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Abstract
Cost estimating and forecasting are key components of the budgeting of any construction project.
However, conventional approaches may result in uncertainty and usually do not utilize the organizational
knowledge of past projects. Ideally, performing a cost estimation under the best predictions of the relevant
future conditions, is the best approach of economic analysis to evaluate the optimum value for money. With
the rise of Artificial Intelligence techniques, there are now several Machine Learning (ML) methods that
are being studied to capitalize on accuracy gains with regards to cost estimating techniques to increase
reliability during the tendering phase. This research aims at developing an expert system that determines
the rough order of magnitude for budgeting with an expected range of 30%-35% leeway, to forecast the
costs of consultancy services of future World Bank projects. The expert system utilizes advanced ML
methods to be able to generate accurate forecasts based on a rigorous database of similar past projects.
Accordingly, an expert system is created by utilizing data from contracts tendered by the World
Bank. Through the World Bank’s Open Data Initiative and Access to Information Policy; administrative
and analytical information can be accessed by the general public. Therefore, this source was chosen as it
provides an ample dataset to help perform the study and further strengthening the accountability of the
presented data. Another approach taken was further examining the consultancy services performed under
the World Bank in order to investigate the applicability of ML methods for cost estimation.
Before building the model, the dataset was first gathered, selected, and sorted from the online
database through the Procurement section via the World Bank website. Over 16,000 projects globally of
which 82,000 Consultancy Service contracts over the past 14 years were collected. The dataset was then
examined to identify the influential factors that affect the cost of the services. These were then filtered and
identified, ranging from: major sector, procurement method, environmental category, consultancy
(procurement) type, country, and overall project budget. The cleaned dataset (upon removing outliers) was
then used as inputs for over 60,000 consultancy contracts.
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During the model building phase, multiple regression Machine Learning models, such as Artificial
Neural Network (ANN), Lite Gradient Boosting (LGB), and Lasso LI Regularization, were implemented
in order to determine the optimum model with the lowest MAE and a correlation coefficient (r) closest to
1. However, due to the lack of sufficient numerical features, the regression models would yield undesirable
results. Another approach, regression by classification, which was based on mapping regression-based
problems into classification, was examined and proved to yield better results and hence was implemented
for this research.
Furthermore, the ensemble method, a composite meta-algorithm model, was then applied in order to
create a more robust classifier by combining several machine learning models into a single predictive model
where each classifier votes and provides a final prediction label based on the majority of the voting. The
classifiers that were included in the research were; Categorical Naive Bayes, K Nearest Neighbors,
XGBoost, Random Forest, Gradient Boosting Classifier, AdaBoost Classifier, Bagging Classifier, Small
Multi-layer Perceptron (Neural Network).
Upon establishing the regression by classification approach by using the ensemble method, the final
vote is computed using "mode" operation, to select the most common output class among all models,
resulting with a 40.62% success rate and 72.41% acceptance rate respectively.
The model was then tested and verified by creating a second dataset of contracts that were not included
in the earlier dataset. Accordingly, the success rate and acceptance rates were then measured to be 36% and
72% respectively.
Furthermore, the interface was then validated by fixing one feature in the interface and changing the
other features to record any changes in the contract cost. Consequently, by testing and validating each of
the variables in each feature, the adaptability of each feature was recorded as well as their success and
acceptance rates. These rates were then compiled to reach the mean success rates and acceptance rates of
48% and 75% respectively.
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Chapter 1: Introduction
1.1 General Background
Cost estimating during the pre-tender phase is a crucial step in determining the expenditures that
can directly influence the donor’s choice of investment and subsequently impact on the planning, bidding,
design, and cost management. Having proper cost estimating tools and techniques allows for the parties to
determine whether or not to proceed with a given project and enables project managers to effectively
evaluate the feasibility of the projects and control their costs efficiently (Ahiaga-Dagbui and Smith 2012).
Without having a predefined or predetermined budget, inaccurate estimates may have significant financial
impacts.
Not only does providing cost data of an existing project provide a more accurate record of the
project during its planning and execution phase, but it also helps inform the cost planning of similar projects
(RICS, 2011). It can also act as an indicator of the projects’ economic status and help in providing informed
feedback on future projects and their pricing levels.
One of the main institutions that focus on carrying out detailed cost benefit analysis and estimation
is the World Bank. Projects under the WB procurement are sub divided and tendered based on four different
kinds contracts, these vary from consultancy services contracts, civil works contracts, non-consulting works
and goods contracts. The World Bank projects are financed in accordance with the performed Cost Benefit
Analysis (CBA) as per the World Bank manual. The CBA is used to evaluate the value for money of private
and public sector projects (Ates, et.al, 2017), by quantifying all the costs and benefits. According to the
World Bank, CBA is referred to as “A systematic framework for economic appraisal of proposed public
and private projects from a public interest point of view”. Through the World Bank’s Open Data Initiative
and Access to Information Policy; administrative and analytical information can be accessed by the general
public (World 2011). These initiatives enhance the World Bank’s commitment to governance and anticorruption, thus further strengthening the accountability of the presented data.
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Despite being a good benchmarking technique for the decision maker to assess pursuing the project
as well as providing a reference to be used for future similar projects, there are several reasons why the
CBA may not be feasible, some of which include; limited period of time with which the cost of the project
needs to be prepared, inaccurate assessments, as well as external costs that have not been accounted for
(Ates, et.al, 2017).
Current estimation methods require detailed information about the projects and are considered to
be time consuming and with a high level of uncertainty and variability due to the limited amount of available
information. Accordingly, estimators, or field experts, usually use their level of judgement and expertise to
estimate the costs in case such rough cost estimates are needed quickly (Cheng et al. 2010). Another
problem with utilizing the traditional methods is that these methods fail to utilize the knowledge of the past
projects which is not typically leveraged when preparing new tenders due to the shortness of time.
In order to account for these shortcomings, more cost experts are turning to computational
workflows that help in capturing past project figures and automating analysis. Cost estimating techniques
have become more complex and allow for measuring several linear and non-linear relationships between
the cost and the pricing components with larger volume of data years while obtaining accurate cost
information with limited data (Gunaydin and Doǧ an 2004). New Artificial Intelligence (AI) methods allow
for accurate cost estimates using machine-learning (ML), knowledge-based systems (KBS), evolutionary
systems (ES), and hybrid systems (HS) (Elfaki et al. 2014).
According to (Duwe, et.al, 2017), the use of Machine leaning to forecast cost could be as good as
traditional parametric modeling, in the case of regression, and could also provide better results when
forecasting complex, nonlinear relationships between predictors and the outcome of interest. Furthermore,
machine learning predicts the desired outcome of interest without the researchers, in this, cost experts, to
worry about the implementation details since machine learning algorithms minimize human interaction and
accordingly removes individual biases (Duwe, et.al, 2017).
1.2 Problem Statement
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Consultancy services usually consider a large range of parameters to determine the time and effort
that will be dedicated to the project, such as the project type and the scope of services, differing from
construction pricing, which is mainly pricing over quantitative items such as labor, material, equipment,
etc. while consultancy service mainly prices by man hours (Zwaving, 2014). There is yet very limited
insight of the factors that affect consultancy price estimates rather than those of contracting projects and
not much is known on the importance of the different variables for the cost estimates (Matel et al, 2019).
As stated above, with regards to the Cost-Benefit Analysis being a good benchmarking technique
for the decision maker in the World Bank to assess pursuing the project as well as a reference to be used
for future similar projects, there are several reasons why the CBA may not be feasible, some of which
include (Ates, et.al, 2017);
•

For several projects, especially in the preparation stage, the accuracy of the CBA depends on
estimating the cost and accounting for the projects’ success a few years after the close of the loan
disbursements.

•

Time lags and other indirect and external costs related to the project are usually not accounted
for.

•

Detailed evaluations are only performed for the already chosen investment, which was agreed
upon through informal process and dialogue. Leaving out the alternative options not being
analyzed quantitatively.
According to the above reasons, the conventional approaches of the cost benefit analysis by the

World Bank proved to be costly, time consuming and, comes with a large factor of uncertainty. Thus,
alternative methods other than the traditional approach were analyzed to enhance and remediate those
concerns and allow for accurate and expedited cost estimating techniques that are automated and able to
factor out the uncertainties. According to Elfaki et al. (2014), The purpose of automated cost estimation is
to identify the correlations between the influential factors and the project cost using predictive models or
algorithms.
14

Another market gap exists in the limited methods that have been explored through Machine
Learning techniques with regards to consultancy services, due to the nature of the services being more
abstract and not material based like that of contracting. Hyari et al. (2016) developed a cost model for
engineering services, using 5 features; project type, engineering services category, project location, total
construction costs, and project scope (Matel et al, 2019).
1.3 Research Objectives and Scope
The purpose of this research is to develop an expert system that determines the rough order of
magnitude for budgeting, to forecast the costs of consultancy services of future World Bank projects. The
expert system utilizes advanced ML methods to be able to generate accurate forecasts based on the database
of similar past projects. The objective of the parametric cost estimation model is to discover a pattern
between the cost and their respective factors by relying on a large number of historical data and avoid
human direct influence to be able to forecast the contract cost during the pre-tender phase of the consultancy
service.
This research focuses on investigating the potential of developing an accurate ML despite the
limited information available by the World Bank. The influential factors were studied, analyzed, and
collected from the World Bank online database to determine how much of this data will be used to build a
robust model. Initially, The Ensemble approach, a meta algorithm model, was considered in this research,
to provide more accuracy than individual classifiers, this is achieved by combining several machine learning
models into a single predictive model to enhance performance. Among the AI models that were considered
included; Categorical Naive Bayes, K Nearest Neighbors, XGBoost, Random Forest, Gradient Boosting,
AdaBoost, Bagging, and Neural Network. Limitations for Cost-Benefit Analysis. Accordingly, an interface
will then be created as an interactive tool where the World Bank users can add their desired inputs and have
the pre-estimates projected on the screen.
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Upon implementing the web-based tool using the Ensemble method, the following objectives shall
be realized:
1. Develop a model and interface to obtain accurate cost information with limited data.
2. Validate the model strength and accuracy through output generated from the interface
3. Measure several linear and non-linear relationships between the cost and the pricing
components with larger volume of data years.
Conditional to the success of meeting the above objectives, several benefits could be realized during the
practical approach of pricing consultancy projects; these include, but not limited to:
1. Aligning on budgetary estimates before tender return from Consultants;
2. Providing a secondary tool for pricing projects and evaluating cost estimating bids;
3. Providing proper estimates despite the high level of uncertainty in the earlier phase the of the
project;
4. Providing key assistance to investors looking for an expeditious preliminary financial
comparison between possible investments over various regions and sectors globally;
5. Reducing reliance on assessment solely from expert’s estimations;
6. Reducing the time needed to yield cost budget and estimates;
7. Expanding the usage of the model regarding the possibility of its application to other
institutions.
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1.4 Research Methodology
The below chart illustrates the framework of the methodology that is used for conducting and
testing the proposed research:

Literature Review

1.
Perform a literature review to explore the various available Multilateral Banks, with a concentration
on the World Bank and exploring the factors that affect the MDBs decision to endorse certain projects.

2.
Determine the Procurement process of the World bank and analyzing the technical and financial
evaluations performed upon receiving tender returns from consultancies as well as identifying the various forms
of contracts used by the World Bank.

3.
Determine the factors that account for cost analysis and budgeting of Consultancy Services with
relation to the cost benefit analysis performed by the World Bank before pursuing any project.

4.
Based on the findings, explore the available studies on pricing and budgeting strategies in the
Consultancy Services as well as explore the optimization tools and techniques for enhancing the reliability of
the forecasted budget and cost analysis.

Model Building and Development

5.

Develop a methodology based on the Literature Review findings.

6.
Clean up the dataset retrieved from the World Bank and analyze the correlation between each of the
features and the contract cost.

7.
1. Develop a model using Artificial Intelligence, namely the Ensemble Approach, with the
collected data from the World Bank to forecast the contract cost as well as the confidence rate of the
model regarding the result.
2. Design an interactive web-based platform that illustrates the forecasted contract cost, by
adding certain inputs. The forecasted contract value is shown at two ranges depending on the
confidence rate of the model.
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Validation and
Verification

8.
Perform model verification by changing only one input at a time and keeping the other inputs constant to
determine the variation and sensitivity of each feature (input) in price. This is then tested against the initial
correlation analysis to verify the effect of each feature against contract cost.

9.
Validate the model by assessing the model success rate by using a new dataset that was not included in
the earlier model building and development phase and investigating the contract cost yielded by the model.

10.

18

Provide feedback and conclusion on findings as well as recommendations for future study

1.5 Thesis Structure
•

Chapter 1: Introduction
Chapter One provides an overview on the significance of having proper cost estimating
during the pretender phase of the project to determine the possible project budget that will
facilitate several discrepancies and allow for calculated decision making, along with the barriers
that are being faced with the traditional pricing mechanisms. A main emphasize is given to
consultancy service projects tendered by the World Bank. This is due to the availability of
accessible data that could be readily gathered from the World Bank online database.

•

Chapter 2: Literature Review
This chapter provides a thorough breakdown on a number of facets; first of all, the chapter
provides a brief introduction on Multilateral Banks, whilst focusing on the World Bank and how
the World Bank performs cost benefit analysis to projects of interest to forecast the ROI and share
with the investors. Second of all, the literature review focuses on the technical and financial
evaluations of consultancy tenders issued by the World Bank, and how varying features in the
RFP and selected contract type may affect the overall price of the service, and comparing those
with previous researches on consultancy pricing mechanisms. Finally, the chapter then discusses
previous work done on integrating Machine Learning and Artificial Intelligence in consultancy
and engineering services pricing.

•

Chapter 3: Model Development
The following chapter discusses the dataset used for the model building and provides a
thorough study and analysis to determine the correlation between the contract cost and the various
other input features. Consequently, the chapter then discusses in detail, the step by step
methodology of the approach that was used to build the model and the measured accuracy rates
based on the dataset findings. Finally, the chapter focuses on the built web based interactive
interface and its method of utilization that displays the results of the model. This chapter also
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provides a summary and visualization of the implemented methodology used to generate the
model and the interface. This methodology is based on the thorough study conducted in Chapter
2: Literature Review and Chapter 3: Model Development to determine the approach an optimum
algorithm to proceed with the model building.
•

Chapter 4: Sensitivity Analysis and Model Verification
This chapter focuses on further testing and verifying the model which was carried out by
controlling the inputs where each feature was changed while the other features were fixed in order
to detect the variance and fluctuating contract cost. The success rate and acceptance rate were
then recorded by comparing the results against the correlation study performed during the model
development phase.

•

Chapter 5: Validation through a Comparative Case Study
This chapter compares the results that the interface provides with respect to a new set of
data, comprised of contracts carried out by the World Bank from Q4 2018-2020, that was used to
validate the model accuracy and results. Over 36 contracts were assessed, and their contract costs
were logged down to measure the success rate, acceptance rate, the mean absolute error, and the
percentage of variation from the true contract cost.

•

Chapter 6: Conclusion
The final chapter discusses the results of the findings and applicability of the interface to
provide initial budgeting for pretender consultancy contracts and could be extended to other forms
of contracts given enough data. The chapter also discusses possible usage of the interface as a
budgeting tool, not only for the World Bank but also for other various entities. Finally, this chapter
closes with the limitations and recommendations for future studies.
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Chapter 2: Literature Review

2.1 History of Development Banks
In 1944, the World Trade Organization (WTO), the World Bank (WB), and the International
Monetary Fund (IMF) were established during the Bretton Woods Conference. Consequently, by 1945
the first World Bank affiliate, the International Bank for Reconstruction and Development (IBRD) was
established, with the signature of 28 member governments that has eventually grown to 189 members
today. In 1955, the International Finance Corporation (IFC) was created to provide loans and equity
investments for the private firms in developing countries. By 1960, the International Development
Association (IDA) was created to make loans and grants to the poorest countries (Vinay 2006). The
establishment of these banks eventually fulfilled President Franklin D. Roosevelt towards the
encouragement of establishing new international banks that would provide “more goods produced, more
jobs, more trade, and a higher standard of living for us all”.
2.2 Multilateral Development Banks
Multilateral Development Banks (MDBs), a term that mainly refers to the World Bank and four
smaller regional banks, are multilateral agencies that provide financing and technical support for
development projects in developing countries. The MDBs provide project loans in many sectors,
including but not limited to, large infrastructure projects, highways, power plants, port facilities, and
dams, as well as social projects, including health and education initiatives.” (Vinay 2006)
Similarly, all the MDBs have the same internal organizational structure. Each MDB is headed
by a board of governors and a board of executive directors. The board of governors is the highest
decision-making authority. The countries are usually represented by the secretary of treasury, minister
of finance, or the central bank governor. There are 24 members of the World Bank’s board of executive
directors, and fewer for some of the regional development banks.
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Not only does the MDB assist in environmental issues and promote better governance, it also
provides important technical assistance to emerging economies and provides financial assistance to
governments for large projects. Countries can borrow from as low as two MDBs such as in Croatia, Cuba,
and North Korea, and up to 10 MDBs such as in Egypt, Azerbaijan, and Tajikistan. On average a country
borrows from around six MDBs, the richer the country, the number decreases (Engen and Prizzon, 2018).
Because of their attractive financial model, MDBs usually have high credit ratings. Credit ratings
are largely based on the shareholders composition and their credit ratings, and it is required that all the
major MDBs maintain an AAA bond rating. These ratings are assigned by several credit rating agencies,
given the highest rating of AAA, meaning that the major MDBs can fund themselves at a very low interest
rate in capital markets (Humphrey 2018). This, accordingly benefits the borrowers as they are now
offered loans at extremely low rates as indicated in table 1. These ratings are obtained through credit
rating agencies, the “Big Three”; Standard and Poor’s (S&P), Fitch, and Moody’s.

Table 1 Credit Rating from MDBs (Engen and Prizzon, 2018)

Figure 1 illustrates the financial assistance from the ordinary capital resources (OCR) mainly
focused on non-concessional financial assistance. Due to the financial crises that occurred in FY2008
and FY2009, the lending, especially in the IBRD, increased to press for financial assistance (Nelson
2018).
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Figure 1 Ordinary Capital Resources; New Commitments, 2000 -2017 (Nelson 2018)

2.3 World Bank
The World Bank is a multilateral financial institution that provides financial and technical aid
for development in developing countries through a wide range of sectors such as healthcare and
education, infrastructure, financial and private sector development, as well as agriculture and natural
resource management. The World Bank is owned by 187 member governments, where each member is
a shareholder based on the size of the economy and the capital pledged to back up the World Bank’s
borrowing. The agreement requires an 85% majority while the US is the only country with the power to
veto over the changes of how the bank is structured. Each member of the World Bank must also be a
member of the IMF (Ottenhoff 2011d). The World Bank is autonomous in the decision-making process
despite being a specialized agency of the United Nations.
The World Bank has two main funds, the hard lending window, the International Bank for
Reconstruction and Development (IBRD), and the soft lending window, the International Development
Association (IDA). IBRD loans cost more and are intended for middle-income developing countries,
generally must be repaid within 12 to 15 years. In FY2011, the largest IBRD borrowers included India,
Mexico, South Africa, Brazil, Turkey, Indonesia, Egypt, and China. While IDA loans cost much less and
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are intended for low-income countries whose annual per capita incomes fall below $1,175, half are
located in sub-Saharan Africa. IDA loans are nearly interest-free and have a maturity of 40 years with a
one-year grace period (Ottenhoff 2011d). Donor countries meet periodically to replenish the sources that
become depleted through loans and grants to low income countries. These replenishments occur every
3-5 years, however, if they are not replenished the lendable resources will be reduced, thus aid to the
poor countries will be reduced (Nelson 2018). Figure 2 shows the concessional assistance by the MDBs
to the developing countries, where the IDA is seen to be dramatically at a higher rate while the others
remain at a stable, consistent rate. Table 2, below shows the latest replenishment amounts and the donor
contributions.

Figure 2 Concessional Financial Assistance: New Commitment, 2000 -2017 (Nelson 2018)

Table 2 MDB replenishment dates, amount and percentage of donor contributions (Engen and Prizzon, 2018)

The World Bank provides further benefits than a regular bank as it lends to the developing
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countries at lower rates than traditional markets and the loans are used to support social and economic
development projects in developing countries. The World Bank also provides interest-free loans and
grants to developing countries, funded by shareholder contributions. The repayment period is also
significantly longer, that lasts up to 35 -40 years (Ottenhoff 2011d).
The World Bank made an agreement with Egypt to be financed with $3 billion for the
development of Sinai with $1 billion and additionally to support infrastructure projects, transport and
agriculture, and its continued support for the economic reform program. Egypt also signed a $300 million
agreement with the World Bank on October 13 2018 to finance its infrastructure with the "Sustainable
Rural Sanitation Services Program". According to Executive Director of Egypt at the World Bank in
Washington Ragui El-Etreby, “[The] World Bank’s portfolio in Egypt exceeds $8 billion by 2018,
recording the highest portfolio amongst Arab countries and the region” (World 2018).
2.3.1 Egypt in Context
Egypt, a lower-middle income country with a GDP per capita of $2,048, has recently
undergone several major economic reforms in order to order to attract more businesses and
investments. These included; the floating of the Egyptian Pound in November 2016 to tackle
foreign currency shortage issues; the introduction of the VAT law in September; two rounds of
increases in fuel prices; the increase of the electricity prices to an average of 40% in July 2017;
as well as the control of the public sector wages. Egypt also implemented a new licensing and
investment law, thus, accordingly, the economy has grown 4.2%, additionally to the 4.3% of the
prior year (Project 2018).
Despite the improving economy, Egypt still struggles with challenging social
conditions. An average of 27.8% of the country’s population is considered poor according the
2015 Household Survey, and poverty rates in rural Egypt reached up to 60%. However,
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unemployment rates decreased from 12.5% to 12% compared to the previous year while youth
unemployment rate reached 25.7% by the end of FY17 (Project 2018). Accordingly, the
government has taken several tolls to improve the aforementioned issues by increasing social
pensions and food subsidy allocations. Egypt has also taken initiatives in human development in
terms of child mortality, literacy rates, and education.
Accordingly, Egypt presented a vision in 2015 to strengthen development and maximize
competitive advantages as a national participatory effort coordinated by the Ministry of Planning
and Administrative Reform (Project 2018). Vision 2030 is composed of three main pillars which
are; economic, social, and environmental. The economic vision focuses on innovation and
scientific research, economic development, and efficient government institutions, the social
vision emphasizes on the social justice, education, and health, while the environmental vision
discusses on the environmental and urban development.
Another wave of reforms that underwent in Egypt was establishing policies in October 2016 to
remove investment barriers in order to attract local and foreign investments, where the GDP has
grown to 5.3% in FY18. This increase has been brought mainly by export of oil, tourism, and
public investments. Headline inflation slowed to an annual of 13.5% in July 2018 rather than
33% from the year before. Foreign exchange reserves also improved and reached 44.3 Billion
by the end of July 2018 as shown in figure 3 (Implementation 2018). It also referred to the
positive indicators of exports of goods and services, as well as the rebound of the Suez Canal
and tourism revenues. “A notable improvement has been achieved on the fiscal font, especially
with the realization of a primary surplus of 0.1 percent in 2017/2018,” the bank stated (World
Bank 2018).
Egypt’s GDP grew further to 5.6% in 2018, and if the reforms are implemented properly,
the investments will grow and recover. WB states that “The large interest payments are expected
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to decline over the medium term, through debt repayment and the prolongation of the maturity
structure.” World Bank also foresees that the poverty rate to decline to 15.3% in 2019 compared
to 15.6% in 2017 and that the continued price increases of goods and services, that are affecting
mostly residents of upper Egypt, will eventually stabilize if the “adequate mitigation measures”
are taken (World Bank 2018). “Our focus is on projects that promote economic inclusion:
providing greater opportunities for youth, ensuring that women fully participate in the economy,
supporting smallholder and family farmers, and helping develop poorer regions of the country
like Upper Egypt.” According to Jim Yong Kim. Thus, we operate in many different sectors
including energy, finance, transport, health, social protection and labor, agriculture and water,
and environment.” (El Masry and Khalifa 2015).

Figure 3 Commitment by Fiscal Year in Egypt -in millions of dollars (World Bank 2018).

2.3.2 World Bank Group Procurement Process
2.3.2.1 Roles and Responsibilities
The bank carries out procurement works such as implementation support, monitoring,
and procurement oversight in order to ensure the funds are used for the purposes of which they
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are granted for. Whereas the borrower carries out the responsibilities for the procurement
activities that are financed by the bank; These activities range from planning, strategizing,
evaluating application and bids, to awarding and managing contracts.
Initially, the bank requests from the borrower to issue a project procurement strategy
(PPSD) for development as to how the objectives of the project will provide the best value for
money under a risk-based approach, covering the first 18 months of the project implementation.
Upon preparation of the PPSD, the bank then reviews it and agrees to the procurement plan
before the completion of loan negotiations. This is then incorporated by reference in the legal
agreement. Upon approval and no objection, the bank then arranges for the publication of the
procurement plan. (Procurement, 2018)
2.3.2.2 Approved Selection Methods
The following are selection methods for Consulting Services; table 3 represents a concise
brief of the following selection methods:

▪

Quality Cost Based Selection (QCBS);

▪

Fixed Budget Based Selection (FBS);

▪

Least Cost Based Selection (LCS);

▪

Quality Based Selection (QBS);

▪

Consultant’s Qualifications Based Selection (CQS); and,

▪

Direct Selection.

Quality and Cost-based Selection
The selection of the successful firm takes into consideration the quality of the Proposal
and the cost of the services. The RFP will have the minimum score for the technical proposals,
however, the Proposal with the highest quality and cost score is considered the Most
Advantageous Proposal.
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Fixed Budget-based Selection
Contrary to the Quality and Cost based Selection, the cost of services is specified as a fixed
budget that shall not be exceeded. FBS is convenient when:
▪

The type of Consulting Service required is simple and can be precisely defined;

▪

The budget is reasonably estimated and set; and

▪

The budget is sufficient for the firm to perform the assignment.

The RFP specifies the budget and the minimum score for the technical Proposals. The
Proposal with the highest technical score meeting the fixed budget requirement is considered the
Most Advantageous Proposal.
Least Cost-based Selection
LCS is used for assignments of a standard, for which well-established practices and standards exist.
Quality-based Selection
The Quality based Proposal does not depend on the minimum cost as an evaluation criterion.
The RFP may request both technical and financial offer, however, the financial Proposal of the
highest technical scored firm is evaluated to determine the Most Advantageous Proposal. The
RFP document could also request only technical Proposals, where the highest technically
qualified would submit its financial Proposals for negotiations.
QBS is appropriate for the following types of assignments:

▪

Complex assignments where it is difficult to define precise TOR and the Borrower
expects the firm to demonstrate innovation in its Proposals

▪

Projects that can be carried out in different ways, so that Proposals cannot be
compared.
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2.3.2.3 Consultant’s Qualification-based Selection
An Expression of Interest is usually requested by the borrower, where it is attached with
the TOR. Usually, at least three qualified firms are requested to provide information about their
experience in general, and more specifically, experience in the field. Accordingly, the borrower
selects the firms with the most relevant qualifications and invites them to submit their technical
and financial proposals.
Direct Selection
Direct selection is done by approaching and negotiating with only one firm, on the
condition where only one firm is qualified and is preferred.
Direct selection may be appropriate under the following circumstances:

▪

An existing contract for Consulting Services that is extended for additional
Consulting Services of a similar nature and is reasonably priced.
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▪

Services that are both very low value and low risk,

▪

In response to Emergency Situations;

Table 3 Approved Selection Methods for Consulting Services (Procurement, 20)

2.3.2.4 Market Approach Options
Open Competition
The open competition approach provides an open competitive procurement approach
where the eligible prospective firms are provided with an open advertisement for the Borrowers
requirements. The preferred approach fir the Bank is in the form of advertisement for EOI.
Limited Competition
In the limited competition approach, the borrower does not provide a shortlist
advertisement, but rather prepares a shortlist directly. This could be due to the limited qualified
consultants for the proposed task.
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Approaching the International Market
An open international market is used when the participation of international firms shall
provide the best value for money. Open international competitive procurement requires
mandatory international advertisement.
Approaching the National Market
The national market competitive approach is used when the scope and the nature of the
consulting services will not attract foreign competition.
2.3.2.5 Evaluation Criteria
Evaluation criteria are recognized in the early stages of the procurement mainly for
transparency, value for money and integrity in the procurement process. The evaluation criteria
are then set so that the Borrower can evaluate which Bidder/Proposer is best able to deliver the
requirements and maximize VFM. Consequently, contract requirements will then be defined
along with the selection method decided (e.g. RFP, RFB). The following requirements govern
the evaluation criteria:

▪

The evaluation criteria shall be in accordance with the nature, market
conditions, complexity, risk, value and objective of what is being procured;

▪

Evaluation criteria should be convertible to monetary terms;

▪

RFP document shall include the complete evaluation criteria only those shall
be applied;

▪

Any change to the evaluation criteria, once the RFP have been issued, shall be
made only through addenda; and

▪

The evaluation criteria shall be applied to all Proposals submitted.

The evaluation criterion takes the following factors into consideration in order to achieve
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the best value for money (Evaluation, 2016):
▪

Eligibility

▪

Nationality

▪

Conflict of Interest

▪

Bank Eligibility

▪

United Nations resolution or Borrower’s country law

▪

Historical Contract Non-Performance
•

History of Non-Performing Contracts

•

Suspension Based on Execution of Proposal Securing Declaration by
the Employer

▪

▪

▪

•

Pending Litigation

•

Litigation History

Financial Situation and Performance
•

Financial Capabilities

•

Average Annual Turnover

Experience
•

General Experience

•

Specific Experience

Past performance
•

Number of similar contracts

•

Timeliness of delivery

Furthermore, the applicants that do meet the qualification requirements are then assessed
against rated criteria in order to be ranked on merit. Such as those in the following:
▪
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Management capability (policy, systems, practice)

▪

•

Management facilities

•

Financial management

•

Risk management

•

Health and safety management

•

Innovation

•

Sustainable business

Contract / Project Management Capability (policy, systems, practice)
•

Contract/Project management

•

Scope of human resources and structure assigned to contract/project
management

▪

▪
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•

Budget and financial management

•

Risk processes to mitigate and manage

•

Value engineering, continuous improvement

Employer’s requirements
•

Full understanding of the Employer’s Requirements

•

Practical and realistic preliminary approach and methodology

•

Realistic preliminary timeline/delivery schedule

•

Effective risk identification

Sustainable Procurement
•

Sustainable procurement (policy and systems)

•

Track record of delivering successful sustainable procurement result/s

•

Sustainable procurement accreditation from a recognized body

•

Sustainable procurement award from a recognized body

Technical Evaluation
The RFP technical score is usually accepted if it is not less than 70-85% depending on the
nature of the proposal. Technical criterion is assigned with a range of scores, based on the
importance of the criteria based on the objective of the assignment. The criteria are assigned
scores within the indicative range of scores set out in table 4. The following criteria are usually
divided into sub-criteria where each criterion is assigned with a score as a total of the sub-criteria:
▪

Competence of methodology and work plan;

▪

Relevant experience and qualifications of key staff, participation of nationals may be
an optional criterion; and

▪

Relevant experience of the firm.

Table 4 Range of scores for quality of Proposals (Consulting Services) (Procurement, 2018).

Financial Evaluation
According to (Procurement, 2018), “The offered total price includes all the Consultant’s
remuneration and other reimbursable and miscellaneous expenses. For the purpose of evaluation,
the offered prices exclude local identifiable indirect taxes (such as sales, value-added, and excise
taxes and similar taxes and levies) on the contract and income tax payable to the country of the
Borrower on the remuneration of Services rendered in the country of the Borrower by
nonresident experts and other personnel of the consulting firm. For QCBS, the Proposal with the
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lowest offered total price is given a financial score of 100% (one hundred percent), and other
Proposals given financial scores that are inversely proportional to their prices. The methodology
to be used is specified in the request for proposals document.” Table 5 shows the Combined
Quality / Cost Ratio for QCBS (Consulting Services).
Table 5 Combined Quality / Cost Ratio for QCBS (Consulting Services)

2.3.3 Contracts used by the World Bank for Consultancy Services
Among the major factors that affect the project pricing upon Consultant award is the
contract type, there are several contract types that are being utilized by the World Bank
depending on the nature, and risk factor of the project at hand. Forms of contracts range from;
lump sum, time-based, percentage, and indefinite delivery/price agreement. The choice of
Contract utilized has a direct effect on the project Cost.
▪

Lump Sum:
Under the Lump-Sum contract, the project scope is clearly defined. The
Consultant operates on the concept of a fixed price and scope, usually the Lump Sum
contract is the easiest to administer as the payments are clearly defined and due based
on the pre-determined milestones and deliverables such as reports, drawings, BOQ, etc.
Lum Sum Contracts are usually used for projects such as, simple civil works,
simple planning, environmental studies, etc, with clearly defined services and output.

▪

Time-Based Contract
Under the Time-Based Contract, the scope and duration may not be clearly
defined. The project is more complex for the Consultant to assess early on with a set
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price as the Lump Sum Contract, accordingly the payment is based on the agreed rates
spent (hourly, daily, weekly, or monthly) of experts and adding the incurred
reimbursable expenses and agreed unit prices and overheads. This type of Contract is
usually suggested for projects such as; construction supervision, and complex studies.
▪

Percentage Contract:
Under the percentage contract, the consultant is usually paid an estimate of the
total project construction cost. This is mainly used for procurement, inspection service
providers, and fixed architectural services.

▪

Indefinite Delivery Contract (IDCs) or Price Agreement
Under the IDCs, Consultants/ Experts are usually selected based on specialized
advisory services for a specific activity, whereas the timing is not clearly defined, such
as the case with expert adjudicators or members of panels. The payment is based on an
agreement with regards to pre-established fee rates and on the basis of time.

2.4 Cost Analysis and Benchmarking in Consultancy Services and their Association with the World
Bank.
2.4.1 Cost benefit analysis performed by the World Bank
Initially, the World Bank supports government programmes by ensuring economic and
social improvement to low- and middle-income countries through traditional loan agreements.
The Bank provides for financing goods, works, and services in support of economic and social
development projects. The loans for the projects are disbursed on a 4 to 5-year period. World
Bank loans have large similarities in terms of preparation, negotiation, approval, and supervision
stages (Ates, et.al, 2017).
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Figure 4 Investment stages of the project cycle by the World Bank (Ates, et.al, 2017).

There are eight main stages of the project cycle, as apparent in figure 4, with regards to
investment projects before the loan agreement is officially signed between the Bank and the
borrower, constituting of:
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▪

Country Assistance Strategy

▪

Project Identification

▪

The Preparation Phase

▪

The Appraisal Phase

▪

The Negotiations and Board approval Phase

▪

The Implementation and Supervision Phase

▪

The Implementation and Completion Phase

▪

The Evaluation Phase

According to figure 5, the “with” and “without” approach is typically used where the
analyst may recommend a project whilst the decision maker may either decide to undertake the
project or not (Ates, et.al, 2017).

Figure 5 The “with” and “without” approach (Ates, et.al, 2017).

2.4.2 Cost Analysis and Benchmarking in Consultancy Services
According to the Royal Institution of Chartered Surveyors (RICS), cost analysis is
defined as the investigation of cost distribution throughout all the construction elements (RICS,
2011). In other words; a full appraisal of costs involved in previously constructed buildings
aimed at providing reliable information which will assist in accurately estimating (the) cost of
future buildings. It provides a product-based cost model, providing data on which initial
elemental estimates and elemental cost plans can be based.’ (RICS, 2009).
The main components needed from past similar projects to make sound cost analysis for
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reference include, according to the (RICS):
▪

Contract details (i.e. form of contract used, start and completion dates);

▪

Description of the project;

▪

Contract sum;

▪

Base date for the project;

▪

Location of the project;

▪

Procurement route;

▪

Scope of works.

Cost estimates and analysis are the most important factor during the tendering phase of
a project as this greatly influences the bidding, planning and overall management of the project.
It also has a direct impact with which to consider proceeding with the project or not.
Upon conducting the needed cost plan and cost analysis, benchmarking is usually
performed to identify the best cost plan for the given project. According to RICS (RICS, 2011),
benchmarking is defined as; the process of collecting and comparing data within an organization
or external to an organization to identify the ‘best in class’ Elemental cost plan (or cost plan) is
‘the critical breakdown of the cost limit for the building(s) into cost targets for each element of
the building(s) . . .’(RICS, 2009) figure 6 sums up the benchmarking process;
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Figure 6 The benchmarking process (RICS, 2009)

Two very critical factors to be considered during the benchmarking considerations that need to
be factored include,
▪

The confidentiality of the project data, and whether this data can be used or not.

▪

The sustainability rating of the project as there is usually a cost that is associate with
achieving the sustainability rating and could influence the project price.

2.4.3 Cost Estimating and Budgeting
Cost estimating is defined as the predictive process that is used to quantify the uncertain actual costs of
resources that are mandatory by a project. Furthermore, budgeting is a sub process under the cost
estimating that is used to allocate the estimated cost of resources into their respective budgets, where the
cost performance is then accordingly assessed (Pietlock, 2001). Consequently, the goal of cost estimating
is to minimize the uncertainty given the level of the scope definition and maximizing the certainty of the
actual cost.
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With regards to cost estimating in consultancies, it is crucial to acknowledge the expenditures that
can directly affect the cost experts as it can greatly impact on whether or not to proceed with a tender, as
well as to accurately account for the project planning, bidding, and design (Ahiaga-Dagbui and Smith
2012). Lack of proper cost estimating may result in substantial financial impacts for the project and may
even affect the consultancy. Furthermore, providing accurate and proper cost data also helps inform the
cost planning of similar future projects (RICS, 2011).

Figure 7 Process Map for Cost Estimating and Budgeting (Bernard, 2001).

Furthermore, figure 7 illustrates the typical process map of the cost estimating process that converts
the quantified technical input data into outputs in the form of cost analyses and decisions with regards to
the finances and resources of a project (Pietlock, 2001). The process is further summarized into the
following stages:
1. The project scope is clearly defined to prepare for an estimation;
2. The technical documents and all deliverables is readily available in order to further quantify
the scope, these deliverables are considered the output or the proposed service, such design
drawings, feasibility studies, etc;
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3. The work breakdown structure which further provides estimation as to how the
organization of work will be estimated;
4. Historical information is then gathered if available to be based on the feedback of the actual
similar history and lessons learned
5. Furthermore, previous similar estimates are also gathered to support for better estimation
accuracy.

2.5 Integration of Machine Learning in Pricing
2.5.1 Machine Learning: Definition
Machine learning is a branch of Artificial Intelligence that focuses on designing and
developing algorithms in order to ‘learn’ empirical data by discovering systematic patterns without
being programmed to find them based on prior knowledge (Korada et. al, 2012). Machine learning
first appeared in the 1980s through the creation of Artificial Neural Networks (ANN) (Duwe, et.al,
2017).
According to (Ayodele, 2010), machine learning algorithms are divided into several types,
depending on their classification and the desired outcome of the algorithm. These include:
-

Supervised Learning: ML models that generates a function that maps inputs to desired
output. This occurs for learning functions to map a vector into several classes by analyzing
several input and output features. Mainly used for classification and regression.

-

Unsupervised Learning: which models a set of inputs where the labeled examples are not
available.

-

Semi-supervised Learning: Models that combine both labeled and unlabeled examples to
generate a classifier.
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Reinforcement Learning: Where models learn how to act given an observation.

-

Learning to Learn: Where models learn their own inductive bias based on previous
experiences

2.5.2 Supervised Learning
Regression and classification both fall under supervised learning algorithms and are used
for prediction in Machine Learning models, where regression is used to predict numerical values,
such as price, age, etc, and classification is used to predict and classify the discrete values, such as
true or false, male or female (“Regression vs. Classification”). In classification, the model function
divides the dataset into classes based on the set parameters and accordingly categorizes the data
into different classes. Whereas in regression, the model maps the input variable to result in a
numerical output variable (“Regression vs. Classification”). This research will inspect both types
of supervised learning algorithms to determine the algorithm that would best generate the optimum
outcome.

2.5.3 Examples of relevant regression models
L1 (Lasso) Regularization
Lasso regression, also known as ‘Least Absolute Shrinkage and Selection Operator’, is a
form of linear regression that uses shrinkage, where values are shrunk towards the mean. Lasso
regression is recommended for models that are shown to have high levels of multicollinearity
(Zhang, 2017).
L1 regularization eliminates the features that have the weight of 0, resulting in a model
with fewer features while larger wights will result in values closer to zero. This will allow to
produce much simple models to be easier to interpret. Unlike traditional methods, Lasso regression
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is a great alternative for feature selection and when It comes to dealing with a large set of features
(Zhang, 2017).
Artificial Neural Network
NNs basically consist of nodes that are grouped together as interconnecting layer to form
a network, as inspired by processes of the human brain (Petroutsatou et al. 2012). As indicated in
figure 8, the different types of layers are composed of input layers, output layers, and hidden layers,
where each input node, corresponding to a particular weight, is connected with the nodes from the
hidden layers (Matel et al, 2019).
The network is then trained with the inputs and the outputs are added to the network,
eventually, the ANN provides outputs as learned from the training data. The outputs are then
compared to the actual outputs and the percent error is then calculated using back propagation,
where the weights are updated according the error contributed with each node. These steps are
repeated for the training data to allow for more accuracy and reducing the percent error (Matel et
al, 2019).

Figure 8 Neural Network Layers (Petroutsatou et al. 2012).

Light Gradient Boosting
Light gradient boosting is a high-performance, fast, gradient boosting framework that splits
the tree leaf wise rather than level wise with the best fit. This helps reduce more loss than levelwise algorithm thus results in better accuracy. The main advantages of LGB is that it has high
efficiency with fast training speeds, low memory utilization. The below, figure 9, illustrates the
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light GBM algorithm indicating the difference between leaf wise and level wise splits
(Chakraborty, 2020).

Figure 9 Leaf wise tree growth using Light Gradient Boosting (Chakraborty, 2020)

2.5.4 Examples of relevant classification models
Categorical Naive Bayes Classifier
Naïve Bayes (NB) classifiers are a collection of classification algorithms that are based on
the Bayes’ rule. The NB classifiers are most suitable for classification with independent features
that are categorically distributed.
Bayes rule can be stated as follows in Equation 1:
Equation 1 Bayes Rule (Webb, 2011).

Where X (the dependent feature vector from x1-xn) would be the proportions of class y in the
training set.
And Y would be the classified contract cost (Webb, 2011). Accordingly, factoring the naïve
assumption, which is the independence among the features, resulting in the below equation,
assuming that the n features are independent of each other:
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Equation 2 Naive Bayes (Webb, 2011).

In the above case the n would be the independent features in the model ranging from
procurement method, procurement type, region, etc. accordingly, all set of inputs are calculated by
the classifier and the maximum probability is selected (Webb, 2011).
K Nearest Neighbors (3 different versions, different K)
K Nearest Neighbors (KNN) is a model-free method that does not have a training stage and
is used for classification and regression problems. The KNN classifies its datasets by calculating
the distance between the test samples and training samples to determine the nearest neighbors.
Accordingly, KNN then assigns the k values to the test samples based on the nearest selected
neighbors. Figure 10 represents the general KNN model illustration to determine the respective
class label (Zhang, 2017).

Figure 10 Flowchart of the proposed KTree method(Zhang, 2017).

XGBoost Classifier and Gradient Boosting Classifier
Gradient boosting decision tree is a common machine learning algorithm, due to its
efficiency and accuracy, where each feature is scanned to estimate and measure all the information
to split points, accordingly, their complexities is proportional to the available features and the
number and instances. XGBoost is a more normalized form of Gradient Boosting as it L1 (Lasso)
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regularization, which improves model generalization capabilities. Figure 11 illustrates the decision
tree level wise growth using XGBoost (Nguyen-Sy et.al, 2020).

Figure 11 Level-wise growth in XGBoost (Nguyen-Sy et.al, 2020).

AdaBoost Classifier
The Adaboost classifier is an ensemble boosting that combines several weak
classifiers to increase their accuracy to create a strong classifier this is done by repeating
rounds of boosting iterations, where each iteration the weights of each dataset is sampled.
Accordingly, the best weak classifier is selected and divides the data into classes.
Classification is done by recording each weak classifier and then multiplying it by its
weight, as illustrated below in figure 12 (Park, 2005).

Figure 12 Adaboost Ensemble Illustration (Park, 2005).
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Random Forests Classifier

Figure 13 Random Forest tree-based classification (Great Learning Team, 2020)

Random Forest is another example of a tree-based predictor. Each tree under RF is trained
according to values of a random vector sampled independently and evenly distributed for all trees
in the forest. The kth tree is trained by random vector 𝛩𝑘, independent of the previous random
vectors, yet with the same distribution. Average predictions are then accordingly taken once there
is a large set of trees in the forest. This results in an improvement in the accuracy of the predicted
outcome (Great Learning Team,2020). Figure 13 below illustrates the random forest level wise
growth.
Bagging Classifier
Bagging, or bootstrap aggregation, is an ensemble machine learning approach used to
obtain robust models and is known to be sensitive to small changes in the training data. This allows
for improvement of the model prediction capabilities of the model. There are 3 main steps for the
bragging algorithm procedures; 1) samples are obtained by randomly resampling from the training
dataset in order to form training subsets; 2) multiple classifier-based models are constructed; then
3) the model is formed by gathering all the classifier based models (Fumera, 2008
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Chapter 3: Model Development
3.1 Methodology for the Model Building and Interface Generation
Once the objectives have been established, a step-by-step model building visualization was then
created to determine the optimum approach for the model design and development. Figure 14, summarizes
the proposed model building method that was used for this chapter to generate the optimum approach based
on the findings and studies taken in this research:
1. Data collection: Data was gathered, collected, and partitioned from the WB Website.
2. Determining input variables: Upon collection of this data, the input variables were
identified by examining the main factors that affect the project costs directly and indirectly.
3. Data clean up and descriptive analysis: Dataset was then cleaned up and outliers were
removed to reach approximated 60,000 variables in the dataset. The categorical and
numerical features were then explored further to determine the correlation between each of
those inputs and that of the contract cost as this will further allow us to identify which
features increase or decrease the overall project cost.
4. Model Building: A thorough study was conducted by comparing regression and
classification machine learning techniques to determine the desirable outcome.
Classification models proved to generate better results, thus integrated the use of the
ensemble method to have several classification models for the model to ‘vote’ from based
on the highest confidence.
5. Interactive Interface Development: The interface was created using Streamlit, an open
source python library. The user may now select the inputs in the interface through the drop
down menu (except for the project cost), between the 6 features of: project cost range,
procurement type, procurement method, region, environmental category, and sector, the
data is then processed through the model as one hot encoding, and an output would be
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generated based on the model confidence rate. Accordingly, 1 or 2 price ranges will appear
depending on the models’ level of confidence.
Proposed Model Building Method

Data Collection and Analysis

Start

Data Collection and Partitioning

Determining Input Variables

1.

Data clean-up/ Feature Engineering
– Categorization of all inputs

Model Development: Training
& Testing

Final dataset to begin model
building

Training Data

Naïve
Base
Classifier

KNN
11

XGBoost
Classifier

Gradient
Boosting
Classifier

Adaboost
Classifier

KNN
14

RF1

Random
Forest
Classifier

RF2

Bagging
Classifier

Neural
Network
(NN)

RF3

2.

KNN 6

K Nearest
Neighbor

Testing Data

Voting

Voting by combining individual model prediction and calculating the
confidence of the prediction. The final vote is computed using "mode"
operation, to select the most common output class among all models.

Interface Generation

3.

Final prediction

Voting confidence higher that 60% - First
candidate appears on Interface

Voting confidence below 60%- first and
second candidates appear on interface

Interface presents results – Contract cost range values.

Figure 14 Visualization on the proposed model building method
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Insert Contract Data

3.2 Data Collection
This step is based on the gathering, selection, and sorting of data, accordingly, access to all the
World Bank projects data was done through the Procurement page via the World Bank website. Over 16,000
projects globally of which 82,000 Consultancy Service contracts were selected as inputs for the model this
could be further quantified as approximately 1.8 trillion dollars’ worth of projects held globally, of which
26 billion are under consultancy services ranging from 2004-2018..
The input variables were first determined, this was done according to the World Bank Cost Benefit
Analysis requirements and the RICS basis for pricing as referred to in the Literature Review. Table 6 below
shows the input and output variables, divided between categorical (A) and numerical data (B). Due to the
confidential nature of those projects, several variables (C), such as the scope of works, area, and contract
duration were not available. Due to the majority of the features being categorical in nature, the two
numerical variables, the project cost and contract cost were classified into categorical features to increase
precision and provide the needed results.
Table 6 Dataset input and output variables

Input Variables
A – Categorical Input
- Major Sector
- Procurement Method
- Fiscal Year
- Environmental Category
- Consultancy (Procurement) Type
- Country
- Supplier Country
- Supplier Entity
B – Numerical Input
- Project Cost
C – Data required for project pricing
- Contract Duration
- Project Area
- Contract SOW
- Amount of Contracts that make up the entire Project
Output Variables
- Contract Cost
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Once the input and output variables were determined, the data was then gathered from the World
Bank website database. Figure 15 illustrates the information available that was used to build the model.
Each contract available was divided according to Country, Procurement Method, Procurement Type, Date,
and Contract Cost.

Figure 15 World Bank Procurement Webpage

Accordingly, the above data then allowed for access to further relevant information needed for the
model. For example, upon selection of the ‘Contract Title’, further data was collected to proceed with
adding the inputs. The items highlighted in Yellow in figures 15 and 16 were then compiled and tabulated
for all Contracts into a main dataset.
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Figure 16 Project Details in the World Bank Procurement Webpage

Additional data, retrieved from the World Bank, shows the entire data on all consultancy services
and projects, accordingly, these datasets were then compiled into a main dataset. Once the 82,726 data sets
were added and compiled into a single table, they were then cleaned up to ensure homogeneity in the data.
3.3 Importing Data via Python 3.7
Python version 3.7 was utilized throughout the model development phase for this research as it is
one of the most popular programming languages being used for data science and machine learning. This is
largely due to the large number of useful libraries with regards to the scientific computing (Raschka, 2015).
Using python not only enhances the data visualizations with regards to big data analytics, it also offers a
wide spectrum of libraries and packages that implement machine learning algorithms in vectorized and
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parallelized forms that enables rapid processing even with large amounts of data. With this regard, Python
version 3.7 is used for the model development of this research.
Upon compiling the dataset, it is then loaded in Python using Pandas data frame. In order to begin
the data cleanup process and the model building, several libraries were also imported as shown in figure
17, including:
-

NumPy; a python extension that is used for executing various numerical computations and
processing of the multidimensional and single-dimensional array elements.

-

Pandas, an open-source library that is built on top pf NumPy, that provides high-performance data
manipulation as well as loading, handling missing data, cleaning data, preparation, model, and
analysis. This further enhancing the data cleanup and eventually the capabilities of data analysis.

-

Matplotlib, a Python library that us used for creating tables and visualizations.

Figure 17 Model Initiation and Importing Data using Python

3.4 Data Cleanup
In order to enhance model results, the data cleanup is an important factor to be considered for enhancing
the homogeneity of the data before model building in order to yield high precision. Accordingly, the below
items were considered:
-

Removal of incomplete datasets and missing values, figure 18. Due to the vastness of the data,
several features included missing data. While it is important to have as much data as possible,
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keeping data with missing features may provide unnecessary and misguided outcomes, thus, it is
preferable to remove them.

Figure 18 Removal of Incomplete Datasets

-

Removal of insignificant features that don’t serve an importance to the model, figure 19: These
features include the Project ID, World Bank contract number, and Contract reference number. Their
removal will allow the model to be focused on the important features that have a direct impact on
the output and reduce the unnecessary ‘noise’.

Figure 19 Removal of Insignificant Features

-

‘Encoding’ the categorical inputs: Categorical inputs went through two types of encoding, one hot
encoding and label encoding. This allows for all the data to be numeric as is needed in machine
learning techniques.

-

Removal of the least used features: by determining the repetitiveness of each of the values for a
given variable. The least used features generally cause outliers, this in turn will affect the efficiency
and precision of the data. Accordingly, upon removal of the least used features, would provide
more robustness to the model.

Removal of incomplete datasets and missing values
Upon compiling the data, it was noted that there were missing references to the project cost and
environmental categories, reaching up to 3,600 data sets. Accordingly, since the project cost is a crucial
input in factoring the contract estimate, the contracts with missing project costs, as shown in table 8,
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ultimately had to be removed. As the amount of inputs are over 82,000, the 3,600 datasets will not impose
a large effect on the model building, on the contrary, its removal will lead to more precision.
Table 7 Missing Project Cost data

Removal of the Least-Used Features
A final approach taken for cleaning up the data is by removing contracts which have instances that
only occurred a number of times and will not only affect the precision of the model but will also result in
varying outliers. Usually the data point of the outlier will be further away from the sample mean and may
indicate an erroneous procedure or faulty data.
For example, the below instances, table 9, could be considered least used features and apparent outliers:
Least Used Features and Outliers

Table 8 Examples of least used features in the database
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3.5 Descriptive Analysis
Further to the data clean up, the following data was then collected for further understanding of the
dataset at hand with regards to the numerical and categorical findings in order to best develop a model. The
below findings are based on the data allocated from the World Bank website solely related to Consultancy
Services.
3.5.1 Numerical Data
With regards to the contract cost, it was concluded that 75% of the contracts are
below $160K, whereas contracts between the first quantile and third quantile lie within a
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small range of values. furthermore, regarding the project cost, 75% of the projects lie below
$109M, whereas contracts between the first quantile and third quantile lie within a small
range of values.

Figure 20 (Left) Normal Curve showing Project Cost and Contract Cost Before Removing Outliers

Figure 21 (Right) Normal Curve showing Project Cost and Contract Cost After Removing Outliers

Figures 20 and 21 showcase the log transformation of the contract and project amounts as
a normally distributed curve after removing the outliers. The log transformation was used to
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transform the skewed data to have a “normal” distribution in order to augment the reliability of the
statistical analyses of the dataset. However, despite the normal distribution of the data, the graph
indicates that there is no correlation between the project cost and the contract cost. Since upon
removal and clipping of the contract cost outliers shown in figure 19, the project cost remained
unaffected. For example, the first quantile, 25%, the contract cost of 17K value isn't necessarily the
same one that has project value of 19M. This can be further visualized in the below scatter plot,
figure 22, clearly indicating the lack of correlation between the project cost and the contract cost.
It is worth to mention, however, that the non-correlation results from several quantitative factors
that affect the pricing. The box plots only shows the correlation between the contract cost and the
project cost, yet does not account as the different parameters and categorical features that affect the
pricing. For example, different procurement types and procurement methods have different pricing
weights that also impact the contract price. This shall be further elaborated whilst analyzing the
categorical features.

Figure 22 Scatter plot showing no correlation between project cost and contract cost
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Another key indication of the lack of correlation can be apparent in the illustrated box plots
between the project and cost ranges with respect to the contract cost. Accordingly, the project cost
was divided into 8 main features, as shown in figure 23; 60,000-8,500,000, 8,500,000-17,630,000,
17,630,000-26,800,000, 26,800,000-40,000,000, 40,000,000-60,000,000, 60,000,000-94,000,000,
94,000,000-186,700,000, 186,700,000-6,500,000,000. These ranges were divided based on a
uniform distribution of the number of contracts in each project range values.

Figure 23 Project cost sorting into different classes based on equal contract distribution in all project classes

3.5.2 Categorical Data
What was most evident in the dataset was the imbalanced ratio between numerical and
categorical data. Unlike the available numerical data, which included only the contract cost and
project cost, the categorical data ranged from year of contract award, procurement method,
procurement type, region, environmental category, and project sector. Accordingly, a deep
understanding of this data and its correlation with the contract cost was studied as the model will
need to rely heavily on this.
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The studied categorical features are best summarized in table 10 tabulating the available data:
Table 9 Breakdown of the main categorical input

Administrative Services
Audit Services
Awareness Campaigns
Construction Supervision
Design Services
Education Services
Environmental Studies
Feasibility Studies
Financial Services
Geological/Geophysical Services
Governance Services
Hardware/Software Services
Health Services
ICT/Telecommunication Services
Implementation Activity
Legal Advisory Services
Management/Technical Advice
Policy and Strategy
Procurement Technical Assistance
Project Management
Research/Development Services
Safety Studies
Sector Studies
Social Studies
Statistical Services
Training Services

Categorical Inputs
Consultancy Services
- Health & Social
Commercial Practices
- Agriculture
Consultant Qualification Selection
- Education
Direct Selection
- Energy & Extractives
Fixed Budget Selection
- Financial Sector
Individual Consultant Selection
- Health
Least Cost Selection
- Industry & Trade
Non-Profit Organization
- Info & Communication
Quality and Cost Based Selection
- Public Admin
Quality Based Selection
- Social Protection
Single Source Selection
- Transportation
- Water/Sanit/Waste

-
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8. Supplier

-

7. Environmental Category

-

4. Procurement Type

-

AFR (Africa)
EAP (East Asia & Pacific)
ECA (Europe & Central Asia)
LCR (Latin America & the
Caribbean)
MNA (Middle East & North
Africa)
OTH (World)
SAR (South Asia Region)

3. Borrower Country – All countries divided under the main 7 regions

2. Region (Categorized by Economy)

2004
2018

-

6. Major Sector

5. Procurement Method

1. Fiscal Year of Contract Award

Categorical Inputs
Consultancy Services

1. Fiscal Year of Contract Award
According to table 10, over 67,000 consultancy service contracts were analyzed (after
removing outliers) over a span of 14 years between 2004-2018, for over 7 regions globally. Box
plot curves for each category were then used to determine and study the probable impact and
correlation to the contract cost. The below box plot, figure 24, shows the correlation between the
contract signing year against the respective contract cost, indicating that there is not much
significant difference.

Figure 24 Correlation of the fiscal year of contracts issued against the respective contract cost

2. Region (Categorized by Economy)
The box plot comparison between the region and the contract cost, figure 25, showed minor
variance as well. Each of the regions have been divided by the World Bank with accordance to the
economies of the respective countries of those regions.
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Figure 25 Correlation between the differing global regions against respective contract cost

For example, regions that are considered low-income economies, such as East Asia and
Pacific (EAP) and Africa (AFR) have a higher mean contract cost than regions that are considered
upper middle income economies such as that of Latin America and the Caribbean (LCR). However,
this doesn’t indicate that the cost of the service is necessarily more expensive in the lower income
region, the below figures 26 and 27 showcase the possibility of having more projects and services
performed that may result with the increased mean of the contract cost in those regions. For
example, Middle East and North Africa (MNA) is considered by the World Bank as a high income
region, however, figure 24 shows a higher mean, approximate to AFR and EAP, and higher than
LCR, which supposedly has less income to MNA according to the World Bank.
Table 10 Gross National Income per capita data in 2019 (“World Bank Country and Lending Groups”)

Income Group

Gross National Income (GNI) per capita data in U.S. dollars in 2019.

Low income

$0 - $1,035

Lower middle income

$1,036 and $4,045

Upper middle income

$4,046 and $12,535

High income

$12,536 -
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Figure 26 The World by region according to the World Bank (“The World by Income and Region”)

Figure 27 The World by income according to the World Bank (“The World by Income and Region”)
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3. Borrower Country
Each region further sub categorized to determine the correlation between each of the countries
per region against the contract cost as reflected in the boxplots. This allowed to further investigate
the effect of each country and the variance of pricing within the same region. However, this does
not necessarily indicate that one country may cost more than the other, cost variance may also be a
result of contracts and projects performed in one country may be more costly than those performed
in other regions. Furthermore, this study is only indicative on the studied dataset for this research
upon removal of outliers.
a. South Asia Region (SAR)
Figure 28 illustrates the correlation between the contract cost against countries in
the South Asia Region (SAR), as mentioned, SAR is considered between low- to low
middle-income region. Among the countries in this region, it can be inferred from the box
plot that India has the most consultancy projects performed and with one of the highest
costs, similar to that of Bangladesh, whereas Sri Lanka is shown to have the least costs.
This does not confirm that the consultancy services are more expensive than that in Sri
Lanka, it mainly highlights that the services performed may be more costly than the
services provided in Sri Lanka.
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South Asia Region (SAR)

Figure 28 Correlation between the SAR region countries against respective contract cost
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b.

Africa Region (AFR)
Further to figure 27 above, Africa (AFR) is considered a low to lower middle-

income region with the exception of South Africa, that is considered an upper middleincome region. Accordingly, the above graph indicates that South Africa has one of the
higher mean contract costs. However, the above figure shows that Burkina Faso is the
country with the highest mean contract cost among the African region, whereas Benin is
seen to have the lower cost of consultancy services. The above graph also signifies that
most of the consultancy services performed in the region would be in Mauritius, whereas
the least is considered in this study, to be in Equatorial Guinea, Namibia, and Sudan.
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Africa Region (AFR)

Figure 29 Correlation between the AFR region countries against respective contract cost
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c. East Asia and Pacific (EAP) Region
With regards to the correlation between the contract costs and East Asia and Pacific
(EAP) Region in figure 30, the studied dataset shows that Myanmar, has the highest mean
contract cost as well as the highest number of available data to be further analyzed in the
dataset. Whereas as Tuvalu, is shown to have the least amount of available data and has
the least mean of contract cost, similar to that of the Marshall Islands. Fiji is also shown to
have the least available studied data. EAP is shown to be an upper income to an upper
middle-income region.
d. Europe and Central Asia (ECA) Region
Figure 29 shows the correlation between Europe and Central Asia (ECA), high
income to high middle income region, and the respective correlation cost. The highest mean
cost in the studied data is the Russian Federation with an ample of contracts, the same apply
for Romania and Poland, but exhibit lower contract prices. Kyrgyz Republic, however,
shows the least cost mean as well as that of Turkey. Latvia is shown to have the least
amount of data in the dataset.
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East Asia and Pacific (EAP) Region

Figure 30 Correlation between the EAP region countries against respective contract cost
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Europe and Central Asia (ECA) Region

Figure 31 Correlation between the ECA region countries against respective contract cost
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Latin America and the Caribbean Region (LCR)

Figure 32 Correlation between the LCR region countries against respective contract cost

73

a. Latin America and the Caribbean Region (LCR)
Latin America and the Caribbean Region (LCR) is mostly an upper middle-income
region. Figure 32 shows that there is mean contract cost is almost unified with minor variations.
However, OECS countries are shown to have the higher mean of contract cost in the presented
data. While, most of the data in this region is that of the Andean Countries. Honduras,
Guatemala, and Bolivia are among the lowest mean contract cost of the studied data and with
the fewer number of data than the other countries.
b. Middle East and North Africa (MNA) Region
Middle East and North Africa Region (MNA), figure 33, is one of the most regions
that exhibit the most variance of the income levels, economies ranging from low income to
high income, and all variances in between. Among the most available data in this region for
consultancy services is considered to be Algeria, followed by Iran, and then followed by Egypt.
While Syria has the least amount of available data, the other countries in the MNA region are
approximately the same. The mean contract costs exhibited in the region are fairly close to one
another; Egypt, Tunisia, Algeria, and Iran are in the higher spectrum, whereas; Djibouti,
Yemen, West Bank and Gaza, Morocco, and Iraq are relatively lower. Lebanon is considered
between both variances according the available dataset. As mentioned above, this reflects the
consultancy projects pricing and not necessarily how more or less expensive one country is
from the other.
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Middle East and North Africa (MNA) Region

Figure 33 Correlation between the MNA region countries against respective contract cost
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4. Procurement Type
The below procurement type correlation with the contract cost, figure 34, indicates slight
variances. This shows that the form of consultancy service has a direct impact on the contract cost.
According to figure 34, certain services have a higher cost more than other services, for example a
highest mean to be that of the Design services, higher than Construction Supervision, whereas the
lower mean is that of Administration services. However, it’s worth to mention that this is not
indicative of the general pricing scheme of those industries, as there are several missing
components such as the project duration, and manhours that need to be acknowledged to gain a
deeper understanding in the below means. It is also worth to mention that the miscellaneous and
not assigned items were removed from the study as they did not provide any added value as were

Figure 34 Correlation between the procurement types against respective contract cost
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Implementation Activity
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Sector Studies

Policy and Strategy
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Training Services

considered outliers.

5. Procurement Method
The choice between the different procurement methods is directly associated with the
duration, activities sequencing, responsibility allocation and approach for each contract. Each
procurement method is also selected based on the time, and cost allocated for the contract. The
proper selection of the procurement method at an early stage in the tender process is one of the
main factors that determine the success of the project.
The procurement method below, figure 35, showcases the methods of the competitive
proposals for awarding consultancy contracts. This concludes the Consultant’s approach and
evaluation before making an award. Approximately 33% (out of 13 unique values) of the data set
have procurement method of Individual Consultant Selection. Interestingly enough, whilst
comparing the quality and cost-based selection methods, with the quality-based selection, it is
apparent that the former has a higher contractor cost. It is worth to mention that the quality and
cost-based selection has a ratio of 70% - 30%, for technical and financial score, respectively and is
the most commonly used procurement method, as illustrated in figure 35. Furthermore, it can be
apparent that the lease cost selection is the lowest priced contract cost, along with single source
selection. However, this is only indicative based on the consultancy services and may differ in
goods and contracting works also tendered by the World Bank.
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Figure 35 Correlation between the different procurement methods against respective contract cost
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Figure 36 Correlation between the different sectors against respective contract cost

Another important factor to be considered is the major sector of the service, whether the
service performed is Agriculture or Education, the nature of the services themselves may differ.
However, based on the below box plot, figure 36, the mean of the sectors does not show significant
changes. However, it could be concluded that more transportation services are performed, and it is
shown in figure 34 with the highest mean, along with the Energy sector, whereas the Social
Protection indicates the lowest contract costs. Not Assigned were removed in the model
development phase as it did not provide sufficient information to the study.
7. Environmental Category
Another Categorical feature studied was the Environmental Category of the Contracts that
were analyzed, as indicated in figure 37. The Environmental Category usually signifies the
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6. Major Sector

importance of adhering to the environmental sustainability and its accountability in the Project. The
World Bank defines the Environmental Categories as follows (World Bank, 2019).:
-

Category A: The project is likely to have significant environmental impact and may
affect an area broader than the sites subject to the works.

-

Category B: The project may have adverse environmental impact on human population
or important areas such as wetlands, forests, or natural habitats less adverse than
Category A projects. Migratory measurements can be designed far readily than
Category A projects.

-

Category C: the project has minimal to no adverse environmental impact.

Usually, Projects with Environmental Category A would have a higher cost than those with
Environmental Category C. However, while comparing with that of the Contract cost, the mean of
Environmental Category A is highest in terms of contract cost, however, not much variance is
contract cost is shown in the other categories. B, C are shown to be slightly lower than A, followed
by F, and finally U with the lowest cost, the variance is not significant enough as shown in figure
37. However, those were removed and only A,B and C remained as the other variables were
considered insufficient data.

Figure 37 Correlation between the different environmental categories against respective contract cost
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With the exception of Procurement Method & Procurement Type, box plots for most
categorical variables show small to no variation in most variables, accordingly, feature engineering
was performed to produce variables that can capture variability in prices more efficiently.
8. Supplier

Figure 38 Correlation between the supplier entities against the contract cost

According to figure 38, it was inferred that there was a direct correlation between the nature
of supplier to the contract cost. It was evident in the above box plot that the least cost was performed
by individuals, whereas the higher cost by consultancy firms and engineering consultancies.
Furthermore, another correlation was performed to determine the correlation between the
contract cost against the procurement method with each supplier. Figure 39 illustrates that the
higher means and data are that of the Quality and Cost based selection procurement method, mainly
for the engineering and services suppliers. Understandably, among the lower cost shown to be that
of least cost selection for individual supplier.
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Figure 39 Correlation between the procurement method and supplier against the contract cost
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Understanding the correlation between each of the features and their respective costs, will allow to
further comprehend the non-linear relationships between each of the sub features in a deeper level. This
allows us to further grasp which sub features result with higher costs than other sub features. This will be
also further explored during the model verification where each of the features are then compared against
the model generated contract cost.
3.6 Building the Model
As this research clearly proposes a regression problem to forecast contract cost, there were several
constraints that needed to be considered. First of all, of the 7 inputs and features in the model, only one
feature was considered numerical, Project Cost, while the rest were categorical features. Secondly, the
number of features vastly exceeded the training set, approximately 66,000,000 features, this was calculated
by multiplying each of the variables under each feature, further to table 12:
Table 11 Total calculated number of variables in the model

Feature

Number of Variables/Feature

Project Ranges

8

Region

7

Country

165

Major Sector

12

Procurement Type

22

Procurement Method

9

Environmental Category

3

Total with “Country”

65,862,720 variables

Total without “Country” 399,168 variables
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The above table means that to have a working model, there must be 65,862,720 training variables
or more to ensure that the model is functioning and reduce any room for errors. Accordingly, since there
are only 60,000 variables available for this research, the best possible scenario is to reduce this range.
Accordingly, the country influence was limited as it proposed the largest number of variables and would
account for the region instead. However, due to this large variance, a regression model in this form results
in overfitting and low precision.
3.6.1 Proposed Regression Models
Several regression models were analyzed to determine the optimum machine learning model, the
regression models that were examined were; Lasso L1 Regularization, Light Gradient Boosting (LGB), and
Artificial Neural Networks (ANN). These models were selected in order to evaluate their respective
performance on the basis of several grounds. For example, L1 regularization was evaluated due to assess
the performance of large number of features and the limited data, as L1 eliminates the input features that
don’t have any weight. Lite Gradient Boosting (LGB) was selected as a boosting decision tree algorithm
that achieves the higher the accuracy than other boosting algorithms due to its leaf wise split rather than
level-wise split. Furthermore, Artificial Neural Networks (ANN) was selected as it is one of the most
common machine learning models and is used to solve complex problems, such as the case with this
research. With regards to these models, 90% of the dataset was used for training and the 10% of the data
was used for testing.
-

L1 (Lasso) regularization
Linear regression model using L1 (Lasso) regularization was experimented with for this research

as shown in figure 40. Lasso regression was considered as it eliminates the features that have the weight of
0, and with the case of the available dataset, removes the features that are of no importance, resulting in a
model with fewer features while larger weights will result in values closer to zero. However, upon training
the data, the coefficient of correlation (r) was shown to be -815. Usually, the r2 to be assessed should be
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between 0, and 1, however, the r2 of -815 indicates that there is no correlation and does not convey any
reliability in the model.

Figure 40 Lasso Regression model coefficient of correlation (r)

-

Light Gradient Boosting (LGB)
Light gradient boosting, based on a decision tree algorithm, is a high-performance, fast, gradient

boosting framework. Light gradient boosting (LGB) splits the tree leaf wise rather than level wise with the
best fit. This helps reduce more loss than level-wise algorithm thus results in better accuracy and this
splitting has its regularization effect that prevents overfitting (Chakraborty, 2020). However, upon training
the model LGB was shown to have a MAE of 38,000 and r of 0.45, which was also not considered to be
efficient to yield desirable results as shown in below figure 41, 42. Despite the correlation coefficient falling
into the range between 0 and 1. The r value, however, still shows low reliability for the model indicating
that there is very weak/no correlation.
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Figure 41 LGB Regression Model

Figure 42 LGB Regression Model results

-

Artificial Neural Network

A multilayer neural network was established considering the optimum training of the main stochastic
elements which include the initial weights and biases, as well as the random selection of training, testing,
and validation sets (Hagan et al. 2014). The network was divided into three main nodes using dense neural
networks, comprising of 64, 16, and 1 node in each layer. The dense features were selected to avoid over
fitting and under fitting of the model and thus resulted with these balanced values.
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A dropout, a regularization technique, was also included to prevent the complex adaptation on the
training data, in other words the dropout allows for the neural network to unlearn the training data after
every 20% of learning to ensure model optimization and avoid overfitting.
Furthermore, each configuration of the model was then trained for 100 times and its performance
was then calculated. Once the neural network was optimized the MAE and R were then determined. As
illustrated in the below figure, after 100 epochs, the above resulted in a MAE of approx. 70,000 training,
with an adjusted r of -0.82, thus showing highly undesirable results as shown in figure 43.

Figure 43 Model for ANN generation
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3.6.2 Regression by Classification
Accordingly, another technique was opted for, which was to map regression-based problem into
classification (Torgo, 1996). The numerical (continuous) data, the project cost as the input and the contract
cost as the output, were divided into a series of intervals as categorical (discrete) classes, where each interval
now has a different class. The contract cost and project cost were divided to have equal distribution of
training data in all range values, as shown in table 13.
Table 12 The range of values of contract cost and project cost.

Project Cost (USD)
Class
Interval
0
60,000- 8,500,000

Contract Cost (USD)
Class
Interval
0
1,001.04-9,890.32

1

8,500,000-17,630,000

1

9,890.32- 22,500

2

17,630,000-26,800,000

2

22,500- 42,800

3

26,800,000-40,000,000

3

42,800-77,732.35

4

40,000,000-60,000,000

4

77,732.35-148,484

5

60,000,000-94,000,000

5

148,484-393,049.22

6
7

94,000,000-186,700,000
186,700,000-6,500,000,000

The classifiers that were included in the research are composed of;
•

Categorical Naive Bayes

•

K Nearest Neighbors (3 different versions, different K)

•

XGBoost

•

Ensemble of Trees Classifiers (3 different versions, different number of trees, and different depth)

•

Gradient Boosting Classifier

•

AdaBoost Classifier

•

Bagging Classifier
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•

Small Multi-layer Perceptron (Neural Network)

These classifiers were selected to best fit the amount of dataset available for this research. The results of
the aforementioned classifiers are thoroughly explained in section 3.7.

3.6.3 Ensemble Method
The ensemble method is a composite meta-algorithm model that provides more accuracy than
individual classifiers, this is achieved by combining several machine learning models into a single
predictive model to enhance performance. A series of several low performing classifiers are grouped and
create a more robust classifier, where each classifier votes and provides a final prediction label based on
the majority of the voting. This avoids the burden of providing the optimum model and the constant tuning
and optimization of the parameters (Bui et al., 2016).
Consequently, the final vote is then computed using "mode" operation, to select the most common
output class among all models. Table 13 shows a breakdown of the classifiers and their tuning parameters
to optimize each model. Furthermore, the confidence score is then computed using the frequency of the
mode divided by the total number of models (votes). If the confidence score is 60% or higher, the exact
class, or range of values will be presented (also referred to as candidate 1). However, if the confidence of
the accuracy rate falls less than 60%, a wider range is used by combining the previous and the next class
and using the lower bound of the previous and the upper bound of the next, which might lead to a better
result in low confidence cases (this is referred to as candidate 2). This is further illustrated in figure 44.
Table 13 The significant tuning parameters for model optimization (Gonzalez, 2020)

Classifier
random forest, bagging, adaboost,
and gradient boost)
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Tuning Parameters
Number of trees/estimators, max depth, max features,
learning rate, functions to measure quality of split, whether
to use bootstrapping, whether to use out-of-bag samples to
estimate the generalization error, whether to use stochastic

Naïve Bayes classifier
K Nearest Neighbors

gradient boosting, etc. depending on the ensemble method
used.
Only number of principal components.
Number of neighbors, distance metrics (with corresponding
hyper parameters)

Figure 44 Classifiers under the ensemble model

3.7 Machine Learning Models Accuracy Rates
Further to the above, it is now established that classification models will be used through the ensemble
method, each classifier was trained and tested to provide the optimized outcome with the highest accuracy
rate. The individual accuracy rates of the models were recorded to proceed with the voting for all models
to yield higher accuracy rates than one model would. Each table signifies the highest achieved model
accuracy with and without 1 class tolerance:
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1. Categorical Naive Bayes Classifier
Learning curve shows that the peak accuracy rate reached 57.65% as shown in table 14 below.
Table 14 NB Classifier accuracy rate

Naïve Base Classifier
Model Accuracy without class Tolerance

Model Accuracy with 1 Class Tolerance

(Candidate 1)

(Candidate 2)

27.97 %

57.65%

2. K Nearest Neighbors (3 different versions, different K)
Table 15 KNN accuracy rate

K Nearest Neighbors
Model Accuracy without class

Model Accuracy with 1 Class Tolerance

Tolerance
(Candidate 1)

(Candidate 2)

6

36.23 %

68.39 %

11

36.99 %

68.11 %

14

36.84 %

68.05 %

3. XGBoost Classifier and Gradient Boosting Classifier
Table 16 XGBoost accuracy rate

XGBoost Classifier
Model Accuracy without class Tolerance

Model Accuracy with 1 Class Tolerance

(Candidate 1)

(Candidate 2)

40.54 %

72.12 %
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Table 17 Gradient Boosting classifier accuracy rate

Gradient Boosting Classifier
Model Accuracy without class Tolerance

Model Accuracy with 1 Class Tolerance

(Candidate 1)

(Candidate 2)

39.65%

71.94 %

4. AdaBoost Classifier
Table 18 Addaboost classifier accuracy rate

Adaboost Classifier
Model Accuracy without class Tolerance

Model Accuracy with 1 Class Tolerance

(Candidate 1)

(Candidate 2)

29.28 %

59.45

5. Random Forests Classifier
Table 19 RF classifier accuracy rate

Random Forest Classifiers
Model Accuracy without class

Model Accuracy with 1 Class Tolerance

Tolerance
(Candidate 1)

(Candidate 2)

1

40.04%

71.63%

2

40.26%

72.16%

3

39.87 %

71.57%

6. Bagging Classifier
Table 20 Bagging classifier accuracy rate

Bagging Classifier
Model Accuracy without class Tolerance

Model Accuracy with 1 Class Tolerance

(Candidate 1)

(Candidate 2)

40.28 %

72.23 %
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7. Small Multi-layer Perceptron (Neural Network)
Table 21 Neural Network accuracy rate

Small Multi-layer Perceptron (Neural Network)
Model Accuracy without class Tolerance

Model Accuracy with 1 Class Tolerance

(Candidate 1)

(Candidate 2)

29.54 %

58.93 %

3.8 Testing the Model
Upon testing of the ensemble models that were mentioned in section 3.6.2, the precision of the classes
of the contract cost was then calculated. Having a difference of 0 classes results in a precision of 40.62%,
meaning that with the available dataset the contract cost will fall under this category almost 40% of the
time. Accordingly, the testing model showed the increasing rate of the cost falling into each category by
increasing the tolerance of one class.
-

Difference 0 Classes 40.62 %

-

Difference 1 Classes 72.41 %

-

Difference 2 Classes 87.14 %

-

Difference 3 Classes 95.16 %

-

Difference 4 Classes 98.48 %

-

Difference 5 Classes 100.0 %

For example, if the contract cost lies in class 1, 9,890.32- 22,500, then one class tolerance to be between
class 0 and class 2, meaning between 1,001.04 - 42,800, and so on.
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Furthermore, the below classification report for each class indicating the quality of the predictions and
shows how many predictions are true upon testing the dataset, how many are false, furthermore the true
positives, false positives and false negatives and true negatives were used to calculate those metrics.
Table 22 Classification Report

Class

precision recall

f1-score

0

0.48

0.60

0.53

1042

1

0.34

0.38

0.36

1004

2

0.34

0.29

0.32

1031

3

0.37

0.32

0.34

1045

4

0.4

0.31

0.35

1071

5

0.48

0.54

0.51

979

0.41

6172

Accuracy

support

Macro Average

0.40

0.41

0.40

6172

Weighted Average

0.40

0.41

0.40

6172

Table 22 shows that of the 10%, i.e. 6172 testing data, the f1 score, the mean between the precision and
the recall, ranges between 0.32 to 0.53. with the total weighted average of 0.4. This means that the F1 score
illustrates moderate precision and recall, where the perfect precision and recall has an F1 score of 1 and the
poorest is 0.
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3.9 World Bank Cost Estimating Interface
After building the ensemble model including over 60,000 training and testing inputs, a user-friendly
interface was then created to generate the estimated contract cost based on the input added. Streamlit, an
open-source Python library was used for creating webpages that are specifically used for machine learning
models.
The input variables considered in the model building are the same inputs required in the interface,
table 23 indicates the user input and generated output.
Table 23 User interface input and output generated

User Input
-

Major Sector

-

Procurement Method

-

Environmental Category

-

Procurement Type

-

Region

-

Project Cost

Generated Output
-

Contract cost

Accordingly, the following figures showcase the webpage that generates cost estimate forecasts
based of the World Bank consultancy service contracts. As previously mentioned, the model will generate
two sorts of results. If the accuracy of the model reaches a confidence of over 60%, the interface will present
class 0, if not, the interface will present class 0, and class 1 with a higher tolerance rate.

95

Figure 45 Interface showing high confidence rate this limiting to one candidate

Figure 46 Interface showing low confidence rate thus presenting ranges of both candidates
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Chapter 4: Model Verification
Upon finalizing the model and reaching the satisfactory results, as well as integrating the model to
a webpage using stream lit, the interface was now used to verify the precision and confidence that had been
generated by the model. Accordingly, the interface underwent verification by measuring each input and
detecting changes in the output. According to Anderson, et al. “Verification is the process of determining
that a model implementation accurately represents the conceptual description and solution to the model”
(Anderson et. al, 2007). Each variable in each feature was tested to check for any changes in the results,
Appendix 1 further illustrates the results obtained accordingly. These results were then compared with the
initial comparison of each feature against the contract cost to determine the homogeneity of the interface
with the original findings. The success rate and acceptance rate were calculated for each feature to
determine whether the model provided contract cost range that accommodates the mean of each of the box
plots that were analyzed earlier during the data analysis and cleanup phase.
The success rate and acceptance rate are determining by inferring the confidence level of each trial
done during the verification phase. As mentioned in section 3.9, if the accuracy of the model reaches a
confidence of over 60%, the interface will present candidate 1, which is the 0 class. If not, the interface will
additionally present candidate 2, which is a 1 class higher tolerance rate. The success rate is the rate with
which the contract cost falls under candidate 1 whereas the acceptance rate is the rate with which the
contract cost falls under candidate 2.
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4.1 Project Cost

Figure 47 Project cost range distributed evenly to have all contract costs in equal classes

As it was previously determined, the project cost was categorized under 7 main categories.
Accordingly, a set of project cost values based on each class were added to determine the variations in cost.
However, this does not indicate that the contract cost is fixed based on those classes, as can be found table
24 below, case of class 3 where two varying costs were added yielding different results.
Table 24 Project cost validation result

Project Cost (USD)
Class
0
1
2
3
4
5
6
7
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Interval
60,000- 8,500,000
8,500,000-17,630,000
17,630,000-26,800,000
26,800,000-40,000,000
40,000,000-60,000,000
60,000,000-94,000,000
94,000,000-186,700,000
186,700,000-6,500,000,000

Equivalent Contract Cost based on
the other inputs
Candidate 1
Candidate 2
9,890-22,500
1,001-42,800
1,001-9,890
1,001-22,500
9,890-22,500
1,001-42,800
22,500-42,800 9,890-77,732
1,001-9,890
1,001-22,500
22,500-42,800 9,890-77,732
22,500-42,800
22,500-42,800 9,890-77,732

Figure 48 Procurement type against respective contract cost

It was randomly selected to set project cost of $30M as a staple throughout the rest of the validation
process to allow for a uniform set of data while changing only one variable in order to determine the changes
of the cost. Accordingly, for the procurement type the contract costs were generally stable and limited to
one class, with the exception of a number of procurement types such as design services and constructions
which were a class lower than average and other procurement types such as awareness campaigns were a
class higher, as shown in table 25.
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Not Assigned

Miscellaneous

Governance Services

Geological/Geophysical Services

Statistical Services

Legal Advisory Services

Awareness Campaigns

Research/Development Services

Hardware/Software Services

Social Studies

Safety Studies

Education Services

Environmental Studies

ICT/Telecommunications Services

Financial Services

Health Services

Design Services

Implementation Activity

Audit Services

Administrative Services

Institution Building

Procurement Technical Assistance

Project Management

Construction Supervision

Management/Technical Advice

Sector Studies

Policy and Strategy

Feasibility Studies

Training Services

4.2 Procurement Type

Table 25 Procurement type validation results

Procurement Type

Safety Studies
Environmental Studies
Feasibility Studies
Procurement Technical Assistance
Project Management
ICT/Telecommunication Services
Education Services
Governance Services
Design Services
Awareness Campaigns
Statistical Services
Policy & Strategy
Hardware & Software Services
Health Services
Sector Studies
Management/Technical Advice
Legal Advisory Services
Training Services
Financial Services
Construction Supervision
Institution Building
Implementation Activity
Geological/Geophysical Activity
Audit Services
Social Studies
Research/Development Services

Mean
Contract
Cost (USD)
55,000
70,000
70,000
40,000
40,000
55,000
40,000
90,000
95,000
45,000
40,000
65,000
40,000
50,000
65,000
45,000
50,000
50,000
40,000
65,000
45,000
40,000
50,000
40,000
50,000
50,000

Candidate 1

42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
1,001-9,890
42,800-77,732
1,001-9,890
148,484-393,049
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732
1,001-9,890
42,800-77,732
42,800-77,732
42,800-77,732
22,500-42,800
42,800-77,732
42,800-77,732

Candidate 2

22,500-148,484
22,500-148484
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484
1,001-22,500
22,500-148,484
1,001-22,500
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484
1,001-22,500
22,500-148,484
22,500-148,484
22,500-148,484
9,890-77,732
22,500-148,484
22,500-148,484

Table 26 Procurement type success rate and acceptance rate

Success Rate
Acceptance Rate

58%
85%

Upon measuring the success rate and acceptance rate, it was then concluded that the model was
able to properly place each variable to the supposed class with an 85% acceptance rate, as indicated in table
27.
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UN Agencies (Direct)

Shopping

Direct Selection

Service Delivery Contracts

Fixed Budget Selection

Least Cost Selection

Quality Based Selection

Individual Consultant Selection

Consultant Qualification Selection

Selection based on Consultants Qualification

Quality and Cost Based Selection

Single Source Selection

4.3 Procurement Method

Figure 49 Procurement method against respective contract cost

Furthermore, the Procurement method was then studied, as indicated in figure 49, the fixed budget
as well as the quality and cost based selection did raise the pricing to a higher class as it had the highest
mean, however, the least cost selection contract cost as well increased the class as well, yet the individual
consultant selection has in fact reduced the cost class as indicated in table 27. UN Agencies and shopping
procurement methods under the world bank were removed and not studies as they were considered outliers.
Table 27 Procurement method validation results

Procurement Method
Single Source Selection
Quality and Cost Based Selection
Consultant Qualification Selection
Individual Consultant Selection
Quality Based Selection
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Mean Contract Cost
(USD)
30,000
110,000
70,000
30,000
70,000

Candidate 1
148,484-393,049
148,484-393,049
22,500-42,800
22,500-42,800
148,484-393,049

Candidate 2
77,732-393-049
9,890-77,732
9,890-77,732
77,732-393-049

Least Cost Selection
Fixed Budget Selection
Direct Selection

30,000
110,000
45,000

148,484-393,049
148,484-393,049
77,732-148,484

77,732-393-049
77,732-393-049
42,800-393,049

Table 28 Procurement method success rate and acceptance rate

Success Rate
Acceptance Rate

12.5%
50%

Table 28 shows that the success rate for the procurement level reach only up to 12.5% accuracy
while the acceptance rate resulted in a 50% accuracy rate.
4.4 Environmental Category

Figure 50 Environmental Category against respective contract cost

With regards to the environmental category, small changes were considered as the contract cost
variance was not large as shown in table 29, thus could be shown that under the other selected variables,
the contract cost range did not change.
Table 29 Environmental category validation results

Environmental
Category
B
C
A
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Mean Contract Cost
(USD)
60,000
40,000
40,000

Candidate 1

Candidate 2

1,001-9,890
22,500-42,800
22,500-42,800

1,001-22,500
9,890-77,732
9,890-77,732

Table 30 Environmental category success rate and acceptance rate

Success Rate
Acceptance Rate

67%
67%

Despite figure 50 indicating a higher mean contract cost for Category B, the model placed Category
B in the first-class range. However, Categories A and C remained in the same range showing an overall
success and acceptance rate of 67% as shown in table 37.

Figure 51 Major sector against respective contract cost

As previously mentioned, the interface was divided into 12 major sectors, with each sector having
its own pricing strategies. They were then used to test their variances in terms of any changes in pricing
class against the other features. Figure 51 signifies that there has not been much variances with the exception
to transportation, water and sanitation, and energy and extractives. Social protection, health and education
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Not Assigned

Infor & Communication

Financial Sector

Health

Health & Social

Education

Energy & Extractives

Water/Sanit/Waste

Transportation

Agriculture

Social Protection

Public Admin

Industry & Trade

4.5 Major Sector

are shown to have the lowest means. Accordingly, reference to table 31, social protection was shown to
have the lowest class, along with agriculture. Whereas remaining sectors were allocated in class 2.
Table 31 Major sector validation results

Major Sector
Industry & Trade
Public Admin
Social Protection
Agriculture
Transportation
Water/Sanit.
Energy & Extractives
Education
Health & Social
Health
Financial Sector
Info & Communication

Project Cost (USD)
35,000
40,000
25,000
40,000
70,000
60,000
70,000
40,000
40,000
35,000
50,000
50,000

Candidate 1
22,500-42,800
22,500-42,800
1,001-9,890
1,001-9,890
22,500-42,800
22,500-42,800
22,500-42,800
22,500-42,800
22,500-42,800
22,500-42,800
22,500-42,800
22,500-42,800

Candidate 2
9,890-77,732
1,001-22,500
1,001-22,500
9,890-77,732
9,890-77,732
9,890-77,732
9,890-77,732
9,890-77,732
9,890-77,732
9,890-77,732

Table 32 Major sector success rate and acceptance rate

Success Rate
Accuracy Rate

42%
67%

The success rate for the sector was approximately 42% whereas the accepted rate reached 67%, however,
the variance not far off from the closest respective values as shown in table 32.

104

4.6 Region

Figure 52 Region against respective contract cost

The ground variables were divided into 7 main regions, as shown in figure 52, showing the highest mean
to SAR and lowest mean to ECA, accordingly table 40 shows that AFR and EAP Are in class 2 whereas
SAR, ECA, LCR, MNA, and OTH Are located under class 3
Table 33 Region validation results

Region
SAR
AFR
EAP
ECA
LCR
MNA
OTH

Mean Contract Cost
(USD)
70,000
60,000
40,000
25,000
50,000
30,000
55,000

Candidate 1
42,800-77,732
22,500-42,800
22,500-42,800
42,800-77,732
42,800-77,732
42,800-77,732
42,800-77,732

Table 34 Region success rate and acceptance rate

Success Rate
Acceptance Rate
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57%
86%

Candidate 2
22,500-148,484
9,890-77,732
9,890-77,732
22,500-148,484
22,500-148,484
22,500-148,484
22,500-148,484

It can be inferred from table 34 that the success rate has reached 57%, while the acceptance rate
resulted in 86% regarding the accuracy of depicting the contract cost per region.
4.7 Findings
Further to table 35, based on the testing and validation by changing each of the variables against a set
project cost, it was concluded that the success rate reached 48% while having an acceptance rate of 75%.
This means that over 75% of the time the model is able to adapt the contract cost to match the desirable
outcome.
The success rate and acceptance rate of the model during the verification stage is comparable to the initial
testing results during the training and testing phases of the model. the testing showed that class 0, that is
considered candidate 1, has an accuracy rate of 40.62% where as class 1, considered candidate 2, has an
accuracy rate of 72.41%, this indicates that there is a direct influence of the model training and testing data
with that of the model verification rates. Furthermore, as mentioned in the objective, having a rough order
of magnitude for budgeting with a leeway of 30%-35% is considered acceptable.
Table 35 Overall success and acceptance rate of the test dataset

Features
Procurement Type
Procurement Method
Environmental Category
Major Sector
Region
Total
Success Rate
Acceptance Rate

106

Candidate 1
15
1
2
5
4
27

Candidate 2
22
4
2
8
6
42
48%
75%

Total
26
8
3
12
7
56

Chapter 5: Validation Through a Comparative Case Study
Upon collecting the necessary test cases and cross referencing them with the ground data, the
interface was now used to validate the precision and confidence that had been generated by the model.
According to Boehm “Validation is a process by which computational predictions are compared to
experimental data in an effort to assess the modeling error” (Boehm, 1984). Validation in this research is
achieved by conducting a comparative case study through analyzing the contract costs generated by the
model against actual contract costs obtained from the World Bank database.
Consequently, an additional dataset, consisting of 36 contracts ranging from 2018-2020, was then
gathered from the World Bank database and tabulated as shown in table 36. This dataset, comprising of the
same features and inputs as that of the model, is then entered into the interface to yield their respective
contract cost. The generated cost is then tabulated and compared with the given contract cost in order to
determine the success rate, accuracy rate, and mean absolute errors.
Table 38 represents the dataset used to test the confidence and accuracy of the model. the reason
behind having only 36 contracts was based on two main issues; firstly, there were several missing variables
in the dataset and were accordingly removed, as it was critical to test the interface while having complete
set of data, and secondly, the data was limited to contract costs no more than 380,000k as these were
removed during the data cleanup stage as most contracts above this range contained several outliers.
Accordingly, the 36 contracts are used to determine how well the interface will respond to the new
data. The items with white background were added as inputs to the interface, whereas the total contract
amount was included to cross reference the original pricing by the world bank to the interface output and
determine the overall success rate, acceptance rate, and mean absolute error.
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Table 36 Contracts performed by the World Bank from Q4 2018 -2020. (World Bank Group Website)

Project ID

P152799

P132189

P122812

P122812

P122204

P151357

P147924

P147924

P150875

P147924
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Project
Amount

Proc. Type

$134,30 Health
0,000 Services

Procurement
Method

Consultant
Qualificatio
n Selection
Single
Source
Selection

$203,64 Audit
0,000 Services
Procure
ment
Technical Individual
$53,250, Assistanc Consultant
000 e
Selection
Individual
$53,250, Sector
Consultant
000 Studies
Selection
ICT/Telec
ommunic Individual
$87,500, ations
Consultant
000 Services
Selection
Project
Individual
$41,500, Manage Consultant
000 ment
Selection
Procure
ment
Technical
$10,000, Assistanc Direct
000 e
Selection
Procure
ment
Technical
$10,000, Assistanc Direct
000 e
Selection
Consultant
$720,00 Feasibilit Qualificatio
0 y Studies n Selection
Procure
ment
Technical
$10,000, Assistanc Direct
000 e
Selection

Total
Contract
Amount
(USD)

Env
Cat

Major
Sector

Borrower
Country

Region

C

Health

Turkey

ECA

$7,035

C

Energy &
Extractives

Turkey

ECA

$49,560

C

Agriculture

Azerbaija
n

ECA

$48,000

C

Agriculture

Azerbaija
n

ECA

$43,200

B

Transporta
tion

Georgia

ECA

$33,276

C

Transporta
tion

Iraq

MNA

$76,200

B

Education

Guyana

LCR

$25,536

B

Education

Guyana

LCR

$23,163

C

Education

Morocco

MNA

$40,854

B

Education

Guyana

LCR

$9,178

P147924

$720,00 Audit
0 Services
Educatio
$720,00 n
0 Services
Project
$10,000, Manage
000 ment
Project
$10,000, Manage
000 ment

P151934

$13,480, Sector
000 Studies

P150875

P150875

P147924

P117082

Design
Services
Audit
Services
Project
$60,600, Manage
000 ment

P147460

$1,317,0 Feasibilit
80,000 y Studies

P128344

$300,00 Social
0,000 Studies

P128605
P125689

P147924

P147924

P152104

P120788

P152104
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$158,99
0,000
$13,000,
000

$10,000, Design
000 Services
Educatio
$10,000, n
000 Services
Project
$393,83 Manage
0,000 ment
Project
$27,700, Manage
000 ment
Manage
ment
$393,83 /Technic
0,000 al Advice

Consultant
Qualificatio
n Selection
Consultant
Qualificatio
n Selection
Individual
Consultant
Selection
Individual
Consultant
Selection
Quality And
Cost-Based
Selection
Quality And
Cost-Based
Selection
Least Cost
Selection
Quality And
Cost-Based
Selection
Quality And
Cost-Based
Selection
Quality And
Cost-Based
Selection
Individual
Consultant
Selection
Individual
Consultant
Selection

C

Education

Morocco

MNA

$3,977

C

Education

Morocco

MNA

$6,338

B

Education

Guyana

LCR

$33,882

B

Education

Guyana

LCR

$31,694

B

Energy &
Extractives

Turkey

ECA

$277,748

ECA

$95,177

ECA

$196,000

MNA

$373,032

C

Water/Sani
t/Waste
Turkey
Financial
Kyrgyz
Sector
Republic

A

Not
assigned

B

Water/Sani
t/Waste
Poland

ECA

$387,540

B

Social
Protection

Ukraine

ECA

$370,320

B

Education

Guyana

LCR

$3,600

B

Education

Guyana

LCR

$26,000

Direct
Selection

B

Industry &
Trade/Ser

Serbia

ECA

$100,074

Direct
Selection

C

Water/Sani Central
t/Waste
Asia

ECA

$1,095

B

Industry &
Trade/Ser

ECA

$49,344

Direct
Selection

C

Tunisia

Serbia

P155198

P152018

P127144

P152018

Project
$100,00 Manage
0,000 ment
$300,00 Financial
0,000 Services
Project
$12,040, Manage
000 ment
Legal
$300,00 Advisory
0,000 Services

P125082

$3,600,0
00

P118023

$356,15
0,000

P147924

$10,000,
000

P147924

$10,000,
000

P120338

$113,00
0,000

P120338

$113,00
0,000

P150930

$187,50
0,000

Manage
ment
/Technic
al Advice
Manage
ment
/Technic
al Advice
Educatio
n
Services
Procure
ment
Technical
Assistanc
e
Educatio
n
Services
Educatio
n
Services
Manage
ment
/Technic
al Advice

Individual
Consultant
Selection
Single
Source
Selection
Single
Source
Selection
Single
Source
Selection

Individual
Consultant
Selection

Direct
Selection
Consultant
Qualificatio
n Selection

Individual
Consultant
Selection
Quality And
Cost-Based
Selection
Quality And
Cost-Based
Selection
Quality And
Cost-Based
Selection

C

Agriculture

B

B

Morocco

MNA

$297,798

Water/Sani
t/Waste
Serbia

ECA

$59,759

Energy &
Extractives

AFR

$176,174

ECA

$55,220

EAP

$296,398

Djibouti

B

Water/Sani
t/Waste
Serbia
Lao
People’s
Democra
tic
Agriculture Republic

A

Transporta
tion

Azerbaija
n

ECA

$50,693

B

Education

Guyana

LCR

$6,271

B

Education

$13,917

C

Education

C

Education

Guyana
LCR
Russian
Federatio
n
ECA
Russian
Federatio
n
ECA

B

Agriculture

Morocco

B

MNA

$17,377

$24,693

$233,868

5.1 Results and Findings
Further to obtaining the dataset, each contract data was added to the model to generate an output
of the forecasted contract cost with its respective confidence levels. The result was then added under
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Candidate 1 and Candidate 2. The model will only retrieve candidate 1 values if the confidence level is
higher than 60%, if not, the model will present Candidate 2 values, which has a tolerance of 1 class. Table
28 shows the range of values of each class. Thus, if the confidence level presented in a trial was lower than
60%, a class lower and a class lower will be presented. For example, candidate 1 will present a class 1 as
the output but with lower confidence, then candidate 2 will present a range from class 0-class 2, that being,
$1,001-$42,800.
Table 37 Class range values

Lower Bound
Class 0
Class 1
Class 2
Class 3
Class 4
Class 5

1,001
9,890
22,500
42,800
77,732
148,484

Classes
Average Bound
5,446
16,195
32,650
60,266
113,108
270,767

Higher Bound
9,890
22,500
42,800
77,732
148,484
393,049

Since this is a regression by classification problem, the outputs will be in the form of fixed ranges
divided into separate classes. The interface yields the optimum range of values and is then compared with
the contract amount that was retrieved by the World Bank, as shown in table 37.

5.2 Success Rate of the Model
Table 40 was divided into 3 main categories, ground data, data received from the World Bank and
is the basis for testing the precision of the model, Candidate 1 values, and Candidate 2 values. Each of the
3 main categories were then divided to their designated class. This will allow to further understand whether
candidates 1 and 2 have aligned with the ground data, these are then highlighted in green. Consequently,
when there is a variance between each class, it was indicated how many classes those variances were.
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Accordingly, the values that fell in candidate 1 range were logged as a success case, whereas the values that
fell into a higher range were logged as acceptable case, both highlighted in green in table 38 whereas the
text highlighted in red indicates the contract cost that is generated by the interface. The success rate of the
model, degree of variance and Mean Absolute Error (MAE) were then calculated.
Table 38 Model verification by adding model results against identified contract cost

Project ID

Total
Contract
Amount
(USD)

Class

Candidate 1

P152799

$7,035

1 9.890-22,500

P132189

$49,560

4 42,800-77,732

Class
C1
Variance
1 class
2 down
4

P122812

$48,000

4 77,732-148,484

P122812

$43,200

4 77,732-148,484

P122204

$33,276

3 77,732-148,484

1 class
5 down
1 class
5 down
2 class
5 down

P151357

$76,200

4 77,732-113,108

4

P147924

$25,536

3 42,800-77,732

P147924
P150875

$23,163
$40,854

3 42,800-77,732
4 9,890-22,500

P147924
P150875
P150875

$9,178
$3,977
$6,338

1 42,800-77,732
1 1,001-9,890
1 1,001-9,890

P147924

$33,882

3 77,732-148,484

P147924

$31,694

3 77,732-148,484

1 class
4 down
1 class
4 down
2 2 class up
3 class
4 down
1
1
2 class
5 down
3 class
5 down

P151934

$277,748

6 77,732-148,484

5 1 class up

P128605
P125689

$95,177
$196,000

5 42,800-77,732
6 148,484-393,049

4 1 class up
6
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Candidate 2
1,001-42,800
22,500148,484
42,800393,049
42,800393,049
42,800393,049
42,800393,049

Variance

1 class down

1,001-42,800

1,001-22,500
1,001-22,500
42,800393,049
42,800393,049
42,800393,049
22,500148,484

1 class down
1 class down

P117082
P147460

$373,032
$387,540

6 77,732-148,484
6 77,732-148,484

5 1 class up
5 1 class up

P128344
P147924

$370,320
$3,600

6 77,732-148,484
1 1,001-9,890

P147924

$26,000

3 42,800-77,732

5 1 class up
1
1 class
4 down

P152104

$100,074

5 77,732-148,484

5

P120788

$1,095

P152104
P155198

$49,344
$297,798

4 77,732-148,484
6 148,484-393,049

P152018

$59,759

4 77,732-148,484

P127144

$176,174

6 77,732-148,484

P152018

$55,220

4 77,732-148,484

5 1 class up
1 class
5 down

P125082

$296,398

6 148,484-393,049

6

P118023
P147924

$50,693
$6,271

4 42,800-77,732
1 1,001-9,890

4
1

2
2
3
6

3 class
5 down
2
2 1 class up
6

P147924
P120338
P120338
P150930

$13,917
$17,377
$24,693
$233,868

1 9,890-22,500

77,732-148,484
9,890-22,500
9,890-22,500
148,484-393,049

1 class
2 down
1 class
5 down
6
1 class
5 down

42,800393,049
42,800393,049
1,001-22,500
22,500148,484
42,800393,049
1,001-42,800
42,800393,049

42,800393,049

22,500148,484
1,001-22,500
42,800393,049
1,001-42,800
1,001-42,800

1 class down

The success and accepted rates were then calculated as:
Success Rate: Accuracy without tolerance = Success Cases/Test Cases, and Acceptance Rate: Accuracy
with 1 class tolerance = (Success Cases + Accepted Cases)/Test Cases. The below table summarizes the
findings:
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Success Cases

36%

Accepted Cases

72%

It’s worth to mention that similar values were presented during the model building stage, figure 53 showing
that the interface yielded the same results.

Success and Accepted
Rates of the Test Data
100%
50%
0%

1
Success Rate

2
Accepted Rate

Figure 53 Overall success and accepted rates of the test data

Consequently, figure 54 presents the success cases and accepted cases per each class, noting that the
accepted cases appear to be generally twice the success rate, whereas class 2 indicates to have the least
success rate.
Table 39 Success rates and accepted rates per class

Class 0
Class 1
Class 2
Class 3
Class 4
Class 5
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Success Accepted Total
4
6
7
1
1
2
0
2
5
3
7
9
1
2
2
4
8
9

Success Rates and Accepted Rates per Class
10
8
6

4
2
0
Class 0

Class 1

Class 2

Class 3

Success

Class 4

Class 5

Total

Figure 54 Success rates and accepted rates per class

5.3 Variance Between Class Cases
Upon inferring the success cases, it was also important to determine the degree of variance of the
cases that did not align within the accepted range. Accordingly, figure 55 represents the degree of this
variance. In total, there was a total variance of 23 test cases from the ground value, while only 4 in candidate
rate. In can be inferred that the model has overpriced around 10 and underpriced 7 of those test trials with
only 1 class variance. As this was the most case variances, this indicates the models’ understanding of the
features and their variance, and accordingly if more variables were added during the training phase of the
model development, this variance may be reduced.
Table 40 Class variance from ground values

1 class up
1 class
down
2 class up
2 class
down
3 class up
3 class
down
Total
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Candidate
1
7

Candidate
2

10
1

4

2
0
3
23

4

Level of Class Variance
25
20
15

10
5
0
1 class up

1 class
down

2 class up

Candidate 1

2 class
down

3 class up

Candidate 2

3 class
down

Total

Figure 55 Class variance from ground value

5.4 Mean Absolute Error
The Mean Absolute Error (MAE) measures the absolute error from the closest bound, whether the
minimum value, higher value, or average bound. This helps determine how far the ground value is from
respective test values.
Table 41 represents the bounds with which the calculated MAE was based on. It can be noted that
the MAE for case 0 vary between 90 to 1500 from their closest bound, where class two has a larger bound
variance from 1900 to 2100 variance. The variance is the highest case 3 ranging from 500 to 7800, while
the rest of the cases lie withing 1100 to 6000 range. Accordingly, it can be noted that the Percent of Error
ranges between 1%-20% with the exception of 51% from a test case in Class 0
Table 41 Calculated MAE and Percent Error for the testing data-set

Project ID
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Class

Total Contract Amount (USD)

MAE

P132189

3

$49,560

6760

% of Error
14%

P122812

3

$48,000

5200

11%

P122812

3

$43,200

400

1%

P151357

3

$76,200

1532

2%
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P150875

2

$40,854

1946.36

5%

P150875

0

$3,977

1468.32

37%

P150875

0

$6,338

892.64

14%

P151934

5

$277,748

6981.36

3%

P128605

4

$95,177

17445.23

18%

P125689

5

$196,000

47516

24%

P117082

5

$373,032

20016.81

5%

P128344

5

$370,320

22729

6%

P147924

0

$3,600

1845.5

51%

P147924

2

$26,000

3500

13%

P152104

4

$100,074

13033.77

13%

P120788

0

$1,095

94.2

9%

P152104

3

$49,344

6543.67

13%

P155198

5

$297,798

27031.19

9%

P127144
P125082

5
5

$176,174
$296,398

27690.46
25631.5

16%

P118023

3

$50,693

7892.8

9%
16%

P147924

0

$6,271

825.39

13%

P120338

1

$17,377

1181.59

7%

P120338

2

$24,693

2193.46

9%

P150930

5

$233,868

36898.24

16%

Chapter 6: Conclusion
6.1 Background
The methods and results highlighted in this thesis outline a novel approach to cost estimation in
early project stages using ML workflows. Traditional approaches, despite currently being widely
implemented, for cost estimating and forecasting by the World Bank, may be considered costly, time
consuming and occasionally come with a large factor of uncertainties. Thus, an alternative approach of
using machine learning techniques, is analyzed to enhance and remediate those concerns and allow for
accurate, and time-saving cost estimating techniques that can significantly reduce uncertainties.
Through the rise of Machine Learning techniques and the incorporation of Artificial Intelligence in
the Construction industry, several papers were analyzed in this research to determine whether the
performances of forecasted costs could be as good as that of the traditional approaches. Other significant
studies evaluated the efficacy of pricing consultancy ‘service’ based projects that tend to be more abstracted
and not material based as that of contracting works. According to Duwe, et al, 2017, The integration of
Machine learning in consultancy pricing not only provides better results when forecasting complex,
nonlinear relationships, but can also predict outcomes with limited human involvement thus removing
individual biases.
The focus of this study is to meet the research objectives through developing an interactive expert
system to yield desirable cost information with limited data and validate the accuracy of the generated
result. The focus of the research as also to determine the effect of the linear and non-linear relationships
between the cost and the pricing components based on the volume of data years of the World Bank
consultancy projects.
6.2 Research Findings
Creating an interactive expert system is done by investigating the efficacy of integrating ML and
AI methods to forecast pre-tender contracts with the available information that is open to access for public
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use. Each contract available was organized by a number of factors, the main ones that can directly affect
cost outcomes included; project cost that is composed of a number of aggregated contracts based on project
scope, the country the contract was performed in, the procurement method chosen to tender the respective
contract, the procurement type, contract signing date, and finally the contract cost, which is the desired
outcome to be generated by the model and will be cross referenced with the model during the testing and
validation phases. Each of these features were then measured against the contract cost to determine their
correlation, as this will indicate which factors result in cost variance and will also provide further reasoning
behind the cost changes when measured during the verification stage.
Due to the limitations of numerical data, a regression by classification method was used by adopting
the ensemble approach. The investigative results in the research concluded that with the use of the ensemble
approach by incorporating eight different models and providing their predictive rates, resulted in a better
outcome with higher accuracy and confidence rates than having a single model to detect the outcome. This
study compared the forecasting accuracy of the model using Naive Bayes, KNN, XGBoost, Random Forest,
Gradient Boosting, Adaboost, Bagging, and Neural Network classifiers. These specific classifiers were
selected based on the study presented in the literature review, indicating the suitable Machine Learning
models that can fit and generalize the current ratio between the number of features and dataset in this
research. The number of classifiers used is based on the trial and error process generated between several
models, where 13 classifiers were studied, and eventually those 8 models were selected as they were the
optimum contributing models yielding the higher accuracy rates.
As this model is built on a classification methodology, each contract cost was classified under five
main classes, or cost ranges, these ranges were divided to have equal number of features in each range.
Accordingly, each data with its selected features would fall under one of the cost classes. This is presented
in the interface as follows; a) the user would add feature inputs in the drop down bars, the inputs are the
same inputs used during the model building, which are; project cost, procurement type, procurement
method, region, environmental category, etc. b) the interface would present one of the five classes along
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with the confidence rate of the voting system of the cumulative voting of the 8 models, i.e. the ensemble
method. c) If the confidence rate happens to be higher than 60%, the model presents candidate 1, which is
comprised of one class only. This class indicates the value ranges of this class. d) If the confidence rate
happens to be lower than 60%, then the model will present candidate 2, which comprises of a higher
tolerance of classes, being one class lower, and one class higher from candidate 1. Upon splitting the
outcome into two cost ranges, the model provided a combined accuracy rate of 40.62% for the first range
of values, candidate 1 and 72.41% for the second range of values, that included a higher tolerance, candidate
2. These are then determined as success rate and acceptance rate, respectively.
The model verification was then performed by gathering recent contracts, 36 contracts, performed
by the World Bank from 2018 – 2020, data that has not been included previously in the model. Each of the
variables were then added as inputs and then recorded the output contract costs and accordingly measured
this against the contract cost by the World Bank online database. Consequently, the testing data during the
verification stage yielded similar range of values during the model building phase which were 36% success
rate and 72% acceptance rate. An additional study was performed by measuring the percent of deviation of
each value generated from the model from the true value, indicating that approximately 1%-20% variance.
An additional test run was performed during the model validation, where each feature was tested
by fixing one feature and changing the other features and recording the change of the contract cost ranges,
This was performed a total of 64 times, as presented in Annex 1. By measuring each input, changes in the
output results were then detected and recorded. The output was then compared with the correlation box
plots developed during the data gathering phase where each feature was compared to the contract cost. This
was used to determine the homogeneity of the interface with the original findings. Accordingly, these
findings showed that the model success rate was 50% and acceptance rate of 77%.
Statistical validation and verification showed that the discrete variables, although categorical,
including procurement type, procurement method, environmental category, sector, and region, exhibited
direct correlation with the contract amount. This indicated that the cost is affected not only by numerical
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values but also the location of the project, the sector of which it falls under, and even the type of contract
that is used.
Based on the validation and verification outcomes, the following functionalities were realized
regarding the interface:
1. Provides a secondary tool than can be used to support expert estimators in the earliest phase
of the project when preparing an initial budget;
2. Reduces the need for human deduction as the model analyzes the set of inputs based on the
bank of dataset;
3. Provides an estimation for future projects;
4. Recognizes the level of accuracy of the presented outcome;
5. Allows for quick financial decisions based on the presented cost;
6. Improves cost budgeting by being automated thus helps the efficiency by removing error
and eliminating the time cost experts spend manually scoring assessments.
7. Allows to select between different procurement types and methods to control the contract
cost desired. For example, it was studied that differed procurement types and procurement
methods may result in higher than average costs. Varying those features may support in
reducing this cost;
8. Stores a rich database that allows for calculating linear and nonlinear relationships of the
contract cost for over 165 countries in the past 14 years, varying in procurement method,
sector, and procurement type;
9. Enhances communication between stakeholders and decisions makers;
10. Detects the varying costs of contracts between the different regions, as some contracts with
the same specifications vary between the different regions;
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6.3 Limitations and Recommendations
One of the main outcomes of this research is to investigate the concept of providing a secondary
tool for pricing projects and evaluating cost estimating bids. Furthermore, another significant outcome is
that, given a large enough dataset, the interface could also be used by different entities and organizations,
to forecast pre-tender bids and provide cost estimates. The current research used the available limited
dataset of 60,000 variables. While there was a total of 400,000 combined features, this provided a significant
limitation and can be further optimized by increasing the dataset inputs to be equal or more than the number
of features, for example, by adding more features, the model would demonstrate sensitivity for variance
between countries as it does between differing regions. Another limitation in this study was the availability
of majority of features to be categorical data rather than the typical numerical data of features that are
regularly used for pricing. However, to solve this issue, a classification by regression model where each set
of outcomes was classified into different classes and the class with the highest vote by the ensemble method
would be presented.
A recommendation for a future study is to develop a model with a dataset that has the five
recommended consultancy features as determined by Hyari et al. (2016), which are; project type,
engineering services category, project location, total construction costs, and project scope. These features
will allow for the usage of a regression model, varying from the classification by regression model used for
this study, and hence allow for precise, calculated values to be generated and not just present a range of
predetermined values for the model to select based on their respective confidence rates.
Nonetheless, this interface could bridge the gap of providing proper estimates despite the high level
of uncertainty in the earlier phase the of the project. And with regards to the World Bank, this model could
also provide key assistance to investors looking for an expeditious preliminary financial comparison
between possible investments over various regions and sectors all over the world.
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Appendix 1: Interface Visualizations

Project Cost

Figure 56 Interface Visualization - Project cost - Class 0

Figure 57 Interface Visualization - Project cost - Class 1
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Figure 58 Interface Visualization - Project cost - Class 1

Figure 59 Interface Visualization - Project cost - Class 2
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Figure 60 Interface Visualization - Project cost - Class 3

Figure 61 Interface Visualization - Project cost - Class 4
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Figure 62 Interface Visualization - Project cost - Class 5

Figure 63 Interface Visualization - Project cost - Class 6
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Procurement Type

Figure 64 Interface Visualization - Procurement Type - Safety Studies

Figure 65 Interface Visualization - Procurement Type - Environmental Studies
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Figure 66 Interface Visualization - Procurement Type - Feasibility Studies

Figure 67 Interface Visualization - Procurement Type - Procurement Technical Assistance
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Figure 68 Interface Visualization - Procurement Type - Project Management

Figure 69 Interface Visualization - Procurement Type - ICT Telecommunication Services
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Figure 70 Interface Visualization - Procurement Type - Education Services

Figure 71 Interface Visualization - Procurement Type - Governance Services
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Figure 72 Interface Visualization - Procurement Type - Design Services

Figure 73 Interface Visualization - Procurement Type - Awareness Campaigns
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Figure 74 Interface Visualization - Procurement Type - Technical Services

Figure 75 Interface Visualization - Procurement Type - Policy and Strategy
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Figure 76 Interface Visualization - Procurement Type - Hardware/Software Services

Figure 77 Interface Visualization - Procurement Type - Health Services

138

Figure 78 Interface Visualization - Procurement Type - Sector Studies

Figure 79 Interface Visualization - Procurement Type - Management/Technical Advice
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Figure 80 Interface Visualization - Procurement Type - Legal Advisory Services

Figure 81 Interface Visualization - Procurement Type - Training Services
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Figure 82 Interface Visualization - Procurement Type - Financial Services

Figure 83 Interface Visualization - Procurement Type - Construction Supervision
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Figure 84 Interface Visualization - Procurement Type - Institution Building

Figure 85 Interface Visualization - Procurement Type - Implementation Activity
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Figure 86 Interface Visualization - Procurement Type - Geological/Geophysical Services

Figure 87 Interface Visualization - Procurement Type - Audit Services
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Figure 88 Interface Visualization - Procurement Type - Social Studies

Figure 89 Interface Visualization - Procurement Type - Research/Development Services
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Procurement Method

Figure 90 Interface Visualization - Procurement Method - Direct Selection

Figure 91 Interface Visualization - Procurement Method - Consultant Qualification Selection
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Figure 92 Interface Visualization - Procurement Method - Quality and Cost Based Selection

Figure 93 Interface Visualization - Procurement Method - Least Cost Selection
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Figure 94 Interface Visualization - Procurement Method - Individual Consultant Selection

Figure 95Interface Visualization - Procurement Method - Quality Based Selection
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Figure 96 Interface Visualization - Procurement Method - Single Source Selection

Figure 97 Interface Visualization - Procurement Method - Fixed Budget Selection
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Environmental Category

Figure 98 Interface Visualization - Environmental Category - A

Figure 99 Interface Visualization - Environmental Category - B
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Figure 100 Interface Visualization - Environmental Category - C

Major Sector

Figure 101 Interface Visualization - Major Sector - Water/Sanit./Waste
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Figure 102 Interface Visualization - Major Sector - Health & Social

Figure 103 Interface Visualization - Major Sector - Social Protection

151

Figure 104 Interface Visualization - Major Sector - Agriculture

Figure 105 Interface Visualization - Major Sector - Industry and Trade
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Figure 106 Interface Visualization - Major Sector - Transportation

Figure 107 Interface Visualization - Major Sector - Info & Communication
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Figure 108 Interface Visualization - Major Sector - Health

Figure 109 Interface Visualization - Major Sector - Financial Sector
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Figure 110 Interface Visualization - Major Sector - Public Admin.

Figure 111 Interface Visualization - Major Sector - Education
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Figure 112 Interface Visualization - Major Sector - Energy & Extractives

Region

Figure 113 Interface Visualization - Region - AFR
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Figure 114 Interface Visualization - Region - ECA

Figure 115 Interface Visualization - Region - MNA

157

Figure 116 Interface Visualization - Region - LCR

Figure 117 Interface Visualization - Region - EAP
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Figure 118 Interface Visualization - Region - OTH

Figure 119 Interface Visualization - Region - SAR
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