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Introduction
Data from recent genome-wide association studies (GWAS) provide a tremendous opportunity to understand how different genetic loci influence the risk of complex diseases through both their individual main effects and genetic interactions, known as epistasis. Although evidence of gene-gene interaction on human traits so far has been sparse [1, 2] , both animal studies [3] [4] [5] [6] [7] [8] and statistical investigations [9] [10] [11] [12] suggest that genetic interactions can mask the importance of susceptibility loci when they are studied one at a time. The investigation of gene-gene interactions in GWAS can lead to an understanding of the complex biological process through which multiple susceptibility loci influence the pathogenesis of a disease.
In this article, we introduce the retrospective Tukey score test that assesses disease association of genetic loci in the presence of potential interaction with established susceptibility loci. The retrospective Tukey score test builds upon an existing test of genetic association that can incorporate interactions using a single parameter in the venerable Tukey model [13] and can avoid loss of power typically incurred by standard regression due to excess degrees of freedom. Tukey's model has been used successfully to assess interactions between sets of genetic variables when each set may represent a latent, underlying biological mechanism that affects disease risk [14] . The latent variable framework may be most natural for SNPs that are similar in terms of genomic location or biological function. For example, a hypothesized common mechanism for SNPs in genes of the same metabolic pathway could be reduced levels of the pathway's endproduct. In this regard, an advantage of Tukey's model is its ability to capture modular biology, a phenomenon in which complex biological functions result from connections between discrete units of diverse molecules that accomplish relatively autonomous tasks [15] . Modular biology has clear implications for epistasis, and studies in yeast suggest epistasis should be investigated on a system level between functional modules rather than between individual genetic markers [16, 17] . Sets of genetic variables that may be appropriate for Tukey's model include multiple loci from a single gene or multiple genes from a single pathway.
In this article, we consider the application of Tukey's model to discover new susceptibility loci for prostate cancer (PRCA) that could affect disease risk through interaction with established susceptibility SNPs. In one analysis, we explore SNPs in the genome that may interact globally with PRCA susceptibility SNPs in the gene-poor 8q24 region. In a second analysis, we search for SNPs that may simultaneously interact with two susceptibility regions for PRCA that are also associated with type 2 diabetes, which itself is associated with PRCA [18] [19] [20] [21] [22] [23] . In both analyses, identification of modular interaction could generate hypotheses about the poorly understood functionality of existing susceptibility regions.
For case-control studies, it has long been recognized that the power of tests for interaction can be greatly enhanced by exploiting an assumption of independence between the factors in the underlying population. Under this assumption, for example, the case-only method has been proposed as a powerful alternative to standard logistic regression analysis for tests of interaction on the odds ratio scale when the disease is rare [24] . More generally, it has been shown that an assumption of independence in the underlying population can be exploited in a case-control study through a 'retrospective' likelihood of the data that properly accounts for the underlying design [25, 26] .
In this report, we consider developing a score test for genetic association under Tukey's model for gene-gene interaction using the retrospective likelihood so that power can be gained by exploiting an assumption of genegene independence between physically distant loci. Previously, an analogous 'prospective' Tukey score test under an unconstrained likelihood was developed that analyzes case-control data as if they were collected using a prospective design, a practice routinely applied in epidemiologic studies [14] . Although the classical theory [27] for case-control studies suggests that the use of a prospective likelihood is valid, recent investigations [25, [28] [29] [30] suggest that the use of prospective likelihood can be inefficient if certain assumptions can be made about the distribution of risk factors in the underlying population. In this article, we develop the retrospective Tukey score test that exploits the power advantage of both the parsimonious Tukey model and a retrospective likelihood, thereby offering a more powerful alternative to existing methods. This paper has the following structure: in the next section, we present fundamentals of the derivation of the retrospective Tukey score test. We also describe the design of our simulation studies and PRCA applications. We present the results with an emphasis on the applied project that offers original insight into PRCA etiology. We discuss the results of our applications in the context of existing literature on PRCA pathogenesis. We also address the merits of the retrospective Tukey score test with suggestions for future work.
Methods
Let S = ( S 1 , ..., S M ) represent the minor allele count for a set of independent 'scan' SNPs for which one desires to test the association with a binary disease outcome D , and let C = ( C 1 , ..., C Z ) represent the risk allele count for a set of 'conditioning' SNPs that are associated with the disease outcome and may interact with the SNP set S , with M 6 1 and Z 6 1 for M + Z 1 2. Each SNP set is grouped by a common known or hypothesized biological function, such as a candidate pathway for S and a susceptibility region for C . The assumption that C contains established susceptibility SNPs implies that preliminary analyses are required before an analysis (i.e. genome scan) can be performed using the Tukey score test. For example, the results of single-SNP GWAS analyses can influence the choice of C in conjunction with relevant literature reviews on biological function. In addition, we assume the analysis needs to be adjusted for a set of covariates A = ( A 1 , ..., A W ), such as age, sex, ethnicity and population stratification eigenvalues. We assume disease risk can be described as a function of S , C and A using 'Tukey's' model:
The above model includes main effect terms for each of the individual factors for S , C and A , analogous to its standard logistic counterpart. However, the interaction between the scan and conditioning SNPs is captured by a single interaction parameter . Under the above model, the null hypothesis of no association between the disease and scan SNPs is equivalent to ␤ 1 = ( ␤ 11 , ..., ␤ 1 M ) = 0, under which both the main effects of the scan SNPs and their interaction with conditioning SNPs disappear. The parameter ␤ 1 can be used to perform a global test of association that can capture both main effects and interaction, as in omnibus testing [11] . We make two assumptions of gene-gene independence in the underlying population, which is assumed to be represented by controls for rare diseases, such as cancer. We assume gene-gene independence between the scan and conditioning SNPs in an attempt to gain power in a fashion similar to case-only studies of epistasis. We assume independence among scan SNPs in a non-singular S in an attempt to limit the sample size requirement of our score test. The method, in principle, can be extended to account for dependence via estimation of joint genotype frequencies for correlated scan SNPs. The sample size needed for standard asymptotic theory to be valid in such a test may be large due to the requirement of sufficient sample size in each multivariate genotype frequency category. We advise that if correlated scan SNPs are to be included, then one may need to avoid sparsity by collapsing multivariate genotype categories appropriately. These gene-gene independence assumptions are natural for unlinked loci. We also assume independence for S and A at the outset. We use Bayes' theorem to express the standard prospective likelihood in a retrospective framework. The resultant retrospective likelihood that incorporates these constraints for Tukey's model with N total subjects is:
Note that equation 1 can be used to solve for conditional and marginal probabilities on D . To guard against population stratification that induces dependence between S and C , we introduce a stratification variable U and replace P ( S m = s mi ) with P ( S m = s mi ͉ U = u i ) in equation 2 [25, 26] . One may select proxies for population strata, such as ethnicity or study country, for U . In that way, U may also be a subset of A . We set a scalar U to be a binary stratification variable in our derivation. In practice, more complex stratification is possible. For example, a trichotomous regression allows estimation of P ( S ͉ U ) for continuous stratification variables.
It may be infeasible to maximize the corresponding log-likelihood of equation 2 when there is a high dimensional nuisance parameter ␦ = { P ( C = c , A = a )}. It has been shown in the case of a standard logistic regression model that the log-likelihood can be re-parameterized and retain proper maximum likelihood esti-
, which can be computed explicitly when disease prevalence is known for P ( R = 1), be the probability of inclusion in the study [14] . The resulting profile log-likelihood in this setting is: 
as Hardy-Weinberg equilibrium is not assumed. The score function for a given is:
Under the null hypothesis, we define
The score function differs from that of the prospective Tukey score test through the substitution of the observed for expected value of S in the final term. The asymptotic variance of score function I ␤ 1 ␤ 1 can be estimated through the information matrix, as detailed in Appendix I.
We define the retrospective Tukey score test statistic for a given value of as:
In practice, maximum likelihood estimates are computed for { ␤ 0 , ␤ 2 , ␤ 3 } using the null hypothesis model and for f using all subjects' data. We base inference on disease association of the scan SNPs on T = max T ( ) for a prespecified range of (-5 to 5 on a 0.2 grid), as has been advocated in similar settings [9, 14] . 
Cancer Genetic Markers of Susceptibility Application

Conditional Scans Involving 8q24, JAZF1 and HNF1B SNPs
Our CGEMS application involved two conditional genome scans for separate sets of conditioning SNPs ( table 1 ). In each conditional scan, we tested individual scan SNPs for disease association, allowing for interaction with the specified set of conditioning SNPs. The scan SNPs included all CGEMS stage II SNPs at least 500 kb from any of the conditioning SNPs to minimize violations of the gene-gene independence assumption. It is an accepted practice to assume SNPs that distant in the genome are independent. However, there is some evidence suggesting rare instances of long-range SNP-SNP correlation, representing a very small subset of the total set of SNPs [33, 34] . Approximately 27,000 SNPs remained, setting a Bonferroni threshold of 0.05/27,000 = 1.83 -6 for declaring genome-wide significance. The first set of conditioning SNPs included seven loci from the three subregions of 8q24 that are associated with only PRCA [35] and will jointly be referred to as Region P (prostate) ( fig. 1 ). The SNP set included the most significant marker in the region, rs4242382, and six SNPs in low linkage disequilibrium (LD) with it to maximize coverage of tagged SNPs and minimize multi-collinearity in the null hypothesis model. We assumed the Region P SNPs represent a single biological mechanism that affects PRCA risk in contrast to SNPs residing in other 8q24 subregions that are associated with different cancers. The second set of conditioning SNPs included two independent intronic SNPs in HNF1B [19] and one in JAZF1 [20] that have been conclusively established as susceptibility loci for PRCA. SNPs in these genes have also been associated with type 2 diabetes [18, 19] , which is itself associated with PRCA [21] , suggesting our conditioning SNPs share a causal link to risk of PRCA that could include one of the susceptibility pathways for type 2 diabetes. Our regression models included study identifiers as adjusting covariates. To avoid gene-gene dependence that may arise due to population stratification, we additionally stratified the analysis for ATBC participation because the minor allele frequency (MAF) of conditioning SNPs substantially differed among controls relative to all others, which is not surprising because the ATBC study was conducted in Finland. Noteworthy results were followed-up using the traditional logistic regression model to explore individual interactions between specific combinations of conditioning and scan SNPs. We examined a 'saturated' model that included main effects of the scan and conditioning SNPs and all pair-wise interactions between the scan and conditioning SNPs. We analyzed this model using both standard methods and a retrospective analysis that imposed gene-gene independence. The omnibus tests that jointly assess main and interaction effects of all scan SNPs in the constrained analysis most closely resemble the retrospective Tukey score test of general disease association. We computed joint odds ratios to further characterize the modular interactions we detected.
Simulation Study
We conducted simulations to evaluate the size and power of the retrospective Tukey score test. We incorporated CGEMS data into the simulations so that the set of conditioning SNPs would retain the LD pattern and disease association of known susceptibility regions. In each simulation, we randomly selected an equal number of cases and controls, recording their disease status and genotypes for eight 8q24 SNPs selected to minimize r 2 with the two most significant SNPs in distinct LD blocks, rs4242382 and rs6983267, and maximize coverage of all subregions ( fig. 1 ) . We assumed no adjusting covariates and simulated a single scan SNP. The scan SNP data were generated for all subjects under the null hypothesis, assuming Hardy-Weinberg equilibrium with a MAF of 0.12. The same procedure was used for controls under the alternative hypothesis, except MAF was set to 0.15 and ␤ 1 = ln(1.15). The scan SNP data for cases under the alternative hypothesis were randomly sampled from a multinomial distribution with probabilities that accounted for the relationship of S and C in the Tukey model: 
In each simulation, we generated 1,000 test statistics and computed corresponding p values in three ways. Standard calculations did not apply because the retrospective Tukey score test statistic is a function of unknown parameters estimated from all subjects' data. The first method was a 2 2 approximation that was suggested through the empirical study of another omnibus-type testing procedure [9] . The second was a permutation method in which scan SNP genotypes were shuffled among subjects to preserve the disease association of the conditioning SNPs. The third method is based on an asymptotic approximation introduced by Lin and Zou [65] that is computationally less intensive than permutation. The latter two methods were used previously for the prospective Tukey score test to overcome the challenge that a null distribution of the Tukey score test statistics is unknown [14] .
Empirical alpha and power calculations were calculated for an alpha level of 0.01. Power was compared to the prospective Tukey score test. It was assessed over a range of for a total sample size of 1,000 so that the relative contribution of the epistatic effect to the retrospective Tukey score test signal could range from nonexistent ( = 0) to dominant. Power was also assessed over a range of total sample sizes with equal numbers of cases and controls under moderate epistasis ( = 1.2). The robustness of the retrospective Tukey score test to model misspecification with respect to the interaction term was assessed through simulations that [42] . The smaller outlined LD block is associated with several epithelial cancers, including prostate and colon [35] . This LD plot spans 354,599 base pairs. The color scheme reflects LD with white corresponding to low r 2 and black to high. Pairwise r 2 based on 3,887 study controls are written as percentages in the respective blocks. Black squares identify the conditioning SNPs used in joint odd ratios calculations ( fig. 3 ). generated scan SNP data for cases under the alternative hypothesis based on varied subsets of conditioning SNPs in the summation term of equation 3. The figure legends provide further details on parameter values used in simulations.
Results
Quantile-quantile plots of the p values from the CGEMS application are given in figure 2 . The top hits represent established susceptibility regions that were detected through single-SNP tests, reflecting the omnibus feature of the retrospective Tukey score test. Further analysis focused on high-ranking SNPs that have not been reported previously in PRCA GWAS. The 8q24 Region P application identified one biologically interesting SNP: rs748120 of NR2C2 (also known as TR4 , p = 4.98 -5 , MAF = 0.23). It ranked 7th overall and 1st amongst 'novel' susceptibility SNPs, in contrast to its rank of 191 in standard single-SNP analyses. The 'diabetes' application also identified a biologically interesting SNP: rs4810671 of SULF2 (p = 4.84 -5 , MAF = 0.48). It ranked 23rd overall and 4th amongst novel susceptibility SNPs, in contrast to its rank of 252 in standard single-SNP analyses. These SNPs remain high-ranking but have attenuated association signals in a prospective analysis via the Tukey score test (rs748120: rank 157, p = 4.45 -3 ; rs4810671: rank 105, p = 2.34 -3 ). More traditional methods support our results and provide further information on the nature of interactions we detected. First, we considered a standard logistic model saturated with main effects for all scan and conditioning SNPs, interactions between the scan SNP and each conditioning SNP, and adjusting covariates. We analyzed these models assuming gene-gene independence, and we performed omnibus tests of all parameters involving the scan SNP to resemble the general disease association assessed by the retrospective Tukey score test. Omnibus tests for analyses that assumed gene-gene independence support our findings for both rs748120 (p = 2.67 -5 ) and rs4810671 (p = 4.32 -4 ), as do those from unconstrained analyses. In the respective saturated logistic model, these scan SNPs demonstrate interaction (p ! 0.05) of similar magnitude with two conditioning SNPs ( tables 2, 3 ). Empirical joint odds ratios were calculated based on the minor allele counts of the scan SNP and the total risk allele counts of these conditioning SNPs ( fig. 3 ) .
Simulation studies reinforce the merits of the retrospective Tukey score test. It maintains type I error when the independence assumption is valid ( table 4 ), using all p value computation methods we considered. Due to its ease of implementation, we used 2 2 approximate p values ( fig. 4 ) in both our power calculations and the CGEMS application. Our power analysis demonstrates that the retrospective Tukey score test gains power over the prospective Tukey score test when independence holds. An omnibus test on all rs748120 parameters produced a p value of 2.67 -5 . The regression model also adjusted for and stratified by study. OR = Odds ratio; CI = confidence interval. An omnibus test on all rs4810671 parameters produced a p value of 4.32 -4 . The regression model also adjusted for and stratified by study. OR = Odds ratio; CI = confidence interval. These gains are maintained over a range of sample sizes likely to be observed in GWAS ( fig. 5 a) . They are more pronounced as the epistatic effect of the scan SNP increases, as represented by an increasing value ( fig. 5 b) . This result is expected because retrospective analyses of logistic models gain power over prospective analyses primarily through assessment of interaction rather than main effect terms. Both Tukey score tests are robust to modest misspecifications of the conditioning SNP set (i.e. simulated interaction excludes less than half the conditioning SNPs) ( fig. 5 c, unpubl. data). This feature is advantageous because a priori information can be limited for the selection of conditioning SNPs.
Discussion
Our simulation studies suggest that the retrospective Tukey score test is a promising analytic tool for case-control studies that allows for interaction with known risk factors in its test of disease association. Tukey's model incorporates patterns of epistasis that are likely to contribute to complex human disease, offering a more flexible alternative to single-SNP models and a more parsimonious alternative to logistic models saturated with interactions. Its test of general disease association offers a robust alternative to either pure main effects or interaction tests. In an analysis of the CGEMS dataset, we identified biologically interesting SNPs that suggest functionality for established PRCA susceptibility regions, motivating replication studies. 15) . a Power was compared between retrospective (RTS) and prospective (PTS) Tukey score tests over a range of total sample sizes (with equal numbers of cases and controls) for = 3.5 and a nominal alpha level of 0.01. b Power was compared between the RTS and the PTS over a range of for a nominal alpha level of 0.05, using random samples of 500 cases and 500 controls. c Power was considered for the RTS when subsets of the eight conditioning SNPs contributed to the epistatic element of the Tukey model that generated the data for the scan SNP. Each simulation included a random sample of 500 cases and 500 controls and set nominal alpha to 0.05.
Simulations indicate that the retrospective Tukey score test gains power over the prospective Tukey score test. The gene-gene independence assumption that constrains the likelihood function improves efficiency by reducing variance in the score function. This reduction is due to substitution of observed for expected values of S , which is different from the decrease in variance of point estimates on interaction parameters in case-only versus case-control designs [36] . The increased efficiency is contingent on a valid gene-gene independence constraint. The retrospective Tukey score test is likely to be sensitive to violations of its independence constraints similar to other retrospective logistic analyses [37, 38] . A number of recent reports have suggested methods [33, [38] [39] [40] that can protect against bias in retrospective methods when the underlying assumption of independence is violated, for example, due to population stratification. Future work on the retrospective Tukey score test could focus on relaxing the independence assumption. At present, we advise that analyses exclude scan SNPs within 500 kb of each other for non-singular S and of conditioning SNPs in order to minimize the effect of residual LD. Alternatively, the gene-gene independence could be investigated using publicly available external data. We also advise that 2 2 approximate p values be used for retrospective Tukey score test statistics for analysis of a single scan SNP. We caution against deterioration of this approximation for larger sets of scan SNPs (unpubl. data) and advise that researchers compute p values using a recently proposed, efficient permutation algorithm that over-samples the tails of non-standard test statistics [41] .
Our conditional scan with 8q24 Region P highlights rs748120 of NR2C2 . The retrospective Tukey score test signal appears to be due primarily to an interaction since the rank is much higher than in main effects analysis. Multiple 8q24 SNPs demonstrate evidence of interaction (p ! 0.10) with rs748120 in our analysis of a standard logistic model saturated with pair-wise interactions. These SNPs reside in the same subregion of Region P that has been reported to contain androgen receptor (AR) binding sites and enhancer elements responsive to androgens [42] . Two loci demonstrate epistasis (p ! 0.05) with rs748120: rs4242382 and rs6991990. They are independent with r 2 = 0.04 in CGEMS stage II controls, suggesting there is a region-wide interaction with rs748120. The conditioning SNP rs4242382 is in complete LD with rs11986220 [43] , which is a PRCA susceptibility SNP in Region P not genotyped in CGEMS. The rs11986220 risk allele is associated with both increased androgen-dependent enhancer activity and altered AR binding in Region P [42] . The empirical joint odds ratios that incorporate the conditioning SNPs rs4242382 and rs6991990 suggest that the latent causal mechanism of 8q24 Region P acts almost exclusively in the absence of minor alleles for rs748120 of NR2C2 . NR2C2 is an AR co-regulator. Its protein can form a complex with AR that decreases expression of both their target genes [44] . One target gene of NR2C2 is NANOG , which is one of the most important genes in stem cell pluripotency regulation [45] . This relationship is particularly noteworthy because PRCA pathogenesis is thought to involve the reactivation of embryonic pathways [46] . NR2C2 has also been shown to reduce synthesis of vitamin D [47] that influences cellular differentiation and proliferation in the prostate [48, 49] . Observational studies suggest that vitamin D deficiency may be a risk factor for PRCA [50] . Accordingly, impaired AR-NR2C2 binding could correspond to increased NR2C2 activity that activates NANOG expression and represses vitamin D synthesis at levels outside the physiologic range. Both sequelae could increase risk of PRCA, which is in line with previous reports. We hypothesize that impaired AR-NR2C2 binding contributes to the increased androgen responsiveness of 8q24 Region P in the presence of a risk allele at rs11986220 (or rs4242382 by complete LD).
Our second scan involves conditioning SNPs from HNF1B and JAZF1 , selected to represent a type 2 diabetes phenotype. The analysis highlights rs4810671 of SULF2 . This signal also appears to involve a relatively large epistatic effect, given the comparative single-SNP analysis rank. One SNP from each susceptibility gene region demonstrates interaction in our analysis of a standard logistic model saturated with scan SNP interactions: rs4430796 of HNF1B and rs10486567 of JAZF1 . The empirical joint odds ratios that incorporate these conditioning SNPs illustrate that rs4810671 affects PRCA risk only when at least three of the conditioning SNP risk alleles are present.
SULF2 has demonstrated oncogenic properties in several cancers, including cancer of the pancreas, breast, lung and liver [51] [52] [53] [54] . It encodes an enzyme that modifies the sulfation and, thereby, function of heparin sulfate proteoglycans [55] . Abnormalities in this family of sugars and particularly in HSPG2 (Perlecan) contribute to the disease progression of both type 2 diabetes [56] and PRCA [57, 58] . Heparin sulfate proteoglycans influence the FGF axis and WNT signaling, both of which are disrupted in PRCA [59] [60] [61] . A positive regula-tor of SULF2 is insulin [62] , the hormone at the center of diabetes. Given the increasing evidence that cellular response to insulin mediates the association between type 2 diabetes and PRCA [21] , we hypothesize that our observed interaction suggests that abnormal insulin function affects PRCA risk through dysregulation of SULF2 .
In conclusion, we have introduced an innovative score test for disease association that simulation studies suggest is a promising multilocus tool for genetic epidemiology. While we present the retrospective Tukey score test in the context of gene-gene interactions, it can also be used to investigate gene-environment interactions, provided the covariates are chosen with model assumptions in mind. Our GWAS applications of this score test identified interactions that warrant replication study. They suggest mechanisms, consistent with existing literature, for well-established but poorly understood PRCA susceptibility regions. In these matrices, p i is the expected value of d i under the null hypothesis model and the entries involving f that differ only in m or u subscripts are given by a general formula with appropriate matrix dimensions.
We find that this analytic approach to the construction of an information matrix is appropriate for analyses of singular scan SNP sets. However, the construction of the information matrix for analyses of non-singular S where x represents a parameter in 0 and data are ordered with cases ('ca') before controls ('co').
