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Effect of bio-optical parameter variability and
uncertainties in reflectance measurements on the
remote estimation of chlorophyll-a concentration
in turbid productive waters: modeling results
Giorgio Dall’Olmo and Anatoly A. Gitelson
Most algorithms for retrieving chlorophyll-a concentration (Chla) from reflectance spectra assume that
bio-optical parameters such as the phytoplankton specific absorption coefficient (a*) or the chlorophyll-a
fluorescence quantum yield  are constant. Yet there exist experimental data showing large ranges of
variability for these quantities. Themain objective of this study was to analyze the sensitivity of two Chla
algorithms to variations in bio-optical parameters and to uncertainties in reflectance measurements.
These algorithms are specifically designed for turbid productive waters and are based on red and
near-infrared reflectances. By means of simulated data, it is shown that the spectral regions where the
algorithms aremaximally sensitive toChla overlap those ofmaximal sensitivity to variations in the above
bio-optical parameters. Thus, to increase the accuracy ofChla retrieval, we suggest using spectral regions
where the algorithms are less sensitive to Chla, but also less sensitive to these interferences. a*
appeared to be one of the most important sources of error for retrieving Chla. However, when the
phytoplankton backscattering coefficient bb, dominates the total backscattering, as is likely during
algal blooms, variations in the specific bb, may introduce large systematic uncertainties in Chla esti-
mation. Also, uncertainties in reflectance measurements, which are due to incomplete atmospheric
correction or reflected skylight removal, seem to affect considerably the accuracy of Chla estimation.
Instead, variations in other bio-optical parameters, such as  or the specific backscattering coefficient of
total suspended particles, appear to have minor importance. Suggestions regarding the optimal band
locations to be used in the above algorithms are finally provided. © 2006 Optical Society of America
OCIS codes: 280.0280, 010.4450.
1. Introduction
This study concerns two remote-sensing algorithms
designed for retrieving the chlorophyll-a concentra-
tion (Chla) in turbid productive waters.1 Both algo-
rithms use remote-sensing reflectance Rrs in the red
and near-infrared (NIR) spectral regions to isolate
the phytoplankton absorption coefficient in the red
spectral region that is proportional to Chla:
a1mY1, 2, 3Y1, 2, 3 qY1, 2, 3,
(1)
a1mZ1, 3Z1, 3 qZ1, 3, (2)
where Y1, 2, 3  Rrs11  Rrs12Rrs3,
Z1, 3  Rrs11Rrs3 and the spectral coeffi-
cientsmY, mZ, qY, qZ are obtained by regression anal-
ysis.1 1 is located at approximately 660–675 nm, 2
at approximately 700–720 nm and 3 in the NIR
720–750 nm (Ref. 1).
While Eq. (1) was introduced recently,1 Eq. (2) can
be considered a special case of Eq. (1) (Ref. 1), and it
has been widely used since the middle of the
1980s.2–14 Originally, it was proposed that the opti-
mal spectral bands for Z should be 1  675 nm and
3  705 nm, because Rrs675 is maximally influ-
enced by variations in the phytoplankton absorption
coefficient a, whereas Rrs705 is minimally af-
The authors are with the Center for Advanced Land Manage-
ment Information Technologies, School of Natural Resources,
University of Nebraska-Lincoln, 102 Nebraska Hall, Lincoln,
Nebraska 68588-0517.
Received 18 October 2005; revised 28 November 2005; accepted
2 December 2005; posted 12 December 2005 (Doc. ID 65457).
0003-6935/06/153577-16$15.00/0
© 2006 Optical Society of America
20 May 2006  Vol. 45, No. 15  APPLIED OPTICS 3577
Dall'Olmo & Gitelson in Applied Optics (May 20, 2006) 45(15): 3,577-3,592. 
          Copyright 2006, Optical Society of America. Used by permission.
fected by a and thus it accounts for the variations of
suspended solids in the water column.4,5 Neverthe-
less, some uncertainties remain about the exact po-
sitions of the spectral bands used in the reflectance
ratio Z. For example, several authors reported high
correlations between Chla and band ratios that use a
band at 675 nm in the denominator and one beyond
725 nm in the numerator.8–10,12 It has also been dem-
onstrated that band ratios have higher correlations
with Chla when a band is used at 705 nm in the
numerator and one at 665 nm in the denomina-
tor.8,11–14 However, no explanation was given for
these discrepancies with the original band formula-
tion.
Additional experimental data showing how the
spectral locations of 1 and 3 influence the accuracy
of the Chla retrieval by Eqs. (1) and (2) have been
recently presented.1 Specifically, Eqs. (1) and (2) were
regressed versus Chla measured analytically for
each 650  1  700 nm and 700  3  750 nm;
the resulting standard error of Chla estimation
(STE) was used to assess how the accuracy of the
retrieved Chla varied in the spectral space 1–3.
The STE is defined as STE  Chlaobserved,i 
Chlapredicted,i)
2N  2]0.5, where N  2 are the de-
grees of freedom. To allow a comparison with
the present study, the experimental standard error
of Chla estimation of Ref. 1 is replotted (for
2  700 nm) as a function of 1 and 3 in Fig. 1. The
three-band algorithm displayed a pronounced peak of
the STE at 1  683 nm that decreased as 3 shifted
from 700 to 750 nm [Fig. 1(a)]. Similarly, the STE of
the band-ratio algorithm had a local maximum at
1  683 nm, but higher STEs were found near
1  700 nm and 3  750 nm. For both algorithms a
region of minimal STE was found for 660  1
 670 nm and 720  3  740 nm. The observed
variability in the STE confirmed the findings of
previous investigations,8–14 and it was attributed (in
Ref. 1) to variations in the chlorophyll-a fluorescence
quantum yield  and, to a lesser extent, to varia-
tions in the phytoplankton specific absorption coeffi-
cient a*.
The identification of the bio-optical parameters or
the reflectance uncertainties responsible for the de-
scribed spectral variability of the STE may allow one
to assess the appropriateness of the hypotheses on
which the algorithms [Eqs. (1) and (2)] were devised.
Moreover, by understanding of the experimental
STE, new insights about the optimal spectral loca-
tions for the bands used in the algorithms may be
gained. Finally, the spectral variability of the STE
may contain valuable information regarding biologi-
cally and optically significant parameters, such as the
phytoplankton specific absorption coefficient or the
Chla fluorescence quantum yield.
The objectives of this study are (1) to determine the
most important sources of uncertainties in the esti-
mation ofChla by use of Eqs. (1) and (2); (2) to explain
the observed spectral variability of the STE; and fi-
nally (3) to find optimal spectral regions for accurate
estimation of Chla in turbid productive waters by use
of Eqs. (1) and (2). The analysis presented here is
based on synthetic reflectance spectra generated by a
one-dimensional semianalytical model for infinitely
deep homogeneous water bodies including
chlorophyll-a fluorescence15 (Appendix A). When
available, data collected in turbid productive lakes1
were used to parameterize the model; otherwise, pub-
lished values were adopted.
2. Algorithm Sensitivity to Chla
In the first part of the analysis the sensitivity SM,Chla
of each algorithm (M) to variations in Chla was stud-
ied. To compute SM,Chla, Rrs
0 was simulated by use
of the semi-analytical model (Appendix A) for the
nominal values of the parameters and Chla  36 mg
m3 (Table 1 and Fig. 2). The resulting nominal re-
flectance spectrum is typical of turbid productive wa-
ters, with minimal values in the blue and NIR
spectral regions and local maxima near 570 and
700 nm (Fig. 2). The peak near 700 nm is caused by
the local minimum in total absorption that results
from the sum of pure water and phytoplankton ab-
sorption at peak (Ref. 20) (Fig. 2). Chlorophyll-a flu-
orescence, on the other hand, contributes a negligible
Fig. 1. Experimental standard error of Chla prediction as a function of 1 and 3 (recalculated from data of Ref. 1 after setting
2  700 nm): (a) three-band algorithm, (b) band-ratio algorithm.
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signal to the simulated remote-sensing reflectance.
The ratio Z0650, 3  Rrs1650Rrs3 was then
computed by varying 3 between 700 and 750 nm.
This computation was repeated for each 1 between
650 and 699 nm and Z01, 3 was obtained. The
value of Chla was then increased by Chla
 Chla0.01 and the above computations were re-
peated to obtain ZChla1, 3. The sensitivities
SZ,Chla1, 3 and SY,Chla1, 700, 3 (with 2 arbi-
trarily set at 700 nm) were ultimately computed as
SM,Chla MChlaChlaMChlaChla . (3)
Figure 3 presents the results of these computations.
For a fixed 3, Eqs. (1) and (2) were maximally sen-
sitive to Chla at 1 678 nm, in correspondence with
the red Chla absorption maximum [Figs. 3(a) and
3(b)]. For Chla  36 mg m3 and fixed 1, the sensi-
tivity was maximal near 705 nm, at a slightly longer
Fig. 2. Simulated Rrs for the nominal values of the parameters
and Chla  36 mg m3. Rrs
S is the remote-sensing reflectance
simulated with   0; Rrs
0 is the remote-sensing reflectance sim-
ulated with  0.002;Rrs
F is the difference betweenRrs
0 andRrs
S.
The location of the maximum of Rrs
0 in the NIR is indicated by
peak.
Fig. 3. Algorithm sensitivities with respect to Chla as a function
of 1 and 3: (a) three-band algorithm, (b) band-ratio algorithm,
(c) sensitivity of the three-band algorithm with respect to Chla as
a function of 2 and 3. For these calculations Chla  36 mg m
3.
Table 1. Nominal and Corresponding Augmented Values of the
Parameters Used to Compute Figs. 5–7a
Parameter Units Nominal Value Augmented Value
a*(678) m
2 mg1 0.023 [1] 0.035 [1]
 0.002 [16] 0.040 [16]
anap*(443) m
2 g1 0.031 [17] 0.124 [arb.]
bb,P*(550) m
2 g1 0.0086 [18] 0.0172 [arb.]
y – 0 [arb.] 2 [arb.]
P g m3 0.81 Chla [17] 8.1 Chla [1]
fQ sr1 – 0.2 n*() Rrs()
[arb.]
ε sr1 – 0.1 Rrs(750)
 (750  )
	 105 [arb.]
d 
m 15 [arb.] –
ci mg m
3 2.86 	 106 [19] –
aCDOM(440) m
1 1.0 [1] –
an* () is the normalized (to itsmaximumvalue) average number
of scattering events; Rrs () is the median value of the reflectance
spectrum (see text for details on each parameter). Numbers in
square brackets indicate the references from where the values
were taken; [arb.] indicates an arbitrarily selected value.
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wavelength than the position of the reflectance max-
imum peak in Fig. 2); SM,Chla decreased as 3 shifted
toward 750 nm. SY,Chla and SZ,Chla were also computed
for Chla varying between 5 and 150 mg m3 and the
spectral position of their maxima were plotted as a
function of Chla (Fig. 4). While the 1 position of the
sensitivity maxima was almost constant with respect
to Chla, the 3 position shifted more than 15 nm to-
ward longer wavelengths, following the trend of the
position of the NIR reflectance maximum, peak. Im-
portantly, both algorithms were maximally sensitive
to Chla at 3 larger than peak because of the nonneg-
ligible Chla absorption at the reflectance maximum,
peak. This implies that, to obtain maximal sensitivity
to Chla, the 3 position should be shifted according to
the trophic status of the water body from approxi-
mately 700 to 715 nm.
Next the sensitivity of Y is analyzed for 1 	 2
 3, by setting 1  676 nm. First, to compute the
sensitivity of Y with respect to Chla, the matrices
Y0676, 2, 3 and YChla676, 2, 3 were calculated
following the procedure previously described, for
Chla  36 mg m3. Then, SY,Chla676, 2, 3 was
computed with Eq. (3) [Fig. 3(c)]. From the definition
of Y, we see that, as 2 → 1, Y→ 0, while as 2 → 3,
Y→ Rrs3Rrs1  1, i.e., Y 
 Z. Therefore, the
sensitivity of Y toChla is always lower than that of Z,
the band-ratio algorithm. This is demonstrated in
Fig. 3(c), where the sensitivity of Z is represented by
values of SY,Chla with 2  3.
3. Variations in Chla Due to Variations in
Bio-Optical Parameters
A. Chla Calculations
The second step of the study concerned the analysis of
the errors in Chla estimation introduced by varia-
tions in bio-optical parameters. These errors were
estimated as follows. Using the nominal values of the
parameters (Table 1), Z01, 3 and Y01, 700, 3
were calculated for Chla ranging between 5 and
150 mg m3 in steps of 5 mg m3, and for 650  1
 699 nm and 700  3  750 nm. Then, for each
pair of 1 and 3, the relationship between Chla and
Z01, 3 and between Chla and Y01, 700, 3 were
fitted by a least-squares method to third-order poly-
nomials:
Chla 
n0
3
n1, 2, 3Y1, 2, 3n, (4)
Chla 
n0
3
n1, 3Z1, 3n. (5)
Equations (5) and (4) allowed us to predict Chla
by knowing the (simulated) values of Z1, 3 or
Y1, 700, 3 at any wavelength 650  1  699 nm
and 700  3  750 nm, with a maximum relative
error of less than 1%. The third order polynomials
were adopted because the simulated values of Y and
Z were nonlinearly related to Chla (not shown). This
nonlinearity was not evident in the experimental
data set1 probably because of the inherent variance of
the real-world observations. Thus the use of high-
order polynomials [Eqs. (4) and (5)] allowed us to
focus on errors in Chla estimation that were due to
variations in the bio-optical parameters and reflec-
tance uncertainties rather than on errors in Chla
related to the above nonlinearity.
The Chla that is due to a variation in a bio-optical
parameters, p, was computed as the relative change
in the Chla predicted by the algorithm M, i.e.,
ChlaMp ChlaM0ChlaMpChlaM0 , (6)
where ChlaM0 and ChlaMp are the Chla values
calculated by Eq. (4) or (5) from M01, 3 and
Mp1, 3, respectively. For example, to compute the
relative change in the Chla predicted by Z that was
due to variations in the chlorophyll-a fluorescence
quantum yield,  was increased by the amount indi-
cated in Table 1 and the matrix Z1, 3 was calcu-
lated for a fixed Chla. Then the relative change in the
predicted Chla that was due to a variation in  was
computed for each 1 and 3 by use of Eq. (6). Note
that, for a fixed Chla, the denominator on the right-
hand side of Eq. (6) is constant for each 1 and 3 and
it is introduced only to normalize the change in Chla.
The following bio-optical parameters were investi-
gated (Table 1):
● the phytoplankton specific absorption coeffi-
cient (described by , see Appendix A),
● the chlorophyll-a fluorescence quantum yield
,
● the specific absorption coefficient of nonalgal
particles anap*,
● the total particle specific backscattering coeffi-
cient bb,P*,
● the spectral slope (y) of bb,P*,
Fig. 4. 1 and 3 positions of the algorithm sensitivity maxima as
functions of Chla. peak is the position of the NIR reflectance max-
imum.
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● the concentration of total suspended particles
(P).
Figures 5–7 report the results of the above calcula-
tions for the first five bio-optical parameters and for
Chla  10, 36, and 100 mg m3, respectively. Figure
8 presents the results for variations in P. The nomi-
nal reflectance spectra, as well as the spectra result-
ing after each parameter was augmented, are also
presented. The resulting Chla are described below.
B. Chla Due to Variations in = [Figs. 5(a)–5(c),
6(a)–6(c), 7(a)–7(c)]
● Rrs varies mostly in the regions where phyto-
plankton pigment absorption is maximal.
● Chla shows a strong 1 dependence, with a
maximum at 678 nm, in the region of the red Chla
absorption maximum.
● Chla shows 3 dependence mostly when 3
is near 700 nm; an exception is made for Y at
Chla  10 mg m3. Such dependence increases with
Chla.
● As 3 → 750 nm, Chla decreases. Such a
decrease is more pronounced near 700 nm, but it
asymptotically levels out at longer 3.
● In general ChlaY  ChlaZ.
● As Chla increases, Chla increases, especially
for 1  678 nm and 3  700 nm. Remarkably, at
longer 3, the dependence of Chla on Chla is much
weaker.
C. Chla Due to Variations in  [Figs. 5(d)–5(f), 6(d)–6(f),
7(d)–7(f)]
● Rrs changes only in correspondence to the
chlorophyll-a fluorescence emission around 687 nm.
● Chla shows a strong 1 dependence, with a
maximum near 687 nm and a minimum near
670 nm.
● For 1  670 nm, the 3 dependence is limited
to the low Chla case [Figs. 5(e) and 5(f)], with a max-
imum near 3  700 nm.
● For 1 	 670 nm, Chla has a maximum near
3  700 nm, decreasing toward longer 3, except
in the case of the three-band algorithms at
Chla  10 mg m3.
● As Chla increases, Chla decreases.
D. Chla Due to Variations in anap* [Figs. 5(g)–5(i),
6(g)–6(i), 7(g)–7(i)]
● Rrs is variable throughout the spectrum, but
differences are more pronounced in the blue-green
region.
● Chla  0.25 for a variation in anap* of a factor
of 4.
E. Chla Due to Variations in bb,P* [Figs. 5(j)–5(l),
6(j)–6(l), 7(j)–7(l)]
● While Rrs changes by a factor of 2 in the visible
and NIR spectral regions, Chla  0.2.
● For Chla	 100 mg m3, ChlaY	 ChlaZ,
especially if 3  730 nm.
F. Chla Due to Variations in y [Figs. 5(m)–5(o),
6(m)–6(o), 7(m)–7(o)]
● Rrs as large as 30%–100% are found in the red
and NIR regions, with largest relative variations in
the NIR.
● Minimal Chla are found for 1  680 nm and
3  700 nm.
● ChlaY decreases as 3 shifts toward longer
wavelengths and as 1 shifts toward 650 nm.
● Chla increases as Chla decreases.
G. Chla Due to Variations in P (Fig. 8)
● Rrs varies by a factor of 4 to a factor of 6 in the
red–NIR spectral region.
● ChlaY675, 700, 750 is considerably lower
than ChlaZ675, 750 for Chla  10 mg m3 (0.16
vs. 1.38, respectively) and forChla 36mgm3 (0.07
vs. 0.69, respectively).
● Chla 100mgm3,Chla[Y(675, 700, 750)]
0.36, while Chla[Z(675, 750)]  0.16.
4. Variations in Chla Due to Variations in Rrs
A. Chla Due to Variations in fQ
One of the assumptions on which Eqs. (1) and (2) are
based is that the fQ factor, describing the anisotropy
of the reflected radiant field,21 does not change with
wavelength. In reality, this factor typically intro-
duces wavelength-dependent changes in Rrs of 10%
for nadir viewing angles, as for the data from which
the STE of Fig. 1 was computed.21,22 The wavelength
dependency of fQ is due to the almost proportional
relationship between fQ and n  1  ba,
the average number of scattering events that photons
undergo before emerging from the water.21
The semianalytical model that was used to simu-
late Rrs in this study does not allow us to compute
variations in Rrs that are due to changes in the fQ
factor because it is one dimensional. Therefore we
simulated changes in Rrs that are due to variations in
fQ as Rrs  0.2n*	Rrs
. Here n* is n
normalized to its maximum value and provides the
spectral dependency of Rrs; 	Rrs
 is the median
value of the nominal reflectance spectrum and pro-
vides the intensity of Rrs. The 0.2 factor allowed us
to set the average value of Rrs to approximately
10% of Rrs. The results of these calculations (not
shown) demonstrated that the effect of typical vari-
ations of fQ on the Chla predicted by Y and Z is
negligible (maximal Chla of the order of 5% for
Chla  36 mg m3), even though it appears to
slightly increase for Chla  10 mg m3 Chla of the
order of 15%).
B. Chla Due to Errors in the Correction of Atmospheric
Effects or Skylight Reflection
Reflectance data measured from satellite sensors are
often affected by uncertainties that are due to atmo-
spheric correction schemes that do not account for
blue-absorbing aerosols or erroneously estimate aero-
sol path radiance. On the other hand, above-water
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Fig. 5. Rrs spectra andChla computed for the variations in bio-optical parameters described in Table 1 and forChla 10mgm
3. First column:
nominal reflectance spectrum (solid curve) and reflectance spectrum computed after the indicated bio-optical parameter was augmented (dashed
curve). Second column: Chla calculated for the three-band algorithm (Y). Third column: Chla calculated for the band-ratio algorithm (Z).
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Fig. 6. As Fig. 5, but for Chla  36 mg m3.
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Fig. 7. As Fig. 6, but for Chla  100 mg m3.
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remote-sensing reflectance data collected in situ can
be influenced by errors related to the subtraction of
surface skylight reflection. The influence of surface-
reflected skylight on Rrs depends on a variety of pa-
rameters, among which are cloud cover, wind speed,
and solar and viewing geometries.23 The net effect of
the uncertainties in Rrs that are due to atmospheric
correction and surface skylight removal is a variation
in Rrs that, in general, has a smooth wavelength de-
pendence.23,24 To analyze the effect of these uncer-
tainties on the Chla predicted by Eqs. (1) and (2), we
assumed that the above errors vary linearly over the
relatively narrow range investigated 650–750 nm.
We arbitrarily expressed the variation in Rrs as
  0.1 Rrs750  750    105, where
0.1 Rrs750 is the magnitude of the Rrs deviation at
750 nm and 750    105 describes the spectral
dependence of Rrs. Figure 9 shows that, in the red–
NIR spectral region, Chlawas considerably affected
by these Rrs variations since it varied by approxi-
mately 20% as Rrs changed by approximately 10%.
Similar results were obtained when the sign of ε was
inverted (not shown).
5. Effect of Anomalous Diffraction on Chla
Anomalous diffraction refers to the spectral depen-
dence of the real part of the refractive index, and thus
of the (back)scattering coefficient, in the vicinity of
absorption bands.25 Phytoplankton pigment absorp-
tion has a local maximum near 675 nm that should
cause bb, to vary spectrally. Because the spectral
independence of bb in the red and NIR regions is one
of the assumptions on which Y and Zwere developed,
this section is dedicated to the analysis of the influ-
ence of anomalous diffraction on Chla.
To accomplish this objective, we computed remote-
sensing reflectance for Chla  36 mg m3 by using
phytoplankton specific inherent optical properties de-
rived by Mie theory26 and inherent optical properties
of the other constituents computed as for the rest of
this paper (Appendix A). First, we set bb  bb,w
 bb,  bb,P, and therefore the resulting total back-
Fig. 8. Rrs spectra and Chla computed for the variations in P described in Table 1 for three Chla levels: top row, Chla  10 mg m
3;
middle row, Chla 36 mgm3; bottom row, Chla 100 mgm3. First column,Rrs spectra; second column: three-band algorithm (Y); third
column: band-ratio algorithm (Z).
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scattering coefficient was slightly larger than that for
the other simulations presented in this paper. To
include another extreme case, we then computed bb,
neglecting bb,P, i.e., bb  bb,w  bb,. Y and Z, as well
as the coefficients of the fitting equations [see Eqs. (4)
and (5)] and ChlaMMie that were due to variations
in the average diameter of the phytoplankton cells
from 3.36 to 6.00 m, were finally computed as
described in Subsection 3.A. Inputs for these cal-
culations were the complex refractive index of phyto-
plankton (Platymonas suecica, taken from Ref. 27)
and the number size distribution function that was
represented as a Gaussian peak with a central diam-
eter of 3.36 m (Ref. 27) and a standard deviation of
0.5 m. We also repeated the calculations for a cen-
tral diameter of 6.00 m. To reduce computation
time, only wavelengths from 650 to 750 nm were
considered. The simulated phytoplankton specific
absorption and backscattering coefficients are pre-
sented in Fig. 10. As the cell diameter increased from
3.36 to 6.00 m, a* decreased. The largest difference
between a*3.36 m and a*6.00 m occurred
at 675 nm. The relative decrease between bb,*3.36
m) and bb,*6.00 m was larger than that of a*
and showed a different spectral shape with inflec-
tions at 675 and 720 nm (Fig. 10, inset). The input
parameters for the above calculations were taken
from the literature; thus the obtained phytoplankton
inherent optical properties were different from those
used elsewhere in this study. However, the results
obtained here are still qualitatively comparable with
the experimental error (see below).
To facilitate the comparison, the experimental
STE and ChlaMMie are presented for a fixed
1 i.e., 660 and 670 nm) as functions of 3 in Fig. 11.
The experimental STE showed a nonmonotonic
behavior with local minima at 720 and 730 nm for
1  660 and 670 nm, respectively [Fig. 11(a)]. On
the contrary, ChlaMMie computed including bb,P de-
creased monotonically from 3  700 nm toward
longer wavelengths [Fig. 11(b)]. However, when bb,P
was neglected, ChlaMMie exhibited a local mini-
mum near 720 nm and qualitatively resembled the
observed STE [compare Figs. 11(a) and 11(c)]. This
Fig. 9. Rrs spectra and Chla computed for the variations in ε described in Table 1 for three Chla levels: top row, Chla  10 mg m
3;
middle row, 36 mgm3; bottom row, Chla 100 mgm3. First column, Chla Rrs spectra; second column, three-band algorithm (Y); third
column, band-ratio algorithm (Z).
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implies that the average bb* coefficient of the exper-
imental data set may have been spectrally depen-
dent, as was found in other studies.28,29
To understand how variations in bb,* and a* sep-
arately affected Chla, we repeated the above calcu-
lations, first by keeping a* constant and by varying
only bb,*, and then by keeping bb,* constant, but a*
variable. These computations were repeated with bb,P
both accounted for and neglected. Moreover, to ana-
lyze for potential Chla of opposite signs, the abso-
lute value in Eq. (6) was not evaluated for these
simulations. Variations in bb,* affected significantly
the error in Chla estimation only when bb,* contrib-
uted a considerable fraction of the total bb [Figs. 12(a)
and 12(b)], as for example during algal blooms. In
such cases, the Chla that was due to variations in
bb,*was larger than that due to variations in a* and
it was also characterized by a maximum near 675 nm
that decreased in intensity as 3 shifted from 700 nm
toward longer wavelengths. Furthermore, variations
in bb,* and a* had opposite signs and therefore com-
pensated for each other. Instead, when the total bb
was dominated by nonalgal particles, variations in
a* were responsible for most of the Chla [Figs.
12(c) and 12(d)]. Finally, we note that no qualitative
differences were found by using Chla values different
from 36 mg m3 (not shown).
6. Comparison of Simulated and Experimental Results
The experimental STE in Fig. 1 originates from the
sum of several uncertainties owing to variations of
different bio-optical parameters, use of approximate
relationships for extracting a1 from Rrs [Eqs. (1)
and (2)], and errors associated with reflectance mea-
surements. Our objective in this section is to attempt
to interpret the observed STE in light of the simula-
tions presented above.
The experimental STE in Fig. 1 can be seen as an
average absolute Chla residual, and its spectral be-
havior can thus be qualitatively compared to that of
the simulated Chla. Themost evident characteristic
of the experimental STE is the presence of a maxi-
mum centered at 1  683 nm and 3  700 nm
(Fig. 1). This maximum decreases in magnitude as 3
moves toward longer wavelengths and almost disap-
pears in the band-ratio algorithm [Fig. 1(b)].
According to the analysis presented in the previous
sections, such a maximum is likely related to the
Fig. 10. Phytoplankton specific absorption and backscattering
coefficients simulated by use of Mie theory for a Gaussian number
size distribution with a standard deviation of 0.5 
m and two
central diameters: 3.36 
m (filled circles) and 6.00 
m (open
squares). To demonstrate the spectral variability, the relative
change in each specific inherent optical property is presented in
the inset.
Fig. 11. Comparison between experimental STE and simulated
Chla: (a) experimental STE, (b) Chla computed taking into
account the contribution of backscattering by nonalgal particles;
(c) Chla computed neglecting the contribution of backscattering
by nonalgal particles. Chla was set at 36 mg m3.
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variability of the phytoplankton specific absorption
coefficient, assuming that bb, is not a dominant com-
ponent of bb. a* is responsible for both the
hump shape and the sharp decrease of Chla as 3
shifts from 700 to 750 nm [Figs. 5(b), 5(c), 6(b), 6(c),
7(b), and 7(c)]. Variations in parameters such as
bb,P*, anap*, P, or  seem to be less important com-
pared with that of a*, even though they can be re-
sponsible for a peak near 3 700 nm [Figs. 6(h), 6(i),
6(k), 6(l), 8, 9(e), and 9(f)].
The variability of the chlorophyll-a fluorescence
quantum yield can solely be responsible for the STE
hump shape centered in the vicinity of the emission
maximum (i.e., 1  685 nm) and not for the men-
tioned decrease. Moreover, had  been a major factor
in influencing the STE, the strong 3 dependence
found for ChlaZ at 1  650 nm [Fig. 6(f)] would
have probably been more evident for the band-ratio
algorithm.
In the case in which bb, contributes significantly
to bb,P, the observed STEmay be also explained by the
combined variations in the phytoplankton specific in-
herent optical properties (Figs. 11 and 12). In such a
situation, bb,* may be the major contributor to
Chla.
The disappearance of the STE hump in the band
ratio as 3 → 750 nm seems to be due to the higher
sensitivity of Z to the other parameters when 3
shifts toward 750 nm [Figs. 6(h)–6(o), 8, and 9(d)–
9(f)]. Finally, the increase in the STE as 1 shifts
toward 650 nm may be explained by uncertainties in
anap* and y as well as by the variability of accessory
pigments (e.g., chlorophyll-b, phycocyanin) that has
not been considered in this study.
In conclusion, the presented simulations suggested
that the variability of the phytoplankton specific in-
herent optical properties may be one of the most
important contributors to the accuracy of Chla esti-
mation by use of Eqs. (1) and (2). However, whether
the observed STE is due to variations of bb,* or a*
remains unknown at this stage, also because of the
lack of in situ spectral backscattering measurements.
7. Discussion
This study has dealt with the analysis of the sen-
sitivity of two Chla algorithms to variations in bio-
optical parameters and to uncertainties in Rrs
measurements. Simulation results, obtained for real-
istic ranges of parameters, suggest that the
variability of the phytoplankton specific absorption
coefficients may be the most important source of un-
certainty in Chla retrieval in turbid productive wa-
ters. A variation of 50% in a* caused errors in Chla
of the order of 80%–100% [Figs. 5(b), 5(c), 6(b), 6(c),
Fig. 12. Chla due to changes in the phytoplankton specific inherent optical properties computed neglecting (top column) and taking into
account (second column) the contribution of nonalgal particles to the total backscattering coefficient. Top row, only changes in bb,* are
considered; bottom row, only changes in a* are considered.
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7(b), and 7(c)]. In contrast, variations in bb,P* up to
100% caused changes in Chla of 40% [Figs. 5(k), 5(l),
6(k), 6(l), 7(k), and 7(l)]. This behavior is expected
since the algorithms are designed to extract a1
fromRrs byminimizing the effects of bb. Uncertainties
inRrs measurements, resulting from atmospheric cor-
rection or skylight reflection, can also contribute sig-
nificantly to the error in Chla estimation: Changes in
Rrs of the order of 10% caused variations in the pre-
dicted Chla of 20% (Fig. 9). Instead, large varia-
tions in  (a factor of 20) and anap*443 (a factor of 4)
caused errors in Chla of 100% and 40%, respectively
[Figs. 5(e), 5(f), 5(h), 5(i), 6(e), 6(f), 6(h), 6(i), 7(e), 7(f),
7(h), and 7(i)]. Note also that, because anap and aCDOM
have similar spectral shapes, variations in aCDOM
would cause errors in the Chla estimation similar to
those that were due to variations in anap*443 (not
shown). Thus the results presented here do not con-
form with our previous conclusions, which were
based only on experimental data,1 that attributed
most of the spectral dependence of the STE to varia-
tions in .
For the same Chla, the concentration of total sus-
pended particles (P) varied in our experimental data
set by one order of magnitude1; thus we let P vary
over such a range in our simulations (Table 1). As a
consequence of this variation, Rrs changed in magni-
tude by approximately a factor of 7 in the red andNIR
spectral regions; the shape of the spectra resem-
bled that found in turbid estuaries (e.g., Ref. 17).
Nevertheless, variations in the Chla predicted
by Eqs. (1) and (2) in selected spectral regions (i.e.,
1  676 nm and 700  3  750 nm) were relatively
small: In the best case ChlaY  10% [Fig. 8(e)].
These reduced Chla confirmed the ability of algo-
rithms based on band ratios to compensate for large
variations in Rrs.
The analysis also demonstrated that the relative
importance of each parameter may change consider-
ably both in magnitude and spectral location at dif-
ferentChla levels. The most striking examples of this
phenomenon were found for variations in the back-
scattering slope and in P that increased drastically in
importance as Chla decreased [compare Figs. 5(n)
and 5(o) with Figs. 7(n) and 7(o), and see Fig. 8].
Simulations based on specific inherent optical
properties of phytoplankton, derived by use of Mie
theory, demonstrated that variations in bb,* may
cause errors in Chla larger than those that are due to
variations in a*, when bb, dominates bb (Fig. 12). On
the other hand, variations in a* are by far more
important than those in bb,* when nonalgal particle
backscattering is dominant (Fig. 12). As a final note
we should stress that the homogeneous model used
for representing phytoplankton cells in Mie simula-
tions does not reproduce reliably the observed phyto-
plankton backscattering coefficients (see for example
Ref. 29). Thus the results presented on the effect of
anomalous diffraction on the variability of bb,*
should be interpreted cautiously.
The results of this study can be also exploited for
clarifying the differences between the three-band and
ratio algorithms. On the one hand, it has been shown
that the three-band algorithm (Y) has lower sensitiv-
ity to Chla than the band-ratio algorithm (Z) (Fig. 3).
Moreover, the three-band algorithm appeared to be
more sensitive to variations in the bio-optical param-
eters that might have the largest influence on the
accuracy ofChla estimation, i.e., the specific inherent
optical properties of phytoplankton [Figs. 5(b), 5(c),
6(b), 6(c), 7(b), 7(c), 11, and 12]. On the other hand, Y
appeared to be slightly less sensitive than Z to vari-
ations in the spectral slope of bb,P (especially at low
Chla), in bb,P* and in anap* [Figs. 5(h), 5(i), 5(k), 5(l),
5(n), 5(o), 6(h), 6(i), 6(k), 6(l), 6(n), 6(o), 7(h), 7(i), 7(k),
7(l), 7(n), and 7(o). In addition, Y was demonstrated
to be more resistant than Z to variations in the con-
centration of total suspended particles, especially at
low and moderate Chla (Fig. 8).
The results of this study are significant for the
identification of the optimal spectral regions for esti-
mating Chla by use of Eqs. (1) and (2). In practice, it
is not feasible to specify precisely the optimal posi-
tions of 1 and 3 to be used in the algorithms, be-
cause they depend on the relative importance of the
interferences and on the trophic status of the water
body. However, some recommendations can be pro-
posed. In the hypothetical case in which interferences
were not present, we would suggest selecting the re-
gions where the algorithms are maximally sensitive
to Chla, i.e., 1  678 nm and 3  peak, according to
the trophic status of the water body under examina-
tion. This slightly disagrees with the previous sug-
gestion to set 3  peak (Refs. 4 and 5).
In the more realistic case, in which interferences
that are due to variable bio-optical parameters and
reflectance errors are not negligible, a higher accu-
racy in Chla prediction will be obtained when 1 is
shifted to a spectral region where the algorithms are
less sensitive to Chla, but also less sensitive to vari-
ations in bio-optical parameters and reflectance un-
certainties; the region 660  1  670 nm seems to
be the least sensitive to the interferences considered
in this study. As Chla increases, peak and the 3
region of maximal sensitivity to Chla shift toward
longer wavelengths, but the position of 3 with min-
imal sensitivity to variations in a* is almost insen-
sitive to variations in the trophic status of the water
body. This suggests that in eutrophic waters an
optimal spectral region for 3 could be found near
720–740 nm. Therefore, 1  660–670 nm and
3  720–740 nm may be considered as optimal spec-
tral regions for estimating Chla in turbid productive
waters using Eqs. (1) and (2). This rather large gap
between 1 and 3 is supported by both our simula-
tions and by our experimental data set collected over
a wide range of optical parameters.1 Moreover, our
analysis is consistent with, and provides a bio-
physical explanation for, the discrepancies between
the original suggestion for the optimal band loca-
tions4,5 and those reported by numerous empirical
studies.8–14 Specifically, we demonstrated that the
optimal 1 is located at wavelengths shorter than the
Chla red absorption maximum and the optimal 3 at
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wavelengths longer than peak. For 3 fixed at 700 nm,
shifting 1 from 678 to 665 nm decreased the exper-
imental STE of Z from 22 to 15 mg m3, while, for
1  678 nm, shifting 3 from 700 to 730 nm reduced
the STE down to 11 mg m3 (Fig. 1). Finally, the STE
obtained for 1  665 nm and 3  730 nm reached a
value of 8 mg m3 and therefore it was reduced by
more than a factor of 2.
Appendix A: Semianalytical Model for Simulating
Reflectance Spectra
The model of Kattawar and Vastano15 [their Eq. (13)]
was used to simulate the subsurface irradiance re-
flectance of an infinitely deep homogeneous water
body. This model accounts for chlorophyll-a inelastic
scattering, and it requires as input parameters the
spectral total absorption, scattering, and backscatter-
ing coefficients, as well as the chlorophyll-a fluores-
cence quantum yield (), and the just below-surface
downward irradiance. The model was parameterized
as follows.
The spectral total absorption coefficient was ex-
pressed as
aaanapaCDOMaw, (A1)
where a, anap, aCDOM, and aw are the absorption
coefficients of phytoplankton, nonalgal particles,
colored dissolved organic matter, and pure water,
respectively.
The phytoplankton absorption coefficient was ob-
tained as the product of the specific absorption
coefficient a* and the chlorophyll-a concentration,
i.e., a  a*Chla. To include the dependency of a*
on the packaging effect, we used the theory that was
developed for monodispersed spherical cells19:
a*
3
2 asol*
Qa

, (A2)
where Qa is the efficiency factor for absorption:
Qa 1
2e

 2
e 1
2
, (A3)
and  is a parameter that combines the size param-
eter   d with the imaginary part of the re-
fractive index n:
 4nasol*cid, (A4)
where asol* is the idealized specific absorption coeffi-
cient for pigments in solution, ci is the intracellular
pigment concentration, and d is the diameter of the
spherical cell.18
A theoretical asol* spectrum was calculated from
our experimental data,1 as asol*  10a*1.45, where
the constant 1.45 was selected so that asol*676
 0.04 m2 mg1 (see for example Ref. 30). Then, we
set ci to 2.86  10
6 mg mg3 (Ref. 28) and we com-
puted a* by using Eq. (A2) by setting d  15 m to
obtain the simulated phytoplankton specific absorp-
tion coefficient at 678 nm equal to the one measured,
i.e., a*678  0.023 m2 mg1 (Ref. 1). The theo-
retical and measured a* were in good agreement
between 450 and 800 nm root-mean-square error
 7  104 m2 mg1); the simulated a* under-
estimated the measured a* in the blue region
	450 nm, root-mean-square error  9  103 m2
mg1) (Fig. 13).
We expressed anap and aCDOM as exponentially de-
creasing functions of wavelength17,31:
anapanap443expSnap 443, (A5)
aCDOMaCDOM440expSCDOM 440.
(A6)
The slope Snap  0.0123 nm
1 was taken from Babin
et al.,17 while SCDOM  0.014 nm
1 was obtained from
Ref. 31. To account for the observed covariation be-
tween anap and Chla, anap443 was expressed as
anap443  0.0310.81Chla, where 0.031 and 0.81
are the mass-specific anap coefficient and the P:Chla
ratio, respectively, and P is the total suspended par-
ticle concentration.17 We used the water absorption
coefficient that was published by Buiteveld and col-
laborators.31 The total backscattering coefficient, bb,
was expanded as
bb bb,P bb,w, (A7)
where bb,P and bb,w are the backscattering coefficients
of all suspended particles and of pure water, respec-
tively. bb,P was expressed as
bb,P bb,P*550 550yP, (A8)
where bb,P*550  0.0086 m2 g1 (Ref. 16) is the spe-
Fig. 13. Simulated (dashed curve) phytoplankton specific absorp-
tion coefficient compared with the measured one (solid curve).
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cific backscattering coefficient of suspended particles,
y is the spectral slope of bb,P (arbitrarily set to 0). As
suggested by Morel,32 bb,w was expressed as
bb,w 0.0011 5504.32. (A9)
Assuming a particle backscattering efficiency bb,P
bP equal to that measured by Petzold in turbid har-
bor waters,33 and using the volume scattering func-
tion of pure water,32 we computed the total scattering
coefficient as
b bb,P0.02 bb,w0.5. (A10)
We computed the above-surface downward irradi-
ance, Ed0, , as proposed by Gege34 by setting
the parameters of his model as follows:   0.4,
  0.1,   0.1,   0, and   0. Here , , , and
 are the fractions of the four sources of Ed, i.e., the
direct solar radiation, the blue sky radiation and the
radiations of aerosol scattering, and clouds, respec-
tively;  is the exponent describing the aerosol scat-
tering wavelength dependence (See Ref. 34 for
further details). We computed below-surface down-
ward irradiance as Ed0,   Ed0, ta, w
 Eu0, rw, a, where we considered Eu0
, ra, w negligible and tw, a  0.98 (Ref. 35).
We finally converted the subsurface irradiance reflec-
tance into above-surface remote-sensing reflectance
following Mobley35 [Eq. (10.27), setting tw, a
 0.98, ta, w  0.96, rw, a  0.5, n  1.33, and
Q  4; e.g., Ref. 22]. The chlorophyll-a fluorescence
emission function was approximated by a Gaussian
peak centered at 685 nmwith a standard deviation of
10.6 nm.35
To carry out the analysis we set the parameters to
typical values found in turbid productive water by
using our experimental data set1 and published data
(Table 1).
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