Much attention, both theoretical and observational, has been devoted to cosmic microwave background radiation (CBR) Ñuctuations on scales of 1¡ and larger, especially since the Ðrst detection of these anisotropies by the COBE Di †erential Microwave Radiometer team et al. (Smoot Because angular variations in the CBR on these large 1992). scales are primordial, originating at such observz Z 1000, ations provide a powerful test of virtually all theories of the formation and cosmological evolution of large-scale structure (see Silk, & Scott or for White, 1994 Partridge 1995 reviews). However, on angular scales below D7@, these primordial Ñuctuations are smoothed away because of the extended timescale over which cosmological recombination took place (e.g., & Silk Thus, any primordial Vittorio 1984) . Ñuctuations on the angular scales accessible to the Very Large Array (VLA) (typically a few arcmin or below) are expected to be vanishingly small. Observations on arcminute scales and below instead o †er a means to probe a wide variety of astrophysical processes that occur at later epochs (at z > 1000). Fluctuations introduced into the CBR well after the epoch of recombination are referred to as secondary Ñuctuations ; observations on D1@ scale o †er a clean test for any such secondary Ñuctuations. For and reaz [ 10, sonable cosmological models, the angular scales we probe, sample 30È300 kpc structures (i.e., protogalaxies, 0@ .1È1@, protogroups, or protoclusters).
Secondary Fluctuations in the CBR
Several models have been proposed to generate secondary Ñuctuations. Reionization of the intergalactic medium by a large injection of energy after recombination has been investigated by a number of authors & Cowie (Ostriker et al. 1981 ; Ikeuchi 1981 ; Vishniac 1987 ; Tegmark 1994) . Possible sources of energy input in these scenarios include large ionizing radiation Ðelds from a Ðrst generation of massive stars, quasars, and/or active galactic nuclei. A reionized universe would introduce Ñuctuations via the Vishniac e †ect which is a second-order (Vishniac 1987) , Doppler shift imprinted on the surface of last scattering by the bulk motions of matter at the time of reionization. Fluctuation amplitudes on the order of *T /T B 10~5 are predicted. Another possibility, although less conventional, is the introduction of anisotropies from relativistic cosmic strings Bennett, & Stebbins (Bouchet, 1988 ; Hindmarsh Perivolaropoulos, & Brandenberger 1993 ; Moessner, 1994) , again on arcsecond scales.
Recently, has shown that bremsstrahlung Loeb (1996) emission from Lya clouds will produce microwave Ñuctua-tions with amplitudes *T /T in the 10~6 to 10~5 range.
Perhaps the most investigated method of introducing CBR Ñuctuations is through the inverse Compton scattering of the CBR photons o † very hot electrons, the Sunyaev-ZelÏdovich (SZ) e †ect & ZelÏdovich (Sunyaev One of the possible sources for a large reservoir of 1972). scattering electrons is ZelÏdovich pancakes, which are massive metagalactic progenitors of present superclusters that may have formed from asymmetrical density perturbations before recombination. Fluctuation amplitudes are expected to be of order 10~6 to 10~7 in *T /T and on somewhat larger scales than we probe (see, e.g., Rephaeli et al.
Next, there are the SZ signals 1993 ; SubbaRao 1994).
from relatively nearby clusters of galaxies, which have been unambiguously observed in exceptionally rich clusters such as A2218 and 0016]16 on scales of a few arcminutes and at levels of several hundred kK & Hughes (Birkinshaw 1994 ; et al. et al. Carlstrom et al. Herbig 1995 ; Wilbanks 1995 ; et al. A background of higher 1996a , 1996b Grainge 1996) . redshift clusters would also produce such anisotropies, since the observed amplitude of the SZ e †ect is independent of distance. Such scenarios have been investigated by & Silk & Kaiser Markevich et Schae †er (1988) ; Cole (1988) ; al. & Suto and (1992, 1994) ; Makino (1993) ; Colafrancesco et al.
These authors predict *T /T B 10~5 for some (1994) . of the more optimistic models on scales of 1@. A review of these and related papers is given by Rephaeli (1995) .
A Ðnal source of Ñuctuations in the microwave sky, of less interest for studies of the early universe, is the contribution by foreground radio sources. First, thermal bremsstrahlung, dust emission, and synchrotron radiation from our Galaxy all vary across the sky. However, in principle, these e †ects can be separated out from extragalactic CBR Ñuctuations by observations at di †erent frequencies and angular scales (see & Wolfendale et al. Banday 1991 ; Brandt 1994 ; Also, there is the problem of confusion by . faint, nonthermal radio sources. Detailed modeling by et al.
shows that these extragalactic Franceschini (1989) sources can mimic genuine CBR anisotropies up to the level of *T /T B 3 ] 10~5 for our observing wavelength and in the range of angular scales we explore. Our ability to model successfully the e †ects of these discrete sources in our maps ultimately determines the sensitivity of our search for secondary CBR Ñuctuations. In all this early (Partridge, 1988) . and subsequent work, correction for point sources and their sidelobe contributions played a crucial role.
Previous Observations
The addition of low-noise 8.4 GHz receivers to the VLA in 1989 allowed both more sensitive observations and a reduction of the e †ect of foreground radio sources, whose contribution to brightness temperature Ñuctuations scales approximately as l~2.7 for typical synchrotron emitters. Limits on CBR Ñuctuations on a range of angular scales from 10A to 80A were established at 8.4 GHz (j \ 3.6 cm) by et al. these results are summarized in Fomalont (1993) ; along with some other results either at di †erent VLA ; their synthesized beam size is D2@ FWHM, and at this scale, the 95% conÐdence level upper limit on *T /T Ñuctuations is given as 9 ] 10~6. This estimate is based on only eight to 10 samples within their primary beam solid angle. The IRAM interferometer has also been used to set limits on *T /T at millimeter wave-(Radford 1993) lengths (see Table 1 ).
1.3. Outline of T his Paper outlines our observational techniques and the Section 2 construction of images at various angular resolutions (some further details are presented by et al. Kellermann 1996, hereafter We then discuss the techniques we Paper I). employed to remove discrete foreground radio sources detected in these images. In we treat the contribution of°3, atmospheric and instrumental noise and the calculation of the excess variance in the maps produced by either CBR Ñuctuations or foreground radio sources too weak to be detected individually in our 8.44 GHz radio images. We also describe Monte Carlo simulations designed to examine the e †ect of both weak foreground sources and some systematics on the noise properties of our VLA maps. In°4, we set limits on CBR Ñuctuations on various angular scales, both total intensity and polarized, and analyze the e †ect on these limits of our assumptions about the weak (S \ 7 kJy) source counts and of one particular, extended, negative feature in our map. In the Ðnal section, we compare our results and upper limits with some of the models discussed above and draw conclusions about the nature of primary and secondary CBR Ñuctuations, reionization scenarios, and the epoch of cluster and large-scale structure formation. Residual variations in the gain of individual cor-(1977). relators were after calibration, and residual phase [3% Ñuctuations were almost always ¹5¡. The u-v data were edited to remove occasional interference and data associated with atennas shadowed by other antennas in the array ; less than 1% of our data were dropped for these reasons. However, because of inclement weather, including snow, during four of our 27 individual observing runs, we did not use another 30 hr of data out of 190 total hr. Finally we examined the individual antenna gains over 30 minute intervals and used these values to give a proper weighting to our visibility data. We weighted the visibilities produced by each pair of antennas in inverse proportion to the product of the rms of the signals from the two antennas within that time period. 2.2. Images As described in et al. we constructed Fomalont (1993) , both a sum and a di †erence image, using natural weighting and cells for each ; these are shown in The 0A .667 Figure 1 . sum image contains all the (unÑagged) u-v data from all days and in both conÐgurations. The di †erence image was constructed by dividing both the C and D conÐguration observations into two independent data sets. The two sets were selected to have roughly equal numbers of days of observation randomly interspersed through both observing runs and to sample the duration of the runs similarly in order to obtain similar u-v coverage, receiver gains, and phase stability. These two independent data sets were imaged with identical parameters, and the images were then subtracted. In this di †erence image, any correlated signals, including both foreground sources and CBR Ñuctuations, will in principle cancel out (except for variable radio sources), leaving only instrument noise. The di †erence map is used as one measure of the instrument noise in the corresponding sum map (see et al. for further Fomalont 1993 discussion). The rms noise for the di †erence image formed in this way is 1.56 kJy.
In addition to images made at the full 6A resolution of our observations, we constructed sum and di †erence images at lower resolution by convolving a Gaussian weighting function with our visibility data, thus weighting down the longer baseline spacings and broadening the synthesized beam. We constructed tapered images with approximately 10A, 18A, 30A, 60A, and 80A resolution (FWHM) ; the 18A image is shown in
Like the full-resolution image, these Figure 1 . tapered images were heavily oversampled, using 1A .33, 2A .67, 4A, 6A, and 6A pixels, respectively.
We also constructed similar full-resolution images and tapered, lower resolution, images in the other three Stokes parameters, Q, U, and V . These are used in to set limits°4.2 on polarized Ñuctuations in the CBR. In addition, the Stokes V images provide useful estimates of the instrument noise, since (1) they employ the same data as the total power maps (i.e., RR [ LL vs. RR ] LL) and (2) neither CBR Ñuc-tuations nor foreground radio sources are expected to contribute signiÐcantly to the sky variance in Stokes V maps, since neither is circularly polarized. For our full-resolution V map, the rms noise was 1.57 kJy, very close to the value obtained for the full-resolution di †erence map.
We also constructed a linearly polarized image by adding the Q and U images in quadrature : P \ (Q2 ] U2)1@2. We examined all these polarized images carefully to look for discrete sources. None of the polarized images showed residual peaks at the positions of the strong sources seen in the total power image. All subsequent analyses were therefore conducted on the polarized images without either cleaning or source removal.
Removal of Bright Foreground Radio Sources
Our interest is in small-scale Ñuctuations in the CBR. Hence, the Ñuctuations introduced into our image by foreground radio sources are contaminants we wish to eliminate or minimize.
We begin with "" bright ÏÏ foreground sources, those discussed in These are the sources with peak Ñux in Paper I. the 6A resolution image of º7.0 kJy (or 4.7
Forty-six p).2 sources above this threshold were found in our sum image, of which 39 appear in the complete catalog et al. (Kellerman of sources lying within the 10% level of the primary 1996) beam. Each of the 46 "" bright ÏÏ sources was removed using the technique developed by et al. We Fomalont (1993) . found the position of each source, then performed the CLEAN operation in a box around each. We 3A .3 ] 3A .3 cleaned each source to a predetermined level of 1.5 kJy (D1 p). The visibility function formed from these 46 sets of clean components was then subtracted from the raw visibility data to provide a new set of corrected visibility data. When these corrected visibilities are Fourier transformed and imaged, the resulting images are free of all the bright sources and their sidelobes at all resolutions.
Note, however, that each of these bright sources has been truncated at the 1 p level. The corrected image thus contains remnant "" stumps ÏÏ of these 46 sources at the 1.5 kJy level, noise, and, more important, discrete sources with kJy (and hence not part of the complete sample). The S i \ 7 residual e †ects of both the bright sources and weaker sources will be discussed further in°3.3. Finally, both sum and di †erence images were constructed from these corrected visibility data. The di †erence image constructed from the corrected visibility functions provides us with our primary estimate of the instrumental and sky noise in our image : 1.56 kJy rms.
FURTHER CORRECTIONS
The sum image made from the corrected visibilities still contains weak foreground radio sources (below our 7.0 kJy threshold), instrumental and atmospheric noise, and possibly other instrumental artifacts. All these must be estimated before we can calculate appropriate measures of, or upper limits on, CBR Ñuctuations from our observations.
Instrumental and Atmospheric Noise
For reasons discussed by et al. the difFomalont (1993), ference image constructed from the corrected visibilities provides an accurate and correct measure of the instrumental noise, including noise introduced into the data by microwave emission from the EarthÏs atmosphere.
Another estimate, however, is provided by the outer regions of the sum image, as Ðrst noted by et al. Martin
At large radial distances from the image center, the (1980) . primary beam response of the VLA antennas falls close to zero (\3% in the Ðrst sidelobe and beyond). Thus, the amplitude of any Ñuctuations in the microwave skyÈ whether from CBR anisotropies or foreground sourcesÈis reduced essentially to zero. The instrument noise, however, is in principle spread uniformly across both the sum and di †erence maps (see et al. et al. Knoke 1984 ; Fomalont As in et al.
we also allow for the 1993). Fomalont (1993) , possibility of a (small) radially dependent contribution from possible uncorrelated calibration errors and other artifacts, written as where h is the distance in arcseconds from p u (h), the image center. We may thus write for the expected variance in the di †erence image
where is the instrumental noise. p n For the sum image, we expect additional variance p e 2(h) near the map center, where the primary beam response is large, contributed by both discrete foreground sources and, possibly, CBR anisotropies : FIG. 1b For an ideal experiment, with no low-level sidelobes of the synthesized beam, the excess variance, could be p e 2(h), simply expressed as
where P(h) is the primary-beam response of the VLA and is the total variance of the microwave sky at the p sky 2 resolution of our observation.
Because neither the sum nor di †erence images were heavily cleaned, some of the Ñux of each source in the image is scattered into sidelobes that can extend beyond the solid angle of the primary beam. This e †ect will be larger for the tapered, low-resolution maps because fewer independent pixels Ðt within the primary beam. The result is a slight broadening of the expected pattern of the excess variance, compared with that expected from the primary beam response alone. We take this e †ect into account in calculating a corrected value of the square of the primary beam response.
The variances for the sum and di †erence images for our Ðeld are shown in columns (4) and (5) of These were Table 2 . calculated for a series of concentric rings, each of 100A thickness, centered at the image center. We also give, in column (2), the value of the square of the primary beam P2(h), response averaged over each radial ring and corrected for the small e †ect mentioned in the paragraph above. As we expect, is appreciably di †erent from zero only in the P2(h) inner two rings. Our measurements show that is essenp d 2 tially independent of distance h from the map center ; thus, appears to be negligibly small. Consequently, we give p u 2(h) in the last line of the average variance deter- Table 2 p d 2, mined from all rings of the di †erence image, and the standard deviation of its mean, We use to evaluate the
in each ring ; these values are shown in p e 2 column (6) of
The errors in column (6) are calcu- Table 2 . lated as
where N is the number of independent beam solid angles in each ring (col.
[3]). Tables and present similar information for tapered, 3 4 lower resolution, images. For the lowest resolution (30A, 60A, and 80A) images, we used rings of 200A thickness in order to obtain a reasonable number of independent samples in each ring.
As the synthesized beam size increases, so does The p6 d
2. values for for maps at 10A, 18A, 30A, 60A, and 80A p6 d 2 resolution were, respectively, 3.22^0.037, 5.92^0.12, 13.03^0.34, 43.1^1.9, and 100^8, in kJy2. Recall that tapering VLA images e †ectively downweights data from longer baselines ; thus by tapering we are throwing away some data (especially data from the C conÐguration runs). While the rms noise per synthesized beam increases, the limit on surface brightness is nevertheless improved, since it varies as )~1 P h~2.
Modeling W eak Sources
Some of the excess variance observed near the centers of sum images is produced by foreground radio sources that lie below our 7.0 kJy threshold for reliable detection and removal. To determine the e †ect of these weak sources, we performed a Monte Carlo analysis of the radio population in our Ðeld. We began by constructing a number count versus Ñux density relation for the brighter sources as cataloged in
We found 39 sources with Ñux densities Paper I. ranging from 7 to D700 kJy within 275A of the map center ; this constitutes the complete radio catalog given in Paper I. The best-Ðtting, maximum-likelihood estimate for the integral source count law for these sources is
This relation agrees well with the integral source count found in et al. for the same observing Windhorst (1993a) frequency and Ñux density range : (19^3)S~1.3B0.2 arcmin~2. In we present a detailed description of Paper I, the methods used to determine relation (5). 1 kJy) . We then randomly populated a Ðeld with radio sources in the Ñux density range 0.1È700 kJy, with relative numbers as given by equation (5) above. We next added noise at an appropriate level (1.56 kJy rms for a full-resolution image). These simulated images were then analyzed in the same fashion as our real sky images.
In particular, we felt it prudent to scatter bright (7È700 kJy), as well as fainter, radio sources in our simulated images and then to subtract these bright sources from the simulated images with the identical technique we used for the actual sky images. Thus, any systematics resulting from sources in our observed images, including the known nonlinear e †ects of the CLEAN algorithm et (Anantharamaiah  al. source blending, noise bias, sidelobes, and the 1991), positive bias introduced by the 1.5 kJy "" stumps ÏÏ of bright sources will inherently be included in our simula-(°2.3), tions in the same way and the same level as those e †ects appear in our actual sky images. The techniques we employed to remove bright sources from our simulated sum images are described in
We also constructed simu-°2.3. lated di †erence images. We subtracted the variance observed in the di †erence imagesÈessentially the noise put into the simulationsÈfrom the variance calculated in the simulated sum images using the techniques described in
In the case of these simulations, the excess variance in°3.1. the sum images is produced only by the randomly distributed radio sources in the Ðeld and their sidelobes.
We performed similar calculations for lower resolution, tapered images, in each case using the appropriate value for the instrumental and atmospheric noise as determined from the corresponding sky image. Each such simulation was repeated Ðve times. The error in our estimate of the excess variance from these simulations is determined by combining in quadrature the statistical scatter between the simulations with the uncertainty introduced by the errors in slope and amplitude given in equation (5).
As we have noted above, the excess variance in the case of these simulations is in principle produced by the radio sources we have added to the simulations. There may be some small contribution from artifacts of the CLEAN process or other e †ects, but such additional contributions to the excess variance will be present in both the actual sky images and the simulated images. Thus, we take the excess variance calculated for the simulations as a reliable estimate of the variance introduced into our sky maps by weak sources and call it the weak source variance,
The values p w 2 . of found from our simulations appear in Tables We are now in a position to remove the e †ect of these weak sources to see if our sky images contain any additional, residual, variance. We do so by subtracting the weak source variance from the excess variance to obtain a quantity the residual variance. p r 2,
LIMITS ON CBR FLUCTUATIONS
We have collected in column (3) of values for the Table 7 residual variance in our sum images at various resolutions. In column (4), these values are converted to true sky variance as calculated from using as the equation (3) P1~2(h) conversion factor. If the residual sky variance is greater than zero, we may infer that there are Ñuctuations in the microwave sky above and beyond those produced by foreground radio sources and instrumental noise. We will generally ascribe all the residual variance to CBR Ñuctuations, thus producing the most conservative upper limits on *T /T . Finally, 95% conÐdence upper limits on the sky variance were calculated as in et al. by Fomalont (1993) assuming p2 is a Gaussian variable. In that case, the 95% conÐdence level upper limit is the value of the sky variance p2 plus 1.645 times its standard error.
Conversion to Brightness T emperature
In the Rayleigh-Jeans region of a 2.726 K blackbody spectrum, the relation between *T /T and an observed variance p2 expressed in kJy2 can be shown to be
with T \ 2.726 K et al. and ) given in (Mather 1994) arcsec2.
Since we based our analysis on uncleaned images constructed from data taken with two di †erent array conÐgu-rations, the solid angle ) of the synthesized beam is not a well-deÐned Gaussian with
As a conse-) \ 1.133h 1@2 2 . quence, we measured the e †ective solid angle for each resolution by summing all the pixel intensities in the dirty beam, out to the Ðrst null of the beam. The resultant values for ) are given in column (2) of Tables  and and we  7, 8, 9, use them in equation (6) when calculating the *T /T limits appearing in the Ðnal column of Tables 7È9.
L imits on Polarized CBR Fluctuations
As in our earlier VLA work on linearly and circularly polarized Ñuctuations et al. et al. (Partridge 1988 ; Fomalont we also made images in Stokes parameters Q, U, and 1993), V and linear polarization maps constructed as P \ (Q2 ] U2)1@2. Both tapered and full-resolution images were made. Since we expected that the polarized contribution from foreground sources would be minimal, we did not clean these polarized images or try in other ways to remove the polarized Ñux of foreground sources.
The angular dependence of the variance in the P, Q, U, and V images was analyzed in the same way as our total intensity sum map This analysis allows us to (°3.1). measure and subtract instrumental noise. The results for the V images are given in in a format similar to that Table 8  used in Tables  In this table and subsequent ones, if the  2È7. variance is negative, we set it to zero in order to produce conservative upper limits on *T /T . In column (6), Table 8,   TABLE 7 LIMITS TO CBR FLUCTUATIONS 
there is a 5% chance that a randomly chosen variable will exceed 2.45s. For this distribution the rms scatter is p \ 0.81s. Thus, the 95% conÐdence level is set equal to 2.45s or 3.03 p for the linearly polarized images ; these values are given in columns (5) and (6) of Table 9 .
Reliability of T hese Results

At all resolutions,
is positive for Stokes I, total intenp r 2 sity images (though generally at the 1 p level or below), suggesting the presence of microwave sky variance in excess of that produced by random distribution of foreground sources obeying the source count We now relation (5). discuss a number of tests we perform to examine the reliability of these results, and of the consequent upper limits on CBR Ñuctuations.
First, we note that and hence remains positive p e 2, p r 2, even far from the center of our sum images, where P2(h) tends to zero (see cols.
[8]È[10] of That suggests Table 5 ). the possibility of a small, additional source of noise present in the sum images. For instance, at 6A resolution, the variance in the outer regions of our sum images is 0.10^0.03 kJy2 higher than in the outer regions of the di †erence images. That is, the rms noise in the outer regions of the sum maps is 1.59 kJy, rather than 1.56 kJy. The corresponding Ðgures for this additional variance in the 18A and 60A resolution maps are 0.73^0.17 kJy2 and 2.1^2.3 kJy2, respectively.
We have calculated the variance introduced by weak sources at distances r [ 200A from the image centersÈsee column (9) of and column (6) 200A 1993a) .
P2(h) \ 0.001 throughout the image, and populate that region with sources obeying the we Ðnd that up to half of relation (5) Whatever its cause, this additional noise in the outer region of our sum images is not solely responsible for the generally positive values of For instance, at 6A p r 2. resolution, this additional noise contributes only D1/2 of and at larger scales, the contribution is even less (D1/4 p r 2, at 18A resolution).
Next we ask whether our correction for the variation introduced by weak, foreground, radio sources could be in error, in the sense that is underestimated from our p w 2 extrapolations. Inspection of Tables and shows that 5 6 p e 2 rises from D1.3 to 3 times as the resolution changes from p w 2 6A to 80A ; thus would need to be 20%È70% larger than p w we estimate in order to bring to zero. An increase in of p r 2 p w this magnitude would require a proportional increase in the The latter would present problems with the con-(1993a). vergence of the source counts as S goes to zero. At some value of S, the slope must become less steep than [1.0 in the integral source counts to ensure that the brightness of the microwave sky does not diverge. Indeed, we have argued et al. that the slope must be (Windhorst 1993b ) Ñatter than [1.0 at 0.02È0.1 kJy. It would be surprising, therefore, if the slope were to become steeper in the 0.1È7 kJy interval, only to Ñatten to [1.0 below 0.1 kJy. In addition, changing the slope of the source count law has only a small e †ect on on larger angular scales, where the p w residual variance is largest. For instance, for h \ 60A, changing the slope to [1.4 increases our calculated value of the weak source variance by only a few percent.
Another way to increase without altering the source p w 2 count law is to assume that the sources are strongly clumped in position :
is proportional to the clumping p w 2 factor C. While there is no evidence of clumping of bright radio sources, weaker, mJy, sources have been reported to be weakly clustered et al. (Cress 1996) . Finally, we note that one small region is responsible for a substantial contribution to the overall variance measured in the central 100A or our image. This is a negative feature or "" cool spot ÏÏ approximately 25A from the image center. This feature is visible in but is more prominent in Figure 1c tapered, lower resolution images. The reality of this feature, and the possibility that it is a Sunyaev-ZelÏdovich signal from a distant cluster of galaxies, are discussed in more detail by et al.
Here, we assume the reality Richards (1997). of this feature, and then examine the contribution it makes to the excess variance in the central regions of our sum images. We subtracted this negative feature from the map using the same method we employed to subtract bright positive sources from the map This allows us to set (°2.3). somewhat more stringent upper limits on the level of microwave Ñuctuations in the remaining portions of the central regions of our images At the Ðner resolutions (Table 10) . (h ¹ 18A), removing this single area of the map e †ectively reduces to zero. Inspection of column (5) of will p r 2 Table 10 show that removing this single area also results in a small decrease in our upper limits on *T /T . For tapered images on larger angular scales, where we analyze the residual variance within the central 200A of an image, the e †ect of removing the single feature is smaller (again, see Table 10 ).
Since the e †ect on our upper limits on *T /T of removing this negative feature in the map is not large, we will in general make use of the limits set in when compar- Table 7 ing our results to theoretical predictions. In any instance where we use the results from we will make an Table 10 , explicit note of the fact that we are excluding a single negative feature from the analysis.
We can also calculate the e †ect of assuming a sharp cuto † in the radio source population below 7 kK. In the most extreme case, assuming there are no radio sources with S \ 7 kK, goes to zero. The e †ect on our upper limits on p w 2 *T /T depends on h : at 6A, our upper limit would double ; by 60A the increases would be only D15%.
INTERPRETATION OF RESULTS
At all resolutions, from 6A to 80A, we Ðnd Ñuctuations in the microwave sky at approximately the 1 p level, even after the e †ects of foreground radio sources have been removed. At resolutions h ¹ 18A, much of the observed excess variance may be ascribed to a single negative feature, which we interpret elsewhere et al. as a possible (Richards 1996) Sunyaev-ZelÏdovich signal from a distant cluster. At lower resolution, h º 30A, however, there remains marginal evidence for variance in the microwave sky beyond the calculated contribution of foreground sources. If we ascribe all of the sky variance to cosmic microwave background Ñuctua-tions, then we arrive at 95% conÐdence limits on *T /T of 12.8, 5.2, and 2.2 ] 10~5 as the angular scale increases from 6A to 18A to 60A (all from Table 7).
Comparison with Previous Measurements
We may compare the present results with our earlier work et al. on VLA observations at the (Fomalont 1993 ) same frequency and slightly poorer sensitivity. The results reported in the 1993 paper were based on D conÐguration observations only, so their angular resolution extends down only to 10A. The rms noise of the sum image at 10A resolution was a factor of 2 higher in the earlier observations.
Nevertheless, the upper limits on *T /T we report here do not di †er by a factor of 2 from those reported in the 1993 paper. Why is this so, given the greater integrating time and consequent lower noise in the present images ? There are three reasons, two of them artifacts of the analysis of the data, and the third apparently connected with the microwave properties of the sky.
One reason why our new results do not compare more favorably to those of et al. is that the Fomalont Since upper limits on *T /T depend on the error in (1993) . the quantity our upper limits on *T /T are again p r 2, between 0% and 40% larger than they would have been using the 1993 formula for the error in p s 2. In we present the corrected upper limits derived Table 11 , from our earlier work et al. and combine (Fomalont 1993 ) them with the results in to set overall constraints on Table 7 *T /T .
Finally, even after corrections have been made for instrument noise, bright foreground radio sources, weak foreground radio sources, a single negative region, and the slight excess noise in the sum images, there is some evidence of residual variation in the microwave sky, as was true in our earlier work. This residual signal is larger for lower resolution maps, but in no case is it clearly statistically signiÐcant. A positive value of does, however, raise our p r 2 upper limits on *T /T at all resolutions. [ 3) factor of 2 or more when the instrumental variance p2 exceeds (h/11)b2, where b is a measure of the amplitude of the string signal :
Constraints on Models
Here, k is the mass/length of the cosmic string and v its transverse velocity. Strings are expected to move at rela- A statistical analysis of this sort ignores the phase information in our images. We are investigating whether we can constrain the string parameters M and k more tightly by looking directly for temperature steps in our images or by looking for non-Gaussian signatures in the u-v plane data (J. Maguejo 1996 Maguejo , private communication, 1996 .
Carr, & Hogan have pointed out that the Bond, (1991) far-infrared thermal emission from high redshift galaxies can contribute substantially to the variance of the microwave sky at short wavelengths. Because the emission spectrum drops sharply with wavelength for such models, more useful constraints are set by the 3.4 mm anisotropy observations of and by the constraints on spectral Radford (1993) distortions established by the COBEÈFar Infrared Absolute Spectrophotometer team (e.g., et al. Mather 1994) . Another source of microwave Ñuctuations, in this case independent of wavelength, is the nonlinear Ñuctuation introduced into the CBR if the universe is reionized (e.g.,
As noted in the introduction, these Ñuctua-Vishniac 1987). tions are referred to as secondary Ñuctuations, to distinguish them from those introduced at the epoch of recombination at z D 1000. Because of a self-canceling e †ect noted initially by and subsequently investigated by Sunyaev (1978) Kaiser ordinary linear perturbations in the density will not (1984) , produce large-amplitude secondary Ñuctuations. But second-order e †ects can produce detectable signals, the most prominent of these being the so-called Vishniac e †ect, in which the temperature Ñuctuation is proportional to the product *ov Clearly, to estimate the ampli-(Vishniac 1987). tude of the Vishniac e †ect, one needs information about both density inhomogeneities and the velocity Ðelds they induce. As a consequence, calculations of these secondary anisotropies are substantially more model-dependent than calculations of primary anisotropies. Both the amplitude and the angular scale of secondary anisotropies su †er from this model dependence. The angular scale, for instance, depends strongly on the cosmic density (e.g., Scott Subrahmanyan (1993) . For some baryon-only models, predicted values of *T /T are much larger at 6A than at 60A, for instance, 5È20 times larger for a particular model with and HubbleÏs ) b \ 0.2 constant \ 80 km s~1 Mpc~1 et al.
As it (Hu 1994). happens, however, our limits on *T /T at 6A are roughly 6 times less sensitive than at 60A (see so our obser- CBR photons by hot gas in distant clusters of galaxies can introduce Ñuctuations into the microwave background. The mechanism is the & ZelÏdovich e †ect. We Sunyaev (1972) have already noted that some of the residual variance we observe may be due to a single high redshift cluster in our image. In a separate paper, we investigate this possiblity further and also compare our observations with a network of models developed in the references cited above for the evolution of clusters of galaxies and their ionized gas content et al. (Richards 1997) .
Constraints on Galactic Microwave Emission
Our values of *T /T have been corrected for (Table 7) atmospheric noise and the Ñux of discrete radio sources, but not for possible Ñuctuations in the Galactic foreground. At j \ 3.6 cm, synchrotron emission is expected to dominate the Galactic microwave foreground. Let us assume that our measured value on arcminute scales *T / (Table 7) on this same scale. In fact, the upper limit on Ñuctuations at this wavelength is 6 ] 10~5 et al. Thus the (Fomalont 1988) . possibility that our signal is Galactic is not yet ruled out by direct VLA observations. However, it would be surprising if there were variations in the synchrotron emission on the subparsec scales that 1@ resolution implies.
We can, of course, turn the argument around and use our results and the earlier 6 cm observations to set 95% conÐdence upper limits on Galactic microwave Ñuctuations at centimeter wavelengths of roughly (*T /T ) 
