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Abstract
A model system is proposed to investigate the chemical equilibrium and mechanical sta-
bility of biological spherical-like nanoshells in contact with an aqueous solution with added
dissociated electrolyte of a given concentration. The ionic chemical equilibrium across the
permeable shell is investigated in the framework of an accurate Density Functional The-
ory (DFT) that incorporates electrostatic and hardcore correlations beyond the traditional
mean-field (e. g., Poisson-Boltzmann) limit. The accuracy of the theory is tested by a
direct comparison with Monte Carlo (MC) simulations. A simple analytical expression is
then deduced which clearly highlights the entropic, electrostatic, and self-energy contri-
butions to the osmotic stress over the shell in terms of the calculated ionic profiles. By
invoking a continuum mean-field elastic approach to account for the shell surface stress
upon osmotic stretching, the mechanical equilibrium properties of the shell under a wide
variety of ionic strengths and surface charges are investigated. The model is further cou-
pled to a continuum mechanical approach similar in structure to a Classical Nucleation
Theory (CNT) to address the question of mechanical stability of the shells against a pore
nucleation. This allows us to construct a phase diagram which delimits the mechanical
stability of capsids for different ionic strengths and shell surface charges.
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I. INTRODUCTION
There are many examples in nature of spontaneous self-assembly of nanoparti-
cles that give rise to large-scale layers of closed sheet-like structures such as cages,
membranes, connecting channels [1], cavities, and closed pores. These topological
structures have a convenient ability to enclose and hold part of the surrounding ma-
terial inside them [2–7]. The molecular forces that drive the self-assembly and control
the stability of such enclosing surfaces are very sensitive to specific environmental
conditions such as solvent quality, temperature, concentration, pH, shape and size of
small constituents (e. g., building blocks), the presence of dissolved charged groups,
among others [8–13]. The proper understanding and control of the mechanisms that
trigger the self-assembly of basic nano-sized elements into specific geometry – as well
as their stability under a wide range of physically attainable conditions – represents a
rather challenging task and an active area of investigation with tremendous practical
implications [3, 7, 13–16]. A promising application relies on the encapsulation and
release of nanoparticles at controlled targets [17], such as in the engineering of active
transport agents in drug-delivery applications [18–22]. A number of relevant physi-
cal and biological processes have as a byproduct a partial formation of closed shells
of different typologies, sizes, and internal structure [14, 23–26]. In most of these
situations, the assembled shell-like “envelope” is endowed with a very clear func-
tionality, being naturally engineered to perform some specific biological task, such
as to protect its internal content from an external (usually hostile) environment or
to deliver and inject it at specific locations. Examples of such biological functional
objects are numerous, ranging from cell membranes to liposome vesicles [27–29],
lipid bilayers [30, 31], phospholipid membranes, and viral capsids [32]. The resulting
closed sheets are typically semi-permeable, allowing for a selective control of the in-
and outward material flux across their interfaces, thus acting as an interface which
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effectively shields its own content from undesired external stimuli.
The basic features that control the stability of a nanoshell are the osmotic equilib-
rium over its surface – which implies the equality of the various chemical potentials
across this interface [14, 33–35] – and the elastic properties that dictates the sur-
face ability to deform in response to the resulting osmotic stresses [36–41]. Despite
their diversity in shape and deformability [42], a number of biological membranes
can be fairly well described as spherical-like, semi-permeable membranes suspended
in an aqueous medium. In such a case, the main driving forces controlling the self-
assembly and stability are hydrophobic (hydrophilic), elastic, and electrostatic in
nature [43, 44]. Along these lines, a great deal of work has been recently devoted to
highlight the interplay between these interactions in the formation and equilibrium
of biological-inspired nanoshells [45–52].
One of the most versatile and robust among the biological-engineered shells are
the capsids that make up the core structure of a virus. These so-called viral capsids
are composed of small groups of coat proteins which self-assemble into small basic
subunits, the capsomers. These building blocks are collectively combined to form
an envelope that protects and transports the viral genetic material [53–58]. Viral
capsids display a wide range of topologies [37, 59–64], and can be further coated
with membranes or protein sheets [56, 65–68]. The key aspects that describe the
rich topology of these objects have been long ago rationalized in the seminal work
of Clasper and Klug [59, 69]. Particularly important is the remarkable mechanical
versatility of viral capsids [63], which allows them to successfully protect, transport
and release the viral genetic code through the (often insecure) cell environment. The
accomplishment of these tasks requires the ability to sustain astonishing mechanical
stresses and indentations at specific surface sites without loosing the elastic charac-
ter [36, 54, 70], and yet keeping overall shell stability against disassembly of their
constituents capsomers.
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Electrostatic forces are one of the key mechanisms that controls formation and
stability of viral capsids, being able to either favor or inhibit capsid formation. Usu-
ally the coat proteins bear a net charge due to ionic dissociation. In the case of empty
capsids, the surface formation thus requires that the binding force be high enough
to overcome the electrostatic repulsion between neighboring capsomers [71, 72]. In
many situations where the capsid is wrapped around a nucleation core of opposite
charge (e. g., the viral genetic code or synthetic materials such as gold nanoparti-
cles [44, 73, 74] or anionic proteins [58, 75]), electrostatic interactions are the main
driving force for surface self-assembly [44, 75–77]. Since both strength and range of
these interactions can be experimentally tunned via addition of ionizable groups at
the capsomers or into the bulk solution [34, 78, 79], it is of fundamental importance
to understand how the equilibrium and stability of biological shells is influenced by
ionic interactions [72]. The aim of this work is to address this question by investi-
gating the osmotic equilibrium and the elastic stability of shells over a wide range of
ionic strengths and net surface charges. To this end, a Density Functional Theory
(DFT) is applied which allows one to accurately account for the ionic osmotic equi-
librium across an infinitely thin spherical charged surface that represents a coarse
grained description of an icosahedral, quasi-spherical, shell. The applied DFT ac-
curately incorporates size and electrostatic correlations into the calculation of ionic
free energies [80]. We then combine the results of the DFT with a continuum model
of shell elasticity, allowing us to calculate the osmotic stresses across the interface
and the equilibrium shell size. Conditions of mechanical stability against rupture
and pore nucleation are then analyzed in a manner similar to the classical nucleation
theory [81].
The remainder of the paper is organized as follows. In section II, the basic model
employed in the description of biologically relevant shells is described. Next, the
theoretical approaches applied in the context of this model system to obtain equi-
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librium ionic properties – namely the Density Functional Theory and Monte Carlo
simulations – are outlined in Sections III and IV, respectively. The reader already
familiar with these approaches can skip these sections and head directly to Section
V, where the main Results are shown and discussed in detail. Finally, concluding
remarks and future perspectives are drawn in Section VI.
II. MODEL SYSTEM
Despite the diversity of shapes and sizes of self-assembled biological capsids, we
shall here focus, for the sake of simplicity, on the most common case of nearly-
spherical objects. We consider an isolated shell in osmotic equilibrium with an aque-
ous solution containing a dissolved 1:1 symmetric electrolyte of bulk concentration
cs. We apply a coarse graining description to the capsid that averages out the fine
local structures of the assembled capsomers, and results in a structureless spherical
shell of radius R and vanishing thickness, as depicted in Fig. 1. The shell is further
assigned with a homogeneous positive net charge Zq, representing the charges on
the capsomers that make up the viral capsid or any prototypical spherical membrane
(here q is the charge of a proton). Here we shall assume fixed surface charges, so
that charge regulation effects are not taken into account at this level of approxima-
tion. Although such mechanisms are known to have a non-trivial influence on both
the ionic diffusion and structure across the double layers [82–88], our current aim is
rather to highlight the effects of salt addition on the mechanical shell properties at
fixed surface charges. Ions are free to move throughout the system, and are allowed
to diffuse through the semi-permeable membrane, just like the solvent molecules. In
practice, the shell is placed at the center of a much bigger spherical Wigner-Seitz
cell, which is large enough to guarantee that the ions achieve a uniform bulk con-
centration cs far away from the charged shell. It is worthwhile to note that our
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model system takes into account only one isolated shell in equilibrium with a bulk
electrolyte. Contrary to the usual WS cell approaches in which the WS cell size is
chosen so as to account for the overall concentration of colloidal particles, here the
cell size is arbitrarily large – corresponding to the infinite dilution limit. The solvent
is modeled as a structureless background of dielectric constant ε ≈ 80, represent-
ing the surrounding aqueous environment. Throughout this work, we shall consider
monovalent ions of hydrated radii r = 2 A˚.
Although the capsomers in a viral capsid are usually assembled around a charged
nucleus (composed by a close-packed genetic material), we shall here focus on the
situation of empty capsids, which are also abundant in nature. Such capsids are able
to spontaneously self-assemble without the aid of a nucleus and, therefore, contain
no genetic material in their interior. The important question of capsids filled with
an oppositely charged genetic material will be addressed elsewhere.
It might be argued that the proposed representation of intrinsically complex viral
capsids as simple permeable spherical thin shells is a rather crude approximation in
view of the actual heterogeneity in shape and local arrangements that these objects
can display. However, our main goal here is to highlight the effects of electrostatics
and excluded volume interactions, as well as their interplay with the overall me-
chanical properties of the shells. Taking into account specific structural details of a
given nanoshell would obscure the main physical mechanisms we aim to elucidate.
Furthermore, as mentioned in the introduction, the variety of possible morphologies
that these shells can assume is so large that a general microscopic model is simply
unfeasible. In this sense, a simplified approach aimed at a wide class of systems
should be very useful to shed light on the essential features that ultimately control
much of the behavior of such systems.
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FIG. 1: A sketch of coarse graining of biological shells. A biological nanoshell such as
a liposome vesicle or an irregular icosahedral capsid is mapped onto a thin, structureless
spherical shell bearing a net positive charge uniformly distributed over its surface. The
shell is permeable to solvent molecules as well as to ions present inside the solution.
III. DENSITY FUNCTIONAL THEORY
In order to calculate the ionic density profiles and the resulting equilibrium prop-
erties of the model system discussed above we employ a Density Functional Theory.
This approach is known to be very accurate for ionic systems in both strong and
weak coupling regimes – whereby effects from ionic correlations at the double layer
are dominant and negligible [89–91], respectively – and can also efficiently account
for the excluded volume effects, which become important in the interior of a capsid.
The shell is taken to have a fixed charge, providing an external field in the pres-
ence of which the mobile ions can freely diffuse. Placing a charged shell of radius
R and uniform charge Zq at the origin of a coordinate system, the corresponding
(dimensionless) electrostatic potential φ(r) = βqϕ(r) (where β = kBT is the thermal
energy, with kB denoting the Boltzmann constant and T the temperature) produced
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by the capsid on an ion at position r is
φ(r) =

ZλB
R
, r ≤ R
ZλB
r
, r > R.
, (1)
where λB = βq
2/ε is the Bjerrum length, which characterizes the typical length
scale at which electrostatic and thermal contributions are similar in magnitude. We
explicitly consider an aqueous system at room temperature, such that λB ≈ 7.2 A˚.
Apart from the above electrostatic interaction, the shell also provides a hard-core
repulsion that avoids overlapping of the surrounding mobile ions of type i:
φhci (r) =

∞, if r ≤ |R− ai|,
0 otherwise.
, (2)
Notice that the above potential is also normalized by the thermal energy kBT .
According to the classical DFT, the equilibrium distributions in the presence of an
applied external field will correspond to the minimum of the free-energy functional
Ω, defined as [92]
βΩ =
∑
i
∫
ρi(r)[log(Λ
3ρi(r))−1]dr+
∑
i
∫ [
ziφ(r) + φ
hc
i (r)− βµi
]
ρi(r)dr+βF ex,
(3)
where ρi(r) is the equilibrium density profile of ions of type i with charge magni-
tude zi = ±1 (normalized by the proton charge q), Λ is the de-Broglie wavelength.
In equilibrium, the above functional should match the appropriate thermodynamic
free-energy. The first term on the right-hand side of this expression represents the
entropic contributions from the mobile ions, while the second term comprises the
interactions with the external field, as well as the coupling with the chemical poten-
tials µi, which ensure the condition of fixed bulk concentrations ci away from the
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charged surface. The last term, βF ex, represents the intrinsic free-energy contribu-
tions resulting from inter-particle interactions. Defining the corresponding excess
chemical potential µexi (r) as the functional derivative µ
ex
i =
δF ex
δρi(r)
, an application
of the standard Euler-Lagrange stationary condition
δβΩ
δρi(r)
= 0, (4)
to the above functional, Eq. (3), yields the following equilibrium ionic profiles:
ρi(r) = ρ¯i exp
[−βµexi (r)− ziφ(r)− φhsi (r)] , (5)
where ρ¯i ≡ e
βµi
Λ3
. The Lagrange Multipliers µi are to be calculated in such a way as to
satisfy the asymptotic condition ρi(r) = ci, i. e., fixed bulk salt concentration. The
excess free-energy in Eq. (3) can be written as a superposition of decoupled electro-
static and ionic hard-sphere contributions, F ex(r) = F el(r) + Fhs(r). Accordingly,
the excess chemical potential will be divided into (ionic) electrostatic and finite-size
contributions, µexi (r) = µ
el
i (r) + µ
hs
i (r). Once these quantities are known, the equi-
librium ionic profiles and resulting ionic contributions to the total free-energy can
be readily computed. Unfortunately, an accurate calculation of electrostatic and size
contributions is not always achievable, even though different levels of approximation
can always be employed [34, 92]. The electrostatic ionic interactions can be further
split into mean-field and correlational contributions, F el = Fmf +F cor. The former
can be written in a closed form as [34, 93]
βFmf = λB
2
∑
ij
zizj
∫
ρi(r)ρj(r
′)
|r − r′| drdr
′. (6)
This contribution clearly represents the (mean-field) electrostatic energy due to the
mutual Coulomb interactions among mobile ions. When further combined with the
electrostatic ionic interactions with the fixed charged shell in Eqs. (1), (2) and (3),
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these contributions provide the overall ionic electrostatic energy at the mean field
level. The correlational free-energy F cor can thus be interpreted as additional correc-
tions in the ionic mean-field electrostatic energy which incorporate ionic electrostatic
correlations. Note that the chemical potential corresponding to the above mean-field
contribution is simply µmfi (r) = ziψion(r), where ψion(r) is the electrostatic potential
(normalized by a factor βq) resulting from the inhomogeneous ionic distributions:
ψion(r) = λB
∑
i
zi
∫
ρi(r
′)
|r − r′|dr
′. (7)
We now define the total mean electrostatic potential as
ψ(r) = ψion(r) +
∑
j
zj
∫
ρj(r)φ(r)dr. (8)
Putting together all these results for the excess chemical potential into the equilib-
rium Euler-Lagrange condition Eq. (5) yields the following simplified relation for the
ionic density profiles around the charged shell:
ρi(r) = ρ¯i exp
[−ziψ(r)− βµcori (r)− φhsi (r)− βµhsi (r)] . (9)
The Eq. (9) can now be combined with the Poisson equation to self-consistently
determine the electrostatic potential in both the interior and the exterior of the
capsid. In practice, due to spherical symmetry we use the Gauss law to calculate
the mean-field potential ψ(r) produced by the ions and thus close all the equa-
tions. The traditional Poisson-Boltzmann (PB) theory is recovered when both size
and electrostatic correlations are neglected [34] (µcori = µ
hs
i = 0). For computing
these contributions beyond the mean-field level, we shall here invoke a second-order
bulk functional expansion approximation for the electrostatic correlations [80, 93–
95], while describing finite size effects in the framework of the accurate Fundamental
Measure Theory (FMT).
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The FMT was designed to account for the hard-core effects in different geome-
tries [96–98]. In the FMT, the excess hard-sphere free-energy Fhs is constructed as
a functional of a proper set of weighted densities nα(r):
βFhs[nα(r)] =
∫
βΦ(nα(r))dr, (10)
where Φ(nα(r)) is a local free-energy density which only depends on the weighted
densities (here labeled with the index α) evaluated at a single point. These quantities
are constructed via convolutions of the actual profiles with suitable normalized weight
functions which can be scalar, vector, or even tensor in nature, and whose typical
length scale depends on the particle size [98–100]. Here we use the six traditional
weight functions introduced by Rosenfeld in his pioneering work on FMT. The energy
density Φ(nα(r)) is not unique, and is constructed so as to fulfill some requirements
that control the accuracy of the underlying functional. Here we make use of the
so-called White-Bear (WB) functional, known to be very accurate for describing the
phase diagram of polydisperse hard-spheres in a wide range of relative concentrations.
The corresponding energy density reads [98, 99]:
βΦ(nα(r)) = (n
3
2−3|n2|2n2)
(1− n3)2 log(1− n3) + n3
36pin23(1− n3)2
−(n1 · n2 − n1n2)
1− n3 −n0 log(1−n3).
(11)
In the Supplementary Information, we provide explicit relations for the FMT
weighted densities and the resulting chemical potentials for systems with spherical
geometry. Finally, the electrostatic correlational contribution F cor is calculated con-
sidering the following second-order functional expansion of this quantity in terms
of the reference homogeneous system whose concentrations are the same as of the
bulk [80, 101, 102]:
βF cor[ρi(r)] ≈ βF cor[ci]+
∑
i
βµbulki
∫
δρi(r)dr−1
2
∑
ij
∫
cij(|r−r′|)δρi(r)δρj(r′)drdr′.
(12)
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Here, µbulki =
∂F cor
∂ci
are homogeneous correlational chemical potentials of the corre-
sponding bulk system, δρi(r) = ρi(r)−ci are the local density deviations with respect
to their bulk counterparts (and thus vanish very quickly as we move away from the
charged membrane), and cbulkij (|r − r′|) = −
δ2βF cor
δρj(r′)δρi(r)
are the so-called direct
correlation functions for the correlational free-energy, evaluated in the limit of a ho-
mogeneous electrolyte with bulk concentrations. The advantage of this approach is
that this quantity can be readily evaluated in the framework of the Ornstein-Zernike
(OZ) integral equations for homogeneous systems, with varying levels of accuracy.
Once the direct pair correlations for the underlying homogeneous electrolyte are
known, the correlational contributions to the electrostatic energy can be directly
computed from Eq. (13). The corresponding chemical potentials are
βµcori (r) = βµ
bulk
i −
∑
j
∫
cbulkij (|r − r′|)δρj(r′)dr′. (13)
Notice that the homogeneous bulk chemical potentials can be in practice incorporated
into the Lagrange Multipliers µi, and therefore need not to be explicitly taken into
account in the present treatment [80]. Eqs. (12) and (13) become increasingly
more accurate as the density profiles deviations from the homogeneous bulk values
become either small in magnitude or very localized. In order to calculate the direct
pair correlations, the OZ equations [92]
hij(r) = cij(r) +
∑
k
ρk
∫
hik(r
′)ckj(|r − r′|)dr′, (14)
are numerically solved. Here, hij(r) and cij(r) are, respectively, the total and direct
correlation functions for the homogeneous electrolyte of bulk concentrations ρk =
ck (from here on we omit the superscription bulk). An additional closure relation
between direct and total bulk correlations is necessary for completeness, which we
here set to be the well-known hyppernetted-chain (HNC) approximation,
hij(r) = exp[−βuij + hij(r)− cij(r)]− 1, (15)
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which is quite accurate up to very high electrostatic couplings of the underlying
bulk electrolyte [80]. The pair interactions uij(r) comprise both excluded volume
and the electrostatic interactions. However, since the pair correlations in Eq. (13)
refer only to the electrostatic correlations (ionic size effects are accounted for via the
FMT approach), the hard-core contributions have to be removed from the overall
correlations before application of Eq. (13). To this end, the OZ equation has to be
solved for both charged and uncharged ionic bulk systems separately. The electro-
static direct correlations are then obtained by simply subtracting the calculated size
contributions (for the uncharged system) from the total direct correlation function,
before plugging them into Eqs. (12) and (13).
After calculating the mean-field, hardcore, and correlational free-energy contri-
butions Fmf , Fhs and F cor from Eqs. (6), (12) and (10), respectively, the excess
free-energy follows directly from the combination F ex = Fmf + F cor + Fhs , along
with the total ionic free-energy, Eq. (3). Application of the Euler-Lagrange condi-
tion (5) then provides the equilibrium ionic profiles, from which all the equilibrium
properties of the ionic system subjected to the shell field can be inferred.
IV. MONTE CARLO SIMULATIONS
Apart from the above described DFT approach, we will also make use of equilib-
rium Monte Carlo (MC) simulations to further access ionic equilibrium properties of
the proposed model system and to check the accuracy of the DFT. To this end, we
will use a Primitive Model (PM) electrolyte in equilibrium with a charged porous
shell. The (initially empty) cavity is represented as a hollow sphere of radius R. Wa-
ter is modeled as a uniform dielectric of permittivity ε ≈ 80. The system is at room
temperature, so that the Bjerrum length is set to λB = 7.2 A˚. The simulations are
performed inside a spherical Wigner-Seitz (WS) cell of radius Rc  R, with a uni-
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formly charged shell of charge Zq placed at the center. The cell also contains N = Z
dissolved counterions, each of diameter di = 2ri = 4 A˚. The interaction between the
charged shell and an ion of charge ziq (i = ±) at position ri is βUsi(ri) = ziφ(ri),
where φ(r) is the electrostatic shell potential in Eq. (1). Ions are free to move all
over the WS cell, and interact with each other thorough Coulomb and hardcore po-
tentials, βu(ri, rj) = βuc(ri, rj) + βuhs(ri, rj), where βuc(ri, rj) = λBzizj/|ri − rj|
and βuhs(ri, rj) = ∞ if |ri − rj| ≤ dij = (di + dj)/2 and uhs(ri, rj) = 0 otherwise.
The total ionic energy for a given configuration is
βU =
∑
i
ziφ(ri) +
1
2
∑
ij
(i 6=j)
βu(ri, rj),
(16)
where the sums run over all the ions inside the WS cell. In the simulation the overlap
between ions and the capsid shell is not permitted, however, the ions can “jump”
across the shell. We use the Eq. (16) in a typical Metropolis algorithm, with 107
MC steps for equilibration and 105 steps for production. The ionic density profiles
are obtained by dividing the WS cell into concentric spherical bins and counting the
average number of particles in each bin for all uncorrelated configurations [103].
Apart from the Z dissociated counterions, the WS cell can also contain 1:1 elec-
trolyte of average concentration ρ¯s = Ns/V , where Ns is the number of dissociated
pairs, and V the cell volume. Chemical equilibrium with the bulk electrolyte is
established indirectly by changing the overall concentration of salt inside the simu-
lation cell, until the ionic profiles achieve the desired bulk values far away from the
capsid surface. To this end, the cell radius Rc has to be chosen large enough to avoid
spurious finite size effects. Notice that the simulations are performed for an isolated
capsid, so that use of special techniques to handle long-range Coulomb interactions
in the presence of infinite replicas to account for finite capsid concentration is not
necessary. Moreover, image charges are absent due to the uniformity of the dielectric
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constant throughout the system.
V. RESULTS AND DISCUSSIONS
We will now employ the theoretical tools outlined above to investigate many
equilibrium properties of empty capsids in an electrolyte solution. We will first
analyze the ionic equilibrium properties, such as the ionic density profiles and the
osmotic pressure built-up across the interface. After this we will address the question
of the mechanical stability of the capsid, which depends on its ability to withstand the
osmotic stress imposed by the environmental conditions (e. g., the salt concentration
of the solution).
A. Ionic Profiles
As discussed above, ions are allowed to penetrate into the shell, although over-
lapping is always avoided through the hardcore repulsion. As a result, an electric
double layers will be developed at both the internal and the external shell surfaces,
with counterions on average located closer to the surface and coions farther from it.
This trend is clearly observed in Fig. 2, in which the ionic density profiles across the
shell for different ionic strengths and various shell radii R and charge Z are shown.
We note that the infinitely thin layer can be viewed as a hard spherical wall carrying
a uniform surface charge density σ/2 on each of its faces, where σ = Zq/4piR2 is
the overall shell charge density. Since the radius of curvature of the nanoshells are
usually much larger than the range of averaged electrostatic interactions (which is
measured by the inverse Debye screening length κ−1 = (8piλBcs)−1/2), the electro-
static potential will be effectively screened as one moves away from the surface. As
a consequence, electroneutrality will be achieved both inside and outside the shell.
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This is reflected in a quick relaxation of the ionic profiles to their corresponding bulk
values not only outside, but also in the interior of the charged cavity [79]. The region
of charge inhomogeneity is thus confined to the close vicinity of the shell, where thus
all the relevant physics that controls shell stability should take place. If the double
layers which are built up on both sides of the shell are fully symmetric, no osmotic
stress will develop across the interface, and the surface will be unstretched. Further-
more, the larger the ionic strength, the narrower will be the double layer across the
surface, as can be clearly observed in Fig. 2. Although the surface charges are rea-
sonably small in these cases, similar trends will be observed at larger surface charges
as well (as long as the shell is empty). Fig. 2 also demonstrates the accuracy of
the proposed DFT approach when compared against the MC data. To emphasize
this point, comparisons with the mean-field Poisson-Boltzmann (PB) predictions are
also displayed. At low ionic strengths (i. e., small salt concentrations), the double
layer is diffuse, and both PB and DFT approaches perform equally well (see Fig. 2a,
where dashed and full curves become indistinguishable). In all these cases, the shell
size is fixed, and has not been subject to the mechanical equilibrium condition to be
described in what follows.
As the salt concentration increases, the inhomogeneity range across the interface
becomes increasingly small and ionic correlations resulting from packing start to
play a relevant role. As a result, the ionic density profiles no longer display the
monotonic behavior predicted by the mean-field approach and small layering-like
structures start to appear due to strong positional correlations inside the double
layers. This behavior is expected to be dominant in the case of high electrostatic
couplings [104], but can also be observed in the present situation of low coupling and
high salt concentrations. Clearly, such correlation effects tend to be more pronounced
as the surface charge density of a shell increases – as more and more counterions try
to pack close as possible to the shell surface. Contrary to the inherent failure of the
17
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FIG. 2: Ionic profiles in the vicinity of a charged shell of varying charge and size in the case
of low (a) and high (b), (c) and (d) ionic strengths. The black curves are the counterion
profiles, while red curves correspond to coion distributions. Symbols are MC results, dashed
lines represent the mean-field PB results, whereas the solid curves are profiles obtained from
the DFT approach.
mean-field approximation, the DFT is able to quite well capture the fine structural
features of the ionic double layer at ionic strengths where, as we will shortly see, the
presence of salt may play a relevant role in dictating the shell mechanical stability.
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B. Osmotic Stress
In the proposed model system, the charged spherical shell can be also interpreted
as a dividing surface which separates two coexisting electrolytes, namely the one
confined to the shell interior and the other one in contact with a bulk salt reservoir. In
this case, the applied DFT approach properly accounts for the chemical equilibrium of
all ionic species over the charged interface. In fact, the Euler-Lagrange condition, Eq.
(9), is equivalent to the equality of the chemical potentials µi over the different phases.
This does not, however, guarantee the mechanical equilibrium across the dividing
interface. In the case of a mobile dividing surface, the location of the wall will relax
to a position of vanishing osmotic pressure, thereby enforcing mechanical stability. If
the surface has fixed position, an external pressure – closely related to the so-called
solvation force [92] – has to be exerted such as to ensure mechanical equilibrium.
In the case of a stretching or deformable surface, the imposed mechanical stress
will be balanced by a surface rearrangement (i. e., volume or shape changes) that
should guarantee an overall vanishing stress. In this case, the reaction to the applied
stress comes at a cost of internal surface forces – usually of elastic nature – that
balance the net stress, while keeping the surface integrity. Such force balance across
an interface is a common feature of many soft-matter systems, ranging from cross-
linked microgels [105, 106] to polymer brushes [107] and biological membranes [31].
In the present situation, the unbalanced ionic distributions in the inner and outer
shell layers will lead to the build-up of a radially symmetric osmotic stress across
its surface. As a result, the shell will either shrink or expand in response to such
compressing or stretching forces. On the other hand, if the resulting strains are too
large, it might be energetically favorable for the shell to open up a stable pore or
even to break apart to release the stress [28]. The overall shell stability is dictated by
a fine interplay between imposed osmotic stress and the internal membrane forces,
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which we shall here describe using a continuum elastic model.
In order to analyze the stability of the nano-sized elastic shell when its radius is
allowed to change, the internal energy of the shell of a given size R should be added
to the ionic free-energy Ω in Eq. (3). Within the proposed model, this energy will be
comprised of an electrostatic self-energy U self of the Z surface charges, in addition
to an elastic stretching energy U elas, which depends on the equilibrium (unstretched)
size of the shell. The electrostatic self-energy of the shell can be readily calculated
to be
βU self =
Z2λB
2R
. (17)
Notice that this contribution increases with the square of the shell charge. If the shell
is highly charged, the electrostatic repulsion between its constituent building blocks
will naturally produce a stretching force on the surface, which will tend to inflate
the shell. In the absence of other contributions to stress, this outward stress should
be balanced by a compressing elastic stress which acts as to restore an unstretched
equilibrium state. Clearly, such restoring stress comes from the attractive forces
that promote the self-assembly of the fundamental building-blocks into capsid. In
the framework of a continuum elastic theory, the corresponding energy penalty for
stretching a shell of original unstretched size R0 is taken to be [28, 108]
βU elas = β
κs
2
(A− A0)2
A0
, (18)
where κs is the so-called stretching modulus of the nanoshell, A0 = 4piR
2
0 is the un-
stretched surface area, and A = 4piR2 is the area after radial stretching/compression
of the spherical shell. Notice the resemblance of the elastic energy with the one-
dimensional Hook’s Law. Similarly to that case, the above expression will be accu-
rate as long as strains are not too large [28, 109]. It is also important to note that
in the present model of a shell of vanishing thickness, no bending energy needs to be
taken into account. Upon stretching, the shells will be subject to an elastic restoring
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stress,
βΠelas = − 1
4piR2
∂βU elas
∂R
=
2βκs
R
(
1− R
2
R20
)
. (19)
On the other hand, the surface charge density will decrease upon shell stretching, so
that the self-energy electrostatic contribution will be reduced, leading to an outward
electrostatic surface stress. From Eq. (17), one finds
βΠself = − 1
4piR2
∂βU self
∂R
=
λBZ
2
8piR4
. (20)
Note that this contributions scales with the square of the surface charge density.
If the shell could be left isolated from any other external effects, these competing
interactions would lead to a stretching of the surface until the condition of vanishing
stress is achieved, Πelas + Πself = 0. The presence of dissociated counterions and
the possible addition of an electrolyte of concentration cs will obviously change this
simple scenario, as the highly inhomogeneous ionic distributions across the shell will
lead to an additional osmotic stress, which in turn depends on the fine asymmetry
between internal and external double layer structures. In order to investigate the
interplay between these contributions in the underlying mechanical equilibrium, we
must also consider the effects of an ionic stress Πion defined as
βΠion = − 1
4piR2
∂βΩ
∂R
, (21)
where Ω is the total ionic free energy given by Eq. (3). Notice that this quantity is
nothing but the ionic osmotic pressure on the membrane, defined as the difference
between internal and external radial pressures resulting from the shell interaction
with the electrolyte. The osmotic stress Πion is composed of two contributions: the
electrostatic stress Πelec and the mechanical stress Πmec. These quantities can be
easily evaluated once the ionic profiles across the interface are known. Due to the
Gauss’s Law, the ionic electric field across the surface depends only on the net ionic
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charge lying inside the shell Zin,
Zin = 4pi
∑
i
∫ R
0
ρi(r)r
2dr. (22)
Therefore, ions located outside the shell do not directly contribute to the electrostatic
stress. Due to the strong adsorption of counterions at the inner capsid surface, Zin
will be clearly negative. Since the ionic electric field on the surface has magnitude
E = Zinq/εR
2, the resulting stress will be simply βΠelec = λBZinZ/4piR
4. Notice
that the electrostatic stress points either outward (inward) if the net internal charge
Zin is positive (negative). Meanwhile, the mechanical osmotic pressure corresponds
to the momentum transfer from ionic collisions with the surface on both sides of the
charged wall, and can be readily evaluated as βΠmech = ρ(R−)−ρ(R+), where ρ(R+)
and ρ(R−) represents the total ionic contact densities at the external and internal
shell surfaces, respectively. A stronger adsorption at the internal (external) faces
will result in an outward (inward) osmotic stress. Combining these results, the ionic
osmotic pressure can be written in a simple and transparent form as
βΠion = ρ(R−)− ρ(R+) + λBZinZ
4piR4
. (23)
Alternatively, the above quantity can also be computed by numerically evaluating
the derivative in Eq. (23), after the ionic free-energy for different shell sizes Ω(R)
is computed. We confirm that both approaches provide the same results within the
numerical accuracy. A detailed derivation of Eq. (23) based on the ionic distribution
around the charged shell is provided in the Supplementary Information. While the
contact stress can be either positive or negative, the second contribution in Eq. (23)
always leads to the shell compression. By combining the above ionic contribution
with the electrostatic self-energy due to the dissociated charged ionic groups in the
aqueous environment (Eq. (62)), the total osmotic stress Πosm = Πion + Πself is
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obtained:
βΠosm = ρ(R+)− ρ(R−) + λBZ(Z + 2Zin)
8piR4
. (24)
The mechanical equilibrium condition for the shell membrane will then be fulfilled
when the total stress vanishes, i. e., Πtotal = βΠosm + βΠelas = 0. Explicitly, this
condition can be written as:
ρ(R+)− ρ(R−) + λBZ(Z + 2Zin)
8piR4
=
2βκs
R
(
R2
R20
− 1
)
. (25)
The relation above contains all the relevant physical contributions that determine
mechanical equilibrium across the shell membrane. Note that the quantities on the
left-hand side depend on the particular environmental conditions and the ionic equi-
librium across the membrane, while the term on the right-hand side depends solely
on the material properties through the elastic parameter κs. A quite clear physical
interpretation can be assigned to this relation: the externally imposed stress must
be counterbalanced by the mechanical ability of the material to rearrange its size in
order to sustain the applied tension. It is also important to notice that the quantity
Πosm depends on the specific structural features of the double-layers that build-up
across the shell. In most cases, charge neutrality is satisfied inside a big shell, so
that Zin ≈ −Z/2 and the osmotic stress simplifies to Πosm ≈ ρ(R+)− ρ(R−). In this
case, the precise determination of ionic densities at close contact with the inner/outer
walls plays a major role in determining the mechanical equilibrium properties across
the electrolyte interface, as anticipated in some previous works [110].
The behavior of Πosm (see Eq. (24)) as a function of the shell deformations around
the unstretched radius of R0 = 10 nm is shown in Fig. 3 for different shell charges
Z and ionic bulk concentrations cs. We first note that the shell charge has, as
expected, a major effect on the osmotic stress. This behavior is most prominent for
small shell sizes, while the effects of increasing shell charge become less important
as the shell size grows. Clearly, this is a manifestation of the strong ∼ R−4 decay of
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the electrostatic contribution in (25). We can, therefore, identify two main regimes
for the osmotic stress on a shell: a regime of electrostatic dominance at large surface
charges and/or small shell sizes and a salt-dominated regime at high ionic strengths
and small surface charge densities where the mechanical ionic stress ρ(R−)− ρ(R+)
becomes the major contribution. Indeed, it can be identified in Fig. (3) that addition
of salt has a much stronger impact as the shell size increases and its charge decreases.
We can also observe that the effects of salt addition are non-monotonic: at low ionic
strengths, addition of salt has a much more pronounced effect on the osmotic stress.
This can be traced back to the inability of a system to fully achieve internal charge
neutrality for small ionic strengths. In particular, the osmotic stress at the smaller
charge Z = 800 and larger salt concentration cs = 900 mM becomes negative across
the whole range of shell sizes (see Fig. 3c). This can lead to crumpling of the shell.
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FIG. 3: Osmotic stress Πosm (defined in Eq. (24)) due to the combined electrostatic self-
energy and ionic contributions as a function of the shell size in the range 9.5 nm≤ R ≤
11.5 nm. The added electrolyte concentrations are cs = 50 mM (a), cs = 500 mM (b), and
cs = 900 mM (c). The corresponding shell charges are displayed in the figures.
We next analyze the shell’s mechanical responses to the osmotic stress. Unfortu-
nately a microscopic description is unfeasible in this case, since the deformations in
response to the applied stress will depend on the particular properties of the shell
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material – which we here incorporate into the elastic stretching modulus κs, in a
coarse grained continuum approximation. First, we focus on a situation of a spher-
ical capsid with equilibrium unstretched radius of R0 = 10 nm. Since all stresses
are radially symmetric, the shell will keep its spherical shape and simply change its
radius in response to the applied osmotic stress. In what follows, we fix the elastic
modulus of the shell at κs = 0.2 J/m
2 ≈ 48.6 kBT/nm2, which is a suitable value
for empty viral capsids [54]. By plugging this value into Eq. (25), the corresponding
elastic stress upon stretching can be evaluated, and this equilibrium relation can be
numerically solved to provide the equilibrium shell size R. Since the elastic stress is
in this case Πosm ≈ 40(A/A0 − 1) MPa, a close inspection of Fig. 3 allows one to
conclude that the shell surface area will change at most by ∼ 15%, corresponding to
a radius variation of order of a few percent with respect to the relaxed shell. This
rough estimate is confirmed in Fig. 4, in which the radial strains ur ≡ R − R0
are shown as a function of the shell charge at two representative salt concentrations
(here, R0 = 10 nm). For vanishing surface charges, the electrostatic contributions
are absent, and the ionic contact stress is negative, leading to a compression of the
shell. This means that the ionic concentrations at the outer shell layer are larger
than those at the inner surface. The reason for this is twofold. First, it will be
entropically favorable for ions to stay outside the confining shell, secondly, the outer
contact layer has a slightly larger radius of curvature than the contact surface at the
inner side, and is thus able to adsorb a proportionally large number of ions (recall
that there is an exclusion zone around the surface in which ions can not penetrate).
Obviously, these effects will be more pronounced at larger salt concentrations. As
the charge on the shell surface increases, the electrostatic stress starts to become
important, leading to the swelling of capsid. Again, this effect is influenced by the
amount of added electrolyte. At physiological salt concentrations (∼ 150 mM) the
compressed shell swells to its unstretched size (ur = 0) at about Z ≈ 200, while in
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the case of large added salt concentration cs = 800 mM the relaxed state is only
achieved only when Z ≈ 900.
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FIG. 4: Radial strain ur = R−R0 as a function of the surface charge Z for two represen-
tative salt concentrations cs = 150 mM (black line) and cs = 800 mM (black line).
A deeper qualitative picture of the interplay between charge and salt concentra-
tion on the shell mechanical equilibrium is provided by Fig (5). Here, radial strain
as a function of the added salt concentration is displayed for different shell charges.
Notice that in all cases the relative strain is less then 5%, even for large surface charge
and small salt concentrations. The increase in charge always leads to the expansion
of the shell. On the other hand the dependence on salt is not monotonic, see Fig
(5). Addition of salt at large concentrations leads to shrinking (possible crumpling)
of the shell. Remarkably, the relative swelling with the increase of salt concentra-
tion decreases linearly for salt concentrations above the physiological limit. This
trend is modified, however, for larger charges and small salt concentrations, when
the strain initially grows upon increase of salt concentration. Again, this behavior
can be attributed to a (weak) breakdown of charge neutrality (Zin . Z/2) inside the
shells with larger surface charges in solutions of low ionic strengths. For large surface
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charge, even a small deviation from charge neutrality can be enough to significantly
change the interplay between the electrostatic and mechanical stresses, thereby lead-
ing to a shell inflation when salt is added and electroneutrality is reestablished.
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FIG. 5: Radial strain ur = R−R0 as a function of the reservoir bulk concentration cs for
different charges on the capsid surface. The equilibrium shell radius is R0 = 10 nm, and
the surface charges are displayed in the curves.
C. Pore Nucleation
In the analysis of the mechanical equilibrium performed so far, it was implicitly
assumed that the shell will only change its size in response to the osmotic stress.
This will be the case only if the shell is mechanically stable against the resulting
strains. If not, the shell will not be able to withstand the shape deformation and will
either disassemble or open a pore in order to release the elastic stress. If the degree
of disassembly or the pore size becomes too large, the whole object might become
structurally unstable and break apart or rupture. In order to address the issue of
mechanical stability against the applied ionic osmotic stress, we here rely on a simple
continuum approach similar in spirit to the Classical Nucleation Theory (CNT).
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Despite its simplicity, this approach incorporates the main aspects that control the
overall shell mechanical stability [81].
In order to open a pore or to disassemble building blocks from the surface, the
bonds between the surface particles must be broken. If typical thermal fluctuations
in the stretched surface are able to surmount such energetic barrier, the opening of
a pore will take place spontaneously. This mechanism resembles the nucleation of
liquid drops in a vapor phase. It is very likely that the opening of such a hole in
a surface (which, in the present case of a viral capsid corresponds to a removal of
a cap) will be dynamically unstable, leading to a irreversible rupture of the whole
structure [28, 29].
In a continuum elastic approach, the opening of a circular pore of radius rp leads
to a local release of the surface tension. In other words, the pore area Ap = pir
2
p
will becomes free of stretching forces [113]. The overall stretching energy βU elas thus
becomes [28]
βU elas = β
κs
2A0
(δA− Ap)2, (26)
where δA ≡ A−A0 is the surface area difference between stretched and unstretched
shells. On the other hand, opening a hole in a surface obviously leads to a local
breaking of bonds that originally keep the capsid particles together. In the framework
of a mechanical continuum theory, the corresponding energy cost Upore is proportional
to the size of the rim 2pirp which becomes unbounded and exposed to the solution.
The proportionality constant defines the line tension γ, which depends on specific
material properties, such that βUpore = 2piβγrp. The total energy of a stretched
shell with an open pore of radius rp on its surface is therefore βU(rp) = βU
elas =
β
κs
2A0
(δA − Ap)2 + 2piβγrp. To investigate the nucleation process, we must look at
the energy difference between the membrane state with a pore and without [28],
∆βU ≡ βU(rp)− βU(rp = 0) = βκs
2A0
(
A2p − 2ApδA
)
+ 2piβγrp. (27)
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The first term on the right-hand side is the surface energy difference between a fully
closed shell and the one containing a hole of radius rp. The second term is the energy
penalty for breaking the surface bonds and exposing the (usually hydrophobic) coat-
ing particles to the aqueous medium. Although this expression relies on a continuum
approach, a straightforward one-to-one correspondence can be easily made with the
case of spherical-like capsids with a relatively small number of building blocks. In
that case, the first term can be interpreted as the energy difference between capsids
in their fully and partially assembled states, whereas the second term represents the
energy penalty resulting from the removal of capsomer neighboring bonds when a
capsomer is released into the solution. The surface and pore areas can be easily
related to the size of capsomers, the number of capsomers needed to assemble a
closed capsid as well as the number of these entities in the partially formed capsid.
The continuum quantities κs and γ are both in this case proportional to the binding
energy that drives the capsid self-assembly. Eq. (27) can be conveniently rewritten
in terms of the dimensionless variables
β∆U =
κ˜s
4
[
r˜4p
8
− r˜2p(R˜2 − 1)
]
+ 2piγ˜r˜p, (28)
where r˜p = rp/R0 and R˜ = R/R0 are dimensionless pore and shell radii, respectively,
κ˜s = βκsA0 is a dimensionless elastic modulus and γ˜ = βγR0 a dimensionless line
tension of the shell. For small pore sizes, the last term of this expression dominates,
and the energy difference grows as rp increases [28]. This means that microscopic
pores are always energetically unfavorable. Depending on the swelling ratio R˜, the
term proportional to ∼ r˜2p might dominate at intermediate values of r˜p, stabilizing
larger pores, but requiring a thermal fluctuation to overcome the energy barrier in
order to nucleate a pore [28], see Fig. 6. The minimum of Eq.(28) takes place at the
most likely pore size to be nucleated once the energy barrier has been overcome. In
the case of a viral capsid, the opening of such a cap in the surface will certainly lead
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to the rupture of the whole structure.
0 1 2 3 4 5
 r [nm]
0
2
4
6
8
10
12
β∆
 
U
 
δR = 0.14 nm
δR = 0.13 nm
δR = 0.12 nm
δR = 0.11 n
mδ
R = 
0.10
 nm
R0 = 20 nm
γ = 1.0 kBT / nm
FIG. 6: Elastic energy difference β∆U = βU(r) − βU(0) for opening a pore of radius r.
For large shell deformations δR, this function undergoes a maximum (activation barrier)
before a minimum at pore sizes specified by Eqs. (30a) and (30b), respectively, is achieved.
If the size deformations are smaller than a critical value (δRc ≈ 0.12 nm in this case, see
blue line), the two local extrema disappear (after merging together at δRc), and the shell
becomes stable against pore nucleation. Here, the line tension is set to γ = 1 kBT/nm,
while the unstressed shell size is R0 = 20 nm.
Viral capsids are generally robust against mechanical rupture. A clear evidence
of such strong endurance is the large range in size polydispersity in which some
virus capsids can be found. That clearly suggests that capsids should be able to
undergo reasonably large deformations before disassembly takes place. In order to
model the mechanical stability of these objects at different environmental conditions
(i.e. surface charge and ionic strength), proper values should be assigned to the
line tension γ. Notice that this quantity is proportional to the capsomer binding
energy that promotes capsid self-assembly. This mean-field quantity should be high
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enough to ensure a reasonably degree of size polydispersity, and yet not too large so
as to lead to dynamically-trapped assembling states during particle assembling. A
rough estimation valid for a wide range of virus capsids stipulates that the binding
energy per capsomer, uc, lies within the range between uc ≈ 10 kBT s and uc ≈
20 kBT s [36, 111]. For capsids with large number of capsomers, local curvature effects
can be neglected, and a simple scaling argument can be employed to estimating a
typical order of magnitude of γ. Assuming each capsid as a planar disc of radius
rc, the energy per length of binding contact is γ = uc/2pirc. For a spherical capsid
of radius R0 and a total of N capsomers, the radius rc of each capsomer can be
approximate as r ≈ 2R0/
√
N (assuming that the flat discs cover the whole surface
area). This provides a rough estimate of γ ≈ uc
√
N/(4piR0) for the binding energy
per length. Typically, the value of this parameter will, therefore, be smaller than one
thermal energy per nanometer. For instance, a capsid with radius R0 = 25 nm and a
total of N = 180 capsomers will have an estimated line tension of γ ≈ 0.64 kBT/nm.
If the deformation δA of the capsid is not too small, Eq. (28) will display a
maximum followed by a minimum, corresponding, respectively, to the activation
barrier and a stable pore, as can be clearly identified in Fig. 6. The overall behavior
of the mechanical stability of viral capsids for a range of line tensions is summarized
in Fig. 7, where the activation energies (nucleation barriers) are shown for capsids
bearing different charges and at different ionic strengths. For small surface charges,
the lines of nucleation barriers do not extend over all values of γ (see Fig. 7a). This
means that the minimum of Eq. (28) disappears at these end-points, indicating that
the capsids with larger values of γ will be stable against disassembly. Notice that the
end-points are shifted towards smaller values of γ as the salt concentration increases.
This implies that addition of salt will stabilize the capsids against rupture. Moreover,
addition of salt leads to an increase of the activation barrier, rendering the system
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more robust against mechanical instability driven by the thermal fluctuations.
0 0,25 0,5 0,75 1 1,25 1,5 1,75 2
γ [kBT / nm]
0
2
4
6
8
10
U
a
 
[k
B
T
]
c
s
 = 50 mM
c
s
 = 500 mM
c
s
 = 900 mM
0,5 1 1,5 2
γ
0,1
0,2
0,3
0,4
r
p 
/ R
0
(a) Z = 1600
0 0,25 0,5 0,75 1 1,25 1,5 1,75 2 2,25 2,5
γ [kBT / nm]
0
2
4
6
8
10
U
a
 
[k
B
T
]
c
s
 = 50 mM
c
s
 = 500 mM
c
s
 = 900 mM
0 1 2 3 4
γ
0,3
0,4
0,5
r
p 
/ R
0
(b) Z = 2400
0 0,25 0,5 0,75 1 1,25 1,5 1,75 2 2,25 2,5 2,75
γ [kBT / nm]
0
2
4
6
8
10
U
a
 
[k
B
T
]
c
s
 = 50 mM
c
s
 = 500 mM
c
s
 = 900 mM
0 1 2 3 4
γ
0,45
0,5
0,55
0,6
r
p 
/ R
0
(c) Z = 3200
FIG. 7: Activation energies Ua for capsid disassembly as a function of the capsid line
tension for different ionic concentrations. The capsid surface charges are: Z = 1600 (a);
Z = 2400 (b); and Z = 3200 (c). The corresponding salt concentrations are indicated in
the legends. The insets show the corresponding pore sizes when the pore nucleation takes
place. The points where the lines end correspond to fully stable capsids without pores.
A close inspection of Eq. (28) allows one to conclude that, at small relative
deformations (R−R0)/R0 = R˜− 1, only a minimum at negative rp (therefore of no
physical significance) occurs. For such parameters, no nucleation takes place, and
capsids are mechanical stable against thermally-induced rupture [28]. The parameter
that controls the emergence of a nucleation barrier at small values of δR˜− 1 is
∆ ≡
(
R˜2 − 1
3
)3
−
(
piγ˜
κ˜
)2
. (29)
When ∆ < 0, the energy difference in Eq. (28) is a monotonically increasing function
of rp for all rp > 0, and opening a pore is energetically unfavorable [28], see Fig. 6.
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If ∆ > 0, a maximum and a minimum of ∆U appear at [28]
rp1 = 4
√
R˜2 − 1
3
cos
(
θ0 − 2pi
3
)
(30a)
rp2 = 4
√
R˜2 − 1
3
cos
(
θ0
3
)
(30b)
respectively, where θ0 = cos
−1
( −2piγ˜
κ˜(R˜2 − 1)3/2
)
, and the capsid will be mechanically
unstable in this region (which corresponds to the stable curves above the blue line
in Fig. 6). From this analysis, we can conclude that the end-points in Fig. 7 that
delimit mechanical stability will be such that
R˜ =
√
1 + 3
(
piγ˜
κ˜
)2/3
. (31)
For fixed values of κ˜ and γ˜, this expression provides the threshold swelling size R˜
at which the capsid becomes mechanically unstable. The critical deformation ratio
R˜ can be inserted into Eq. (24), which then can be solved using the DFT approach
discussed above to obtain points (cs, Z) that delimit the region of the mechanical
stability of capsids. We have done this for two representative values of the line
tension, γ = 0.25 kBT/nm and γ = 1.0 kBT/nm, considering three distinct capsid
sizes of R0 = 10 nm, R0 = 20 nm, and R0 = 30 nm, which can model a broad class of
viral capsids. The DFT approach allows us to span a wide region in the (cs, Z) plane,
yet keeping a high degree of accuracy, far beyond the range of validity of traditional
mean-field theories. The results for the transition lines are shown in Fig. 8. The
lines corresponding to different shell sizes behave remarkably similarly, specially in
the situation of small line tension γ = 0.25 kBT/nm (Fig. 8a), a narrow region can
be identified which delimits stable and unstable shells of various sizes. In the case
of high line tension of γ = 1.0 kBT/nm (Fig. 8b), the region between different lines
becomes broader. As expected, an increase in the shell charge density requires a
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larger salt concentration in order to keep the capsid integrity. This is clearly due
to the competing effects from various contributions: increasing the surface charge
leads to a larger electrostatic repulsion between the capsomers, while increasing salt
concentration results in a stronger ionic condensation at the outer layer, providing a
compression force on the shell. Apart from small salt concentrations, this behavior
is linear in character. Moreover, the lines corresponding to different shell sizes are
almost parallel to one another, suggesting a universal linear behavior with a slope
that scales with the line tension.
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FIG. 8: Stability phase diagram for shells of different size. The line tensions are: γ =
0.25 kBT/nm (a); and γ = 1.0 kBT/nm (b).
VI. CONCLUSIONS
We have proposed a model which allows us to investigate the mechanical equilib-
rium and stability of biological nanoshells of spherical shape under a wide range of
surface charges and salt concentrations. The ionic equilibrium properties have been
obtained using a DFT that accurately incorporates size and electrostatic effects, both
34
important to properly capture the fine details of the inner and outer electric dou-
ble layers that build-up across a charged shell. A simple analytical expression was
then derived which relates the osmotic stress – comprising ionic and electrostatic
self-energy contributions – in terms of quantities readily accessible in the underlying
DFT approach. By combining this osmotic stress with a stretching Hook-like sur-
face stress evaluated in the framework of a continuum elastic model, a mechanical
equilibrium condition was numerically solved to obtain the equilibrium radial strains
at different salt concentrations and shell charges. It was shown that at large surface
charges electrostatic contributions dominate, whereas at moderate charges and salt
concentrations a shell becomes compressed due to counterions condensed at the outer
shell surface.
In order to address the important question of whether the obtained mechanical
equilibrium states are stable against pore opening or coat particle disassembly, the
mechanical approach is further combined with a simple elastic theory for pore nu-
cleation. Opening of a pore on the shell surface takes place at a cost of line energy
that accounts for breaking-up of surface bonds. This manifests itself as a nucleation
barrier that, once surmounted via thermal fluctuations, can lead to an irreversible
rupture of the shell. The approach allows us to identify the stable capsids. The tran-
sition lines that separate stable and unstable shells are clearly identified for different
shell sizes. These lines display a very similar linear behavior at large salt concentra-
tions for all observed capsid sizes, indicating a universal behavior of different capsids
possessing similar binding energies. The model can be further improved to extend its
range of applicability. For example, the simplified approximation of a structureless
thin shell can be easily replaced by a more realistic model of a membrane of finite
thickness. In this case, the mechanical bending rigidity should also be incorporated
into the mean-field elastic description. Moreover, since the proteins on both layers
of the capsid typically bear different charges, a more detailed picture would require
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shells with heterogeneous charge distribution on internal and external surfaces. An-
other important issue to address is the stability of capsids bearing a charged cargo –
representing either synthetic nanomaterials or a packaged DNA or RNA. In the latter
case, an additional contribution from the bending energy of the compressed chains
has to be somehow incorporated into the present model system [34, 112]. Again,
such an extension can be readily incorporated within the developed formalism and
will be a subject of future work.
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VIII. SUPPLEMENTARY INFORMATION
A. FMT in spherical geometry
We now provide explicit formulas for the FMT weighted densities in the underlying
spherical geometry. The scalar weighted densities used in the hard-sphere functional
can be written as
nα(r) =
∑
i
∫
ρi(r
′)ω(i)α (r − r′)dr′. (32)
Here, the subscript α denotes the set of weighted function, whereas the upper index
(i) refers to the ionic spices. The weight functions can be either scalar or vector
entities. The scalar ones are given by
ω
(i)
3 (r) = Θ(ai − r) (33a)
ω
(i)
2 (r) = δ(r − ai) (33b)
ω
(i)
1 (r) =
ω
(i)
2 (r)
4piai
(33c)
ω
(i)
0 (r) =
ω
(i)
2 (r)
4pia2i
. (33d)
The subscript α is such that (α−3) refers to the spatial dimensionality of the under-
lying weighted density. The vector weighted densities are represented as convolutions
similar to the ones in Eq. (32), with the weight functions replaced by the following
vectors:
ω
(i)
2 (r) = −∇ω(i)3 (r) = δ(r − ai)eˆr (34a)
ω
(i)
1 (r) =
ω
(i)
2 (r)
4piai
, (34b)
where eˆr = r/r is the unit vector pointing at the radial direction. In the present
situation of radially symmetric potentials, the density profiles depend only on the
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radial coordinate r′. Likewise, the scalar weight functions depend only on the relative
distance R = |r − r′| = √r2 + r′2 − 2r · r′ between source and observation points.
The integrals in (32) can therefore be explicitly written as
nα(r) =
∑
i
∫ ∞
0
ρi(r
′)r′2dr′
∫ 2pi
0
dϕ′
∫ pi
0
ω(i)α (R) sin θ
′dθ′. (35)
If we now conveniently set the z-axis along the direction of the observation
point r in performing the above integral, the relative distance R becomes R =
√
r2 + r′2 − 2rr′ cos θ′. Integration over the azimuthal angle ϕ′ can be readily per-
formed, while the integration over polar angle θ′ can be converted into an integral
over the relative distance R. To this end, we note that RdR =
sin θ′
rr′
dθ′. Converting
the integration limits accordingly, we arrive at the following result for the scalar
weighted densities:
nα(r) =
2pi
r
∑
i
∫ ∞
0
r′ρi(r′)dr′
∫ r+r′
|r−r′|
ω
(α)
i (R)RdR. (36)
A similar reasoning can be applied to rewrite the vector weight densities
nα(r) =
∑
i
∫
ω(i)α (r − r′)ρi(r′)dr′ (37)
into a much simplified form. We first notice that the vector weight functions in Eqs.
(34a) and (34b) can be written as ω
(i)
α (r − r′) = |ω(i)α (R)|eˆR, where eˆR = (r−r′)R is
the unit vector connecting integration and observation points. The integrals above
can thus be explicitly written as
nα(r) =
∑
i
∫ ∞
0
ρi(r
′)r′2dr′
∫ pi
0
sin θ′dθ′
∫ 2pi
0
|ω(i)α (R)|
R
(r − r′)dϕ′. (38)
Once again, it is convenient set the (fixed) radial vector eˆr as pointing along the
z-axis, eˆz, while performing the above integral. With this choice, the integration
source point r′ can be composed in terms of its cartesian components as
r′ = r′(sin θ′ cosϕ′ eˆx + sin θ′ sinϕ′ eˆy + cos θ′ eˆz), (39)
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while r = reˆr = reˆz. It is easy to check that contributions in the x and y directions
will vanish when the above expression is inserted into Eq. (38), since the azimuthal
integrals are zero. Only the contribution along the z-axis (which coincides with the
eˆr direction) survives, and a simple integration over the azimuthal angle provides
nα(r) = 2pieˆr
∑
i
∫ ∞
0
ρi(r
′)r′2dr′
∫ pi
0
|ω(i)α (R)|
R
(r − r′ cos θ′) sin θ′dθ′. (40)
The second integral over polar angle can be again transformed into an integral over
the relative distance R, under the simple replacement cos θ′ =
r2 + r′2 −R2
2rr′
. The
above integral assumes then the form
nα(r) =
pi
r2
eˆr
∑
i
∫ ∞
0
r′ρi(r′)dr′
∫ r+r′
|r−r′|
|ω(i)α (R)|
[
R2 + r2 − r′2] dR. (41)
It is quite clear from Eqs. (36) and (41) that both scalar and vector weighted
densities will be radially symmetric, just like the original densities. Besides, the
vector densities always point in the radial direction of the observation point, eˆr.
Inserting the weight functions from Eqs. (33b) and (34a) into Eqs. (36) and (41),
respectively, leads to the following explicit relations:
n2(r) =
2pi
r
∑
i
∫ ∞
0
r′ρi(r′)dr′
∫ r+r′
|r−r′|
δ(R− ai)RdR (42a)
n2(r) =
pi
r2
eˆr
∑
i
∫ ∞
0
r′ρi(r′)dr′
∫ r+r′
|r−r′|
δ(R− ai)
(
R2 + r2 − r′2) dR. (42b)
The integrals over the relative distance R will clearly vanish whenever the point
R = ai lies outside the range of integration. If r > ai, this condition is fulfilled
for r′ in the range r − ai ≤ r′ ≤ r + ai (for the upper integration limit is always
bigger than ai in this case). On the other hand, if r < ai, this condition implies
ai − r ≤ r′ ≤ r + ai. Thus, only values of r′ within these ranges will have a non-
vanishing contribution in the first integrals above. Moreover, the delta functions will
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simply filter the points R = ai in these intervals, resulting in the following simplified
expressions:
n2(r) =
2pi
r
∑
i
ai
∫ (r+ai)
|r−ai|
r′ρi(r′)dr′ (43a)
n2(r) =
pi
r2
eˆr
∑
i
∫ (r+ai)
|r−ai|
r′ρi(r′)[r2 + a2i − r′2]dr′. (43b)
There is an apparent singularity in the above weighted functions as one approaches
the center of the shell (i. e., at r → 0). However, it is easy to check that the
integrals in (43a) and (43b) scale as ∼ r and ∼ r3, respectively, at this point, so
that the weighted densities remain finite at the origin. From the above expressions,
explicit relations for the weighted densities n0(r), n1(r), as well as for the vector
density n1 follow direct by using Eqs. (33d), (33c) and (34b), respectively. The
results are:
n0(r) =
1
2r
∑
i
1
ai
∫ (r+ai)
|r−ai|
r′ρi(r′)dr′ (44a)
n1(r) =
1
2r
∑
i
∫ (r+ai)
|r−ai|
r′ρi(r′)dr′ (44b)
n1(r) =
1
4r2
eˆr
∑
i
1
ai
∫ (r+ai)
|r−ai|
r′ρi(r′)[r2 + a2i − r′2]dr′. (44c)
Now, the remaining weighted density n3(r) can be obtained by inserting the weight
function (33a) into (36). Explicitly, one gets:
n3(r) =
2pi
r
∑
i
∫ ∞
0
r′ρi(r′)dr′
∫ r+r′
|r−r′|
Θ(R− ai)RdR. (45)
Notice that the last integral vanishes in the region |r − r′| > ai. When r > ai,
this implies that the only non-vanishing contributions come from r′ in the region
r − ai < r′ < r + ai (note that the upper integration limit is always greater than ai
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in this case), whereas if r ≤ ai the non-vanishing contributions come from ai − r ≤
r′ < r + ai. Moreover, if r + r′ > ai, this upper integration limit is to be replaced
by ai. Clearly, this will always happen in region r > ai. Combining these results, we
can split the above integral into such distinct regions as follows:
n3(r) =

2pi
r
∑
i
[∫ ai−r
0
r′ρi(r′)dr′
∫ r+r′
|r−r′|
RdR +
∫ r+ai
ai−r
r′ρi(r′)
∫ ai
|r−r′|
RdR
]
, r ≤ ai,
2pi
r
∑
i
∫ r+ai
r−ai
r′ρi(r′)dr′
∫ ai
|r−r′|
RdR, r ≥ ai.
(46)
Now, the integrals over R can be readily performed, and the above expressions finally
simplify to:
n3(r) =

pi
r
∑
i
[
4r
∫ ai−r
0
r′2ρi(r′)dr′ +
∫ r+ai
ai−r
r′ρi(r′)[a2i − (r − r′)2]dr′
]
, r ≤ ai,
pi
r
∑
i
∫ r+ai
r−ai
r′ρi(r′)[a2i − (r − r′)2]dr′, r ≥ ai.
(47)
Again, it is important to note that this weight function remains finite at the origin,
since the second integral in the first line above has leading term proportional to ∼ r
in this limit. Notice also that by virtue of the identity in (34a), Eq. (43b) can be
obtained from the above equation by making n3(r) = −∇n3(r).
The expressions provided above show that numerical integration to obtain the
weighted densities can be effectively performed considering only one-dimensional in-
tegrals over a small region of at most one diameter size around each observation point
r. After numerical calculation of the weighted densities, the hard-sphere interaction
contribution to the excess chemical potential can be readily computed using:
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βµi(r) =
δβFhc
δρi(r)
=
∑
α
∫
µα(r
′)
δnα(r
′)
δρi(r)
dr′, (48)
where we have defined µα(r) ≡ ∂Φ
∂nα

nα(r)
as the derivative of the (local) free-energy
density in the FMT functional with respect to the weighted ionic densities. Using
Eq. (32), the expression above can be simplified to
βµi(r) =
∑
α
∫
βµα(r
′)ω(i)α (r
′ − r)dr′. (49)
In the case of vector weight functions, the above integrals are generalized to a
scalar product between the gradient of Φ(nα) with respect to the components of
the vector density nα and the corresponding weight density ωα. Since the vectors
µα(r
′) point in the radial direction eˆr′ , whereas the weight densities point along the
direction of −eˆR = (r′ − r)/R, these integrals can be written as∫
µα(r
′) · ω(i)α (r′ − r)dr′ =
∫ |µα(r′)|
R
|ω(i)α (R)| (r′ − r cos θ′) dr′, (50)
where again θ′ = cos−1(eˆr · eˆr′) is the angle between the vectors r and r′. As before,
we can set the z-axis so as to coincide with the observation point direction r. The
azimuthal integration can thus be trivially performed, while the integration of polar
angle can be simplified under the substitution cos θ′ = (r2 + r′2 − R2)/(2rr′). The
above expressions are then simplified to∫
µα(r
′) · ω(i)α (r′ − r)dr′ =
pi
r2
∫ ∞
0
|µα(r′)|r′dr′
∫ r+r′
|r−r′|
|ω(i)α (R)|
(
r2 +R2 − r′2) dR.
(51)
Note that, because the weighted densities nα(r) all possess radial symmetry, the
functions µα will be also spherical symmetric, as well as the resulting chemical poten-
tials in Eq. (49). As a consequence, all the integrals in each term of this expression
can be simplified to a one-dimensional radial integral, I
(i)
α (r), whose form is identical
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to the corresponding nα(r) integrals given above, provided the simple replacement
ρi(r)↔ µα(r) is made.
As a final remark we notice that, since the numerical integrals are in practice
performed over a finite volume, the upper integration limits over the radial coordinate
r′ are to be replaced by Rmin = min(Rc, r+ai), where Rc is the radius of the confining
cell in which integration is performed.
IX. FORCE BALANCE ACROSS THE SHELL
We now provide a detailed derivation of the force-balance condition across the
spherical charged shell of radius R. Since the system possess spherical symmetry,
the net force on an arbitrary point on the shell surface will point in the radial
direction. This force can be either positive or negative, resulting in an outward or
inward osmotic stress, respectively. The net force on the shell is the force exerted by
the surrounding ionic cloud on its surface. On the other hand, the force due to the
electrolyte on the shell is the negative of the force that the shell exerts on the ionic
system. Due to the spherical symmetry, the force dF acting on each element of area
dA on the shell surface is the same. The corresponding pressure is therefore P =
dF
dA
.
On the other hand, the net force on the wall can be split into electrostatic and
hard-sphere contributions. Making use of the spherical symmetry, the electrostatic
contribution to the osmotic stress over the surface is
Πels =
1
A
q
∫
%s(r)(Eion(r) · eˆr)dr, (52)
where %s(r) = Zqδ(r − R)/4piR2 is the charge density lying on the shell surface,
Eion is the electric field produced by the mobile ions only, eˆr is the unit vector
pointing at the radial direction and A = 4piR2 is the surface area. Notice that,
while the net force on the shell is obviously zero, the radial force on an arbitrary
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point on the surface does not vanish. Since the ionic profiles have radial symmetry,
application of the Gauss Law allows one to write the ionic electric field as Eion(r) =
Zion(r)q/εr
2eˆr, where Zion(r) is the total ionic charge enclosed within a sphere of
radius r. Substituting these results in the above expression provides the following
expression for the electrostatic pressure on a given point on the surface:
Πels =
qZEion(R)
A
=
ZZinλB
4piR4
, (53)
where we have defined Zin ≡ Zion(R) as the net ionic charge lying inside the spherical
shell. Since the net ionic charge inside the shell volume has sign opposite to the shell
surface charge surface, this contribution to the osmotic stress is usually negative,
leading to the shrinkage of the shell surface.
Let us now consider the hard-core ion-wall interaction to the osmotic pressure.
According to Newton’s third Law, the net radial pressure due to ionic collisions at
close contact with the shell membrane can be expressed as
Πhss =
1
A
∑
i
∫
ρi(r)
(∇φhsi (r) · eˆr) dr, (54)
where φhsi (r) is the ion-shell hard-core potential. Using the radial symmetry of
both ionic profiles and ion-shell hard-core interactions, the expression above can be
conveniently rewritten as
βΠhss = −
4pi
A
∑
i
∫ ∞
0
r2
d
dr
(
e−βφ
hs
i (r)
)
ρi(r)e
βφhsi (r)dr. (55)
Note that, in contrast to φhsi (r), the quantity e
−φhsi is limited everywhere. This
function vanishes at ion-shell overlap, being equal to unity anywhere else. Integration
by parts of the above expression yields
βPihs = −4pi
A
∑
i
[∫ ∞
0
d
dr
(
ρi(r)r
2
)
dr −
∫ ∞
0
e−βφ
hs
i (r)
d
dr
(
ρi(r)r
2eβφ
hs
i (r)
)
dr
]
.
(56)
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Now, noticing that the quantity φhsi (r) vanishes in the regions of non-overlapping,
it becomes clear that the integrals above cancel each other in such regions (since
eβφ
hs
i = e−βφ
hs
i = 1 there). Moreover, the second integral vanishes when ion and shell
overlap. The only contribution left is, therefore,
βPihs = −4pi
A
∑
i
∫ R+
R−
d
dr
(
ρi(r)r
2
)
dr =
4pi
A
∑
i
ρi(R−)R2− − ρi(R+)R2+, (57)
where R± denotes the closest inner/outer ion-shell contact distance. For very thin
shells R± ≈ R. The radial contribution from ion-shell hard-core interactions to the
osmotic pressure is then
βΠhs =
∑
i
ρi(R−)− ρi(R+). (58)
Note that the inner (outer) contact ionic densities dictate the outward (inward) con-
tributions to the osmotic pressure. The overall ionic contribution to the osmotic
stress can be obtained by combining of electrostatic and the hard-sphere contribu-
tions, Eqs. (53) and (58), respectively,
βΠosm =
∑
i
ρi(R−)− ρi(R+) + ZZinλB
4piR4
. (59)
The above expression comprises only ionic contributions to the osmotic stress, re-
sulting from corresponding the ion-shell interactions. The total osmotic stress should
also contain the contribution from the shell electrostatic and elastic self-energies. The
electrostatic self-energy is
βU selfs =
ε
8pi
∫
|Es(r)|2dr, (60)
where Es stands for the electric field produced by the charged shell. This field
vanishes inside the charged shell, while at distances larger than the shell radius it is
given by Es(r) = Zq/εr
2eˆr. Substitution of this expression into the above integral
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results in βU selfs = λBZ
2/2R. The corresponding contribution to the osmotic stress
can be computed from βΠ = − 1
4piR2
∂βU selfs
∂R
, resulting in
βΠselfs =
λBZ
2
8piR
. (61)
Note that this contribution is always positive. The total electrostatic and hard-sphere
contribution to the osmotic stress can finally be written as
βΠs =
∑
i
ρi(R−)− ρi(R+) + λBZ(Z + 2Zin)
8piR4
. (62)
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