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We investigate a new class of topological antiferromagnetic (AF) Chern insulators driven by
electronic interactions in two-dimensional systems without inversion symmetry. Despite the absence
of a net magnetization, AF Chern insulators (AFCI) possess a nonzero Chern number C and exhibit
the quantum anomalous Hall effect (QAHE). Their existence is guaranteed by the bifurcation of the
boundary line of Weyl points between a quantum spin Hall insulator and a topologically trivial phase
with the emergence of AF long-range order. As a concrete example, we study the phase structure
of the honeycomb lattice Kane-Mele model as a function of the inversion-breaking ionic potential
and the Hubbard interaction. We find an easy z-axis C = 1 AFCI phase and a spin-flop transition
to a topologically trivial xy-plane collinear antiferromagnet. We propose experimental realizations
of the AFCI and QAHE in correlated electron materials and cold atom systems.
PACS numbers:
Electronic band insulators can be characterized by
their spin-dependent band topology and symmetry pro-
tected gapless edge states [1, 2]. Without time-reversal
symmetry, the band topology is characterized by an inte-
ger Chern number C in two-dimensions (2D) [1–3]. Such
Chern insulators include the quantum Hall and quantum
anomalous Hall effect (QAHE) insulators, supporting C
number of chiral edge modes and quantized Hall conduc-
tance σxy = Ce
2/h. In the presence of time reversal sym-
metry and spin-orbit interaction (SOI), the band topol-
ogy changes to the one specified by a Z2 number that
produces 2D quantum spin Hall (QSH) and 3D topolog-
ical insulators [4–6]. In QSH insulators, C = 0 but the
spin Chern numbers Cs = ±1. There are two counter-
propagating edge states with opposite spin-polarizations
related by time-reversal symmetry. Certain crystalline
symmetry can also protect the band topology and edge
states, leading to topological crystalline insulators [7].
These topological states are stable against weak electron-
electron interactions and have all been observed experi-
mentally recently.
In this paper, we study the topological properties of
interaction-driven quantum states, focusing on antifer-
romagnetic (AF) insulators that are common in systems
with strong local correlation. To the extent that the low
energy physics of such AF insulators are adiabatically
connected to band insulators in the magnetic unit cell
and protected by the magnetic gap, we argue that they
can indeed be topological insulators. In addition to the
previously proposed Z2 or AF topological crystalline in-
sulators [8, 9], we show that there exists a class of AF
Chern insulators (AFCI) exhibiting the QAHE despite
having a filling fraction enforced zero total magnetiza-
tion. We first provide a general discussion of the physical
origin of AFCI due to spontaneous time-reversal symme-
try breaking. Then we study a concrete example of the
Kane-Mele model for the QSH insulator [4, 5] and in-
clude the electronic Hubbard interaction U . We show
this Kane-Mele Hubbard model exhibits a C = 1 AFCI
phase for sufficiently large U . The resulting phases and
phase transitions are studied. Possible experimental re-
alizations of the AFCI will be discussed.
An ideal AF insulator has zero total magnetization,
i.e. ~S =
∑
i∈M ~Si = 0, where M is the magnetic unit
cell. It can be obtained by filling up an integer num-
ber of bands occupied by electrons of both spins in the
magnetic Brouillon zone. For this to happen, the SOI
must leave at least one spin-rotation invariant axis. De-
noting the latter as the spin z-axis, Sz is a conserved
quantum number. It implies that the expectation values
Sx = Sy = 0 and Sz =
1
2 (N↑ − N↓) where N↑,↓ stand
for the number of filled bands in each spin component.
Hence, Sz =
1
2m where m is an integer. Thus magnetic
insulators are topologically protected by the band gap
and filling fractions. Specifically, an AF insulator with
m = 0 occurs when half of the bands at half-filling, or
one-quarter of the bands at quarter-filling, etc, are filled.
When spin-rotation symmetry is completely broken, e.g.
by the presence of both SOI and Rashba coupling, per-
fect AF insulators with zero total spin are not protected;
interactions in general produce ferromagnetic moments
and the resulting insulators are thus ferrimagnets.
To understand the topological properties of AF insula-
tors, it is useful to take a closer look at the interplay be-
tween time-reversal T and spatial symmetries (R) of the
crystal. Consider a two-sublattice antiferromagnet ob-
tained by spontaneously breaking T , spin-rotation, and
translation by half a magnetic lattice vector (t 1
2
). The
loss of the nonunitary T , which is crucial for defining
topological insulators, can produce two types of topo-
2logical AF insulators. In the first kind, the combined
time-reversal and certain spatial operations T˜ ≡ T ⊗ R
remains a nonunitary symmetry with T˜ 2 = −1, capable
of reinstating the magnetic counterpart of topological in-
sulators. Indeed, the case of T˜ = T ⊗t 1
2
has been used to
define Z2 topological AF insulators, and T˜ = T ⊗(C4, C6)
to AF topological crystalline insulators under the mag-
netic crystalline group [8, 9]. Such topological AF states
can also exist in 2D; but they are of course Chern trivial.
The second kind, to be studied in detail below, corre-
sponds to 2D AFCI that arise when T is truly broken,
i.e. when the time-reversed electronic states cannot be
brought back to their original ones by any space-group
operations. The latter usually requires noncollinear spin
moments or the breaking of lattice inversion symmetry.
Despite being perfect antiferromagnets as defined above,
they have a band topology with a nontrivial Chern num-
ber C 6= 0 and exhibit the QAHE.
To illustrate the physical origin of AFCI, consider 2D
non-centrosymmetric systems that break the inversion
symmetry I. The operations of I and T on a quantum
state |k, σ〉, where k and σ label the momentum and spin,
are elementary: I|k, σ〉 → |k¯, σ〉, T |k, σ〉 → |k¯, σ¯〉, and
T ⊗ I|k, σ〉 → |k, σ¯〉. The Kramers doublet at a given k
requires T ⊗I to be a symmetry. Breaking either I or T
lifts the degeneracy and can produce the Weyl points in
the dispersion as in 3D Weyl semimetals [10–13]. Weyl
points can also arise in 2D T -invariant noncentrosymmet-
ric systems. The simplest one corresponds to two spin-
valley locked Weyl points at K(↓) and K ′(↑) described
by the low energy Hamiltonian
HW = kxσzτx + kyτy, (1)
with the momenta expanded around the valleys at K ′ =
−K. Here ~σ and ~τ are the Pauli matrices with σz de-
noting the valley/spin and τz the pseudospin states of
the (sub)bands. Since the time-reversed spin states are
locked to the valleys, HW is T -invariant, but odd under
I. Unlike in 3D, such a 2DWeyl semimetal is critical and
lives on the boundary between a topological and a triv-
ial phase. For instance, if the same mass is introduced
at each valley by adding a T -invariant mIτz to HW , a
Z2 topological insulator with spin Chern number Cs = 1
emerges for mI < 0, while a trivial band insulator (BI)
obtains when mI > 0. This is the QSH realization in the
Kane-Mele model of the more general two-dimensional
topological insulator (2DTI). On the other hand, a mass
msσzτz couples to each valley with opposite signs and
breaks T . Since the two valleys have opposite spin polar-
izations, one of them becomes topologically trivial while
the other carries a nontrivial Chern number. Thus, a
Chern insulator with C = 1 is obtained. Remarkably,
such a truly T -breaking spin-mass can be generated spon-
taneously by a correlation-driven AF order, resulting in
the AFCI.
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FIG. 1: Schematic phase diagram near the line of Weyl points
(red line). Transitions between AFCI and 2DTI/QSH (blue
line) or AFCI and BI (green line) can be direct (as shown) or
through intervening C = 0 AF insulating phases (not shown).
A schematic phase diagram near the Weyl line is shown
in Fig. 1. There are at least three possible phases:
2DTI/QSH, trivial BI, and AFCI with C = 1. A contin-
uous transition between 2DTI/QSH and BI is achieved
by tuning the T -symmetricmI . Because of the vanishing
density of states, the Weyl points are stable against weak
interactions. Thus, the line of Weyl points extends and
terminates at a critical interaction strength beyond which
they become gapped byms 6= 0 due to the AF order along
the spin direction of the Weyl fermions. The bifurcation
of the Weyl line enables a new phase region, i.e. the
AFCI. The transitions between AFCI and 2DTI/QSH or
between AFCI and BI can be continuous, in which case
one expects intervening C = 0 AF insulating phases (not
shown). These transitions can also be discontinuous, go-
ing directly between 2DTI and BI or AFCI as depicted
by the two first order lines in Fig. 1 that meet at the
tricritical point.
Next, we study the proposed AFCI in a concrete
model, namely the Kane-Mele Hubbard model,
H = HKM + U
∑
i
nˆi,↑nˆi,↓, (2)
where U is the onsite repulsion and HKM the well-known
Kane-Mele Hamiltonian,
HKM = −t
∑
〈i,j〉
c†i cj + iλ
∑
〈〈ij〉〉
νijc
†
iσ
zcj
+ ∆
∑
i
ξic
†
i ci. (3)
Here the electron operator is written in the spinor nota-
tion ci = (ci,↑, ci,↓)T . The term proportional to λ is the
SOI with νij = (2/
√
3)(dˆ1 × dˆ2)z = ±1, where dˆ1 and
dˆ2 are unit vectors along the two bonds that the elec-
tron traverses from site j to its second nearest neighbor
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FIG. 2: (a) Honeycomb lattice with second nearest neighbor
SOI. νij = +1 for red lines and −1 for blue lines.(b) Spin up
and spin down bands at λ = 0.2 and ∆ = 0.2.
site i on the honeycomb lattice as shown in Fig. 2(a). In
Eq. (3), σz is the Pauli matrix for the electron spin and
∆ (ξi = ±1) is a staggered sublattice potential. We set
t = 1 as the energy unit. Consider first the electronic
structure of HKM . The ionic potential ∆ breaks the in-
version symmetry I that exchanges the two sublattices
A and B. The degeneracy of |k, σ〉 and |k, σ¯〉 is lifted, re-
sulting in the split bands in Fig. 2(b) except at the zone
center Γ point. The low energy states are determined by
expanding momenta around K = ( 4π
3
√
3
, 0) and K ′ valley
points. In the basis (ckAσ , ckBσ) with σ = ± for spins ↑
and ↓, we obtain
HKM(K,σ) =
[
∆+ 3
√
3σλ kx − iky
kx + iky −(∆ + 3
√
3σλ)
]
, (4)
and H(K ′, σ) is given by the time-reversal of H(K, σ¯).
When ∆ and λ have the same sign, the low energy physics
is determined by H(K, ↓) near K, and H(K ′, ↑) near K ′.
Two gapless Weyl points at K(↓) and K ′(↑) related by
T emerge along the phase boundary ∆ = 3√3λ between
the QSH and the trivial BI.
At the mean-field level, the Hubbard interaction in H
is decoupled by Hartree and spin exchange self-energies
HMF = HKM +
U
2
∑
i
(ninˆi − 4SiSˆi − n
2
i − 4S2i
2
) (5)
where nˆi =
∑
σ c
†
iσciσ and Sˆi =
1
2
∑
α,β c
†
iα~σαβciβ are
density and spin density operators with ni and Si their
expectation values. The second term in Eq. (5) renor-
malizes the ionic potential to ∆eff(U) = ∆ +
1
4UQ,
where Q = nA − nB measures the charge density wave
(CDW) order. Increasing U reduces charge fluctuations
and weakens the I-breaking CDW order. The exchange
interaction, the third term in Eq. (5), produces the AF
order ms =
1
2 (SA − SB) for sufficiently large U .
The obtained phase diagram is shown in Fig. 3 on the
(U,∆)-plane. There are four distinct phases: the QSH in-
sulator with spin Chern number Cs =
1
2 (C↑−C↓) = 1 and
the BI already present in the noninteracting KM model;
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FIG. 3: Phase diagram of the Kane-Mele Hubbard model at
λ = 0.2 showing the AFCI phase. The line of Weyl points
(green solid line) marks the continuous transition between
QSH and BI. All other meanfield phase boundaries are weakly
first order (black solid lines). Magnetic phase boundaries co-
incide with those obtained by RPA (red dashed lines). A
discontinuous spin-flop transition separates z-axis AFCI from
xy-plane AFI. Inset (a): Bare spin susceptibilities as a func-
tion of sublattice potential ∆ in the KM model. Inset (b):
Magnetization ms versus ∆ at U = 7.5 with AFI-AFCI tran-
sition at ∆ = 2.77 and AFCI-BI transition at ∆ = 3.96.
the C = 0 xy-plane AF insulator (AFI) and the new
C = 1 z-axis AFCI. Except for the continuous transition
between QSH and BI, all other transitions are weakly first
order. The magnetic phase boundaries match well with
those obtained using the conserving approximation and
random phase approximation (RPA) [14–16] discussed in
the supplemental material (SM).
In Fig. 3, the continuous boundary line of Weyl points
between QSH and BI is determined by the gapless con-
dition ∆eff(U) = 3
√
3λ. It terminates at the tricrit-
ical point (∆c, Uc) ≃ (2.14, 4.25) beyond which the
correlation-induced C = 1 topological AFCI emerges
with spin moments along the z-axis. The phase struc-
ture in this region is consistent with the one proposed
in Fig. 1. The AFCI phase is bounded by weakly first
order, direct transitions to QSH and CDW ordered BI.
These magnetic phase boundaries are approximately de-
termined by ∆ − 14U |Q| ± 12U |ms| = 3
√
3λ. The C = 1
AFCI has several remarkable properties. (i) Being an
interaction-driven topological insulator, it supports a sin-
gle gapless chiral edge mode and C = 1 QAHE as the
result of spontaneous T -symmetry breaking by AF long-
range order. Due to the spin-valley locking and the topo-
logical mass for only one valley Weyl point, the gapless
edge mode is spin-polarized despite bulk AF order. (ii)
The AFCI occupies the part of the phase diagram with
comparable ∆ and U/2. In this regime, the charge fluc-
tuations involving doubly-occupied sites (of energy cost
∼ U − 2∆) remain significant as U drives the itinerant
4topological AF order; allowing the gapless edge state to
carry both charge and spin of the quantized Hall current.
Thus, the AFCI is fundamentally different from the AF
Mott insulator in the large-U and small-∆ regime, which
is topologically trivial and described by spin-only low-
energy theories such as the Heisenberg model.
The AFCI in Fig. 3 has spin moments aligned along the
remaining spin-rotation invariant z-axis under the SOI.
However, it is known that the AF Mott insulator at large-
U and ∆ = 0 can be described by a Heisenberg model
with an easy plane anisotropy [17, 18]. Fig. 3 shows that
the phase at small ∆ and large U is indeed the C = 0
xy-plane AFI, which is separated from the z-axis AFCI
by a first order spin-flop transition obtained by compar-
ing the energies of xy-plane and z-axis AF insulators.
Note that because of the involvement of charge fluctu-
ations, this is different from the usual spin-flop transi-
tions in spin systems described by anisotropic Heisen-
berg models. To understand its origin, we calculate the
z-axis and the xy-plane spin susceptibilities (χz and χx)
in the noninteracting KM model shown in the inset (a) of
Fig. 3. The spin anisotropy clearly switches from easy-
plane to easy-axis with increasing ionic potential ∆. Con-
sequently, the spin-flop transition can be described by
the conserving approximation and RPA calculations (see
SM) of the magnetic phase boundary between QSH and
xy-plane AFI at small ∆, QSH and z-axis AFCI at inter-
mediate ∆, and BI and z-axis AFCI at large ∆, as shown
in Fig. 3. Inset (b) in Fig. 3 shows the staggered magne-
tization as a function of ∆ at U = 7.5. The topological
spin-flop transition demarcates the two distinct types of
correlation-driven AF insulators.
The Hartree-Fock mean field theory tends to overesti-
mate magnetic order. Thus, the phase diagram in Fig. 3
should be considered qualitative rather than quantita-
tive. To verify that a strong-coupling treatment of U
does not alter the physical predictions, we use the spin-
rotation invariant slave boson mean field theory [19–23],
equivalent to Gutzwiller approximation, to study the KM
Hubbard model in Eq. (2). Detailed discussions are given
in the SM. In Fig. 4, the strong-coupling phase diagram
is shown. Compared to the weak-coupling HF and RPA
results shown in dashed lines, it is clear that, apart from
the shift of magnetic phase boundaries to larger U , the
phase structure remains unchanged. The results confirm
the existence of two kinds of AF insulators: the topolog-
ically trial AF Mott insulator and the topological AFCI
with unquenched charge fluctuations.
We comment on the effects of Rashba SOI that can
arise when the z → −z mirror symmetry is broken on
sample surfaces or by coupling 2D systems to substrates.
In the KM model, Rashba coupling λR moves the phase
boundary between QSH and BI to smaller ∆ [5]. We
find that switching on Hubbard U continues to produce
the line of Weyl points and the transition to the C = 1
AFCI. The phase diagram exhibits only small quantita-
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FIG. 4: Strong coupling phase diagram at λ = 0.2. Green
line: line of Weyl points. Blue line: phase boundary between
QSH/BI and C = 1 z-axis AFCI. Red line: phase bound-
ary between QSH/AFCI and xy-plane AFI. Dashed lines are
phase boundaries from Fig. 3. Inset: Magnetization ms as
function of ∆ at U = 15.
tive changes as shown in the SM. However, since Sz is no
longer a conserved quantity, a small net ferromagnetic
moment arises in the resulting ferrimagnetic states.
We have shown the existence of correlation-driven
AFCI in non-centrosymmetric systems, where the QAHE
emerges due to spontaneous T -breaking without net
magnetization. This is in contrast to models of Chern
insulators with ferromagnetism [24] or with explicit T -
breaking by external magnetic field [25] and skyrmion
textures [26], or with complex hoppings [27]. The truly
T -breaking, noncoplanar AF chiral spin density wave
states [28–30] can also produce AFCI with C 6= 0. The
study of KM Hubbard model also shows that the topo-
logical AFCI can be obtained near the phase boundary
between band and Mott insulators, when the inversion
symmetry breaking potential is comparable to Hubbard
U . Thus under proper ionic potential or crystal fields,
the AFCI can be realized in systems with strong corre-
lation and opens new directions for the search of QAHE
in strongly correlated materials. Indeed, the underlying
physics of the AFCI discussed here is general and model
independent. In the SM, we show the emergence of AFCI
and QAHE in a two-orbital Hubbard model [31–33] re-
alizable in cold atoms on optical lattices [34, 35] where
both the sublattice potential and SOI can be tuned op-
tically [36–38]. Possible hosting 2D materials for the
AFCI include the honeycomb lattice, noncentrosymmet-
ric NiRuCl6 with strong SOI [39] and the deposition of
heavy atoms with strong SOI on insulating magnetic sub-
strates such as MnTe [40] proposed recently by DFT cal-
culations. Many transition metal dichalcogenides, such
as A(S,Se,Te)2 where A=Mo,W etc [41, 42], exist in sta-
ble monolayer ionic honeycomb structures without inver-
5sion symmetry [43]. Some of them, such as CrS2, have
been predicted to be AF [43] and 2DTI has been observed
in others such as WTe2 [44]. They are good candidate
materials for such studies. There are also other candidate
materials such as Na2IrO3, RuCl3, LaNiO3 [45–48] that
crystalize into hexagonal structures with the transition
metal ions forming layered honeycomb structures along
certain crystallographic directions.
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6Supplementary Material
Conserving approximation and random phase
approximation
To determine the phase boundaries in weak coupling
theories, we apply the conserving approximation, which
was developed by Baym and Kadanoff for the electron gas
[1, 2] and further extended to the fluctuation exchange
approximation (FLEX) [3]. We will discuss the procedure
briefly, since it is well described by Bickers and Scalapino
[3]. The action can be written in the form of noninter-
acting and interaction parts as
S = S0 + Sv (S1)
S0 = β
∑
ijσ
c†iσ(
∂
∂τ
+H0)ijcjσ (S2)
Sv =
β
2
∑
ijσσ′
vσσ
′
ij c
†
iσc
†
jσ′cjσ′ciσ. (S3)
For the Hubbard model, the interaction vσσ
′
ij = Uδijδσ′σ¯.
In a general self-consistent approximation, the two-
particle interaction v is replaced by a one-particle term
describing the propagation in an external field. This field
is the irreducible one-particle self-energy Σσ(ij), evalu-
ated in some approximation such as the Hartree-Fock.
Normally, the action can be divided into two parts de-
scribing the terms retained in the approximation and a
residual. In the momentum-space representation,
Sv = Ssc +∆S (S4)
Ssc = β
∑
kσ
Σσ(k)c
†
kσckσ (S5)
∆S = Sv − Ssc (S6)
where β = 1/kBT and the self-energy is a functional
of the form Σ = Σ(G; v) determined self-consistently
through its dependence on the dressed Green’s function
G. After self-consistently solving for Ssc, one could re-
fine the approximation by treating ∆S perturbatively like
random phase approximation (RPA). Such an expansion
would employ self-consistently dressed G, rather than the
bare G0 used in RPA.
In the Kane-Mele Hubbard model, since ∆ has already
induced the charge density wave (CDW), we study the
charge part self-consistently by Hartree approximation
and then the spin sector using RPA by the ∆S expansion.
The effect of the Hartree self-energy is to renormalize the
ionic potential ∆ to
∆eff(U) = ∆+
1
4
UQ, (S7)
where Q = nA − nB. Since there is only one interaction
vertex U in the spin sector, the spin susceptibility Πs for
the three spin directions s = x, y, z can be obtained using
the RPA formula,
Πs =
χs
1− Uχs (S8)
χs is spin susceptibility obtained using the Hartree-
renormalized Green functions G(∆eff(U)). When U =
Usc = 1/χs, Πs diverges, which corresponds to an insta-
bility toward a magnetic order of the spin s-component.
Since system still has spin rotation symmetry in the xy
plane, we only need to compare χx and χz to determine
the spin flop transition. We obtain
χz =
1
8
∑
k
[
1
ǫ+
+
−(∆eff + λβk)2 + |ηk|2
ǫ3+
+
1
ǫ−
+
−(∆eff − λβk)2 + |ηk|2
ǫ3−
]
, (S9)
χx =
1
4
∑
k
[
1
ǫ+ + ǫ−
+
−∆2eff + (λβk)2 + |ηk|2
ǫ2+ǫ− + ǫ+ǫ
2
−
]
ǫ± =
√
(∆eff ± λβk)2 + |ηk|2,
where βk = 2[sinkx − sin ky + sin (ky − kx)] and ηk =
1 + e−ikx + e−iky with kx,y measured in units of recip-
rocal lattice vector ~b1,2 on the honeycomb lattice. The
calculated spin susceptibilities χx and χz are plotted in
the inset (a) of Fig. 3 in the main text as a function of ∆
at U = 0. For U 6= 0, χx and χz depend on U through
∆eff with the same functional dependence.
From the inset (a) of Fig. 3, we find that χx > χz for
∆eff < 0.71, i.e. an easy plane anisotropy. In this re-
gion, the nonmagnetic QSH insulator becomes unstable
against a magnetic transition to the xy-plane AFI with
increasing U as found in the phase diagram in Fig. 3. In
the region where ∆eff > 0.71, χx < χz, which implies an
easy z-axis anisotropy. The nonmagnetic QSH insulator
and the BI show magnetic transitions to the z-axis AFCI
as shown in Fig. 3. Note that the kink in χz in this re-
gion is due to the topological phase transition between
the QSH insulator and BI at ∆eff = 3
√
3λ. The phase
boundaries are determined by the leading instabilities as-
sociated with the divergence of the RPA susceptibilities
in Eq. (S8), which are plotted in Fig. 3 in the main text
using red dashed lines. They match precisely the cor-
responding magnetic phase boundaries obtained directly
from the self-consistent Hartree-Fock mean-field theory.
Slave Boson Mean Field Theory
To treat the local Coulomb repulsion in a nonperturba-
tive strong-coupling approach for SU(2) spins, we gener-
alized the spin rotation invariant slave boson mean field
theory [4–7], which is equivalent to Gutzwiller approx-
imation, to include the presence of the SOI and ob-
tained the phase diagram of the Kane-Mele Hubbard
7model. The starting point is to represent the local Hilbert
space by a spin-1/2 fermion fσ and six bosons e, d,
and pµ (µ = 0, 1, 2, 3) for the empty, doubly-occupied,
and singly occupied sites respectively: |0〉 = e†|vac〉,
|↑↓〉 = d†f †↓f †↑ |vac〉, and |σ〉 = 1√2f
†
σ′p
†
µτ
µ
σ′σ|vac〉 where
τ1,2,3 and τ0 are Pauli and identity matrices. The com-
pleteness of the Hilbert space and the equivalence be-
tween boson and fermion representations of the particle
and spin density impose three local constraints:
Oi = e
†
iei + p
†
i0pi0 + ~p
†
i · ~pi + d†idi − 1 = 0,
O0i = p
†
i0pi0 + ~p
†
i · ~pi + d†idi − f †iσfiσ = 0, (S10)
Oαi = p
†
i0piα + p
†
iαpi0 + i(~p
†
i × ~pi)α − f †iστασσ′fiσ′ = 0,
where α = 1, 2, 3 corresponds to the 3-directions of the
electron spin. The Kane-Mele Hubbard Hamiltonian can
thus be written as,
Hsb = −t
∑
〈ij〉
ψ†i g
†
i gjψj +
∑
〈〈ij〉〉
iλνijψ
†
i g
†
iσzgjψj
+ ∆
∑
i
ξiψ
†
iψi + U
∑
i
d†idi (S11)
− µ0
∑
iσ
f †iσfiσ +
∑
i
λiOi +
∑
iµ
λiµO
µ
i ,
where the fermion spinor ψ†i = (f
†
i↑, f
†
i↓); λi and λiµ
(µ = 0, 1, 2, 3) are Lagrange multipliers. The hopping
renormalization factors gi, gj are 2 × 2 matrices involv-
ing the boson operators [5–7].
gi = L
−1/2
i (e
†
ipi + p
†
idi)R
−1/2
i , (S12)
where p is a 2 × 2 matrix with p†σσ′ = 1√2
∑
µ p
†
µτ
µ
σσ′ ,
Li = (1− d†idi)τ0−pi†pi, Ri = (1− e†iei)τ0−pi†pi with
pi = TˆpiTˆ
−1 the time-reversal transformed pi. The
saddle-point solution corresponds to condensing all bo-
son fields (ei, di, piµ, λi, λiµ) and determining their values
self-consistently by minimizing the ground state energy.
The latter gives rise to the following self-consistency
equations at each site,
∂T
∂eℓ
+ 2λℓeℓ = 0,
∂T
∂dℓ
+ (2λℓ − 4λℓ0 + 2U)dℓ = 0, (S13)
∂T
∂pℓ0
+ 2λℓpℓ0 − 2
∑
µ
λℓµpℓµ = 0,
∂T
∂pℓα
+ 2λℓpℓα − 2λℓ0pℓα − 2λℓαpℓ0 = 0,
where T is the quantum averaged kinetic energy,
T = −t
∑
〈ij〉
〈ψ†i g†i gjψj〉+
∑
〈〈ij〉〉
iλνij〈ψ†i g†iσzgjψj〉.
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FIG. S1: Phase diagram of the Kane-Mele Hubbard model
including both the SOI λ = 0.2 and the Rashba coupling
λR = 0.1. Dashed lines are phase boundaries in the absence of
Rashba coupling. Inset: the phase diagram of non-interacting
Kane-Mele model showing the evolution of phase boundaries
with λR between the QSH and BI.
These equations, together with the quantum averaged
constraints in Eq. (S10), are solved numerically by dis-
cretizing the reduced zone with typically 600×600 points
to allow accurate determinations of the ground state
properties. To achieve better convergence, we solve
the self-consistent equations using Newton’s method dis-
cussed in detail in Ref. [8]. The obtained strong coupling
phase diagram is shown in Fig. 4 in the main text.
Effects of Rashba Coupling
When the z → −z mirror symmetry is broken by a
perpendicular electric field on the sample surface or by
coupling the 2D system to a substrate, the Rashba spin
orbit coupling term can arise. In the Kane-Mele model
on the honeycomb lattice, it is given by
HR = iλR
∑
〈ij〉
c†i (~σ × dˆij)zcj . (S14)
Adding the Rashba term completely breaks spin-rotation
symmetry, such that Sz is no longer a conserved quantity.
In the noninteracting limit U = 0, the phase diagram
in the plane spanned by ∆/λ and λR/λ was obtained
by Kane and Mele [9], which is shown in the inset of
Fig. S1. The phase boundary between the QSH and BI
moves to smaller ∆ with increasing λR. We calculated
the phase diagram of the Kane-Mele Hubbard model in
the presence of Rashba coupling within the Hartree-Fock
mean-field theory, which is shown in Fig. S1 at λ = 0.2
and λR/λ = 0.5. Comparing to the dashed phase bound-
ary lines at λR = 0, we conclude that the phase structure
remains the same with only small quantitative shifts of
8the phase boundaries. Since Sz is no longer conserved,
the AF ordered states contain small net ferromagnetic
moments and are therefore weakly ferrimagnetic.
AFCI in the two-orbital Hubbard model on the
honeycomb lattice
The physics associated with the emergence of the AFCI
discussed here is quite general and can be realized in
other models besides the Kane-Mele Hubbard model. As
an important example, we discuss the (px, py) two-orbital
Hubbard model on the honeycomb lattice, since it can be
realized and has been studied in connection to the ultra-
cold atoms on optical lattices [10–12]. The optical po-
tential around the minima at the lattice points is locally
harmonic and can be used to produce a large band gap
that well separates the bands associated iwth the s and
p orbitals. By imposing strong laser beams along the z
direction, the band of the pz orbital can be pushed to
very high energies. As a consequence, an ideal (px, py)
two-orbital system is realized on the artificial honeycomb
optical lattice. Furthermore, the two eg orbitals of the
transition metal d-electrons can be realized on the hon-
eycomb lattice in, for example, the bilayer LaNiO3 along
the (111) surfaces [13], which behave in a similar fashion
to the (px, py) two-orbital model.
The Hamiltonian of the two-orbital model can be writ-
ten as H = H0+HI where H0 is the noninteracting part
and HI describes the local Coulomb interactions. The
noninteracting H0 = Ht +HSOC +HV where Ht is the
tight-binding part describing the nearest neighbor hop-
ping of the electrons in the (px, py) orbitals on the hon-
eycomb lattice; HSOC accounts for the SOC λ,
HSOC = −λ
∑
i
(ip†i↑xpi↑y − ip†i↓xpi↓y + h.c); (S15)
and HV for the tunable ionic potential V on the optical
lattice,
HV = V
∑
i
(nˆi,A − nˆi,B), (S16)
where nˆi,A/B =
∑
σα p
†
iσα,A/Bpiσα,A/B is the electron
density operators for both spins σ =↑, ↓ and orbitals
α = x, y on the A/B sublattices. To describe the hopping
part, we introduce the four-component, orbital-sublattice
spinor representation in momentum space defined as [12],
pkσ = [pσx,A(k), pσy,A(k), pσx,B(k), pσy,B(k)]
T , (S17)
and write Ht =
∑
kσ p
†
kσHtσ(k)pkσ, where
Htσ(k) =
[
0 T
T+ 0
]
, (S18)
and
T =
[
tπ +
3tσ+tpi
4 (e
ikx + eiky )
√
3(tσ−tpi)
4 (e
ikx − eiky )√
3(tσ−tpi)
4 (e
ikx − eiky ) tσ + tσ+3tpi4 (eikx + eiky )
]
.
Here the momenta kx and ky are measured along the re-
ciprocal lattice vectors~b1/2 of the honeycomb lattice, and
tσ and tπ are the bonding strengths (hopping integrals)
of the σ and π orbitals. Clearly, the Sz component of the
electron spin is conserved in the noninteracting Hamilto-
nianH0. As in the study of the (px, py) two-orbital model
on the optical lattice [10–12], we ignore the hopping of
the π-bonding orbital and set tσ = 1 as the energy unit.
More detailed discussions of the model can be found in
Refs. [10–12].
For the interacting part HI , we consider the standard
two-orbital Hubbard interactions
HI = U
∑
i,α
nˆiα↑nˆiα↓ +
(
U ′ − 1
2
J
) ∑
i,α<β
nˆiαnˆiβ (S19)
− JH
∑
i,α6=β
Siα · Siβ + JH
∑
i,α6=β
p†i↑αp
†
i↓αpi↓βpi↑β ,
where the intraorbtial U and interorbital U ′ Coulomb re-
pulsions are related by the Hund’s coupling JH according
to U = U ′ + 2JH . In the presence of SOC, the Hartree
and exchange self energies introduced by HI depend on
the full spin-orbital dependent density operator,
nˆαβiσσ′ = p
†
iσαpiσ′β. (S20)
Local physical quantities such as the orbital-dependent
density and spin density operators can be expressed as
nˆi,α =
∑
σ
nˆααi,σσ , mˆ
µ
i,α =
∑
σσ′
sµσσ′ nˆ
αα
i,σσ′ , (S21)
where sµ, µ = x, y, z, are the Pauli matrices. The
other exchange self-energies include the spin-conserved
and spin-flip orbital off-diagonal L′i,αβ and L
′′
i,αβ , as well
as the spin-conserved and the spin-flip spin-orbital R′i,αβ
and R′′i,αβ contributions,
Lˆ′i,αβ =
∑
σ
nˆαβi,σσ, Lˆ
′′
i,αβ =
∑
σ
nˆαβi,σσ¯,
Rˆ′i,αβ =
∑
σ
σnˆαβi,σσ , Rˆ
′′
i,αβ =
∑
σ
σnˆαβi,σσ¯ ,
where α 6= β. Including all Hartree and exchange self-
energies in a fully self-consistent meanfield calculation,
we obtain the phase diagram as functions of the Hub-
bard U and the ionic potential V shown Fig. S2 for SOC
λ = 0.4 and Hund’s rule coupling JH = 0.1U . Remark-
ably, the phase diagram is very similar to the one ob-
tained for the Kane-Mele Hubbard shown in Fig. 3 in
the main text. Specifically, the phase boundary, i.e. the
line of 2D Weyl points separating the 2DTI/QSH and the
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FIG. S2: Phase diagram of the (px, py) two-orbital Hubbard
model spanned by the Hubbard U and the sublattice poten-
tial V obtained for the SOC λ = 0.4 and Hund’s rule coupling
JH = 0.1U . There are four phases: the 2DTI/QSH, the topo-
logically trivial band insulator, the AFCI with Chern number
C = 1, and the AF insulator (AFI) with C = 0.
trivial band insulator, extends to a critical value of U and
bifurcates to give rise to the C = 1 AFCI with ordered
moments along the z-axis. At large-U and a fixed V ,
the AFCI undergoes a topological spin-flop transition to
the topologically trivial AF Mott insulator with ordered
moments in the xy-plane.
These results further support that the underlying
physics for the emergence of the topological AFCI dis-
cussed in main text is rather general and not model de-
pendent. Moreover, its existence in the (px, py) two-
orbital Hubbard model encourages the search for the
AFCI in ultracold atoms on optical lattices.
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