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EFFECTIVE ASYMPTOTIC FORMULAE FOR MULTILINEAR
AVERAGES OF MULTIPLICATIVE FUNCTIONS
OLEKSIY KLURMAN AND ALEXANDER P. MANGEREL
Abstract. Let f1, . . . , fk : N → C be multiplicative functions taking values in the
closed unit disc. Using an analytic approach in the spirit of Hala´sz’ mean value the-
orem, we compute multidimensional averages
x−l
∑
n∈[x]l
∏
1≤j≤k
fj(Lj(n))
as x→∞, where [x] := [1, x] and L1, . . . , Lk are affine linear forms that satisfy some
natural conditions. Our approach gives a new proof of a result of Frantzikinakis and
Host that is distinct from theirs, with explicit main and error terms.
As an application of our formulae, we establish a local-to-global principle for Gowers
norms of multiplicative functions. We also compute the asymptotic densities of the
sets of integers n such that a given multiplicative function f : N → {−1, 1} yields a
fixed sign pattern of length 3 or 4 on almost all 3- and 4-term arithmetic progressions,
respectively, with first term n.
1. Introduction
1.1. Main Theorems. For k, l ≥ 2, let L := (L1, . . . ,Lk) be a vector of k (affine)
linear forms Lj : R
l → R with non-negative integer coefficients, i.e.,
Lj(n) = αj,0 +
∑
1≤r≤l
αj,rnr,
where (αj,r)0≤r≤l ∈ Nl+10 . We will call such a vector an integral system. Assume moreover
that (αj,1, . . . , αj,l) = 1, for each j, and that the forms are pairwise linearly independent.
We will say that a system of forms that satisfies these properties is primitive. We will
concern ourselves throughout this paper with primitive integral systems of affine linear
forms. We remark that this primitivity assumption is merely technical and can be
removed with more effort.
Let U denote the closed unit disc. We say that a function f : N → C is 1-bounded if
f(n) ∈ U for all n. For a vector f := (f1, . . . , fk) of 1-bounded multiplicative functions,
a vector x := (x1, . . . , xl) ∈ (0,∞)l and a system of primitive integral affine linear forms
L, put
M(x; f ,L) := 〈x〉−1
∑
n∈B(x)
∏
1≤j≤k
fj(Lj(n)),
where B(x) denotes the box ∏1≤j≤k(0, xj], and 〈x〉 = x1 · · ·xl is its volume. When
x = (x, . . . , x) for some x ≥ 1 then we will write M(x; f ,L) instead.
The main purpose of the present paper is to establish an asymptotic formula for
M(x; f ,L) with explicit main and error terms using analytic techniques in the spirit
of Hala´sz’ mean value theorem. In contrast, results in this direction have thus far been
obtained by either using ergodic theoretic machinery, as in the works of Frantzikinakis
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and Host [5],[6], or, more recently, by using the nilpotent Hardy-Littlewood method of
Green and Tao (see the recent paper of Matthiesen [11] for details). Neither of these
papers give quantitative error terms.
For multiplicative functions f, g : N→ U, we set
D(f, g; y, x) :=
( ∑
y<p≤x
1− Re(f(p)g(p))
p
) 1
2
for 1 ≤ y ≤ x, as well as D(f, g; x) := D(f, g; 1, x). We then define D(f, g;∞) :=
limx→∞D(f, g; x). We also put
D∗(f, g; y, x) :=

 ∑
y<pk≤x
1− Re(f(pk)g(pk))
pk


1
2
.
For Q,X ≥ 1, we shall write
D(g;X,Q) := inf
|t|≤X;q≤Q,χ(q)
D(f, χnit;X)2,
where the infimum in q is over all Dirichlet characters χ modulo q, for all q ≤ Q.
Recently, using their deep structural theorem for multiplicative functions (see Theorem
2.1 in [6]), Frantzikinakis and Host proved that for a vector of 1-bounded multiplicative
functions f and a system of integral, affine linear forms,
(1) M(x; f ,L) = cxiT e(ω(x)) + ox→∞(1),
where ω : R → R is a slowly-oscillating function and c = 0 unless all of the functions
fj are pretentious in the sense that for each 1 ≤ j ≤ k there is a primitive Dirichlet
character χj with modulus qj , and tj ∈ R such that D(fj , χjnitj ;∞) <∞. In the latter
case, they show that the parameter T in (1) depends in some way on t1, . . . , tk (for
instance, when the system is primitive they prove that T = t1 + · · · + tk). However,
they do not give an explicit expression for c.
Our first result is a quantitative version of (1), with explicit main and error terms, in
the case that all of the functions fj are pretentious in the above sense. To state it, we
need to introduce some notation and conventions.
Given a vector x ∈ (0,∞)l we write
ℓ(x) :=
∑
1≤j≤l
|xj|.
We will also write x− and x+ to denote, respectively, the minimum and maximum
components of x. Given A ≥ 1 and B > 0, we will say that a vector x ∈ (0,∞)l is
(A,B)-appropriate if x− ≥ 3 and
x− > l log2((l + 1)Ax+)
2(log x+)
B.
This condition ensures that x is not too skew.
For a system of linear forms L, we write L(0) to be the vector with components Lj(0),
for 1 ≤ j ≤ k. We also say that the height of the system L of affine linear forms is the
maximum of the coefficients of all linear forms in L.
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For any multiplicative function f : N→ U and any prime p, we define the multiplicative
function fp by
fp(q
ν) :=
{
f(pν) if q = p
1 if q 6= p, .(2)
We then define the p-adic local average of f on L by
Mp(f ,L) := lim
x→∞
x−l
∑
n∈[x]l
∏
1≤j≤k
fj,p(Lj(n)).
For an integral vector a = (a1, . . . , ak) and primitive Dirichlet characters χ1, . . . , χk to
respective moduli q1, . . . , qk, we set
I(x,L, t) :=
∫
[0,1]l
∏
1≤j≤k
Lj((u1x1, . . . , ulxl))
itjdu;
Ξa(χ,L) :=
∑
b1(q1)
· · ·
∑
bk(qj)
∃n:Lj(n)/aj≡bj(qj)∀j
∏
1≤j≤k
χj(bj);
R(m1, · · · , mk) := lim
x→∞
x−l
∑
n∈[x]l
mj |Lj(n)∀j
1,
and
Ca(x,χ, t,L) := R(q1a1, . . . , qkak)Ξa(χ,L)I(x,L, t).
Finally, we recall that the radical of a positive integer n is rad(n) :=
∏
p|n p.
We begin by stating one corollary of our main theorem.
Corollary 1.1. Let A, q ≥ 2, B > 0, and let x ∈ (0,∞)l be (A,B)-appropriate. Let
f = (f1, . . . , fk) be a vector of 1-bounded multiplicative functions. Let L be a primitive
integral system of k affine linear forms in l variables with height at most A.
Suppose that there are primitive Dirichlet characters χ1, . . . , χk modulo q and t1, . . . , tk ∈
R such that D(fj(n), χjn
itj ) <∞ for all 1 ≤ j ≤ k. Let Fj(n) := fj(n)χj(n)n−itj . Put
X := ℓ(x) + 1. Then
M(x; f ,L) =

 ∑
rad(aj)|q
∀1≤j≤k
∏
1≤j≤k
fj(aj)
a
itj
j
Ca(x,χ, t,L)

 ∏
p≤AX
p∤q
Mp(F ,L) + o(1).
More generally we have the following fully explicit result.
Theorem 1.2. Let A ≥ 2, B > 0, and let x ∈ (0,∞)l be (A,B)-appropriate. Let
f = (f1, . . . , fk) be a vector of 1-bounded multiplicative functions. Let L be a primitive
integral system of k affine linear forms in l variables with height at most A.
Fix a set of primitive Dirichlet characters χ1, . . . , χk to respective moduli q1, . . . , qk, and
t1, . . . , tk ∈ R. Let Fj(n) := fj(n)χj(n)n−itj . Put X := ℓ(x) + 1 and let max1≤j≤k qj <
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y ≤ X. If qj = q for all j then
M(x; f ,L) =
(
1 +Ok,l
(
1
log y
)) ∑
rad(aj)|q
∀1≤j≤k
∏
1≤j≤k
fj(aj)
a
itj
j
Ca(x,χ, t,L)

 ∏
p≤AX
p∤q
Mp(F ,L)
+Ok,l

∏
p|q
(
1− 1√
p
)−1( ∑
1≤j≤k
D∗(fj, χjnitj ; y, AX) +
1
(logX)B′
)
+Ok,l

 1
x−

A + qke 3kylog y

 ∑
rad(aj)|q
∀1≤j≤k
[a1, . . . , ak]
−1

 ∏
1≤j≤k
max{1, |tj|}

+ (log y)2√
y

 ,
where B′ := min{1, B/2}. More generally, for any collection of moduli qj,
M(x; f ,L) =
(
1 +Ok,l
(
1
log y
)) ∑
rad(aj)|qj
∀1≤j≤k
∏
1≤j≤k
fj(aj)
a
itj
j
Ca(x,χ, t,L)

Sa(y; f ,L) ∏
y<p≤AX
Mp(F ,L)
(3)
+Ok,l

 ∑
1≤j≤k
∏
p|qj
(
1− 1√
p
)−1(
D∗(fj, χjnitj ; y, AX) +
1
(logX)B′
)
+Ok,l

 1
x−

A+ e 3kylog y

 ∑
rad(aj)|qj
∀1≤j≤k
[a1, . . . , ak]
−1

 ∏
1≤j≤k
qj max{1, |tj|}

+ (log y)2√
y

 ,
(4)
where, for a,d ∈ Nk,
Ra,d(L;u, v) := lim
x→∞
x−l
∑
n∈[x]l
Lj(n)/aj≡uj(qj ),Lj (n)≡vj (ajdj )∀j
1
and
Sa(y; f ,L) := R(q1a1, . . . , akqk)−1
∑
P+(dj )≤y
(dj ,qj )=1∀j
Ra,d(L− L(0), 0, 0)
∏
1≤j≤k
(µ ∗ Fj)(dj).
Theorem 1.2 shows that a local-to-global phenomenon occurs for correlations of multi-
plicative functions, i.e., the global average correlation is the product of the local average
correlations, determined by the functions fj,p and the characters χj and n 7→ nitj . Our
proof of Theorem 1.2 generalizes and extends the ideas from [8].
Remark 1.3. Note that when xj = x for all j, we have I(x,L, t) = xiTI(L, t), where
T :=
∑
1≤j≤k tj and
I(L, t) :=
∫
[0,1]l
∏
1≤j≤k
Lj(u)
itjdu.
This is consistent with the result in [5] mentioned above.
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Remark 1.4. The distinction between the case in which the qj are all equal and the
case in which they are not stems from the fact that the Chinese Remainder Theorem
implies that R(m1, . . . , mk) is only multiplicative, and not firmly multiplicative (see
Section 3.2 of [18]). That is, R satisfies the identity
R(m1n1, . . . , mknk) = R(m1, . . . , mk)R(n1, . . . , nk)
whenever (m1 · · ·mk, n1 · · ·nk) = 1, but in general it is not sufficient that (mj , nj) = 1
for all j. This nuance concerning multiplicative functions in several variables (which is
manifest in (36) below) prevents us from getting a conclusion that is uniform over all
fixed moduli qj.
Remark 1.5. The error term in 1.2 can be improved in a number of ways when the
functions fj satisfy certain natural restrictions. For example, it follows from the proof of
Theorem 1.2 that the term (log y)
2
√
y
can be replaced by y−1+o(1) when each fj is supported
on squarefree integers, and when the fj are all completely multiplicative we can replace
(logX)−B
′
by (logX)−B/2.
When at least one of the functions fj is non-pretentious, we are able to recover quantita-
tive versions of the results from [5] whenever k ≤ 3 or the linear forms Lj , 1 ≤ j ≤ k are
sufficiently linearly independent. This independence is measured by Cauchy-Schwarz
complexity (see the end of Section 2 for a definition).
Proposition 1.6. Let A ≥ 1. Let f = (f1, . . . , fk) be a vector of multiplicative func-
tions fj : N → U. Let L be a primitive integral system of affine linear forms in
l variables with height at most A and Cauchy-Schwarz complexity at most 1. Then
there are absolute constants c1, c2 > 0 such that if, for some 1 ≤ j0 ≤ k, we have
Dj0(x) := D(fj0; 10Ax, (log x)1/125)→∞ as x→∞,
M(x; f ,L)≪k,l,A e−c1Dj0 (x) + (log x)−c2 .
This result is a consequence of the recent work of Matomaki, Radziwi l l and Tao on the
averaged Elliott conjecture (see Theorem 1.6 of [9]).
1.2. Application: Gowers Norms of 1-Bounded Multiplicative Functions.
One motivation for investigations regarding affine linear averages of multiplicative func-
tions comes from the study of Gowers norms. Let (G,+) be a finite Abelian group, and
let f : G→ C be a map. Write
Ex∈G(f) := |G|−1
∑
x∈G
f(x),
and Ex1,...,xk+1∈G(f) = Exk+1∈GEx1,...,xk∈G(f). For each k ≥ 1 we define the Uk(G)-
Gowers norm of f via
‖f‖2kUk(G) := Ex,h1,...,hk∈G
∏
s∈{0,1}k
C|s|f(x+ s · h),
where, given a vector s ∈ {0, 1}k we write |s| = ∑1≤j≤k sj , and C : C|G| → C|G|
is the conjugation operator C(g) = g. Gowers norms are fundamental in Additive
Combinatorics as they provide a Fourier analytic framework for counting arithmetic
progressions in groups. For background information regarding Gowers norms, see [15].
We can extend Gowers norms to maps on intervals [1, x] ⊂ N as follows: let N > x be a
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sufficiently large prime and let G = Z/NZ. Then the Gowers norm of a map f : N→ C
on [1, x] is given by
‖f‖Uk(x) := ‖f1[1,x]‖Uk(Z/NZ)/‖1[1,x]‖Uk(Z/NZ),
where 1[1,x] is the characteristic function of the interval [1, x] as a subset of Z/NZ.
Definition 1.7. Let k ≥ 2 and K := 2k. The Gowers system (of order k) is the system
Lk := {Lj}1≤j≤K of k-ary homogeneous linear forms such that if the binary expansion
of j is
∑
0≤l≤k−1 αl2
l ≤ K then
Lj(n1, . . . , nk+1) = nk+1 +
∑
0≤l≤k−1
αjnj+1.
Note that for f multiplicative, if j =
∑
0≤l≤k−1 αl2
l and dj :=
∑
0≤l≤k−1 αl then with
fj := Cdjf , we have ‖f‖2kUk(x) = M(x; f ,Lk). Theorem 1.2 thus indeed furnishes esti-
mates for Gowers norms of multiplicative functions.
Consider the Uk(x) norm of a multiplicative function f such that for some primitive
character χ with conductor q and a real number t we have D(f, χnit;∞) < ∞. With
the notation above, our correlation has the form
‖f‖2kUk(x) := x−(k+1)
∑
n∈[x]k+1

 ∏
1≤j≤K
dj even
f(Lj(n))



 ∏
1≤j≤K
dj odd
f(Lj(n))

,
and Theorem 1.2 applies. The Dirichlet character factor takes the form
Ξk,a(χ) := Ξa((Cd1χ, . . . , CdKχ),Lk) =
∑
b1(q)
· · ·
∑
bK(q)
∃n:Lj(n)/aj≡bj(q)∀j
χ

 ∏
1≤j≤K
dj even
bj

χ

 ∏
1≤j≤K
dj odd
bj

,
while the Archimedean character factor is
Ik(t) := I(Lk, ((−1)d1t, . . . , (−1)dK t)) =
∫
[0,1]k+1

 ∏
1≤j≤K
dj even
Lj(u)


it
 ∏
1≤j≤K
dj odd
Lj(u)


−it
du,
for Archimedean characters.
The local-to-global principle for Gowers norms is thus as follows.
Corollary 1.8. Let f : N → C be a 1-bounded multiplicative function. Let k ≥ 2 and
put K := 2k.
i) If D(f, nitχ,∞) =∞ for all Dirichlet characters χ and all t ∈ R, then
‖f‖U2(x) = ox→∞(1).
ii) If there exists a primitive Dirichlet character χ of conductor q and t ∈ R such that
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D(f, nitχ,∞) <∞, then
‖f‖2kUk(x) = Ik(t)

 ∑
rad(aj)|q
∀1≤j≤K
∏
1≤j≤K
Cdj
(
f(aj)
a1+itj
)
R(qa1, · · · , qaK)Ξk,a(χ)

 ∏
p≤x, p∤q
‖fp(n)χ(n)n−it‖2kUk(x)
+O
(
D(1, f(n)χ(n)n−it; log x; x)
)
,
where dj is the sum of the binary digits of j.
1.3. Application: Sign Changes of Multiplicative Functions in 3- and 4-term
Arithmetic Progressions. Let λ denote the Liouville function λ(n) := (−1)Ω(n),
where Ω(n) is the number of prime factors of n, counted with multiplicity. Chowla [2]
conjectured the following regarding sign patterns of λ.
Conjecture 1.9 (Chowla for Sign Patterns). Let k ≥ 2, let {h1, . . . , hk} be a sequence
of distinct non-negative integers, and let ǫ ∈ {−1, 1}k be a vector of signs. Then
|{n ≤ x : λ(n + hj) = ǫj for all 1 ≤ j ≤ k}| =
(
1
2k
+ o(1)
)
x.
In other words, it is expected that the vectors (λ(n+ h1), . . . , λ(n+ hk)) are uniformly
distributed among the 2k possible patterns of + and − signs. Of particular interest is
the case in which the forms n 7→ n+hj constitute an arithmetic progression. This case
requires that one understands the behaviour of a function sensitive to multiplicative
structure on sets with additive structure.
Recently, lower density estimates for sign patterns of λ of length 3 were given by
Matoma¨ki, Radziwi l l and Tao [10], and the exact logarithmic density of the set of n
yielding any fixed sign pattern of length 2 for λ was obtained by Tao [14].
One may ask about the frequency of sign patterns for arbitrary multiplicative functions
f : N→ {−1, 1} in place of λ, and on arithmetic progressions of length 3 or more. Such
questions have interest, for instance, because of their relationship with the distribution
of quadratic non-residues modulo primes.
As an example of such investigations, Buttkewitz and Elsholtz [1] recently classified
those multiplicative sign functions that only yield a fixed length four sign pattern
finitely often on certain 4-term APs.
We shall study several questions in this direction. We first consider fixed arithmetic
progressions, giving explicit lower bounds for the upper logarithmic density of sign
patterns of length 3 and 4 when f is non-pretentious. In particular, we show the
following.
Proposition 1.10. Let d ≥ 1. Let f : N→ {−1, 1} be a non-pretentious multiplicative
function.
i) Given ǫ ∈ {−1, 1}3, the upper density of the set of integers n such that
(f(n), f(n+ d), f(n+ 2d)) = ǫ
is at least 1
28
.
ii) Given ǫ ∈ {−1, 1}4, the upper density of the set of integers n such that
(f(n), f(n+ d), f(n+ 2d), f(n+ 3d)) = ǫ or − ǫ
is at least 1
28
.
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We remark that the bound in [10] on the lower density of length 3 sign patterns of λ
was inexplicit, due to the use of nonstandard analysis there.
Suppose f is, in addition, completely multiplicative. As a consequence of Proposition
1.10, we can determine an upper bound, uniform over all sign patterns, for the least
d required to find infinitely many 4-term AP’s (n, n + d, n + 2d, n + 3d) such that
(f(n), f(n+ d), f(n+2d), f(n+3d)). In the case of non-pretentious completely multi-
plicative functions, this improves on the work of Buttkewitz and Elsholtz (see Corollary
2.4 in [1]).
Corollary 1.11. Let f be a non-pretentious, completely multiplicative function, and
let p0 be the least prime for which f(p0) = −1. Let ǫ ∈ {−1, 1}4 be a length 4 sign
pattern, and let d(ǫ) denote the least d such that for infinitely many n we have
(f(n), f(n+ d), f(n+ 2d), f(n+ 3d)) = ǫ.
Then d(ǫ) ≤ p0.
We also consider corresponding questions about the natural density of sign patterns
in almost all progressions. We will establish the following equidistribution-type results
for sign patterns of non-pretentious functions on almost all 3-term APs in a suitable
sense. In particular, we have an averaged analogue of Conjecture 1.9 in this context.
For c1, c2 > 0 the constants in Proposition 1.6, define
(5) Rf (x) := e−c1D(f ;x,(log x)
1
125 ) + (log x)−c2 .
Theorem 1.12. Let f : N → {−1, 1} be multiplicative. Let ǫ ∈ {−1, 1}3. Except for
O
(
xRf (x) 13
)
choices of d ≤ x, we have
|{n ≤ x : f(n+ jd) = ǫj for all 0 ≤ j ≤ 2}| =
(
1
8
+O
(
Rf (x) 13
))
x.
Finally, we establish an analogue of Theorem 1.12 when f is pretentious and investigate
to what extent this average density can be biased away from the density predicted by
equidistribution. In so doing, we establish a quantitative refinement of the results of
Buttkewitz and Elsholtz [1]. See Remark 1.18 for a discussion of the connection between
our results and those of [1].
It turns out that when f is pretentious to a real primitive character χ with conductor
q, f behaves well on arithmetic progressions with difference d not divisible by q.
Theorem 1.13. Let δ > 0 and let 2 ≤ (log x)δ ≤ z ≤ x, with z = o(x). Let χ be a real
primitive character with conductor q, where q is coprime to 6. Let f : N→ {−1, 1} be
a multiplicative function with D(f, χ;∞) <∞, and ǫ ∈ {−1, 1}4. Then for all but o(z)
integers d ≤ z not divisible by q, we have
(6) |{n ≤ x : f(n+ jd) = ǫj for each 0 ≤ j ≤ 3}| =
(
1
16
+ o(1)
)
x.
In particular, if q ≥ 5 and coprime to 6 then a positive proportion of the length 4
arithmetic progressions in [1, z]× [1, x] exhibit the sign pattern ǫ.
We note that the restriction (q, 6) = 1 is merely technical, and could be removed with
more effort. With additional effort we could also quantify the size of the exceptional
set in Theorem 1.13; we have chosen not to do this in order to avoid making this paper
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even longer.
On the other hand, when the shifts d are divisible by q, the behaviour is much more
erratic. In fact, for such arithmetic progressions there can be a bias, as is evident from
the following theorems. To state them, we require additional notation.
Given r ∈ N, set [r] := {0, . . . , r}. For S ⊆ [r], we write
LS := {(n, d) 7→ n+ jd : j ∈ S},
and for each pair of sets S, T ⊆ [r] we associate the system of forms
LS,T := {(n, n′, d) 7→ n+ jd : j ∈ S} ∪ {(n, n′, d) 7→ n′ + j′d : j′ ∈ T}.
For each λ ∈ Z and p|q, define Eλ/Fp to be the elliptic curve over Fp with Legendre
model
Eλ : y
2 ≡ x(x− 1)(x− λ) (p).
Let b denote a reduced element of the residue class inverse to 2 modulo q, and set
∆p := p+ 1−#E3b2(Fp). Finally, put
(7) Aǫ(f ; q) := ǫ0ǫ1ǫ2ǫ3
∏
p|q
µ(p)∆p
p+ 1
∏
p∤q
Mp(fχ14,L[3]).
Theorem 1.14. Let δ > 0 and let 2 ≤ (log x)δ ≤ z ≤ x, and z = o(x). Let χ be a
real primitive character with modulus q, with q coprime to 6. Let f : N→ {−1, 1} be a
multiplicative function with D(f, χ;∞) <∞. For any ǫ ∈ {−1, 1}4,
1
xz
∑
d≤z
|{n ≤ x : f(n+ jd) = ǫj∀j}| = 1
16
(1 + Aǫ(f ; q)) + o(1).(8)
Remark 1.15. Put λ = 3b2, where b is as above. The role that the elliptic curve Eλ
plays in this problem stems from the complete character sum yielded by the character
local factor in Corollary 1.1, taking account of the compatibility conditions imposed
on its summands. Note that q is necessarily squarefree, being the odd conductor of a
real character. By the Chinese Remainder Theorem, the complete sum over Z/qZ splits
as a product of complete sums of Legendre symbols of cubic polynomials over Z/pZ,
which is then easily related to point counts for elliptic curves over Fp.
The quantity ∆p, which is the trace of the Frobenius element of Eλ over Fp, is non-zero
if, and only if, the curve Eλ is not supersingular over Fp (see Exercise V.5.10 of [13]).
Since the set of primes at which an elliptic curve is supersingular is typically small
(e.g., for non-CM elliptic curves, see Theorem V.4.7) we expect that if Eλ is generic
with respect to each of the primes dividing q then the product in (8) is non-vanishing,
and a bias exists according to the sign of ǫ0ǫ1ǫ2ǫ3.
For concreteness, we may note that if q is composed solely of primes p ≡ 1(4) (i.e.,
q is an odd sum of two squares) then the product is non-zero. Indeed, note that the
points (1, 0) and (λ, 0) are both trivially 2-torsion on Eλ(Fp). As such, Eλ(Fp) contains
a subgroup of order 4. Hence,
∆p ≡ p+ 1 (4) ≡ 2 (4),
so that ∆p ≥ 2 for all p|q.
We also compute the mean-squared deviation. For a discussion regarding the size of
the deviation in (9), including an heuristic for why it should generally be Ω(1), see
Remark 6.6 below.
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Theorem 1.16. With the hypotheses in Theorem 1.14,
1
z
∑
d≤z
(
x−1|{n ≤ x : f(n+ jd) = ǫj∀ 0 ≤ j ≤ 3}| − 1
16
(1 + Aǫ(f ; q))
)2
=
1
256

(T4,4 −Aǫ(f ; q)2) + 2ǫ0ǫ1ǫ2ǫ3
( ∑
0≤i<j≤3
ǫiǫj
)
T4,2 +
( ∑
0≤i<j≤3
ǫiǫj
)2
T2,2

+ o(1),
(9)
where we have set
T2,2 :=
∏
p∤q
Mp(fχ14,L[1],[1])
∏
p|q
p
p2 + p+ 1
T4,2 :=
∏
p∤q
Mp(fχ16,L[3],[1])
∏
p|q
(p−∆p)(p+ 1)−∆p
p2(p+ 1)
T4,4 := Aǫ(f ; q)
2
∏
p|q
(1 + 1/∆p)
2 + 1/p+ p/∆2p
1 + 1/p(p+ 1)
.
Remark 1.17. When d is a multiple of q, the contribution to the sign given by χ on
(n, n+d, n+2d, n+3d) is completely determined by n, and since fχ is 1-pretentious this
means that fχ should only change sign infrequently on 4-term arithmetic progressions
with difference d. As such, we heuristically expect that certain sign patterns (depending
on χ) occur more often than others among the vectors (f(n), f(n+d), f(n+2d), f(n+
3d)), an intuition that is confirmed by Theorems 1.14 and 1.16.
Remark 1.18. It is worthwhile mentioning how the results of this paper relate to the
results in [1]. In the latter paper, it is shown that, except for two explicit collections
of multiplicative functions f : N→ {−1, 1}, any f takes on each length 4 sign pattern
on infinitely many 4-term arithmetic progressions. The counterexamples are of one of
the following two types:
(1) there is a prime p such for all ν ≥ 1, f(qν) = 1 if q 6= p, while f(pν) = (−1)ν ;
(2) f(n) = χ3(n) for all (n, 3) = 1, where χ3 is the primitive real character modulo
3.
In each of these two cases, certain sign patterns can never be exhibited on length 4
arithmetic progressions. For functions of the first type, for example, the sign patterns
(1, 1, 1,−1) and (1,−1,−1,−1) only occur on finitely many length 4 arithmetic pro-
gressions.
Note that the functions of both of these types are necessarily pretentious. In the first
case, they are pretentious to the trivial character, with conductor q = 1, while in the
second they are pretentious to χ3. This latter example is excluded from the above anal-
ysis, so consider instead the 1-pretentious examples.
In this case, all common differences d are divisible by the conductor. Hence, Theorem
1.13 does not apply to any d, and the irregularity of distribution in Theorem 1.16 is
necessary (notice that the examples of sign patterns given above are both such that
ǫ0ǫ1ǫ2ǫ3 = −1, as we should expect from Theorem 1.14). Conversely, if a function is
pretentious to a real character with conductor strictly greater than 1 then it follows
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from Theorem 1.13 that for any given sign pattern we can find infinitely many arith-
metic progressions giving an instance of this sign pattern. Thus, the theorems of this
section are consistent with, and quantitatively refine, the results of Buttkewitz and
Elsholtz.
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2. Auxiliary Results
In this section we collect some lemmata to be used in the remainder of the paper.
2.1. Technical Results for Theorem 1.2. For the proof of Theorem 1.2, we will
need several technical results. The first is a version of the Tura´n-Kubilius inequality
applicable to additive functions whose arguments are integral affine linear forms in
several variables. While the proof of this result is fairly routine, the authors could not
find it in the literature. We therefore give a full proof here for completeness. We first
require some definitions.
For a primitive, integral affine linear form L : Rl → R, let
ωL(p
k) := |{b ∈ (Z/pkZ)l : pk||L(b)}|.
Furthermore, given an additive function h : N→ C, put
µh,L(x) :=
∑
pk≤x
h(pk)
(
ωL(p
k)
pkl
− ωL(p
k+1)
p(k+1)l
)
;
σh,L(x)
2 :=
∑
pk≤x
|h(pk)|2
(
ωL(p
k)
pkl
− ωL(p
k+1)
p(k+1)l
)
.
Remark 2.1. Note that we can lift a solution to the congruence L(b) ≡ 0(pk) to
precisely ωL−L(0)(p) distinct solutions mod pk+1 via b′j := rjp
k+ bj whenever the vector
r satisfies L(r) − L(0) ≡ 0(p). Moreover, since L is primitive there is some index
1 ≤ j0 ≤ k such that the coefficient αj0 satisfies (αj0, p) = 1. Thus, given any choice of
rj for j 6= j0, there is a unique rj0 mod p such that the congruence L(r)−L(0) ≡ 0(p) is
satisfied. Hence, ωL−L(0)(p) = pl−1, and by induction, we have ωL(pµ) = ωL−L(0)(p)µ =
pµ(l−1). Thus, we can rewrite µh,L and σ2h,L as
µh(x) = µh,L(x) =
∑
pk≤x
h(pk)
pk
(
1− 1
p
)
;(10)
σh(x)
2 = σh,L(x)
2 =
∑
pk≤x
|h(pk)|2
pk
(
1− 1
p
)
.(11)
Write X := ℓ(x) + 1, for x ∈ (0,∞)l.
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Lemma 2.2. Let A ≥ 1 and x ∈ [1,∞)l. Let h : N → C be an additive function
satisfying |h(pk)| ≪ 1 uniformly on prime powers pk, and suppose that L is a primitive
integral affine linear form in l variables with height at most A. Then
(12) 〈x〉−1
∑
n∈B(x)
|h(L(n))− µh(AX)|2 ≪l σh(AX)2 + |µh(AX)|
x−
.
Thus, if f is a 1-bounded multiplicative function and h is the additive function defined
by h(pk) = f(pk)− 1, and x is (A,B)-appropriate then
(13) 〈x〉−1
∑
n∈B(x)
|h(L(n))− µh(AX)|2 ≪l D∗(1, f ;AX)2 + 1
(logX)B
.
Proof. Observe first that
∑
n∈B(x)
h(L(n)) =
∑
pk≤AX
h(pk)
∑
n∈B(x)
pk ||L(n)
1
=
∑
pk≤AX
h(pk)

 ∑
b∈(Z/pkZ)l
L(b)≡0(pk)
∑
n∈B(x)
nj≡bj (p
k)∀j
1−
∑
b∈(Z/pkZ)l
L(b)≡0(pk+1)
∑
n∈B(x)
nj≡bj (p
k+1)∀j
1


= 〈x〉 (1 +O (x−1− )) ∑
pk≤AX
h(pk)
(
ωL(p
k)
pkl
− ωL(p
k+1)
p(k+1)l
)
= 〈x〉(1 +O(x−1− ))µh,L(AX).
Expanding the square in (12), we thus get
〈x〉−1
∑
n∈B(x)
|h(L(n))− µh,L(AX)|2
= 〈x〉−1
∑
n∈B(x)
|h(L(n))|2 − 2Re

µh,L(AX)〈x〉−1 ∑
n∈B(x)
h(L(n))

+ |µh,L(AX)|2
= 〈x〉−1
∑
n∈B(x)
|h(L(n))|2 − |µh,L(AX)|2 +O(|µh,L(AX)|2x−1− ).
(14)
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The first term in (14) can be rewritten as
〈x〉−1
∑
n∈B(x)
|h(L(n))|2 = 〈x〉−1
∑
n∈B(x)
∑
pµ,qν ||L(n)
h(pµ)h(pν)
= 〈x〉−1
∑
n∈B(x)
∑
pµ||L(n)
|h(pµ)|2 + 〈x〉−1
∑
n∈B(x)
∑
pµ,qν ||L(n)
p 6=q
h(pµ)h(qν)
=
(
1 +O(x−1− )
) ∑
pµ≤AX
|h(pµ)|2
(
ωL(p
µ)
pµl
− ωL(p
µ+1)
p(µ+1)l
)
+ 〈x〉−1
∑
pµ,qν≤AX
p 6=q
h(pµ)h(qν)
∑
n∈B(x)
pµ,qν ||L(n)
1
=
(
1 +O(x−1− )
)σ2h,L(AX) + ∑
pµ,qν≤AX
p 6=q
h(pµ)h(qν)
(
ωh,L(p
µ)
pµl
− ωh,L(p
µ+1)
p(µ+1)l
)(
ωh,L(q
ν)
qνl
− ωh,L(q
ν+1)
q(ν+1)l
) .
The second term in (14) can be expressed as
|µh,L(AX)|2 =
∑
pµ,qν≤AX
h(pµ)h(qν)
(
ωL(p
µ)
pµl
− ωL(p
µ+1)
p(µ+1)l
)(
ωL(q
ν)
qνl
− ωL(q
ν+1)
q(ν+1)l
)
=

 ∑
pµ,qν≤AX
p 6=q
+
∑
pµ,qν≤AX
p=q

 h(pµ)h(qν)
(
ωL(p
µ)
pµl
− ωL(p
µ+1)
p(µ+1)l
)(
ωh,L(q
ν)
qνl
− ωL(q
ν+1)
q(ν+1)l
)
.
Subtracting these two expressions gives
〈x〉−1
∑
n∈B(x)
|h(L(n))|2 − |µh,L(AX)|2
≪ σh,L(AX)2 + |µh,L(AX)|2x−−1
+
∣∣∣∣∣
∑
pµ≤pν≤AX
h(pµ)h(pν)
(
ωh,L(p
µ)
pµl
− ωh,L(p
µ+1)
p(µ+1)l
)(
ωh,L(p
ν)
pνl
− ωh,L(p
ν+1)
p(ν+1)l
)∣∣∣∣∣ .
Hence, by Cauchy-Schwarz and (10),
〈x〉−1
∑
n∈B(x)
|h(L(n))− µh,L(AX)|2 ≪ σh,L(AX)2 + |µh,L(AX)|2x−1− .
This prove (12). For (13), note that by (11)
σh,L(AX)
2 ≪
∑
pk≤AX
|f(pk)− 1|2
pk
≪
∑
pk≤AX
1− Re(f(pk))
pk
= D∗(1, f ;AX)2,
and that (10) together with the (A,B)-appropriateness condition imply that
|µh,L(AX)|2x−1− ≪ log2((l + 1)Ax+)2x−1− ≤
1
(log x+)B
≪l 1
(log(lx+))B
≤ 1
(logX)B
.

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For 1 ≤ y ≤ x and each 1 ≤ j ≤ k, define
P(fj ; y, x) :=
∏
y<p≤x
∑
ν≥0
fj(p
ν)
(
ωLj (p
ν)
pνl
− ωLj (p
ν+1)
p(ν+1)l
)
=
∏
y<p≤x
(
1− 1
p
)(
1 +
∑
k≥1
fj(p
k)
pk
)
,
and write P(fj ; x) := P(fj ; 1, x). The first representation for P(fj ; y, x) will be useful
later; the second one follows from Remark 2.1.
The following lemma allows us to conveniently decompose multilinear averages of prod-
ucts of arithmetic functions with good error, provided that one of the sequences is
multiplicative and 1-pretentious.
Lemma 2.3. Let A ≥ 2, q ≥ 1 and let x be (A,B)-appropriate. Let g : Nl → U be any
sequence and let f : N → U be a multiplicative function such that f(n) = 1 whenever
(n, q) > 1. Also, let L : Rl → R be a primitive, integral form with height at most A.
Then
∑
n∈B(x)
q|L(n)
f(L(n))g(n) = P(f ;AX)

 ∑
n∈B(x)
q|L(n)
g(n)

+O
(〈x〉√
q
(
D∗(1, f ;AX) +
1
(logX)B′
))
,
where B′ := min{1, B/2}.
Proof. Since, for all |zj |, |wj| ≤ 1, 1 ≤ j ≤ n,
∣∣∣∣∣
∏
1≤j≤n
zj −
∏
1≤j≤n
wj
∣∣∣∣∣ =
∣∣∣∣∣
∏
1≤j≤n−1
zj(zn − wn) + wn
( ∏
1≤j≤n−1
zj −
∏
1≤j≤n−1
wj
)∣∣∣∣∣
≤ |zn − wn|+
∣∣∣∣∣
∏
1≤j≤n−1
zj −
∏
1≤j≤n−1
wj
∣∣∣∣∣ ,
it follows by induction that
(15)
∣∣∣∣∣
∏
1≤j≤n
zj −
∏
1≤j≤n
wj
∣∣∣∣∣ ≤
∑
1≤j≤n
|zj − wj|.
Note that ez−1 = z +O(|z − 1|2) for |z| ≤ 1. Therefore,
f(L(n)) =
∏
pk||L(n)
f(pk) =
∏
pk||L(n)
ef(p
k)−1 +O


∣∣∣∣∣∣
∏
pk||L(n)
f(pk)−
∏
pk||L(n)
(
f(pk) +O(|f(pk)− 1|2))
∣∣∣∣∣∣


= exp

 ∑
pk||L(n)
(f(pk)− 1)

+O

 ∑
pk||L(n)
|f(pk)− 1|2

 .
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Define h : N → C to be the additive function satisfying h(pk) = f(pk) − 1 for each
prime p and k ≥ 1. Note that h(pk) = 1 whenever p|q. Hence,∑
n∈B(x)
f(L(n))g(n)1q|L(n) −
∑
n∈B(x)
g(n)eh(L(n))1q|L(n) ≪
∑
n∈B(x)
1q|L(n)
∑
pk||L(n),
pk≤AX
|h(pk)|2
≪ 〈x〉
∑
pk≤AX
p|q
|f(pk)− 1|2
[q, pk]
≪ 1
q
〈x〉D∗(f, 1;AX)2.
Since |ea − eb| ≪ |a− b| for Re (a),Re (b) ≤ 0, Cauchy-Schwarz together with Lemma
2.2 imply∑
n∈B(x)
g(n)eh(L(n))1q|L(n) − eµh(AX)
∑
n∈B(x)
g(n)1q|L(n)
≪
∑
n∈B(x)
|eh(L(n)) − eµh(AX)|1q|L(n) ≪
∑
n∈B(x)
|h(L(n))− µh(X)|1q|L(n)
≤

〈x〉
q
∑
n∈B(x)
|h(L(n))− µh(AX)|2


1/2
≪ 〈x〉√
q
(
D∗(f, 1;AX) +
1
(logX)B/2
)
.
For each p ≤ AX , put
µh,p =
(
1− 1
p
) ∑
k:pk≤AX
h(pk)
pk
so that in light of Remark 2.1, µh(AX) =
∑
p≤AX µh,p. Observe that
eµh,p = 1 + µh,p +O(µ
2
h,p)
= 1 +
(
1− 1
p
)∑
k≥0
f(pk)
pk
−
(
1− 1
p
)∑
k≥1
1
pk
+O


∣∣∣∣∣∣
∑
pk≤AX
h(pk)
pk
∣∣∣∣∣∣
2
+
∑
pk>AX
1
pk


(16)
=
(
1− 1
p
)∑
k≥0
f(pk)
pk
+O

1
p
∑
pk≤AX
|f(pk)− 1|2
pk
+ (AX)−1

 ,
(17)
where we applied the Cauchy-Schwarz inequality to the first error term.
Since Re(h(pk)) ≤ 0 for all k ≥ 1, |eµh,p | ≤ 1; also, |P(f, AX)| ≤ 1 trivially. Thus,
applying (15) and the Cauchy-Schwarz inequality once again,
|eµh(AX) −P(f ;AX)| ≤
∑
p≤AX
∣∣∣∣∣eµh,p −
(
1− 1
p
)∑
k≥0
f(pk)
pk
∣∣∣∣∣
≪
∑
pk≤AX
1
p
|f(pk)− 1|2
pk
+ (AX)−1
∑
p≤AX
1
≪ D∗(f, 1;AX) + 1
log(AX)
.
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This implies that
eµh(AX)
∑
n∈B(x)
g(n)1q|L(n) = P(f ;AX)
∑
n∈B(x)
g(n)1q|L(n)+O
(〈x〉
q
(
D∗(f, 1;AX) +
1
log(AX)
))
,
and the claim follows. 
Next, we show how the factors P(fj ;X) relate to the p-adic local factors Mp(f ,L).
Lemma 2.4. Let X ≥ y ≥ 2. Let L be a primitive integral system of size k, and let f
be a vector of k 1-bounded multiplicative functions that are supported on prime powers
pµ > y. Then, as y →∞,
∏
y<p≤X
Mp(f ;L) =
(
1 +Ok
(
1
log y
))( ∏
1≤j≤k
P(fj ;X) +O
(
y−1+o(1)
))
.
Proof. Let x be large positive real number. We have
x−l
∑
n∈[x]l
∏
1≤j≤k
fj,p(Lj(n)) = x
−l ∑
ν1,...,νk≥0
∏
1≤j≤k
fj(p
νj)
∑
b
(1)∈(Z/pν1Z)l
pν1 ||L1(b
(1))
· · ·
∑
b
(k)∈(Z/pνkZ)l
pνk ||Lk(b
(k))
∑
n∈[x]l
nj≡b
(t)
j
(pνt )∀j,t
1
= x−l
∑
ν1,...,νk≥0
∏
1≤j≤k
fj(p
νj)
∑
b
(1)∈(Z/pν1Z)l
pν1 ||L1(b
(1))
· · ·
∑
b
(k)∈(Z/pνkZ)l
pνk ||Lk(b
(k))
∏
1≤j≤l
∑
nj≤x
nj≡b
(t)
j
(pνt )∀t
1.(18)
By the Chinese remainder theorem, for each j there is a unique solution modulo
pmax1≤t≤k νt to the k simultaneous congruences in the inner sum of (18) if, and only
if, b
(r)
j ≡ b(s)j (pmin(νr ,νs)) for each 1 ≤ r < s ≤ k. Hence, the right side of (18) is
∑
0≤ν1,...,νk≤log x/ log p
( ∏
1≤j≤k
fj(p
νj)
)
p−lmaxt νt
∑
b
(1)∈(Z/pν1Z)l
pν1 ||L1(b
(1))
· · ·
∑
b
(k)∈(Z/pνkZ)l
pνk ||Lk(b
(k))
b
(r)
t ≡b(s)t (pmin(νr,νs))∀r,s
1+O
(
x−1
(
logX
log p
)l)
.
Taking x→∞, we therefore have
(19)∏
y<p≤X
Mp(f ,L) =
∏
y<p≤X
∑
ν1,...,νk≥0
( ∏
1≤j≤k
fj(p
νj)
)
p−lmaxt νt
∑
b(1)∈(Z/pν1Z)l
pν1 ||L1(b
(1))
· · ·
∑
b(k)∈(Z/pνkZ)l
pνk ||Lk(b
(k))
b
(r)
t ≡b(s)t (pmin(νr,νs))
1.
Now, consider the product of the factors P(fj ;X), i.e.,∏
1≤j≤k
P(fj ;X) =
∏
1≤j≤k
∏
p≤X
∑
νj≥0
fj(p
νj)
(
ωLj(p
νj )
pνj l
− ωLj (p
νj+1)
p(νj+1)l
)
.
By the prime number theorem, the contribution from p ≤ y is
(20)
∏
1≤j≤k
∏
p≤y

1 +O

∑
pν>y
p≤y
1
pν



 = ∏
1≤j≤k
(
1 +O
(
y−1π(y)
))
= 1 +O
(
k
log y
)
,
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whence
∏
1≤j≤k
P(fj ;X) =
(
1 +Ok
(
1
log y
)) ∏
1≤j≤k
P(fj ; y,X)
=
(
1 +Ok
(
1
log y
)) ∏
y<p≤X
∑
ν1,...,νk≥0
∏
1≤j≤k
f(pνj)
(
ωLj (p
νj)
pνj l
− ωLj (p
νj+1)
p(νj+1)l
)
.
Subtracting
∏
y<p≤X Mp(f ,L) from
∏
1≤j≤kP(fj ; y,X) and using the fact that |P(fj; y,X)| ≤
1 for each j, (15) gives∣∣∣∣∣
∏
y<p≤X
Mp(f ,L)−
∏
1≤j≤k
P(X, y; fj)
∣∣∣∣∣
≤
∑
y<p≤X
∑
ν1,...,νk≥0
∣∣∣∣∣∣∣∣∣∣∣∣
∏
1≤j≤k
(
ωLj (p
νj)
pνj l
− ωLj (p
νj+1)
p(νj+1)l
)
− p−lmaxt νt
∑
b
(1)∈(Z/pν1Z)l
pν1 ||L1(b
(1))
· · ·
∑
b
(k)∈(Z/pνkZ)l
pνk ||Lk(b
(k))
b
(r)
t ≡b(s)t (pmin(νr,νs))
1
∣∣∣∣∣∣∣∣∣∣∣∣
.
(21)
Observe that when at most one of the indices 1 ≤ j ≤ k satisfies νj ≥ 1, the compati-
bility condition on the vectors b(t) is automatically satisfied, and can hence be dropped.
Thus, for
∑
1≤j≤k νj ≤ 1, the k sums over vectors b(t) in (19) are precisely
p−lmaxt νt
∑
b(1)∈(Z/pν1Z)l
pν1 ||L1(b
(1)
· · ·
∑
b(k)∈(Z/pνkZ)l
pνk ||Lk(b
(k)
1 =
∏
1≤j≤k
(
ωLj(p
νj)
pνj l
− ωLj(p
νj+1)
p(νj+1)l
)
.
By well-known results on partitions (see, for instance [4]), the number of terms in the
νj sums with
∑
1≤j≤k νj = m ≥ 2 is at most eC
√
m, where C > 0 is absolute. Since each
of the inner terms in (21) has size O (p−m), it follows that∣∣∣∣∣
∏
y<p≤X
Mp(f ,L)−
∏
1≤j≤k
P(fj ; y,X)
∣∣∣∣∣≪
∑
y<p≤X
∑
m≥2
eC
√
mp−m ≪
∑
y<p≤X
p−2+o(1) ≪ y−1+o(1).
Combining this with (20) completes the proof. 
Lastly, we shall require the following smooth numbers estimate due to DeBruijn [3].
Recall that for x ≥ y ≥ 2, Ψ(x, y) denotes the number of integers less than or equal to
x, all of whose prime factors are less than or equal to y.
Lemma 2.5. For x ≥ y ≥ 2,
log Ψ(x, y) = (1 + o(1))
(
log x
log y
log
(
1 +
y
log x
)
+
y
log y
log
(
1 +
log x
y
))
.
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2.2. Technical Results for Proposition 1.6. As mentioned in the introduction,
Proposition 1.6 follows from Theorem 1.6 of [9]. A special case of the latter, which we
use in the sequel (see Section 4), is as follows.
Theorem 2.6 ([9], Theorem 1.6). Fix A,m ≥ 1 and let x ≥ 10. Let g1, . . . , gk be
1-bounded, complex-valued multiplicative functions and let c1, . . . , ck, b1, . . . , bk ∈ N be
such that cj, bj ≤ A for each j. Then for each 1 ≤ j0 ≤ x,
x−(k+1)
∑
1≤h1,...,hk−1≤mAx
∣∣∣∣∣
∑
1≤n≤x
∏
1≤j≤k
gj(cjn + bj + hj)
∣∣∣∣∣≪ mk−1k2Ak (e−Dj0 (x)/80 + (log x)−1/3000) .
Remark 2.7. Strictly speaking, in the statement of Theorem 1.6 in [9] the range of
hj is bounded above by x, rather than by mAx, as written here. However, for fixed
m and A, a careful look at the proof there shows that a perturbation of H by a fixed
quantity does not affect their arguments (which depend at most on logH).
It turns out that we can reduce the proof of Proposition 1.6 to showing that a similar
statement holds when the system of linear forms L is a Gowers system. This is a
consequence of Lemma 2.9 below, which allows us to prove a quantitative refinement
of Lemma 3.4 in [5] in Section 4. To state Lemma 2.9 precisely, we recall the following
definition (see Definition 1.3.2 in [15]).
Definition 2.8. A collection L of k integral linear forms in l-variables on a finite
Abelian group G is said to have Cauchy-Schwarz complexity at most s if, for each
1 ≤ j ≤ k we can partition the set of forms {L1, . . . , Lk}\{Lj} into s + 1 classes
{Ct : 1 ≤ t ≤ s + 1} such that Lj /∈ Span(Ct) for each 1 ≤ t ≤ s + 1. (If no such s
exists then the collection of forms is said to have Cauchy-Schwarz complexity ∞.)
Note that if k ≥ 2 then a primitive integral system of k linear forms always has
Cauchy-Schwarz complexity at most k − 2, by taking the partition of singletons. Also,
if an integral system of linear forms is linearly independent then the Cauchy-Schwarz
complexity is at most 0.
We may now state the following lemma, which is Exercise 1.3.23 in [15].
Lemma 2.9 (Generalized von Neumann Inequality). Let G be a finite Abelian group
and let ψ1, . . . , ψk : G
l → G be a set of integral linear forms with Cauchy-Schwarz
complexity at most s. If f1, . . . , fk : G→ C are 1-bounded functions on G then
|G|−l
∑
g∈Gl
∏
1≤j≤k
fj(ψj(g))≪k,l min
1≤j≤k
‖fj‖Us+1(G).
3. Proof of Theorem 1.2
As in the statement of Theorem 1.2 put Fj(n) := fj(n)χj(n)n
−itj when (n, qj) = 1,
and Fj(n) = 1 otherwise. Furthermore, let Fj = Fj,s · Fj,l, where we set
Fj,s(p
k) :=
{
Fj(p
k) : pk ≤ y
1 : pk > y
, Fj,l(p
k) :=
{
1 : pk ≤ y
Fj(p
k) : pk > y.
Given vectors a,n ∈ Nk let
ha(n) :=
∏
1≤j≤k
(χj · Fj,s) (Lj(n)/aj) (Lj(n)/aj)itj 1aj |Lj(n)
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(otherwise, set ha(n) = 0). Note that ha(n) is supported on vectors n such that
aj |Lj(n) and (Lj(n)/aj , qj) = 1 for each j. Thus,
∑
n∈B(x)
∏
1≤j≤k
fj(Lj(n)) =
∑
rad(aj)|qj∀j
∏
1≤j≤k
fj(aj)

 ∑
n∈B(x)
(Lj (n)/aj,qj )=1
∏
1≤j≤k
fj (Lj(n)/aj) 1aj |Lj(n)


=
∑
rad(aj)|qj∀j
∏
1≤j≤k
fj(aj)

 ∑
n∈B(x)
ha(n)
∏
1≤j≤k
Fj,l (Lj(n)/aj) 1aj |Lj(n)


=: 〈x〉
∑
rad(aj)|qj∀j
∏
1≤j≤k
fj(aj)Ma(x; f ,L).
For each j and qj, define Rqj(m) := max{d|m : rad(d)|qj}. It is easy to see that Rqj is
multiplicative. Thus, define F ∗j,l(n) := Fj,l
(
n
Rqj (n)
)
, and note that this, too, is clearly
multiplicative. Moreover, we have ha(n) 6= 0 if, and only if, aj = Rqj (Lj(n)) and hence
Fj,l (Lj(n)/aj) = F
∗
j,l(Lj(n)) in this case. Applying Lemma 2.3 repeatedly, we thus
have
∑
rad(aj)|qj∀j
∏
1≤j≤k
fj(aj)Ma(x; f ,L) =
∑
rad(aj)|qj∀j
∏
1≤j≤k
fj(aj)P(F
∗
j,l;AX)

〈x〉−1 ∑
n∈B(x)
ha(n)


(22)
+O

 ∑
1≤j≤k

 ∑
rad(aj)|qj
1√
aj

(D∗(fj , χjnitj ; y, AX) + k
(logX)B′
)
=
(
1 +O
(
k
log y
))( ∏
y<p≤AX
Mp (F ,L) +O
(
y−1+o(1)
)) ∑
rad(aj )|qj∀j
∏
1≤j≤k
fj(aj)

〈x〉−1 ∑
n∈B(x)
ha(n)


(23)
+O

 ∑
1≤j≤k

∏
p|qj
(
1− 1√
p
)−1(D∗ (fj , χjnitj ; y, AX)+ k
(logX)B′
) ,
(24)
where in (24) we used Lemma 2.4, coupled with the fact that F ∗j,l(p
k) = Fj,l(p
k) except
for the prime divisors of qj which we assume are inferior to y.
For two vectors a and b of the same length we will write a  b to mean that aj ≤ bj
for each j. Now, for z ∈ B(x) and a such that rad(aj)|qj for each j, set
Ga(z) :=
∑
nz
∏
1≤j≤k
χj(Lj(n)/aj)Fj,s(Lj(n)/aj)1aj |Lj(n),
so that by partial summation,
(25)
∑
n∈B(x)
ha(n) =
( ∏
1≤j≤k
a
−itj
j
)∫
B(x)
∏
1≤j≤k
Lj(u)
itjdGa(u).
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Note that we can express Ga(z) as
Ga(z) =
∑∗
u1(q1)
· · ·
∑∗
uk(qk)
( ∏
1≤j≤k
χj(uj)
) ∑
nz
Lj(n)/aj≡uj(qj )∀j
∏
1≤j≤k
Fj,s(Lj(n)/aj)
=:
∑∗
u1(q1)
· · ·
∑∗
uk(qk)
∃n:Lj(n)/aj≡uj(qj)∀j
( ∏
1≤j≤k
χj(uj)
)
Ra(z;u).(26)
Define gj,s := µ ∗Fj,s, and let Y := e3y. It follows by induction on ν that gj,s(pν+1) = 0
whenever pν > y. By the prime number theorem,
(∏
pk≤y p
)2
= e(2+o(1))y ≤ Y , and
thus all divisors in the support of gj,s are at most Y when y is sufficiently large. Let
1 := (1, . . . , 1). By Mo¨bius inversion,
Ra(z;u) =
∑
d∈B(Y 1)
P+(dj)≤y,(dj,qj )=1 ∀ j
( ∏
1≤j≤k
gj,s(dj)
) ∑
nz
ajdj |Lj (n),Lj (n)/aj≡uj(qj ) ∀j
1.(27)
Let Sa,d(L;u, v) denote the set of solutions to the 2k simultaneous congruences Lj(n)/aj ≡
uj(qj), Lj(n)/aj ≡ vj(dj) for all 1 ≤ j ≤ k, and let Ra,d(L;u, v) denote the density of
this set. Then
Ra(z;u) = 〈z〉

 ∑
d∈B(Y 1)
P+(dj)≤y,(dj,qj )=1 ∀j
∏
1≤j≤k
gj,s(dj)Ra,d(L;u, 0) +O
(( ∑
1≤j≤k
z−1j
)
Ψ(Y, y)k
[a1, . . . , ak]
) ,
(28)
It is easy to see that Ra,d(L;u, 0), given that it is non-zero, is independent of u. Indeed,
note that for any r, s ∈ Rl,
Lj(r − s) = Lj(r)− Lj(s) + Lj(0),(29)
Lj(r + s) = Lj(r) + Lj(s)− Lj(0).(30)
This implies immediately that if there exists a vector n such that Lj(n)/aj ≡ uj(qj) and
Lj(n)/aj ≡ 0(dj) then for any such n we have Sa,d(L;u, 0) = Sa,d(L−L(0); 0, 0)+n
(where, for an Abelian group G and a subset S of G, we write S + v := {s+ v : s ∈ S}
for v ∈ G). Using this remark in (28), inserting the latter into (26) and applying the
bound |gj,s(dj)| ≤ τ(dj) ≤ 2pi(y) for each j, it follows that
Ga(z) = 〈z〉Ξa(χ,L)
∑
d∈B(Y 1)
P+(dj)≤y,(dj,qj )=1 ∀j
∏
1≤j≤k
gj,s(dj)Ra,d(L− L(0); 0, 0)
+O
(
〈z〉 2kpi(y)Ψ(Y, y)k(q1 · · · qk)
∑
1≤j≤l
z−1j
)
.
By Lemma 2.5 there is a constant C ≤ 9/4 such that Ψ(Y, y) ≤ eCy/ log y, so we may re-
place the error term above by O
(
e
3ky
log y (q1 · · · qk)E(z)
)
, where E(z) := 〈z〉
(∑
1≤j≤l z
−1
j
)
.
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The integral in (25) takes the shape
Ξa(χ,L)
∑
d∈B(Y 1)
P+(dj)≤y∀j
Ra,d(L− L(0); 0, 0)
∏
1≤j≤k
gj,s(dj)
∫
B(x)
∏
1≤j≤k
Lj(u)
itjdu
+O
(
e
3ky
log y (q1 · · · qk)
∣∣∣∣∣
∫
B(x)
∏
1≤j≤k
Lj(u)
itjdE(u)
∣∣∣∣∣
)
=: T1 + e
3ky
log y (q1 · · · qk)T2.(31)
Now, rescaling the integral in T1, we have
∫
B(x)
( ∏
1≤j≤k
Lj(u)
itj
)
du = 〈x〉
∫
∏
1≤s≤l[1/xs,1]
( ∏
1≤j≤k
Lj((u1x1, . . . , ulxl))
itj
)
du
=
(
1 +O
(
lA
x−
))
〈x〉I(x;L, t),(32)
whence that
T1 =
(
1 +O(lAx−1− )
) 〈x〉Ξa(χ,L)I(x;L, t) ∑
d∈B(Y 1)
P+(dj)≤y,(dj,qj )=1∀j
Ra,d(L−L(0); 0, 0)
∏
1≤j≤k
gj,s(dj).
We next consider T2 as in (31). Applying partial summation repeatedly, we can write
it as
∑
0≤m≤l
(−1)l−m
∑
1≤j1<···<jm≤l
∫
urs≤xrs∀s
rs 6=jv∀s,v
dur1 · · · durl−m
[
Ed(u)
( ∏
1≤s≤l−m
∂
∂urs
) ∏
1≤j≤k
Lj(u)
itj
]xjv
ujv=1
∀1≤v≤m
.
(33)
Observe that if Lj has a non-zero ur coefficient, say cj,r,
(34)
∣∣∣∣ ∂∂urLj(u)itj
∣∣∣∣ ≤ |tj|cj,rLj(u)−1 ≤ |tj|u−1jr ;
otherwise, the ur partial derivative of L
itj
j is 0. Now fix 0 ≤ m ≤ l − 1 and a set of
indices 1 ≤ j1 < · · · < jm ≤ l. Since the non-zero coefficients of Lj(u) are positive
integers, taking further derivatives as in (34) gives∣∣∣∣∣∣∣
∫
urs≤xrs∀s
rs 6=jv∀s,v
dur1 · · ·durl−m
[
Ed(u)
( ∏
1≤s≤l−m
∂
∂urs
) ∏
1≤j≤k
Lj(u)
itj
]xjv
ujv=1
∀1≤v≤m
∣∣∣∣∣∣∣
≪l
∏
1≤j≤k
max{1, |tj|}
∫
urs≤xrs∀s
rs 6=jv∀s,v
dur1 · · ·durl−m
[
|Ed(u)|
( ∏
1≤s≤l−m
u−1rs
)]xjv
ujv=1
∀1≤v≤m
.
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By the definition of Ed(z),∫
urs≤xrs∀s
rs 6=jv∀s,v
dur1 · · · durl−m
[
|Ed(u)|
( ∏
1≤s≤l−m
u−1rs
)]xjv
ujv=1
∀1≤v≤m
≪m x−1−
( ∏
1≤v≤m
xjv
) ∏
1≤s≤l−m
∫ xjs
1
dujs
ujs
≪m x−1−
( ∏
1≤v≤m
xjv
) ∏
1≤s≤l−m
(log xrs) .
These contributions are all smaller than the term with m = l, which is bounded by
≪ |Ed(x)| ≪ 〈x〉x−1− . Thus, summing over all m-tuples of distinct indices jv and all
m, we get
T2 ≪l 〈x〉
x−
∏
1≤j≤k
max{1, |tj|}.
Thus, (25) gives
〈x〉−1
∑
n∈B(x)
ha(n) =
(
1 +O
(
lA
x−
))
Ca(x;L,χ, t)
( ∏
1≤j≤k
a
−itj
j
)
Sa(Y, y; f ,L)
+Ol
(
1
x−
e
3ky
log y
[a1, . . . , ak]
∏
1≤j≤k
qj max{1, |tj|}
)
,
where we put
Sa(Y, y; f ,L) :=
∑
d∈Bk(X1)
P+(dj)≤y,(dj,qj )=1
Ra,d(L− L(0); 0, 0)
∏
1≤j≤k
gj,s(dj).
This coupled with (24) yields
〈x〉−1
∑
n∈B(x)
∏
1≤j≤k
fj(Lj(n))
=
(
1 +Ok,l
(
1
log y
)) ∑
rad(aj)|qj
∀1≤j≤k
∏
1≤j≤k
f(aj)
a
itj
j
Ca(x;L,χ, t)Sa(X, y; f ,L)


·
( ∏
y<p≤X
Mp(F ,L) +O
(
y−1+o(1)
))
+O(R),(35)
where we have put
R :=
∑
1≤j≤k
∏
p|qj
(
1− 1√
p
)−1(
D∗(f, χjnitj ; y, AX) +
1
(logX)B′
)
+
1
x−

A+ e 3kylog y (q1 · · · qk)

 ∑
rad(aj)|qj
∀1≤j≤k
[a1, . . . , ak]
−1

 ∏
1≤j≤k
max{1, |tj|}

 .
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We next apply Rankin’s trick with δ = 1/2 to show that∣∣∣∣∣∣∣∣

 ∑
P+(dj)≤y
(dj,qj )=1∀j
−
∑
d∈B(Y 1)
P+(dj)≤y,(dj,qj )=1∀j

Ra,d(L−L(0); 0, 0) ∏
1≤j≤k
gj,s(dj)
∣∣∣∣∣∣∣∣
≪k
∑
d>Y
P+(d)≤y
τ(d)
d
≪ Y −δ
∏
p≤y
(
1 +
2
p1−δ
)
≪ Y −δ exp
(
2
∑
p≤y
p−1+δ
)
≪ e−(3δy−2yδ log2 y) ≪ e−y.
Thus, we have
Sa(Y, y; f ,L) =
∑
P+(dj )≤y
(dj,qj )=1∀j
Ra,d(L− L(0); 0, 0)
∏
1≤j≤k
gj,s(dj) +Ok
(
e−y
)
.
Moreover, replacing gj,s by gj = µ ∗ Fj here produces an error∣∣∣∣∣∣∣∣
Sa(y; f ,L)−
∑
P+(dj )≤y
(dj ,qj)=1∀j
Ra,d(L− L(0); 0, 0)
∏
1≤j≤k
gj,s(dj)
∣∣∣∣∣∣∣∣
≪k
∑
P+(d)≤y
∃pν ||d, pν>y,ν≥2
τ(d)
d
≪
∑
pν>y
ν≥2
1
pν
∑
P+(d)≤y
τ(d)
d
≪ y− 12
∏
p≤y
(
1 +
2
p
)
≪ (log y)
2
√
y
.
Thus, we have
Sa(Y, y; f ,L) = Sa(y; f ,L) +Ok
(
(log y)2√
y
)
,
which, combined with (35) completes the proof of Theorem 1.2 in the general case.
Suppose now that qj = q for all j. We note first that by a simple calculation as in
Lemma 2.4, ∏
p≤y
p∤q
Mp(f ,L) =
∑
P+(dj )≤y
(dj,q)=1
R(d1, . . . , dk)
∏
1≤j≤k
gj,s(dj),
where R(d1, . . . , dk) is the density of solutions in N
l to the simultaneous conditions
dj|Lj(n) for each j. Arguing as in the remarks surrounding (29) and (30), R(d1, . . . , dk)
is also the density corresponding to the shifted forms Lj −Lj(0). Now since (q, dj) = 1
for all j,
(36)
Ra,d(L−L(0), 0, 0) = R([qa1, a1d1], · · · , [qak, akdk]) = R(qa1, . . . , qak)R(d1, . . . , dk)
by multiplicativity. We thus have
Sa(y; f ,L) = R(qa1, · · · qak)
∏
p≤y
p∤q
Mp(f ,L)
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whenever a with rad(aj)|qj for each j, and Theorem 1.2 follows as well in the special
case qj = q for all j.
4. Proof of Proposition 1.2
As mentioned in Section 2, we shall first make the following reduction, which is based
on ideas of Green and Tao (see Theorem 7.1’ and Appendix A of [7]). For convenience,
we write ZN to mean Z/NZ.
Lemma 4.1. Let A, k, l ≥ 1. Let L be a primitive integral system of k linear forms
in l variables and height at most A. Suppose that f1, . . . , fk : N → C are 1-bounded
arithmetic functions such that min1≤j≤k ‖fj‖Uk−1(x) → 0 as x→∞. Then
M(x; f ,L)≪k,l,A min
1≤j≤k
‖fj‖
1
2
Uk−1(x)
.
Moreover, if L is a system of linearly independent forms then we can replace the Uk−1
norm on the right side by the U2 norm.
Proof. Let ρ > ρ′ > lA and let N be a large prime satisfying ρ′x < N ≤ ρx, with ρ
sufficiently large in terms of ρ′ (but bounded as x→∞). Then
M(x; f ,L) =
(
N
x
)l
N−l
∑
n∈ZlN
∏
1≤j≤k
fj(Lj(n))1[1,x]l(n).
We seek to apply Lemma 2.9, and must hence remove the weight 1[1,x]l. To accomplish
this, we use the following harmonic analytic argument, due to Green and Tao (see
Proposition 7.1’ of [7]). Define a metric on ZlN by
d(m,m′) :=
(∑
j≤l
∣∣∣∣mj −m′jN
∣∣∣∣
2
) 1
2
.
Let z, Z, λ > 0 be parameters to be chosen. Let φN : Z
l
N → C be a bounded (indepen-
dently of N) d-Lipschitz map with Lipschitz constant λ such that ‖1[1,x]l−φN‖L1(ZlN ) ≪l
N l/Z. It is shown in Corollary A.3 of [7] that λ ≪ Z/N . Expanding φN as a Fourier
series and convolving it with the l-dimensional Fe´jer kernel of length z, one can show
that
φN(n) =
∑
m∈ZlN
ame
(m · n
N
)
=
∑
m∈[z]l
a′me
(m · n
N
)
+Ol
(
N lλ
log(z + 1)
z
)
,
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where |a′m| ≪ 1. Inserting this expansion into our expression for M(x; f ,L), splitting
the two contributions and bounding the main term trivially gives
M(x; f ,L) ≤ ρl

N−l
∣∣∣∣∣∣
∑
n∈Zln
φN(n)
∏
1≤j≤k
fj(Lj(n))
∣∣∣∣∣∣ + Z−1


≪ρ,l N−l
∣∣∣∣∣∣
∑
m∈[z]l
am
∑
n∈Zln
e
(m · n
N
) ∏
1≤j≤k
fj(Lj(n))
∣∣∣∣∣∣+ λ
log(z + 1)
z
+ Z−1
≪ρ,l

 ∑
m∈[z]l
|am|

 max
m∈ZlN
N−l
∣∣∣∣∣∣
∑
n∈ZlN
e
(m · n
N
) ∏
1≤j≤k
fj(Lj(n))
∣∣∣∣∣∣+ λ
log(z + 1)
z
+ Z−1
≪ρ,l zl

N−l
∣∣∣∣∣∣
∑
n∈ZlN
∏
0≤j≤k
fj(Lj(n))
∣∣∣∣∣∣

 + λ log(z + 1)
z
+ Z−1,
where, letting m0 be the index maximizing the multilinear average, we let L0(n) =
m0 ·n and f0(n) := e
(
n
N
)
. Now if L0 /∈ SpanQ{L1, . . . , Lk} then {L0, . . . , Lk} still has
Cauchy-Schwarz complexity k − 2 so by Lemma 2.9,
(37) M(x; f ,L)≪ρ,l zl min
1≤j≤k
‖fj‖Uk−1(ZN ) + λ
log(z + 1)
z
+ Z−1.
On the other hand, if L0 =
∑
1≤j≤k αjLj with αj ∈ Q then (37) still holds with f ′j(n) :=
fj(n)e(αjn) in place of fj . Since the U
k−1(ZN ) norm is invariant under multiplication
by exponential phases (see (B.4) in [7]) we have ‖f ′j‖Uk−1(ZN ) = ‖fj‖Uk−1(ZN ), and thus
as written (37) holds in this case as well.
By definition, ‖fj‖Uk−1(ZN ) = ‖fj‖Uk−1(x)‖1[1,x]‖Uk−1(ZN ) ≪ρ,l ‖fj‖Uk−1(x). Hence
M(x; f ,L)≪ρ,l zl min
1≤j≤k
‖fj‖Uk−1(x) + λ
log(z + 1)
z
+ Z−1
≤ zl‖fj0‖Uk−1(x) + λ
log(z + 1)
z
+ Z−1.
Suppose that 1 ≤ j0 ≤ k is the index of the function with minimal U (k−1)(x) norm as
x→∞. Taking z := ‖fj0‖−
1
2l
Uk−1(x)
and Z = N1/2 suffices to prove the first claim.
The second claim follows immediately from the fact that mutually linearly independent
forms have Cauchy-Schwarz complexity at most 1 trivially. 
Lemma 4.2. Suppose f is a 1-bounded multiplicative function such that D(x) :=
D(f ; 10x, (logx)1/125)→∞ as x→∞. Then for some absolute c1, c2 > 0,
‖f‖U2(x) ≪ e−c1D(x) + (log x)−c2.
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Proof. We have
‖f‖4U2(x) = x−3
∑
1≤n1,n2,n3≤x
f(n1)f(n1 + n2)f(n1 + n3)f(n1 + n2 + n3)
≤ x−3
∑
1≤n1,n2≤x
∣∣∣∣∣
∑
n3≤x
f(n1 + n3)f(n1 + n2 + n3)
∣∣∣∣∣
≤ x−3
∑
1≤h1,h2≤2x
∣∣∣∣∣
∑
n≤x
f(n+ h1)f(n+ h2)
∣∣∣∣∣ ,
upon making the change of variables n = n1, h1 = n3 and h2 = h1+n2 ≤ 2x. Applying
Theorem 2.6 with H = 2x gives
‖f‖4U2(x) ≪k,l,A e−c1Dj0 (x) + (log x)−c2 ,
and the claim follows with constants c1/4 and c2/4 in place of c1, c2. 
Proof of Proposition 1.6. Proposition 1.6 follows immediately upon combining Lem-
mata 4.1 and 4.2. 
5. Sign Changes of Non-Pretentious Multiplicative Functions on 3-
and 4-term Arithmetic Progressions
In this section, we study the frequency with which a given multiplicative function
f : N→ {−1, 1} yields a given sign pattern on 3- and 4-term arithmetic progressions.
5.1. Sign Patterns of Non-Pretentious Functions on Fixed 3- and 4-term
APs. In order to show that certain sign patterns exhibit positive upper density, it
suffices to find a corresponding lower bound for the upper logarithmic density. Our
method to do this relies on the remarkable result of Tao [14] that establishes a loga-
rithmically averaged version of Elliott’s conjecture. A special case of his result is the
following.
Theorem 5.1 ([14], Corollary 1.5). Let b1, b2 be distinct, non-negative integers. Let
f1, f2 : N → C be a 1-bounded multiplicative function such that for some j ∈ {1, 2},
D(fj;Ax,∞)→∞ as x→∞ for each A ≥ 1. Then∑
n≤x
f1(n + b1)f2(n+ b2)
n
= o(log x).
We shall take advantage of this result and the unimodularity of f to establish state-
ments about correlations of f with three or four translates of itself. We use the following
basic device to this end.
Lemma 5.2. For n ≥ 1 let a1, . . . , an, b1, . . . , bn ∈ C have norm uniformly bounded
above by X. Let w1, . . . , wn ∈ (0,∞) and put H :=
∑
1≤j≤nwj. Let A := H
−1
∣∣∣∑1≤j≤nwjaj∣∣∣
and B := H−1
∣∣∣∑1≤j≤nwjbj∣∣∣. Then
Re
( ∑
1≤j≤n
wjajbj
)
≥
(
1
2
(A+B)2 −X
)
H.
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Proof. Rotating the sums
∑
1≤j≤nwjaj and
∑
1≤j≤nwjbj , we may assume without loss
of generality that they point in the same direction, say e(θ). As such, by Cauchy-
Schwarz,
Re
( ∑
1≤j≤n
wjajbj
)
≥ 1
2
∑
1≤j≤n
wj
(|aj + bj |2 − 2X) ≥ 1
2H


∣∣∣∣∣
∑
1≤j≤n
wj(aj + bj)
∣∣∣∣∣
2
− 2XH


= H
(
1
2
|(A+B)e (θ)|2 −X
)
,
as claimed. 
A consequence of Lemma 5.2 is the following, which gives us a criterion to determine
whether or not a multiplicative function is pretentious based on its 4-term correlations.
Lemma 5.3. Let x, d ≥ 1, with d ∈ N and d = o(x). Let f be a unimodular multiplica-
tive function, and let δ > 0. If
1
log x
∑
n≤x
f(n)f(n+ d)f(n+ 2d)f(n+ 3d)
n
>
1√
2
+ δ
as x → ∞ then there is a primitive Dirichlet character χ of conductor q and a real
number t ∈ R such that D(f, χnit;∞) <∞.
Proof. We apply Lemma 5.2 with wn := 1/n, an := f(n)f(n + d)f(n + 2d)f(n + 3d)
and bn := an+d for each n ≤ x. Clearly, anbn = f(n)f(n+ 4d), and as d = o(x),
A +B = (2 + o(1))
1
log x
∣∣∣∣∣
∑
n≤x
f(n)f(n+ d)f(n+ 2d)f(n+ 3d)
n
∣∣∣∣∣ .
By Lemma 5.2,
Re
(∑
n≤x
f(n)f(n+ 4d)
n
)
≥ (2+o(1))
∣∣∣∣∣
∑
n≤x
f(n)f(n+ d)f(n+ 2d)f(n+ 3d)
n
∣∣∣∣∣
2
−log x+O(1).
By assumption, it follows that
Re
(∑
n≤x
f(n)f(n+ 4d)
n
)
≫δ log x.
The conclusion now follows from Theorem 5.1 with f1 = f , f2 = f . 
Our next lemma is a trivial observation showing that the cardinality of the set of
n ≤ x yielding a fixed sign pattern of a given length can be expressed as a correlation
of multiplicative functions.
Lemma 5.4. Let l ≥ 1, and let ǫ ∈ {−1, 1}l. Let f : N→ {−1, 1} and g : (0,∞)→ R,
and put
Sǫ := {n ∈ N : f(n+ jd) = ǫj for all 0 ≤ j ≤ l − 1}.
Then ∑
n≤x
n∈Sǫ
g(n) = 2−l
∑
n≤x
g(n)
∏
0≤j≤l−1
(1 + ǫjf(n+ jd)) .
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Proof. If n /∈ Sǫ then for some 0 ≤ j ≤ l−1, 1+ǫjf(n+jd) = 0, so such terms contribute
nothing. Conversely, when n ∈ Sǫ then 1 + ǫjf(n + jd) = 2 for all 0 ≤ j ≤ l − 1, and
the product is then 2l. This implies the claim. 
With these results in hand, we will establish Theorem 1.10.
Proof of Theorem 1.10. We will only prove ii). By a similar argument one can establish
i) as well, and we leave the details of this to the reader.
Let S±ǫ := Sǫ ∪ S−ǫ. Write L±ǫ(x) :=
∑
n≤x
n∈S±ǫ
1
n
. Applying Lemma 5.4 twice with
g(n) := 1
n
for all n ∈ N,
L±ǫ(x) =
1
16
∑
n≤x
1
n
( ∏
0≤j≤3
(1 + ǫjf(n+ jd)) +
∏
0≤j≤3
(1− ǫjf(n+ jd))
)
=
1
16

 ∑
S⊆{0,1,2,3}
(
1 + (−1)|S|)∑
n≤x
1
n
∏
j∈S
ǫjf(n+ jd)


=
1
8

log x+ ∑
S⊆{0,1,2,3}
|S|=2
∑
n≤x
1
n
∏
j∈S
ǫjf(n+ jd) + ǫ0ǫ1ǫ2ǫ3
∑
n≤x
∏
0≤j≤3 f(n+ jd)
n

 .
By Theorem 1.3 of [14], each of the six 2-element subsets S of {0, 1, 2, 3} gives rise to∑
n≤x
1
n
∏
j∈S
f(n+ jd) = o(log x).
Also, by Lemma 5.3, we must have
lim inf
x→∞
∣∣∣∣∣ 1log x
∑
n≤x
f(n)f(n+ d)f(n+ 2d)f(n+ 3d)
n
∣∣∣∣∣ ≤ 1√2 .
As such, we have
lim sup
x→∞
L±ǫ(x)
log x
≥ 1
8
(
1− lim inf
x→∞
∣∣∣∣∣ 1log x
∑
n≤x
f(n)f(n+ d)f(n+ 2d)f(n+ 3d)
n
∣∣∣∣∣
)
≥ 1
8
− 1
8
√
2
>
1
28
.
This establishes the claim. 
By a similar argument, we can show the following. The details are left to the reader.
Proposition 5.5. For any d ≥ 1, any non-pretentious function f : N → {−1, 1} and
any ǫ ∈ {−1, 1}3, the upper logarithmic density of the set of n such that f(n+ jd) = ǫj
for j = 0, 1 and 2 is at least 1
28
.
Proof of Corollary 1.11. Given a sign pattern ǫ ∈ {−1, 1}4 and d ∈ N, put
Sǫ(d) := {n ∈ N : (f(n), f(n+ d), f(n+ 2d), f(n+ 3d)) = ǫ}.
By Proposition 1.10, at least one of Sǫ(1) or Sǫ(1) has positive upper density. Without
loss of generality, suppose Sǫ(1) has positive upper density. Thus, clearly d(e) = 1.
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Now, if n ∈ Sǫ(1) then p0n ∈ S−ǫ(p0), since f(p0n + p0k) = f(p0)f(n + k) = −ǫk
for each k ∈ {0, 1, 2, 3}. Thus, d(−ǫ) ≤ p0. Since ǫ was arbitrary, this implies the
claim. 
5.2. Sign Patterns of Non-Pretentious Functions in Almost All 3-term APs.
By Chebyshev’s inequality, in order to prove Theorem 1.12 it suffices to show the
following variance estimate.
Proposition 5.6. Let ǫ ∈ {−1, 1}3 and let f : N→ {−1, 1}. Then
(38) x−2
∑
d≤x
(
|{n ≤ x : f(n+ jd) = ǫj∀j}| − 1
8
x
)2
≪ Rf(x),
where Rf (x) is as defined in (5).
The first and second moment calculations are given in the following two lemmata.
Lemma 5.7. Let ǫ ∈ {−1, 1}3 and let f : N→ {−1, 1}. Then
x−1
∑
d≤x
|{n ≤ x : f(n+ jd) = ǫj∀j}| = 1
8
x+O (xRf (x)) .
Proof. As before we have
x−1
∑
d≤x
|{n ≤ x : f(n+ jd) = ǫj∀ 0 ≤ j ≤ 2}| = 1
8
∑
d,n≤x
∏
0≤j≤2
(1 + ǫjf(n+ jd))
=
1
8

x+ ∑
S⊆{0,1,2}
S 6=∅
(∏
j∈S
ǫj
) ∑
d,n≤x
∏
j∈S
f(n+ jd)

 .(39)
Fix a non-empty subset S of {0, 1, 2, 3}. The collection of forms
{(n, d) 7→ n+ jd : j ∈ S}
has Cauchy-Schwarz complexity at most that of the 3-term AP {n + jd : 0 ≤ j ≤ 2},
which is 1. By Theorem 1.6, we have
x−2
∑
d,n≤x
∏
j∈S
f(n+ jd)≪Rf (x).
As such, (39) can be transformed as
x−1
∑
d≤x
|{n ≤ x : f(n+ jd) = ǫj for all 0 ≤ j ≤ 2}| = 1
8
x+O (xRf (x)) .

Lemma 5.8. Let ǫ ∈ {−1, 1}3 and let f : N→ {−1, 1}. Then
x−1
∑
d≤x
|{n ≤ x : f(n+ jd) = ǫj∀j}|2 = x
2
64
+O
(
x2Rf (x)
)
.
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Proof. By Lemma 5.4,∑
d≤x
|{n ≤ x : f(n+ jd) = ǫj∀j}|2 = 1
64
∑
n,n′,d≤x
∏
0≤j,j′≤2
(1 + ǫjf(n+ jd)) (1 + ǫjf(n
′ + jd))
=
1
64

x3 + ∑
S,S′⊆{0,1,2}
S∪S′6=∅
(∏
j∈S
ǫj
)(∏
j′∈S′
ǫj′
) ∑
n,n′,d≤x
(∏
j∈S
f(n+ jd)
)(∏
j∈S′
f(n′ + j′d)
) .
(40)
Associate to each pair of sets S, S ′ ⊆ {0, 1, 2} with S ∪ S ′ 6= ∅ the system of forms
LS,S′ := {(n, n′, d) 7→ n+ jd : j ∈ S} ∪ {(n, n′, d) 7→ n′ + j′d : j′ ∈ S ′}.
We note to that each of the sets of forms {n, n + d, n′ + d} and {n′, n′ + 2d, n + 2d}
(in the variables n, n′ and d) is linearly independent. This implies that the set of forms
{n, n′, n+d, n′+d, n+2d, n′+2d} and each of its subsets has Cauchy-Schwarz complexity
at most 1. Applying Proposition 1.6 to LS,S′, we get
M(x; f1,LS,S′)≪ Rf(x).
Thus, the second term in the brackets in (40) can be bounded as
∑
S,S′⊆{0,1,2}
S∪S′6=∅
(∏
j∈S
ǫj
)(∏
j′∈S′
ǫj′
)
x3M(x; f1,LS,S′)≪ x3Rf(x).
The claim of the lemma follows. 
Proof of Proposition 5.6. Expanding the square on the left side of (38) yields
x−2
∑
d≤x
|{n ≤ x : f(n+ jd) = ǫj , 0 ≤ j ≤ 2}|2
− 1
4
(
x−1
∑
d≤x
|{n ≤ x : f(n+ jd) = ǫj , 0 ≤ j ≤ 2}|
)
+
1
64
x.
Combining Lemmata 5.7 and 5.8 quickly establishes the proposition. 
6. Sign Patterns of Pretentious Functions in Almost All 4-term APs
6.1. Preliminaries and the First Moment Estimate. Our first quest is to under-
stand the p-adic and character local factors Mp and Ξa. In preparation for this, we
introduce more notation, some of which is recalled from the introduction.
Given a set S ⊆ {0, 1, 2, 3}, letLS be the collection of forms {Lj(n, d) := n+jd : j ∈ S}.
Also, write 1|S| to denote the vector in R|S|, all of whose components are 1.
Given a fixed prime p we associate to each λ ∈ Fp\{0, 1} a non-singular elliptic curve
Eλ defined over Fp given by the Legendre model y
2 ≡ x(x − 1)(x − λ)(p). Finally, we
will write
∑∗
a(q)
to indicate that summation is restricted to residue classes a coprime
to q. Here and throughout this section, q ≥ 5 is a positive integer coprime to 6.
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Lemma 6.1. Let q ≥ 2 and let a := (a0, a1, a2, a3) be a vector of integers whose radicals
divide q. Then Ξa(χ1{0,1,2,3},L{0,1,2,3}) vanishes unless a1 = a2 = a3 = a0, in which
case we have
Ξa(χ1{0,1,2,3},L{0,1,2,3}) = µ(q)φ(q)
∏
p||q
(p + 1−#E3b2(Fp)) ,
where b is the inverse of 2 modulo q.
Proof. Since χ is primitive and has odd conductor, q must be squarefree, and thus χ
factors as a product of Legendre symbols. Given b0, b1, b2, b3 such that Lj(n, d)/aj ≡
bj(q) for 0 ≤ j ≤ 3, we observe by the Chinese Remainder Theorem that
Ξa(χ,L) =
∏
p|q
∑
b0,b1,b2,b3(p)
∃n,d:(n+jd)/aj≡bj (p)
(
b0b1b2b3
p
)
.
We consider several cases depending on the integers aj .
Case 1: If p|(ai, aj) for some 0 ≤ i < j ≤ 3 but p ∤ ak for k 6= i, j then as p 6= 2, 3,
p|(n, d). As such, bk ≡ 0(p). Hence, the sum over bk is trivial. Thus, if p divides some
two aj ’s, Ξa is trivial unless a0 = a1 = a2 = a3.
Case 2: Suppose that p|ai but p ∤ aj for each j 6= i. Then n + id = pm for some
m ∈ N, and n + jd ≡ (j − i)d(p) for each j 6= i. Since (p, aj) = 1, it follows that
(n + jd)/aj ≡ bj(p) if, and only if, n + jd ≡ bjaj(p). Hence, as ai is squarefree,
(ai/p, p) = 1 and
∑
b0,b1,b2,b3(p)
∃n,d:(n+jd)/aj≡bj (p)
(
b0b1b2b3
p
)
=
∑
d(p)
(
d
∏
j 6=i(j − i)aj
p
)∑
m(p)
(
m/(ai/p)
p
)
= 0,
Case 3: We assume now that a0 = a1 = a2 = a3. With the above constraints on the bj ,
we must have b3 ≡ 2b2−b1 and b4 ≡ 3b2−2b1. Thus, multiplying by χ(2b2)4χ(−1)2 = 1,
Ξa(χ1{0,1,2,3},L{0,1,2,3}) =
∑∗
b1,b2(q)
χ(b1b2(2b2 − b1)(3b2 − 2b1))
=
∑∗
b1,b2(q)
χ(b1b2(b1b2 − 2)(2b1b2 − 3))
=
∑∗
b1,b2(q)
χ(2b1b2(2b1b2 − 1)(2b1b2 − 322)).
Making the change of variables 2b1b2 in place of b1, we get
(41) Ξa(χ1{0,1,2,3},L{0,1,2,3}) =
∑∗
d,b2(q)
χ(d(d−1)(d−3b2)) = φ(q)
∑∗
d(q)
χ(d(d−1)(d−λ)).
Applying the CRT again, the complete character sum factors as
∑∗
d(q)
χ(d(d− 1)(d− λ)) =
∏
p|q
∑
d(p)
(
d(d− 1)(d− λ)
p
)
.
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On the other hand, we know that 1+
∑
d(p)
(
1 +
(
d(d−1)(d−λ)
p
))
is precisely the number
of Fp-rational points on Eλ (including the point at infinity). As such,
(42)
∑∗
d(q)
χ(d(d− 1)(d− λ)) = µ(q)
∏
p|q
(p+ 1−#Eλ(Fp)) .
Inserting this into (41) proves the claim. 
Lemma 6.2. Let f : N→ {−1, 1} be pretentious to a real character χ with conductor
q. If S ⊂ {0, 1, 2, 3} has size 2 or 3, then Ξa(χ1|S|,LS) = 0 for any length |S| vector a
of divisors of q.
Proof. When |S| = 2, note that the forms Lj and Lj′ are linearly independent, and thus
any pair of residue classes (bj , bj′) can satisfy the simultaneous congruences Lj(n, d)/aj ≡
bj(q) and Lj′(n, d)/aj′ ≡ bj′(q). By orthogonality,
Ξa(χ1|S|,LS) =

∑∗
c(q)
χ(c)


2
= 0.
Now suppose that |S| = 3, and let 0 ≤ j1 < j2 < j3 ≤ 3 be the elements of S. A
reduction argument similar to (and, in fact, simpler than) the one in Lemma 6.1 allows
one to assume that a0 = a1 = a2 =: a. Then, Ljt(n, d)/a ≡ bt(q) for each 1 ≤ t ≤ 3
implies that (j2 − j1)d ≡ b2 − b1, and as j2 − j1 ∈ {1, 2} and q is odd, we have
b3 ≡ b1 + (j3 − j1)(j2 − j1)(b2 − b1)(q) =: b1(1− J) + Jb2(q),
where J := (j3 − j1)(j2 − j1). Note that since j3 6= j2 and j3 − j1 ∈ {2, 3}, J 6= 1 and
J and J − 1 are both invertible. As such, we have
Ξ(χ1|S|,LS) =
∑∗
b1,b2(q)
χ(b1b2(b1(1− J) + Jb2))
= χ(J)
∑∗
b1,b2(q)
χ(b2)
3
∑∗
b1(q)
χ(b1b2(1− b1b2J(J − 1))).
Multiplying by J(J − 1) and making the change of variables c := b1b2J(J − 1) in place
of b1 (which is a bijection onto (Z/qZ)
∗) yields
Ξ(χ1|S|,LS) = χ(J − 1)

∑∗
b2(q)
χ(b2)



∑∗
c(q)
χ(c(1− c))

 = 0.

For the remainder of the paper, we will write [3] := {0, 1, 2, 3}, and
∆p := p+ 1−#E3b2(Fq).
We can now state our first moment estimate for sign patterns of pretentious multi-
plicative functions in almost all 4-term arithmetic progressions.
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Proposition 6.3. Let ǫ ∈ {−1, 1}4. Let δ > 0 be fixed and let 2 ≤ (log x)δ ≤ z ≤ x
with z = o(x) as x→∞. Let f : N→ {−1, 1} be pretentious to a real character χ with
conductor q coprime to 6. Then
1
z
∑
d≤z
q∤d
|{n ≤ x : f(n+ jd) = ǫj∀j}| =
(
1− 1
q
)
x
16
+ o(x),(43)
and
1
z
∑
d≤z
|{n ≤ x : f(n+ jd) = ǫj∀j}| = x
16

1 + ǫ0ǫ1ǫ2ǫ3∏
p∤q
Mp(fχ14,L[3])
∏
p|q
µ(p)∆p
p+ 1

+ o(x).
(44)
Proof. Applying Lemma 5.4, we have
(xz)−1
∑
d≤z
|{n ≤ x : f(n+ jd) = ǫj∀j}| = 1
16

1 + ∑
S⊆{0,1,2,3}
S 6=∅
( ∏
0≤j≤3
ǫj
)∑
d≤z
∑
n≤x
∏
j∈S
f(n+ jd)

 .
For each non-empty S ∈ {0, 1, 2, 3}, Theorem 1.2 (with t = 0) gives
(45)
(xz)−1
∑
d≤z
∑
n≤x
∏
j∈S
f(n+jd) =
∑
rad(aj)|q
∀j∈S
∏
j∈S
f(aj)R(a, S)Ξa(LS, χ1S)
∏
p≤x
Mp(F1|S|,LS)+o(1),
where we have set
R(a, S) := lim
x→∞
x−|S|
∑
n∈[x]|S|
ajq|Lj (n)∀j∈S
1.
When |S| ∈ {2, 3}, Lemma 6.1 implies that the right side of (45) is 0. Now, D(f, χ;∞) <
∞ and for x sufficiently large in terms of q,
D(1, χ; x)2 =
∑
p≤x
1− χ(p)
p
= log2 x+ log
(∏
p≤x
(
1− χ(p)
p
))
+O(1)
= log2 x− logL(1, χ) +O(1)≫ log2 x.
By the triangle inequality for D, it follows that D(f, 1; x)2 ≫ log2 x, and hence by
Wirsing’s theorem (for an effective version due to Hall and Tenenbaum, see Theorem
4.14 of [17]), ∑
n≤x
f(n+ jd) =
∑
n≤x
f(n) + o(x) = o(x),
for each 0 ≤ j ≤ 3. Thus, when |S| = 1, the left side of (45) is o(1).
Now, when we do not sum over multiples of q, R(a, {0, 1, 2, 3}) = 0. This implies (43).
Conversely, if multiples of q are included in the sum then R(a, {0, 1, 2, 3}) = (aq)−2.
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Thus, for (44), the above and Lemma 6.1 yields
(xz)−1
∑
d≤z
|{n ≤ x : f(n+ jd) = ǫj∀j}|
=
1
16

1 + ǫ0ǫ1ǫ2ǫ3∏
p≤x
p∤q
Mp(F14,L[3])
µ(q)φ(q)
q2
∑
rad(a)|q
f(a)4
a2
∏
p|q
∆p

+ o(1)
=
1
16

1 + ǫ0ǫ1ǫ2ǫ3∏
p≤x
p∤q
Mp(F14,L[3])
µ(q)φ(q)
q2
∏
p|q
(
1− 1
p2
)−1
∆p

 + o(1)
=
1
16

1 + ǫ0ǫ1ǫ2ǫ3∏
p≤x
p∤q
Mp(F14,L[3])
µ(q)
q
∏
p|q
(
1 +
1
p
)−1
∆p

+ o(1),
which implies the claim. 
6.2. The Second Moment Estimate. We now establish a mean-squared deviation
estimate for the cardinalities of the sets
Sǫ(d) := {n ≤ x : f(n+ jd) = ǫj ∀ 0 ≤ j ≤ 3},
using the first-moment estimate in Proposition 6.3. In the sequel, let
Aǫ(f ; q) := ǫ0ǫ1ǫ2ǫ3
∏
p∤q
Mp(fχ14,L{0,1,2,3})
∏
p|q
µ(p)∆p
p+ 1
,
whenever f is pretentious to a real character χ modulo q.
First, we show that the product of p-adic local factors is independent of the choice of
linear forms for which the factors are defined. As before, given subsets S, T ⊆ {0, 1, 2, 3}
we let
LS,T := {(n, n′, d) 7→ n+ jd : j ∈ S} ∪ {(n, n′, d) 7→ n′ + j′d : j′ ∈ T}.
Lemma 6.4. Let f : N→ {−1, 1} be pretentious to a real character χ with conductor
q. Let S, S ′, T, T ′ ⊂ {0, 1, 2, 3} be subsets of size 2. Then∏
p∤q
Mp(fχ14,LS,T ) =
∏
p∤q
Mp(fχ14,LS′,T ′).
Similarly,∏
p∤q
Mp(fχ14,LS,{0,1,2,3}) =
∏
p∤q
Mp(fχ14,L{0,1,2,3},S) =
∏
p∤q
Mp(fχ14,LS′,{0,1,2,3}).
Proof. Fix p ∤ 6q for the moment. Write S = {j0, j1} and T = {k0, k1}. We can express
Mp(fχ14,LS,T ) as
Mp(fχ14,LS,T ) =
∑
ν0,ν1,ν2,ν3≥0
∏
0≤j≤3
F (pνj)

 lim
x→∞
x−3
∑
n,m,d≤x
pνt ||(n+jtd),p
ν2+t ||(m+ktd)
1

 .
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We split the sum over n, n′ and d according to the p-adic valuation of each of these
variables. Given m ∈ N, let νp(N) denote the exponent r such pr||N . Given fixed n,m
and d counted by the inner sum above, let α := νp(n), β := νp(m) and γ := νp(d). By
the properties of the p-adic valuation, and p ∤ 6, if α 6= γ then νt = max{α, γ} for both
t = 0, 1, and similarly, if β 6= γ then ν2+t = max{β, γ} for both t = 0, 1. The densities
thus depend only on the p-adic valuations of n, m and d, and not on the choice of
forms. Hence, these terms are independent of the choices of j0, j1, k0 and k1.
Suppose now that α = γ, and write n′ = n/pγ and d′ := d/pγ. Then it follows that
n′ ≡ −jtd′ (pνt−γ), and pνt−γ+1 ∤ (n′ + jtd′). As such, given d′, the density of such n′ is
p−(νt−γ) (1− 1/p), irrespective of the specific choice jt. A similar scenario occurs when
the roles of α and β are switched, and when α = β = γ. This proves that the p-adic
factors are independent of S and T when p ∤ 6q.
We now consider p|6. Given p, we define an equivalence relation ∼p among pairs of sets
(S, T ) with the property that
(S, T ) ∼p (S ′, T ′) if, and only if, Mp(F14,LS,T ) = Mp(F14,LS′,T ′).
We shall furthermore say that a form in LS,T has bad reduction at p if the degree in
any of the variables of the form decreases upon reduction modulo p; we say that the
form has good reduction at p otherwise.
We make the following observations:
a) if LS,T consists only of forms of good reduction at p then the arguments above still
go through. For instance, M2(F14,L{0,3},{0,1}) = M2(F14,L{0,1},{0,1}), i.e.,
({0, 3}, {0, 1}) ∼2 ({0, 1}, {0, 1}).
In fact, if S encodes the same number of forms of good and bad reduction mod p as S ′
does then (S, T ) ∼p (S ′, T );
b) if S2 can be constructed as a translation of S1, and T encodes forms of good reduction
then (S1, T ) ∼p (S2, T ) provided that the set of primes at which forms in S1 have bad
reduction only differs by one prime from that of S2. Indeed, this follows from Theorem
1.2 because when z = o(x) and z, x→∞,
(zx2)−1
∑
d≤z
∑
n,n′≤x
∏
j∈S2
f(n+ jd)
∏
k∈T
f(n′ + kd)
= (zx2)−1
∑
d≤z
∑
n,n′≤x
∏
j∈S1
f(n+ jd)
∏
k∈T
f(n′ + kd) + o(1).
and moreover
(zx2)−1
∑
d≤z
∑
n,n′≤x
∏
j∈Si
f(n+ jd)
∏
k∈T
f(n′ + kd)
=

∑
aj |q∀j
f(aj)
aj
R(qa1, qa2, qa3, qa0)Ξa(LSi,T ,χ)

∏
p∤q
Mp(F14,LSi,T ) + o(1),
The character factors only depend on the gaps between the elements of Sj, which are
invariant under translation. The above remarks thus show that all but possibly the
p-adic factors for p|6 are the same, and if, say, only one of the forms in S2 has bad
reduction at p and the other has good reduction everywhere then it also follows that
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Mp(F14,LS1,T ) =Mp(F14,LS2,T ).
With these remarks, we can now complete the proof. It suffices to show that
(S, {0, 1}) ∼p (S ′, {0, 1})
for all S, S ′ of size two and both p = 2 and 3, as then the same arguments repeat
(by transitivity) to fixing S and varying {0, 1} through all sets of size two. Thus, set
T := {0, 1}. First, applying b) twice, we have
({0, 1}, T ) ∼2 ({1, 2}, T ) ∼2 ({2, 3}, T ).
Next, applying a), we have that ({1, 3}, T ) ∼2 ({0, 1}, T ), and applying b) again gives
({0, 2}, T ) ∼ ({1, 3}, T ). Finally, by a) we again have ({0, 3}, T ) ∼2 ({0, 1}, T ).
For p = 3, the same sort of arguments work. For instance, in this case we have
({0, 3}, T ) ∼3 ({1, 3}, T ) and ({0, 2}, T ) ∼3 ({0, 1}, T ) by a), and ({1, 3}, T ) ∼2
({0, 2}, T ). This completes the proof in the (2, 2) case.
The (2, 4) and (4, 2) cases follow by similar (and simpler) reasoning. 
Lemma 6.5. Let q be as above and let b be the inverse of 2 modulo q. For any p|q,
(46)
∑
d(p)
(
d(d+ 1)(d+ 2)(d+ 3)
p
)
= −(∆p + 1).
Proof. Let R denote the sum on the left side of (46). The term d = 0 contributing
nothing, we may restrict the sum to coprime residue classes modulo p. Pulling out four
factors of d and replacing d by d, we get
R =
∑∗
d(p)
(
(1 + d)(1 + 2d)(1 + 3d)
p
)
= −1 +
∑
d(p)
(
(1 + d)(1 + 2d)(1 + 3d)
p
)
= −1 +
∑
c(p)
(
c(2c− 1)(3c− 2)
p
)
,
upon reinserting the term d = 0 and making the change of variables c = d+1. Removing
c = 0 and replacing c by 2c, we get
R = −1 +
∑∗
c(p)
(
c(c− 1)(c− 322)
p
)
= −(p+ 2−#Eλ(Fp)),
as in Lemma 6.1. This completes the proof. 
Proof of Theorem 1.16. We will only consider the case that the number of + signs in ǫ
is odd. The general case is similar but involves further computations of the same type
as those involved in the cases we consider.
Let L denote the left side of (9). Expanding the square and applying Proposition 6.3,
we have
L = z−1
∑
d≤z
|Sǫ(d)|2 − x
8
(1 + Aǫ(f ; q))
(
z−1
∑
d≤z
|Sǫ(d)|
)
+
x2
256
(1 + Aǫ(f ; q))
2
= z−1
∑
d≤z
|Sǫ(d)|2 − x
2
256
(
1 + 2Aǫ(f ; q) + Aǫ(f ; q)
2
)
+ o(x2).
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We seek to evaluate the second moment of |Sǫ(d)|2 here. Using Lemma 5.4, we get
z−1
∑
d≤z
|Sǫ(d)|2 = 1
256z
∑
d≤z
∑
n,n′≤x
∏
0≤j≤3
(1 + ǫjf(n+ jd)) (1 + ǫjf(n
′ + jd))
=
1
256
(
x2 + 2z−1
∑
d≤z
∑
n≤x
∏
j∈S
(1 + ǫjf(n+ jd))
)
+
1
256
∑
S,T⊆{0,1,2,3}
|S|,|T |≥1

∏
j∈S
k∈T
ǫjǫk

 z−1∑
d≤z
∑
n,n′≤x
∏
j∈S
f(n + jd)
∏
k∈T
f(n′ + kd)
=
1
256

(1 + 2Aǫ(f ; q) + o(1))x2 + ∑
S,T⊆{0,1,2,3}
|S|,|T |≥1

∏
j∈S
k∈T
ǫjǫk

 z−1∑
d≤z
∑
n,n′≤x
∏
j∈S
k∈T
f(n+ jd)f(n′ + kd)

 ,
so that
(47)
L = 1
256

 ∑
S,T⊆{0,1,2,3}
|S|,|T |≥1

∏
j∈S
k∈T
ǫjǫk

 z−1∑
d≤z
∑
n,n′≤x
∏
j∈S
k∈T
f(n+ jd)f(n′ + kd)−Aǫ(f ; q)2x2

+o(x2).
As above, Hala´sz’ theorem implies that when min{|S|, |T |} = 1, the contribution here
is o(x2). Similarly, by Lemma 6.2, when either |S| = 3 or |T | = 3, the resulting contri-
butions are zero because the character local factor vanishes by orthogonality (because
|S| or |T | is odd).
Hence, it remains to consider the contributions from (|S|, |T |) ∈ {(2, 2), (4, 2), (2, 4), (4, 4)}.
For each of these contributions, we can reduce to the case in which the vector a =
(a, . . . , a, a′, . . . , a′) upon applying Theorem 1.2, where the components a correspond
to forms induced by S and the components a′ correspond to forms induced by T . For
such a,
(48) R(a, (S, T )) = lim
x→∞
x−3
∑
n,n′,d≤x
qa|n+jd,qa′|n′+kd∀j∈S,k∈T
1 =
1
q2aa′[qa, qa′]
.
We consider the (4, 4) term first. We apply Theorem 1.2, rearranging the character
sums as before to get
(ǫ0ǫ1ǫ2ǫ3)
2 z−1
∑
d≤z
∑
n,n′≤x
∏
0≤j≤3
f(n+ jd)f(n′ + jd)
=
x2
q2
∏
p∤q
Mp(fχ18,L{0,1,2,3},{0,1,2,3})
∑
rad(a),rad(a′)|q
1
aa′[qa, qa′]
·
∑
b0,b1(q)
∑
c0,c1(q)
∃d:d/a≡b1−b0(q),d/a′≡c1−c0(q)
χ(b0b1(2b1 − b0)(3b1 − 2b0))χ(c0c1(2c1 − c0)(3c1 − 2c0)) + o(x2).
(49)
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A routine (and tedious) argument shows that
Mp(fχ18, L{0,1,2,3},{0,1,2,3}) = Mp(fχ14, L{0,1,2,3})2
for each p ∤ q. Next, consider the character sum in (49). For those d specified by
the congruence condition, write d = [a, a′]m. Then b1 ≡ b0 +ma′/(a, a′) (q) and c1 ≡
c0+ma/(a, a
′) (q). Put A := a/(a, a′) and A′ := a′/(a, a′), noting that they are coprime.
We may then rewrite the sum as
SA,A′(χ) :=
∑
b,c,m(q)
χ(b(b+mA′)(b+2mA′)(b+3mA′))χ(c(c+mA)(c+2mA)(c+3mA)).
For a, b ∈ Z/qZ write Pa(b) := b(b+ a)(b+ 2a)(b+ 3a). By the CRT, we split SA,A′(χ)
as
SA,A′(χ) =
∏
p|q
∑
m,b,c(p)
(
PmA′(b)
p
)(
PmA(c)
p
)
.
If p|A′ then the sum over b is p − 1, and note by coprimality that p ∤ A so that A is
invertible modulo p. Replacing c by cA, we get
(p− 1)
∑
m,c(p)
(
Pm(c)
p
)
= (p− 1)2 + (p− 1)
∑∗
m(p)
∑
c(p)
(
Pm(c)
p
)
= (p− 1)2

1 +∑
c(p)
(
P1(c)
p
) = (p− 1)2µ(p)∆p,
upon invoking Lemma 6.5. The same term occurs for primes p dividing A. Now suppose
that p ∤ AA′. As before, we can replace (b, c) by (bA′, cA). Then, separating m = 0
from the remaining terms of the sum once again and then changing variables a second
time, we get
(p− 1)2 +
∑∗
m(p)
∑
b,c(p)
(
Pm(b)
p
)(
Pm(c)
p
)
= (p− 1)2 + (p− 1)
∑
b,c(p)
(
P1(b)
p
)(
P1(c)
p
)
= (p− 1)2 + (p− 1)

∑
b(p)
(
P1(b)
p
)
2
= (p− 1)2 + (p− 1)(∆p + 1)2.
As such, we have
(50) SA,A′(χ) = φ(q)2
∏
p|AA′
µ(p)∆p
∏
p|q
p∤AA′
(
1 +
(∆p + 1)
2
p− 1
)
.
Returning to (49), we next evaluate the expression
φ(q)2
q2
∏
p|q
(
1 +
(∆p + 1)
2
p− 1
) ∑
rad(a),rad(a′)|q
1
aa′[qa, qa′]
∏
p|aa′/(a,a′)2
(p− 1)µ(p)∆p
p− 1 + (∆p + 1)2
=
φ(q)2
q3
∏
p|q
(
1 +
(∆p + 1)
2
p− 1
) ∑
rad(δ)|q
1
δ3
∑
rad(a),rad(a′)|q
(a,a′)=1
1
(aa′)2
∏
p|aa′
(p− 1)µ(p)∆p
p− 1 + (∆p + 1)2 .(51)
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The inner sum can be written as the product
∏
p|q
p∤a
(
1− (p− 1)∆p
p− 1 + (∆p + 1)2
∑
k≥1
p−2k
)
=
∏
p|q
p∤a
(
1− ∆p
(p+ 1)(p− 1 + (∆p + 1)2)
)
,
so that the sum over a becomes
∏
p|q
(
1− ∆p
(p+ 1)(p− 1 + (∆p + 1)2)
)∏
p|q
(
1− (p
2 − 1)∆p
(p+ 1)(p− 1 + (∆p + 1)2)−∆p
∑
k≥1
p−2k
)
=
∏
p|q
(
1− ∆p
(p+ 1)(p− 1 + (∆p + 1)2)
)(
1− ∆p
(p+ 1)(p− 1 + (∆p + 1)2)−∆p
)
=
∏
p|q
(p+ 1)(p− 1 + (∆p + 1)2)− 2∆p
(p+ 1)(p− 1 + (∆p + 1)2)
Inserting this expression into (51) yields
φ(q)
q3
∏
p|q
(
1− p−3)−1 (p+ 1)(p− 1 + (∆p + 1)2)− 2∆p
p+ 1
=
∏
p|q
p2 − 1 + (p+ 1)(∆2p + 2∆p + 1)− 2∆p
(p+ 1) (p2 + p+ 1)
=
∏
p|q
∆2p + p
2 + p(∆p + 1)
2
(p+ 1)((p+ 1)2 − p)
=
∏
p|q
(
µ(p)∆p
p+ 1
)2 (1 + 1/∆p)2 + 1/p+ p/∆2p
1 + 1/p(p+ 1)
.
It remains to determine the contributions from the (2, 2), (4, 2) and (2, 4) terms. We
will only consider the (2, 2) case, the (4, 2) (and symmetrically) the (2, 4) case being
similar and simpler.
The (2, 2) contribution is
(52)
∑
S,T∈{0,1,2,3}
|S|=|T |=2
(∏
j∈S
ǫj
)(∏
k∈T
ǫk
)(
z−1
∑
d≤z
∑
n,n′≤x
∏
j∈S
f(n+ jd)
∏
k∈T
f(n′ + kd)
)
.
Fix a pair of sets S and T . We apply Theorem 1.2 to get
(zx2)−1
∑
d≤z
∑
n,n′≤x
∏
j∈S
f(n+ jd)
∏
k∈T
f(n′ + kd)
=
∑
rad(aj )|q∀j
f(aj)R(a, (S, T ))
∑
b0,b1,c0,c1(q)
∃n,n′,d:(n+jtd)/at≡bt(q),(n
′+ktd)/a2+t≡b2+t(q)
χ (b0b1c0c1)
∏
p∤q
Mp(fχ14,LS,T ).
By Lemma 6.4, the product of p-adic factorsMp is independent of S and T , and we will
show that the same is true of the character sum. Indeed, arguing as in our treatment of
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the (4, 4) case, the sums over bj are non-zero only when a = a0 = a1 and a
′ = a2 = a3.
Writing d = [a, a′]m as before, we can rewrite the character sum as
∑
b,c(q)
χ(b(b +mA′))χ(c(c+mA)).(53)
We apply the CRT and consider the character sum modulo each prime p dividing q as
above. When p|A we get
(p− 1)
∑
b,m(p)
(
b(b+m)
p
)
= (p− 1)

(p− 1) + (−1
p
) ∑∗
m(p)
∑
b(p)
(
b(m− b)
p
)
= (p− 1)2
(
1 +
(−1
p
)
J
(( ·
p
)
,
( ·
p
)))
,(54)
the last term being a Jacobi sum. It is well-known that this Jacobi sum is precisely
−
(
−1
p
)
, so the right side of (54) vanishes. The same is true for p|A′, and hence the
non-zero contributions come from A = A′ = 1, i.e., from a = a′. As such, for each
prime p|q,
∑
b,c,m(p)
(
b(b+m)
p
)(
c(c+m)
p
)
= (p− 1)2 +
∑∗
m(p)
∑
b,c(p)
(
b(b+m)
p
)(
c(c+m)
p
)
= (p− 1)2 + (p− 1)

∑
b(p)
(
b(b + 1)
p
)
2
= (p− 1)2 + (p− 1)
(−1
p
)2
J
(( ·
p
)
,
( ·
p
))2
= p(p− 1).
This expression is then clearly independent of S and T . Thus, summing over S and T ,
(52) becomes
1
q3
∏
p∤q
Mp(fχ14,L{0,1},{0,1})

 ∑
rad(a)|q
1
a3

∏
p|q
p(p− 1)
∑
S,T⊂{0,1,2,3}
|S|=|T |=2
∑
j∈S,k∈T
ǫjǫk
=
∏
p|q
p
p2 + p+ 1
∏
p∤q
Mp(fχ14,L{0,1},{0,1})
( ∑
0≤i<j≤3
ǫiǫj
)2
.
Now, when ǫ has an odd number of + signs,
∑
0≤i≤3 ǫi = ±2 and thus we have
∑
0≤i<j≤3
ǫiǫj =
1
2

(∑
0≤i≤3
ǫi
)2
−
∑
0≤i≤3
ǫ2i

 = 0.
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This implies that the (2, 2) contribution is o(x2). This factor is also responsible for
making the (4, 2) and (2, 4) contributions vanish. Thus, in the end, we have
L = x
2
256
∏
p∤q
Mp(fχ14,L{0,1,2,3})
2
·
∏
p|q
(
µ(p)∆p
p+ 1
)2∏
p|q
(1 + 1/∆p)
2 + 1/p+ p/∆2p
1 + 1/p(p+ 1)
− 1

+ o(x2) = x2
256
(T4,4 −Aǫ(f ; q)2) + o(x2)
which proves Theorem 1.16.

Proof of Theorem 1.13. We follow the proof of Theorem 1.16. The summation in d is
restricted such that q ∤ d and normalized by (1−1/q)z, and 0 stands in place of Aǫ(f ; q)
(as in Proposition 6.3). Note that in (48), the restriction q ∤ d there implies that the
quantity R(a, (S, T )) = 0 for |S|, |T | ≥ 2. This means that all of the contributions by
|S|, |T | ≥ 2 are o(x2) in (47). It thus follows that
z−1
∑
d≤z
q∤d
(
|Sǫ(d)| − x
16
)2
= o(x2).
The conclusion then follows by Chebyshev’s inequality. 
Remark 6.6. By Hasse’s bound, we always have |∆p| ≤ 2√p. In fact, it is known [12]
that as p→∞,
π(x)−1|{p ≤ x : cos−1(∆p/2√p) ∈ I}| → µST (I) :=
{
2
pi
∫
I
sin2 udu if Eλ is non-CM
1
2
(
1pi/2∈I + |I|
)
if Eλ is CM.
for all intervals I ⊂ [−1, 1]. Now, if q is fixed and we choose an elliptic curve Eλ/Q
such that λ ≡ 322(q) then in general (whether or not Eλ is CM) we do not understand
the behaviour of ∆p for p|q. Instead, we may draw a heuristic from a result of Miller
and Murty [12], which states that for a fixed p and a one-parameter family of elliptic
curves {Et/Fp : t ∈ Fp}, the discrepancy
max
I⊆[0,pi]
∣∣p−1|{t ∈ Fp : cos−1(∆t,p/2√p) ∈ I}| − µST (I)∣∣
tends to 0 as p→∞, where ∆t,p is the trace of Frobenius on Et/Fp. This says roughly
that for generic curves over Fp in a family, the angles cos
−1(∆t,p/2
√
p) behave as they
should for elliptic curves over Q in the p-limit.
Thus, if we assume that the element 32
2
modulo p yields a generic element of the
one-parameter family generated by the Legendre models Et : y
2 = x(x− 1)(x− t) with
t ∈ Fp then for generic p, ∆p ≍ √p but ∆p is not close to √p. The same is true modulo
q, for q a product of more than one prime. Thus, on heuristic grounds the product
∏
p|q
(1 + 1/∆p)
2 + 1/p+ p/∆2p
1 + 1/p(p+ 1)
is ≍ 1, but on the other hand, it is not asymptotically 1 as p→∞ in general.
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