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Abstract
Let n¿ 3 be an integer, and let k denote either n or n − 1. A large set of disjoint decom-
positions of K∗n (Kn) into cycles of length k (denoted by k-LSD), is a partition of the set of all
cycles of length k in K∗n (Kn) into disjoint decompositions of K
∗
n (Kn) (i.e., any two decomposi-
tions have no k-cycle in common). Such a large set is transitive, if there exists a permutation
group on the vertices of K∗n (Kn), which acts transitively on the decompositions in the large set.
In this paper, we study the connection between group sequencings and the existence of transitive
k-LSDs. We show that if there exists a sequenceable group of order n − 1, then there exists a
transitive n-LSD of K∗n . Corresponding results are derived for the undirected case. We study also
the connection between R-sequencings of groups and the existence of a transitive (n − 1)-LSD
of K∗n . We derive necessary and su7cient conditions for the existence of a transitive k-LSD
whose corresponding decompositions admit a regular group of automorphisms. c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Transitive decompositions; Sequenceable groups
1. Introduction
Throughout this paper n and k will denote ;xed integers, where either k = n¿3 or
n¿4 and k = n − 1. By Kn; K∗n we denote the complete graph on n vertices, and the
complete directed graph on n vertices (i.e., every ordered pair of vertices in K∗n is
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connected by one arc (directed edge)), respectively. A decomposition of K∗n (Kn) into
cycles (directed cycles if K∗n is considered) of size k, is a partition of the edges of
K∗n (Kn) into cycles of length k. Given two such decompositions, we shall say that the
decompositions are disjoint if they have no cycle in common.
Notice that n-cycles of K∗n (Kn) are hamiltonian cycles. We call the (n − 1)-cycles
of K∗n (Kn) almost hamiltonian cycles.
We start with one of the main de;nitions of our paper:
Denition 1.1. A large set of disjoint decompositions of K∗n (Kn) into cycles of length
k, denoted by k-LSD, is a partition of the set of all cycles of length k in K∗n (Kn) into
disjoint decompositions of K∗n (Kn). We shall say that such a k-LSD is transitive, or
H -transitive, if there exists a permutation group H on the vertices of K∗n (Kn) such
that H is transitive on the decompositions in the k-LSD. A transitive k-LSD will be
denoted by k-TLSD.
We note that since Kn is (n− 1)-regular and has n(n− 1)=2 edges, then no decom-
position of Kn into n − 1 cycles exists. It follows that we have only three types of
k-TLSDs to consider: n-TLSDs (for n¿3) and (n− 1)-TLSDs (for n¿4) of K∗n , and
n-TLSDs of Kn for odd n.
In this article we study the connection between group sequencings and the existence
of k-TLSDs. The corresponding de;nition is the following:
Denition 1.2. Let G be a group of order n.
1. G is sequenceable if there is an ordering a0 = 1, a1; a2; : : : ; an−1 of the elements of G
such that all the partial products b0 = a0 = 1, b1 = a0a1, b2 = a0a1a2; : : : ; bn−1 = a0a1
a2 · · · an−1 are diFerent (every element must occur among these partial products).
The ordering a0; a1; : : : ; an−1 is called a sequencing of G.
2. G is R-sequenceable if there is an ordering a0 = 1, a1; a2; : : : ; an−1 of the elements
of G such that a0a1a2 · · · an−1 = 1 and so that all the partial products b0 = a0 = 1,
b1 =a0a1, b2 = a0a1a2; : : : ; bn−2 = a0a1a2 · · · an−2 are diFerent (one element, say c,
does not occur among these partial products). The ordering a0; a1; : : : ; an−1 is
called an R-sequencing of G.
3. Assume that n=2m is even and that G has a unique involution (an element of order
2) z. A symmetric sequencing of G is a sequencing (in the meaning of part 1 of
this de;nition) a0 = 1, a1; a2; : : : ; a2m−1 of G such that am= z and am+i = a−1m−i for
16i6m− 1.
The connection between group sequencings and k-TLSDs is achieved via the notion
of regular decompositions of a complete graph, whose de;nition is given below. First,
we recall that a group G acts regularly on a set R if G is transitive on R, and only
the identity ;xes an element of R (note that we deal only with faithful group actions;
this means that only the identity ;xes all the elements of R, and G is a permutation
group on R). Clearly, if G acts regularly on R, then |G|= |R| (where |G| denotes the
order of G).
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Denition 1.3. We shall say that K∗n (Kn) admits a regular k-decomposition if there
exists a decomposition of K∗n (Kn) into k-cycles, and a permutation group G on the
vertices of K∗n (Kn), such that G acts regularly on the cycles of the decomposition. In
this case we shall say that the decomposition is G-regular.
In a G-regular n-decomposition of K∗n (respectively, Kn) the order of the group G
is n−1 (respectively, (n− 1)=2); in a G-regular (n− 1)-decomposition of K∗n the order
of G is n.
Remark. n-decompositions of K∗n (Kn) will be called also hamiltonian decompositions.
(n− 1)-decompositions of K∗n will be called almost hamiltonian decompositions. Sim-
ilarly, n-LSDs of K∗n or Kn and (n− 1)-LSDs of K∗n will be called hamiltonian large
sets and almost hamiltonian large sets, respectively.
Denition 1.4. A regular k-TLSD is a k-TLSD in which each decomposition is reg-
ular. If the group G acts regularly on a given decomposition in a given k-TLSD, we
shall say that this k-TLSD is G-regular.
Note that if a given decomposition in a k-TLSD is G-regular, then all the decom-
positions in the k-TLSD are regular, and all the corresponding regular groups are
isomorphic to G.
We are mainly interested in the following questions:
1. For which values of n does there exist a k-TLSD of K∗n (Kn), namely, ;nding the
spectrum in these cases.
2. For which groups G of order n−1 (respectively, n) does there exist a G-regular n-
TLSD (respectively, (n− 1)-TLSD) of K∗n ? For which groups G of order (n− 1)=2
does there exist a G-regular n-TLSD of Kn, n odd?
We survey now our results. In Section 3 we deal with n-TLSDs of K∗n and Kn. The
basic result of this section is the following.
Theorem 1. Let G be a group of order n−1, where n¿3. Then there exists a
G-regular n-TLSD for K∗n if and only if G is sequenceable.
An immediate corollary is:
Corollary 1.1. Let n¿3 be an integer such that there exists a sequenceable group of
order n−1. Then there exists an n-TLSD for K∗n .
The next corollary follows from known results on group sequencing (see Section 3).
Corollary 1.2. There exists an n-TLSD for K∗n for the following values of n:
1. All odd n, n¿3.
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2. All n such that n=pq+1, where p¡q are odd primes and p has 2 as a primitive
root.
It is conjectured (see [11], p. 249) that all nonabelian groups of order ¿8 are
sequenceable. The validity of this conjecture will settle the classi;cation of all n (or
G) for which an n-TLSD (or a G-regular n-TLSD) exists.
For the undirected case we have the following:
Theorem 2. Let n¿3 be an odd integer and let G be a group of order (n − 1)=2.
Then there exists a G-regular n-TLSD for Kn if and only if n≡ 3 (mod 4).
Theorem 3. For each odd n, n¿3, there exists an n-TLSD for Kn.
In Sections 4 and 5 we deal with decompositions of K∗n into cycles of length n−1,
and their corresponding (n−1)-TLSDs. In Section 4 we derive necessary and su7cient
conditions for the existence of regular almost hamiltonian decompositions, namely,
Theorem 4. Let G be a group of order n, where n¿4. Then K∗n admits a G-regular
almost hamiltonian decomposition if and only if G is R-sequenceable.
Corollary 4.1. There exists a regular almost hamiltonian decomposition of K∗n for
the following values of n:
1. n odd,
2. n≡ 0 (mod 4).
Section 5 deals with G-regular almost hamiltonian TLSDs. We prove the following:
Theorem 5. Let n be a prime power. Then K∗n admits a regular (n− 1)-TLSD.
We do not have examples for regular (n− 1)-TLSDs for an integer n which is not
a prime power. The rest of Section 5 is devoted to the study of conditions for the
existence of G-regular (n − 1)-TLSDs which admits an extra condition: strong Sn−2
transitivity (see Section 5 for further details), for any integer n. We conjecture that
these conditions hold if and only if n is a prime power. An equivalent conjecture on
permutation groups is stated, as well.
We mention now some earlier results concerning large sets. The subject of large sets
of disjoint Steiner triple systems attracted a special interest (note that a Steiner triple
system may be considered as a decomposition of Kn into edge disjoint triangles). This
subject was considered by Teirlinck [18], Denniston [5] and Rosa [17]. The culmina-
tion of all this work was the series of classic papers by Lu [13,14] and a paper by
Teirlinck [19]. For a survey on large sets of Steiner triple systems, see [7]. Large sets
of disjoint hamiltonian cycle and path decompositions of Kn and Kn − F (Kn − F is
obtained from Kn by removing a 1-factor) were treated by Bryant in [2]. In particular,
it was proved there that for each odd n¿3 there exists a large set of disjoint hamilto-
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nian decompositions of Kn. G-regular hamiltonian decompositions of K∗n and Kn were
studied by the authors in [9]. Some of the results in [9] will be used in the sequel.
2. Preliminaries and notation
Throughout this paper all groups are ;nite. Let G be a group. In general, we shall
consider G as a multiplicative group (with the identity element 1). The order of G
will be denoted by |G|. For x∈G, we denote by 〈x〉 the (cyclic) group generated by x.
For h; g∈G we denote hg= g−1hg, CG(h)= {g∈G | hg= h}, and for a subgroup H of
G, Hg= {hg | h∈H}. Given two subsets A; B⊆G, denote AB= {ab | a∈A; b∈B}.
An elementary abelian group is a group of order pk , p a prime, k¿1, which is the
direct product of k subgroups of order p. An involution in a group G is an element
of order 2.
For a set R, Sym(R) denotes the group of all permutations on R. For a natural
number n, Sn denotes the group of all permutations on the set {1; 2; : : : ; n}. Let G be a
group which acts on a set R. We shall always assume that G acts faithfully on R, i.e.,
that only the identity of G ;xes all the elements of R. This means that G is in fact a
permutation group on R, i.e. G6Sym(R). We shall also assume that G acts on R on
the right. G is transitive on R if for every x; y∈R there is g∈G such that xg=y. G is
regular on R if for every x; y∈R, there is a unique element g∈G such that xg=y. In
particular, G is regular on R if and only if G is transitive on R and only the identity
;xes an element of R. Clearly, if G is regular on R, then |G|= |R|.
Let G act transitively on R, R= {x1; x2; : : : ; xn}, and let x∈R. Then the action of
G on R is equivalent to the action of G on the right cosets of the stabilizer of x,
H =Gx = {g∈G | xg= x}. That is, there is a one to one mapping xi↔ gi between R
and a set {g1; g2; : : : ; gn} of right coset representatives of H in G such that xig= xj if
and only if Hgig=Hgj. In particular, if G is regular on R, then the action of G on
R is equivalent to the action of G on itself by right multiplication, i.e., we may order
the elements of G, G= {g1; g2; : : : ; gn}, such that for every g∈G, xig= xj if and only
if gig= gj.
We shall say that G is the semidirect product of its subgroups H and N iF N / G,
G=HN , and H ∩N =1. Given a group N and a group H of automorphisms of N , the
semidirect product G of H and N is de;ned as follows: G=HN = {hn | h∈H; n∈N}
and multiplication in G is de;ned by (h1n1)(h2n2)= (h1h2)(h2(n1)n2).
Some results on Frobenius groups are needed as well. We review them brieMy.
Let H be a nontrivial subgroup of a group G, and assume that H ∩Hg=1 whenever
g∈G−H . Then H is called a Frobenius complement in G and G is a Frobenius group.
Note that if H is a Frobenius complement in G, then Hg ∩Hl=1 for every g; l∈G
for which l =∈Hg. Denote N =(G −⋃x∈G Hx)∪{1}. Then N is a normal subgroup of
G called the Frobenius kernel of G. (For further details see [6] or [15].)
A cycle of length k in a graph, which contains the edges (v1; v2); (v2; v3); : : : ; (vk−1; vk);
(vk ; v1) will be denoted by (v1; v2; : : : ; vk). This notation will be the same for both the
directed and the undirected cases. Let C =(v1; v2; : : : ; vk) be a directed cycle. The op-
posite cycle of C is de;ned as the directed cycle (vk ; vk−1; : : : ; v1). Throughout this
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paper, whenever the directed graph K∗n is considered, by the notions of cycles and
edges we shall mean to directed cycles and directed edges.
3. Hamiltonian large sets
We begin this section with
Proof of Theorem 1. Suppose ;rst that there exists a G-regular n-TLSD for K∗n . Then
by Corollary 3.1 in [9] G is sequenceable. Next, suppose that G is sequenceable.
By the same corollary we have a G-regular hamiltonian decomposition of K∗n , which
we shall denote by ". By Lemma 3.1 in [9] the group G ;xes one vertex, say, v0,
and acts regularly on the remaining n−1 vertices. Thus, we may identify the vertices
in V (K∗n ) − {v0} with the elements of G, and consider the regular action of G on
itself (by multiplication on the right). Denote S =Sym(G), the symmetric group on
the set G, i.e. the symmetric group on the set V (K∗n ) − {v0}. Consider the action of
S on the set of n-cycles of K∗n . That is, for s∈S and C =(v0; g1; : : : ; gn−1) we have
Cs=(v0; g1s; : : : ; gn−1s). Notice that Cs=C if and only if s=1. Thus, for a ;xed
n-cycle C, the set CS = {Cs | s∈S} has order (n − 1)!, whence CS is the set of all
n-cycles of K∗n .
We identify the group G with its regular right Cayley representation. That is,
we identify an element x∈G with the permutation sending g to gx for each g∈G.
Thus G¡S. Denote the n-cycles in " by Ci (16i6n − 1). Then for each s∈S
the set "s= {Cis | 16i6n−1} is again a hamiltonian decomposition of K∗n . Hence,
"S = {"s | s∈ S} is a set of hamiltonian decompositions of K∗n . We shall show that "S
is an n-LSD of K∗n .
Notice ;rst that C1S is the set of all the n-cycles occurring in the decompositions
"s; s∈S. Now C1S is the set of all (n − 1)! n-cycles of K∗n (see the ;rst paragraph
of the proof), and each decomposition in "S contains exactly n−1 n-cycles. Thus,
for proving that "S is an n-LSD of K∗n it will su7ce to show that |"S|=(n − 2)!.
In order to do this we are seeking for the stabilizer S"= {s∈S | "s= "}. Since only
the identity of S" ;xes a cycle in ", we have |S"|6|"|= n − 1. Furthermore, " is a
G-regular factorization, whence S"¿G and |S"|¿n−1. Thus |S"|= n − 1 and S"=G.
By the orbit-stabilizer formula we have |"S|= [S : S"] = (n − 1)!=(n − 1)= (n − 2)!,
as required. It follows that "S is a G-regular n-TLSD of K∗n , which completes the
proof.
Corollary 1.1 follows immediately from Theorem 1. Corollary 1.2 follows from
Corollary 1.1 and from known results on families of sequenceable groups (see [11],
Theorem 5.29 in p. 249).
Our next theorem describes a connection between the notion of regular n-LSDs and
the notion of n-TLSDs (both for K∗n ). We shall say that an n-LSD of K
∗
n (Kn) is Sn−1-
transitive if there exists v0∈V =V (K∗n ) (or V (Kn)) such that the subgroup of Sym(V )
of all permutations which ;x v0, acts transitively on the n-LSD (in another formulation:
the n-LSD is Sym(V − {v0})-transitive).
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Theorem 3.1. An n-LSD of K∗n is regular if and only if it is Sn−1-transitive.
Proof. Denote V =V (K∗n ). Suppose ;rst that a given n-LSD of K
∗
n is regular. Then,
from the proof of Theorem 1, there exists v0∈V such that Sym(V − {v0}) acts tran-
sitively on this n-LSD. It follows that the given n-LSD is Sn−1-transitive.
Suppose now that we have an Sn−1-transitive n-LSD. Thus there exists v0∈V such
that S =Sym(V −{v0}) is transitive on the n-LSD. Fix a decomposition " in the given
n-LSD and let G= S", the stabilizer of " in S. Since S is transitive on the given
n-LSD, we have (by the orbit-stabilizer formula) |G|= n − 1. Furthermore, S acts
regularly on the set of all n-cycles of K∗n , and S sends each cycle of " to a cycle of ".
It follows that G acts regularly on the set of all n-cycles in ". Thus the given n-LSD is
regular.
We proceed with
Proof of Theorem 2. If there exists a G-regular n-TLSD for Kn then n≡ 3 (mod 4)
by [9], Theorem 5.1. Next, suppose that n≡ 3 (mod 4). Then we de;ne G∗=G×〈z〉,
a direct product of G and a group of order 2. In the proof of Theorem 5.1 in [9] we
showed that there exists a hamiltonian decomposition for the directed graph K∗n , which
admits G∗ as a regular automorphism group. Furthermore, for each directed cycle C
in this decomposition, Cz is its opposite directed cycle. Denote this decomposition by
"∗, and ;x a directed cycle C1∈"∗. By using the underlying cycle associated with
two opposite directed cycles, we obtain a decomposition of Kn, which we denote by ".
Since each pair of directed cycles in "∗ contains exactly one directed cycle of the form
C1g; g∈G, it follows that " is a G-regular decomposition of Kn. Moreover, for each
C∈" it holds that Cz=C. By [9], Lemma 3.1, there exists a vertex v0 which is ;xed
by G∗. Let S =Sym(V − {v0}).
We shall show that "S, the orbit of " under S, is an n-LSD of Kn. Fix a cycle
C∈" and consider CS, the orbit of C under S. The stabilizer in S of the cycle C
is equal to 〈z〉, whence |CS|=(n − 1)!=2, and so CS is the set of all n-cycles of
Kn. Since the stabilizer in S of the decomposition " clearly contains G∗, we have
|"S|6|S|=|G∗|=(n−1)!=n−1= (n−2)!. But the cycles occurring in the decompositions
"s; s∈S are all the (n− 1)!=2 cycles of Kn, which implies (since each decomposition
contains exactly (n− 1)=2 cycles) that |"S|=(n− 2)!. It follows that "S is indeed an
n-LSD of Kn. Since this is a G-regular n-TLSD, the proof is completed.
Theorem 3 asserts that an n-TLSD of Kn (which is not necessarily regular) exists
for all odd n, n¿3. The proof is given below.
Proof of Theorem 3. Choose a solvable group G∗, of order n−1, with a unique invo-
lution z (for the notion of solvability see, for example, [15]; in particular G may be
cyclic). By [1], G∗ has a symmetric sequencing. Thus, by the proof of Theorem 5.2
in [9], there exists a G∗-regular hamiltonian decomposition, say "∗, of the directed
graph K∗n , such that C and Cz are opposite directed cycles for each C∈"∗. By [9],
Lemma 3.1, there exists v0∈V which is ;xed by G∗. Denote S =Sym(V − {v0}). By
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using the underlying cycle associated with two opposite directed cycles, we obtain a
decomposition " of Kn. Notice that " is not necessarily regular; however, exactly like
in the last paragraph in the proof of Theorem 2, we deduce that "S is an n-LSD of
Kn. Since this is clearly an n-TLSD (admitting S as a transitive group), the proof is
completed.
Remark. In fact, we have proved that for every odd n, n¿3, there exists an Sn−1-
transitive n-LSD of Kn. For a construction of Sn−2-transitive n−LSD, where the regular
automorphism group of the decomposition is cyclic, see [2].
4. Regular almost hamiltonian decompositions and R-sequencings
In order to treat regular almost hamiltonian large sets, we should study ;rst regular
almost hamiltonian decompositions. In [9] we described the connection between regular
hamiltonian decompositions of K∗n and the concept of group sequencing. In this section
we shall describe a similar connection, that is, the connection between regular almost
hamiltonian decompositions of K∗n and the concept of group R-sequencing.
The reader is referred to the de;nition of R-sequencing in Section 1 (De;nition 1.2).
The following de;nition appears in [9].
Denition 4.1. Let G be a group of order n and let l¿2 be an integer. An l-cyclic
dierence sequence in G is a sequence g1; g2; : : : ; gl of distinct elements of G, such
that the dierences of the sequence, g2g−11 ; g3g
−1
2 ; : : : ; glg
−1
l−1; g1g
−1
l are all distinct. An
(n−1)-cyclic diFerence sequence in G will be called an R-dierence sequence. (Notice
that l= n− 1 is the maximal possible value for l.)
Remark. An R-diFerence sequence (if exists) is in fact a cyclic diFerence sequence
of maximal possible length. The diFerences of an R-diFerence sequence are all the
elements of G − {1}.
Our next de;nition is a part of [9], De;nition 1.3.
Denition 4.2. Let G be a group of order n and let l¿2 be an integer. An l-cyclic
sequence in G is a sequence a1; a2; : : : ; al of distinct elements of G, such that the
partial products a1; a1a2; : : : ; a1a2 · · · al are all distinct, and a1a2 · · · al=1.
Remark. All the elements of an l-cyclic sequence are diFerent from 1.
Lemma 4.1. Let G be a group of order n. Then the following conditions are
equivalent:
(i) G has an (n− 1)-cyclic sequence;
(ii) G is R-sequenceable;
(iii) G has an R-dierence sequence.
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Proof. Suppose ;rst that (i) holds and a1; a2; : : : ; an−1 is an (n − 1)-cyclic sequence
in G. De;ne elements b1; b2; : : : ; bn as follows: b1 = 1, bi = ai for 26i6n−1,
bn= a1. Now b1; b2; : : : ; bn are all distinct, since ai =1 for each i. Furthermore, for
26i6n−1 the partial products a1a2 · · · ai are n − 2 distinct elements of G − {a1},
whence the partial products b1b2 · · · bi are n − 2 distinct elements of G − {1}. Since
b1b2b3 · · · bn=(1 · a2a3 · · · an−1)a1 = a−11 a1 = 1, we conclude that b1; b2; : : : ; bn is an
R-sequencing of G and so (ii) holds.
Suppose now that (ii) holds and b1 = 1, b2; : : : ; bn is an R-sequencing of G. De;ne
g1=(b2b3 · · · bn)−1 = 1, g2 = (b2b3 · · · bn−1)−1; : : : ; gn−2 = (b2b3)−1, gn−1 = b−12 . By
the de;nition of an R-sequencing it follows that g1; g2; : : : ; gn−1 are all distinct.
Since g2g−11 = bn, g3g
−1
2 = bn−1; : : : ; gn−1g
−1
n−2 = b3, g1g
−1
n−1 = b2, we conclude that
g1; g2; : : : ; gn−1 is an R-diFerence sequence in G and so (iii) holds.
Finally, suppose (iii) holds and let g1; g2; : : : ; gn−1 be an R-diFerence sequence
in G. De;ne a1 = gn−1g−1n−2, a2 = gn−2g
−1
n−3; : : : ; an−2 = g2g
−1
1 , an−1 = g1g
−1
n−1. Then,
by the de;nition of an R-diFerence sequence, a1; a2; : : : ; an−1 are all distinct. Since
a1 = gn−1g−1n−2, a1a2 = gn−1g
−1
n−3; : : : ; a1a2 · · · an−2 = gn−1g−11 , a1a2 · · · an−1 = 1, it
follows that a1; a2; : : : ; an−1 is an (n− 1)-cyclic sequence in G and (i) holds.
We are ready now for
Proof of Theorem 4. Assume ;rst that K∗n admits a G-regular almost hamiltonian de-
composition factorization ". Now clearly for each vertex v∈V (K∗n ) there exists exactly
one cycle in " not containing v. It follows that G is regular on V (K∗n ). Thus, we
may identify the sets V (K∗n ) and G, and consider the regular action of G on itself
by multiplication on the right. This means that for g; x∈G the vertex g is sent by the
group element x to the vertex gx.
Fix an almost hamiltonian (directed) cycle C, C∈". Denote C =(g1; g2; : : : ; gn−1).
We shall show that g1; g2; : : : ; gn−1 is an R-diFerence sequence in G. Choose two
diFerences gig−1i−1 and gjg
−1
j−1 such that i = j (the index computation is modulo n− 1).
Suppose that these diFerences are equal. Then it follows that
x def= g−1i−1gj−1 = g
−1
i gj:
Thus, the edge (gi−1; gi) is sent by x to the edge (gj−1; gj), whence the cycles C
and Cx have the edge (gj−1; gj) in common. It follows than that Cx=C (since "
is a decomposition), and so x=1 and i= j, a contradiction. Hence, g1; g2; : : : ; gn−1 is
indeed an R-diFerence sequence in G. Thus, by Lemma 4.1 that G is R-sequenceable.
Conversely, assume that G is an R-sequenceable group of order n. By Lemma 4.1
G admits an R-diFerence sequence g1; g2; : : : ; gn−1. We shall construct a G-regular
almost hamiltonian decomposition of K∗n . Identify ;rst the sets V (K
∗
n ) and G. Denote
C =(g1; g2; : : : ; gn−1), an almost hamiltonian cycle. De;ne "= {Cx | x∈G}. It is left to
show that " is a decomposition of K∗n . Since a cycle Cx(x∈G) contains exactly n−1
edges, it su7ces to show that Cx and Cy do not have a common edge whenever x =y.
Suppose, on the contrary, that x =y but Cx and Cy do have a common edge. Denote
u= xy−1, then u =1 and Cu contains an edge of C, say, (gi; gi+1) (index computation
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modulo n−1). Thus, there exists j such that gju= gi and gj+1u= gi+1. It follows that
i = j but gi+1g−1i = gj+1g−1j , contradicting our assumption that g1; g2; : : : ; gn−1 is an
R-diFerence sequence.
Corollary 4.1 follows from known results on families of R-sequenceable groups. See
[11], p. 249, Remark 5.25 and Theorem 5.26.
5. Almost hamiltonian large sets
In this section we study (n − 1)-TLSDs of K∗n , n¿4. We shall deal here only
with a particular case: we shall say that an (n− 1)-LSD is strongly Sn−2-transitive if
for every pair of diFerent vertices v1; v2∈V =V (K∗n ), the subgroup of Sym(V ) of all
permutations which ;x both v1 and v2 acts transitively (and consequently regularly)
on the (n− 2)! decompositions of the (n− 1)-LSD.
We start with the following de;nitions.
Denition 5.1. Let G be a subgroup of Sn, of order n, whose action on the set
{1; 2; : : : ; n} is ;xed point free, and let H be a subgroup of Sn of order n−1. We
shall say that the set HG= {hg | h∈H; g∈G} is a Frobenius set if every x∈HG−{1}
;xes at most one letter from {1; 2; : : : ; n}. We shall call the groups G;H a kernel and
a complement of the Frobenius set, respectively.
Notice that each Frobenius group of order n(n− 1), where n is a prime power, is a
Frobenius set, as well.
Denition 5.2. Let C be a (directed) cycle in K∗n . Let h be the permutation (on the
letter set {1; 2; : : : ; n}) de;ned by: h(i)= j if and only if the ordered pair (vi; vj) is an
edge of C, and h(i)= i whenever the vertex vi lies outside C. Then we say that h is
the permutation induced by C.
In the sequel, we identify the set V (K∗n )= {v1; v2; : : : ; vn} with the set {1; 2; : : : ; n},
simply by labeling the vertex vi by the number i. Thus Sym(V (K∗n ))= Sn.
The following lemma correlates the existence problem of G-regular strongly Sn−2-
transitive (n−1)-LSDs to the existence problem of corresponding Frobenius sets.
Lemma 5.1. Let G be a group of order n. Then K∗n admits a G-regular strongly
Sn−2-transitive (n−1)-LSD if and only if there exists a G-regular almost hamiltonian
decomposition of K∗n such that 〈h〉G is a Frobenius set, where h is the permutation
induced by one of the cycles of the decomposition.
Proof. Assume ;rst that K∗n admits a G-regular strongly Sn−2-transitive (n− 1)-LSD.
Fix a G-regular almost hamiltonian decomposition of K∗n , ", from the given (n − 1)-
LSD. Let C1; C2; : : : ; Cn be all the cycles in ", and let h1; h2; : : : ; hn be the permutations
induced by these cycles, respectively. Observe that for every g∈G, Cig=Cj if and
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only if hgi = hj (where h
g
i means conjugation in the group Sn). Furthermore, the actions
of the group G on V (K∗n ) and on {C1; C2; : : : ; Cn} are ;xed point free, and the stabilizer
in Sn of the cycle Ci is the cyclic group 〈hi〉. Hence, the set of all the permutations in
Sn which takes the cycle Ci to the cycle Cj is the coset 〈hi〉g, where g is the unique
element of G for which Cig=Cj. Let s∈Sn be given. Then Cis=Cj for some i; j if
and only if s∈ ⋃ni=1 〈hi〉G.
We claim that for every i, 16i6n, the set 〈hi〉G is a Frobenius set. Assume the
contrary that there is i, 16i6n, such that s= hki g ;xes the vertices l; m of K
∗
n , where
16l =m6n, 1 = g∈G, and 16k6n−1 is an integer. By hypothesis, the subgroup S
of all the permutations in Sn which ;x both l; m acts regularly on the set of all the
(disjoint) decompositions of the given (n−1)-LSD. Since s ;xes both l and m, we have
s∈S. On the other hand, s∈ ⋃ni=1 〈hi〉G, and consequently, there are cycles Ci; Cj in "
such that Cis=Cj. Then the decompositions " and "s are not disjoint, a contradiction.
Conversely, assume that there exists a G-regular almost hamiltonian decomposition
of K∗n ; ", such that 〈h〉G is a Frobenius set, where h is the permutation induced by one
of the cycles C in ". Let {C1 =C; C2; : : : ; Cn} and {h1 = h; h2; : : : ; hn} be the cycles
of " and their induced permutations, respectively. By the same arguments used in
the previous paragraphs, we have that Cis=Cj for some 16i, j6n (where s∈Sn) if
and only if s∈ ⋃ni=1 〈hi〉G. Furthermore, {h1; h2; : : : ; hn} are all conjugate by elements
of G, whence, for every 16i6n there is gi∈G such that 〈hi〉G= 〈hgi1 〉G=(〈h1〉G)gi .
Consequently, each element in
⋃n
i=1 〈hi〉G ;xes at most one vertex of K∗n .
Let l; m be any two vertices of K∗n , and let S be the subgroup of Sn consisting of
all the permutations which ;x both l and m. Denote "S = {"s | s∈S}. Since l; m were
arbitrary, it su7ces to show that all the decompositions in "S are disjoint. Again using
the same arguments as above we have that for all s∈S, the decompositions " and "s
are disjoint (for otherwise, we will have that s∈ ⋃ni=1 〈hi〉G, where s ;xes two distinct
vertices of K∗n , a contradiction). Assume now that there are s1; s2∈S such that "s1; "s2
have a cycle in common. Then the decompositions "= "s1s−11 and "s2s
−1
1 have a cycle
in common, which is impossible. Hence, the decompositions in "S are disjoint, and
the result follows.
As stated in Theorem 5 (see Section 1), G-regular (n−1)-TLSDs exist if n is a
prime power. Furthermore, the construction given in the proof of this theorem yields a
G-regular strongly Sn−2-transitive (n−1)-LSD whenever n is a prime power. The proof
is given below.
Proof of Theorem 5. Denote n=pe, where p is a prime and e¿1 is an integer. Let
F be the ;nite ;eld of order n, and let G=F+, H =F× be the additive and multi-
plicative groups of F , of orders n and n−1, respectively. Now, for every 1 = h∈H ,
the map g→ gh, g∈G, is a ;xed point free automorphism of G. Hence, H is a
cyclic group which acts as a ;xed point free group of automorphisms on G, and
in particular, the semidirect product L=HG is a Frobenius group of order n(n − 1),
with the kernel G and a complement H . Let h be a generator of H , and denote
A= {hg | g∈G}= {h1 = h; h2; : : : ; hn}. Since CG(h)=H , A is the conjugacy class of h
in L.
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We label the vertices of K∗n by the numbers 1; 2; : : : ; n. For each i, 16i6n, de;ne an
(n− 1)-cycle Ci of K∗n as follows: for any k; l∈V (K∗n ), k = l, k; l = i, the ordered pair
(k; l) is an edge of Ci if and only if h
hi
k = hl. It is routine to check that {C1; C2; : : : ; Cn}
is a decomposition of K∗n into cycles of length n−1, and that the natural action of G
on V (K∗n ) (i.e., ig= j if and only if h
g
i = hj) permutes the cycles of the decomposition.
Hence, the above decomposition is G-regular. Furthermore, HG= 〈h〉G is a Frobenius
group, where h is the permutation induced by the cycle C1. Then K∗n admits a G-
regular strongly Sn−2-transitive (n − 1)-LSD by Lemma 5.1, and the required result
follows.
A natural question arising from Lemma 5.1 is the classi;cation of all integers n for
which there exists a Frobenius set HG, with a cyclic complement H of order n−1 and
a kernel G of order n. We note that the same question may be interesting in other
cases, namely, where H is not cyclic, or when |H | = n−1. Since it does not serve our
purpose in this section, we will not consider it here. We conjecture the following:
Conjecture 5.1. A Frobenius set with a kernel G of order n and a cyclic complement
H of order n−1 exists if and only if n is a prime power.
Clearly, the validity of this conjecture will imply:
Conjecture 5.2. A G-regular strongly Sn−2-transitive (n− 1)-LSD exists if and only
if n is a prime power.
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