Regression equations have many useful roles in psychological assessment. Moreover there is a large reservoir of published data that could be used to build regression equations; these equations could then be employed to test a wide variety of hypotheses concerning the functioning of individual cases. This resource is currently underused because (a) not all psychologists are aware that regression equations can be built not only from raw data but also using only basic summary data for a sample, and (b) the computations involved are tedious and prone to error. In an attempt to overcome these barriers, Crawford and Garthwaite (2007) provided methods to build and apply simple linear regression models using summary statistics as data. In the present study we extend this work to set out the steps required to build multiple regression models from sample summary statistics and the further steps required to compute the associated statistics for drawing inferences concerning an individual case. We also develop, describe and make available a computer program that implements these methods. Although there are caveats associated with the use of the methods, these need to be balanced against pragmatic considerations and against the alternative of either entirely ignoring a pertinent dataset or using it informally to provide a clinical "guesstimate". Upgraded versions of earlier programs for regression in the single case are also provided; these add the point and interval estimates of effect size developed in the present paper.
INTRODUCTION
Within today's health care environment, the term "evidence-based practice" has become common place, and was formally introduced in medicine in 1992 (EvidenceBased Medicine Working Group, 1992) . At the heart of evidence-based practice is outcomes accountability guided by empirical research evidence within the context of clinical expertise and patient values (Sackett, Straus, Richardson, Rosenberg, & functioning in the individual case (Crawford & Garthwaite, 2007) . Here a regression equation is built (usually using healthy participants) to predict a case's retest score on a cognitive ability measure from their score at initial testing. A predicted retest score that is markedly higher than the obtained retest score suggests cognitive deterioration (Crawford & Garthwaite, 2007; Heaton & Marcotte, 2000; Sherman et al., 2003; Temkin et al., 1999) .
Clinical samples can also be used to build regression equations for predicting retest scores. For example, Chelune, Naugle, Lüders, Sedlak, and Awad (1993) built an equation to predict memory scores at retest from baseline scores in a sample of patients with intractable temporal lobe epilepsy who had not undergone any surgical intervention in the intervening period. The equation was then used to assess the effects of temporal lobectomy on memory functioning in a sample of surgical patients.
As Crawford and Garthwaite (2007) observed, "regardless of whether an equation is built from a healthy or clinical sample, this approach simultaneously factors in the strength of correlation between scores at test and retest (the higher the correlation the smaller the expected discrepancies), the effects of practice (typically scores will be higher on retest) and regression to the mean (extreme scores on initial testing will, on average, be less extreme at retest)" (p. 611).
Regression equations can also provide an alternative to the use of conventional stratified normative data (Heaton & Marcotte, 2000) . For example, if performance on a neuropsychological test is affected by age and years of education (as is commonly the case), then these variables can be incorporated into a regression equation to obtain an individual's predicted score on the test. This use of regression provides what Zachary and Gorsuch (1985) have termed "continuous norms". Such norms can be contrasted with the discrete norms formed by creating arbitrary age by education Using MR equations built from summary data 6 bands. With the latter approach, a case's apparent relative standing can change dramatically as he/she moves from one age or education band to another (Crawford & Garthwaite, 2007) .
It can be seen from the foregoing that regression equations perform many useful roles in the neuropsychological assessment of individuals. However, the potential of regression equations is far from being fully realized. As Crawford & Garthwaite (2007) note, "there is a large reservoir of published data that could be used to build regression equations; these equations could then be employed to test a wide variety of hypotheses concerning the psychological functioning of individual cases" To enable psychologists to use published data in the assessment of the individual case Crawford and Garthwaite (2007) developed methods to build simple regression models (i.e., models that use a single predictor variable) from summary data: the resultant regression equation together with its associated statistics (such as the standard error of estimate which can also be calculated from summary data) can then be applied to specific cases to infer whether they exhibit a large and / or statistically significant difference between their obtained scores on a task and the score predicted by the equation. These authors implemented the methods in a computer program that takes summary data from a sample and an individual case's data as input, builds the equation, and then reports the results for the specific case.
Building multiple regression equations from summary data
Compared to regression equations with a single predictor, multiple regression Using MR equations built from summary data 7 equations provide a more flexible and potentially more sensitive means of testing hypotheses concerning an individual case. For example, when testing for change in an individual's cognitive functioning, if age or years of education are related to the magnitude of practice effects, then these variables can be incorporated into an equation along with the initial test score to obtain a more precise estimate of an individual's expected score at retest; this estimate can then be compared to the score actually obtained by the case (Duff et al., 2005; Temkin et al., 1999) . Crawford and Garthwaite (2006) provided inferential methods for comparing a case's obtained score with a predicted score from a multiple regression. However, these methods assume that the multiple regression equation and its associated statistics are available. That is, the methods take the intercept (a) for the equation as inputs.
Statistically-minded psychologists may already be aware that even multiple regression equations can be built using summary data alone and that the associated supplementary statistics required to apply such equations to an individual case could also be obtained without the sample raw data. However, on the basis of discussions at conferences, workshops and elsewhere, it is clear that many psychologists are unaware, or only vaguely aware, that such a possibility exists.
Moreover, those psychologists who know that summary statistics are sufficient also know that the calculations involved are complicated, very time-consuming, and prone to error. Currently, therefore, in situations where multiple regression equations would be helpful and could be built, the vast majority of psychologists do not avail themselves of the opportunity. Alternatively, if a valiant psychologist does attempt to build an equation, there is the danger that clerical errors will unknowingly be made Using MR equations built from summary data 8 when carrying out the computations. The provision of a computer program that implements the necessary methods deals with all of these problems.
The remainder of this paper has three principal aims. The first is to set out the calculations required to build multiple regression equations from summary data and outline the further calculations required when applying these equations to draw inferences concerning an individual case. The second aim is to describe and make available a computer program that implements all the methods described. The third aim is to provide examples of how these methods can be applied in psychological assessment.
We acknowledge that there will be fewer opportunities for psychologists to employ the current methods than those developed by Crawford and Garthwaite (2007) for simple linear regression. The limiting factor is that the reports providing the summary data need to contain not only the correlations of predictor variables with the criterion, which will be common, but also the correlation(s) between the predictor variables, which will be less common. The means and standard deviations for all variables are also required but these data are typically available in most research reports.
Method

Building a multiple regression equation from summary data
The multiple regression equation relating
where ε is the random error and b is a 
We now have the regression equation for predicting Y from the X variables obtained entirely from summary data. 
Supplementary statistics, such as the squared semi-partial correlations for each predictor variable, adjusted (shrunken) 2 R , and a test on the overall significance of the regression, are all obtained using the standard formulas so are not covered here;
see Cohen, Cohen, West and Aiken (2003) or Tabachnick and Fidell (2005) for details. For present purposes it is sufficient to note that all these statistics can be obtained from summary statistics.
Inferential method for the discrepancy between a case's obtained and predicted scores
Having set out the steps to obtain a multiple regression equation from summary data we now turn to the calculations required to draw inferences concerning the discrepancies between a given case's obtained score on O Y and the score predicted by such an equation, Ŷ . The following methods are those developed by Crawford and Garthwaite (2006) but are set out here for the convenience of the reader.
The first step is to calculate the standard error of a predicted score for a new case, which we denote as 1 n s + (Crawford & Howell, 1998; Howell, 2002) . This standard error can be expressed in a number of different but equivalent forms (Cohen et al., 2003) ; here we use the form set out in Crawford and Garthwaite (2006) :
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Crucially for present purposes, it can be seen that this statistic can be calculated when only summary data from a sample are available.
The standard error of a predicted score for a new case (that is, a case not in the sample used to build the equation) captures the uncertainty associated with estimating b from a sample. It can be seen from equation (5) 
Under the null hypothesis, that the discrepancy is an observation from the population sampled to build the equation, the resultant quantity will have a t-distribution on 1 df n k − − (Crawford & Garthwaite, 2006) . Thus, for a specified Using MR equations built from summary data 12 level of alpha (e.g., 0.05), one can test whether there is a statistically significant difference between the predicted score and the obtained score, using either a one-or two-tailed test.
Significance tests have a role to play in psychological assessment of the single case. When a discrepancy achieves statistical significance the psychologist can be confident that it is unlikely to be a chance finding; i.e., it is unlikely that the observed discrepancy stems from random variation in an individual or error in estimating the population regression equation from sample data. However, it should be borne in mind that significance levels are largely arbitrary conventions; the conclusion drawn when a case's discrepancy is just above the significance level threshold should be similar to the conclusion when it is just below that threshold. Thus we suggest that the psychologist should be primarily concerned with the more general issues of the degree of rarity of the case's discrepancy and, relatedly, with the size of the effect. In the remainder of this section we deal with the rarity of the discrepancy; the effect size issue is dealt with in the next section.
Fortunately, an estimate of the rarity of the case's discrepancy is an inherent feature of the method: the p value used to test significance is also a point estimate of the proportion of the relevant sub-population that would obtain a discrepancy more extreme than that observed for the case (Crawford & Garthwaite, 2006) , where the relevant sub-population is the set of people with the same value on the predictor variable (i.e., X) as the case. As noted, the full population referred to here is that sampled to build the regression equation; i.e., if the equation was built using healthy adults then the population is the healthy adult population. Alternatively if, for example, the equation was built in a sample of patients who had suffered a severe traumatic brain injury (TBI) six months earlier, then the population is patients with a Using MR equations built from summary data 13
severe TBI six months post injury.
For a formal proof that the p-value from the significance test also equals the estimated proportion of the population exhibiting a more extreme discrepancy than the case see Appendix 1 of Crawford and Garthwaite (2007) . When quantifying the rarity of a case's data it is more convenient (and more in line with convention) to multiply the p value referred to above by 100 so that we have a point estimate of the percentage (rather than proportion) of the population exhibiting a larger discrepancy.
This latter index of rarity is used in the examples that follow and in the outputs from the computer programs that accompany this paper.
The above quantity is a point estimate of the rarity of the discrepancy between an individual's obtained and predicted score. Crawford and Garthwaite (2006) have provided a method of obtaining an interval estimate for this quantity. That is, the method provides 95% confidence limits on the percentage of the population that would obtain a more extreme discrepancy than that observed for the case. Confidence limits serve the useful general purpose of reminding the user that there is always uncertainty attached to an individual's results; i.e., they counter any tendency to reify the observed scores. However, they also serve the specific purpose of quantifying this uncertainty (Crawford & Garthwaite, 2002) . The calculations involved in obtaining these limits involve non-central t-distributions and are complex, but the important point for present purposes is that, even when the predicted score is obtained from a multiple regression equation, they can be calculated without requiring the sample's raw data.
Using MR equations built from summary data 14
Confidence limits on the rarity of an individual's discrepancy are implemented in the computer program that accompanies this paper, and an example of their use is provided in a later section. Advice aimed specifically at neuropsychologists has also been offered (e.g., Bezeau & Graves, 2001 ; e.g., Zakzanis, 2001 ) and editorial policies requiring the reporting of effect sizes in psychology journals (Becker, Knowlton, & Anderson, 2005) have provided a further impetus. Although it is true to say that the take-up of such advice has been relatively slow, reporting of effect sizes in group-based psychological research is now fairly common (Crawford, Garthwaite, & Porter, 2010a ).
Point and interval estimates
Crawford and Garthwaite (2006) provided an index of effect size for the discrepancy between observed and predicted scores. However, this consisted of only a point estimate of effect size. In the present study we provide a slightly different standardized effect size index, which we denote as OP z , and we accompany the point estimate with an interval estimate. To obtain the point estimate of the effect size put Using MR equations built from summary data 15
where all terms have been defined previously. The OP subscript for this z value denotes that it an effect size for the discrepancy between a case's Observed and Predicted scores, and is used to differentiate it from other effect size indexes developed for use with the single-case in Crawford et al. (2010a) and elsewhere (Crawford, Garthwaite, & Wood, 2010b) . It can be seen from equation (7) that if OP z is positive the case's obtained score exceeds the predicted score; if it is negative then the obtained score is lower than the predicted score.
The denominator in equation (7) will be familiar to many readers. It is the formula often used to represent the standard error of estimate but it is independent of sample size. This means that it is unsuitable for significance testing and other inferential purposes, where the full version of the standard error of estimate should be employed, i.e., equation (4) in the present paper. However, this is the very feature required for an index of effect size.
This effect size estimate is analogous to the use of z when comparing a case's score on a psychological test to that of a control or normative sample. That is, z tells us how many SDs units the case's score is above or below the normative mean. In the present case we can think of the discrepancy between the obtained and predicted score as a derived score. The mean discrepancy score in the sample used to build the equation is necessarily zero and OP z tells us how many SDs the case's discrepancy is from this mean.
In group-based research there is an increasing recognition that point estimates of effect size should be accompanied by interval estimates (i.e., confidence intervals or credible intervals); e.g., see Steiger (2004) , Fidler and Thompson (2001) , and Using MR equations built from summary data 16 Thompson (2007) . That is, all statistics have uncertainties attached to them and effect sizes are no exception; these uncertainties should therefore be quantified when possible.
Crawford, Garthwaite and Porter (2010a) have argued that, in keeping with the general principle that the standards of reporting when working with individual cases should be as high as those expected in group-based research, interval estimates for effect sizes should also be reported for individual cases. Fortunately, for the present problem, the statistical theory necessary to form such interval estimates already exists.
An intermediate step in Crawford and Garthwaite's (2006) method for setting 95%
confidence limits on the rarity of a case's discrepancy (see previous section) involves generating two standard normal deviates, and these provide the required upper and lower 95% limits on the effect size index. The derivation of these limits on an effect size and the calculations required to obtain them are set out in Appendix 1 of the present paper. Monte Carlo simulations were conducted to verify that these confidence limits performed as they should; i.e., that they captured the true effect size on 95% of Monte Carlo trials (details of these results are available from the first author on request).
Results and Discussion
Implementing the methods in a computer program
A computer program for PCs was written to accompany this paper, and it implements all of the methods covered in the present paper. The program (RegBuild_MR.exe) prompts the user for the sample means and standard deviations of the criterion variable and predictor variables, the correlation matrix for these variables, and n for the sample. A screen capture of the data entry form is presented in Figure 1a ; the data Using MR equations built from summary data 17 entered are those used in the first worked example (see later section).
The output is divided into two sections. The first records the results from performing the multiple regression, i.e., the unstandardized regression coefficients (b) and the intercept (a) for the regression equation, together with its standard error of estimate. The squared semi-partial correlation coefficient for each predictor variable is also recorded (to allow users to assess the unique contribution of each variable).
The program also reports Multiple R, R 2 , adjusted (shrunken) R 2 , and the F value used to test for the significance of the regression with its accompanying p-value. Although one of the main aims of the methods set out in the present paper was to allow psychologists to build and use regression equations from summary data, a reviewer of an earlier version of this manuscript pointed out that it would also be useful to build and apply equations using raw data from a normative or control sample as inputs. We agree and have therefore written a companion program, Regbuild_MR_Raw.exe, to provide this capability. The raw data are read from a text file prepared by the user, in which the first n rows consists of the scores of the sample on the criterion variable and predictor(s), and the last (i.e., n + 1th) row consists of the corresponding scores for the case; full instructions on preparing this data file are provided in the program's information panel.
Upgrading earlier regression methods for the single case to incorporate point and interval estimates of effect size
Crawford and Garthwaite's (2007) methods and accompanying computer program (RegBuild.exe) for building and using regression equations for bivariate problems did not offer interval estimates of effect size for the discrepancy between obtained and predicted scores. Given the increasing emphasis placed on the use of both effect sizes and confidence intervals, we have upgraded the program to provide these point and interval estimates (and added an ES suffix to the program name, so it can be differentiated from the earlier version).
Crawford and Garthwaite (2007) also made a companion program available for the bivariate case that allowed regression to be performed even when the correlation between the predictor and criterion variable was unavailable, provided that results of a paired t-test or ANOVA comparing the predictor and criterion were reported. This program has also been upgraded to incorporate the point and interval estimates of effect size and has been renamed (Regbuild_t_ES.exe). Both of these upgraded programs can be downloaded from the same URL provided earlier.
Examples of the use of the methods and accompanying programs
In this section we illustrate some ways in which the methods and accompanying computer program can harness summary data from published studies in order to assist psychologists to draw inferences concerning the cognitive status of individual cases.
In doing this we adopt the general examples used by Crawford and Garthwaite (2007) to illustrate the use of simple regression but extend these to include multiple predictor variables.
Suppose that a psychologist has seen a 60 year old male patient with 16 years of education because of suspected early Alzheimer's disease. Further suppose that a semantic (category) fluency test had been administered at the initial assessment and again after five months and that an initial letter fluency test (e.g., FAS) was also administered at the first assessment. The case's score on the semantic fluency test at initial testing was 28 and the score at retest was 24; the case's FAS score at initial testing was 34.
Using MR equations built from summary data 20 ~Tables 1 and 2 about here~ Table 2 . The resultant regression equations and their associated statistics, calculated using either the formulas presented in the text or using the accompanying computer programs, are also presented in Table 1 (for clarity a blank row separates these statistics from the preceding statistics required for their computation). Although the accompanying computer program is designed to be intuitive, the provision of the summary data in Tables 1 and 2 and the worked examples below will allow users to run these examples themselves. This will help users become familiar with the mechanics of the process prior to using the methods with their own data.
Study A was a study conducted on a sample of healthy participants (age range 50 to 80) on the effects of ageing on psychological test performance; in the course of this study the correlation between age and performance on the semantic fluency (SF) test (-0.56) was reported, as was the correlation between SF and years of education (0.66). It can be seen ( Table 2 ) that both age and education exert a substantial effect on performance on the semantic fluency task.
Suppose, as is the case for many psychological instruments, that the normative data for the elderly on this particular semantic fluency test are modest. These conventional normative data could be supplemented by using the data from Study A to build an equation for prediction of a case's expected semantic fluency scores from Using MR equations built from summary data 21 their age and years of education. If the predicted score is substantially higher than the case's obtained score, this suggests impaired performance. This is an example of the use of multiple regression to provide continuous norms (Zachary & Gorsuch, 1985) as referred to in the Introduction.
Applying the methods set out earlier to build a multiple regression equation from the sample summary statistics yields the unstandardized regression coefficients and the intercept; these are reported in Table 1 (as noted, associated statistics for the multiple regression are also provided by the computer program that accompanies this
paper; see the screen capture, Figure 1b , for these statistics for this particular example). Applying the regression equation to the case, his predicted semantic fluency score, based on his age and years of education is 52.15. Using equations (4) and (5) Table   1 , as are the equivalent statistics for the subsequent worked examples). The difference between these two statistics is modest in this example because the case's values on the predictor variables (i.e., his age and years of education) are not very extreme relative to the sample means and also because the sample used to build the equation is large; it will be appreciated that this will not always be so.
The raw discrepancy between the case's obtained semantic fluency score of 28 and predicted score of 52.15 is −24.15. Dividing this discrepancy by 1 n s + yields a value of −3.226. Under the null hypothesis this difference is distributed as t on 1 180 2 1 177 df n k − − = − − = (in this case the null hypothesis is that the individual's discrepancy is an observation from the population of discrepancies found in the healthy elderly). Evaluating this t-value reveals that the patient's obtained score is significantly below the score predicted from her/his baseline score (p = 0.0007, Using MR equations built from summary data 22 one-tailed).
The point estimate of the rarity of this discrepancy (i.e., the percentage of the population that would be expected to exhibit a discrepancy larger than that observed) is 0.075%. The accompanying 95% confidence interval on the percentage of the population that would exhibit a larger discrepancy than the patient ranges from 0.013% to 0.23%. Thus, in summary: there is a very large and significant discrepancy between the case's predicted and obtained scores. This size of discrepancy is estimated to be very unusual in the healthy elderly population and is consistent with severely impaired performance on the semantic fluency task.
Finally, before leaving Study A, the effect size for the discrepancy between the obtained and predicted score is very large OP z = −3.268 (95% CI = −3.660 to −2.836). If, rather than using regression to compare the case's obtained and predicted scores, the case was simply compared to the mean of the sample in Study A, the case's performance would not look nearly as extreme. The effect size for such a comparison is z = −1.17; thus, although the case is just over one SD below the "normative" mean of the sample, this difference is modest compared to that obtained when the regression equation is used to provide an individualized comparison standard.
In this example, the use of regression served to expose a severe impairment.
However, it will be appreciated that the use of regression may also help avoid incorrectly inferring the presence of an acquired impairment. For example, for the present data, the performance of a case who obtains a low score may not look very unusual if they were substantially older and had a modest number of years of education.
Moving on to Study B: this study was also a study of cognitive ability in Using MR equations built from summary data 23 healthy elderly participants and included among its results the correlation between the semantic fluency test and the FAS test, as well as the correlation of both tests with years of education (see Table 2 for the correlations and Table 1 for the other summary data for this second study). In psychological assessment much emphasis is placed on the use of intra-individual comparison standards when attempting to detect acquired impairments (Crawford, 2004; Lezak, Howieson, Loring, Hannay, & Fischer, 2004) .
As Crawford and Garthwaite (2007) Table 1 . Based on his initial letter fluency score of 34 and his 16 years of education, the case's predicted semantic fluency score is 45.74 using this equation, which is substantially higher than his observed score of 28.
Dividing the raw discrepancy between the obtained score and predicted score (-17.74 ) by 1 n s + gives a value of -2.33. Evaluating this t-value reveals that the case's obtained score is significantly below the score predicted from his initial letter fluency score (p = 0.0108, one-tailed). The point estimate of the rarity of this discrepancy (i.e., the percentage of the healthy elderly population that would be expected to exhibit a discrepancy larger than that observed) is thus 1.08% and the 95% confidence interval is from 0.28% to 2.7%.
In summary, the case's semantic fluency is considerably lower than expected given his years of education and initial letter fluency performance; the discrepancy is very unusual and is consistent with a marked differential deficit in semantic versus initial letter fluency. As was the case in the first worked example, the effect size for the discrepancy between obtained and predicted scores, OP z = −2.38 (95% CI = −2.77
to −1.93), is large. Again, this effect is much larger than would be obtained if the case was simply compared to the sample mean for semantic fluency in Study B (z = −1.27).
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Note that a case could be made for the use of a two-rather than one-tailed test in this situation. That is, a case may turn out to have a discrepancy favoring semantic fluency over initial letter fluency (a pattern that is liable to be relatively uncommon in AD). Had this occurred in the present case (where an a priori decision to use a one-tailed test was made) then the logic of hypothesis testing would have precluded testing for the significance of this difference. The two-tailed p value in this example is 0.022.
Turning to Study C, psychologists commonly have to attempt to detect change in cognitive functioning in the individual case, for example, to monitor the positive or negative effects of interventions, to determine whether there is recovery following a stroke or TBI, or to detect decline in degenerative conditions. Serial assessment plays a particularly important role in the diagnosis of AD, because the results of testing from a single time period will often be equivocal (Morris, 2004) .
When test data from two occasions are to be compared, regression provides a useful means of drawing inferences concerning change: A psychologist need only find test-retest data for the measures used in an appropriate sample retested over an interval similar to that of their patient. Although regression can be used to predict scores at retest solely from initial test scores, it has quite commonly been found that other variables (normally demographic variables, such as age or years of education)
can explain variance in retest scores over and above that explained by initial scores (Duff et al., 2005; Temkin et al., 1999) .
Study C is a hypothetical test-retest study in which a sample of healthy elderly participants (N = 70) were tested on the semantic fluency test and retested after 6 months (this test-retest interval is a slightly longer than the interval for the case but sufficiently close to justify use of the data). for this sample; the correlation matrix for the Study is presented in Table 2 . Table 1 also presents the resultant multiple regression equation together with its associated statistics.
It can be seen from Table 1 that, in the healthy elderly sample, there was a practice effect (the mean at retest was 47.2, compared to the mean at first testing of 43.2. Using the regression equation, the case's predicted semantic fluency score at retest is 39.8, based on his age and initial score of 28. The score is below the mean score at retest because the case's initial test score was low. However, the predicted score at retest is still well above the case's obtained score at retest of 24. Dividing the raw discrepancy between the obtained score and predicted score (-15.8) by 1 n s + yields a value of -1.92. Evaluating this t-value reveals that the patient's retest score is significantly below the score predicted from his score on first testing (p = 0.0297, one-tailed).
The point estimate of the rarity of this discrepancy is thus 2.97% and the 95% confidence limits on the percentage are from 0.48% to 8.7%. In conclusion, the analysis indicates that the patient's performance on semantic fluency has declined over the interval between the two testing occasions. That is, it is unlikely that a member of the cognitively intact elderly population would exhibit this large a decline in performance.
Finally, Study D was another longitudinal study that included the semantic fluency test but was concerned with cognitive change in a sample of patients with early Alzheimer's disease. In this study summary data for years of education was available and education was found to be a predictor of retest scores. Having obtained evidence of a decline for the case using the equation built using data from Study C, the data from Study D are used to examine whether or not the change from test to Using MR equations built from summary data 27 retest is unusual for patients with AD.
Using the data from Study D to build a regression equation, the patient's predicted semantic fluency score at retest is 23.6 (based on his initial score of 28 and 16 years of education) compared to his obtained retest score of 24. It is immediately clear that, although the case's initial test score and retest score are both higher than the corresponding AD sample means, the discrepancy between the obtained and predicted scores is very minimal. In this case it is not necessary to formally analyze the data but for completeness, dividing the raw discrepancy between the obtained score and predicted score (-0.4) by the 1 n s + yields a standardized difference of -0.04.
Evaluating this t-value reveals that the patient's obtained retest score is clearly not significantly different from the predicted score on first testing (p = 0.987, two-tailed).
Thus, although from the analysis of the data from the preceding study, the patient has shown evidence of decline, the decline is very typical of AD.
In this example the discrepancy does not even approach significance on a twoor one-tailed test. In cases where the discrepancy was more substantial it would be appropriate to use a two-tailed test. That is, even if a psychologist had independent grounds to believe that a case's cognitive decline would be atypically rapid for AD, or atypically slow, it is unlikely that she/he would have sufficient confidence in this to rule out the alternative possibility.
The foregoing example of the use of equations built using data from clinical samples is only one of many potential uses. Indeed, given the vast number of clinical studies in the literature, this process is limited only by the ingenuity of the psychologist and by the time involved in conducting a search for published studies relevant to the question in hand. For example, data such as that in Study D could also be used to study the potential effectiveness of a pharmacological (or other form of)
Using MR equations built from summary data 28 intervention in the individual case. That is, in the example, the data were obtained from untreated early AD cases and thus, if a treated early AD patient's score at retest substantially exceeded that predicted by the regression equation (i.e. if the discrepancy was estimated to be unusual among untreated AD cases), this would be consistent with a beneficial effect of the intervention.
The methods should not be regarded as simply providing a test of the null hypothesis
When a discrepancy between an obtained and predicted scores is statistically significant the psychologist can be particularly confident that a problem has been uncovered, or, when the obtained score exceeds the predicted score, that a genuine improvement in performance has occurred. In these circumstances we can reject the null hypothesis that the discrepancy was an observation from the distribution of discrepancies in the population sampled to build the equation.
However, as noted earlier, we suggest that the principal focus with the current methods should be on the degree of rarity of the discrepancy and its effect size, rather than whether the p value falls below or above the cusp for conventional statistical significance. For example, suppose that in one of the foregoing examples using Study A, B, or C, the discrepancy between the case's obtained and predicted score did not achieve statistical significance (p > 0.05) but the discrepancy was still fairly unusual and the effect size substantial. This would still constitute useful evidence and should be given weight when arriving at a formulation for the case, particularly if the results are consistent with information obtained by other means (i.e., from other test results, behavioural observations, or the case history).
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Effect size estimates for the discrepancy between predicted and obtained scores
The foregoing discussion has illustrated the use of the effect size estimates developed in the present study. In this section we briefly discuss some specific issues associated with the use of these estimates. The point estimate of the effect size expresses the discrepancy in standardized units which is a basic and, we hope, useful piece of information for clinicians. That is, it tells the user how many standard deviation units the case's discrepancy is from the average (= 0) discrepancy in the control or normative sample (because it is an effect size it, unlike the other statistics provided, the point estimate intentionally treats the control data as fixed).
These features of the effect size mean that it can be usefully employed to compare a case's results from other regression equations built using the same or different samples. Moreover, as the effect size is expressed in standard units, it also provides a means of comparing a case discrepancy with results from other testing.
For example, if a regression equation has been used to provide an individualized norm for a case's score on a particular test (using, say, age, gender and education as predictors) then the effect size for the discrepancy between the predicted and obtained score can be compared with a case's standardized (z) scores on other tests that have been obtained using conventional normative data.
The verbal labels "small", "medium", and "large" have been used to classify effect sizes (e.g., Cohen's d) for group comparisons. We do not think it would be appropriate to attach verbal labels to the effect size index provided for the individual case in the present study because, as has been illustrated, the regression methods can be applied to very diverse assessment problems and so one size could never fit all.
Note also that, although Jacob Cohen provided the foregoing verbal classification system for group comparisons, he was ambivalent about doing so (Cohen, 1988) .
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Caveats on the use of these methods and some pragmatic considerations
As is true when applying any regression equation ( In the case of regression equations published in peer reviewed journals or in test manuals, it is probable (but not guaranteed) that these threats to validity will have been identified (by examination of residual plots and so forth) and rectified or ameliorated (e.g., by transforming the Y variable in the case of heteroscedasticity). In the absence of the raw data such strategies are not possible.
A further practical issue is that, even when the correlation matrix is available, Using MR equations built from summary data 31 the precision with which the correlations are reported will be more of a concern in using the present multiple regression method than it is in the bivariate case (Sokal & Rohlf, 1995) ; this would be especially so if many predictor variables were employed.
However, as noted by Crawford and Garthwaite (2007) Fourth, and most importantly: in an ideal world, psychologists would routinely employ the principles of evidence-based practice and avail themselves of relevant research that would best inform their evaluations of individual patients (Chelune, 2010) . They would also have access to regression equations that had been built using large samples and had been carefully evaluated. However, it is clear that the number of such published equations is very limited in comparison to: (a) the wide variety of hypotheses that psychologists may wish to test, and (b) the large reservoir of studies that report summary data on psychological tests.
Therefore, in the absence of an existing equation, and when relevant summary data are available, the evidence-based approach suggested here needs to be contrasted
with the alternatives open to the psychologist. These are that the psychologist will either simply ignore the existence of such data despite its relevance to the assessment Using MR equations built from summary data 33 question, or will attempt to use the data informally to generate a "guesstimate" (Crawford & Garthwaite, 2007) . For example, in the latter case the reasoning might proceed along the following lines: "given that this test has a fairly high test-retest correlation, is subject to a moderate practice effect, and noting that age influences the magnitude of this effect and my case is relatively young, the difference between this case's scores looks fairly unusual". It is well known that our subjective estimates of such probabilities are not very accurate and are prone to systematic biases (Beach & Braun, 1994; Tversky & Kahneman, 1971) ; for example, we typically underestimate the magnitude of differences expected by chance and we may overweight some variables at the expense of others.
Two forms of hypothesis test when examining discrepancies between predicted and obtained scores
The hypothesis test implemented in the present paper tests whether we can reject the null hypothesis that the discrepancy between predicted and obtained scores obtained by a case is an observation from discrepancies in the control population (as noted elsewhere the control population will most commonly be defined to be a healthy control population but need not be as is demonstrated in the final worked example using Study D).
There is however, an alternative form of null hypothesis test that can be applied to discrepancies between predicted and obtained scores: namely a test that the discrepancy is significantly different from zero. In other words, we could test whether any observed discrepancy between predicted and obtained scores is large enough for us to be confident that it does not simply reflect the effects of measurement error in the predictor and criterion variables. Reynolds (1984) provided equations for this Using MR equations built from summary data 34 latter form of hypothesis test.
This is a useful test and can be seen as a complimentary method than a competitor for the present form of hypothesis test. In essence the two forms of test address the two fundamental questions that arise when examining differences obtained for a case: are the differences reliable (the Reynolds test), and are the differences abnormal (such that we can reject the hypothesis that the case's discrepancy is an observation from the control population).
It will typically be the case that the Reynolds (1984) test will require smaller discrepancies to record a significant result. Indeed, if the variables involved have very high reliabilities, it will be common for individuals to exhibit significant (i.e., reliable) differences between their predicted and observed scores. It should be noted that the Reynolds (1984) method is a large sample method as, unlike the present methods, it assumes that the summary statistics for the variables (and their reliability coefficients) are fixed and known. It is therefore eminently suitable for use with standardized test batteries but would need to be used with caution if applied to data obtained from modestly sized samples. An excellent example of the application of this latter form of hypothesis test can be found in Schneider (2010a) , where it is applied to scores on the Woodcock Johnson Tests of Cognitive Abilities -Third
Edition (Woodcock, McGrew, & Mather, 2001 ); see Schneider (2010b) for further details.
Reporting of summary data in psychological studies
The emphasis in the foregoing sections has been on the application of the regression methods with summary data from existing studies. However, it is to be hoped that the availability of these methods will help encourage researchers to provide the full range Using MR equations built from summary data 35 of summary data when reporting their findings (either in the Results section, or as supplementary material).
For example, studies reporting on predictors of test performance in the general population, or predictors of outcome as measured by psychological tests in clinical populations clearly provide a useful knowledge base for the practicing psychologist.
However, by including summary data, the utility of such studies data can be greatly enhanced as this would allow psychologists to directly apply the results to their individual cases. Reporting of summary data (e.g., reporting of the correlation matrix for studies using regression to examine group level effects) would also be in keeping with recommendations by the American Psychological Association (2001).
Applications in other areas of psychological practice
The examples used to illustrate the applications of the present methods have focused on clinical assessment issues. However, the methods are just as applicable to other areas of applied psychology in which assessments of the individual case are conducted. Obvious examples are industrial/ organizational/ occupational psychology and educational psychology. These areas have experienced just as large an increase in the amount of published data available to practitioners and therefore would hopefully also benefit equally from the opportunity to directly employ such data for inference at the level of the individual case. Using MR equations built from summary data 45 Table 2 . Correlation matrices for the illustrative studies presented in Table 1 Criterion ( Using MR equations built from summary data 46 Figure Legends 
