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MARKOVIANITY AND THE THOMPSON MONOID F+
CLAUS KO¨STLER, ARUNDHATHI KRISHNAN, AND STEPHEN J. WILLS
Abstract. We introduce a new distributional invariance principle, called ‘partial spreadability’,
which emerges from the representation theory of the Thompson monoid F+ in the framework of W*-
algebraic probability spaces. We show that partial spreadability implies Markovianity of noncommu-
tative stationary processes (in the sense of B. Ku¨mmerer and as they are considered by U. Haagerup
and M. Musat within the context of factorisable Markov maps). Conversely we show that a large class
of noncommutative stationary Markov processes provides representations of the Thompson monoid
F
+. In the particular case of a classical probability space, our approach anticipates the availability
of a de Finetti theorem for recurrent stationary Markov chains with values in a standard Borel space,
generalizing an early result of P. Diaconis and D. Freedman.
1. Introduction
Distributional symmetries and invariance principles provide deep structural results on stochastic
processes. In the early 1930s de Finetti characterized an exchangeable infinite sequence of {0, 1}-
valued random variables as a mixture of i.i.d. random variables. This result was extended to random
variables with values in a compact Hausdorff space by Hewett and Savage, and further to values in a
standard Borel space by Aldous. Furthermore, Ryll-Nadzewski [RN57] established that the apparently
weaker distributional symmetry of spreadability (also known as ‘contractibility’ in the literature) is
equivalent to exchangeability for infinite sequences. A de Finetti theorem for Markov chains was finally
found by Diaconis and Freedman in the framework of recurrent infinite sequences of I-valued random
variables, where I is a countable set [DF80]. Recently it was realized by Evans, Gohm and Ko¨stler that
actually not exchangeability but spreadability is the fundamental distributional symmetry from the
viewpoint of algebraic topology and homological algebra [EGK17]. A new equivalent characterization
of spreadability was obtained in [EGK17, Theorem 1.2] which connects this distributional invariance
principle to the representation theory of the so-called partial shift monoid
S+ = 〈h0, h1, h2, . . . | hkhℓ = hℓ+1hk for 0 ≤ k ≤ ℓ <∞〉
+.
Roughly phrasing, S+ algebraically encodes stochastic independence in classical probability such that
its related geometry can be transferred to the framework of noncommutative probability. As this
monoid is a quotient of the Thompson monoid
F+ = 〈g0, g1, g2, . . . | gkgℓ = gℓ+1gk for 0 ≤ k < ℓ <∞〉
+,
it is intriguing to ask if its representation theory is connected to a novel distributional invariance prin-
ciple which characterizes a larger class of (noncommutative) random objects than those characterized
by spreadability.
The goal of present paper is to introduce ’partial spreadability’ as a new distributional invariance
principle as it emerges from the representation theory of the Thompson monoid F+ and to present
first pioneering results on the following surprising discovery: the monoid F+ algebraically encodes
Markovianity in classical probability. Of course, the underlying approach is again such that it can be
transferred to an operator algebraic framework of noncommutative probability.
Our main results are obtained in an operator algebraic setting of noncommutative probability theory,
where the attribute ‘noncommutative’ is understood in the sense of ‘not-necessarily-commutative’,
and thus applies also to classical probability theory. To be more precise, we consider pairs (M, ψ)
as (noncommutative) probability spaces which consist of a von Neumann algebra M and a faithful
normal state ψ on M. Such pairs are also known as W*-algebraic probability spaces in the literature.
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A noncommutative random variable ι from the probability space (A, ϕ) into the probability space
(M, ψ) is given by an injective *-homomorphism ι : A → M such that ψ ◦ ι = ϕ, and written as
ι : (A, ϕ)→ (M, ψ).
To improve the accessibility of our main results, we sketch next how one arrives at such noncommu-
tative notions of probability spaces and random variables when starting from a traditional probabilistic
setting.
Let (Ω,Σ, µ) be a standard probability space. Then L := L∞(Ω,Σ, µ), the Lebesgue space of
essentially bounded C-valued measurable functions, is a commutative von Neumann algebra and, with
f ∈ L, the Lebesgue integral trµ(f) :=
∫
Ω fdµ is a faithful normal tracial state on L. In other
words, trµ(f) is the expectation of the essentially bounded C-valued random variable f ∈ L such that
trµ(f
∗f) = trµ(|f |2) = 0 implies f = 0 (in the Lebesgue sense). The pair (L, trµ) is the standard
example for a noncommutative probability space coming from classical probability theory. Conversely,
a noncommutative probability space (M, ψ) with a commutative von Neumann algebraM can be seen
to be isomorphic to this standard example, provided M has a separable predual.
Now let (Ω0,Σ0) be a standard Borel space and consider the (Ω0,Σ0)-valued random variable
ξ0 on (Ω,Σ, µ). Denote by µ0 := µ ◦ ξ
−1
0 the pushforward measure of µ and by trµ0 :=
∫
Ω · dµ0
the induced (tracial) state on L0 := L∞(Ω0,Σ0, µ0). Then ι0(f) := f ◦ ξ0 defines an injective *-
homomorphism from L0 = L∞(Ω0,Σ0, µ0) into L = L∞(Ω,Σ, µ) such that trµ ◦ι0 = trµ0 . Altogether
we have arrived at the algebraization of the random variable ξ0 to the noncommutative random variable
ι0 : (L0, trµ0) → (L, trµ). Conversely, if ι : (A, ϕ) → (M, ψ) is an injective *-homomorphism, where
M (and thus A) is a commutative von Neumann algebra with separable predual, then there exist two
standard probability spaces (Ω,Σ, µ) and (Ω0,Σ0, µ0), and an (Ω0,Σ0)-valued random variable ξ0 on
(Ω,Σ, µ) with µ ◦ ξ−10 = µ0 such that the noncommutative random variables ι and ι0 are the same, up
to isomorphisms between the involved standard probability spaces.
This algebraization procedure, roughly phrasing, puts the emphasis on the σ-algebra generated by a
random variable and less on the random variable itself. Effectively, an (unbounded) random variable ξ0
may be replaced by an (essentially bounded) random variable f ◦ξ0 = ι0(f), as long as f ∈ L0 is chosen
such that ξ0 and f ◦ ξ0 generate the same σ-algebra. Of course, this observation for a single random
variable f ◦ ξ0 extends immediately to multivariate settings, as the family of functions {fi}i∈I ⊂ L0
yields the family of (bounded) random variables {ι0(fi) = fi ◦ ξ0)}i∈I .
After this expository excursion to an algebraic reformulation of classical probability, we return now
to the general noncommutative setting. For the sake of clarity of our new approach, let us first recall
the following definition of spreadability as a distributional invariance principle which was identified in
[Ko¨10, EGK17] to be equivalent to its more traditional formulation.
Definition 1.0.1 ([Ko¨10, EGK17]). A sequence of random variables ι ≡ (ιn)n≥0 : (A0, ϕ0)→ (M, ψ)
is spreadable if there exists a representation ̺ : S+ → End(M, ψ) such that the following localization
and stationarity properties are satisfied:
ι0 = ρ(hn)ι0 for all n ≥ 1; (L)
ιn = ρ(h
n
0 )ι0 if n ≥ 0. (S)
More generally, ι is said to be spreadable if there exists a spreadable sequence ι˜ such that ι
distr
= ι˜.
Replacing the role of the partial shift monoid S+ by the Thompson monoid F+, we are now in
the position to introduce a natural generalization of spreadability as a new distributional invariance
principle.
Definition 1.0.2. A sequence of random variables ι ≡ (ιn)n≥0 : (A0, ϕ0) → (M, ψ) is partially
spreadable if there exists a representation ρ : F+ → End(M, ψ) such that the following localization
and stationarity properties are satisfied:
ι0 = ρ(gn)ι0 for all n ≥ 1; (L)
ιn = ρ(g
n
0 )ι0 if n ≥ 0. (S)
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More generally, ι is said to be partially spreadable if there exists a partially spreadable sequence ι˜ such
that ι
distr
= ι˜.
Clearly spreadability implies partial spreadability. Of course, the crucial question is if partial
spreadability allows to develop similar results of de Finetti type as it is the case for spreadability,
especially in the general framework of noncommutative probability. As detailed in [Ko¨10], conditional
independence in classical probability is generalized to a geometric notion which we call here ‘conditional
CS-independence’ and which is intimately related to Popa’s notion of commutating squares in subfactor
theory. This geometric viewpoint on a very general notion of noncommutative independence is justified
by the following noncommutative extended de Finetti theorem.
Theorem 1.0.3 ([Ko¨10]). Let ι ≡ (ιn)n≥0 : (A, ϕ)→ (M, ψ) be a sequence of (identically distributed)
random variables and consider the following conditions:
(a) ι is spreadable;
(b) ι is stationary and conditionally CS-independent;
(c) ι is identically distributed and conditionally CS-independent.
Then one has the following implications:
(a) =⇒ (b) =⇒ (c).
Moreover there are counterexamples to all converse implications.
We refer the interested reader to the introduction of [Ko¨10] to learn more on why one should
not expect an equivalence of these three statements in the general framework of noncommutative
probability, in contrast to the situation of classical probability or free probability.
Replacing spreadability by partial spreadability we have succeeded to establish the following main
result of de Finetti type which may be regarded to constitute a noncommutative generalization of
Diaconis and Freedman’s classical result for recurrent Markov chains with an at most countable state
space [DF80].
Theorem 1.0.4. Let ι ≡ (ιn)n≥0 : (A, ϕ)→ (M, ψ) be a sequence of (identically distributed) random
variables and consider the following conditions:
(a) ι is partially spreadable;
(b) ι is stationary and conditionally Markovian;
(c) ι is identically distributed and conditionally Markovian.
Then one has the following implications:
(a) =⇒ (b) =⇒ (c).
Clearly, the converse implication from (c) to (b) fails for the obvious reason that an identically
distributed sequence may not be stationary. Presently we conjecture that the conditions (a) and
(b) are equivalent in the framework of classical probability (where the von Neumann algebra M is
isomorphic to L). This converse implication is established in Theorem 4.2.6 and shows that a stationary
Markov sequence is partially spreadable in present algebraic framework of classical probability. This
extends of course to mixtures of such stationary Markov sequences, a result which we have omitted
in the present version of this paper. Let us remark here that one should not expect that (b) implies
(a) in the general noncommutative setting, for similar reasons of the corresponding failure in Theorem
1.0.3.
Of course, the elephant in the room created by the present formulation of Theorem 1.0.4 is the
underlying notion of ‘conditional Markovianity’ which we have so far left unspecified, and which is
casted in Definition 2.5.7. A further specification of ‘conditional Markovianity’ is beyond the scope of
present paper as it requires additional fixed point characterization results, similar to those as they are
available in the context of spreadability or, in more general terms, as needed for concrete versions of
the Krein-Milman theorem in the context of distributional symmetries and invariance principles.
We are left to outline the content of this paper.
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Section 2 introduces definitions, notion and some background results on the Thompson monoid
F+ (Subsection 2.1), the partial shift monoid S+(Subsection 2.2), noncommutative probability spaces
and Markov maps (Subsection 2.3), noncommutative random variables and distributional invariance
principles (Subsection 2.4), noncommutative independence and Markovianity (Subsection 2.5), and
finally noncommutative stationary processes (Subsection 2.6).
Section 3 investigates representations of the Thompson monoid F+ in the endomorphisms of non-
commutative probability spaces. Subsection 3.1 introduces the generating property of representations
of F+ in Definition 3.1.1. It is shown in Subsection 3.2 that certain fixed point algebras of the rep-
resented generators of F+ provide triangular towers of commuting squares. Markovianity is obtained
from this as a particular property, see Corollary 3.2.5. A main result of Subsection 3.3 is Theorem 3.3.3
which establishes that certain noncommutative stationary processes with partial spreadability have a
Markovian filtration. Finally, the proof of the main result, Theorem 1.0.4, is completed in Subsection
3.4.
Section 4 is about the certain constructions of representations of the Thompson monoid F+. Here
we focus on tensor product constructions in Subsection 4.1. Constructions in the setting of classical
probability are the subject of Subsection 4.2. Finally, we turn our attention in Subsection 4.3 to
constructions in the general framework of operator algebras. We introduce monoids and investigate
their representation theory, to adapt and refine Ku¨mmerer’s approach on noncommutative Markov
processes as certain perturbations of noncommutative Bernoulli shifts.
2. Preliminaries
2.1. Thompson group F and its monoid F+. The Thompson group F , originally introduced by
Richard Thompson in 1965 as a certain group of piece-wise linear homeomorphisms on the interval
[0, 1], is known to have the infinite presentation
F = 〈g0, g1, g2, . . . | gkgℓ = gℓ+1gk for 0 ≤ k < ℓ <∞〉. (2.1.1)
As the defining relations of this presentation involve no inverse generators, one can associate to it the
monoid
F+ = 〈g0, g1, g2, . . . | gkgℓ = gℓ+1gk for 0 ≤ k < ℓ <∞〉
+, (2.1.2)
henceforth referred to as the Thompson monoid F+. We remark that, alternatively, the generators
of this monoid can be obtained as morphisms (in the inductive limit) of the category of finite binary
forests, see for example [Be04, Jo18].
An element e 6= g ∈ F+ has the unique normal form
g = gakk g
ak−1
k−1 · · · g
a1
1 g
a0
0 , (2.1.3)
where a0, a1, . . . , ak−1, ak ∈ N0 with ak > 0 for some k ∈ N (see [DT18, Proposition 2.2], for example).
Definition 2.1.1. Let m,n ∈ N0 with m ≤ n be fixed. The (m,n)-partial shift shm,n is the endomor-
phism on F+ defined by
shm,n(gk) =
{
gm if k = 0
gn+k if k ≥ 1
.
We remark that the map shm,n preserves all defining relations of F
+ and is thus well-defined as an
endomorphism.
Lemma 2.1.2. The endomorphisms shm,n on F
+ are injective for all m,n ∈ N0.
Proof. Let g ∈ F+ have a the (unique) normal form as stated in (2.1.3). Then
shm,n(g) = g
ak
n+kg
ak−1
n+k−1 · · · g
a1
n+1g
a0
m
is again in normal form. The injectivity of the map shm,n is concluded from the uniqueness of the
normal form. 
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2.2. The partial shifts monoid S+. Stipulating additional relations to those for the generators in
(2.1.2), one obtains the monoid
S+ = 〈h0, h1, h2, . . . | hkhℓ = hℓ+1hk for 0 ≤ k ≤ ℓ <∞〉
+ (2.2.1)
as a quotient of the Thompson monoid F+. The monoid S+ is not a submonoid of the group with
infinite presentation 〈h0, h1, h2, . . . | hkhℓ = hℓ+1hk for 0 ≤ k ≤ ℓ < ∞〉, as the latter is isomorphic
to the additive group Z. Actually the generators hk of the monoid S
+ satisfy relations as they are
familiar for coface maps in simplicial cohomology. As discussed in [EGK17], these generators arise
as morphisms in the direct limit of the semi-cosimplicial category ∆S . This becomes evident when
considering the following representation of S+ which in particular motivates to address S+ as partial
shifts monoid and its generators gk as partial shifts.
Lemma 2.2.1 (Partial shifts). The maps (θk)k≥0 : N0 → N0, defined by
θk(n) =
{
n+ 1 if k ≤ n,
n if k > n,
satisfy the relations θkθℓ = θℓ+1θk for 0 ≤ k ≤ ℓ <∞.
2.3. Noncommutative probability spaces and Markov maps. Throughout a (noncommutative)
probability space (M, ϕ) consists of a von Neumann algebraM and a faithful normal state ϕ onM. If
M is abelian and acts on a separable Hilbert space, then (M, ψ) is isomorphic to
(
L∞(Ω,Σ, µ),
∫
X
· dµ
)
for some standard probability space (Ω,Σ, µ). A Markov map T : (M, ϕ) → (N , ψ) between two
probability spaces is a linear map from M to N satisfying:
(i) T is completely positive,
(ii) T is unital,
(iii) ψ ◦ T = ϕ,
(iv) T ◦ σϕt = σ
ψ
t ◦ T , for all t ∈ R.
Here σϕ and σψ denote the modular automorphism groups of (M, ϕ) and (N , ψ), respectively. If
(M, ϕ) = (N , ψ), we say that T is a Markov map on (M, ϕ). Conditions (i) to (iii) imply that a
Markov map is automatically normal. The condition (iv) is equivalent to that a (unique) Markov map
T ∗ : (N , ψ)→ (M, ϕ) exists such that
ϕ
(
T ∗(y)x
)
= ψ
(
y T (x)
)
(x ∈ M, y ∈ N ).
The Markov map T ∗ is called the adjoint of T and T is called self-adjoint if T = T ∗. We note that
condition (iv) is automatically satisfied whenever ϕ and ψ are tracial, in particular for abelian von
Neumann algebrasM and N .
Remark 2.3.1. Usually a Markov operator T on a von Neumann algebraM is defined to be a unital
normal completely positive linear map from M to itself. Thus the above notion of a Markov map T
on (M, ϕ) is more restrictive as the existence of faithful normal state ϕ with the stationary condition
ϕ◦T = ϕ is required. In particular, as recurrence for Markov operators in noncommutative probability
is defined via support properties of stationary normal states (see [GK12]), every non-zero orthogonal
projection p ∈ M is positive recurrent w.r.t. a Markov map T on (M, ϕ), as the faithful state ϕ has
the support projection 1M ∈M.
2.4. Noncommutative random variables and distributional invariance principles. Let (A, ϕ)
and (M, ψ) be two probability spaces. A (noncommutative) random variable ι0 is an injective *-
homomorphism ι0 : A →M satisfying two additional properties:
(i) ϕ = ψ ◦ ι0;
(ii) ι0(A) is ψ-conditioned.
A random variable will also be addressed as the mapping ι0 : (A, ϕ)→ (M, ψ). If ι˜0 : (A, ϕ)→ (M˜, ψ˜)
is another random variable, then ι0 and ι˜0 have the same moment sequence and thus are identically
distributed. Given the (identically distributed) sequence of random variables
ι ≡ (ιn)n∈N0 : (A, ϕ)→ (M, ψ),
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the family A• ≡ (AI)I⊂N0 , with von Neumann subalgebras AI :=
∨
i∈I ιi(A), is called the canonical
filtration (generated by ι). The sequence ι is said to be minimal if AN0 =M. A sequence ι can always
be turned into a minimal sequence by restriction. If
ι˜ ≡ (ι˜n)n∈N0 : (A, ϕ)→ (M˜, ψ˜)
is another sequence of random variables, then ι and ι˜ are said to have the same distribution, in symbols
(ι0, ι1, ι2, . . .)
distr
= (ι˜0, ι˜1, ι˜2, . . .) or just ι
distr
= ι˜, if
ψ
(
ιk1(a1)ιk2(a2) · · · ιkn(an)
)
= ψ˜
(
ι˜k1 (a1)ι˜k2 (a2) · · · ι˜kn(an)
)
for all k1, k2, . . . , kn ∈ N0, a1, a2, . . . , an ∈ A and n ∈ N.
Definition 2.4.1. The sequence of random variables ι ≡ (ιn)n∈N0 : (A, ϕ)→ (M, ψ) is said to be
(i) stationary if (ι0, ι1, ι2, . . .)
distr
= (ιn, ιn+1, ιn+2, . . .) for all n ∈ N;
(ii) spreadable if (ι0, ι1, ι2, . . .)
distr
= (ιn0 , ιn1 , ιn2 , . . .) for any increasing subsequence (n0, n1, n2, . . .)
of (0, 1, 2, . . .).
(iii) exchangeable if (ι0, ι1, ι2, . . .)
distr
= (ισ(0), ισ(1), ισ(2), . . .) for all permutations σ ∈ S∞.
Here S∞ denotes the group of all finite permutations on the set N0 such that the Coxeter generator
σk ∈ S∞ is the transposition (k − 1, k).
It is elementary to verify that one has the following hierarchy:
exchangeability =⇒ spreadability =⇒ stationarity.
These three distributional invariance principles can be equivalently reformulated.
Proposition 2.4.2. Suppose ι ≡ (ιn)n∈N0 : (A, ϕ) → (M, ψ) is a minimal sequence of random vari-
ables.
(i) The sequence ι is stationary if and only if there exists α ∈ End(M, ψ) such that ιn = αnι0
for all n ∈ N.
(ii) The sequence ι is spreadable if and only if there exists a representation ̺ : S+ → End(M, ψ)
such that ι0 = ̺(hk)ι0 for all k ≥ 1 and ιn = ̺(hn0 )ι0 for all n ∈ N.
(iii) The sequence ι is exchangeable if and only if there exists exists a representation ρperm : S∞ →
Aut(M, ψ) such that ι0 = ρperm(σk)ι0 for k ≥ 1 and ιn = ρperm(σnσn−1 · · ·σ1)ι0 for all
n ∈ N.
Proof. For (i) see [Ko¨10]. For (ii) see [Ko¨10, EGK17]. For (iii) see [GK09a]. 
The equivalent formulation of spreadability in (ii) and the simple observation that S+ is a quotient
of the Thompson monoid F+ catalyzed our introduction of partial spreadability in Definition 1.0.2 as
a novel distributional invariance principle. This implies the extended hierarchy:
exchangeability =⇒ spreadability =⇒ partial spreadability =⇒ stationarity.
2.5. Noncommutative independence and Markovianity. Out of Ku¨mmerer’s investigations on
the structure of noncommutative Markov dilations emerged that Popa’s geometric notion of commuting
squares provides a rich framework for noncommutative independence. This notion manifests itself
also in the noncommutative extended de Finetti theorem, Theorem 1.0.3. After having introduced
commuting squares of von Neumann algebras and some of their properties, as they are well-known
in subfactor theory, we reinterpret these geometric objects from the viewpoint of noncommutative
probability theory, to define (conditional) CS-independence.
Proposition 2.5.1. Let M0,M1,M2 be ϕ-conditioned von Neumann subalgebras of the probability
space (M, ϕ) such that M0 ⊂ (M1 ∩M2). Then the following are equivalent:
(i) EM0(xy) = EM0(x)EM0(y) for all x ∈ M1 and y ∈ M2;
(ii) EM1EM2 = EM0 ;
(iii) EM1(M2) =M0;
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(iv) EM1EM2 = EM2EM1 and M1 ∩M2 =M0.
In particular, it holds that M0 =M1 ∩M2 if one and thus all of these four assertions are satisfied.
Proof. The tracial case for ψ is proved in [GHJ89, Prop. 4.2.1.].The non-tracial case follows from this,
after some minor modifications of the arguments therein. 
Definition 2.5.2. The inclusions
M2 ⊂ M
∪ ∪
M0 ⊂ M1
as given in Proposition 2.5.1 are said to form a commuting square (of von Neumann algebras) if one
(and thus all) of the equivalent conditions (i) to (iv) are satisfied in Proposition 2.5.1.
Notation 2.5.3. We write I < J for two subsets I, J ⊂ N0 if i < j for all i ∈ I and j ∈ J . The
cardinality of I is denoted by |I|. For N ∈ N0, we denote by I + N the shifted set {i + N | i ∈ I}.
Finally, I(N0) denote set of all ‘intervals’ of N0, i.e. sets of the form [m,n] := {m,m + 1, . . . , n} or
[m,∞) = {m,m+ 1, . . .} for 0 ≤ m ≤ n <∞.
Definition 2.5.4. Let (M, ψ) be a probability space with three ψ-conditioned von Neumann subal-
gebrasM0, M1 and M2. Then M1 and M2 are said to be CS-independent over M0 or conditionally
CS-independent if the inclusions
M2 ∨M0 ⊂ M
∪ ∪
M0 ⊂ M1 ∨M0
form a commuting square.
The inclusion M0 ⊂ (M1 ∩M2) is not assumed in this definition, and its failure occurs frequently
in the context of distributional invariance principles, see for example [Ko¨10, Example 4.6].
Definition 2.5.5. Let N be a von Neumann subalgebra of (M, ψ). A family of von Neumann
subalgebras {An}n∈N0 of (M, ψ) is called
(i) order CS-independent over N if
∨
i∈I Ai and
∨
j∈J Aj are CS-independent over N for any
I, J ⊂ N0 with I < J or J < I;
(ii) full CS-independent over N if AI and AJ are CS-independent over N for any I, J ⊂ N0 with
I ∩ J = ∅.
The sequence of random variables ι ≡ (ιn)n∈N0 : (A, ϕ)→ (M, ψ) with canonical filtration (AI)I⊂N0
is called
(i) order CS-independent over N if AI and AJ are CS-independent over N for any I, J ∈ I(N0)
with I ∩ J = ∅;
(ii) full CS-independent over N if AI and AJ are CS-independent over N for any I, J ⊂ N0 with
I ∩ J = ∅.
Here N is some von Neumann subalgebra of (M, ψ).
A family of ψ-conditioned von Neumann subalgebras M• ≡ (MI)I∈I(N0) of the probability space
(M, ψ) is called a filtration (of (M, ψ)) if
I ⊂ J =⇒ MI ⊂MJ . (Isotony)
The isotony property ensures that inclusions are valid as they are assumed for commuting squares. To
be more precise, it holds that
MI ⊂ M
∪ ∪
MK ⊂ MJ
for I, J,K ∈ I(N0) with K ⊂ (I ∩ J).
8 C. KO¨STLER, A. KRISHNAN, AND S. J. WILLS
Definition 2.5.6. A filtration M• ≡ (MI)I∈I(N0) of the probability space (M, ϕ) is said to be
Markovian if
EM[0,n]EM[n,∞) = EM[n,n] for all n ≥ 0. (M)
Here EMI denotes the ϕ-preserving normal conditional expectation from M onto MI .
The isotony property ensures the inclusion M[n,n] ⊂ (M[0,n] ∩M[n,∞)). Thus the property (M) is
equivalent to that the inclusions
M[0,n] ⊂ M
∪ ∪
M[n,n] ⊂ M[n,∞)
form a commuting square for each n ∈ N0. So Markovianity has many equivalent formulations, see
Proposition 2.5.1.
Definition 2.5.7. A sequence of random variables ι ≡ (ιn)n∈N0 : (A0, ϕ0) → (M, ϕ) with canonical
filtration A• ≡
(
AI :=
∨
n∈I ιn(A0)
)
I∈I(N0)
is said to be M•-Markovian or conditionally Markovian
if there exists a Markovian filtration M• ≡ (MI)I∈I(N0) of the probability space (M, ϕ) such that
AI ⊂ MI for all I ∈ I(N0) (adaptedness). If the canonical filtration A• is Markovian then the
sequence ι is also just called a Markov sequence.
Similar to the necessity of conditional independence for distributional invariance principles, it is too
narrow to formulate Markovianity only with respect to the canonical filtration of a sequence of random
variables. Roughly phrasing, a crucial feature of ‘mixtures of Markov chains’ is that their canonical
filtration is not Markovian.
Remark 2.5.8. This wide notion of ‘conditional Markovianity’ in Definition 2.5.7 should be under-
stood with some care, as it permits trivial statements. For example, given the probability space (M, ψ),
the trivial filtration M• ≡ (MI = M)I∈I(N0) is Markovian and any sequence of random variables is
adapted to it. Consequently any sequence of random variables is conditionally Markovian with respect
to this trivial Markovian filtration.
2.6. Noncommutative stationary processes. We recall some notions and conventions for unilat-
eral noncommutative stationary processes, as they have emerged out of Ku¨mmerer’s investigations on
W*-algebraic dilations [Ku¨85], and as they are underlying the approach in [Ko¨10, GK09a].
Definition 2.6.1. A (unilateral) stationary process (M, ψ, α,M0) consists of a probability space
(M, ψ), a ψ-conditioned subalgebra M0 ⊂M, and an endomorphism α ∈ End(M, ψ). The sequence
(ιn)n≥0 : (M0, ψ0)→ (M, ψ), ιn := α
n|M0 ,
is called the sequence of random variables associated to (M, ψ, α,M0).
Definition 2.6.2. A stationary process (M, ψ, α,M0) is said to have property A if its associated
sequence of random variables (ιn)n≥0 : (M0, ψ0) → (M, ψ) has property A. Here ψ0 denotes the
restriction of ψ from M to M0. For example, (M, ψ, α,M0) is minimal if (ιn)n≥0 is minimal.
Definition 2.6.3. The (not necessarily minimal) stationary process
(
M, ψ, α,A0) is called a (unilat-
eral noncommutative) stationary Markov process if its canonical filtration (AI)I∈I(N0) is Markovian.
If this process is minimal, then the endomorphism α is also called a Markov shift with generator A0.
Definition 2.6.4. The minimal stationary process is
(
M, ψ, β,B0) is called a (unilateral noncommu-
tative) (full/ordered) Bernoulli shift with generator M0 if Mβ ⊂ B0 and {βn(B0)}n∈N0 is full/order
CS-independent over Mβ.
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3. Markovianity from representations of the Thompson monoid F+
The noncommutative de Finetti theorem, Theorem 1.0.3, rests on that representations of the par-
tial shift monoid S+ on noncommutative probability spaces provide rich structures of commuting
squares, in particular as they are underlying the notion of noncommutative Bernoulli shifts in Defi-
nition 2.6.4. Here we investigate commmuting square structures as they emerge from representations
of the Thompson monoid F+ on noncommutative probability spaces. Our investigations reveal that
certain commuting squares, as available in triangular towers of inclusions, already encode Markovianity.
Let us fix some notation, as it will be used throughout this section. We assume that the proba-
bility space (M, ψ) is equipped with the representation ρ : F+ → End(M, ψ). For brevity of notion,
especially in proofs, the represented generators of F+ are also denoted by
αn := ρ(gn) ∈ End(M, ψ),
with fixed point algebras by Mαn := {x ∈ M | αn(x) = x}, for 0 ≤ n < ∞. Furthermore the
intersections of fixed point algebras
Mn :=
⋂
k≥n+1
Mαk
give the tower of von Neumann subalgebras
M0 ⊂M1 ⊂M2 ⊂ . . . ⊂M∞ :=
∨
n≥0
Mn ⊂M.
From the viewpoint of (noncommutative probability) theory, this tower provides a filtration of the
noncommutative probability space (M, ψ). In particular, we will see in Subsection 3.2 that the inclu-
sions
Mm ⊂ M
∪ ∪
αm0 (M0) ⊂ α
m
0 (M∞)
form commuting squares which encode Markovianity. Consequently the canonical filtration of a sta-
tionary process (M, ψ, α0,A0) will be seen to be adapted to a Markovian filtration whenever the
ψ-conditioned von Neumann subalgebra A0 is well-localized, to be more precise: contained in the
intersection of fixed point algebras M0. It is worthwhile to emphasize that, depending on the choice
of the generator A0, the canonical filtration of this stationary process may not be Markovian. Subsec-
tion 3.3 investigates in detail conditions under which the canonical filtration of a stationary process
(M, ψ, α0,A0) is Markovian. Finally, Subsection 3.4 provides the proof of Theorem 1.0.4, a noncom-
mutative de Finetti theorem as appropriate for noncommutative stationary Markov processes.
3.1. Representations with a generating property. An immediate consequence of the relations
between generators of the Thompson monoid F+ is the adaptedness of the endomorphism α0 to the
tower of (intersected) fixed point algebras:
α0(Mn) ⊂Mn+1 for all n ∈ N0.
Thus, generalizing terminology from classical probability, the random variables
ι0 := Id |M0 : M0 →M0 ⊂M
ι1 := α0|M0 : M0 →M1 ⊂M
ι2 := α
2
0|M0 : M0 →M2 ⊂M
· · ·
ιn := α
n
0 |M0 : M0 →Mn ⊂M
are adapted to the filtration M0 ⊂ M1 ⊂ M2 ⊂ . . . and α0 is the time evolution of the stationary
process (M, ψ, α0,M0). We refer the reader to [Go04, Chapter 3] for more information on the general
philosophy of adapted endomorphims and to [GK09a, Appendix A] or [EGK17] on how adaptedness
is of relevance within the context of distributional symmetries and invariance principles.
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Clearly, at most the von Neumann subalgebra M∞ can be generated by this sequence of random
variables (ιn)n≥0. An immediate question is if a representation of the Thompson monoid F
+ restricts
to the von Neumann subalgebra M∞.
Definition 3.1.1. The representation ρ : F+ → End(M, ψ) is said to have the generating property if
M∞ =M.
As shown in Proposition 3.1.5 below, this generating property entails that each intersected fixed
point algebra Mn =
⋂
k>nM
αk equals the single fixed point algebra Mαn+1 . Thus the generating
property tremendously simplifies the form of the tower M0 ⊂ M1 ⊂ . . ., and our next result shows
that this can always be achieved by restriction.
Proposition 3.1.2. The representation ρ : F+ → End(M, ψ) restricts to the generating representation
ρgen : F
+ → End(M∞, ψ∞) such that αn(M∞) ⊂M∞ and EM∞EMαn = EMαnEM∞ for all n ∈ N0.
Here ψ∞ denotes the restriction of the state ψ to M∞.
Proof. We show that αi(Mn) ⊂ Mn+1 for all i, n ≥ 0. Let x ∈ Mn. If i ≥ n + 1 then αi(x) = x is
immediate from the definition of Mn. If i < n+ 1 then, using the relations for the generators of the
Thompson monoid, αi(x) = αiαk+1(x) = αk+2αi(x) for any k ≥ n, thus αi(x) ∈ Mn+1. Consequently
αi maps
⋃
n≥0Mn into itself for any i ∈ N0. Now a standard approximation argument shows that
M∞ is invariant under αi for any i ∈ N0. Consequently the representation ρ restricts to M∞ and, of
course, this restriction ρgen has the generating property.
Since M∞ is globally invariant under the modular automorphism group of (M, ψ), there exists
the (unique) ψ-preserving normal conditional expectation EM∞ from M onto M∞. In particular,
ρgen(gi) = αi ↾M∞ commutes with the modular automorphism group of (M∞, ψ∞) which ensures
ρgen(gi) ∈ End(M∞, ψ∞). Finally that EM∞ and EMαi commute is concluded from
EM∞αiEM∞ = αiEM∞ ,
which implies EMα
i
EM∞ = EM∞EMαi by routine arguments, and an application of the mean ergodic
theorem,
EMαi = lim
N→∞
1
N
N−1∑
n=0
αni ,
where the limit is taken in the pointwise strong operator topology. 
Lemma 3.1.3. With the notations as above, Mk =M
αk+1 ∩M∞ for all k ∈ N0.
Proof. Let Qn denote the ψ-preserving normal conditional expectation from M onto Mαn . By the
definition ofMk andM∞, it is clear thatMk ⊆Mαk+1 ∩M∞. In order to show the reverse inclusion,
it suffices to show that QnQk ↾M∞= Qk ↾M∞ , 0 ≤ k < n <∞. We claim that, for 0 < k < n,
QnQk ↾M∞= Qk ↾M∞ ⇐⇒ QkQnQk ↾M∞= Qk ↾M∞ .
Indeed this equivalence is immediate from
ψ
(
(QnQk −Qk)(y
∗)(QnQk −Qk)(x)
)
= ψ
(
y∗(QkQn −Qk)(QnQk −Qk)(x)
)
= ψ
(
y∗(Qk −QkQnQk)(x)
)
for all x, y ∈ M∞. We are left to prove QkQnQk ↾M∞= Qk ↾M∞ for k < n. For this purpose we
express the conditional expectations Qk and Qn as mean ergodic limits in the pointwise strong operator
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topology and calculate
QkQnQk ↾M∞ = lim
M→∞
lim
N→∞
1
MN
M∑
i=1
N∑
j=1
αikα
j
nQk ↾M∞
= lim
M→∞
lim
N→∞
1
MN
M∑
i=1
N∑
j=1
αjn+iα
i
kQk ↾M∞
= lim
M→∞
lim
N→∞
1
MN
M∑
i=1
N∑
j=1
αjn+iQk ↾M∞
= lim
M→∞
1
M
M∑
i=1
Qn+iQk ↾M∞= Qk.
Here the last equality follows because for x ∈
⋃
n≥0M
αn = M∞, also Qkx ∈ M∞ and so it holds
that Qn+iQk(x) = Qk(x) for i sufficiently large, thus
lim
M→∞
1
M
M∑
i=1
Qn+i = Id
in the pointwise strong operator topology. 
Corollary 3.1.4. The following set of inclusions forms a commuting square for every n ∈ N0:
Mαn+1 ⊂ M
∪ ∪
Mn ⊂ M∞
Proof. Let Qn and EM∞ be the ψ-preserving normal conditional expectation from M ontoM
αn and
M∞ respectively for n ∈ N0. For n ∈ N0, by Proposition 3.1.2, Qn+1EM∞ = EM∞Qn+1 and by
Lemma 3.1.3, Mn =Mαn+1 ∩M∞. By (iv) of Proposition 2.5.1, we get a commuting square. 
Proposition 3.1.5. If the representation ρ : F+ → End(M, ψ) has the generating property then the
following equality holds for all n ∈ N0:
Mn =M
αn+1 .
In other words, one has the tower of fixed point algebras
Mρ(F
+) ⊂Mρ(g0) ⊂Mρ(g1) ⊂Mρ(g2) ⊂ . . . ⊂M =
∨
n≥0
Mρ(gn).
Proof. If the representation ρ is generating, then M∞ =M. Hence Mn =Mαn+1 for all n ∈ N0 as a
consequence of Lemma 3.1.3. 
Remark 3.1.6. Suppose that the representation ρ : F+ → End(M, ψ) satisfies the additional relations
ρ(gn)ρ(gn) = ρ(gn+1)ρ(gn) for all n ∈ N0, as it is the case for representations of the partial shifts monoid
S+. Then the inclusions Mρ(gn) ⊂ Mρ(gn+1), and consequently Mn = Mρ(gn+1), are immediate
without stipulating the generating property of the representation, since x = ρ(gn)(x) implies x =
ρ(g2n)(x) = ρ(gn+1)ρ(gn)(x) = ρ(gn+1)(x) for all x ∈M and n ∈ N0.
3.2. Commuting squares and Markovianity from shifted fixed point algebras. The following
intertwining properties will be crucial for obtaining Markov filtrations from representations of the
Thompson monoid F+.
Proposition 3.2.1. Suppose ρ : F+ → End(M, ψ) is a (not necessarily generating) representation of
F+. Then with αn = ρ(gn), the following equality holds:
αkQn = Qn+1αk
for all 0 ≤ k < n < ∞. Here Qn denotes the ψ-preserving normal conditional expectation from M
onto the fixed point algebra Mαn of the represented generator αn ∈ End(M, ψ).
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Proof. An application of the mean ergodic theorem and the relations between the generators of the
Thompson monoid F+ yield that, for k < n,
αkQn = lim
N→∞
1
N
N−1∑
i=0
αkα
i
n = lim
N→∞
1
N
N−1∑
i=0
αin+1αk = Qn+1αk.
Here the limits are taken in the pointwise strong operator topology. 
Theorem 3.2.2. Suppose ρ : F+ → End(M, ψ) is a generating representation with αk := ρ(gk) for
all k ∈ N0. Then each cell in the following triangular tower is a commuting square:
M0 ⊂ M1 ⊂ M2 ⊂ M3 ⊂ M4 ⊂ · · · ⊂ M∞ =M
∪ ∪ ∪ ∪ ∪
α0
(
M0
)
⊂ α0
(
M1
)
⊂ α0
(
M2
)
⊂ α0
(
M3
)
⊂ · · · ⊂ α0
(
M∞
)
∪ ∪ ∪ ∪
α20
(
M0
)
⊂ α20
(
M1
)
⊂ α20
(
M2
)
⊂ · · · ⊂ α20
(
M∞
)
∪ ∪ ∪
...
...
...
In particular, Mn+1 ∩ α0
(
Mn+1
)
= α0
(
Mn
)
for all n ≥ 0.
Proof. Let 0 ≤ m < n <∞ and k ≥ 1. We verify first all inclusions as they appear in the diagram
Mm+k ⊂ Mn+k
∪ ∪
αk0(Mm) ⊂ α
k
0(Mn)
. (3.2.1)
Indeed, the definition of Mn ensures the claimed horizontal inclusions in this diagram. The vertical
inclusions in the diagram follow from the intertwining properties αk0Qn+1 = Qn+1+kα
k
0 (see Proposi-
tion 3.2.1). For n =∞, all inclusions are easily concluded by routine approximation arguments.
We show next that above diagram is a commuting square. Indeed as ρ is generating,Mn =Mαn+1 , ∀n ∈
N0. Hence for any x ∈Mn,
EMm+kα
k
0(x) = Qm+k+1α
k
0(x) = α
k
0Qm+1(x) = α
k
0EMm(x).
This ensures that EMm+k(α
k
0(Mn)) = α
k
0(Mm). Thus the above inclusions form a commuting square
by Proposition 2.5.1 and, in particular, it holds that αk0(Mm) =Mm+k ∩ α
k
0(Mn).
Finally, the commuting square properties of more general cells in the triangular tower of inclusions
are deduced from those in (3.2.1), since commuting square properties are preserved when acting with
the endomorphism α0 on all four corners of the diagram. 
Corollary 3.2.3. Suppose ρ : F+ → End(M, ψ) is a generating representation with αk := ρ(gk) for
all k ∈ N0. Let 0 ≤ m ≤ n < ∞ be fixed. Then each cell in the following triangular tower is a
commuting square:
Mm ⊂ Mn+1 ⊂ Mn+2 ⊂ Mn+3 ⊂ Mn+4 ⊂ · · · ⊂ M∞ =M
∪ ∪ ∪ ∪ ∪
αm
(
Mm
)
⊂ αm
(
Mn+1
)
⊂ αm
(
Mn+2
)
⊂ αm
(
Mn+3
)
⊂ · · · ⊂ αm
(
M∞
)
∪ ∪ ∪ ∪
α2m
(
Mm
)
⊂ α2m
(
Mn+1
)
⊂ α2m
(
Mn+2
)
⊂ · · · ⊂ α2m
(
M∞
)
∪ ∪ ∪
...
...
...
In particular, Mn+1 ∩ αm
(
Mn+1
)
= αm
(
Mm
)
and Mn+k+1 ∩ αm
(
Mn+k+1
)
= αm
(
Mn+k
)
for all
k ≥ 1.
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Proof. Consider the representation ρm,n := ρ ◦ shm,n : F+ → End(M, ψ) where shm,n denotes the
(m,n)-partial shift as introduced in Definition 2.1.1. We observe that ρm,n(g0) = ρ(gm) and ρm,n(gk) =
ρ(gn+k) for all k ≥ 1. In particular this ensures that ρm,n inherits the generating property from the
representation ρ. Thus Theorem 3.2.2 applies to ρm,n and all claimed properties are immediate since
Mm =Mρ(gm+1) =Mρm,n(g0) and Mm+k =Mρ(gm+k+1) =Mρm,n(gk) for k ≥ 1. 
The triangular tower of α0-shifted fixed point algebras (as given in Theorem 3.2.2) can also be
addressed through a filtration indexed by ‘intervals’. This reveals that Markovianity (as introduced in
Definition 2.5.6) corresponds to specific commuting squares in the triangular tower.
Corollary 3.2.4. Suppose ρ : F+ → End(M, ψ) is a generating representation. The family of von
Neumann subalgebras Mρ• ≡ {M
ρ
I}I∈I(N0) of (M, ψ), with
Mρ[0,n] :=Mn, M
ρ
[m,m+n] := ρ(g
m
0 )(Mn), M
ρ
[m,∞) := ρ(g
m
0 )(M∞),
defines a Markovian filtration.
Proof. First we check the isotony property to verify that this family of subalgebras forms a filtration.
Suppose [m,m+n] ⊂ [k, k+ ℓ], we will show that Mρ[m,m+n] ⊂M
ρ
[k,k+ℓ], that is, α
m
0 (Mn) ⊂ α
k
0(Mℓ).
As [m,m + n] ⊂ [k, k + ℓ], we must have m ≥ k and n ≤ ℓ. Hence for x ∈ Mn, we can write
αm0 (x) = α
k
0α
m−k
0 (x), so it suffices to show that α
m−k
0 (x) ∈Mℓ. Let p ≥ ℓ+1 ≥ (m− k)+n+1, then
αpα
m−k
0 (x) = α
m−k
0 αp−(m−k)(x) = α
m−k
0 (x) as p− (m− k) ≥ n+ 1.
Let P ρI denote the ψ-preserving normal conditional expectation from M onto M
ρ
I . This filtration
is Markovian if P ρ[0,m]P
ρ
[m,n] = P
ρ
[m,m] for 0 ≤ m ≤ n, which is implied by the definition of M
ρ
I and the
following cell of inclusions that is a commuting square as a consequence of Theorem 3.2.2:
Mm ⊂ M
∪ ∪
αm0 (M0) ⊂ α
m
0 (M∞)
.

Corollary 3.2.5. Suppose ρ : F+ → End(M, ψ) is a generating representation and consider the
(m,n)-shifted representation ρm,n := ρ ◦ shm,n for some fixed 0 ≤ m ≤ n < ∞. Then the family
of von Neumann subalgebras M
ρm,n
• ≡ {M
ρm,n
I }I∈I(N0) of (M, ψ), with
M
ρm,n
[0,ℓ] :=Mm+ℓ, M
ρm,n
[k,k+ℓ] := ρ(g
k
m)(Mn+ℓ), M
ρm,n
[k,∞) := ρ(g
k
m)(M∞),
defines a Markovian filtration.
Proof. The case m = n = 0 corresponds to Corollary 3.2.4. Its proof directly transfers to the general
case 0 ≤ m ≤ n, after relabeling the involved objects and morphisms according to the (m,n)-shifted
representation. 
3.3. Commuting squares and Markovianity from (noncommutative) stationary processes.
Given the representation ρ : F+ → End(M, ψ), with represented generators αn := ρ(gn), for n ∈ N0,
and intersected fixed point algebras
Mn :=
⋂
k≥n+1
Mαk ,
let A0 ⊂ M0 be a von Neumann subalgebra of (M, ψ). Then (M, ψ, α0,A0) is a (unilateral non-
commutative) stationary process with generating algebra A0. Its canonical filtration is denoted by
A• ≡ (AI)I∈I(N0), where
AI :=
∨
i∈I
αi0(A0),
and an ‘interval’ I ∈ I(N0) is written as [m,n] := {i ∈ N0 | m ≤ i ≤ n} or [m,∞) := {i ∈ N0 | m ≤ i}.
Furthermore PI will denote the ψ-preserving normal conditional expectation fromM onto AI . Note
that the endomorphism α0 acts covariantly on the filtration, i.e. α0(AI) = AI+1 for all I ∈ I(N0),
where I + 1 := {i+ 1 | i ∈ I}.
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We record a simple, but important, observation obtained from the relations of F+ on stationary
processes to which we will frequently appeal to. Recall that Mρ• denotes the Markov filtration from
Corollary 3.2.4.
Proposition 3.3.1. Let (M, ψ, α0,A0) be the (unilateral noncommutative) stationary process with
A0 ⊂ M0 as above. Then it holds that A[0,n] ⊂ Mn for all n ∈ N0. If ρ is generating, then the
canonical filtration A• is M
ρ
•-Markovian.
Proof. As A0 ⊂ M0, it holds that αn(x) = x for any x ∈ A0 and n ∈ N. Thus using the defining
relations of F+ we get for 0 ≤ k ≤ n and n+ 1 ≤ l,
αlα
k
0(x) = α
k
0αl−k(x) = α
k
0(x).
Hence A[0,n] ⊂ Mn = M
ρ
[0,n] for all n ∈ N0. As the endomorphism α0 acts covariantly, we conclude
that A[m,n] ⊂ α
m
0 (Mn−m) =M
ρ
[m,n] for 0 ≤ m ≤ n. Furthermore it holds that
A[m,∞) =
∨
n≥m
A[m,n] ⊂
∨
n≥m
Mρ[m,n] =M
ρ
[m,∞).
This establishes that the canconical filtration A• is adapted to the filtration M
ρ
•, which is Markovian
as ρ is generating as considered in Corollary 3.2.4. 
We next observe that the generating property of the representation ρ can be concluded from the
minimality of a stationary process.
Proposition 3.3.2. Suppose the representation ρ : F+ → End(M, ψ) and A0 ⊂M0 are given. If the
stationary process (M, ψ, α0,A0) is minimal, then ρ is generating.
Proof. For the stationary process (M, ψ, α0,A0), recall that A[0,∞] =
∨
i∈N0
αi0(A0) and minimality
implies A[0,∞) = M. By Proposition 3.3.1, A[0,n] ⊂ Mn for all n ∈ N0. Thus M =
∨
n≥0A[0,n] ⊂∨
n≥0Mn = M∞. We conclude from this that the representation ρ has the generating property,
i.e. M∞ =M. 
In the following results, it is not assumed that the stationary process is minimal or that the repre-
sentation ρ is generating unless explicitly mentioned.
Theorem 3.3.3. Suppose ρ : F+ → End(M, ψ) is a representation. Let αn := ρ(gn) as before, and let
A0 ⊂M0 and A[0,∞) :=
∨
n∈N0
αn0 (A0) be von Neumann subalgebras of (M, ψ) such that the inclusions
Mα1 ⊂ M
∪ ∪
A0 ⊂ A[0,∞)
form a commuting square. Then the family of von Neumann subalgebras A• ≡ {AI}I∈I(N0), with
AI :=
∨
i∈I
αi0(A0)
is a Markovian filtration and
(
M, ψ, α0,A0
)
is a stationary Markov process.
Proof. Note that the commuting square condition implies Q1P[0,∞) = P[0,0]. From Proposition 3.3.1,
A[0,n] ⊂Mn ⊂M
αn+1 for all n ∈ N0.
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Hence we get
P[0,n]α
n
0P[0,∞) = P[0,n]Qn+1α
n
0P[0,∞) (since A[0,n] ⊂M
αn+1)
= P[0,n]α
n
0Q1P[0,∞) (by intertwining property)
= P[0,n]α
n
0P[0,0]P[0,∞) (by commuting square condition)
= αn0P[0,0]P[0,∞) (as A[n,n] ⊂ A[0,n])
= P[n,n]α
n
0P[0,0]P[0,∞) (since A[n,n] = α
n
0 (A0))
= P[n,n]α
n
0Q1P[0,∞) (by commuting square condition)
= P[n,n]Qn+1α
n
0P[0,∞) (by intertwining property)
= P[n,n]α
n
0P[0,∞) (since A[n,n] ⊂M
αn+1).
Altogether we have shown that P[0,n]P[n,∞) = P[n,n], which is the required Markovianity for the
filtration (AI)I∈I(N0).

Corollary 3.3.4. Suppose ρ : F+ → End(M, ψ) is a representation with α0 = ρ(g0). Then the
quadruple
(
M, ψ, α0,M0
)
is a stationary Markov process.
Proof. We know from Corollary 3.1.4 that M0 ⊆Mα1 and that the following is a commuting square:
Mα1 ⊂ M
∪ ∪
M0 ⊂ M∞
.
As M[0,n] ⊂ Mn for all n ∈ N0, it is easily verified that M[0,∞) ⊂ M∞. Let P0 := P[0,0] be the
ψ-preserving conditional expectation from M onto M0. Then from the commuting square above, we
have EM∞Q1 = P0. This in turn gives P[0,∞)Q1 = P[0,∞)EM∞Q1 = P[0,∞)P0 = P0. Hence we get
that M0 is a von Neumann subalgebra of M such that
Mα1 ⊂ M
∪ ∪
M0 ⊂ M[0,∞)
forms a commuting square. By Theorem 3.3.3,
(
M, ψ, α0,M0
)
is a stationary Markov process. 
Corollary 3.3.5. Suppose ρ : F+ → End(M, ψ) is a representation with αm = ρ(gm), for m ∈ N0.
Then the quadruple
(
M, ψ, αm,Mn
)
is a stationary Markov process for any 0 ≤ m ≤ n <∞.
Proof. Consider the representation ρm,n := ρ ◦ shm,n : F
+ → End(M, ψ) where shm,n denotes the
(m,n)-partial shift as introduced in Definition 2.1.1. We observe that ρm,n(g0) = ρ(gm) and ρm,n(gk) =
ρ(gn+k) for all k ≥ 1. In particular we get
⋂
k≥1M
ρm,n(gk) =
⋂
k≥1M
ρ(gk+n) =
⋂
k≥n+1M
ρ(gk) =Mn.
Thus Corollary 3.3.4 applies for the (m,n)-shifted representation ρm,n and its application completes
the proof. 
Corollary 3.3.6. Suppose ρ : F+ → End(M, ψ) is a generating representation. Then the quadruple(
M, ψ, αm,Mαn+1
)
is a stationary Markov process for any 0 ≤ m ≤ n <∞.
Proof. If the representation ρ is generating, thenMαn+1 =Mn. Hence the result follows by Corollary
3.3.5. 
Remark 3.3.7. The commuting square assumption in Theorem 3.3.3 may not be satisfied for a
noncommutative stationary process (M, ψ, α0,A0) if one only demands that the generator A0 is a
ψ-conditioned von Neumann subalgebra of the fixed point algebra Mα1 . Consequently the canonical
filtration of a noncommutative stationary processes may not be Markovian, but it is always adapted to
the Markovian filtration which is given by the canonical filtration of the noncommutative stationary
Markov process (M, ψ, α0,Mα1).
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Theorem 3.3.8. Let the probability space (M, ψ) be equipped with the representation ρ : F+ →
End(M, ψ) and the filtration A• ≡ (AI)I∈I(N0), where AI :=
∨
i∈I ρ(g
i
0)(A0) for some von Neumann
subalgebra A0 of M0. Further suppose the inclusions
Mρ(gm+1) ⊂ M
∪ ∪
A[0,m] ⊂ A[0,∞)
form a commuting square for all m ≥ 0. Then each cell in the following triangular tower of inclusions
is a commuting square:
A[0,0] ⊂ A[0,1] ⊂ A[0,2] ⊂ A[0,3] ⊂ A[0,4] ⊂ · · · ⊂ A[0,∞)
∪ ∪ ∪ ∪ ∪
A[1,1] ⊂ A[1,2] ⊂ A[1,3] ⊂ A[1,4] ⊂ · · · ⊂ A[1,∞)
∪ ∪ ∪ ∪
A[2,2] ⊂ A[2,3] ⊂ A[2,4] ⊂ · · · ⊂ A[2,∞)
∪ ∪ ∪
...
...
...
In particular, (AI)I∈I(N0) is a Markov filtration.
Proof. All claimed inclusions in the triangular tower are clear from the definition of A[m,n]. We recall
from Proposition 3.3.1 that αk0(A0) ⊆M
αn+1 for 0 ≤ k ≤ n. Hence A[m,n] ⊂M
αn+1 for all 0 ≤ m ≤ n.
Next we show that, for 0 ≤ k and 1 ≤ m, the cell of inclusions
αk0(A[0,m]) ⊂ α
k
0(A[0,m+1])
∪ ∪
αk+10 (A[0,m−1]) ⊂ α
k+1
0 (A[0,m])
forms a commuting square. So, as PI denotes the normal ψ-preserving conditional expectation from
M onto AI , we need to show
P[k,m+k]P[k+1,m+k+1] = P[k+1,m+k]
or, equivalently,
P[k,m+k]α
k+1
0 P[0,m] = α
k+1
0 P[0,m−1].
Indeed, we calculate
P[k,m+k]α
k+1
0 P[0,m] = P[k,m+k]Qm+k+1α
k+1
0 P[0,m]
= P[k,m+k]α
k+1
0 QmP[0,m]
= P[k,m+k]α
k+1
0 QmP[0,∞)P[0,m]
= P[k,m+k]α
k+1
0 P[0,m−1]P[0,m]
= P[k,m+k]α
k+1
0 P[0,m−1]
= αk+10 P[0,m−1].
Here we have used that P[k,m+k] = P[k,m+k]Qm+k+1, the intertwining properties of α0 and the com-
muting square assumption QmP[0,∞) = P[0,m−1].
Since αk0(A[m,n]) = A[m+k,n+k] is evident from the definition of the filtration, we have verified that
each cell of inclusions in the triangular tower forms a commuting square. 
More generally, we may consider a probability space which is equipped both with a filtration and a
representation of the Thompson monoid, and formulate compatiblity conditions between the filtration
and the representation such that one obtains rich commuting square structures.
Corollary 3.3.9. Suppose the probability space (M, ψ) is equipped with a filtration (NI)I∈I(N0) and
a representation ρ : F+ → End(M, ψ) such that
(i) ρ(g0)
(
NI
)
= NI+1 for all I ∈ I(N0) (compatibility),
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(ii) N[0,m] ⊂M
ρ(gm+1) for all m ∈ N0 (adaptedness),
(iii) the inclusions
Mρ(gm+1) ⊂ M
∪ ∪
N[0,m] ⊂ N[0,∞)
form a commuting square for all m ∈ N0.
Then each cell in the following triangular tower of inclusions is a commuting square:
N[0,0] ⊂ N[0,1] ⊂ N[0,2] ⊂ N[0,3] ⊂ · · · ⊂ N[0,∞)
∪ ∪ ∪ ∪
ρ(g0)
(
N[0,0]
)
⊂ ρ(g0)
(
N[0,1]
)
⊂ ρ(g0)
(
N[0,2]
)
⊂ · · · ⊂ ρ(g0)
(
N[0,∞)
)
∪ ∪ ∪
ρ(g20)
(
N[0,0]
)
⊂ ρ(g20)
(
N[0,1]
)
⊂ · · · ⊂ ρ(g20)
(
N[0,∞)
)
∪ ∪
...
...
...
In particular, (NI)I∈I(N0) is a Markov filtration.
Proof. Let PI be the normal ψ-preserving conditional expectation onto NI . Let αn = ρ(gn) and Qn be
the normal ψ-preserving conditional expectation onto Mαn as before. We observe that N = N[0,0] ⊂
Mα1 by the given adaptedness. Adaptedness also gives us N[m,n] ⊂ N[0,n] ⊂ M
αn+1 for 0 ≤ m ≤ n.
Thus P[k,m+k] = P[k,m+k]Qm+k+1 as before. The rest of the proof follows just as in Theorem 3.3.8. 
3.4. A noncommutative version of the de Finetti theorem. Most results of the previous two
subsections can be reformulated in terms of sequences of random variables associated to stationary
processes (see Definition 2.6.1).
Proposition 3.4.1. Given the representation ρ : F+ → End(M, ψ), let A0 be some fixed ψ-conditioned
von Neumann subalgebra of M0 =
⋂
k>0M
ρ(gk) and ϕ0 := ψ|A0 . Then the sequence of random
variables
(ιn)n≥0 : (A0, ϕ0)→ (M, ψ), ιn := ρ(g0)
n|A0
(associated to the stationary process (M, ψ, ρ(g0),A0)) is partially spreadable. Furthermore this sta-
tionary process and its associated sequence of random variables have the same canonical filtration
A• ≡
(
AI :=
∨
i∈I
ρ(gi0)(A0)
)
I∈I(N0)
which is adapted to the Markovian filtration
M• ≡
(
MI :=
∨
i∈I
ρ(gi0)(M0)
)
I∈I(N0)
.
Proof. This is immediate from Definition 1.0.2, where we introduced partial spreadability as a dis-
tributional symmetry. Clearly the canonical filtration of the stationary process and its associated
sequence of random variables coincides. The inclusion A0 ⊂ M0 ensures that A• is adapted to M•.
The Markovianity of M• is infered from Corollary 3.3.4. 
As already mentioned in Remark 3.3.7, the canonical filtration A• of a stationary process may not
necessarily be Markovian, but there exists always a Markovian filtration M• to which the canonical
filtration is adapted. Note also that the Markovianity of the canonical filtration A• may not imply
that it equals the fixed point filtration M•.
We are ready for the proof of a noncommutative version of de Finetti’s theorem, as formulated in
Theorem 1.0.4, and repeat its formulation for the convenience of the reader.
Theorem. Let ι ≡ (ιn)n≥0 : (A, ϕ) → (M, ψ) be a sequence of (identically distributed) random vari-
ables and consider the following conditions:
(a) ι is partially spreadable;
18 C. KO¨STLER, A. KRISHNAN, AND S. J. WILLS
(b) ι is stationary and conditionally Markovian;
(c) ι is identically distributed and conditionally Markovian.
Then one has the following implications:
(a) =⇒ (b) =⇒ (c).
Proof (of Theorem 1.0.4). (a) =⇒ (b): The stationarity of ι follows from ψ ◦ ρ(g0) = ψ. Proposition
3.4.1 ensures that the canonical filtration A• is adapted to the Markov filtration M•. Thus the
sequence ι is M•-Markovian or conditionally Markovian, according to Definition 2.5.7.
(b) =⇒ (c): Stationary sequences are identically distributed. 
4. Constructions of representations of the Thompson monoid F+
This section is about how to construct representations of the Thompson monoid F+ as they naturally
arise in noncommutative probability theory. It will be seen that such constructions are intimately
related with the construction of stationary Markov processes. In particular, this will establish that a
large class of stationary Markov sequences is partially spreadable.
4.1. Tensor product constructions. Let (A, ϕ) and (C, χ) be probability spaces. Taking the infinite
von Neumann algebraic tensor product with respect to an infinite tensor product state,
(M, ψ) :=
(
A⊗ C⊗N0 , ϕ⊗ χ⊗N0
)
is a probability space which can be equipped with a representation of the semigroup of partial shifts
S+ and the Thompson monoid F+. For n ∈ N0, let βn denote the partial shift which acts on the
weak*-total set of finite elementary tensors in M as
βn(a⊗ x0 ⊗ · · · ⊗ xn−1 ⊗ xn ⊗ xn+1 ⊗ · · · ) := a⊗ x0 ⊗ · · · ⊗ xn−1 ⊗ 1C ⊗ xn ⊗ xn+1 ⊗ · · · .
Proposition 4.1.1. The maps hn 7→ βn =: ̺(hk), with n ∈ N0, extend multiplicatively to a represen-
tation ̺ : S+ → End(M, ψ) which has the generating property.
Proof. Each βn extends to a unital injective *-homomorphism onM, denoted by the same symbol, such
that ψ ◦ βn = ψ. As the modular automorphism group of (M, ψ) equals the von Neumann algebraic
tensor product of the modular automorphism groups of its tensor factors, i.e. σψt = σ
ϕ
t ⊗ (σ
χ
t )
⊗N0 , it
is easily verified that βnσ
ψ
t = σ
ψ
t βn for all t ∈ R. Thus βn ∈ End(M, ψ) for all n ∈ N0. For 0 ≤ k ≤
ℓ <∞, the relations βkβℓ = βℓ+1βk can be directly checked on elementary tensors. Consequently the
endomorphisms β0, β1, . . . satisfy the relations of the monoid generators h0, h1, . . . ∈ S+. Finally, the
generating property of the representation ̺ is inferred from A ⊗ C⊗n ⊗ 1C⊗N ⊂ M
βn which ensures
that the unital *-algebra
⋃
n∈N0
Mβn is weak*-dense in M. 
Let ǫ : F+ → S+ be the monoid epimorphism with ǫ(gn) = hn for all n ∈ N. Then
F+ ∋ g 7→ ̺ ◦ ǫ(g) ∈ End(M, ψ)
defines a representation of the Thompson monoid F+ which also has the generating property. More
general representations of F+ can be constructed as follows.
Given the two random variables C : (A, ϕ)→ (A⊗ C, ϕ⊗ χ) and D : (C, χ)→ (C ⊗ C, χ⊗ χ), let αn
denote the C-linear extension of the map defined on a weak*-total subset of M by
αn(a⊗ x0 ⊗ x1 ⊗ · · · ) :=


C(a) ⊗ x0 ⊗ x1 ⊗ · · · if n = 0
a⊗D(x0)⊗ x1 ⊗ · · · if n = 1
a⊗ x0 ⊗ · · · ⊗D(xn−1)⊗ · · · if n > 1
(4.1.1)
Proposition 4.1.2. The maps gn 7→ αn =: ρ(gn), with n ∈ N0, extend multiplicatively to a represen-
tation ρ : F+ → End(M, ψ) which has the generating property.
Proof. For 0 ≤ k < ℓ <∞, the relations αkαℓ = αℓ+1αk are verified in a straightforward computation
on finite elementary tensors of the form x = a⊗ x0 ⊗ · · · ⊗ xn ⊗ 1
⊗N
C . 
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The representation ρ of F+ may be considered as a perturbation of the representation ̺ of S+ by
locally acting operators C and D on the infinite tensor product factors of M. To be more precise, the
choice D(x) = 1C ⊗ x yields αn = (βn−1β∗n)βn(= βn−1) for n ≥ 1 and α0 = (α0β
∗
0 )β0.
Theorem 4.1.3. Let ̺ : S+ 7→ End(M, ψ) is the representation as introduced in Proposition 4.1.1.
Then (M, ψ, β0,Mβ1) is a (noncommutative) Bernoulli shift with generator Mβ1 = A⊗ C ⊗ 1
⊗N
C .
Proof. Let BI :=
∨
i∈I β
i
0(M
β1) for I ∈ I(N0) and note that B[0,0] = M
β1 . It is straightforward to
check thatMβ1 = A⊗C⊗1CN and, more generally, B[m,n] = A⊗1
⊗m
C ⊗C
⊗n−m+1⊗1⊗NC for 0 ≤ m ≤ n.
Since BN0 = M, the stationary process (M, ψ, β0,M
β1) is minimal. We are left to show that this
minimal stationary process is actually a noncommutative Bernoulli shift (in the sense of Definition
2.6.4). Clearly, Mβ0 ⊂Mβ1 as Mβ0 = A⊗ 1CN0 . We are left to verify the factorization
Q0(xy) = Q0(x)Q0(y)
for any x ∈ BI , y ∈ BJ whenever I∩J = ∅. Here Q0 is the ψ-preserving normal conditional expectation
from M onto Mβ0 . As the conditional expectation Q0 is of tensor type, i.e.
Q0(a⊗ x0 ⊗ x1 ⊗ · · · ⊗ xN ⊗ 1
⊗N
C ) = a⊗ χ(x0)χ(x1) · · ·χ(xN )1
⊗N0
C ,
the required factorization easily follows. 
Theorem 4.1.4. Let ρ : F+ 7→ End(M, ψ) be a representation as introduced in Proposition 4.1.2.
Then (M, ψ, α0,Mα1) is a stationary Markov process with generator Mα1 . Moreover (M, ψ, α0,A0)
is a stationary Markov process with generator A0 := A⊗ 1
⊗N0
C ⊂M
α1 .
These Markov processes may not be minimal. Note also that A0 may be strictly included in Mα1 ,
as the latter depends on the choice of the operator D. For example, strict inclusion occurs for the
choice D(x) = x⊗ 1C , but equality occurs for the choice D(x) = 1C ⊗ x in (4.1.1).
Proof. The Markovianity of the stationary process (M, ψ, α0,Mα1) follows from Corollary 3.3.6, if
we can verify the generating property of the representation ρ : F+ 7→ End(M, ψ). Indeed, that ρ is
generating is inferred from A⊗ C⊗n−1 ⊗ 1C⊗N ⊆M
αn .
We are left to show that the canonical filtration of the stationary process (M, ψ, α0,A0) is Mar-
kovian. We note that the definition of the endomorphism α0 is independent of the choice of the
operator D in (4.1.1). Moreover, the inclusion A0 := A ⊗ 1CN0 ⊂ M
α1 is valid for any choice of the
operator D. Now Corollary 3.3.6 can again be applied to ensure Markovianity if there exists some
D : C→ C⊗C such that A0 =Mα1 . It is immediately verified that this equality occurs for the choice
D(x) = 1C ⊗ x. 
Remark 4.1.5. We remind the reader that the generating property of ρ and the relations of F+
guarantee that the fixed point algebrasMαn form a tower of inclusions, even though we may not know
explicitly what the fixed point algebras are. In particular, we get Mα1 ⊂ Mα2 . It is not obvious to
see this directly (without using the relations of F+) for a general operator D, as used in (4.1.1) for the
definition of the αn’s. However, the choice D(x) = 1C⊗x yields αn = βn−1 for all n ≥ 1. We infer from
this thatMα1 =Mβ0 = A⊗1C⊗N ⊂ A⊗C⊗1C⊗N =M
β1 =Mα2 . Similarly, choosing D(x) = x⊗1C ,
we get αn = βn for all n ≥ 0; and the inclusion Mα1 ⊂Mα2 is clear from the inclusion of fixed point
algebras of the βn’s. Finally, we note that if D is one of the above special random variables, then
Markovianity can be proved without appealing to the Thompson monoid F+, see [Go04, Section 2.1].
Above we directly constructed some representations of the Thompson monoid F+ on infinite tensor
products of noncommutative probability spaces and invoked some of our general results about such
representations from Section 3 to obtain noncommutative stationary Markov processes. We present
next a converse result which starts with a certain class of noncommutative stationary Markov processes
(in the sense of Ku¨mmerer). Subsequently we will make use of the following result.
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Proposition 4.1.6. Let (M, ψ, α,M0) be a stationary Markov process. Let T = EM0α i be the
associated transition operator, where EM0 is the unique normal conditional expectation from M onto
M0 and i is the embedding of M0 in M. Then the following diagram commutes for all n ∈ N0:
(M0, ψ ↾M0) (M0, ψ ↾M0)
(M, ψ) (M, ψ)
Tn
i EM0
αn
In other words, we get a dilation of all orders.
Proof. This result is known in the theory of bilateral stationary Markov processes (see [Ku¨85, Proposi-
tion 2.2]). We provide the proof here as needed in our theory of unilateral noncommutative stationary
processes. LetMI =
∨
n∈I α
n(i(M0)) and let PI be the unique normal ψ-preserving conditional expec-
tation ontoMI and observe that P[0,0] = EM0 . Then the relation PI+k ◦α
k = αk ◦PI , k ∈ N0, I ⊂ N0
can be seen using the adjoint α∗ of the (injective) endomorphism α. In particular, we get
P[k−1,k−1]α
ki = P[k−1,k−1]α
k−1αi = αk−1P[0,0]αi = α
k−1T, ∀k ∈ N. (4.1.2)
Now we prove the dilation property by induction. We know that EM0α
ni = T n is true for n = 0, 1.
Suppose EM0α
ni = T n for some n ∈ N0. Then
EM0α
n+1i = P[0,0]α
n+1i
= P[0,0]P[0,n]α
n+1i (as M[0,0] ⊂M[0,n])
= P[0,0]P[n,n]α
n+1i (by Markovianity)
= P[0,0]α
nT (by Equation (4.1.2))
= αnα = αn+1 (by induction hypothesis).

We show next that if a Markov operator has a tensor dilation (in the terminology of Ku¨mmerer
[Ku¨85]) then this Markov operator can be obtained as the compression of a represented generator of
the Thompson monoid F+. Recall that T ∗ denotes the adjoint of a Markov operator T , see Subsection
2.3.
Theorem 4.1.7. Let (A ⊗ C, ϕ ⊗ χ, T,A⊗ 1C) be a stationary Markov process and let i : A ⊗ 1C →
A ⊗ C denote the canonical embedding. Then there exists a probability space (M, ψ), a generating
representation ρ : F+ → End(M, ψ) and an embedding j : (A⊗ C, ϕ⊗ χ)→ (M, ψ) such that
(i) j(A⊗ 1C) =Mρ(g1),
(ii) i∗T ni = j∗ρ(gn0 )j ↾A⊗1C for all n ∈ N0.
Proof. We take
(M, ψ) :=
(
A⊗ C⊗N0 , ϕ⊗ χ⊗N0
)
and construct a representation of the Thompson monoid F+ as obtained in Proposition 4.1.2. Define
the representation ρ : F+ → End(M, ψ) as ρ(gn) := αn as in (4.1.1) with C : A → A⊗ C and D : C →
C⊗C given by C(a) = T (a⊗1C) and D(x) = 1C⊗x. Then it is easy to check thatMρ(g1) = j(A⊗1C).
Hence by Theorem 4.1.4, it follows that (M, ψ, ρ(g0),Mρ(g1)) is a noncommutative stationary Markov
process.
We are given that (A ⊗ C, ϕ⊗ χ, T,A⊗ 1C) is a stationary Markov process, hence by Proposition
4.1.6, taking S = i∗T i as the corresponding transition operator, we get
Sn = i∗T ni, n ∈ N0. (4.1.3)
It is easy to check that, for all a ∈ A,
j∗ρ(g0)j(a⊗ 1) = j
∗(T (a⊗ 1)⊗ 1⊗ · · · ) = T (a⊗ 1) = S(a⊗ 1).
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Hence, j∗ρ(g0)j ↾A×1C= S. Consequently the stationary Markov process (M, ψ, ρ(g0),M
ρ(g1)) has
also the transition operator S. We once again appeal to Proposition 4.1.6 to get
Sn = j∗ρ(gn0 )j ↾A⊗1C . (4.1.4)
Combining (4.1.3) and (4.1.4) completes the proof of the theorem. 
Suppose (A ⊗ C, ϕ ⊗ χ, T,A ⊗ 1C) is a stationary Markov process. Then it is unknown in the
generality of present noncommutative setting if there exists a representation ρ : F+ → End(A⊗C, ϕ⊗χ)
such that the Markov shift T equals the represented generator ρ(g0). Thus it is unknown if the
canonically associated stationary Markov sequence of random variables ι ≡ (ιn)n∈N0 : (A, ϕ) → (A ⊗
C, ϕ ⊗ χ) is partially spreadable. We will see in the Subsection 4.2 that this canonically associated
sequence ι is partially spreadable in our algebraic framework for classical probability, see Theorem
4.2.6. Furthermore we will investigate in Subsection 4.3 an operator algebraic setting which allows to
deduce that a noncommutative stationary Markov sequence is partially spreadable.
4.2. Constructions in classical probability. The tensor product constructions from Subsection
4.1 apply of course to commutative von Neumann algebras (with separable predual) as they are of
relevance in classical probability theory: a von Neumann algebra with separable predual is isomorphic
to the essentially bounded functions on some standard probability space. Most of the following con-
structions and results on an algebraic reformulation of Markov processes are well-known. Nevertheless
we provide them for the convenience of the reader, in particular to discuss further the connection
between Markovianity and the Thompson monoid F+ in classical probability. The main result of this
subsection is Theorem 4.2.6 which provides an algebraic reformulation of that a (recurrent) stationary
Markov sequence of classical random variables induces a representation of the Thompson monoid F+
such that the Markov shift of this process is given by one of the represented generators of the monoid.
We recall that a stationary Markov process is already completely determined by its transition oper-
ator in classical probability, up to equivalence in distribution. This folklore result can be reformulated
in present operator algebraic setting as done next.
Proposition 4.2.1. Let ι ≡ (ιn)n∈N0 : (A, ϕ) → (M, ψ) and ι˜ ≡ (ι˜n)n∈N0 : (A, ϕ) → (M˜, ψ˜) be two
stationary Markov sequences with Markov operators R ∈ Mor(A, ϕ) and R˜ ∈ Mor(A, ϕ), respectively.
If M and M˜ are commutative von Neumann algebras, then the following are equivalent:
(a) ι
distr
= ι˜;
(b) R = R˜.
Proof. (a) =⇒ (b): We conclude from the Markov property and from ι
distr
= ι˜ that
ϕ
(
aR(b)
)
= ψ
(
ι0(a)ι1(b)
)
= ψ˜
(
ι˜0(a)ι˜1(b)
)
= ϕ
(
aR˜(b)
)
.
for all a, b ∈ A. But this implies R = R˜ by routine arguments.
(b) =⇒ (a): We need to show that R = R˜ implies
ψ
(
ιk1(a1) · · · ιkn(an)
)
= ψ˜
(
ι˜k1 (a1) · · · ι˜kn(an)
)
for any a1, . . . , an ∈ A and k1, . . . kn ∈ N0 and n ∈ N. SinceM and M˜ are commutative von Neumann
algebras, and since random variables are (injective) *-homomorphisms, we can assume 0 ≤ k1 < k2 <
. . . < kn without loss of generality. We use again the the Markov property and R = R˜ to calculate
ψ
(
ιk1 (a1) · · · ιkn(an)
)
= ϕ
(
a1R
k2−k1(a2) · · ·R
kn−kn−1(an)
)
= ϕ
(
a1R˜
k2−k1(a2) · · · R˜
kn−kn−1(an)
)
= ψ˜
(
ι˜k1(a1) · · · ι˜kn(an)
)
.

Notation 4.2.2. Throughout this subsection ν denotes the Lebesgue measure on the unit interval
[0, 1] ⊂ R. Furthermore the (non)commutative probability space (L, trν) is given by L := L∞([0, 1], ν)
and trν :=
∫
[0,1]
· dν.
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Theorem 4.2.3 ([Ku¨86, Subsection 4.4]). Let R be a Markov operator on (A, ϕ), where A is a
commutative von Neumann algebra with separable predual. Then there exists T ∈ Aut(A⊗L, ϕ⊗ trν)
such that, for all n ∈ N0,
Rn = P T nj
Here j : (A, ϕ) → (A ⊗ L, ϕ ⊗ trν) denotes the canonical embedding j(a) = a ⊗ 1L and P = j
∗ such
that E := j ◦ P is the ϕ⊗ trν-preserving normal conditional expectation from A⊗ L onto A⊗ 1L.
A proof of this folklore result can be found in [Ku¨86]. As an automorphism is an endomorphism
we infer from Theorem 4.2.3 immediately the existence of a unilateral stationary Markov process (as
introduced in Definition 2.6.3)
Corollary 4.2.4. (A⊗ L, ϕ⊗ trL, T,A⊗ 1L) is a stationary Markov process.
As already seen before in the context of tensor product constructions, each Markov operator in
present algebraic framework of classcical probability can be obtained as the compression of a repre-
sented generator of the Thompson monoid F+.
Theorem 4.2.5. There exists a probability space (M, ψ), a generating representation ρ : F+ →
End(M, ψ) and an embedding j : (A⊗ L, ϕ⊗ trν)→ (M, ψ) such that
(i) j(A⊗ 1L) =Mρ(g1),
(ii) T n ↾A⊗1L= j
∗ρ(gn0 )j ↾A⊗1L for all n ∈ N0. Here j
∗ denotes the adjoint of the injective
*-homomorphism j and can be easily seen to be equal to the conditional expectation onto
A⊗ L.
Proof. The proof follows from Corollary 4.2.4 and Theorem 4.1.7. 
Together with our general results from Section 3, our next result strongly hints at the availability of
a de Finetti theorem for (recurrent) stationary Markov chains with values in a standard Borel space.
Theorem 4.2.6. A stationary Markov sequence ι ≡ (ιn)n∈N0 : (A, ϕ)→ (M, ψ) is partially spreadable.
Proof. We will show that there exists a sequence ι˜ ≡ (ι˜n)n∈N0 : (A, ϕ) → (M˜, ψ˜) which has the same
distribution as the stationary Markov sequence ι and which satisfies, for all n ∈ N,
ρ˜(gn)ι˜0 = ι˜0 and ρ˜(g
n
0 )ι˜0 = ι˜n
for some representation ρ˜ : F+ → End(M˜, ψ˜).
Since ι is stationary and Markovian there exist a Markov operator R on (A, ϕ) (i.e. R ∈ Mor(A, ϕ))
such that
ϕ(aR(b)) = ψ
(
ι0(a)ι1(b)
)
.
Now Theorem 4.2.3 implies that there exists an automorphism T ∈ Aut(A⊗ L, ϕ⊗ trν) such that
ϕ(aR(b)) = ϕ⊗ trν
(
a⊗ 1LT (b⊗ 1L)
)
.
Let the random variable C : (A, ϕ) → (A ⊗ L, ϕ ⊗ trν) be defined by C(a) := T (a⊗ 1L), and let the
random variable D : (L, trν) → (L ⊗ L, trν ⊗ trν) be defined by D(x) = 1L ⊗ x. Then, as shown in
Proposition 4.1.2,
ρ˜(gn)(a⊗ x0 ⊗ x1 ⊗ · · · ) :=


C(a)⊗ x0 ⊗ x1 ⊗ · · · if n = 0,
a⊗D(x0)⊗ x1 ⊗ · · · if n = 1,
a⊗ x0 ⊗ · · · ⊗D(xn−1)⊗ · · · if n > 1
defines a representation ρ˜ : F+ → End(M˜, ψ˜), where (M˜, ψ˜) =
(
A⊗ L⊗N0 , ϕ⊗ tr
⊗N0
ν
)
. We infer from
Theorem 4.1.4 that
(
M˜, ψ˜, ρ˜(g0),A0 ⊗ 1
⊗N0
L
)
is a stationary Markov process such that
ϕ(aR(b)) = ψ˜
(
a⊗ 1
⊗N0
L ρ(g0)(b ⊗ 1
⊗N0
L )
)
.
Consequently, the sequence of random variables ι˜ ≡ (ι˜n)n∈N0 : (A, ϕ)→ (M˜, ψ˜), defined by
ι˜0(a) := a⊗ 1
⊗N0
L and ι˜n(a) := ρ˜(gn)ι0(a) for n > 0,
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is Markovian and partially spreadable, both by construction. Furthermore the sequences ι˜ and ι have
the same distribution, as they are stationary Markov sequences with the same Markov operator R, see
Proposition 4.2.1. 
4.3. Constructions in the framework of operator algebras. Ku¨mmerer’s approach to an opera-
tor algebraic theory of stationary Markov processes is based on the concept of a coupling representation
(see [Ku¨93] for example). Here we adapt and refine this approach such that it provides a rich operator
algebraic framework for the construction of representations of the Thompson monoid F+.
Our investigations are motivated by the elementary observation that the relations of the Thompson
monoid F+ are robust under certain ‘perturbations’ which we introduce and formalize next.
Definition 4.3.1. The extended monoid EF+ is presented by the set of generators {gn, cn | n ∈ N0}
subject to the relations
gkgℓ = gℓ+1gk, ckcℓ+1= cℓ+1ck, ckgℓ+1 = gℓ+1ck gkcℓ= cℓ+1gk (0 ≤ k < ℓ <∞).
Apparently the first set of generators {gn}n∈N0 satisfies the relations of the Thompson monoid F
+.
Proposition 4.3.2. The submonoid QF+ := 〈cngn | n ∈ N0〉+ ⊂ EF+ is a quotient of the monoid
F+.
Proof. An elementary computation, based on all defining relations of the monoid EF+, shows that
the elements of the set {g˜n := cngn | n ∈ N0} satisfy the relations of the Thompson monoid F+ for
0 ≤ k < ℓ <∞:
g˜kg˜ℓ = ckgkcℓgℓ = ckcℓ+1gkgℓ = cℓ+1ckgkgℓ = cℓ+1ckgℓ+1gk = cℓ+1gℓ+1ckgk = g˜ℓ+1g˜k.

Definition 4.3.3. The extended monoid ES+ is presented by the set of generators {hn, cn | n ∈ N0}
subject to the relations
hkhℓ = hℓ+1hk, ckcℓ+1= cℓ+1ck, ckhℓ+1 = hℓ+1ck, hkcl= cl+1hk
and hkhk = hk+1hk for every 0 ≤ k < ℓ <∞.
Clearly the monoid ES+ is a quotient of the monoid EF+, due to the additional set of relations for
the hk’s. The extended monoid ES
+ algebraically encodes certain local perturbations of the partial
shifts monoid S+ which, roughly phrasing, corresponds to the perturbation of Bernoulli shifts such
that one obtains Markov shifts in classical probability.
Proposition 4.3.4. The submonoid QS+ := 〈cnhn | n ∈ N0〉+ ⊂ ES+ is a quotient of the monoid
F+.
Proof. An elementary computation shows that the elements of the set {g˜n := cnhn | n ∈ N0} satisfy
the relations of the Thompson monoid F+. 
Remark 4.3.5. Actually the relations in Definition 4.3.1 have been identified by some reverse en-
gineering: each ck should provide a suitable ‘local perturbation’ of gk such that (ckgk)(cℓgℓ) =
(cℓ+1gℓ+1)(ckgk) for 0 ≤ k < ℓ < ∞. An alternative ‘perturbation’ is given by the extended monoid
FF+ which is defined to be presented by generators {cn, gn}n∈N0 subject to the relations
gkgℓ = gℓ+1gk, ckcℓ= cℓ+1ck, ckgℓ+1 = gℓ+1ck gkcℓ= cℓgk (0 ≤ k < ℓ <∞).
Here both the ck’s and the gk’s satisfy the relations of the Thompson monoid F
+ and the last two
sets of relations can be combined to a single set of relations on commutativity: ckgℓ = gℓck whenever
k /∈ {ℓ− 1, ℓ}.
Remark 4.3.6. The results on semi-cosimplicial structures as obtained in [EGK17] make it tempting
to investigate also a more restrictive perturbed version for the partial shifts monoid S+. So let the
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extended semi-cosimplicial monoid ES+r be presented by the set of generators {hn, dn | n ∈ N0} subject
to the relations
hkhℓ = hℓ+1hk, dkdℓ+1= dℓ+1dk, dkhℓ+1 = hℓ+1dk hkdl= dl+1hk (0 ≤ k ≤ ℓ <∞).
These relations ensure that the submonoid QS+r := 〈cngn | n ∈ N0〉 ⊂ ES
+
r is a quotient of the monoid
S+. In comparison to the extended monoid EF+, the additional relations are more restrictive for
possible extensions of the monoid S+. Roughly phrasing, these additional relations encode algebraically
the perturbative difference between Markovianity and stochastic independence in classical probability.
We conjecture that QS+r and S
+ are isomorphic as monoids.
Similarly as it was discovered for the monoid F+ in Section 3, the representation theory of these
extended monoids in the endomorphisms of a noncommutative probability space goes along with very
rich structures of commuting squares. Here we restrict ourselves to present a single result, mainly
in the intention to illustrate how Bernoulli shifts and, as their perturbation, Markov shifts can be
simultaneously obtained from the representation theory of the extended monoid ES+.
Recall from Definition 2.6.2 that a noncommutative stationary process (M, ψ, β,M0) is spreadable
if the canonically associated sequence of random variables (λn)n≥0 : (M0, ψ0)→ (M, ψ) is spreadable,
where λn := β
n ↾M0 and ψ0 = ψ ↾M0 .
Theorem 4.3.7. Suppose (M, ψ) is equipped with a representation ρ : ES+ → End(M, ψ). Let B0 :=
Mρ(h1) and (B∞, ψ∞) :=
(∨
n∈N0
ρ(hn0 )(B0), ψ|B∞
)
. Further let A0 :=
⋂
k≥1M
ρ(ckhk).
(i) The restricted represented generator β := ρ(h0)|B∞ defines the spreadable Bernoulli shift
(B∞, ψ∞, β,B0).
(ii) The represented generator α := ρ(c0h0) defines the (not necessarily minimal) stationary
Markov process (M, ψ, α,A0).
If M = B∞ and A0 = Bβ, then the stationary Markov process (M, ψ, α,A0) has the coupling repre-
sentation (M, ψ, γβ,A0), with coupling γ := ρ(c0).
Proof. (i) Let ρB(hn) := βn := ρ(hn), hn ∈ S+, n ∈ N0. Then β = β0 and ρB gives a representa-
tion of the monoid S+ in End(M,ψ). Hence (M, ψ, α,A0) is spreadable (compare Definition
2.6.2). Also observe that Mβ =MρB(h0) ⊂ MρB(h1) = B0 due to the relations of S+. Now,
the fact that it is a Bernoulli shift follows from Theorem 8.2 in [Ko¨10].
(ii) Let ρM (gn) := αn := ρ(cnhn), gn ∈ F+, n ∈ N0. Then α = α0 and ρM gives a representation of
the monoid F+ in End(M, ψ). Also observe thatMρM0 :=
⋂
k≥1M
ρM (gk) =
⋂
k≥1M
ρ(ckhk) =
A0, hence by Corollary 3.3.4, (M, ψ, α,A0) is a stationary Markov process.

The significance of this result is that it indicates a promising strategy of how to construct a represen-
tation of the Thompson monoid F+ from a large class of noncommutative stationary Markov processes.
The starting point is the construction of a spreadable noncommutative Bernoulli shift which is known
to be in a bijective correspondence to equivalence classes of spreadable sequences of noncommutative
random variables (see [Ko¨10, EGK17]). In other words, the construction of a spreadable Bernoulli shift
amounts to the construction of a representation of the partial shift monoid S+. But as this monoid is
a quotient of the Thompson monoid F+, spreadable Bernoulli shifts correspond to a particular class
of representations of the Thompson monoid F+. Suitable perturbations of this particular class will
provide certain Markov shifts and wider classes of representations of the Thompson monoid F+.
Proposition 4.3.8. Let (M, ψ, β,M0) be a spreadable noncommutative Bernoulli shift. Then there
exists a generating representation ρβ : S
+ → End(M, ψ) such that β = ρβ(h0) and M0 ⊂Mρβ(hk) for
all k ≥ 1.
Proof. If (M, ψ, β,M0) is spreadable, then as it is a minimal noncommutative Bernoulli shift, there
exists a representation ρβ : S
+ → End(M, ψ) such that for λn := βn ↾M0 we get λn = ρβ(h
n
0 )λ0 for
all n ∈ N0 and ρβ(hk)λ0 = λ0 for all k ≥ 1 (see [EGK17, Theorem 4.5]). The representation ρβ has
the generating property by construction. 
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Definition 4.3.9. The representation ρβ : S
+ → End(M, ψ) (as introduced in Proposition 4.3.8) is
said to be associated to the spreadable Bernoulli shift (M, ψ, β,M0).
Corollary 4.3.10. A spreadable Bernoulli shift (M, ψ, β,M0) is partially spreadable.
Proof. As in Proposition 4.3.8, let ρβ be the representation associated to the spreadable noncommu-
tative Bernoulli shift. Denote by ǫ : S+ → F+ the canonical epimorphism which maps the generator
gk ∈ F+ to the generator hk ∈ S+ for all k ∈ N0. Then ρ := ρβ ◦ ǫ defines a representation of F+
such that the canonically associated sequence of random variables (λn)n≥0 (as used in the proof of
Proposition 4.3.8) is partially spreadable. 
A large class of noncommutative Markov shifts can be obtained as certain perturbations of noncom-
mutative Bernoulli shifts, as developed and investigated by Ku¨mmerer in [Ku¨86, Ku¨85]. We refine the
notion of a coupling representation so that it applies to spreadable noncommutative Bernoulli shifts.
Definition 4.3.11. A sequence (γn)n≥0 ∈ End(M, ψ) is called a coupling (sequence) to a spreadable
Bernoulli shift (M, ψ, β,M0) with associated representation ρ : S+ → End(M, ψ) if, for all 0 ≤ k <
ℓ <∞,
ρ(hk) γℓ = γℓ+1 ρ(hk), γk ρ(hℓ+1)= ρ(hℓ+1) γk, γkγℓ+1 = γℓ+1γk.
Proposition 4.3.12. Let (γn)n≥0 be a coupling sequence to the spreadable Bernoulli shift (M, ψ, β,M0)
with associated representation ρβ : S
+ → End(M, ψ). Then a representation ρ : F+ → End(M, ψ) is
defined by the multiplicative extension of
F+ ∋ gk 7→ γkρβǫ(gk) ∈ End(M, ψ) (0 ≤ k <∞).
Here ǫ denotes the canonical epimorphism from F+ onto S+.
Proof. The relations of the Thompson monoid F+ are satisfied by γkρβε(gk) as for 0 ≤ k < ℓ < ∞,
the definition of a coupling sequence ensures that
(γkρβε(gk))(γℓρβε(gℓ)) = (γkρβ(hk))(γℓρβ(hℓ))
= γkγℓ+1ρβ(hk)ρβ(hℓ)
= γℓ+1γkρβ(hℓ+1)ρβ(hk)
= γℓ+1ρβ(hℓ+1)γkρβ(hk)
= (γℓ+1ρβε(gℓ+1))(γkρβε(gk)).

Remark 4.3.13. It is known that there exist non-spreadable noncommutative Bernoulli shifts (see
[Ko¨10]). We conjecture that there exist also noncommutative Bernoulli shifts without partial spread-
ability. An affirmative answer to this conjecture would of course imply that there exist noncommutative
Markov shifts beyond the representation theory of the Thompson monoid F+.
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