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How a closed interacting quantum many-body system relaxes and dephases as a function of time
is a fundamental question in thermodynamic and statistical physics. In this work, we analyse
and observe the persistent temporal fluctuations after a quantum quench of a tunable long-range
interacting transverse-field Ising Hamiltonian realized with a trapped-ion quantum simulator. We
measure the temporal fluctuations in the average magnetization of a finite-size system of spin-1/2
particles. We experiment in a regime where the properties of the system are closely related to the
integrable Hamiltonian with global spin-spin coupling, which enables analytical predictions even
for the long-time non-integrable dynamics. The analytical expression for the temporal fluctuations
predicts the exponential suppression of temporal fluctuations with increasing system size. Our
measurement data is consistent with our theory predicting the regime of many-body dephasing.
Introduction.– Investigating the relaxation and dephas-
ing dynamics of a closed many-body quantum system is
of paramount importance to the study of thermodynam-
ics and statistical physics. Most commonly, this problem
is investigated by studying the time evolution of the ex-
pectation value of a local observable, e.g., particle den-
sity or magnetization, after quenching the system from
an initial out-of-equilibrium state [1–4]. For a generic
non(near)-integrable system, the expectation value tends
to relax to a constant in the thermodynamic limit which
can be described by a (pre)thermal state at some temper-
ature depending on the initial state [5–8, 10–22]. How-
ever, if the system size is finite, there exist persistent tem-
poral fluctuations around the constant average value, as
sketched in Fig. 1(a). Importantly, these persistent tem-
poral fluctuations in the expectation value after a quench
are distinct from the usual fluctuations of observables
in equilibrium (where expectation values are constant).
Studying these temporal fluctuations represents the next
level of the description of quench dynamics going beyond
merely looking at long-time observable averages.
A crucial question for statistical physics is how the
temporal fluctuations are suppressed with increasing sys-
tem size N . In the case of integrable systems mappable
to free quasiparticles, it has been found that the variance
of temporal fluctuations scales as 1/N [23–25]. In the
case of generic nonintergrable systems [12, 26–29], or the
integrable systems solvable with the Bethe ansatz (not
mappable to noninteracting systems) [31], the temporal
fluctuations are exponentially suppressed by the system
size due to the highly nondegenerate spectrum. This was
first found only numerically. However, in Ref. [12], the
authors were able, for the first time, to provide an exact
analytical result for the exponential scaling of fluctua-
tions with N spins in a weakly nonintegrable system. In
this setting, they identified a general dynamical regime
which they termed “many-body dephasing”[33]. In the
thermalization process, the dephasing mechanism comes
from the relaxation of the quasiparticle distribution to
thermal equilibrium by quasiparticle scattering described
by the Boltzmann equation. In contrast, many-body de-
phasing results from lifting of all the exponentially large
degeneracies of transition energies in integrable systems
while the quasiparticle distribution can remain practi-
cally unchanged [12].
Nevertheless, the exponential size scaling due to many-
body dephasing in nonintegrable systems has not yet
been verified in experiments. Here, we give the first
experimental observation of persistent temporal fluctua-
tions after a quantum quench characterized as a function
of system size, employing a trapped-ion quantum sim-
ulator. We present a direct measurement of relaxation
dynamics in the nonintegrable system by measuring the
temporal fluctuations in the average magnetization of a
finite-size system of spin-1/2 particles. After including
the experimental noise in the data analysis, the temporal
fluctuations from experimental data are consistent with
our numerical simulations and theoretical analysis based
on the concept of many-body dephasing.
Model Hamiltonian.– The Hamiltonian implemented in
this experiment is the long-range transverse-field Ising
model,
H =
∑
i<j
Jijσ
x
i σ
x
j −
1
2
B
∑
i
σzi , (1)
where Jij ≈ J0/|i − j|α > 0, is a long-range coupling
that falls off approximately as a tunable power-law. The
Hamiltonian (1) is implemented using an applied laser
field which creates spin-spin interactions through spin-
dependent optical dipole forces [34]. The spin chain is ini-
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FIG. 1. (a) Schematic behaviour of an observable 〈A(t)〉 after
a quench, in a finite-size system. (b) Temporal fluctuation σA
for N = 7 spins (left) and size scaling exponent κ (right) as
a function of power-law coupling exponent α for three fixed
parameters λ = 2J0/B. The vertical dashed lines indicate the
crossover values of α∗ = ln(2|λ|)/ ln 2 [35].
tialized to the |↓↓ ... ↓〉z state, then a quench is performed
using Hamiltonian (1), and the magnetization along the
z axis is measured as a function of time. The cases of
α−1 = 0 and α = 0 correspond to two integrable limits,
i.e., the nearest neighbour coupling and global coupling
models respectively. For a finite α > 0, Hamiltonian (1)
is in general nonintegrable.
Temporal fluctuations.– In the present experiment, the
observable is the magnetization, i.e., A = N−1
∑
j σ
z
j .
The temporal average of the variable 〈A(t)〉 is calcu-
lated as 〈A(t)〉 ≡ T−1 ∫ ti+T
ti
〈A(t)〉dt, where the tempo-
ral averaging is restricted within the time window be-
tween ti and ti + T . The variance of temporal fluctua-
tions of 〈A(t)〉 is defined via σ2A ≡
(〈A(t)〉 − 〈A(t)〉)2,
with σA the standard deviation. We use |Φn〉 (n =
1, 2, · · · , 2N ) to represent the many-body eigenstates of
Hamiltonian (1) with eigenenergy En. Given the initial
state |ψ(0)〉, the exact time evolution of the observable
is 〈A(t)〉 = ∑m,n〈ψ(0)|Φm〉〈Φm|A|Φn〉〈Φn|ψ(0)〉ei∆mnt,
where ∆mn ≡ Em −En is the transition energy between
the two energy levels |Φm〉 and |Φn〉 (~ = 1). In the long
time window limit (T → +∞), we have the average
〈A(t)〉 =
∑
m,n,∆mn=0
〈ψ(0)|Φm〉〈Φm|A|Φn〉〈Φn|ψ(0)〉
and the variance of temporal fluctuation
σ2A =
∑
∆ 6=0
∣∣∣ ∑
∆mn=∆
〈ψ(0)|Φm〉〈Φm|A|Φn〉〈Φn|ψ(0)〉
∣∣∣2 (2)
with ∆ denoting the set of all the possible values of ∆mn.
For the integrable models (α = 0 or α−1 = 0), there
are exponentially many degeneracies with the number
of spins for a given transition energy ∆mn, since each
many-body eigenstate can be labelled by many indepen-
dent conserved quantities. However, for a generic nonin-
tegrable model (α > 0), there are no conserved quantities
except the Hamiltonian itself. Thus, it is reasonable to
assume that all the degeneracies of transition energies are
lifted, making ∆mn = 0 only possible for m = n in the
nonintegrable model, so Eq. (2) simplifies to
σ2A =
∑
m 6=n
∣∣∣〈ψ(0)|Φm〉〈Φm|A|Φn〉〈Φn|ψ(0)〉∣∣∣2. (3)
Upon closer analysis, this is the basic reasoning that leads
to the exponential suppression of fluctuations with sys-
tem size [26]. However, in general cases, it is impossible
to evaluate this expression analytically.
Theoretical results.– We investigate numerically the
temporal fluctuation σA as a function of α for fixed di-
mensionless parameter λ ≡ 2J0/B. We also extract
from our numerical simulations the size scaling expo-
nent κ from the fit σA ∝ e−κN for N = 3 − 10 spins
[see Fig. 1(b)]. We find two distinct regimes, at small
and large α, separated by the crossover value of α∗ =
ln(2|λ|)/ ln 2 [35]. The crossover between those regimes
can be understood from the competition between the
two terms in Hamiltonian (1), i.e., the magnetic field en-
ergy −B∑i szi (where szi ≡ 12σzi ) and the next-nearest-
neighbor (NNN) spin-spin coupling 2−α+2J0
∑
i s
x
i s
x
i+2,
which, for α > 0, is the leading term responsible for
breaking integrability [35]. In the regime of α  α∗,
by neglecting the NNN (and other long-range) coupling
terms, the Hamiltonian is reduced into an integrable
model. Adding the NNN coupling terms weakly breaks
the integrability and results in many-body dephasing
[12]. We cannot reach this regime in the experiment
since the power-law exponent is α ≈ 0.7. Therefore this
work lies in the opposite regime of α  α∗, where the
long-range coupling terms are dominant over the mag-
netic field energy, and an analytical prediction can be
obtained, as we will show below.
In the global coupling limit (α = 0), the Hamiltonian
Hα=0 = −BSzN + 2J0(SxN )2 +NJ0/2 (4)
is called Lipkin-Meshkov-Glick (LMG) model [46], which
is integrable [47, 48] since there exist N conserved quan-
tities. For example, ~S2n ≡ Sx2n +Sy2n +Sz2n (n = 2, . . . , N)
and the Hamiltonian (4) itself satisfy [~S2n, Hα=0] = 0,
where Sβn ≡
∑n
i=1
1
2σ
β
i with β = x, y, z. In the spe-
cial case of λ → ∞ (B → 0), we can label each en-
ergy level by |S1, S2, · · · , SN−1, SN , SxN 〉 and group all
the eigenstates into N +1 subspaces according to SxN . In
each SxN -subspace, there are
(
N
N/2+SxN
)
degenerate levels.
3We define the notation |Φλ=∞N
2 ,S
x
N
〉 as the eigenstate with
SN = N/2 and spin projection S
x
N at λ =∞.
For finite α > 0, since the interaction term in Hamil-
tonian (1) keeps the total spin projection SxN unchanged,
the eigenstates in different SxN -subspaces are decoupled.
All the degenerate eigenstates in the same SxN -subspace
couple each other resonantly and form new hybridized
eigenstates |Φn〉 appearing in Eq. (2). To estimate σA in
Eq. (3), we assume each many-body eigenstate |Φn〉 to
be a superposition of all the
(
N
N/2+SxN
)
levels in the SxN -
subspace with probabilities fluctuating about their uni-
formly distributed value
(
N
N/2+SxN
)−1
. In the experiment,
the pre-quenched spin state is |ψ(0)〉 = | ↓, ↓, · · · , ↓〉z
which only couples the states with total spin SN = N/2.
Since |Φλ=∞N
2 ,S
x
N
〉 is the only component with total spin
SN = N/2 of the many-body |Φn〉 in the SxN−subspace,
we have ∣∣〈ψ(0)|Φn〉∣∣2 ≈ ( N
N/2 + SxN
)−1
Pλ=∞N
2 ,S
x
N
(5)
with Pλ=∞N
2 ,S
x
N
≡ ∣∣〈ψ(0)|Φλ=∞N
2 ,S
x
N
〉∣∣2. Based on this assump-
tion and the eigenstate thermalization hypothesis (ETH)
[7–11], we are able to obtain an approximate formula for
Eq. (3) [34]
σ2A ≈ 2
∑
SxN ,S
′x
N
Pλ=∞N
2 ,S
x
N
Pλ=∞N
2 ,S
′x
N(
N
N/2+SxN
)
+
(
N
N/2+S′xN
) ∣∣∣Aλ=∞SxNS′xN ∣∣∣2 (6)
with the matrix element Aλ=∞SxNS′xN ≡ 〈Φ
λ=∞
N
2 ,S
x
N
|A|Φλ=∞N
2 ,S
′x
N
〉.
For large N , we have the asymptotic expression that(
N
N/2+SxN
) ∼ 2N√ 2Npi e−2(SxN )2/N . The denominator of
Eq. (6) indicates that σA ∝ 2−N/2, predicting the size
scaling exponent κ = ln
√
2 ≈ 0.35.
Considering both λ and α finite, the formula (6) holds
as long as α  α∗ but the eigenstate |ΦλN
2 ,S
x
N
〉 refers
to the eigenlevel adiabatically connected to |Φλ=∞N
2 ,S
x
N
〉. In
general, there is no simple closed form for the eigenstate
|ΦλN
2 ,S
x
N
〉 with a finite λ. However, Eq. (6) reduces the
calculation of σA to an N ×N eigenvalue problem which
can easily be solved on a computer [49]. As we will show
further below, the analytical predictions compare well
with the experiment (see Fig. 4(a-b) and Ref. [34]).
Experimental results.– To perform this experiment, we
use a trapped-ion quantum simulator [32] where each
effective spin 1/2 particle is encoded in the hyperfine
ground state of one 171Yb+ ion with | ↑〉 ≡2S1/2|F =
1,mF = 0〉 and |↓〉 ≡2S1/2|F = 0,mF = 0〉. The Hamil-
tonian of Eq. (1) is realized by global spin-dependent
optical dipole forces from laser beams, which modulate
the Coulomb interaction to create an effective Ising cou-
pling between spins [50]. The field term is implemented
by asymmetrically detuning the two laser beatnotes gen-
erating the optical dipole forces [34].
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FIG. 2. Time evolution of average magnetization, 〈A〉 =
N−1
∑
j〈σzj 〉, over N = 4 ions out to 2 ms for B = +2pi ×
0.5 kHz (a) and B = −2pi × 0.5 kHz (b). Each data point
is the average of 4000 experiments, reported with the re-
spective statistical error (white bars). For both plots: Blue
are data points, Black and Red are theoretical results with
(σJ0 , σB) = 0 and (σJ0 , σB) = 2pi× (0.1, 0.1)kHz respectively.
Parameters: J0 = 2pi × 0.50 kHz, α = 0.71.
The magnetization fluctuations σA are characterized
by measuring the standard deviation of the average mag-
netization of the sum of all ions in the chain, i.e., 〈A〉 =
N−1
∑
j〈σzj 〉. This is measured with B-fields ranging
from ± 2pi × 0.5 kHz to 2pi × 2.0 kHz. The two plots in
Fig. 2 show the magnetization data measured as a func-
tion of time with a 4-ion chain and B = ±2pi × 0.5 kHz.
Although the decoherence time in our trapped-ion sim-
ulator is long enough to consider J0 and B unchanged
within a single time evolution up to t = 2 ms, the val-
ues of J0 and B may vary between different time evo-
lutions. We assume the coupling strength and magnetic
field in the experiments to be independent and normally
distributed. Then, the averaged observable A at a fixed
time t also needs to be averaged over the experimental
values of J0 and B, resulting in:
〈A(t)〉 = 〈〈ψ(t)|A|ψ(t)〉〉J0,B . (7)
In Fig. 2, the red curves are the theory fits by setting σJ0
and σB both to approximately 2pi × 0.1 kHz. To fit the
experimental data, we use the gradient descent method
to search for the optimal values of σJ0 and σB , which
happen to be roughly equal. Therefore, we set σJ0 and
σB to be the same values for simplicity.
In general, with a positive B-field, we observe more sig-
nificant oscillations than when using a negative B-field.
This can be understood by analyzing the overlap between
the pre-quench state and the post-quench energy eigen-
states (obtained for the post-quench J0 and B values).
For the system parameters given in Fig. 2, the struc-
ture of the post-quench spectrum is such that at high
energies there is a non-vanishing energy gap in the ther-
modynamic limit. Conversely, in the low energy sector
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FIG. 3. Temporal fluctuation σA as a function of λ = 2J0/B for N = 3 − 8 ions from experimental data (blue dots with
white error bars) and from numerical simulations (blue curves) with parameters: (σJ0 , σB) = 2pi × (0.12, 0.12) kHz for N = 3,
2pi× (0.11, 0.11) kHz for N = 5 and 2pi× (0.10, 0.10) kHz for N = 4, 6−8. The blue shade associated with each numerical curve
takes account of the experimental uncertainty of λ. Experimental parameters: see Table I in Supplementary Material.
of the spectrum the level spacing decreases with system
size and the gap vanishes in the thermodynamic limit.
For the positive B-field, the pre-quench state is the su-
perposition of several of the highest excited states of the
spectrum and the energy gap leads to more persistent os-
cillations. For the negative B-field, the pre-quench state
is very close to the ground state of the spectrum [51],
suppressing the oscillations [34].
We plot the standard deviation of the average magne-
tization σA as a function of λ = 2J0/B for fixed N in
Fig. 3. The data for N = 3 to N = 6 agree with the
theoretical prediction. The N = 7 data largely agrees
with theory excluding the two outlying points at nega-
tive λ values. For N = 8, the data points tend to gather
around the 0.07 level indicating that the measurement
noise in this case obscures the measured fluctuations. In
these plots, the values near λ = 0 were not taken because
when B  J0 the ions are predominantly acting param-
agnetically. In this regime, fluctuations are expected to
be very small and well below the noise floor of this ex-
periment. The shape of the data is asymmetric with a
pronounced slope at 2J0/B = 1/2. This point marks the
ferromagnetic (FM) to paramagnetic (PM) phase transi-
tion of the ion chain. The fluctuations are enhanced here
as this is an unstable point for the system. In contrast,
the antiferromagnetic (AFM) to PM transition [52] for
λ < 0 is not as pronounced.
System size scaling.– The temporal fluctuation vari-
ance σ2A given by Eq. (3) is obtained by averaging over
an infinite time window J0t ∈ [0,+∞]. However, in the
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FIG. 4. Logplot of temporal fluctuation σA versus number
of spins N for different λ values: (a)-(c) Analytical results
(red squares) vs numerical results with different time windows
Jt ∈ [0, 2pi] (circles), Jt ∈ [0, 5pi] (triangles) and Jt ∈ [0,∞]
(empty squares) for α = 0.7. (d-f) Experimental results (blue
dots) vs numerical results (circled dots) taken from Fig. 3.
The dashed and solid lines are the fits.
experiment, we can only average over a finite time win-
dow up to t ∼ 2.0 ms ( i.e., 3 or 4 oscillations depending
on the value of λ), as the long-time fluctuations are sup-
pressed by the noise in the parameters J0 and B. In
Figs. 4(a)-(c), we compare the analytical results given by
Eq. (6) to the numerical results with different averaging
5time windows. The short-time-window averaging only
makes sense for small system size as larger system sizes
result in smaller level splittings and makes the period
of temporal fluctuations longer. The fits to the infinite-
time-window averaging show that the system size scaling
exponent is κ ≈ 0.31 (κ ≈ 0.35) for λ = 1.3 (λ = 1.7),
which is close to the theoretical prediction κ = ln
√
2 for
N  1 [34].
In Figs. 4(d)-(f), we compare the experimental data
with the numerical results taken from Fig. 3 for different
λ values. The fits to the experimental data and numerical
results for N = 3 − 5 (λ = 1.7) or N = 3 − 6 (λ =
1.3) show good agreement. For λ = 0.5, our analytical
expression breaks down as the system is in the crossover
regime, but the experimental data still confirm the the
numerical simulations as shown in Fig. 4(f). For λ = 1.7,
the fit to the experimental data gives the system size
scaling exponent κ = 0.25±0.08±0.01, where the superscript
is the uncertainty from the least square fitting and the
subscript is the uncertainty from the statistical errors in
the experiments [34]. We finally note that an exponential
fit of data generated from single-particle dephasing (σA ∝
1/
√
N) [12] for N = 3 − 5 would lead to an exponent
κ ∼ 0.13, which is expected to be even further suppressed
by the noise in J0 an B. A detailed statistical analysis is
presented in the supplementary information. [34].
Summary.– Using a trapped-ion quantum simula-
tor, we have presented the first experimental observa-
tion of persistent temporal fluctuations after a quan-
tum quench with a long-range interacting transverse-field
Ising model. We characterized how the fluctuations in the
average magnetization of the spin chain depend on the
transverse field and the spin-spin interactions. Numeri-
cal simulations compared with experiment show that, as
a function of system size N , the exponential suppression
of temporal fluctuations matches well with the theoreti-
cal prediction.
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7SUPPLEMENTAL MATERIAL FOR
MANY-BODY DEPHASING IN A TRAPPED-ION QUANTUM SIMULATOR
I. TEMPORAL FLUCTUATIONS
Here, our aim is to calculate the variance of temporal
fluctuation given by
σ2A =
∑
m 6=n
∣∣∣〈ψ(0)|Φm〉〈Φm|A|Φn〉〈Φn|ψ(0)〉∣∣∣2. (8)
In Fig. 5(a), we show the energy level structure for the
LMG model for N = 7 ions in the limit λ → ∞, where
the eigenstates are labeled by |Φλ=∞SN ,SxN 〉 with SN the to-
tal quantum spin number and SxN the total spin compo-
nent along x−direction. A finite-α coupling term in the
transverse-field Ising (TFI) model only hybridises the en-
ergy levels inside each SxN subspace. Therefore, we clas-
sify all the eigenstates of TFI model into different SxN
subspaces and use |ΦSxNm 〉 to represent the TFI eigenstate
in each SxN subspace. In this way, the above expression
(8) can be written alternatively
σ2A =
∑
SxN ,S
′x
N
∑
m6=m′
∣∣∣〈ψ(0)|ΦSxNm 〉〈ΦSxNm |A|ΦS′xNm′ 〉〈ΦS′xNm′ |ψ(0)〉∣∣∣2.
(9)
Here, m(m′) are the indices of the eigenstates in the
SxN (S
′x
N ) subspace by sorting their energy levels.
In the experiment, the pre-quenched spin state
|ψ(0)〉 = | ↓, ↓, · · · , ↓〉z only couples the states with total
spin SN = N/2. Thus, |Φλ=∞N
2 ,S
x
N
〉 is the only component
coupled to |ψ(0)〉 in the SxN subspace. Therefore, we have∣∣〈ψ(0)|ΦSxNm 〉∣∣2 = ∣∣〈ψ(0)|Φλ=∞N
2 ,S
x
N
〉∣∣2∣∣〈Φλ=∞N
2 ,S
x
N
|ΦSxNm 〉
∣∣2.(10)
Clearly, the quantity
∣∣〈Φλ=∞N
2 ,S
x
N
|ΦSxNm 〉
∣∣2 is the probabil-
ity of TFI Hamiltonian eigenstate |ΦSxNm 〉 projected on
the LMG basis |Φλ=∞N
2 ,S
x
N
〉. The TFI Hamiltonian is non-
intergrable for α 6= 0. In Fig. 5(b), we plot the matrix
elements of TFI Hamiltonian (α = 0.2, N = 7 ions)
in the LMG basis |Φλ=∞SN ,SxN 〉. In general, as pointed out
by Wigner [1], it is hopeless to try to predict the exact
eigenlevels and eigenstates of a complex non-intergrable
quantum Hamiltonian. Instead, one can use a random
matrix to model the non-intergrable Hamiltonian in a
non fine-tuned basis (e.g., it is a fine-tuning of the ba-
sis to write the Hamiltonian in its own basis). Wigner’s
seminal works, followed by Dyson [2], are now known as
random matrix theory (RMT) [3]. In fact, in real sys-
tems, the Hamiltonian matrix has more structure than a
fully Gaussian random matrix. For instance, one should
account for additional symmetries of Hamiltonian and
look at symmetry sectors as they are decoupled [4]. As
shown by Fig. 5(b), our TFI Hamiltonian (α = 0.2,
N = 7) shows a diagonal block-matrix structure since
the finite-α coupling term hybridizes the levels inside
each SxN subspace of LMG model. While the diago-
nal matrix elements in each block are nearly a constant,
the off-diagonal elements behave like random numbers.
In Fig. 5(c), we plot the probability projection of TFI
Hamiltonian (α = 0.2, N = 7) eigenstates |ΦSxNm 〉 (vertical
axis) on the LMG model eigenstates |Φλ=∞SN ,SxN 〉 (horizontal
axis). Every TFI eigenstate |ΦSxNm 〉 is basically smeared
over the degenerate energy levels in the corresponding
SxN subspace of LMG model. As predicted by RMT [5]
and also conjectured by Berry [6, 7], the superposition
coefficient of a non-integrable Hamiltonian’s eigenstate
on a non-fine tuned basis is a Gaussian random variable
with averaged probability of 1/D, where D is the dimen-
sion of the relevant Hilbert space. In each SxN symme-
try sector of TFI Hamiltonian, we make the assumption
that the superposition coefficients 〈Φλ=∞N
2 ,S
x
N
|ΦSxNm 〉 are ran-
dom numbers with the averaged
∣∣〈Φλ=∞N
2 ,S
x
N
|ΦSxNm 〉
∣∣2 = 1/D,
where D =
(
N
N/2+SxN
)
is the dimension of SxN subspace.
Therefore, we take
∣∣〈Φλ=∞N
2 ,S
x
N
|ΦSxNm 〉
∣∣2 ≈ ( NN/2+SxN)−1 as an
approximation and simplify Eq. (10) into
σ2A ≈
∑
SxN ,S
′x
N
Pλ=∞N
2 ,S
x
N
Pλ=∞N
2 ,S
′x
N
∑
m 6=m′
∣∣∣〈ΦSxNm |A|ΦS′xNm′ 〉∣∣∣2(
N
N/2+SxN
)(
N
N/2+S′xN
) ,(11)
where Pλ=∞N
2 ,S
x
N
≡ ∣∣〈ψ(0)|Φλ=∞N
2 ,S
x
N
〉∣∣2 is the probability of
initial pre-quenched state |ψ(0)〉 = | ↓, ↓, · · · , ↓〉z on the
LMG eigenstate |Φλ=∞N
2 ,S
x
N
〉. The above expression is the
Eq. (5) in the main text.
By further defining the quantity of
A2SxN ,S′xN ≡
∑
m 6=m′
∣∣∣〈ΦSxNm |A|ΦS′xNm′ 〉∣∣∣2(
N
N/2+SxN
)(
N
N/2+S′xN
)
=
∑
m,m′
∣∣∣〈ΦSxNm |A|ΦS′xNm′ 〉 − 〈ΦSxNm |A|ΦS′xNm′ 〉δmm′ ∣∣∣2(
N
N/2+SxN
)(
N
N/2+S′xN
) ,
(12)
we obtain the compact form of Eq. (11)
σ2A ≈
∑
SxN ,S
′x
N
Pλ=∞N
2 ,S
x
N
Pλ=∞N
2 ,S
′x
N
A2SxN ,S′xN . (13)
In order to further simply Eq. (13), one needs to calculate
the matrix element of 〈ΦSxNm |A|ΦS
′x
N
m′ 〉. However, the TFI
Hamiltonian is non-integrable for α 6= 0. Although it is
impossible to obtain an exact analytical expression for a
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FIG. 5. Transverse-field Ising (TFI) model in the parameter limit λ → ∞ (or B = 0). (a) Energy level structure of N = 7
ions for the power-law coupling exponent α = 0, i.e., LMG model. SN is the total spin quantum number of N ions and S
x
N
is the total spin component along the x-axis. Each row contains two degenerate subspaces with opposite SxN (black and blue
lines) due to E ∝ (SxN )2 for the LMG model with λ = ∞. (b) Matrix elements of TFI Hamiltonian (α = 0.2, N = 7 ions) in
the eigenstate basis of LMG model (α = 0, N = 7 ions). The Hamiltonian shows a diagonal block-matrix structure since the
finite-α coupling term only hybridizes the levels inside each SxN subspace of LMG model. While the diagonal matrix elements
in each block (symmetry sector) are nearly a constant, the off-diagonal elements in each symmetry sector behave like random
numbers. (c) The probability of TFI Hamiltonian (α = 0.2, N = 7) eigenstates (vertical axis) projected on the LMG model
eigenstates (horizontal axis). Every TFI eigenstate is basically smeared over the degenerate energy levels in each SxN subspace
of LMG model. (d) Matrix elements of observable A = N−1
∑
j σ
z
j in the eigenstate basis of TFI Hamiltonian (α = 0.2, N = 7).
The block-matrix structure comes from the fact that operator A = N−1
∑
j σ
z
j only couples nearest-neighbouring S
x
N subspaces
of TFI Hamiltonian, e.g., the two blocks with black (red, blue) borders are from the coupling between SxN = − 12 and SxN = + 12
subspaces (SxN = ± 12 and SxN = ± 32 subspaces, SxN = ± 32 and SxN = ± 52 subspaces). The random-like matrix elements of these
blocks can be described by ETH (14), but the variances A2 in different blocks are not the same, which can be distinguished by
the colour intensity in the plots.
generic non-integrable Hamiltonian, we can calculate it
approximately using the so-called eigenstate thermalisa-
tion hypothesis (ETH)[7–11]. Following ETH, we write
the matrix element of TFI Hamiltonian (α 6= 0)
〈ΦSxNm |A|ΦS
′x
N
m′ 〉 ≈ Aδmm′ +
√
A2
D
Rmm′ (14)
where A and A2 are smooth functions of energy levels,
Rmm′ is a random variable with zero mean and unit vari-
ance, D is the many-body Hilbert space dimension. In
Fig. 5(d), we plot the matrix elements of observable A =
N−1
∑
j σ
z
j = 2N
−1SzN in the basis of TFI Hamiltonian
eigenstates |ΦSxNm 〉. Since the observable A = 2N−1SzN
flips the total spin along x−direction, only the nearest-
neighboring SxN subspaces (i.e., S
′x
N = S
x
N±1) are coupled
via operator A. As a result, the whole matrix is divided
into several blocks representing the nonzero coupling be-
tween symmetry sectors of SxN . The matrix elements of
these blocks can be described by ETH (14), but the vari-
ance A2 depends on the block and the relevant Hilbert
dimension can be set as D =
(
N
N/2+SxN
)
+
(
N
N/2+S′xN
)
. We
see that the quantity A2SxN ,S′xN given by Eq. (12) is just
the variance of the random part in the matrix element
Eq. (14), which can be calculated
A2SxN ,S′xN =
A2(
N
N/2+SxN
)
+
(
N
N/2+S′xN
) . (15)
Therefore, we have the variance of temporal fluctuations
from Eq. (13)
σ2A ≈
∑
SxN ,S
′x
N
Pλ=∞N
2 ,S
x
N
Pλ=∞N
2 ,S
′x
N(
N
N/2+SxN
)
+
(
N
N/2+S′xN
)A2. (16)
Notice that the pre-factor A2 in the above expression is
still not determined yet.
To estimate the pre-factor A2 in Eq. (16), we first cal-
culate σ2A near the LMG model ( i.e., α→ 0 but α 6= 0).
In this limit, we can assume all the energy levels are lifted
but the eigenstates are still the ones of LMG model [12].
In this case, since the initial state is prepared with all
the spins down along z-direction, we only need to con-
sider the subspace with the total spin quantum number
SN = N/2 as shown by the first column in Fig. 5(a).
Therefore, we have the fluctuation directly from Eq. (9)
σ2A =
∑
SxN ,S
′x
N
Pλ=∞N
2 ,S
x
N
Pλ=∞N
2 ,S
′x
N
∣∣∣〈Φλ=∞N
2 ,S
x
N
|A|Φλ=∞N
2 ,S
′x
N
〉
∣∣∣2. (17)
The above expression (17) can be considered as the spe-
cial case of the expression (16). We emphasize that
Eq. (17) is NOT valid at at the integrable point α = 0
of LMG model since it is directly deduced from Eq. (8)
(i.e., Eq.(3) in the main text) based on the assumption
that all the energy levels are lifted. For the integrable
LMG model which has exponentially many degeneracies
9with the number of spins, the temporal fluctuation is
given by Eq. (2) in the main text. We need to modify
Eq. (16) before connecting it to Eq. (17). As discussed
above, the LMG eigenstate |Φλ=∞N
2 ,S
x
N
〉 is only energy level
in the SxN subspace coupled to the pre-quenched state
|ψ(0)〉 = | ↓, ↓, · · · , ↓〉z. In other words, all the relevant
blocks of observable A matrix to calculate σA, as shown
in Fig. 5(d), are reduced into 2 × 2 matrices. As a re-
sult, the denominator in Eq. (17), i.e., the Hilbert space
dimension of 2× 2 blocks, should be replaced by D = 2.
By comparing the modified Eq. (16) to the Eq. (17) at
integrable point, we extract the pre-factor
A2 = 2
∣∣∣〈Φλ=∞N
2 ,S
x
N
|A|Φλ=∞N
2 ,S
′x
N
〉
∣∣∣2.
Finally, we obtain the formula (6) in the main text, i.e.,
σ2A ≈ 2
∑
SxN ,S
′x
N
Pλ=∞N
2 ,S
x
N
Pλ=∞N
2 ,S
′x
N(
N
N/2+SxN
)
+
(
N
N/2+S′xN
) ∣∣∣Aλ=∞SxNS′xN ∣∣∣2 (18)
with the matrix element defined by
Aλ=∞SxNS′xN ≡ 〈Φ
λ=∞
N
2 ,S
x
N
|A|Φλ=∞N
2 ,S
′x
N
〉.
As mentioned in the main text, we expect the analytical
formula (18) still works for a finite value of λ, but the
eigenstate |ΦλN
2 ,S
x
N
〉 should be referred to the energy level
adiabatically connecting to |Φλ=∞N
2 ,S
x
N
〉.
We emphasize that several physical assumptions are
made in the derivation of Eq. (18) including the Berry’s
conjecture, ETH and the connection to LMG model. The
validity of Eq. (18) is verified numerically as shown by
Fig. 6. In Figs. (a)-(d), we compare the temporal fluctu-
ations lnσA as function of N calculated from exact diag-
onalization (black empty circles) and analytical formula
(18) (blue solid dots) for different parameter settings.
They agree with each other very well. As discussed in
the main text, Eq. (18) is valid in the parameter regime
α α∗ = ln(2|λ|)/ ln 2. Thus, for a fixed α > 0, it needs
that |λ|  2α−1. In Fig. 6(e), we show that Eq. (18) fails
when the parameter λ is in the regime −2.0 . λ . 0.5 for
α = 0.7 as indicated by the dark region. For the param-
eter |λ| ≤ 0.5, the critical value of power-law exponent
α∗ ≤ 0; thus no value of α > 0 satisfies Eq. (18).
II. TRAPPED-ION EXPERIMENTAL SYSTEM
The ions are trapped in a macroscopic linear Paul trap
with transverse center-of-mass (COM) trap frequency
νCOM = 4.4 MHz. The trap is housed in a cryogenic vac-
uum chamber in order to reduce the background vacuum
pressure [13]. To conduct the experiment, the spins are
initialized into the | ↓↓ ... ↓〉z state by optical pumping
with resonant 369.5 nm light. Coherent spin rotations
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FIG. 6. Compare the temporal fluctuations lnσA calculated
from exact diagonalization up to N = 12 spins (black empty
circles) and analytical formula Eq. (18) up to N = 15 spins
(blue solid dots). Figs. (a-d) show lnσA as functions of system
size N while Fig. (e) shows lnσA as a function of λ.
and spin-spin interactions are performed using 355 nm
counter-propagating Raman beams.
In order to generate the Hamiltonian (1) in the main
text, we use the Mølmer-Sørensen (MS) protocol [14] by
applying a bichromatic Raman beatnote at frequencies
ω0 ± µ, where ω0/2pi = 12.643 GHz is the qubit fre-
quency. The bichromatic beat-notes off-resonantly ex-
cite the transverse modes of motion generating the Ising
Hamiltonian [15].
H =
∑
i<j
Jijσ
x
i σ
x
j , Jij = Ω
2ωR
∑
m
bimbjm
µ2 − ω2m
. (19)
Here Ω is the global carrier Rabi frequency coupling the
electronic states |↓〉z and |↑〉z, ωR = ~∆k2/(2M) is the
recoil frequency, bim is the normal mode transformation
matrix element of the i-th ion with themth normal mode,
∆k is the difference wave-vector between the two Raman
beat-notes, M is the mass of a single ion, and ωm is
the frequency of the m-th normal mode. Equation (19)
shows that the collective modes of vibration of the ion
chain mediate the long-range spin-spin coupling. The
transverse field, along zˆ, is created by ±µ → ±µ + B
to the red and blue Raman beat-notes, generating an
effective magnetic field of strength B/2 [16].
At the end of each experimental sequence, we mea-
sure each spin’s magnetization with spin-dependent flu-
orescence using Andor iXon Ultra 897 EMCCD camera.
A 369.5 nm laser resonant with the 2S1/2 |F = 1〉 ↔
2P1/2 |F = 0〉 transition causes photons to scatter off
each ion if the qubit is projected to the |↑〉z ‘bright’ state.
Conversely, ions projected to |↓〉z ‘dark’ state scatter neg-
ligible number of photons as the laser is detuned from the
resonance by the 2S1/2 hyperfine splitting [17].
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Experimental Details
Ions Mean α Total exp. points Range of J0/2pi (kHz)
3 0.725815 1000 0.53 - 0.541
4 0.709570 1000 0.50 - 0.60
5 0.692255 1000 0.45 - 0.55
6 0.678499 1200 0.41 - 0.53
7 0.664681 1200 0.39 - 0.52
8 0.648291 1400 0.38 - 0.48
TABLE I. Experimental values used for N = 3 to 8 ions.
We work in the far-detuned regime (µ − ωCOM 
ηΩCOM , where η =
√
ωR/ωCOM is the Lamb-Dicke fac-
tor), in order to reduce the residual spin-motion entangle-
ment, caused by off-resonant excitation of the ion chain’s
motional modes [18]. Residual spin-motion entanglement
results in bit-flip errors on the spin as motional degrees
of freedom are traced out at the end of the experiment.
The probability of this error to occur on the ith ion is
proportional to pi ≈
∑N
m=1(ηimΩ/δm)
2, where ηim =
bim
√
ωR/ωm and δm = µ− ωm is the beatnote detuning
from the mth motional mode [19]. To minimize this er-
ror, we choose δCOM such that (ηCOMΩ/δCOM )
2 . 1/9.
As we are working in the far-detuned regime, the spin-
spin interaction is reduced, making the system suscepti-
ble to slow noise, both in J0 and in B. Therefore, in the
course of data collection, we routinely balance the differ-
ential light shift generated by the red and blue Raman
beatnotes, that creates an offset in the effective magnetic
field B. While the light shift is fairly stable over the
course of one experimental scan (which takes ∼ 2 min-
utes), the net light shift can change between different
scans, mainly because of noise in beam pointing, inten-
sity and trap frequency. This drift is detected with a
Ramsey experiment and is calibrated out, resulting in a
standard deviation σB of about 2pi × 0.1 kHz. The near-
est neighbour spin-spin interaction J0 was also measured
before and after taking a set of data and will drift by
around 5% peak-to-peak.
After the quench with Hamiltonian (1) in the main
text, the spins are allowed to evolve and are measured
at 50 time-steps between (0-2.0) ms. The magnetization
of the spins is measured in the zˆ basis. During a given
scan, 200 experiments per time-step are taken. Each ex-
perimental scan is repeated 5-7 times (Table I) in order
to have a large sample which will suppress the measure-
ment noise. This allows for the detection of persistent
fluctuations.
Table I summarizes the experimental values used. The
number of ions used were 3 to 8 ions and the number of
total experiments taken increased with ion number since
the fluctuation signal decreases as ion number increases.
For each ion, and for each time step, all of the data
points are averaged 1000-1400 times depending onN (Ta-
ble I). Then, all of the ions in a given time step are av-
eraged. This results in data that are plotted as average
magnetization as a function of time as shown in Fig. 2 in
the main text. The standard deviation of the last 48 (out
of 50 total) steps is taken to characterize the temporal
fluctuations.
The standard deviation of the average magnetization
can be plotted as a function of λ = 2J0/B, where B
takes on the values of ±2pi × (0.5, 0.75, 1.0, 1.5, 2.0) kHz
as shown by Fig. 3 in the main text. Data at some other
B values are used to better resolve features of the curve.
The standard deviation of temporal fluctuations was cal-
culated from the last 48 time steps (from Fig. 2 in the
main text). The standard deviation and the error bars
on those values (Fig. 3 in the main text) were calculated
as described in the next section. In Fig. 4 in the main
text, the data points with fixed values of λ = 2J0/B are
plotted for different numbers of ions in the experiment
and compared to the numerical results.
III. MEASUREMENT ERROR BARS
A. Error bars in Fig. 2 of main text
The observable we measured is the average magnetiza-
tion of N spins given by
A(ti) =
1
N
N∑
j=1
σzj (ti). (20)
Here, σzj (ti) represents the magnetization of spin j at
time step ti, which is obtained by performing M mea-
surements. Each measured value of σzj,k(ti) with mea-
surement index (k = 1, 2, · · · ,M) is a random binary
number, i.e., σzj,k(ti) is +1 for spin up and −1 for spin
down. The sample mean is given by
σzj,M (ti) ≡
1
M
M∑
k=1
σzj,k(ti). (21)
In the limit of M → ∞, the sample mean σzj,M (ti) con-
verges to the fixed population mean value σzj (ti). The
sample variance of measured values is given by
σzj,M (ti)
2 ≡ 1
M
M∑
k=1
(
σzj,k(ti)− σzj,M (ti)
)2
. (22)
In the limit of M → ∞, the sample variance σzj,M (ti)2
converges to the population variance Var[σzj (ti)].
However, in the experiments, the number of measure-
ments M is finite. As a result, both σzj (ti) and σ
z
j,M (ti)
2
are random variables. The expected value of σzj,M (ti)
2
can be calculated from Eqs. (21) and (22), i.e.,
E
[
σzj,M (ti)
2
]
=
M − 1
M
Var[σzj (ti)]. (23)
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Hence, σzj,M (ti)
2 gives an estimate of the population vari-
ance that is biased by a factor of (M − 1)/M . For this
reason, σzj,M (ti)
2 is referred to as the biased sample vari-
ance. The unbiased sample variance is defined by
vzj,M (ti)
2 ≡ M
M − 1σ
z
j,M (ti)
2
=
1
M − 1
M∑
k=1
(
σzj,k(ti)− σzj,M (ti)
)2
. (24)
The sample mean σzj,M (ti) is also a random variable
due to finite sampling. By repeated sampling and record-
ing of the means obtained, a sampling distribution of dif-
ferent means is generated. This distribution has its own
mean and variance. The standard deviation of this sam-
pling distribution is called the standard error of the mean
(SEM), which is given by
Σ
σzj (ti)
=
√
Var[σzj (ti)]
M
≈
√
vzj,M (ti)
2
M
(25)
Since the population variance Var[σzj (ti)] is seldom
known, we have replaced it by the unbiased sample vari-
ance vzj,M (ti)
2.
In the end, we calculate and plot the sample mean of
A(ti) by finite measurements, i.e.,
AM (ti) =
1
M
M∑
k=1
Ak(ti) =
1
N
N∑
j=1
σzj,M (ti). (26)
Here, Ak(ti) is the value of k-th measurement at time step
ti. The average magnetization per time step, AM (ti), was
calculated by averaging the magnetization per ion over
the number of ions in the experiment for each time step
where each spin is weighted evenly. Using the number
of experimental shots given in Table I and the average
magnetization of a given ion, the standard deviation of
the corresponding Binomial distribution was obtained for
each ion at a given time step, i.e., Σ
σzj (ti)
for the j−th
ions. The error in AM (ti) is produced by taking the
values Σ
σzj (ti)
and adding them in quadrature with even
weight using the equation
Σ
AM (ti)
=
√√√√ N∑
j=1
(
1
N
Σ
σzj (ti)
)2
. (27)
The quantity ΣAM (ti) is plotted as the error bar for each
data point shown in Fig.2 in the main text.
B. Error bars in Fig. 3 of main text
The temporal fluctuations are the values of AM (ti) for
different time steps. For given time interval ti ∈ [t0, t0 +
T ], the mean of temporal fluctuations is defined by
〈A〉 ≡ 1
T
∫ t0+T
t0
AM (ti)dt. (28)
The variance of temporal fluctuations is defined by
σ2A ≡
1
T
∫ t0+T
t0
(
AM (ti)− 〈A〉
)2
dt. (29)
In the experiment, we only measure A at n discrete time
steps and use them to calculate the mean of temporal
fluctuations
〈An〉 = 1
n
n∑
i=1
AM (ti) (30)
and the standard deviation of temporal fluctuations
σA,n =
√√√√ 1
n
n∑
i=1
(
AM (ti)− 〈An〉
)2
. (31)
To obtain the SEM of the quantity Eq. (31), we take the
derivative of Eq. (31) with respect to AM (ti), i.e.,
DσA,n(ti) =
1
2
[σ2A,n]
−1/2 2
n
[AM (ti)− 〈An〉]
=
AM (ti)− 〈An〉
nσA,n
. (32)
The final error value used to plot Fig. 3 in the main
text is then obtained by adding the values of DσA,n(ti)
multiplied by ΣAM (ti) in quadrature (over the last 48
data points of Fig. 2 in the main text), i.e.,
ΣσA,n =
√√√√ti=50∑
ti=3
[
DσA,n(ti)ΣAM (ti)
]2
. (33)
IV. SYSTEM SIZE SCALING
A. Extracting scaling exponent
In this section, we discuss how the system size scaling
exponents shown in Fig. 4 in the main text are extracted
from the numerical and experimental data. We clarify
the uncertainties of scaling exponent and show plots for
more values of λ.
First, we introduce the linear least squares fitting tech-
nique. Given a set of data points from numerical simu-
lations or experimental measurements,
{(xi, yi) | i = 1, 2, · · · , n},
we search for a linear function
f(x, a, κ) = a+ bx
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FIG. 7. Logplot of temporal fluctuation σA versus number
of spins N for different values of λ: (a-b) Analytical results
(red squares) vs numerical results with different time windows
Jt ∈ [0, 2pi] (circles), Jt ∈ [0, 5pi] (triangles) and Jt ∈ [0,∞]
(empty squares) for α = 0.7. (c-d) Experimental results (blue
dots) vs numerical results (circled dots) taken from Fig. 3
in the main text. The black dashed lines in Figs. (a-b) are
the fits to the numerical infinite-time-window averaging data,
while the solid blue lines and the dashed blue lines in Figs. (c-
d) are the fits to the experimental data and numerical data
respectively.
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FIG. 8. Logplot of temporal fluctuation σA versus number of
spins N for large values of λ = ±5.0 (a-b) and λ = ±10.0 (c-
d): analytical results (red squares) vs numerical results with
infinite time window averaging (empty squares) for α = 0.7.
The solid red lines and the dashed black lines are the fits to
the analytical results and the numerical infinite-time-window
averaging results respectively.
to fit the data points. To get the best fit line, we define
the error function
R2 =
n∑
i=1
[yi − f(xi, a, b)]2. (34)
The minimum of R2 is determined by ∂R2/∂a = 0 and
∂R2/∂b = 0. The final results are
b = ssxy/ssxx, a = y¯ − bx¯, (35)
where y¯ =
∑n
i=1 yi/n, x¯ =
∑n
i=1 xi/n, and
ssxy ≡
n∑
i=1
(xi − x¯)(yi − y¯)
ssxx ≡
n∑
i=1
(xi − x¯)2
ssyy ≡
n∑
i=1
(yi − y¯)2. (36)
Since there are residual errors between the actual data
point yi and the best-fitted point f(xi, a, b), i.e., ei =
yi − (a + bxi), one can define s as an estimator for the
errors
s =
√√√√ n∑
i=1
e2i
n− 2 =
√
ssyy − ss
2
xy
ssxx
n− 2 . (37)
The standard error of b is given by [21]
SE(b) = s/
√
ssxx (38)
which is the uncertainty of b from the least square fitting.
If each data point yi further has statistical error with
variance Var[yi], there is additional uncertainty of b
Σ(b) =
√√√√ n∑
i=1
( ∂b
∂yi
)2
Var[yi] (39)
which is the uncertainty of b from the statistical errors.
In Fig. 4 in the main text, we have shown the system
size scaling for positive λ > 0 values. Here, in Fig. 7
and Fig. 8, we show the plots for negative λ < 0 values.
We choose the number of spins N as xi data and the
logarithm of temporal fluctuations lnσA as yi data. We
show the fits to both the experimental data and numer-
ical results. We indicate the uncertainties of system size
scaling exponent (κ = −b) from the least square fitting
(superscript) and the statistical errors (subscript) in the
experiments.
In Figs. 7(a)-(b), we compare the analytical results
from Eq. (6) in the main text with the numerical results
with infinite-time-window averaging data. In Figs. 7(c)-
(d), we compare the experimental data with the numer-
ical results taken for λ = −2.0 and λ = −1.0.
In Figs. 8, we extract the system size scaling expo-
nents from both analytical results and numerical results
for λ = ±5.0 and λ = ±10.0. Our analytical results
agree with numerical simulations, and the extracted sys-
tem size exponents are close to the theoretical prediction
κ = ln
√
2 for N  1. In fact, our analytical expression is
valid in the regime of |λ 2α−1| as discussed in Section
and shown in Fig. 6(e).
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Student’s t-test
λ κ SE(κ) tκ-statistic p-value
1.7 0.2475 0.0785 1.497 0.188
1.3 0.1651 0.0252 1.393 0.149
-2.0 0.1744 0.142 0.313 0.404
TABLE II. Student’s t-tests of system size scaling exponents
for different λ values.
B. Student’s t-test
In this section, we perform the Students t-test to esti-
mate the likelihood of measuring the observed slopes un-
der the null hypothesis of single-particle dephasing. For
the single-particle dephasing, the temporal fluctuations
follow the power-law σA ∝ 1/
√
N [12], an exponential
fit of data generated from single-particle dephasing for
N = 3 − 5 would lead to an exponent κ0 ∼ 0.13. In the
fits to the experimental data for some λ values, we ob-
tain larger scaling exponents, e.g., κ = 0.25 for λ = 1.7,
κ = 0.17 for λ = 1.3 and λ = −2.0. However, due to the
small number of samples, i.e., n = 3 (λ = 1.7,−2.0) or
n = 4 (λ = 1.3), we need to consider the standard er-
ror Σ(κ), given by Eq. (38), of the exponent κ extracted
from the data. We take the single-particle-dephasing ex-
ponent κ0 = 0.13 as the null hypothesis and calculate the
statistical quantity
tκ =
κ− κ0
SE(κ)
, (40)
which follows the Student’s t-distribution with n− 2 de-
grees of freedom. Then, we calculate the one-sided p-
value
p = Pr(t > tκ) =
∫ +∞
tκ
f(t)dt, (41)
where f(t) is the probability density function of Student’s
t-distribution given by
f(t) =
Γ(ν+12 )√
νpiΓ(ν2 )
(
1 +
t2
ν
)− ν+12
(42)
with ν the degrees of freedom (ν = n − 2 for the linear
regression). The p-value is the probability of obtaining
the measured scaling exponent κ given that the null hy-
pothesis of single-particle dephasing is true, purely due
to random fluctuations.
In Table II, we display the p-values for different λ
values. The test for λ = 1.3 has the smallest p =
0.149, which means under the hypothetical assumption
of single-particle dephasing the actually observed slope
is unlikely to be encountered purely by random fluctu-
ations. Considering the noises in J0 and B, the single-
particle-dephasing exponent would be smaller than κ0 =
0.13. Thus, the statistical significance of the deviation
from our actually observed slope increases when taking
into account this effect.
It is also important to notice that the fits to the nu-
merical results also have finite p−values. For example,
as shown the Fig. 4(e) in the main text, the scaling ex-
ponent extracted from the numerical data for λ = 1.3 is
κ = 0.19 with standard error SE(κ) = 0.04, which re-
sults in tκ = 1.5 and p = 0.136. This means the theory
itself does not predict a perfect linear fit if one takes into
account experimental slow drifts. In fact, to fit the ex-
perimental data, we choose different α values for different
ion numbers as displayed in Table I. The consistency of
p-values between the experimental data test (p = 0.149
for λ = 1.3) and the numerical data test (p = 0.136 for
λ = 1.3) actually further confirms that our experiment
supports our theory, while the theory predicts the ex-
tremely significant exponential system size scaling with-
out noises as shown in Fig.4 (a) (p = 0.001) and Fig.4 (b)
(p = 0.0015) in the main text. We note that for λ = −2.0
the p-value is higher with respect to the other two cases.
We attribute this discrepancy to the asymmetry in the
magnetization fluctuations as a function of λ. As ex-
plained in the next section, the amplitude of the fluctua-
tions at negative λ are lower than the respective positive
λ values. This means that the measurement is more sen-
sitive to our noise baseline (see Fig. 3c) and the rejection
of the null hypothesis has lower confidence. In the next
section we will explain the origin of the asymmetry in the
magnetization fluctuations as a function of λ.
V. ASYMMETRIC FLUCTUATIONS
We discuss in detail the asymmetric dynamical be-
haviours of the observable 〈A(t)〉 for the magnetic field
with opposite signs. In Fig. 9(a) and (b), we plot the
energy spectrum (black dots) with ascending order and
the probability (red bars) of initial state (all spins down
along z−direction) over the eigenstates for the magnetic
field B = +2pi × 0.5 kHz and B = −2pi × 0.5 kHz respec-
tively.
First, we see the energy spectra for opposite magnetic
fields are identical. This is not difficult to understand
since the Hamiltonian, i.e.,
H = J0
∑
i<j
1
|i− j|ασ
x
i σ
x
j −
1
2
B
∑
i
σzi , (43)
is invariant by the transformation B → −B and ~σi →
−~σi for all the spins.
Second, the spectrum is asymmetric with respect to
the zero value. At high energies there is a significant en-
ergy gap, while at low energies there is no obvious gap.
This is due to the long range interaction. For the nearest-
neighbor coupling (α = ∞ or α−1 = 0), the spectrum is
symmetric with respect to zero since the sign of Hamil-
tonian can be reversed by flipping all the spins along
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FIG. 9. Energy level structure in the presence of long-range interaction. (a) and (b) Energy of eigenlevels with ascending order
(black dots) and the probability distribution of initial state (red bars). Parameters: J0 = 2pi × 0.5 kHz, α = 0.73. (c) The
averaged energy of different spin states as a function of interaction range, i.e., the inverse of power-law coupling exponent α−1.
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FIG. 10. Energy level structure for different number of ions
(N = 4, 8, 12) with parameters J0 = 2pi × 0.5 kHz, α = 0.73.
z−direction σzi → −σzi and changing the sign of all the
neighboring coupling terms σxi σ
x
i+1 by flipping every two
spins along x−direction. In the case of positive coupling
J0 = 2pi × 0.5 kHz and B = ±2pi × 0.5 kHz, the lowest-
energy state is the anti-ferromagnetic (AFM) state along
x−direction which is superposition of AFM states | →
,←,→,←〉 and | ←,→,←,→〉, while the highest-energy
state is the ferromagnetic (FM) state along x−direction
which is superposition of FM states | →,→,→,→〉 and
| ←,←,←,←〉.
However, when the interaction range becomes longer
by tuning α smaller, the averaged energy 〈H〉 over the
FM states on the top of spectrum increases much faster
than the AFM energy at the bottom of spectrum. This
is shown by the two black curves in Fig. 9(c). For
the AFM states, the different long-range coupling terms
〈σxi σxj 〉(j > i) have different signs and thus can cancel
each other. However, for the FM states, all the long-
range coupling terms have positive sign and thus increase
the energy uniformly. As the longer interaction makes
the spin flipping more difficult, a big energy gap appears
the top of the energy spectrum.
Third, the initial state with all spins down along
z−direction (i.e., | ↓, ↓, ↓, ↓〉) stays on different sides of
the spectrum depending on the sign of magnetic field B.
For the positive magnetic field B = +2pi × 0.5 kHz, the
averaged energy 〈H〉 is positive and the initial state is
the superposition of several of the highest exited states
of the spectrum as shown in Fig. 9(a). The energy gap
leads to short-period and more obvious oscillations. For
the negative magnetic field B = −2pi×0.5 kHz, the aver-
aged energy 〈H〉 is negative and close to the bottom side
of spectrum shown in Fig. 9(b) and (c). Actually, the
initial states is basically dominant by the ground state,
suppressing the oscillations.
Last, we show the energy spectra for different system
sizes N = 4, 8, 12 in Fig. 10. For the system param-
eters J0 = 2pi × 0.5 kHz, α = 0.73, there is always a
non-vanishing energy gap in the high energy sector of the
spectrum as increasing the number of ions. In the low en-
ergy sector of the spectrum, the level spacing decreases
with system size increasing and the gap is expected to
vanish in the thermodynamic limit. As a result, the en-
ergy gap at the high excited states leads to more per-
sistent short-period oscillations while the persistent the
oscillations at the ground state side are much suppressed
and have long periods.
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