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Numerical Evolution of axisymmetric vacuum spacetimes: a code based on the
Galerkin method
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Instituto de F´ısica - Departamento de F´ısica Teo´rica
Cep 20550-013. Rio de Janeiro, RJ, Brazil
(Dated: October 30, 2018)
We present the first numerical code based on the Galerkin and Collocation methods to integrate
the field equations of the Bondi problem. The Galerkin method like all spectral methods provide
high accuracy with moderate computational effort. Several numerical tests were performed to verify
the issues of convergence, stability and accuracy with promising results. This code opens up several
possibilities of applications in more general scenarios for studying the evolution of spacetimes with
gravitational waves.
PACS numbers: 04.25.D-, 04.30-w
I. INTRODUCTION
In their seminal works Bondi et al [1, 2] have launched
the basis for a detailed description for the dynamics of the
exterior axisymmetric spacetime of a bounded source un-
dergoing a process of gravitational wave emission. They
have established the suitable form of the metric, the field
equations and also exhibited the set of permissible coor-
dinate transformations that preserves the nature of the
metric of the Bondi problem. Their most important re-
sult was the introduction of the news function that deter-
mines the rate of mass loss due to gravitational wave ex-
traction, along with providing an invariant characteriza-
tion of the presence of gravitational radiation. Nonethe-
less, another important pioneering aspect of this work
was the presentation of the field equations in the scheme
of characteristics [3] more than ten years before the for-
malization of the Cauchy approach [4] of Einstein equa-
tions.
The first numerical code to integrate the Bondi equa-
tions was developed by Issacson, Welling and Winicour
[5], and later improved by a version that avoided insta-
bilities near the vertex [6]. Other groups have also pre-
sented distinct strategies for constructing their codes as,
for instance, using the tetrad formalism [7] or combin-
ing Cauchy and characteristics evolution that allowed the
extension of the Bondi problem to full axisymmetry [8].
A detailed description of the numerical schemes for the
characteristic evolution can be found in Ref. [3], but the
common feature shared by all of these codes is that they
were constructed using finite difference techniques.
Spectral methods such as Galerkin, Collocation, Tau,
etc [9] belong to the general class of Weighted Residual
Methods [10]. These methods represent an alternative
strategy to solve numerically any differential equation
for which the solution is approximated by a finite se-
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ries expansion with respect to a convenient set of an-
alytical functions known as basis functions. This se-
ries expansion is such that some quantity - a measure
of error or residual - which should be exactly zero is
forced to be zero in an approximate sense. To illus-
trate briefly this important aspect, let us consider a
function f(x) that is approximated by a series expan-
sion fN (x) =
∑N
k=0 akψk(x), where ak are the unknown
modes or coefficients and ψk(x) are the basis functions.
The modes ak are determined by demanding that the
residual RN ≡ f(x) − fN(x) is set to zero in some ap-
proximate sense as indicated by,
〈RN , φj〉 =
∫ b
a
RNφjwdx = 0, (1)
where j = 0, 1, .., N , φj(x) are the test functions and w
is the weight. The choice of the test function defines the
type of spectral method. For instance, if φk(x) = ψk(x)
with the basis functions satisfying the boundary condi-
tions we have the Galerkin method. On the other hand
if φj(x) = δ(x − xj), with the xj being the collocation
or grid points, characterizes the Collocation method. In
this case the residual vanishes exactly at the collocation
points or RN (xj) = 0.
As a consequence, any spectral method transforms an
evolution partial differential equation into a finite set of
ordinary differential equations. We highlight two main
features of spectral methods: (i) considerable economy
of the computational resources to achieve a given accu-
racy if compared with the finite difference techniques; (ii)
the possibility of selecting a coordinate system adapted to
the geometry of the problem under consideration that al-
lows the exact treatment of pseudo-singularities present
in the chosen coordinates. As a consequence, the use
of spectral methods in Numerical Relativity [11] has in-
creased considerably in the last years becoming a viable
alternative to the finite difference scheme.
In this work we have developed the first numerical code
based on a variant of the Galerkin method known as
2Galerkin method with numerical integration (G-NI) [12]
and the Collocation method [9, 13, 14] to integrate the
field equations of the Bondi problem. In Section 2 the
field equations are presented along with a brief descrip-
tion of their relevant aspects. The appropriate basis func-
tions for the Galerkin expansions of the metric functions
and the description of the numerical implementation are
presented in Section 3. Section 4 is devoted to present
the numerical tests of the code. Finally, we have made
some concluding remarks in Section 5.
II. THE BONDI PROBLEM
The metric for axisymmetric and asymptotically flat
spacetimes corresponding to the Bondi problem [2] takes
the form
ds2 =
(
V
r
e2β − U2r2e2γ
)
du2 + 2e2βdudr +
+2Ur2e2γdudθ − r2(e2γdθ2 + e−2γsin2θdφ2), (2)
where u is the retarded time coordinate for which the out-
going null cones are denoted by u=constant. The radial
coordinate r is chosen such that the surfaces of constant
(u, r) have area 4pir2, and the angular coordinates (θ, φ)
are constant along the outgoing null geodesics. The func-
tions γ, β, U and V depend on the coordinates u, r, θ and
satisfy the vacuum field equations Rµν = 0 organized in
three hypersurface equations and one evolution equation
as shown by Bondi et al [2]. These equations are, respec-
tively, written as,
β,r =
1
2r(γ,r)
2 (3)
[
r4e2(γ−β)U,r
]
,r
= 2r2
[
r2
(
β
r2
)
,rθ
− (sin2 θ γ),rθsin2 θ + 2γ,rγ,θ
]
(4)
V,r = − 14r4e2(γ−β)(U,r)2 +
(r4 sin θU),rθ
2r2 sin θ + e
2(β−γ)
[
1− (sin θβ,θ),θsin θ + γ,θθ
+ 3 cot θ γ,θ − (β,θ)2 − 2γ,θ(γ,θ − β,θ)
]
, (5)
4r(rγ),ur =
{
2rγ,rV − r2
[
2γ,θU + sin θ
(
U
sin θ
)
,θ
]}
,r
− 2r2 (γ,rU sin θ),θsin θ + 12r4e2(γ−β)(U,r)2
+ 2e2(β−γ)
[
(β,θ)
2 + sin θ
(
β,θ
sin θ
)
,θ
]
. (6)
The subscripts r, u and θ denote derivatives with respect
to these coordinates. Notice that the evolution equation
(6) is the only one that has derivative with respect to u,
while the hypersurface equations contain only derivatives
in the null hypersurfaces u =constant. The regularity
conditions of the spacetime at the origin are:
γ ∼ O(r2), β ∼ O(r4), U ∼ O(r), V ∼ r +O(r3).
(7)
Also, by imposing smoothness of the symmetry axis, it
is necessary that
γ¯ ≡ γ
sin2 θ
, U¯ ≡ U
sin θ
(8)
be continuous at θ = 0, pi. For the sake of convenience we
shall consider γ¯, U¯ when formulating the numerical code
to solve the field equations.
In the seminal work of Bondi et al [2] the characteristic
formulation of the Einstein’s equations [3] was introduced
and analyzed for the first time. The evolution scheme is
the following: once the initial data γ0(r, θ) = γ(u0, r, θ)
is specified, the hypersurface equations (3), (4) and (5)
determine the metric functions β, U and V (modulo in-
tegration constants) on the initial null surface u = u0.
From these results, the evolution equation (6) provides
γ,u on u = u0, and consequently allows the determination
of γ on the next null surface u = u0 + δu, and the whole
cycle repeats providing the evolution of the spacetime.
According to Ref. [2] (see also [5, 6]) the asymptotic
form of the metric functions are,
γ = K(u, θ) +
c(u, θ)
r
+O(r−2), (9)
β = H(u, θ) +O(r−2) (10)
U = L(u, θ) +O(r−1) (11)
3V =
L sin θ
sin θ
r2 + re2(H−K)V1(u, θ)− 2e2HM(u, θ) +O(r−1),
(12)
where V1 is related to the functions H,K,L, andM(u, θ)
is the Bondi’s mass aspect [2, 15]. The Bondi mass
and the news function are determined by the asymptotic
quantities present in Eqs. (9-12) [5, 6, 15], and are con-
nected by the Bondi formula:
dMB(u)
du
= −1
2
∫ pi
0
e2H
ω
N2 sin θdθ, (13)
whereMB(u) is the Bondi mass, N(u, θ) is the news func-
tion and ω is a function that depends of the gauge we are
considering [5]. The corresponding expressions for these
quantities in terms of the asymptotic quantities are pre-
sented in Section 4.
III. THE GALERKIN-COLLOCATION
APPROACH
As a type of spectral method, the G-NI method [14]
establishes that solutions of differential equations are ap-
proximated by finite series expansion with respect to a
basis functions, in which each basis function satisfies the
boundary conditions. In order to implement the Galerkin
method to integrate the field equations (3 - 6), we need
to establish appropriate series expansions for the metric
functions γ, β, U and V .
The proposed Galerkin expansion for γ¯ has the form,
γ¯a(u, r, x) =
Nx∑
j=0
Nr∑
k=0
akj(u)Ψ
(γ)
k (r)Pj(x), (14)
where the subscript a indicates an approximation of
the actual function γ¯, and the angular coordinate was
changed according to x = cos θ. Nr and Nx are the
truncation orders of the radial and angular expansions,
respectively; akj(u) are the modes that depend on the
retarded time u. The Legendre polynomials, Pj(x), are
the natural choice for the angular basis that are regu-
lar at θ = 0, pi or x = ±1. The radial basis functions,
Ψ
(γ)
k (r), are expressed by a suitable linear combination of
the rational Chebyshev polynomials [13] (see Appendix
A) in order to satisfy the boundary conditions (7) and
(9), yielding
Ψ
(γ)
k (r) ∼ O(r2) near r = 0
Ψ
(γ)
k (r) ∼ constant + O(r−1), near J+,
(15)
valid for all k = 0, .., Nr. The asymptotic expression of
γ given by Eq. (9) is recovered by the Galerkin expan-
sion (14) in which the functions K(u, x) and c(u, x) are
expressed in terms of the modes akj and the Legendre
polynomials.
The Galerkin expansions for the metric functions U¯ is
given by,
U¯a(u, r, x) =
Mx∑
j=0
Mr∑
k=0
bkj(u)Ψ
(U)
k (r)Pj(x) (16)
where bkj(u) are the modes, and Ψ
(U)
k (r) (see Appendix
A) represents the radial basis functions that obey the
boundary conditions (7) and (11). We have followed Ref.
[16] and introduced the function S(u, r, x) such that V ≡
r + r2S. As a consequence, S obeys the same boundary
conditions of U¯ , which lead us to propose the following
Galerkin expansion,
Sa(u, r, x) =
Mx∑
j=0
Mr∑
k=0
skj(u)Ψ
(U)
k (r)Pj(x), (17)
where skj are the modes associated to S. The expansion
for the function β ≡ (1− x2)2β¯ follows the same scheme
as above,
β¯a(u, r, x) =
Mx∑
j=0
Mr∑
k=0
ckj(u)Ψ
(β)
k (r)Pj(x). (18)
where ckj(u) are the unknown modes, and the radial basis
functions Ψ
(β)
k (r) (see Appendix A) satisfy the boundary
conditions given by Eqs. (7) and (10).
We proceed by substituting the approximate functions
β¯a, γ¯a, U¯a and Sa into the field equations to obtain the
corresponding residual equations. For the sake of illus-
tration, let us consider the residual equation associated
to the hypersurface Eq. (3),
Resβ¯(u, x, y) = β¯a,y −
1
4
(1− y2)γ¯2a,y (19)
In this expression we introduced the compactified radial
variable y = (r − 1)/(r + 1) in which −1 ≤ y ≤ 1. Since
the expansions for β¯ and γ¯ are approximations, the resid-
ual equation does not vanish exactly, but it is expected
that the residual equation approaches to zero as the trun-
cation orders are increased.
According to the Method of Weighted Residuals [10]
from which the Galerkin method is one of its variants,
the unknown modes are chosen such that the residual
equation is forced to be zero in an average sense [10]. This
means that the inner products of the residual equation
are set to zero, or equivalently,
〈
Resβ¯ , ψ¯kj
〉
=
∫
D
Resβ¯ ψ¯kj(r)wd
2
r = 0, (20)
4where Resβ¯ is the residual equation, ψ¯kj(r) are the test
functions and w the weight function. We have chosen
to use the Collocation method that implies in setting
ψ¯kj(r) = δ(y− yk) δ(x− xj) and w = 1, where yk and xj
are the collocation or the grid points given by:
xk = −1, zeros of dPNxdx , 1,
yk = cos
(
kpi
Mr+1
)
, k = 0, 1, ..,Mr + 1,
(21)
which are the Legendre-Gauss-Lobatto and Chebyshev-
Gauss-Lobatto points [9, 13], respectively. Therefore, the
vanishing of the inner products implies that the residual
equation is forced to be zero exactly at the collocation
points. In the specific case of the residual equation (19),
we have
Resβ¯(u, xj , yk) = 0, (22)
with k = 0, 1, ..,Mr and j = 0, 1, ..,Mx.
In principle, these relations constitute a set of (Mx +
1)× (Mr + 1) algebraic equations connecting the modes
clm with alm. However, large expressions for β¯a and γ¯a
resulting from higher truncation orders produce large al-
gebraic relations if expressed in terms of the unknown
modes akj , ckj . Thus, the numerical manipulation of the
algebraic system would be computationally very costly.
To overcome this difficulty we express the set of equations
(22) as,
(β¯a,y)kj = (β¯,y)kj =
1
4
(1− y2k) (γ¯,y)2kj , (23)
where (β¯,y)kj and (γ¯,y)kj are the grid values of
∂β¯
∂y and
∂γ¯
∂y , respectively. The determination of the grid values
(β¯a,y)kj implies in the determination of the modes clm
since both quantities are linearly related through,
(β¯,y)kj =
Mr∑
l=0
Mx∑
m=0
clm(u)
(
∂Ψ
(β)
l
∂y
)
y=yk
Pm(xj).
(24)
for all k = 0, 1, ..Mr, j = 0, 1, ..,Mx. Therefore, once the
modes clm are known the function β¯a is reconstructed.
A similar strategy was adopted when taking into ac-
count the hypersurface equation (4). However, instead
of using only the representation of the functions given
by their grid values, we have also considered the spec-
tral representation that is based on the corresponding
unknown modes. In this case we have obtained a set
of algebraic equations connecting the grid values (U¯,y)kj
with the modes alm, the grid values (γ¯)kj , (β¯)kj and
the grid values of their derivatives with respect to x and
y. Then, the approximate function U¯a is determined at
FIG. 1. Illustration of the collocation or grid points in the
spatial domain. The line y = −1 represents the origin r = 0
and the future null infinity the line y = 1. Notice that the
grid points are not regularly spaced.
each slice u = constant once the grid values (U¯,y)kj are
known. With respect to the last hypersurface equation
(5), the result of applying a similar treatment is a set of
algebraic equations for the grid values Skj . In Fig. 1 we
show schematically the spatial domain in terms of the co-
ordinates x and y together with the (Mr +1)× (Mx+1)
grid points.
The last step is to consider the evolution equation (6).
As we are going to see in the next Section it is not pos-
sible to set Nx = Mx, Nr = Mr, so that we can not
treat Eq. (6) using collocation method as done for the
hypersurface equations. We propose the use of the G-NI
method to establish that the residual equation must van-
ish in an average sense as indicated by Eq. (20). Two
steps were adopted: first the test functions are no longer
delta Dirac functions, but the same as the basis functions,
Ψ
(γ)
k (r)Pj(x); second, the inner products are evaluated
using the quadrature formulas. In this case we have,
〈
Resγ ,Ψ
(γ)
k (r)Pj(x)
〉
≈
Mr∑
l=0
Mx∑
m=0
(Resγ)lmΨ
(γ)
k (yl)×
Pj(xm)vmwl = 0, (25)
where k = 0, 1.., Nr, j = 0, 1, .., Nx; (Resγ)lm denotes the
values of the residual equation at the grid points (21), and
vm, wl are the discretized weights [9, 13]. These equations
yield a system of (Nr+1)× (Nx+1) ordinary differential
equations for the modes akj(u) schematically represented
by,
5dakj
du
= Fkj , (26)
where each Fkj is a nonlinear function of the modes
alm, blm, slm, the grid values of γ¯, U¯ , β¯, S and the grid
values of their first derivatives with respect to x and
y.Therefore, the field equations are reduced to a system
of ordinary differential equations for the modes akj(u)
and three sets of algebraic equations for the grid values
β¯kj , (U¯,y)kj and Skj . These sets of algebraic equations
together with the dynamical system (26) were generated
in Maple that allowed an efficient symbolic manipula-
tion of the field equations. The evolution scheme starts
with the initial data γ0(r, x) = γ(u0, r, x) from which the
initial modes alm(u0) are fixed. Solving the algebraic
equations allows the determination of the approximate
functions β¯a, U¯a and Sa at u = u0. These functions pro-
vide the grid values and modes necessary to obtain the
modes alm in the next slice u + δu using the dynamical
system (26). The process repeats generating, in this way,
the numerical solution of the system.
IV. CODE TESTS
We now present the numerical tests [6, 16, 17] to check
the accuracy and convergence of our algorithm. We have
implemented second-order Runge-Kutta integrators in
Python and Maple with fixed and variable stepsize to
evolve the dynamical system (26). The integrator solves
the algebraic equations at each step and evaluates the val-
ues and modes necessary to evolve forward the system.
All numerical experiments were performed in a desktop
with Intel R©Core TMi7 processor (3.33 GHz) with 24 MB
of RAM memory.
The first test consists in evolving small amplitude grav-
itational waves and compare it with the exact evolution
determined by the linearized field equations. In the sec-
ond test we have considered the evolution of the interior
SIMPLE solution [6] matched with an asymptotically flat
patch. The third test is a verification of the global energy
conservation according to the Bondi formula.
A. Linearized waves.
The linear regime describes the dynamics of very weak
disturbances of the spacetime and is characterized by β ≃
0 and V ≃ r. In this way the field equations are reduced
to the equations for the metric functions γ and U , where
according to Refs. [2, 6], these equations are equivalent
to a flat scalar wave equation, ✷Φ = 0. Since Φ(u, r, x) is
related to γ and U [6], once the exact solution of the wave
equation is known the corresponding exact expressions
for γ and U are also known.
Let us consider the exact linearized solution corre-
sponding to the harmonic mode l = 6 given by (see Ap-
pendix B),
γ¯[6] =
5A0(693x
4 − 378x2 + 21)r6(2u+ r + 2)
12(u+ 1)8(u+ 2r + 1)7
, (27)
where A0 is an arbitrary constant. In order reproduce
this exact solution with the numerical code we have con-
sidered γ0(r, x) = γ[6](u = 0, r, x) as the initial data and
set A0 = 1.0 × 10−5. The error between the exact and
numerical solutions is expressed by the L2-norms of the
gravitational wave shear K¯(u, x) = K/(1 − x2) (cf. Eq.
(9)) and the asymptotic function L¯ = L/
√
1− x2 (cf. Eq.
(11)). These norms were evaluated for several truncation
orders Nr and their maximum values plotted in Fig. 2.
In both cases we notice the exponential decay of the L2-
norms together with the saturation due to the round off
error occurring for Nr ≥ 16 and Nr ≥ 18, respectively.
FIG. 2. Log-linear plots of the maximum L2 norms between
the exact and approximate K¯ and L¯ associated to the mode
l = 6 (see the Appendix B) evaluated at several truncation
orders. Both measures of error decay exponentially until the
saturation to the round off error is achieved. In the present
numerical experiments we have setMr = Nr+2,Mx = Nx+2,
Nx = 4 and A0 = 10
−5.
In the numerical experiments exploring the linear
regime, some comments about the choice of the trun-
cation orders Nx, Nr,Mx,Mr are pertinent. We have
6considered (Nr, Nx) (see Eq. 14) as the basic or seed
truncation orders from which (Mr,Mx) are related. Due
to the common choice of the angular basis function and
the forms of the radial basis functions, the linearized
equations dictate that Mr ≥ Nr and Mx ≥ Nx + 1.
Both restrictions provide the minimum values forMr,Mx
that guarantee the stability of the code. In a certain
sense, these conditions might be viewed as similar to the
Courant-Friedrichs-Lewis (CFL) condition that dictates
a suitable time step to assure the stability of the code
when the finite difference technique is applied. For the
numerical experiments related to the linear domain we
have fixed Nx = 4 and set Mr = Nr + 2,Mx = Nx + 2,
but other choices can be done for further numerical ex-
periments.
B. The SIMPLE solution.
FIG. 3. (a) Projections of γ on the plane x = 0 evaluated at
several instants. At u = 0 the dotted curve corresponds to the
initial data (29) and the continuous curves from up to down
were obtained numerically. The matching of the asymptot-
ically flat portion of the data to the SIMPLE solution with
A0 = 1.0 is done at ym = 0 or r = 1. The last curve is eval-
uated at u = 0.4. (b) Exponential decay of the L2-norm (30)
evaluated at u = 0.3.
The second code test explores the evolution in the non-
linear regime using the SIMPLE solution [6] which is the
only known exact static solution of the Bondi equations
given by,
eγ =
1
2
(1 + Σ), e2β =
(1 + Σ)2
4Σ
, U = −a
2r sin θ cos θ
Σ
,
V =
r
Σ
(2a2r2 sin2 θ − a2r2 + 1), (28)
where Σ =
√
1 + a2r2 sin2 θ and a is a free scale parame-
ter. This solution is not asymptotically flat and therefore
cannot be used as initial data. We have followed the pro-
cedure outlined in Ref. [6] that consists in constructing
an initial data using the SIMPLE solution restricted to
a region r ≤ rc by smoothly pasting asymptotically flat
null data to it at r = rc. Hence, we proposed the follow-
ing initial data,
(1− x2)γ¯0(r, x) =


ln
[
1
2 (1 + Σ)
]
0 ≤ r ≤ rc
1
[1+(r−rc)2]
2 ln
[
1
2 (1 + Σ)
]
, r ≥ rc,
(29)
where we selected rc = 1. The test consists in verifying
how accurate the code is able to reproduce the interior
static solution inside a region not affected by the non-
static exterior portion of the data, since the matching
boundary propagates along an ingoing null hypersurface.
Fig. 3(a) shows the initial data together with the nu-
merical solution and some profiles evaluated at distinct
instants. To quantify the error we have used the L2-norm
of γ,
L2(γ) =
(
1
2
∫ 1
−1
∫ rs
0
(γexact − γa)2dr dx
)1/2
(30)
where rs = 2/3 delimits the region preserved by the SIM-
PLE solution denoted by γexact. We have evolved the
initial data (29) using the following truncation orders:
Nr = 13, 17, 21, 25 with fixed Nx = 6, and in each case
Mr = Nr+2,Mx = Nx+2 = 8. It is clear from Fig. 3(a)
that the interior static solution is preserved to a graph-
ical accuracy. Fig. 3(b) shows the exponential decay of
the error evaluated at u = 0.3 when the truncation order
is increased, which is an strong indication of the rapid
convergence of the algorithm.
C. Global energy conservation. The Bondi mass.
The last test is to check the global energy conservation
obtained after integrating the Bondi formula (13),
C(u) =MB(u)−MB(u0) + 1
2
∫ 1
−1
dx
∫ u
u0
e2H
ω
N2du = 0.
(31)
7Here MB(u) is the Bondi mass, H(u, x) is given by Eq.
(10) and N(u, x) is the news function. The conformal
factor ω depends on the gauge we are adopting and arises
by connecting the metric of the two geometry of a unit
sphere in the standard Bondi coordinates with the similar
expression in the present coordinate system, or dsˆ2B =
dθ2B + sin
2 θBdφ
2
B = ω
2 (e2Kdθ2 + sin2 θe−2Kdφ2), which
yields,
ω =
2eK
(1 + x)e∆ + (1− x)e−∆ , (32)
where
∆ =
∫ x
0
e2K − 1
1− x2 dx. (33)
It is necessary to determine the functions ω(u, x) and
∆(u) for the Bondi formula. For this we have reexpressed
K(u, x) as,
e2K − 1 = (1− x2)
M¯∑
j=0
αjTj(x), (34)
where M¯ > N , Tj(x) is the Chebyshev polynomial of
jth order, and αj , j = 0, 1, .., M¯ are the modes. These
modes are related to akj according with the expression
for K(u, x) obtained from (14), that is,
K(u, x) = (1− x2) lim
r→∞
Nr,Nx∑
k,j=0
akj(u)Pj(x)Ψ
(γ)
k (r).
From Eq. (34), the integral (33) can be done analyti-
cally providing the function ∆(u) and consequently the
conformal factor ω.
The news function N(u, x) can be written as [6]
N = e−2Hc,u − e−2H (
√
1− x2c2L)′
2c
+
1
2
e−2(K+H) ×
ω(1− x2)
[
(ωe2H)′
ω2
]′
. (35)
The Bondi mass depends directly on the mass aspect
M(u, x) (cf. Eq. (12)) and the terms arising from the
gauge under consideration. Following Ref. [15] the Bondi
mass MB(u) is given by
MB(u) =
∫
1
−1
ω−1
{
1
2
M +
1
4
e−2K [(1− x2)c′′ − 4xc′ − 2c]− e−2Kc′ (H ′ +K′)(1− x2)− e−2Kc (H ′2 − 2H ′K′ −K′2)×
−e−2Kc (H ′2 − 2H ′K′ −K′2)(1− x2)−
1
2
e−2Kc [(1− x2)(H ′′ −K′′)− 4x(H ′ +K′)]
}
dx.
(36)
The standard Bondi frame [2] is characterized by a choice
of a coordinate system for which H = K = L = 0 and
consequently ω = 1. Also, in this frame the Bondi mass
depends only on M(u, x) and Eq. (31) agrees with the
original expression for the Bondi formula [2]. It must be
remarked that all quantities listed above can be read off
directly from the asymptotic expansions of the approxi-
mate expressions Eqs. (14), (16-18).
We have checked the global energy conservation using
several initial data with compact support, as for instance,
γ¯0(r, x) = 216A0
r6(1−x2)2
(1+2r)9 , (37)
γ¯0(r, x) = A0
r2e−(r−0.1)
2
(1−x2)2
(1+r)2 , (38)
where A0 is a free parameter. In Fig. 4(a) we show
the decay of the Bondi mass (continuous line), MB(u),
together with increase of the integral of the news function
(dashed-dotted line), 1/2
∫ u
u0
du
∫ 1
−1
e2H
ω N
2dx. In fact
this behavior is expected since the integral of the news
function represents the amount of mass that is radiated
away. We have considered the initial data (37) in which
A0 = 10, Nr = 16, Nx = 8 and Mx = Nx + 1,Mr =
2Mx. The relative error in energy conservation at each
instant given by |C(u)|/MB(0)×100, is presented in Fig.
4(b). As indicated, the energy conservation is attained
to about 0.58% accuracy.
Two more plots showing the accuracy of the global
energy conservation are shown in Fig. 5. In Fig. 5(a) we
have considered the Gaussian initial data (38) with A0 =
0.1 and the following truncation orders: Nr = 29, Nx =
6, Mx = Nx + 2,Mr = Nr + 2. For the second plot the
following initial data with a richer angular structure as
considered,
γ0(r, x) = 36A0
(0.9− x)2(1 − x2)r4
(1 + r)9
(39)
with A0 = 1, and we have used the same truncation
orders indicated in Fig. 4. Notice that in both cases the
maximum error in energy conservation is below 1.0%.
8FIG. 4. (a) Decay of the Bondi mass (continuous line) for
the initial data (37) where A0 = 0.1 and the integral of the
news function (dashed-dotted line) 1/2
∫
u
u0
du
∫
1
−1
e
2H
ω
N2dx
that measures the mass radiated by gravitational waves. (b)
The relative error |C(u)|/MB(0) × 100 in the global energy
conservation is evaluated up to u = 3.0 for which more
that 99.0% of the initial mass has been radiated. The en-
ergy conservation is attained to about 0.58% accuracy for
Nr = 16, Nx = 8,Mx = Nx + 1 and Mr = 2Mx.
We present in Fig. 6 a sequence of 3D plots of γ¯(u, x, y)
evaluated at several times starting with the Gaussian ini-
tial data (38) with A0 = 0.1. The initial data evolve until
is completely radiated away after some oscillatory behav-
ior with a rich angular structure.
V. DISCUSSION
In this paper we have constructed a numerical code
based on the Galerkin and Collocation method to evolve
axisymmetric vacuum spacetimes described by the Bondi
problem. The first task was to establish the Galerkin
expansions for the metric functions β, γ, U and V . We
selected sets of basis functions such that each component
satisfies the appropriate boundary conditions in accor-
dance with the Galerkin method. The Legendre poly-
nomials are the common angular basis functions for all
expansions (see Eqs. (14), (16-18)), whereas different
FIG. 5. Plots of the relative error |C(u)|/MB(0) × 100 for
the (a) Gaussian initial data (37) with A0 = 0.1, and for the
initial data γ0(r, x) = 36A0(0.9− x)
2(1− x2)r4/(1 + r)9 with
A0 = 1 that display a richer angular structure. In both cases
the relative error in energy conservation is attained bellow to
1.0% accuracy.
choices for the radial basis functions were done since the
boundary conditions are not the same (see Appendix A).
The field equations are constituted by three hypersur-
face equations and one evolution equation. We have ap-
plied the Collocation method for the hypersurface equa-
tions to reduce them to sets of algebraic equations for the
grid values (β¯,y)kj , (U¯,y)kj and Skj for which the approx-
imate metric functions βa, Ua and Sa are reconstructed
at each time. The grid points are schematically indicated
in Fig. 1. This procedure allows to use higher truncation
orders necessary to achieve the desirable accuracy. For
the evolution equation we have applied the G-NI method
taking advantage the grid values of the metric functions
and their derivatives to evaluate the integrals (20) via
quadrature formulas. Then, the algorithm is constituted
by three sets of algebraic equations and one set of or-
dinary differential equations for the modes akj(u). We
have integrated the dynamical system with a second or-
der Runge-Kutta integrator.
The numerical tests confirmed the rapid convergence
of the code with the exponential decay the error as shown
in Figs. 2 and 3. The standard test of reproducing the
9linearized exact solution of the field equations showed
that Mx ≥ Nx + 1 is the only mandatory restriction be-
tween the angular truncation orders to guarantee linear
stability. This relation is a consequence of the use of a
common angular basis function in the expansions of γ¯
and U¯ that can be obtained analytically from the linear
version of the hypersurface equation (4). The other tests
explores the nonlinear domain, more specifically, we have
considered the interior SIMPLE solution and the global
energy conservation with several initial data. In all cases
we have considered a moderated number of collocation
points and modes, but they can be increased according
with the necessity of describing more accurately the evo-
lution of the spacetime.
We point out some possible directions of the present
work. The main idea is to use the present numerical
scheme in the study of axisymmetric collapse of matter,
for instance, a scalar field where the issue of critical phe-
nomena is of interest. Another possibility is to develop
a spectral code using the G-NI and collocation methods
to integrate the field equations of the Bondi-Sachs prob-
lem [18], which is a 3D problem and therefore suitable
to describe general gravitational wave emission from a
bounded source.
FIG. 6. Sequence of the numerical evolution of γ¯(u, x, y) evaluated at several times. The initial data is given by (38) and the
truncation orders are Nr = 29, Nx = 6,Mx = Nx + 2, and Mr = Nr + 2.
Appendix A: Radial basis functions
We present here the radial basis functions Ψ
(γ)
k , Ψ
(U)
k
and Ψ
(β)
k . These functions are constructed using linear
combinations of the rational Chebyshev polynomials [13]
TLk(r) defined in the semi-infinite range 0 ≤ r < ∞
that satisfy the boundary conditions (7), (9-12). The
radial basis functions for the Galerkin expansions of the
functions γ, U and β are given by
Ψ
(U)
k (r) =
1
2
ψk(r) (A1)
Ψ
(γ)
k (r) =
1
4
(
1 + 2k
3 + 2k
ψk+1(r) + ψk(r)
)
, (A2)
Ψ
(β)
k (r) =
1
4
ψk(r) +Akψk+1(r) +Bkψk+2(r) +
Ckψk+3(r) +Dkψk+4(r) (A3)
where ψk(r) = TLk+1(r) + TLk(r), and
Ak =
(2k3 + 14k2 + 25k + 9)
4(7 + 6k + k2)(k + 3)
(A4)
Bk = − 3(k + 1)
4(k2 + 6k + 7)(k + 3)(2k + 7)
(A5)
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Ck = − (k + 1)(4k
4 + 38k3 + 118k2 + 137k + 48)
4(k2 + 6k + 7)(k + 3)(k + 4)(2k + 7)
(A6)
Dk = − (k + 1)(3 + 2k)(2 + 4k + k
2)(k + 2)
4(7 + 6k + k2)(k + 3)(k + 4)(2k + 7)
. (A7)
Appendix B: Linearized wave solutions
The flat scalar wave equation ✷Φ = 0 has the following
regular solution at the hypersurface u = 0:
Φl(u, r, x) =
rlPl(x)
(u+ 1)l(u+ 2r + 1)l+1
, (B1)
where n ≥ 2. According to Ref. [6] the solutions for γ
and U are determined from two quantities, α(u, r, x) and
Z(u, r, x), by (see also [19]),
γ = (1− x2)α,xx, U = −
√
1− x2Z,x, (B2)
where,
r2α,r = (r
2Φ),r, (B3)
r2Z,r = −2[(1− x2)Φ,x],x + 4Φ. (B4)
After substituting the solution (B1) into Eqs. (B3) and
(B4), the solutions for γ and U with harmonics l = 2, 3...
are obtained straightforwardly from Eqs. (B2) as:
γ[l](u, r, x) =
(1− x2)[(l + 2)(u+ 1) + 4r]rlP ′′l (x)
l(u+ 1)l+2(u+ 2r + 1)l+1
(B5)
U[l](u, r, x) = −
2
√
1− x2[l(u+ 1) + 2r]rl−1(l + 2)P ′l (x)
(u+ 1)l+3(u + 2r + 1)l
,
(B6)
where prime means derivative with respect to x.
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