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Abstract
We present integrated wavelets as a method for discretizing the continuous wavelet transform. Using the
language of group theory, the results are presented for wavelet transforms over semidirect product groups. We
obtain tight wavelet frames for these wavelet transforms. Further integrated wavelets yield tight families of
convolution operators independent of the choice of discretization of scale and orientation parameters. Thus these
families can be adapted to specific problems. The method is more flexible than the well-known dyadic wavelet
transform. We state an exact algorithm for implementing this transform. As an application the enhancement of
digital mammograms is presented.
 2003 Elsevier Science (USA). All rights reserved.
Keywords: Wavelet analysis; Integrated wavelets; Tight frames
1. Introduction
In this article we present a discretization of the continuous wavelet transform called integrated
wavelet transform. The integrated wavelet transform is based on so called integrated wavelets which are
constructed by averaging the wavelet in Fourier domain. This idea first appeared in an article by Duval-
Destin, Muschietti, and Torresani [7] on affine wavelets. The construction was intended as a continuous
extension to multiresolution analysis.
The integrated wavelet transform allows a precise reconstruction while providing flexibility in choice
of discrete scales and wavelets. It is thus more flexible than hitherto known algorithms such as the dyadic
wavelet transform and can be adapted to specific problems. We present our new results in the general
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integrated wavelets. Further we give an algorithm for calculating the integrated wavelet transform.
1.1. Motivation
Our studies are motivated by a problem out of the field of image analysis. For analysis we are interested
in a decomposition of the image into well localized pieces making local features in the image easily
accessible. The continuous wavelet transform (CWT) is well known to be a useful tool for this problem
[1–3].
The question of reconstruction in signal analysis often seems to be a purely theoretical problem. Signal
decompositions are typically used to compute features and no reconstruction is performed. But there are
applications where a reconstruction is important. In image enhancement, for example, a typical approach
is to transform the image into the wavelet domain, to modify the coefficients by heuristic rules and
finally to reconstruct an enhanced image from these modified coefficients. While the CWT provides a
model to design such enhancement operators, it is the discrete version of the wavelet transform used for
implementation that determines the outcome of this procedure.
The discrete wavelet transform (DWT) with tensor-product generalization to higher dimensions is
well designed to obtain sparse signal representations as, for example, in signal compression. But tight
constraints on the choice of the wavelet and the lack of translation covariance can be severe drawbacks
for image analysis tasks.
The two-dimensional continuous wavelet transform of the Euclidean group with dilation R2  (R+ ×
SO(2)), studied in detail by Murenzi [15], is better suited for image analysis. It provides the natural affine
operations on images that we use in order to describe the geometry of images.
Our aim is the design of an invertible discretization of the CWT that provides the flexibility to pick
scales where the signal features are. Relevant properties for image analysis are:
• Translation covariance. The outcome of an image analysis algorithm should not depend on the choice
of the image origin.
• Flexibility in the choice of discrete scales. For precise localization in scale we need freedom to
compute scales depending on the image and the features we are interested in. Geometric scales, as
used in pyramidal decompositions, often are not a natural choice; when interesting details of image
structures are known to be concentrated on a small range of scales, for example.
• Freedom in the design of the wavelet. In signal analysis the wavelet often plays the role of a matched
filter. Local extrema of the wavelet coefficient are points of maximum correlation and are interpreted
as detection of the template in the analyzed signal.
1.2. Contents
Section 2 gives a brief summary of well-known basics on the continuous wavelet transform and its
discretization from a group-theoretic point of view.
In Section 3 we define integrated wavelets and introduce the integrated wavelet transform as a
discretization by averaging over wavelet coefficients. We show the existence of a reconstruction formula
and compare our results to the dyadic wavelet transform. Further we prove that in using an appropriate
phase for the integrated wavelets we obtain an approximation of the continuous wavelet transform.
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Section 5 is dedicated to application issues. We give an algorithm to implement the integrated wavelet
transform and show an application from medical image processing where integrated wavelets outperform
previously known algorithms.
2. Basic material
In this section we state well-known basics about continuous wavelet transforms and their discretiza-
tion. We use this section to fix the notation.
2.1. Continuous wavelet transform
Let (U ,H) be a representation U :G→ GL(H) of a locally compact group G on a Hilbert space H.
We call ψ ∈ H \ {0} admissible or wavelet, if g 	→ 〈ψ,Ugψ〉 is in L2(G). U is square-integrable if
it is irreducible and if an admissible function (wavelet) ψ ∈ H exists. Let η,ψ ∈ H. The mapping
WT ψη :g 	→ 〈η,Ugψ〉 is called wavelet coefficient of η with respect to ψ . Let (U ,H) be a square-
integrable representation and ψ ∈H admissible. The continuous wavelet transformation (CWT) WT ψ
is defined as
WT ψ :H→ L2(G), f 	→WT ψf.
In the following we restrict ourselves to groups G= Rm H which are semidirect product of Rm with
a closed subgroup H of GL(m,R). The operation of H in the Fourier domain R̂m is by convention
from the right. Let V ⊂ R̂m be an open H -orbit, i.e., V = γH for some γ ∈ R̂m. We call HV := {f ∈
L2(Rm); fˆ (ω) = 0 for a.e. ω ∈ R̂m \ V } the generalized Hardy space of V . Let π be the left regular
representation of H on L2(Rm). Let Ug = Tbπh be square-integrable on HV ⊂ L2(Rm). In this setting a
function ψ ∈HV is admissible if and only if
0<
∫
H
∣∣ψˆ(ω0h)∣∣2 dµH(h)=: cψ <∞ (1)
for some ω0 ∈ V . Further details on the construction of wavelet transforms over semidirect products can
be found in Bernier and Taylor [4] or Führ [8].
For the application to image processing we apply the Euclidean group with dilation G=Rm (R+ ×
SO(m)), m > 1. The operators Tb, Da , and Rρ stand for unitary translation, dilation and rotation on
L2(Rm). We write g := (b, a, ρ). The only open H -orbit is V = R̂m \ 0. The unitary quasi-regular
representation U of G on L2(Rm) is given by
Ugf (x) := TbRρDaf (x)= 1√
a
f
(
ρ(x − b)
a
)
, x ∈Rm, f ∈L2(Rm).
This representation is square-integrable on HV = L2(Rm). The admissibility condition ensure a
reconstruction in L2(Rm) given by the adjoint operator WT ∗ψ ,
f =WT ∗ψ ◦WT ψf =
1
cψ
∫
WT ψf (g)Ugψ dµG(g), (2)G
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measure of SO(m).
2.2. Frames
A classic approach to discretize the continuous wavelet transform is to use only values of WT ψ on
a countable subset Γ of G. One condition on Γ is that the reconstruction property is preserved. For
such discrete transforms, the concept of frames covers the question of invertibility (e.g., Duffin and
Schaeffer [6]). A family of functions {ϕn}n∈Z ⊂ H is a frame for the Hilbert space H if there exist
constants c,C > 0 called frame-bounds, so that
c‖f ‖2 
∑
n∈Z
∣∣〈f,ϕn〉∣∣2 C‖f ‖2.
The operator F :H→ l2(Z), Ff (n) := 〈f,ϕn〉 is called frame-operator. If c = C the frame is tight. For
every frame there is a dual frame (χn)n∈Z which allows a reconstruction of f by
f =
∑
n∈Z
〈f,ϕn〉χn inH.
If the family that generates the frame is given by a countable subset {Ugϕ}g∈Γ of the group orbit, then
this reconstruction is similar to the continuous formula (2).
In general, the dual frame is different from the analyzing frame. It depends on the discretization
given by the set Γ . Only if the frame is tight, we have χn = (1/c)ϕn. In the nontight case the dual
frame can be calculated by iterative schemes only, the extrapolated Richardson or the conjugate gradient
algorithm [14], for example. Thus, when we need flexibility in the choice of the discretization, tight
frames are preferable.
2.3. Intermediate discretization
If we only discretize the dilation group H , we obtain an intermediate discretization. The operation of
translation by Rm remains continuous, thus the discrete transform is translation covariant, again. A well-
known example of an intermediate discretization like this is the dyadic wavelet transform by Mallat. We
state a theorem by Mallat [14]—originally formulated for dyadic wavelets—in a more general setting for
wavelet transforms over semidirect products.
Theorem 2.1. Let Γ be a nonempty, countable subset of the dilation group H . If for ψ ∈HV there exist
constants c,C > 0 such that
c
∑
h∈Γ
∣∣ψˆ(ωh)∣∣2 C for a.e. ω ∈ V, (3)
then for all f ∈HV
c‖f ‖2 
∑
h∈Γ
1
det(h)
∥∥WT ψf (· , h)∥∥2 C‖f ‖2. (4)
If χ ∈HV satisfies
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h∈Γ
ψˆ(ωh)χˆ(ωh)= 1 for a.e. ω ∈ V, (5)
then for all f ∈HV
f =
∑
h∈Γ
1
det(h)
WT ψf (· , h) ∗ πhχ inHV . (6)
Proof. The proof is a straightforward generalization of the one in Mallat [14, Theorem 5.11] for affine
wavelets. The Fourier transform of fh(u) :=WT ψf (u,h) w.r.t. u fulfills
f̂h(ω)= fˆ (ω)
∣∣det(h)∣∣1/2ψˆ(ωh) for a.e. ω ∈ V. (7)
Multiplication of (3) with |fˆ (ω)|2 yields
c
∣∣fˆ (ω)∣∣2 ∑
h∈Γ
∣∣det(h)∣∣−1∣∣fˆh(ω)∣∣2 C∣∣fˆ (ω)∣∣2 for a.e. ω ∈ V.
Integration of both sides w.r.t. V and application of the Parseval equality yields (4). In the same way
multiplication of (5) with fˆ (ω) and application of (7) yields (6). ✷
Formula (4) is not exactly a frame condition because we did not discretize translations. The associated
family of convolution operators
F :HV → l2
(
L2
(
Rm × Γ )),
with
Ff (h)(x) := det(h)−1/2WT ψf (x,h)= det(h)−1/2f ∗ πhψ˜(x), h ∈ Γ, x ∈Rm,
nevertheless has the same properties as a frame operator. We write f˜ (x) := f¯ (−x) for the involution
operator. The constants c and C in (4) are analogous operator bounds.
If the translation group is discretized equidistantly and the scale parameter is discretized in powers
of 2, there is a pyramidal algorithm with a fast filterbank implementation, compare Mallat [14]. The
frame bounds and the dual wavelet depend on the discretization Γ . Thus if we need a more flexible
discretization of the scale parameter, we have to determine frame bounds and have to find the dual wavelet
χ ∈HV for each discretization Γ that we intend to use.
In the following section we present a different discretization of the CWT. It yields a result similar to
Theorem 2.1, but with tight operator bounds for arbitrary choice of the discretization Γ .
3. Integrated wavelet transform
Now we introduce a different approach to discretize the dilation group H by local averaging of
wavelet coefficients yielding so called integrated wavelets. This idea firstly appeared in an article by
Duval-Destin, Muschietti, and Torresani [7] on affine wavelets. There the construction is intended as
a continuous extension to multiresolution analysis. An approximative pyramidal algorithm is given in
Muschietti and Torresani [16].
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explained in the introduction, we are more interested in flexible discretizations which can be adapted
to specific problems than in pyramidal algorithms. Further we show how to use integrated wavelets
to approximate the CWT. Our discussion results in a new algorithm that allows the approximation of
continuous wavelet coefficients with arbitrary precision while always providing an exact reconstruction
formula.
In the following we sometimes use L1-normalized dilation Da := a−m/2Da which is more natural in
that context.
3.1. Definition of integrated wavelet
We discretize the scale parameter by averaging over wavelet coefficients. For this we look at the
continuous wavelet transform as a continuous partition of unity in Fourier space generated by the wavelet,
formally
fˆ (ω)= 1
cψ
(∫
H
∣∣ψˆ(ωh)∣∣2 dµH (h)
)
· fˆ (ω) for a.e. ω ∈ V.
The idea of integrated wavelets is to decompose this partition into discrete blocks. Therefore we split the
integral over H of the admissibility condition into parts.
Definition 1. Let J be a discrete countable index set. We call a family (Hj)j∈J of compact subsets of
H detail decomposition, if it is a partition with respect to measurability, i.e., µH(H \⋃j∈J Hj)= 0 and
µH(Hi ∩Hj)= 0 for all i = j in J .
The integrated wavelet Ψ j ∈HV with respect to a wavelet ψ and a detail decomposition (Hj)j∈J is
defined in Fourier space by
∣∣Ψ̂ j (ω)∣∣2 := 1
cψ
∫
Hj
∣∣ψˆ(ωh)∣∣2 dµH(h), j ∈ J, ω ∈ V. (8)
Because Hj is compact the integrated wavelet is again admissible. If the wavelet is band-limited, its
integrated wavelet is also band-limited.
The integrated wavelet Ψ j is not yet well-defined because no phase is given. We discuss this in more
detail in Section 3.3. In the following we call both, the function Ψ j and the family (Ψ j )j∈J , integrated
wavelet.
We call the mapping WT I ,
f 	→WT Iψf (b, j) :=
〈
f,TbΨ
j
〉
, b ∈Rm, j ∈ J,
the integrated wavelet transform.
In the case of the dilation group H =R∗+ × SO(m) we construct the detail decomposition of H from a
strictly monotonic decreasing sequence (aj )j∈Z in R∗+ with limj→−∞ aj =∞ and limj→∞ aj = 0 and a
detail decomposition of SO(m) given by (Kl)l∈L, with L a discrete index set. The detail decomposition of
H is Hj,l := [aj+1, aj ] ×Kl , (j, l) ∈ Z×L. In that case the integrated wavelet to a wavelet ψ ∈L2(Rm)
is given by
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cψ
aj∫
aj+1
∫
Kl
∣∣D̂aRρψ(ω)∣∣2 dρ da
a
, j ∈ Z, l ∈L, ω ∈Rm. (9)
Two questions arise naturally: Does a reconstruction formula for the integrated wavelet transform exist?
What is the relation to the continuous transform? In Section 3.2 we answer the first question. In order
to approximate the continuous transform with integrated wavelets we need to refine the definition of
integrated wavelets. This is done in Section 3.3.
3.2. Reconstruction
Integrated wavelets generate a partition of unity in Fourier space,∑
j∈J
∣∣Ψ̂ j (ω)∣∣2 = 1, ω ∈ V, (10)
which can be seen from the admissibility condition (1). This is already the key to a reconstruction.
Compared to Theorem 2.1 on the dyadic wavelet transform we now obtain tight families of convolution
operators.
Theorem 3.1. Let ψ ∈HV be a wavelet. Then for the integrated wavelet (Ψ j )j∈J we have the identity∑
j∈J
∥∥〈f,TxΨ j 〉∥∥2 = ‖f ‖2, (11)
where the norm on the left-hand side is to be taken over x ∈Rm. A reconstruction in L2(Rm) is given by
f =
∑
j∈J
〈
f,T•Ψ j
〉 ∗Ψ j . (12)
Proof. The proof is similar to the proof of Theorem 2.1. Multiply the partition of unity (10) with |fˆ (ω)|2.
Integration on each side with respect to ω and applying the Parseval equality yields∫
Rm
∑
j∈J
∣∣̂˜Ψ j(ω)fˆ (ω)∣∣2 dω= ‖f ‖2.
The left-hand side simplifies further to∫
Rm
∑
j∈J
∣∣̂˜Ψ j(ω)fˆ (ω)∣∣2 dω=∑
j∈J
∫
Rm
∣∣f ∗ Ψ˜ j (x)∣∣2 dx =∑
j∈J
∥∥〈f,TxΨ j 〉∥∥2.
Thus (11) holds.
Eq. (12) is an immediate consequence. One can also obtain it by inserting the definition of the
integrated wavelet and applying the reconstruction formula (2) ✷
We see as a consequence that the image of the integrated wavelet transform WT Iψ is in the Hilbert-
space l2(L2(Rm × J )). Starting with any wavelet and an arbitrary discretization of the dilation group
H we obtain a tight family of convolution operators. This means an explicit reconstruction formula for
arbitrary discretization of scales providing flexibility in the design of adapted transforms exists.
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Our aim is to approximate the CWT in the following sense: for arbitrarily small discretizations the
error between integrated and continuous wavelet coefficients should become arbitrarily small. For this
goal we need two additional properties: Firstly a suitable phase for the wavelet and secondly proper
weights for the coefficients.
Up to now we have constructed an invertible transform only. It does not yet approximate the CWT. It
is important to realize that up to now the integrated wavelet Ψ does not inherit the localization properties
of the wavelet ψ . This is because of the integrated wavelet which is defined by its square modulus in
Fourier space only. We have not yet assigned a phase to it. For reconstruction the phase is irrelevant
because there only the product |Ψ̂ j (ω)|2 appears. But the lack of a phase results in integrated wavelets
Ψ which might not at all resemble the wavelet ψ . An example is given in Figs. 1(a) and 1(b). We solve
this restriction by adding a phase factor.
Definition 2. Let ψ ∈HV ∩ L1(Rm) be a wavelet and (Hj)j∈J a detail decomposition of H . For every
j ∈ J fix hj ∈Hj . We define the phase of the integrated wavelet Ψ j by
arg
(
Ψ̂ j (ω)
) := arg(ψ̂(ωhj)), ω ∈ V. (13)
Fig. 1. (a) Wavelet ψ from Eq. (16). (b) Integrated wavelet Ψ 0, with a0 = 1 and a1 = 2, using no phase. (c) Integrated wavelet
with phase as in Definition 2. (d)–(f) Fourier domain representation. Solid lines indicate the real part, dashed lines the imaginary
part of the function.
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choices; compare the example at the end of this section.
The second problem, the question of proper weights, comes from the integration in (8). Obviously
µ(Hj) determines the L2-norm of Ψ j . We have to renormalize the coefficients to approximate the CWT.
The next theorem shows that with these two additions—phase and weights—integrated wavelet
coefficients approximate the continuous wavelet transform.
Theorem 3.2. For fixed j ∈ J let hj ∈ Hj as above. For i ∈ N choose compact sets Hij such that
Hi+1j ⊂ Hij ⊂ H 1j = Hj and
⋂
i∈NH
i
j = {hj }. Let Ψ j,i be the integrated wavelet with respect to the
set Hij and a wavelet ψ ∈HV ∩L1(Rm).
Then
lim
i→∞
µH
(
Hij
)−1/2〈
f,TbΨ
j,i
〉=WTψf (b,hj ), b ∈Rm. (14)
Further
lim
i→∞
∥∥µH (Hij )−1/2Ψ j,i − πhjψ∥∥22 = 0. (15)
Proof. Application of Parsevals theorem yields
lim
i→∞µH
(
Hij
)−1/2〈
f,TbΨ
j,i
〉= lim
i→∞µH
(
Hij
)−1/2〈
fˆ ,Eb arg
(
ψˆ(ωhj)
)∣∣∣∣
∫
Hij
∣∣ψˆ(ωh)∣∣2 dµH(h)
∣∣∣∣1/2
〉
= 〈fˆ ,Ebψˆ(ωhj)〉=WTψf (b,hj ),
which proves (14).
By definition of the phase of the integrated wavelet we have for all ω ∈ R̂m
sign
(
ψˆ(ωhj)
)= sign(Ψ̂ j (ω)).
Thus pointwise application of the inequality |a − b|2  |a2 − b2|, ab > 0 gives∥∥µH (Hij)−1/2Ψ j − πh−1j ψ∥∥22 = ∥∥µH (Hij )−1/2Ψ̂ j − πhj ψˆ∥∥22  ∥∥µH (Hij )−1∣∣Ψ̂ j ∣∣2 − ∣∣πhj ψˆ∣∣2∥∥1
=
∫
Rm
∣∣∣∣
∫
Hij
µH
(
Hij
)−1∣∣ψˆ(ωh)∣∣2 dµH(h)− ∣∣ψˆ(ωhj)∣∣2
∣∣∣∣dω

∫
Rm
∫
Hij
µH
(
Hij
)−1∣∣∣∣∣ψˆ(ωh)∣∣2 − ∣∣ψˆ(ωhj)∣∣2∣∣∣dµH(h)dω
 sup
h∈Hij
∫
Rm
∣∣∣∣∣ψˆ(ωh)∣∣2 − ∣∣ψˆ(ωhj)∣∣2∣∣∣dω.
For i→∞ we have h→ hj . By strong continuity of the representation π follows limh→hj π̂hψ = π̂hj ψ
in L2-norm. Thus (15) holds. ✷
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G = R  R∗+. Let the wavelet be the first derivative of a Gaussian ψ(x) := 1/
√
2πxe−x2 , x ∈ R, in
Fourier space ψˆ(ω) = iωe−ω2/2. Given a detail decomposition of H = R∗+ by a decreasing sequence
(aj )j∈Z as explained above, we obtain the integrated wavelet by formulas (9) and (13) as
Ψ̂ j (ω)= i
2
sign
((ψˆ(ajω)))√e−(ajω)2 − e−(aj+1ω)2, ω ∈ R̂. (16)
The choice of hj := aj for Definition 2 is trivial here because the phase arg(ψˆ(ω)) is constant for all
ω > 0 and for all ω < 0. Fig. 1 displays the wavelet as well as the corresponding integrated wavelets
obtained with and without phase.
The weights are determined by µR∗+([aj+1, aj ]) = ln(aj/aj+1). Thus the weighted integrated
transform is given by WT I :L2(R)→ l2(L2(R×Z)),
f 	→
((
ln
aj
aj+1
)−1/2〈
f,TbΨ
j
〉)
b∈R, j∈Z
.
4. Frames from integrated wavelets
Up to this point we have only discretized the detail parameter given by the group H . Now we finish
the task of discretization by discretizing the translation group Rm. The outcome are tight frames.
4.1. Tight frames and wavelet frames
We have to discretize the remaining translation group Rm. As a first step we restrict ourselves to
functions f determined on the discrete grid Zm, i.e., functions from Paley–Wiener space.
Theorem 4.1. Let ψ ∈HV be a wavelet and (Ψ j )j∈J the associated integrated wavelet. Then{
TbΨ
j ; b ∈ Zm, j ∈ J} (17)
is a tight frame for the space HV∩[−π,π]m .
Proof. For the proof we modify a construction from Heil and Walnut [9, Theorem 5.1.3]. Assume a
band-limited function f ∈HV with fˆ ∈HV∩[−π,π]m . We have〈
f,TbΨ
j
〉= f ∗ Ψ˜ j (b)= ∫
Rm
fˆ (ω)
̂˜
Ψ j(ω)eibω dω = 〈fˆ ̂˜Ψ j ,Eb〉L2([−π,π]m), (18)
where Eb := exp(−ibω) is the modulation operator. Hence∑
j∈J
∑
b∈Z
∣∣〈f,TbΨ j 〉∣∣2 =∑
j∈J
∥∥fˆ ̂˜Ψ j∥∥2
L2([−π,π]m) =
∑
j∈J
∫
Rm
∣∣fˆ (ω)∣∣2∣∣̂˜Ψ j(ω)∣∣2 dω
=
∫
Rm
∣∣fˆ (ω)∣∣2∑
j∈J
∣∣̂˜Ψ j(ω)∣∣2 dω = ‖f ‖2.
Thus (17) yields a tight frame. ✷
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move the restriction from f to the wavelet ψ . The following theorem shows that we have to restrict
ourselves to detail decompositions (Hj)j that obey the group operation.
Theorem 4.2. Let A<H be a discrete cocompact subgroup and F a fundamental domain for H/A, i.e.,
a Borel-subset F of A such that µ(A \⋃a∈A Fa)= 0 and µ(Fai ∩ Faj )= 0 for all ai = aj in A.
Let Ha := Fa, a ∈ A. Let (Ψ a)a∈A be integrated wavelet with respect to a band-limited wavelet
ψ ∈HV∩[−π,π]m .
Then{
πaTbΨ
0; b ∈ Zm, a ∈A}
is a tight wavelet frame for HV .
Proof. The proof of Theorem 4.1 is based on the compact support of the product fˆ ̂˜Ψ j in formula (18).
If we choose Ψ to have compact support in Fourier space, then we have to make sure that the operation
of A on Ψ is either compact or can be performed by the adjoint operation on f . With the assumptions
we get〈
f,πaTbΨ
0〉= 〈π∗a f, TbΨ 0〉= π∗a f ∗ Ψ˜ 0(b)=
∫
Rm
fˆ (ωa)
̂˜
Ψ 0(ω)eibω dω,
a ∈ A, where the product fˆ (ωa)̂˜Ψ 0(ω) has uniform compact support (as functions with respect to ω).
Hence∑
a∈A
∑
b∈Z
∣∣〈f,πaTbΨ 0〉∣∣2 =∑
a∈A
∥∥fˆ (·a)̂˜Ψ 0( · )∥∥2
L2([−π,π]m) =
∑
a∈A
∫
Rm
∣∣fˆ (ωa)∣∣2∣∣̂˜Ψ 0(ω)∣∣2 dω
(∗)=
∫
Rm
∣∣fˆ (ω)∣∣2∑
a∈A
∣∣̂˜Ψ a(ω)∣∣2 dω= ‖f ‖2.
For (∗) we substitute ω → ω/a. Here we need the fundamental domain structure of Ha . With this
structure the operation of A is well-defined on the functions (Ψ a)a∈A. We have πaΨ 0 = det(a)1/2Ψ a.
Thus the regular discretization of H allows to shift the dilation operator back to the wavelet. ✷
If we construct a frame from integrated wavelets over a subgroup, it becomes a wavelet frame, i.e.,
its elements are a discrete subset of the group orbit Ugψ of an admissible function ψ under the group
operation of G. Thus our frame construction can also be interpreted as a method to construct tight wavelet
frames in the classical sense. Instead of interpreting the frame elements as approximation of wavelet
coefficients for the wavelet ψ , they can be recognized as a classical discretization with respect to the
integrated wavelet Ψ 0.
4.2. Example
Take a look at the dilation group
H :=
{(
a a · s
0 a
)
, a ∈R∗+, s ∈ R
}
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is V :=R∗+ ×R⊂ R̂2. The admissibility condition on ψ ∈HV reads (compare Führ [8, Satz 3.2.3])
0<
∫
V
|ψˆ(ω1,ω2)|2
ω21
dω <∞, ω= (ω1,ω2).
Take the subgroup
A :=
{(
2j 2j · k
0 2j
)
, j ∈ Z, k ∈ Z
}
.
Then a fundamental domain is
F :=
{(
a a · s
0 a
)
, 1/2 a  1, 0 s  1
}
.
By Theorem 4.2 for a band-limited wavelet ψ ∈ HV the set {πhTbΨ 0; b ∈ Zm, h ∈ A} is a tight
wavelet frame for HV spanned by the integrated wavelet
∣∣Ψ̂ 0(ω)∣∣2 :=
1∫
1/2
1∫
0
∣∣π̂a×sψ(ω)∣∣2 ds da
a
.
Take for example the wavelet ψ , defined in Fourier domain as the characteristic function of the set
{(ωx,ωy) ∈ R̂2; 0.5 <ωy < 1, |ωx|<ωy}. Its integrated wavelet is∣∣Ψ̂ 0(ω)∣∣2 = max(0,1− |ωx|
ωy + 1
)
max
(
0, ln
(
min(1,2ωy)
)− ln(max(0.5,ωy))), (19)
ω ∈ V . Fig. 2 shows this integrated wavelet.
Here we observe another property of integrated wavelets. Despite the wavelet ψ is given by a
characteristic function in Fourier space, the integrated wavelet Ψ j is continuous in Fourier space due
Fig. 2. The integrated wavelet Ψ̂ 0 from Eq. (19).
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smoother than the wavelet we started with.
4.3. General integrated frames
What happens if we drop the condition band-limited on the wavelet in Theorem 4.2? Can we hope to
obtain tight frames as easily as before? This is not the case. To construct tight wavelet frames, we have
to take care of both operations: translation and dilation. With integrated wavelets we solve the problem
of dilation only, compare Theorem 3.1. Choosing a band-limited wavelet we handle translations. If we
drop this condition, we obtain the following result on frame bounds.
Theorem 4.3. Let A<H be a discrete cocompact subgroup and F a fundamental domain for H/A. Let
Ha := Fa, a ∈A. Let (Ψ a)a∈A be integrated wavelet with respect to a wavelet ψ ∈HV .
Let
β(s) := sup
ω∈V
∑
a∈A
∑
l∈L
∣∣Ψ̂ 0(ωa)∣∣∣∣Ψ̂ 0(ωa + 2πs)∣∣, s ∈ Zm.
Further let R :=∑k∈Zm\{0}[β(k)β(−k)]1/2 < 1.
Then{
πaTbΨ
0; b ∈ Zm, a ∈A}
is a frame for HV with frame bounds 1 +R and 1−R.
Proof. The proof is a generalization of a well-known theorem on frame bounds (for example, in
Daubechies [5, Theorem 3.3.2]), applied to integrated wavelets. We have
〈
f,πaTbΨ
0〉= ∫
Rm
π∗a fˆ (ω)
̂˜
Ψ 0(ω)eibω dω =
∑
k∈Zm
∫
[−π,π]m
π∗a fˆ (ω+ 2πk)̂˜Ψ 0(ω+ 2πk)eibω dω
=
〈 ∑
k∈Zm
π∗a fˆ (· + 2πk)̂˜Ψ 0(· + 2πk),Eb
〉
L2([−π,π]m)
. (20)
Applying the Plancherel identity for Fourier series to (20), we obtain
∑
a∈A˜
∑
b∈Z
∣∣〈f,πaTbΨ 0〉∣∣2 =∑
a∈A˜
∥∥∥∥∑
k∈Zm
π∗a fˆ (· + 2πk)̂˜Ψ 0(· + 2πk)
∥∥∥∥2
L2([−π,π]m)
=
∑
a∈A˜
∫
[−π,π]m
∣∣∣∣∑
k∈Zm
π∗a fˆ (ω+ 2πk)Ψ̂ 0(ω+ 2πk)
∣∣∣∣2 dω
=
∑
a∈A˜
〈 ∑
k∈Zm
π∗a fˆ (ω+ 2πk)Ψ̂ 0(ω+ 2πk),
∑
k∈Zm
π∗a fˆ (ω+ 2πk)Ψ̂ 0(ω+ 2πk)
〉
L2([−π,π]m)
=
∑
a∈A˜
∑
k∈Zm
∫
π∗a fˆ (ω)Ψ̂ 0(ω)π∗a fˆ (ω+ 2πk)Ψ̂ 0(ω+ 2πk)dωR̂m
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∑
a∈A˜
∫
R̂m
∣∣π∗a fˆ (ω)∣∣2∣∣Ψ̂ 0(ω)∣∣2 dω+ ∑
k∈Zm\{0}
∫
R̂m
π∗a fˆ (ω)Ψ̂ 0(ω)π∗a fˆ (ω+ 2πk)Ψ̂ 0(ω+ 2πk)dω
= ‖f ‖2 +Rest.
The last simplification is due to integrated wavelets. Rest is bounded by
|Rest|
∑
a∈A˜
∑
k∈Zm\{0}
∥∥∥∣∣fˆ (ω)∣∣∣∣Ψ̂ 0(ωa)∣∣1/2∣∣Ψ̂ 0(ωa+ 2πk)∣∣1/2∥∥∥
L2(R̂m)
×
∥∥∥∣∣fˆ (ω+ 2πk)∣∣∣∣Ψ̂ 0(ω)∣∣1/2∣∣Ψ̂ 0(ωa+ 2πk)∣∣1/2∥∥∥
L2(R̂m)

∑
k∈Zm\{0}
( ∫
R̂m
∣∣fˆ (ω)∣∣2∑
a∈A˜
∣∣Ψ̂ 0(ωa)∣∣∣∣Ψ̂ 0(ωa + 2πk)∣∣dω)1/2
×
( ∫
R̂m
∣∣fˆ (ω)∣∣2∑
a∈A˜
∣∣Ψ̂ 0(ωa − 2πk)∣∣∣∣Ψ̂ 0(ωa)∣∣dω)1/2
 ‖f ‖2
∑
k∈Zm\{0}
[
β(k)β(−k)]1/2
 ‖f ‖2R,
hereby the postulated frame bounds 1+R and 1−R follow. ✷
In the general case the frame bounds are c − R and C + R with constants c and C depending on
the wavelet. These constants describe the tightness of the frame with respect to the dilation group. By
applying integrated wavelets these constants become equal.
5. Practical application
In this section we give an algorithm to compute the integrated wavelet transform with exact
reconstruction formula. We close with an application to medical image processing.
In this section algorithms are formulated for wavelets over the Euclidean group with dilation. The
same ideas apply to the general case of wavelet transforms over semidirect product groups.
5.1. Scaling functions
Practically, we can compute only a finite number of scales. For the Euclidean group with dilation this
implies a finite number of integrated wavelets given by integration over intervals [aj+1, aj ] in formula (9).
In this section we answer the question if this integral also exists over the interval [aj ,∞[. This results in
the definition of a scaling function.
We first define an auxiliary function. This function occurs in the L1-theoretic approach to wavelet
reconstruction, as it appears for example in Holschneider [12].
Let ψ ∈L2(Rm)∩L1(Rm) be a wavelet. Let r be defined for x ∈Rm \ {0} by
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∫
‖y‖<‖x‖
ψ˜ ∗ψ(y)dy.
If r ∈L1(Rm), then rˆ exists with
rˆ(ω)=
∫
‖y‖>‖ω‖
∣∣ψˆ(y)∣∣2 dy‖y‖m , ω ∈ R̂m.
In particular rˆ(0)= cψ . Further suppose that rˆ ∈L1(R̂m). Then we have the factorization r = ϕ˜ ∗ ϕ with
a scaling function ϕ ∈ L2(Rm) which is defined by its Fourier transform as
∣∣ϕˆ(ω)∣∣2 := 1
cψ
rˆ(ω)= 1
cψ
∞∫
‖ω‖
∫
SO(m)
∣∣D̂aRϕψ(ω)∣∣2 dρ da
a
. (21)
Again the function ϕ is not well-defined because no phase is given. Here the phase of ϕ is irrelevant,
because we are only interested in the product ϕ˜ ∗ ϕ.
For a detail decomposition given by a series (aj )j∈Z we obtain for any k ∈ Z a simplified partition of
unity
∣∣D̂akϕ(ω)∣∣2 + ∞∑
j=k
∣∣Ψ̂ j (ω)∣∣2 = 1 for all ω ∈ R̂m. (22)
The function Dakϕ is the low-pass filter of the filter bank. The partition (10) is valid only on the group
orbit V = R̂m \ {0}. With the scaling function it also becomes valid at ω = 0.
As example for an affine integrated wavelet we take the Gaussian wavelet, given by ψ(x) :=
1/
√
2π(1− x2)e−‖x‖2 , in Fourier space ψˆ(ω)= ω2e−ω2/2. The integrated wavelet is∣∣Ψ̂ j (ω)∣∣2 = 1
2
(((
aj‖ω‖
)2 + 1)e−(aj ‖ω‖)2 − ((aj+1‖ω‖)2 + 1)e−(aj+1‖ω‖)2). (23)
The scaling function is given by (21) as∣∣ϕˆ(ω)∣∣2 = 1
2
(
1+ ‖ω‖2)e−‖ω‖2 .
Fig. 3 displays the partition of unity in Fourier domain generated by the integrated wavelets Ψ j and the
scaling function ϕ.
5.2. Discrete algorithm
The key to reconstruction from integrated wavelet coefficients is the partition of unity in Fourier space.
Thus it is no surprise that our algorithm for the integrated wavelet transform is based on computation in
Fourier space.
Up to now we thought of the signal as a continuous function of Rm. For an implementation we have
to work with discrete functions from a space l2(Zmn ) with some n ∈ N. (l2(Zmn ) can be identified with
Cn×m.) Let us define a sampling operator S :L2(Rm)→ l2(Zmn ) by S(f )(k) := f (k−  n/2!), 0 k < n.
Thus we identify Zmn with a regular subset of Rm centered around 0.
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using a dyadic partition of scales.
We define the discrete integrated wavelet Ψ j,l ∈ l2(Zmn ) by equidistant sampling of its continuous
version in Fourier space.
Definition 3. Let (Hj,l)j∈Z, l∈L be a detail decomposition of the dilation group H = R∗+ × SO(m). Fix
j0 ∈ Z. The discrete integrated wavelet transform WTD of f ∈ l2(Zmn ) with respect to an admissible
vector ψ ∈L2(Rm)∩L1(Rm) is defined by
WTDψf (b,0) :=µH(H0)−1/2F−1
(
Ff · SD̂j0ϕ
)
(b), b ∈ Zmn ,
WTDψf (b, j, l) :=µH(Hj,l)−1/2F−1
(
Ff · SΨ̂ j,l)(b), b ∈ Zmn , j  j0, l ∈ L.
Here F denotes the discrete Fourier transform on Zmn .
The identity (22) is valid for all ω ∈ R̂m, especially for the subset Zmn . By linearity of the discrete
Fourier transform F we obtain a reconstruction formula
f (x)=µH(H0)1/2
〈
WTDψf (· ,0), TxF−1Sϕˆ
〉
l2(Zmn )
+
∑
jj0
∑
l∈L
µH (Hj,l)
1/2〈WTDψf (· , j, l), TxF−1SΨ̂ j,l 〉l2(Zmn ), x ∈ Zmn .
Thus a finite filter bank is given by the low pass filter which is the scaling function D̂aj0ϕ, integrated
wavelet filters Ψ̂ j , j0  j  j1, and a high pass filter given by sampling 1 − Ψ̂ j1 which is not a function
in L2(Rm) but well defined as function in l2(Zmn ).
We make an error when approximating Ψ j,l by F−1SΨ̂ j,l . Applying standard results from sampling
theory, the error can be estimated. Thus we have to take care of the Nyquist rate. This has to be considered
especially for the choice of the partition of scales.
In Fig. 4 we give an example of a signal decomposition using integrated wavelets. The signal f is
Gaussian. As a wavelet we use the integrated Gaussian from Eq. (23). Fig. 4(a) shows the classical
dyadic wavelet decomposition, i.e., using scales in powers of 2. Scales are plotted on logarithmic axis. In
Fig. 4(b) we use an irregular discretization of scales adapted to the expected maximum correlation of the
wavelet with our signal. We can reconstruct the original signal from both, the dyadic and the irregular
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Fig. 4. Example of the integrated wavelet transform. Wavelet transform of Gaussian using the integrated Gaussian wavelet (23).
(a) Dyadic wavelet decomposition using scales in powers of 2. (b) Irregular wavelet decomposition adapted to the expected
maximum correlation. In both cases 11 scales are computed. Scales are plotted on logarithmic axes.
decomposition. In both cases we used the same number of 11 scales. With the adapted discretization we
can determine the scale and value of peak correlation with higher accuracy. In applications there often is
prior knowledge about the range of scales that are the most interesting. With integrated wavelets we can
adapt the discretization of scales dynamically.
Our algorithm is defined in the general setting of wavelet transforms over semidirect product
groups. Its complexity is of the same order as the discrete Fourier transform. Decomposition and
reconstruction can be performed for almost arbitrary wavelets. Reconstruction is straightforward, there
are no coefficients to be determined.
In the case of dyadic scales, specialized algorithms for the affine group exist: An interesting but slow
approximate pyramidal algorithm using convolution in real space is given in [16]. The exact integrated
filters are replaced by approximate filters that fulfill a two-scale equation. With this replacement
the authors give up the tight frame condition and eventually the reconstruction property. In [17] by
Vandergheynst and Gobbers this algorithm is extended to the 2-D similitude group and is improved
by operating in the Fourier domain. The authors state that their algorithm is twice as fast as the standard
implementation of the dyadic wavelet transform, but again they do not provide a reconstruction formula.
5.3. Application to image processing
Integrated wavelets are ideal for problems in signal or image analysis where a reconstruction is needed.
A typical example is image enhancement. Here we give an application from medical image processing.
We only state the relevant result with respect to integrated wavelets without going into details.
In digital mammography one important problem is the enhancement of malign structures. Especially,
so called microcalcifications can be an early sign for breast cancer but are often barely visible. Several
authors invented algorithms to enhance the contrast of these microcalcifications. One very promising
approach were algorithms that use a dyadic wavelet decomposition followed by some operation on the
wavelet coefficients and a final reconstruction, for example, Laine et al. [13]. We have refined this idea
using integrated wavelets [10,11]. In Fig. 5, an enlarged part of a mammogram is shown with the result
of the enhancement algorithm below.
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wavelet based enhancement algorithm.
Microcalcifications have diameters of about 0.05 up to 1 mm. We use this a priori information by
adapting our choice of scales to the expected size of microcalcifications. This results in a irregular set of
scales similar to the example given in Fig. 4. Applying integrated wavelets with this irregular adapted set
of scales, we obtain a contrast gain of about 5 to 10% compared to the same enhancement operation on
a dyadic set of scales [11].
Actually, it is not required to use an irregular sequence of scales. One could reproduce the same result
with a dyadic transform and subsampled dyadic scales. This results in computation of about 14 to 20
scales. But in the case of images this is not economic at all: A mammogram digitized with 0.1 mm pixel
spacing requires about 40MB. Each scale computed has the same memory requirements. Hence each
scale we need not compute amounts in a significant performance gain. Integrated wavelets allow us to
obtain optimal results from a minimal number of scales.
6. Conclusion
As an intermediate discretization, integrated wavelets yield tight families of convolution operators
from arbitrary admissible functions with flexibility in discretization of scale and orientation parameters
as well as in the choice of the wavelet. We presented a construction of tight wavelet frames from band-
limited admissible functions. This idea was presented for the n-dimensional wavelet transform over
the Euclidean group with dilation. Furthermore, we have shown a method to construct tight frames for
wavelet transforms defined over a class of semidirect product groups.
An exact algorithm to implement the integrated wavelet transform was presented together with a
practical application from medical image processing. Using an adapted discretization of scales we
obtained results that outperform algorithms based on the dyadic wavelet transform.
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