This paper considers spatial data z(s 1 ) Z (s 2 ) Z (s n ) collected at n locations, with the objective of predicting z(s 0 ) at another location. The usual method of analysis for this problem is kriging, but here we introduce a new signal-plus-noise model whose essential feature is the identi cation of hot spots. The signal decays in relation to distance from hot spots. We show that hot spots can belocated with high accuracy and that the decay parameter can be estimated accurately. This new model compares well to kriging in simulations.
Introduction
In this paper we deal with spatial data obtained at a single time. Such data occurs in mining, agriculture, atmospheric science, ecology, epidemiology, h ydrology, meteorolgy, waste disposal, and so on. Often the goal of such a study is a prediction at an unsampled location.
Let Z = ( z(s 1 ) z (s 2 ) z (s n )) 0 bethevector of the observed values at locations 
where the sum is over N(h) such that s i ; s j = h. Kriging minimizes the mean squared error of prediction E z(s 0 );ẑ(s 0 )] 2 , w h e r ê z(s 0 ) = P n i=1 w i z(s i ) that is, the predictor assumption is a weighted average of the sample values, and P n i=1 w i = 1 t o ensure unbiasedness.
In this paper we assume that spatial data come from a signal plus independent noise. We replace spatial covariance structure with signal plus noise. Data of the signal-plus-noise kind may exist because of \hot spots," a term very popular in epidemiology. For example a nuclear accident location will be a hot spot and will possibly cause thyroid cancer up to a certain distance from it. Other examples from epidemiology are Lyme disease, where the proximity t o r i v ers and similar environments will increase the chance of lyme disease, thyroid goiter disease where the lack of iodine increases the chance of occurence (the further a person is from the sea the greater the risk), tuberculosis for which is a hot spot may exist at a poor neighborhood.
In a study about Lyme disease by Magnarelli et al. (1993) and Magnarelli (1995) it was found that most of the patients were from central and southeastern Connecticut. This is related to the fact that in those areas foci (hot spots) for Lyme borreliosis (Lyme disease) exist. Ticks and blood specimens were collected from white-tailed deer (odocoileus virginianus) and analyzed for Borrelia burgdorferi, the etiologic-agent of Lyme disease. This new method has a number of very useful advanages. It exploits a nonrandom structure for the expected value, while leaving the noise component as statistically independent errors, it identi es hot spots among the data points, and allows the estimation of useful parameters, such as the numberand locations of hot spots and the decay parameter.
Proposed Model -Estimation Technique
A hot spot is a location or region with high activity. As we m o ve a way from the hot spot the rate decays, related to the distance from the hot spot. We propose a model that uses exponential decay, and the decay rate is a parameter to be estimated. Of course 0 1 k B and are parameters to be estimated, as is k, the number of hot spots. We assume that the hot spots are among the points s 1 s 2 s n .
The Model
What we observe are the z(s 1 ) z (s n ) values. Given those values, and assuming the existence of hot spots, we are proposing the estimation technique described next.
Estimation Technique
To estimate and t a model to the observed z(s i ) v alues, we w ant to create variables which are also functions of the distance between the data points. If indeed the data are generated by a n umber of hot spots then the variables which are most related to the z(s 1 ) z (s n ) are the ones which are essentially indicators for the hot spots. 
where n is the number of spatial locations. For example the vector X 13 will have the following form X 13 = ( e ;Bdist(13 1) 1 e ;Bdist(13 n) ) 0 Therefore we can construct n of those vectors. Next we regress the response vector Z on the predictors X and other covariates that may be relevant. This model is overspeci ed in that there are too many predictors, so we use stepwise regression. The carriers entering into the model will also beidenti ers of possible hot spots. If there are hot spots, then the predictors matching the hot spots will be the ones selected.
Estimation of Parameters
We consider here the case where one hot spot exists, and that the location of this hot spot is known. Given this information we employ the following procedure based on maximum likelihood estimation. Later we will present the more realistic case where the location of the hot spot is not known. We will show subsequently that we can, with very high probability, determine the correct numberof hot spots and identify their locations. X 1 through X 5 , where (X i ) j = e ;Bd ij i j = 1 5. These potential carriers will all bebased on a guess at B. For the moment we will postpone the question as to whether we correctly estimated B, a n d w e will assume that B is known. Our results utilize the value of B. Trying a di erent B would only slightly alter the ndings.
We w ould like t o m a k e a rst calculation to determine whether we correctly identify data point 1 as the hot spot. We will select data point 1 as the true hot spot using stepwise regression if the correlation of Z with X 1 is the largest. We use the following relationship P best correlation is not with
In the right hand side of the previous equation the four events may not be disjoint, so this expression is less than or equal to P best correlation is not with X Similarly, C o r r 2 (Z X 2 ) =
The condition Corr 2 (Z X 1 ) < Corr 2 (Z X 2 ) is equivalent to
z(x i1 ; x 1 ) = 0 the above inequality c a n b e written as
Finally, w e can substitute z i = U i1 + i to get this:
In simplest notation we want P V 2 we can write this probability a s P (uv < 0), which can be expanded as
The quantities C=
(x i2 ; x 2 ) 2 and variances
It can be shown easily that the covariance between u and v is zero. Since Cov(u v) = 0 we have uv = 0. As u and v are normal, they are therefore independent. Now 
Therefore we can compute a lower probability bound of correctly identify data point 1 as the true hot spot. Of course we need to compute the probability of falsely identifying hot spots. The previous result, as given by equation (6) gives us only lower bound probabilities of identifying the true hot spot. For the points, which a r e not the true hot spots, we desire upper boundprobabilities, since again we cannot nd exact probabilities. For example, one can ask the question: What is the upper bound of the probability of falsely identifying data point 2 as the true hot spot, given that the true hot spot is at data point 1 ? The following computation procedure will
give us these probability upper bounds. The probability that data point 2 is falsely selected as the true hot spot is
An upper bound can be established for the above probability. We k n o w that because the true hot spot is at data point 1 the most di cult event in the right side of the previous equation is Corr 2 (Z X 2 ) Corr 2 (Z X 1 ). Therefore the probability of selecting data point 2 as the true hot spot, is less or equal than the probability that the correlation of Z with X 2 will be greater than the correlation of Z with X 1 .
This probability h a s already been computed using equations (4) and (6).
We can calculate these probabilities for each pair (Z X i ) and thus establish a lower bound for the probability of correctly selecting the true hot spot and upper bound for the probability of falsely identifying spurious hot spots. These probability bounds, along with a s i m ulation study, will be shown next.
Simulations
To examine the performance of the lower and upper bounds, as described above, we run simulations for the ve-point layout. The true hot spot is at data point 1,
(north-west corner).
We computed the probability bounds for various values of the true R 2 and B.
We vary the true R 2 from 95% down to 50%, and the decay parameter from 0:005 up to 0:040. The variance of the error term is then determined from the equation below (7 e ;Bd 51 . The probability bounds from these simulations are shown in Table 1 . We observe that the lower and upper boundprobabilities provide us with a good approximation of the probability o f nding the correct hot spot.
Test for a Hot Spot
Suppose that we tentatively identify a hot spot at location h. In the model z(s i ) = 
Lower Bound
Probability U p p e r Bounds Table 1 : Probability lower bound for data point 1 beingidenti ed as the hot spot, and probability upper bounds for data points 2,3,4,5 being falsely identi ed as the hot spots for ve-point l a yout. The true hot spot is at the north-west data point 1 .
As the second term is likely to be small, we expect that (8) gives a very good lower bound.
The test uses the estimateB which w as found earlier, and the limiting variance, which can beobtained from Fisher's information matrix.
Simulations to Obtain Asymptotic Variances
Simulations are run for data in the layout of the State of North Carolina (see 
We set 0 = 0 1 = 4, and we use various combinations of the true R 2 and B.
The results of these simulations are shown on Table 2 , with each line representing one run. All t-statistics are signi cant at the 1% level. In every case, the null hypothesis H 0 : B = 0 is rejected, given that the hot spot is correctly identi ed.
Kriging Vs. Proposed Method
We wanted to be fair in comparing kriging with the proposed method. We rst generated simulated data assuming that one hot spot exist and then data by the random eld model friendly to kriging. The rst type of simulated data favors the Table 2 : t-statistics for testing B = 0 , for North Carolina layout. All are signi cant at the 1% level.
proposed method while the second type favors kriging. For all data the geography of the state of North Carolina is used (Figure 1 ) where there are 100 data points, one for each county.
One Hot Spot Model
For this simulation, we assume that there is one hot spot, selected at the southeast corner of the state (data point 25). For simulations assuming existence of one hot spot at location 25, the response at data point i is given by (9) above. We also need to choose the decay parameter B and the variance of the independent error terms ( 's). We v ary B from 0:0 2 5 u p t o 0 :0 4 0 i n s t e p s of 0:005. The variance of the error term 2 is related to the true R 2 of the model (see equation (7)). The true R 2 goes from 95% down to 90% and then down to 50% in steps of 10%. All the parameters used in the data generation are shown on Table 3 . The above variogram parameters are assessed from the sample variogram, by minimizing the weighted sum of squares (Cressie 1985 )
Proposed Method
The proposed method calls for the construction of the independent variables x i , i = 1 2 ::: n, as in (3). We need to estimate the B in (3) using the Newton-Raphson iterative process. We c hoose a starting value for B. We then regress the vector Z on the 100 predictors (one at a time) and we select the one with the highest R 2 . After the variable selection we proceed with the Newton-Raphson estimation of B and the other parameters of the model, 0 1 , and 2 .
Comparison
The two methods are compared using the Predicted Sum of Squares (PRESS) crite-
is the predicted value at locaton s i using the other n ; 1 v alues. As we mentioned earlier, we generate 100 data points.
We omit one data point at a time and we estimate it using the remaining 99 data points. This is followed for both kriging and the proposed method. For example, after the omission of data point 1 we use data points at locations s 2 s 100 to estimate the variogram. After the estimation of the variogram we predict z(s 1 ) using a w eighted average of the values z(s 2 ) z (s 100 ).
Similarly, for the proposed method, we use the 99 data values to rst locate the hot spot, estimate B 0 1 , and 2 and then predict z(s 1 ). This procedure is followed for each data point. At the end we have available the actual (observed) data and the predicted data under kriging and the proposed method.
For each method and for every random sample generated we compute the predicted sum of squares. Then the ratio P R E S S kriging =P RESS proposed is computed.
In Table 4 we present t h e s i m ulation results and the comparison between the two methods when the true hot spot is located at the edge of the state of North Carolina (data point 25). We generate 100 samples of size 100 (number of counties). The ratio represents the average predicted sum of squares of kriging (for the 100 random samples), divided by the average predicted sum of squares of the proposed method (for the same 100 samples). A ratio of the two predicted sum of squares greater than one indicates that the proposed method outperforms kriging, while a ratio of less than one is in favor of kriging. The proposed method outperforms kriging in the vast majority of the random samples (these results are not shown because we w ould need dozens of pages to present them!). Instead we present the average of these results.
In all of them we observe that the proposed method outperforms kriging when the true R 2 is either low o r h i g h . For example when the true R 2 is 95%, B = 0 :025, the variance of the signal is 0:4379, and the variance of the error terms (using equation (7)) is 2 error = 0 :0230, we observe that the ratio of the two PRESS's is 1:3797. For this combination the proposed method is a big winner. As the true R 2 becomes smaller the ratio of the two methods is getting closer to one, which means that kriging improves over the proposed method, but never outperforms the proposed method. This is true for all the values of B. The improvement of kriging relative to the proposed method as the signal gets weaker occurs becausethe sample mean is a better predictor than any regression predictor. It is known that an increase of the nugget e ect, leads kriging to become more like a simple average (Isaaks and Srivastava 1989) . Therefore, when the error terms are very strong (which means weak signal), kriging can challenge the proposed method. We also run simulations with low R 2 (20% ; 30%) but the ratio of the two PRESS's is never below 1 . 
Simulated Data-Covariance Function Known
In the previous section we assumed that the data are generated by a n umberof hot spots and that they come from a signal plus independent error term. This assumption favors the proposed method. As a matter of fairness, we generate simulated data assuming a random eld with known covariance function. One would expect that kriging will perform much better because the covariance function is known.
The 100 county seats of the state of North Carolina are used again as our spatial After the data are generated as described above, the estimation of the variogram is needed. In order to befair to both methodswe t both the exponential and the spherical variogram models for the kriging calculation. Since the data are generated using an exponential covariance function we feel that if we only tted the exponential variogram this would result in favoring kriging. We should not assume, that in reality kriging knows the true covariance function. Therefore it is very reasonable to t both the exponential and the spherical variogram models. For each c o m bination of the parameters we generate 100 random samples to compare kriging with the proposed method using again the predicted sum of squares criterion. The results are shown on Table 5 . When the average (100 samples) predicted sum of squares of kriging over the average of the predicted sum of squares of the proposed method is less than one, kriging outperforms the proposed method, and when the ratio is above one, the proposed method is a winner. Table 5 : Ratio of kriging over proposed method predicted sum of squares when the covariance structure is known.
Although the covariance function is known, the proposed method performs better than kriging in some cases. Of course kriging on average outperforms the proposed method, and this is not a big surprise. However the performances of kriging and the proposed method are close, as the entries in Table 5 
An Example
We compare the proposed method with kriging using the southwest of England unemployment data. For this data set the percentage of the total workforce unemployed in January, 1967, (Cli and Ord 1973) in the 37 employment areas in the southwest of England is used (see Figure 3 ).
Kriging -Proposed Method
For the kriging calculation we rst construct the sample variogram (see Figure 2) . For the proposed method we estimate the decay parameterB = 0 :007 to construct the predictors. The two methods are compared using the predicted sum of squares (PRESS). We found that the proposed method gives a smaller PRESS (PRESS kriging=6.4465, PRESS proposed=5.8549). We should mention here that even though the best variogram tted to these data is the linear (see Figure 2) , we also tted the Figure 3 shows the hot spot predictor which enters the model at the 5% level of signi cance. We observe that only one predictor entered the model (number 13).
Conclusion
Data point 13 is near the city of Bristol and near the data points that have low unemployment rates compared to the other ones. We can claim that there is a hot spot in the neighborhood of the data point 13. The hot spot is probably Bristol, where one expects to nd low unemployment (more jobs near a big city). This result is consistent with that of Cli and Ord (1973) . They regress the unemployment rate on the cartesian coordinates (x 1 x 2 ) and they found that the linear surface falls from the southwest to the northeast parts of the map and re ects the signi cantly higher levels of unemployment in the extreme southwest, where the economy is heavily reliant upon tourism and mining, compared with the Bristol region in the northeast.
Our method has the advantage of identifying the hot spot. 
