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We study synchronization in heterogeneous FitzHugh-Nagumo networks. It is well known that
heterogeneities in the nodes hinder synchronization when becoming too large. Here, we develop a
controller to counteract the impact of these heterogeneities. We first analyze the stability of the
equilibrium point in a ring network of heterogeneous nodes. We then derive a sufficient condition for
synchronization in the absence of control. Based on these results we derive the controller providing
synchronization for parameter values where synchronization without control is absent. We demon-
strate our results in networks with different topologies. Particular attention is given to hierarchical
(fractal) topologies, which are relevant for the architecture of the brain.
I. INTRODUCTION
Synchronization in systems of coupled oscilla-
tors has been investigated in various fields such as
nonlinear dynamics, network science, and statisti-
cal physics and has applications in physiscs, biol-
ogy, and technology1,2. The examples of nontrivial
collective dynamics in such ensembles include syn-
chronous regimes in arrays of Josephson junctions3
and lasers4, coordinated firing of cardiac pacemaker
cells5, synchronous emission of light pulses by a pop-
ulation of fireflies6 and emission of chirps by a popu-
lation of crickets7, and synchronization in ensembles
of electrochemical oscillators8.
An important example of this class is related to
the collective dynamics of neuronal populations. In-
deed, synchronization of individual neurons is be-
lieved to play the crucial role in the emergence of
pathological rhythmic brain activity in Parkinson’s
disease, essential tremor, and epilepsies; a detailed
discussion of this topic and numerous citations can
be found in Refs. 9–11. Obviously, the develop-
ment of techniques for suppression of the undesired
neural synchrony constitutes an important clinical
problem. Technically, this problem can be solved by
means of implantation of microelectrodes into the
impaired part of the brain with subsequent electric
stimulation through these electrodes12,13. A fun-
damental understanding of synchronization and its
control can help to improve the results of such a
treatment by reducing at the same time its side ef-
fects.
Control of synchronization has so far focused on
networks of identical nodes14–20. However, in realis-
tic networks the nodes will always be characterized
by some diversity meaning that the parameters of
the different nodes are not identical but drawn from
a distribution. It is well known that such hetero-
geneities in the nodes can hinder or prevent synchro-
nization and that the coupling strength is a crucial
parameter in this context21,22. Moreover, in most
cases perfect synchronization – in the sense that the
state of all nodes is identical at all times – is unfea-
sible in the presence of heterogeneities.
In order to grasp the complicated interaction of
neurons in large neural networks, those are often
lumped into groups of neural populations, each
of which can be represented as an effective ex-
citable element that is mutually coupled to other
elements23–25. In this sense the simplest model
which may reveal features of interacting neurons
consists of two or a few coupled neural oscillators.
Each of these can be represented by a simplified
FitzHugh-Nagumo (FHN) system26,27.
In the present paper we develop a control al-
gorithm ensuring collective synchrony in heteroge-
neous FitzHugh-Nagumo networks. Considerable
attention is paid to studying irregular coupling
topologies; the motivation of this comes from recent
results in the area of neuroscience. Diffusion tensor
magnetic resonance imaging (DT-MRI) studies have
revealed an intricate architecture in the neuron in-
terconnectivity of the human and mammalian brain,
which has already been used in simulations28. The
analysis of DT-MRI images (resolution of the order
of 0.5 mm) has shown that the connectivity of the
neuron axons network represents a hierarchical ge-
ometry with fractal dimensions varying between 2.3
and 2.8, depending on the local properties, on the
subject, and on the noise reduction threshold29–31.
The fractal connectivity dictates a hierarchical or-
dering in the distribution of neurons which is essen-
tial for the fast and optimal handling of information
in the brain32. To take this into account, we con-
sider as an application of our method a hierarchical
model which well represents these fractal properties
of the brain.
The rest of the paper is organized as follows: Sec-
tion II introduces the model, while Sec. III analyzes
the behavior of the FHN network: The possible bi-
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2furcation scenarios are investigated for a unidirec-
tional ring topology, and the influence of the cou-
pling strength on the synchronizability of the net-
work is discussed. In Sec. IV, hierarchical topolo-
gies are studied in dependence on different system
parameters. Section V develops the control algo-
rithm and provides the simulation results of control-
ling synchrony in different network topologies. Fi-
nally, we conclude with Sec. VI.
II. MODEL EQUATION
The local dynamics of each node in the network is
modeled by the FitzHugh-Nagumo (FHN) differen-
tial equations26,27. The FHN model is paradigmatic
for excitable dynamics of type II, i.e., close to a Hopf
bifurcation33, a bifurcation which is not only charac-
teristic for neurons but also occurs in the context of
other systems ranging from electronic circuits34 to
cardiovascular tissues35,36 and the climate system37.
The 𝑖th node of the network is described as follows:
𝜀𝑢𝑖 = 𝑢𝑖 − 𝑢
3
𝑖
3
− 𝑣𝑖 + 𝐶
𝑁∑︁
𝑗=1
𝐺𝑖𝑗 [𝑢𝑗(𝑡− 𝜏)− 𝑢𝑖(𝑡)],
𝑣𝑖 = 𝑢𝑖 + 𝑎𝑖, 𝑖 = 1, . . . , 𝑁,
(1)
where 𝑢𝑖 and 𝑣𝑖 denote the activator and inhibitor
variable of the nodes 𝑖 = 1, . . . , 𝑁 , respectively. 𝜏 is
the delay, i.e., the time the signal needs to propagate
between node 𝑖 and 𝑗. 𝜀 is a time-scale parameter
and typically small (here we will use 𝜀 = 0.01), i.e.,
𝑢𝑖 is a fast variable, while 𝑣𝑖 changes slowly. The
coupling matrix G = {𝐺𝑖𝑗} defines which nodes are
connected to each other. We construct the matrix
G by setting the entry 𝐺𝑖𝑗 equal to 1 (or 0) if the
𝑗th node couples (or does not couple) into the 𝑖th
node. The overall coupling strength is given by 𝐶.
In the uncoupled system (𝐶 = 0), 𝑎𝑖 is a threshold
parameter: For |𝑎𝑖| > 1 the 𝑖th node is excitable,
while for |𝑎𝑖| < 1 it exhibits self-sustained periodic
firing. This is due to a supercritical Hopf bifurcation
at |𝑎𝑖| = 1 with a locally stable equilibrium point for
|𝑎𝑖| > 1 and a stable limit cycle for |𝑎𝑖| < 1. Here, we
assume that the threshold parameters 𝑎𝑖 are chosen
from the interval |𝑎𝑖 − 𝜇| < 𝜎 for some 𝜇. For the
analytical considerations presented in Sec. III, we do
not make any further assumption on the probability
distribution of the 𝑎𝑖, while for the simulation in
Sec. IV we use a Gaussian distribution with mean 𝜇
where we discard values of 𝑎𝑖 for which |𝑎𝑖 − 𝜇| < 𝜎
is not fulfilled. For 𝜇 = 1, oscillatory and excitable
nodes coexist.
III. ANALYSIS OF FITZHUGH-NAGUMO
NETWORK
This section studies the behavior of a FHN net-
work of heterogeneous nodes in the absence of the
controller. First, we perform a linear stability anal-
ysis of the equilibrium point to get insight into the
possible bifurcations. Second, we discuss for which
coupling strengths the network synchronizes. After-
wards, we study the impact of the coupling strength
on the type of synchronization, i.e., whether syn-
chronization takes place in the equilibrium or in an
oscillatory state.
A. Linear stability of the equilibrium point
The linear stability analysis follows the approach
suggested in Refs. 40–42. Consider the unidirec-
tional ring of 𝑁 nodes described by the FHN equa-
tion with heterogeneous threshold parameters, i.e.,
system (1) coupled by the following adjacency ma-
trix
G =
⎛⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0
⎞⎟⎟⎟⎟⎠ . (2)
The unique equilibrium point of the system
(1) with coupling matrix (2) is given by x* ≡
(𝑢*1, 𝑣
*
1 , . . . , 𝑢
*
𝑁 , 𝑣
*
𝑁 )
T, where 𝑢*𝑗 = −𝑎𝑗 , 𝑣*𝑗 = −𝑎𝑗 +
𝑎3𝑗/3 + 𝐶(𝑎𝑗 − 𝑎(𝑗+1) mod 𝑁 ) for 𝑗 = 1, . . . , 𝑁 . Lin-
earizing Eq. (1) with matrix (2) around the equi-
librium point x* by setting x(𝑡) = x* + 𝛿x(𝑡), one
obtains
𝛿x˙ =
1
𝜀
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜉1 −1 0 0 0 · · · 0 0
𝜀 0 0 0 0 · · · 0 0
0 0 𝜉2 −1 0 · · · 0 0
0 0 𝜀 0 0 · · · 0 0
0 0 0 0 𝜉3 · · · 0 0
...
...
...
...
...
. . .
...
...
0 0 0 0 0 · · · 𝜉𝑁 −1
0 0 0 0 0 · · · 𝜀 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝛿x(𝑡)
+
1
𝜀
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 𝐶 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 𝐶 · · · 0 0
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
...
...
...
...
...
. . .
...
...
𝐶 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝛿x(𝑡− 𝜏), (3)
where 𝜉𝑗 = 1− 𝑎2𝑗 −𝐶 for 𝑗 = 1, . . . , 𝑁 . The substi-
tution
𝛿x(𝑡) = e𝜆tq, (4)
where q is an eigenvector of the Jacobian matrix,
leads to the characteristic equation for the eigen-
3value 𝜆:⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
𝜉1 − 𝜀𝜆 −1 𝐶e−𝜆𝜏 0 · · · 0 0
𝜀 −𝜀𝜆 0 0 · · · 0 0
0 0 𝜉2 − 𝜀𝜆 −1 · · · 0 0
0 0 𝜀 −𝜀𝜆 · · · 0 0
...
...
...
...
. . .
...
...
𝐶e−𝜆𝜏 0 0 0 · · · 𝜉𝑁 − 𝜀𝜆 −1
0 0 0 0 · · · 𝜀 −𝜀𝜆
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
= 0.
(5)
We can express the (2𝑁−1)th row of the obtained
matrix as a sum of two rows rewriting Eq. (5) as⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
𝜉1 − 𝜀𝜆 −1 𝐶e−𝜆𝜏 0 · · · 0 0
𝜀 −𝜀𝜆 0 0 · · · 0 0
0 0 𝜉2 − 𝜀𝜆 −1 · · · 0 0
0 0 𝜀 −𝜀𝜆 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 𝜉𝑁 − 𝜀𝜆 −1
0 0 0 0 · · · 𝜀 −𝜀𝜆
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
+
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
𝜉1 − 𝜀𝜆 −1 𝐶e−𝜆𝜏 0 · · · 0 0
𝜀 −𝜀𝜆 0 0 · · · 0 0
0 0 𝜉2 − 𝜀𝜆 −1 · · · 0 0
0 0 𝜀 −𝜀𝜆 · · · 0 0
...
...
...
...
. . .
...
...
𝐶e−𝜆𝜏 0 0 0 · · · 0 0
0 0 0 0 · · · 𝜀 −𝜀𝜆
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
= 0.
(6)
Denote by 𝐼1 the first matrix in the Eq. (6) and
by 𝐼2 the second one, respectively. Firstly, we con-
sider the determinant of matrix 𝐼1. We express
the first row of 𝐼1 as the sum of the rows (𝜉1 −
𝜀𝜆,−1, 0, 0, . . . , 0, 0) and (0, 0, 𝐶e−𝜆𝜏 , 0, . . . , 0, 0). In
this way, 𝐼1 is written as the sum of two determi-
nants. The first of these two determinants is Laplace
expanded starting with its first row. As a result, we
can rewrite 𝐼1 as
det 𝐼1 = 𝜀(1− 𝜉1𝜆+ 𝜀𝜆2)
×
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
𝜉2 − 𝜀𝜆 −1 𝐶e−𝜆𝜏 0 · · · 0 0
𝜀 −𝜀𝜆 0 0 · · · 0 0
0 0 𝜉3 − 𝜀𝜆 −1 · · · 0 0
0 0 𝜀 −𝜀𝜆 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 𝜉𝑁 − 𝜀𝜆 −1
0 0 0 0 · · · 𝜀 −𝜀𝜆
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
+
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
0 0 𝐶e−𝜆𝜏 0 · · · 0 0
𝜀 −𝜀𝜆 0 0 · · · 0 0
0 0 𝜉2 − 𝜀𝜆 −1 · · · 0 0
0 0 𝜀 −𝜀𝜆 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 𝜉𝑁 − 𝜀𝜆 −1
0 0 0 0 · · · 𝜀 −𝜀𝜆
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
. (7)
Evidently, the determinant of the second matrix in
the sum (7) equals zero. By repeating the same pro-
cedure, we derive
det 𝐼1 = 𝜀
𝑁
𝑁∏︁
𝑗=1
(1− 𝜉𝑗𝜆+ 𝜀𝜆2). (8)
Now let us consider the determinant of matrix 𝐼2.
Again, we use a Laplace expansion; this time start-
ing with the (2𝑁 − 1)th row we get
det 𝐼2 = 𝐶e
−𝜆𝜏
×
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
−1 𝐶e−𝜆𝜏 0 0 · · · 0 0
−𝜀𝜆 0 0 0 · · · 0 0
0 𝜉2 − 𝜀𝜆 −1 𝐶e−𝜆𝜏 · · · 0 0
0 𝜀 −𝜀𝜆 0 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 0 0
0 0 0 0 · · · 𝜀 −𝜀𝜆
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
. (9)
This matrix has dimension (2𝑁 − 1)× (2𝑁 − 1) and
can be expanded by the last column:
det 𝐼2 = −𝜀𝜆𝐶e−𝜆𝜏
×
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
−1 𝐶e−𝜆𝜏 0 0 · · · 0 0
−𝜀𝜆 0 0 0 · · · 0 0
0 𝜉2 − 𝜀𝜆 −1 𝐶e−𝜆𝜏 · · · 0 0
0 𝜀 −𝜀𝜆 0 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · −1 𝐶e−𝜆𝜏
0 0 0 0 · · · −𝜀𝜆 0
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
.
(10)
We continue expanding by the last column and
finally obtain
det 𝐼2 = −𝜀𝑁𝐶𝑁𝜆𝑁e−𝜆𝜏N. (11)
Using Eqs. (8) and (11) we obtain the characteristic
equation for system (3):
𝑁∏︁
𝑗=1
(1− 𝜉𝑗𝜆+ 𝜀𝜆2)− (𝐶𝜆e−𝜆𝜏 )N = 0. (12)
We can neglect 𝜀 since 𝜀 ≪ 1 holds, i.e., 𝜀 ≈ 0 in
the following. Substituting 𝜆 = 𝑖𝜔, which holds at
the stability boundary given by a Hopf bifurcation,
into the Eq. (12) yields
𝑁∏︁
𝑗=1
(1− 𝜉𝑗𝑖𝜔) = (𝐶𝑖𝜔e−i𝜔𝜏 )N. (13)
We take the squared absolute value of both sides
of Eq. (13) leading to
𝑁∏︁
𝑗=1
(1 + 𝜉2𝑗𝜔
2) = (𝐶𝜔)2𝑁 . (14)
Equation (14) can be expressed as⎛⎝ 𝑁∏︁
𝑗=1
𝜉2𝑗 − 𝐶2𝑁
⎞⎠𝜔2𝑁 +P(𝜔2) = 0, (15)
4where P(𝜔2) is the polynomial of (𝑁 − 1)th degree
and with positive coefficients. For
∏︀𝑁
𝑗=1 𝜉
2
𝑗 > 𝐶
2𝑁
Eq. (15) and hence Eq. (13) has no solution for real
valued 𝜔 and, thus, no Hopf bifurcation will take
place. Taking the square root of this inequality and
resubstituting 𝜉𝑗 = 1− 𝑎2𝑗 − 𝐶 yields⃒⃒⃒⃒
⃒⃒ 𝑁∏︁
𝑗=1
(1− 𝐶 − 𝑎2𝑗 )
⃒⃒⃒⃒
⃒⃒ > |𝐶|𝑁 . (16)
This inequality defines the values of threshold pa-
rameters 𝑎𝑗 where a Hopf bifurcation is impossi-
ble, i.e., the equilibrium point is stable. This re-
sult is a generalization of the inequality obtained in
Ref. 42 for an unidirectional ring topology. For suf-
ficiently large values of the coupling strength and in
the presence of a large number of excitable nodes,
i.e., 𝑎𝑖 > 1, the inequality (16) is fulfilled, hence the
whole network is in an excitable state. Analytical
treatment of this problem for other network topolo-
gies is nontrivial. However, we expect qualitatively
similar results for other network topologies, for ex-
ample with symmetric coupling matrices, as will be
discussed in Sec. III C and checked by the simulation
in Sec. IV.
B. Synchronization analysis
In this section, we study the conditions under
which network (1) synchronizes. We will show that
the coupling strength is the crucial parameter deter-
mining the synchronizability of the network. Here,
we will focus on the case of 𝜏 = 0, i.e., a coupling
without delay. This allows for an analytic treatment
of the problem. The simulations in Sec. IV will show
that the results obtained for 𝜏 = 0 hold in very good
approximation for 𝜏 > 0 though the delay might in-
fluence the transient behavior.
Consider the FHN network (1) with heterogeneous
threshold parameters but without delay, i.e., 𝜏 = 0,
𝜀?˙?𝑖 = 𝑢𝑖 − 𝑢
3
𝑖
3
− 𝑣𝑖 + 𝐶
𝑁∑︁
𝑗=1
𝐺𝑖𝑗 [𝑢𝑗 − 𝑢𝑖],
?˙?𝑖 = 𝑢𝑖 + 𝑎𝑖.
(17)
We assume that the connectivity graph Γ of network
(17) is connected and undirected, i.e., its adjacency
matrix G is symmetric and has no zero rows. By
averaging over all nodes we obtain an averaged tra-
jectory described by
𝜀 ˙¯𝑢 = ?¯?− 𝜓(𝑢1, . . . , 𝑢𝑁 )− 𝑣,
˙¯𝑣 = ?¯?+ ?¯?,
(18)
where ?¯? = 1𝑁
∑︀𝑁
𝑗=1 𝑢𝑗 , 𝑣 =
1
𝑁
∑︀𝑁
𝑗=1 𝑣𝑗 , ?¯? =
1
𝑁
∑︀𝑁
𝑗=1 𝑎𝑗 , and 𝜓(𝑢1, . . . , 𝑢𝑁 ) =
1
3𝑁
∑︀𝑁
𝑗=1 𝑢
3
𝑗 . It
will be shown that this averaged trajectory approx-
imates well the synchronized behavior.
In the following, we want to investigate how syn-
chrony spreads in a network. For this purpose we
consider a network where all but one node (in the
following: node 𝑖) are in synchrony, and evaluate the
conditions under which this node will synchronize
with the other nodes. This approximates the situ-
ation where a population of neurons is affected by
pathological synchronization during epileptic seizure
and the question arises under which condition the
synchrony spreads.
To this end, let us introduce a leader system:
𝜀?˙?𝐿 = 𝑢𝐿 − 𝑢
3
𝐿
3
− 𝑣𝐿,
?˙?𝐿 = 𝑢𝐿 + ?¯?,
(19)
which describes a FHN system without coupling and
a threshold equal to the mean ?¯? = 1𝑁
∑︀𝑁
𝑗=1 𝑎𝑗 .
The dynamics of the leader system approximates
well the dynamics of the synchronized network (17)
which can easily be seen by comparing Eq. (19) with
Eq. (18).
Let us now consider the 𝑖th node of the network
(17), i.e., the node which is not yet synchronized
with the rest of the network. Assume that node 𝑖
has 𝑛𝑖 connections with its neighbors. Note that in
this case the coupling to node 𝑖 can be approximated
by
∑︀𝑁
𝑗=1𝐺𝑖𝑗𝑢𝑗 ∼ 𝑛𝑖𝑢𝐿. Keeping this in mind, we
subtract the first row of Eq. (19) from the first one
of Eq. (17), and the second one from the second
one, respectively. In addition we make the following
substitution
𝛿𝑢(𝑡) = 𝑢𝑖(𝑡)− 𝑢𝐿(𝑡) + 𝑎𝑖 − ?¯?,
𝛿𝑣(𝑡) = 𝑣𝑖(𝑡)− 𝑣𝐿(𝑡) + 𝑑, (20)
where 𝑑 = (1−𝐶𝑛𝑖)(𝑎𝑖− ?¯?) is a constant, and finally
obtain
𝜀?˙?𝑢 = (1− 𝐶𝑛𝑖)𝛿𝑢 − 𝛿𝑣 − (𝛿𝑢 − 𝑎𝑖 + ?¯?)𝜑,
?˙?𝑣 = 𝛿𝑢,
(21)
where 𝜑(𝑡) = 13 (𝑢𝑖(𝑡)
2+𝑢𝑖(𝑡)𝑢𝐿(𝑡)+𝑢𝐿(𝑡)
2), 𝜑(𝑡) >
0 ∀𝑡 is a nonnegative function.
We now introduce the following Lyapunov func-
tion
𝑉 (𝑡,Δ(𝑡)) =
𝜀𝛿2𝑢(𝑡)
2
+
𝛿2𝑣(𝑡)
2
, (22)
whereΔ = (𝛿𝑢, 𝛿𝑣), and find its derivative according
to Eq. (21)
?˙? (𝑡,Δ(𝑡)) = 𝛿𝑢[(1−𝐶𝑛𝑖)𝛿𝑢− 𝛿𝑣 − (𝛿𝑢− 𝑎𝑖+ ?¯?)𝜑]
+ 𝛿𝑣𝛿𝑢 = (1− 𝐶𝑛𝑖)𝛿2𝑢 − (𝛿2𝑢 − (𝑎𝑖 − ?¯?)𝛿𝑢)𝜑. (23)
The first term in Eq. (23) is negative for 𝐶 > 1/𝑛𝑖.
With 𝜑(𝑡) > 0 ∀𝑡 we note that the second term in
Eq. (23) is nonpositive for |𝛿𝑢| > 2𝜎, since |𝑎𝑖−𝜇| <
𝜎 and therefore |𝑎𝑖 − ?¯?| < 2𝜎.
In conclusion, the Lyapunov function derivative is
negative and the Lyapunov function (22) decreases.
5Thus, we obtain the inequality 𝐶 > 1/𝑛𝑖 as a suf-
ficient condition that the 𝑖th neuron synchronizes
with the other nodes with a level of precision equal
to 2𝜎, i.e., |𝑢𝑖(𝑡) − 𝑢𝐿(𝑡) + 𝑎𝑖 − ?¯?| < 2𝜎 holds for
𝑡 > 𝑡𝑐, where 𝑡𝑐 is the time transients need to decay.
In the case that more than one node is not syn-
chronized with the rest of the network, an analytic
treatment is difficult in the presence of heteroge-
neous threshold parameters. However, the previous
results in this Section suggest that in this case the
network synchronizes if 𝐶 > 1/𝑛min where 𝑛min is
the minimal degree of the network, i.e., 𝑛min 6 𝑛𝑗 ,
𝑗 = 1, . . . , 𝑁 and 𝑛𝑗 denotes the degree of the 𝑗th
node. In the synchronized state, the activator and
inhibitor variables fulfill 𝑢𝑗 − 𝑢𝐿 ≈ 𝑎𝑗 − ?¯? and
𝑣𝑗 − 𝑣𝐿 ≈ (1− 𝐶𝑛𝑗)(𝑎𝑗 − ?¯?), respectively.
If the inequality 𝐶 > 1/𝑛min does not hold, the
network might desynchronize in which case control
is needed to enforce a synchronized state. A control
scheme will be discussed in Sec. V.
C. Influence of the coupling strength on the type of
synchronization
In the last subsection, we have discussed the con-
ditions under which the network synchronizes but
have not specified in which state – oscillatory or ex-
citatory – the synchronization takes place. Here, we
investigate the influence of the coupling strength on
the type of synchronized dynamics.
To this end let us consider the 𝑖th neuron in net-
work (1) and rewrite it as
𝜀?˙?𝑖 = 𝑢𝑖 − 𝑢
3
𝑖
3
− 𝑣𝑖,
?˙?𝑖 = 𝑢𝑖 + 𝑎𝑖 − 𝐶
𝑁∑︁
𝑗=1
𝐺𝑖𝑗 [?˙?𝑗(𝑡− 𝜏)− ?˙?𝑖(𝑡)],
(24)
where we use the following substitution 𝑣𝑖 → 𝑣𝑖 −
𝐶
∑︀𝑁
𝑗=1𝐺𝑖𝑗 [𝑢𝑗(𝑡− 𝜏)− 𝑢𝑖(𝑡)].
The behavior of the i𝑡ℎ node without coupling de-
pends on the threshold parameter 𝑎𝑖. From Eq. (24)
it follows that the coupling effectively acts as a shift
of the threshold. If the 𝑗th node is excitable, then
the derivative of its activator equals zero. There-
fore, only nodes in the oscillatory state influence the
effective threshold 𝑎𝑖 − 𝐶
𝑁∑︀
𝑗=1
𝐺𝑖𝑗 [?˙?𝑗(𝑡− 𝜏)− ?˙?𝑖(𝑡)].
Suppose that 𝑎𝑖 > 1, i.e., the i𝑡ℎ node is excitable.
If the coupling strength 𝐶 is too small, then the i𝑡ℎ
node remains in the excitable regime. Increasing the
coupling strength forces the 𝑖th node to exhibit self-
sustained periodic firing. If we now further increase
the coupling strength, the absolute value of the term
|𝑎𝑖 − 𝐶
∑︀𝑁
𝑗=1𝐺𝑖𝑗 [?˙?𝑗(𝑡 − 𝜏) − ?˙?𝑖(𝑡)]| becomes larger
than 1 for large time intervals meaning that the 𝑖th
node stops to oscillate. Thus, if the coupling is too
high, the whole system is excitable. To summarize
the results of this section, if we want to synchro-
nize the FHN network in the oscillatory regime, we
should choose the coupling sufficiently large for syn-
chronization, however, not so huge that we leave the
oscillatory regime and synchronize the network in
the equilibrium point.
IV. ANALYSIS OF HIERARCHICAL NETWORK
TOPOLOGY
In this section, we consider a network with spe-
cific hierarchical architecture and study numerically
how the network synchronization depends on differ-
ent system parameters as the coupling strength 𝐶,
the delay 𝜏 , the variance of threshold parameters 𝜎2,
and the topology. For the simulations we use the
normally distributed threshold parameters 𝑎𝑖 with
mean 𝜇 = 1 and variance 𝜎2 > 0 meaning that os-
cillatory and excitable nodes coexist. We restrict
ourselves to threshold parameters 𝑎𝑖 from the inter-
val |𝑎𝑖 − 𝜇| < 𝜎. The study of different hierarchi-
cal architectures in the neuron connectivity is mo-
tivated by MRI results of the brain structure which
show that the neuron axons networks spans the brain
area fractally and not homogeneously29,30,32,43. In
the rest of this paper the word “fractal” will be em-
ployed to denote hierarchical structures of finite or-
der 𝑛, since the human brain has finite size and does
not cover all orders. This is in contrast to the exact
definition of a fractal set where 𝑛→∞.
Simple hierarchical structures can be constructed
using the classic Cantor fractal construction process
on a ring network44,45. Using the iterative bottom-
up procedure to construct the Cantor set, we create
a symbolic sequence consisting of 0 and 1 hierar-
chically nested . Starting with a base pattern 𝐵
containing 𝑏 symbols (0 or 1) we iterate it 𝑛 times
and obtain a system of size 𝑁 = 𝑏𝑛. During each
iteration step the symbols 1 and 0 are replaced by
the base pattern 𝐵 and a series of 𝑏 zeros, respec-
tively. Thus, we get the string 𝐺1 of size 𝑁 = 𝑏
𝑛.
The resulting string 𝐺1 defines the connections of all
neurons to the first node. We now add a 0 before the
first symbol of 𝐺1, i.e., the first node has no connec-
tion with itself. In this extended string, a 1 at posi-
tion 𝑖, 𝑖 = 2, . . . , 𝑏𝑛+1, represents a link between the
𝑖th node and the first one, while a 0 means that these
two nodes do not couple. To construct the coupling
matrix G, we regard 𝐺1 as the first row in the ma-
trix G. Each of the following rows are obtained by
shifting the preceding row cyclically by one element
resulting in a (𝑏𝑛 + 1) × (𝑏𝑛 + 1) circulant matrix,
i.e., 𝐺𝑖𝑗 = 𝐺1,(𝑗−𝑖+𝑁) mod 𝑁 , 𝑖, 𝑗 = 1, . . . , 𝑏𝑛+1. The
matrix constructed in this way contains a hierarchi-
cal distribution of gaps with a variety of sizes. The
following equation describes the first three rows of a
coupling matrix with hierarchical topology with the
6FIG. 1. Dependence of the activator synchronization
index Δ𝑢 on the coupling strength 𝐶 for the FitzHugh-
Nagumo network given by Eq. (1) with Cantor-type hi-
erarchical topology. The black dashed line indicates the
synchrony condition Δ𝑢 < 2𝜎. Parameters: 𝐵 = [1 0 1],
𝑏 = 3, 𝑛 = 4, 𝑁 = 82, 𝜏 = 1.5, 𝜀 = 0.01. The threshold
parameters 𝑎𝑖 are normally distributed with mean 𝜇 = 1
and standard deviation 𝜎 = 0.1, truncated at 𝑎𝑖 = 𝜇±𝜎.
Initial conditions: 𝑢𝑖(𝑡) = 0, 𝑣𝑖(𝑡) = 0, 𝑖 = 1, . . . , 𝑁 , for
𝑡 ∈ [−𝜏, 0].
base 𝐵 = [1 0 1], 𝑏 = 3, 𝑛 = 2:
G =
⎛⎜⎝ 0 1 0 1 0 0 0 1 0 11 0 1 0 1 0 0 0 1 00 1 0 1 0 1 0 0 0 1
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
⎞⎟⎠ .
(25)
The number of times the symbol 1 appears in the
base, denoted by 𝑐1, defines formally the fractal di-
mension 𝑑𝑓 of the structure, as 𝑑𝑓 = ln 𝑐1/ ln 𝑏. This
measure 𝑑𝑓 describes perfectly the fractal structure
when the number of iterations 𝑛 → ∞. Note that
for symmetric base patterns the adjacency matrices
of networks constructed according to this procedure
are always symmetric and, thus, the results obtained
in Sec. III hold for 𝜏 = 0 and in good approximation
for 𝜏 > 0.
The simulations were carried out in the Matlab
environment using the function dde23 .
In the current study we use as base pattern 𝐵 =
[1 0 1], i.e., 𝑏 = 3. We perform 𝑛 = 4 iterations
yielding a network of size 𝑁 = 𝑏4 + 1 = 82 nodes.
For this base the value of 𝑐1 (number of times the
symbol 1 is encountered within the base 𝐵) equals 2,
i.e., the connectivity matrix has a fractal dimension
of 𝑑𝑓 = ln 2/ ln 3 = 0.6309. After 𝑛 = 4 iterations,
each node is connected to 𝑛𝑖 = 𝑐
𝑛
1 = 2
4 = 16 other
nodes, while no connection to the remaining 𝑏𝑛+1−
𝑛𝑖 = 66 elements exists. From the results obtained
in Sec. III B, we expect the network to synchronize
at 𝐶 > 1/𝑛𝑖 = 0.0625.
We now consider a network with a delay 𝜏 = 1.5
and a standard deviation of 𝜎 = 0.1 for the thresh-
old parameters 𝑎𝑖. We change the coupling strength
𝐶 from 0 to 0.1 and check whether the network
FIG. 2. Dependence of the activator oscillation ampli-
tude 𝐴𝑢 of the first node on the coupling strength 𝐶 for
the FitzHugh-Nagumo network given by Eq. (1) with
Cantor-type hierarchical topology. Parameters and ini-
tial conditions as in Fig. 1.
FIG. 3. Dependence of the activator synchronization
index Δ𝑢 on the standard deviation 𝜎 of threshold pa-
rameters 𝑎𝑖 for the FitzHugh-Nagumo network given by
Eq. (1) with Cantor-type hierarchical topology. The
black dashed line indicates the synchrony condition
Δ𝑢 < 2𝜎. Parameters: 𝐶 = 0.065. Other parameters
and initial conditions as in Fig. 1.
synchronizes. To characterize the degree of syn-
chrony, we introduce the activator synchronization
index Δ𝑢 = max
𝑁
𝑖=1 |𝑢𝑖(𝑡*)−?¯?(𝑡*)+𝑎𝑖−?¯?|, where we
define synchrony by the condition Δ𝑢 < 2𝜎. Here we
use 𝑡* = 30 > 𝑡𝑐, where 𝑡𝑐 is the characteristic tran-
sient time, to analyze the network after the decay
of all transients. The results of the simulation are
presented in Fig. 1, where the synchronization index
vs. the coupling strength is shown. One can see that
there is a critical coupling strength 𝐶* ≈ 0.045, such
that for 𝐶 > 𝐶* synchronization holds with some
level of precision. To distinguish whether the net-
work is in an oscillatory or excitable state we intro-
duce the activator oscillation amplitude of the first
node 𝐴𝑢 as the difference between the maximum and
minimum values of the activator after the transient.
7FIG. 4. Dependence of the activator synchronization
index Δ𝑢 on the coupling strength 𝐶 and the standard
deviation 𝜎 of threshold parameters 𝑎𝑖 for the FitzHugh-
Nagumo network given by Eq. (1) with Cantor-type hier-
archical topology. The white dashed curve indicates the
synchrony boundary Δ𝑢 = 2𝜎. To the right of this curve
synchronization holds. Parameters and initial conditions
as in Fig. 1.
Figure 2 shows the dependence of the activator os-
cillation amplitude of the first node 𝐴𝑢 on the cou-
pling strength 𝐶 showing that for 𝐶 > 0.06 the 1st
node is in the excitable state. Thus, by combin-
ing the results of the simulations shown in Figs. 1
and 2 we conclude that for 0.045 < 𝐶 < 0.06 we
obtain synchronization in an oscillatory state. The
results of the simulations confirm the idea discussed
in Sec. III C.
Now we fix the delay 𝜏 = 1.5 and the coupling
strength 𝐶 = 0.065 and change the standard devia-
tion 𝜎 from 0 to 0.5. The results of the simulation
are shown in Fig. 3. As anticipated, the synchroniza-
tion error increases as 𝜎 is enlarged. For all 𝜎 the
activator synchronization index is below 2𝜎 marked
by a black dashed line. This is the level of precision
of synchronization predicted in Sec. III B. Note that
for 𝜎 < 0.1 the activator synchronization index Δ𝑢
is close to zero. To raise the level of precision for
𝜎 > 0.1, we can increase the coupling strength 𝐶.
Figure 4 shows the value of the activator synchro-
nization index Δ𝑢 in the 𝐶-𝜎 plane. The black area
corresponds to parameter values where the network
synchronizes. The value 𝐶 > 1/𝑛min = 0.0625 ap-
proximates well the threshold between synchroniza-
tion and desynchronization as predicted in Sec. III B.
For increasing 𝜎, Δ𝑢 increases showing that synchro-
nization with less precision takes place.
We now study the influence of the delay 𝜏 on the
dynamics of the network. To this end, we fix the
coupling strength at 𝐶 = 0.065 and the standard de-
viation at 𝜎 = 0.1. For these parameters we always
obtain synchronization, however, the delay affects
the transient time. For example, for 𝜏 = 6 the tran-
sient time takes approximately 110 units of time (see
Fig. 5). Figure 5a shows that during the transient
FIG. 5. Dynamics of 82 FitzHugh-Nagumo systems
given by Eq. (1) with Cantor-type hierarchical topology.
(a) and (b): time series of the activator and the inhibitor
of all nodes, respectively. Parameters: 𝐶 = 0.065, 𝜏 = 6.
Other parameters and initial conditions as in Fig. 1.
FIG. 6. Dynamics of 1297 FitzHugh-Nagumo systems
given by Eq. (1) with Cantor-type hierarchical topology.
(a) and (b): time series of the activator and the inhibitor
of all nodes, respectively. Parameters: 𝐵 = [1 0 1 0 0 0],
𝑏 = 6, 𝑛 = 4, 𝑁 = 1297, 𝐶 = 0.04. Other parameters
and initial conditions as in Fig. 1.
time, the network already synchronizes but with a
lower frequency than the final one. Note that many
authors have emphasized the importance of the tran-
sient phenomena that arise in neural networks with
delay46–50. However, for the chosen parameters we
have not observed these phenomena.
Next we consider how synchronization depends
on the base pattern 𝐵. A systematic study of the
influence of different base patterns has been per-
formed for networks of identical Van der Pol oscilla-
tors in the context of chimera states51. In agreement
with the synchronization condition 𝐶 > 1/𝑛min (cf.
Sec. III B), the numerical simulations show that syn-
chronization depends only on the number of ele-
ments equal to 1 in each row of the connectivity
matrix G. We carry out simulations with differ-
ent bases of 𝑏 = 6 elements with 𝑛 = 4 iteration
8FIG. 7. Dependence of the activator synchronization
index Δ𝑢 on the number of nodes 𝑁 for the FitzHugh-
Nagumo network given by Eq. (1) with bidirectional ring
topology and local coupling, Eq. (26). Parameters: 𝜏 =
1.5, 𝜀 = 0.01, 𝐶 = 1. The threshold parameters 𝑎𝑖
are normally distributed with mean 𝜇 = 1 and standard
deviation 𝜎 = 0.1. Initial conditions: 𝑢𝑖(𝑡) = 0, 𝑣𝑖(𝑡) =
0, 𝑖 = 1, . . . , 𝑁 , for 𝑡 ∈ [−𝜏, 0].
and 𝑐1 = 2 nonzero entries, and obtain synchro-
nization in all cases for 𝐶 = 0.065. As an example
we show in Fig. 6 the results of simulations of the
FHN network with 𝐶 = 0.04 and the base pattern
𝐵 = [1 0 1 0 0 0]. Note that for 𝐶 = 0.065 and base
pattern 𝐵 = [1 0 1 0 0 0] there is also synchroniza-
tion (not shown here), however, the network is in
the excitable regime, because the coupling strength
is too high for the network to be in the oscillatory
regime as discussed in Sec. III C.
Finally, we investigate how the size of the network
influences its synchronizability. Since in the case
of hierarchical topologies the number of nodes 𝑁 is
given by 𝑏𝑛+1 where 𝑏 is the length of the base and
𝑛 the number of iterations, the hierarchical network
does not allow for increasing𝑁 in equally-sized small
steps. Therefore, we choose here a bidirectionally
locally coupled ring given by the following adjacency
matrix
G =
⎛⎜⎜⎜⎜⎝
0 1 0 · · · 1
1 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0
⎞⎟⎟⎟⎟⎠ . (26)
Thus, each node has only two (bidirectional) con-
nections for any size of the system. We fix the cou-
pling strength at 𝐶 = 1 and the standard deviation
at 𝜎 = 0.1. For 𝐶 = 1 > 1/𝑛min = 0.5 we ex-
pect synchronization (cf. Sec. III B). The results of
the simulation are presented in Fig. 7, where the
synchronization index vs. the number of nodes is
shown. One can see that Δ𝑢 < 2𝜎, ∀𝑁 . This means
that the network is synchronized with precision 2𝜎
for all 𝑁 . We conclude that synchronization does
not depend on the network size but only on the cou-
pling strength and the number of connections to each
node of the network. Note, however, that the qual-
ity of synchronization, i.e., the value of Δ𝑢 slightly
depends on the network size.
V. CONTROL OF SYNCHRONIZATION IN
FITZHUGH-NAGUMO NETWORK
In this section we study how to control synchro-
nization in the case where the synchronization condi-
tion 𝐶 > 1/𝑛min is not met. For this purpose a mean
field control, i.e., adding the term 𝐼 = 1𝑁
∑︀𝑁
𝑖=1 𝑢𝑖
to each node, has been considered, for example in
Refs. 23 and 24. However, here we suggest a differ-
ent approach. We will use the control 𝐼(𝑡) in the
form
𝐼(𝑡) = 𝛾𝑢(𝑡), (27)
where 𝛾 is a control gain and 𝑢 is an activator value
of the master system, which is described by the fol-
lowing equations
𝜀?˙? = 𝑢− 𝑢
3
3
− 𝑣,
?˙? = 𝑢+ 𝑎
(28)
where 𝑣 is an inhibitor value and 𝑎 is a desired
threshold. Compared to a mean field control this
approach has the advantage that it is not necessary
to measure and average some output variable. Fur-
thermore, even if all oscillators are in the excitable
regime the control ensures synchronization in an os-
cillatory state if we choose |𝑎| < 1 in Eq. (28).
In the following, we will use 𝛾 = 0.3 and 𝑎 = 0.9,
i.e.,the master system is in the oscillatory regime.
We will demonstrate the control in the form Eq. (27)
on different network topologies.
A. Bidirectional ring topology
We start our consideration with a one-dimensional
ring of 𝑁 delay-coupled FHN oscillators, where each
element is coupled to its neighbors on both sides, i.e.,
the system (1) with the connectivity matrix G given
by Eq. (26).
For the simulation we consider the case of 𝑁 =
500 nodes. We use a coupling strength 𝐶 equal to
0.1. Without control the network does not synchro-
nize as can be seen in Fig. 8, where the simulation of
a network without control, i.e., 𝐼(𝑡) = 0, is shown.
Clearly, there is no synchronization between the ac-
tivator and inhibitor values.
To synchronize this network we use the control in
the form of Eqs. (27) and (28). The result is shown
in Figure 9: The control goal is achieved and syn-
chronization holds for the activators (Fig. 9a) and
the inhibitors (see Fig. 9b).
9FIG. 8. Dynamics of 500 FitzHugh-Nagumo systems
given by Eq. (1) with a locally coupled ring topology
Eq. (26) without control, i.e., 𝐼(𝑡) = 0. (a) and (b):
time series of the activator and the inhibitor of all nodes,
respectively. Parameters: 𝑁 = 500, 𝐶 = 0.1, 𝜏 = 1.5,
𝜀 = 0.01. The threshold parameters 𝑎𝑖 are normally
distributed with mean 𝜇 = 1 and standard deviation
𝜎 = 0.1, truncated at 𝑎𝑖 = 𝜇 ± 𝜎. Initial conditions:
𝑢𝑖(𝑡) = 0, 𝑣𝑖(𝑡) = 0, 𝑖 = 1, . . . , 𝑁 , for 𝑡 ∈ [−𝜏, 0].
FIG. 9. Control of synchronization in 500 FitzHugh-
Nagumo systems with a locally coupled ring topology
Eq. (26) by the external stimulus 𝐼(𝑡) according to
Eqs. (27) and (28). (a) and (b): time series of the ac-
tivator and the inhibitor of all nodes, respectively. Pa-
rameters: 𝛾 = 0.3, 𝑎 = 0.9. Other parameters and initial
conditions as in Fig. 8.
B. Hierarchical network topology
Next we investigate a hierarchical topology with
base pattern 𝐵 = [1 0 1] and iteration number 𝑛 = 6,
i.e., the coupling matrixG has the dimension 𝑁×𝑁
with 𝑁 = 36 + 1 = 730 (for the construction of
a hierarchical network see Sec. IV). We use a very
weak coupling strength 𝐶 equal to 0.001. Figure 10
shows the results of the simulation of network be-
havior without control, i.e., 𝐼(𝑡) = 0. Clearly, no
synchronization between the nodes takes place.
To synchronize this network we use again the con-
FIG. 10. Dynamics of 730 FitzHugh-Nagumo systems
with Cantor-type hierarchical topology without control,
i.e., 𝐼(𝑡) = 0. (a) and (b): time series of the activator
and the inhibitor of all nodes, respectively. Parameters:
𝑛 = 6, 𝑁 = 730, 𝐶 = 0.001. Other parameters and
initial conditions as in Fig. 1.
FIG. 11. Control of synchronization in 730 FitzHugh-
Nagumo systems with Cantor-type hierarchical topology
by external stimulus 𝐼(𝑡) according to Eqs. (27) and (28).
(a) and (b): time series of the activator and the inhibitor
of all nodes, respectively. Parameters: 𝛾 = 0.3, 𝑎 = 0.9.
Other parameters and initial conditions as in Fig. 10.
trol 𝐼(𝑡) given by Eqs. (27) and (28). Figure 11
presents the results of a simulation of the FHN net-
work (1) with hierarchical topology and the external
stimulus 𝐼(𝑡). The control goal is achieved and syn-
chronization holds (see the time series of the acti-
vators and inhibitors in Fig. 11(a), and (b), respec-
tively).
C. Random network topology
Last we consider a network of 𝑁 = 500 nodes with
random topology. We use a sparse matrix with link
density equal to 0.3. This means there are approxi-
mately 0.3𝑁2 normally distributed nonzero entries.
These nonzero entries are drawn from a Gaussian
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FIG. 12. Dynamics of 500 FitzHugh-Nagumo systems
with a random topology without control, i.e., 𝐼(𝑡) = 0.
(a) and (b): time series of the activator and the inhibitor
of all nodes, respectively. Parameters: 𝑁 = 500. The
nonzero entries are drawn from a Gaussian distribution
with mean 𝜇𝐶 = 1 and variance 𝜎
2
𝐶 = 1, truncated at
𝑎𝑖 = 𝜇± 𝜎. Parameters: 𝐶 = 0.0001. Other parameters
and initial conditions as in Fig. 8.
FIG. 13. Control of synchronization in 500 FitzHugh-
Nagumo systems with a random topology by external
stimulus 𝐼(𝑡) according to Eqs. (27) and (28). (a) and
(b): time series of the activator and the inhibitor of
all nodes, respectively. Parameters: 𝛾 = 0.3, 𝑎 = 0.9.
Other parameters and initial conditions as in Fig. 12
distribution with mean 𝜇𝐶 = 1 and variance 𝜎
2
𝐶 = 1,
truncated at 𝑎𝑖 = 𝜇 ± 𝜎. This process results in a
weighted random network. Note that in this case
the average node degree is much higher compared
to the previously studied topologies. Thus, only
for very weak coupling strengths we anticipate non-
synchronous dynamics (see Sec. III B), in which case
the need of control arises.
In fact, for 𝐶 = 0.0001 no synchronization takes
place as can be seen in Fig. (12). Applying the
control in the form of Eqs. (27) and (28) synchro-
nizes the network as shown for the activators and
inhibitors in Figs. 13(a) and (b), respectively.
VI. CONCLUSION
We have considered synchronization and its con-
trol in networks of heterogeneous FitzHugh-Nagumo
systems, a neural model which is considered to be
generic for excitable systems close to a Hopf bifur-
cation. To this end, we have investigated networks
with heterogeneous threshold parameters. It is well
known that networks with heterogeneous nodes are
much less likely to synchronize than networks of
identical nodes. Furthermore, synchrony will take
place in a state where the trajectories of the differ-
ent nodes are not identical but small deviations can
be observed. To counteract this effect of heterogene-
ity we have proposed an algorithm for controlling
synchrony.
First, we have generalized the analytic conditions
for the occurrence of the Hopf bifurcations obtained
in Refs. 41 and 42 for unidirectional locally coupled
ring networks. In this way, we have been able to de-
termine the threshold values for which the system is
in the excitable regime. Afterwards, we have consid-
ered the case that all but one node are in synchrony
and derived a critical coupling strength depending
on the minimum node degree of the network. Above
the critical coupling strength the node will synchro-
nize with the rest of the network. However, if the
coupling strength becomes too large, synchroniza-
tion still holds but amplitude death sets in. Thus,
synchronization in an oscillatory state is only possi-
ble for intermediate coupling strengths. We have
studied synchronization in networks with Cantor-
type hierarchical topologies. The study of different
hierarchical architectures in the neuron connectivity
is motivated by MRI results of the brain structure
which shows that the neuron axon network spans the
brain area fractally and not homogeneously. The re-
sults of these numerical investigations match with
our analytical synchronization condition.
Based on the result that the network does not syn-
chronize for too small coupling strengths, we have
suggested to add the same external stimulus to all
nodes to ensure synchronization in networks where
it is absent without control. We have considered the
activator value of a master neuron as an external
stimulus. We have then applied the control algo-
rithm to different types of networks (bidirectional
ring networks, hierarchical networks, random net-
works), and the simulation results have shown syn-
chronization. Since we use the activator value of
the neuron in the oscillatory state, we suppose that
it is possible to consider other periodic functions
with appropriate frequency as a control to ensure
the synchronization, and we have confirmed this in
simulations (not shown in the paper). Furthermore,
we suggest that our control algorithm and obtianed
synchronization conditions can also help with study
of desynchronization of the network in cases where
this is desirable, for example in the case of abnor-
mal synchrony in the brain as in epilepsy or Parkin-
son disease. Given the paradigmatic nature of the
11
FitzHugh-Nagumo system, we expect our investiga-
tions to be applicable in a wide range of excitable
systems, for instance, to the other models for neural
spiking52–54.
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