ABSTRACT Motivation: A common task in analyzing microarray data is to determine which genes are di erentially expressed across two kinds of tissue samples or samples obtained under two experimental conditions. Recently several statistical methods have been proposed to accomplish this goal when there are replicated samples under each condition. However, it may not be clear how these methods compare with each other. Our main goal here is to compare three methods, the t-test, a regression modeling approach (Thomas et al, 2001 ) and a mixture model approach (Pan et al, 2001) with particular attention to their di erent modeling assumptions.
INTRODUCTION
An exciting development in genomics is the use of microarray t e c hnology to simultaneously monitor the expression levels of thousands of genes (or expressed sequence tags) (Brown and Botstein 1999 Lander 1999) . A common task is to compare the expression levels of genes in samples drawn from two di erent tissues or at two di erent time points or conditions. Speci cally, it is of interest to detect genes with di erential expression under the two conditions. In early days, the simple method of fold changes was used and now i t i s k n o wn to be unreliable (Chen et al 1997) . It has also been noticed that data based on a single array may not be reliable and may contain high noises (Lee et al 2000) . As the technology advances, microarray experiments are becoming less expensive, which makes the use of multiple arrays (or multiple spots on each array) feasible. In this paper, we consider the detection of di erentially expressed genes with replicated measurements of expression levels of each gene under each condition.
A straightforward method is to use the traditional two-sample t-test (e.g. Devore and Peck, 1997). Thomas et al. (2001) proposed a regression modeling approach. Pan et al. (2001a) suggested a mixture model approach, which follows the basic idea of Efron et al (2000) and Tusher et al (2001) . However, it is not clear how these methods compare with each o t h e r . For practitioners to choose a method, it is important to elucidate various modeling assumptions underlying each method. In this paper, we comparatively review the three methods, the t-test, the regression approach of Thomas et al. (2001) , and the mixture model approach o f P an et al. (2001a) . In particular, we give an explicit form of the test statistic in the regression method, facilitating the discussion of the connections and di erences among the three methods. We apply the three methods to the leukemia data of Golub et al (1999) . We also brie y discuss the results of applying the empirical Bayesian (EB) method of Efron et al (2000) and the Signi cance Analysis of Microarray (SAM) method of Tusher et al (2001) to the same leukemia data.
All the methods are not restricted to any speci c microarray technology. From now on, the expression level can refer to a summary measure of relative red to green channel intensities in a uorescence-labeled cDNA array, a radioactive intensity of a radiolabeled cDNA array, or a sum-mary di erence of the perfect match (PM) and mis-match (MM) scores from an oligonucleotide array. The gene expression levels may h a ve been suitably preprocessed, including dimension reduction, data normalization and data transformation (e. . To focus on the main issue, we assume that all the methods use the data preprocessed in the same way.
METHODS

Data
Suppose that Y j k is the expression level of gene j in array k (j = 1 ::: n k = 1 ::: K 1 K 1 + 1 ::: K 1 + K 2). Suppose that the rst K 1 and last K 2 arrays are obtained under the two conditions respectively.
A general statistical model is
where x k = 1 f o r 1 k K 1 and x k = 0 f o r K 1 + 1 k K 1 +K 2 , and j k are random errors with mean 0. Hence a j + b j and a j are the mean expression levels of gene j under the two conditions respectively. Determining whether a gene has di erential expression is equivalent to testing for the null hypothesis H 0 : b j = 0 against H 1 :b j 6 = 0 :
A statistical test consists of two parts. The rst is to construct a summary test statistic. The second is to determine the signi cance level or p-value associated with the test statistic. The pvalue is usually calculated based on the null distribution of the test statistic (i.e. the distribution of the test statistic under H 0 ), which m a y be speci ed or estimated via modeling assumptions.
To focus on the main issue, we use = 0:01 as the genome-wide signi cance level, and we use the Bonferroni adjustment t o d e a l w i t h m ultiple comparisons. Hence the test-or gene-speci c signi cance level (for a two-sided test) is = =(2n). We do not consider other possibly better adjustment methods for multiple comparisons (e.g. Dudoit et al 2000 Thomas et al 2001) . Most, if not all, statistical tests can be modi ed accordingly for a multiple comparison adjustment.
In the following, we review the three methods along the line.
The t-test
There are several versions of the two-sample t-test, depending on whether the sample size (i. We will use the Welch t-test throughout. Note that the Welch t-test is speci cally designed to handle the possibility of having unequal variances. If we ignore the part of multiple comparison adjustment, Dudoit et al (2000) adopt the same t-statistic, but calculate the p-value by p e r m utation.
A regression modeling approach Thomas et al (2001) proposed a regression modeling approach. In their original formulation, data preprocessing and testing for di erential expression are coupled together. To focus on the main issue, we only consider the testing part of their approach throughout the paper. Then their model is the same as (1) (after ignoring the preprocessing step). Treating (1) as a regression model, they proposed to estimate (a j b j ) using the weighted least square method, and then to estimate the variance ofb j using the robust or sandwich v ariance estimator, say V a r (b j ) . Their test statistic is with reference to the (asymptotically) Normal distribution.
Thomas et al observed that the result based on using Z 0 j is close to that of using the t-statistic Z j . But because they did not give an explicit formula for Z 0 j , a theoretical explanation was unavailable. Next we give an explicit formula for Z 0 j , which will shed light on the nature of Z 0 j . Note that (1) can be formulated as a linear regression problem. If we denote the corresponding design matrix as X , i t i s e a s y t o v erify that X 0 X is block-diagonal. Hence, the least-squares estimates of (a j b j ) a r e independent with each other for di erent genes. In fact, it is easy to verify that the least-squares estimate of b j isb
Then, as pointed out by Drum and McCullagh (1993) , the robust variance estimator ofb j is
which can be also veri ed directly.
Hence, it can be seen that the statistic Z 0 j of Thomas et al has a similar form to the usual t-statistic Z j with the minor di erence in how to estimate the variances: rather than the unbiased sample variances as used in Z j , the maximum likelihood estimator of the variance (under the Normality assumption for Y j k 's) is used in Z 0 j . It is obvious that Z 0 j and Z j are equivalent as bothK 1 and K 2 tend to the in nity. However, for small K 1 and K 2 , Z j is preferred due to the unbiasedness of its variance estimator involved.
Furthermore, using a standard Normal distribution to calculate the p-value for Z 0 j is based on the assumption that both K 1 and K 2 are large, which h o wever does not hold in many microarray experiments. Therefore, as acknowledged by T h o m a s e t al, the Normality assumption for Z 0 j may be too strong and may n o t w ork well in practice.
Note that the use of the sandwich v ariance estimator proposed by Thomas et al (2001) is novel. It works asymptotically even if random errors j k 's in (1) have di erent v ariances for di erent j, o r even for the same gene j under the two conditions. More often, for a linear regression model like (1), it is assumed that j k 's are a random sample (iid) from the same distribution, and hence have the same variance. If we ignore the preprocessing that corrects array and other e ects, the latter assumption on iid j k 's is taken by Kerr et al (2000) .
A mixture modeling approach A common problem with the above t-test and the regression approach is their strong assumptions on the null distributions of the test statistics. In contrast, following the idea of Efron et al (2000) and Tusher et al (2001), Pan et al (2001a) proposed to estimate the null distribution directly. The method takes full advantage of the existence of replicated data, but it does require that bothK 1 and K 2 are even numbers.
A k ey step is to construct the following null statistics:
where
, p j is a random permutation of a column vector containing K 1 =2 1's and ;1's respectively, a n d q j is a random permutation of a column vector containing K 2 =2 1's and ;1's respectively. Suppose that the distribution density functions of z j and Z j are respectively f 0 and f . Under the weak assumption that the random errors j k have a distribution symmetric about its mean 0, then under H 0 , z j and Z j have the same distribution f 0 = f . Using z j 's and Z j 's we can estimate the distributions f 0 and f respectively. We will discuss how to estimate f 0 and f later. For the moment, suppose f 0 and f are known (or more precisely, taken at their estimates). For any given Z , w e can use the likelihood ratio test statistic The Normal mixture model is exible and powerful, and is widely used in many applications. It is usually tted by maximum likelihood using the expectation-maximization (EM) algorithm (Dempster et al. 1977 ). To determine the numberof components g 0 , we can use various model selection criteria, of which t h e B a yesian Information Criterion (BIC) (Schwartz 1978 ) is favored in some empirical studies (Fraley and Raftery 1998):
where L(^ g 0 ) is the maximized likelihood function and g 0 = 3 g 0 ; 1 i s t h e n umber of independent parameters in g 0 . In using the BIC, one rst ts a series of models with various values of g 0 , then picks up the g 0 corresponding to the rst local minimum of BIC (Fraley and Raftery 1998).
We used the EMMIX, a stand-alone Fortran program for tting a Normal mixture model using maximum likelihood method. It was implemented by McLachlan et al. (1999) and is freely available from the web at http://www.maths.uq.oz.au/ gjm/emmix/emmix.html.
It has many i n teresting features, including multiple starts of the EM algorithm and calculation of model selection criteria.
RESULTS
Data
We apply the methods to the leukemia data of Golub et al (1999) , which consists of 27 acute lymphoblastic leukemia (ALL) samples and 11 acute myeloid leukemia (AML) samples. The goal is to nd genes with di erential expression between ALL and AML. Thomas et al also analyzed this data set. Since the mixture model approach requires even numbersof samples, we randomly take the rst K 1 = 2 6 ALL samples and last K 2 = 1 0 AML samples for use. There are n = 7129 genes in each sample. As mentioned earlier, we t a k e the genome-wide signi cance level at the usual = 0:01 level, and use the Bonferroni method to adjust for multiple comparisons. Hence the gene-speci c signi cance level being used is = 0 :01=(7129 2) = 7:014 10 ;7 .
Data preprocessing is accomplished for each sample by subtracting its median and dividing by its quartile range (the di erence between the rst and the third quartiles). Note that rather than the commonly used mean and standard deviation, we used the median and quartile range because the latter two are more robust estimators for the center and the dispersion of a distribution respectively. All the methods are applied to thus preprocessed data.
Fitted mixture models
We tted three mixture models for either f 0 or f with 1 to 3 components (Table 1) . Based on BIC, we can see that a two-component mixture is the best for each and the tted models are: Figure 1 presents the histograms and the tted models. For comparison, the density function of a t-distribution with degrees of freedom 34 is imposed in Figure 1(a) . It can beseen that the t distribution has much heavier tails than the estimated f 0 . For Figure 1(b) , we present boththe estimated f 0 and f . It can be seen that, unsurprisingly, f has heavier tails than f 0 . Table 1 For the regression modeling method, since the null distribution is assumed to bea standard Normal, the rejection region is fZ 0 : jZ 0 j > 4:8246g, where 4.8246 is the upper -percentile for a standard Normal distribution.
As described earlier, the rejection region for the mixture model method is fZ : Z < ;4:8877 or Z > 4:4019g.
Comparing the rejection regions of the three methods and the estimated null distribution and a t distribution in Figure 1 (a), we can see that the t-test is probably too conservative. Unsurprisingly, the t-test detects total 20 genes with signi cant expression changes, whereas the regression method and the mixture model method nd 157 and 187 genes respectively. Thomas et al provided some biological justi cations for many i d e n ti ed genes.
Top genes with di erential expression Tables 2 and 3 list top 25 genes which are more highly expressed in AML and in ALL respectively. In general, the regression and the mixture model methods give very similar rankings This can be explained by the closeness of Z j to Z 0 j . In particular, it is reassuring that the two spots of the same gene, TCF3 (E2A), in Table 3 are ranked closedly as number14 and number16 by both methods. The results of the three methods are in good agreement in Table 3 . However, only the top 6 genes in Table 2 are identi ed as such by all the three methods. This may bedue to the fact that the absolute values of the test statistics in Table 3 are much larger than those in Table 2 . In other words, there is stronger evidence to suggest di erential expression for the top genes more highly expressed in ALL than that for those more highly expressed in AML. In fact, according to the mixture model method, only the top 16 genes in Table 2 are identi ed as having signi cant expression change. Table 2 about here  Table 3 about here Note that the ranking of the t-test is based on the corresponding p-values. Since the degrees of freedom of the null distribution in the t-test are gene-speci c, the resulting ranking is di erent from that based on the test statistics Z j . Thomas et al (2001) reported a good agreement b e t ween the t-test and the regression approach. The reason is that they used a xed number(36) for the degrees of freedom in the t-test (LP Zhao, personal communications). If we do it that way, then the same conclusion can be drawn. Also, since the null distributions for the regression method and the mixture model method are xed (i.e. non-gene-speci c), the ranking based on Z j or Z 0 j should be the same as that based on the corresponding p-values.
For the purpose of comparison, we also give the ranking results taken from Thomas et al (2001) . Most of the genes listed are also reported by t h e m . However, the speci c ranking may be very di erent. This may belargely due to the di erent methods used in preprocessing the data. This demonstrates the importance of data preprocessing.
DISCUSSION
A comparative summary of the three methods
We have given an explicit expression of the test statistic Z 0 j for the regression approach of Thomas et al, from which w e can see that it has a similar form to the t-statistic, which is also used in the mixture model approach. Hence, the three methods usually give similar results in terms of the test statistics. However, they di er in how to determine the statistical signi cance level (or rejection region). For small sample sizes, both the t-test and the regression approach depend on the strong parametric assumptions, the t-distribution of Z j (or equivalently, the Normality assumption on the random errors) and the Normal distribution of Z 0 j respectively. It is possible that these parametric assumptions are violated in practice when small sample sizes are more common, though the two methods are asymptotically valid (with large sample sizes). In contrast, the mixture model approach estimates the null distribution directly. It takes advantage of the existence of multiple samples to construct the null scores z j 's, and the large number of genes makes it feasible to estimate the null distribution f 0 (and f ) nonparametrically. Note that the null distribution f 0 is for random errors, not for the gene expression levels. Of course, the mixture model method (as the EB method of Efron et al and SAM) also has its own modeling assumptions: it is assumed that the random errors have symmetric distributions, and after a suitable standardization (here we divide them by the sample variances), the random errors from all the genes have a common distribution. We believe that these assumptions are weak and reasonable. In particular, they are weaker than the Normality assumption used in the t-test.
Note that the Normality assumption in the t-test is required only for small K With practical numbers of samples (i.e small K 1 and K 2 ), however, the power of the t-test is limited (due to the too small degrees of freedom), whereas the Normality assumption for the regression approach is more likely to be seriously violated. These are the situations where the mixture model approach and other similar approaches (Efron et al 2000, Tusher et al 2001) are more attractive. An advantage of the regression approach is its exibility: it can beextended to model more complex biological processes ). An attractive point of the mixture model approach is its use for sample size/power calculations (Pan et al 2001b) .
A brief comparison with other approaches
The Wilcoxon rank sum test (equivalent to Mann-Whitney test) has also been used as an alternative to the t-test in two-sample comparisons with microarray d a t a . Because it is nonparametric, it avoids the possibly questionable parametric assumption used in the t-test. However, as demonstrated by Thomas et al., the price we pay for the robustness of the Wilcoxon test is the loss of power: when applied to the leukemia data, it does not nd any gene with signi cant expression change. This is also related to another often neglected issue: the Wilcoxon test requires that the two samples have distribution functions with the same shape (with the only di erence in their lo-cation parameters). This implies, strictly speaking, that it is not applicable if the expression levels of a gene may have unequal variances under the two conditions, which is exactly the same reason why w e prefer the t-test with unequal variances to that with an equal variance. These same issues remain with the use of other permutation-based nonparametric tests. Figure 3 about here The mixture model approach follows the novel idea of the EB approach of Efron et al (2000) and of the SAM of Tusher et al (2001): estimating the null distribution using z j 's. They belong to the same family with the same basic modeling assumptions. Here, we give a brief comparison of these methods by applying them to the same leukemia data. The general conclusion below is similar to that of Pan et al (2001a) . To s a ve s p a c e , w e do not go to the details of the EB and SAM methods The reader is referred to the above references for more details.
For the EB approach, Efron et al (2000) proposed a logistic regression method to estimate the likelihood ratio statistic LR(Z ) (Figure 3(a) ), which is close to that obtained by the mixture method ( Figure 2 ). Using LR(Z ), Efron et al derived a lower bound of the posterior probability that a gene with the t-statistic Z j has di erential expression, P r (EventjZ j ). The posterior probability i s drawn as a function of Z in Figure 3 (b) . The qualitative conclusion is the same as other methods:
as jZ j j increases, there is stronger evidence to reject H 0 . Corresponding to the rejection region by the mixture model method, the estimated posterior probabilities are P r (Ev e n t j ; 4:9) = 0:978 and P r (Eventj4:4) = 0:982. The posterior probability is closely related to the so-called false discovery rate (FDR) (Efron et al, 2001 ). The FDR is used as an alternative t o c o n trolling the false positive rate (i.e. Type I error rate) in handling multiple comparisons (Benjamini and Hochberg 1995) . A potential problem is that, since only the lower bound of the posterior probability is actually estimated and given, the interpretation of the result in terms of signi cance level may be conservative. Nontheless, there are many i n teresting features in the EB approach. Figure 4 about here As pointed out by Efron et al, SAM is bestsuited to detecting a small numberof genes with di erential expression, which is not true for the leukemia data. Pan et al (2001a) also pointed out a problem with SAM under these situations. Although the SAM was originally designed to control the FDR, if desired, it can be also directly applied to control the Type I error. Using B = 20 versions of random permutations of z j scores, one can calculate the expected order statistics of z j 's, z (j) . If we u s e s = 2, the estimated false positives and true positives are 0:1 and 297 respectively. If we u s e s = 2 :1, the estimated false positives and true positives are 0 and 267 respectively. Figure 4 presents the results of SAM using s = 2, where the identi ed 297 genes with di erential expression are those satisfying jZ (j) ; z (j) j > s with Z (j) 's being the order statistics of Z j 's. Since simulation is used in SAM, it is in general di cult to obtain results for a given Type I error . On the other hand, there are many attractive points of SAM. For instance, it does not have strong parametric assumptions and does not involve a n y complex estimation procedures (i.e. only order statistics are involved). In particular, it compares Z j 's of all the genes collectively with their z j 's. In contrast, all the other methods test gene by gene, which m a y be less e cient. 
