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Although it is easy to prove that two ﬁnite ﬁelds having the same cardinality are
isomorphic, the proof uses embeddings into an algebraic closure (or at least into a
common overﬁeld), hence is not constructive, and so does not provide explicit
isomorphisms. We give algorithms to solve this problem efﬁciently in practice, and as
an application, we also give an algorithm for factoring a polynomial P 2 Fp ½X  over a
ﬁnite extension of Fp . # 2002 Elsevier Science (USA)1. INTRODUCTION
Let p be a prime number, n an integer, T1 and T2 two irreducible
polynomials of degree n with coefﬁcients in the ﬁnite ﬁeld Fp,
K1 ¼ Fp½X =ðT1Þ, and K2 ¼ Fp½X =ðT2Þ. The two ﬁnite ﬁelds K1 and K2 both
have pn elements, hence are isomorphic. However, the classical proof of this
fact does not lead to an explicit isomorphism between them, that is, to a
polynomial S with coefﬁcients in Fp such that T1 8 S  0 ðmod T2Þ.
In this paper, we describe an algorithm which solves this problem faster
than factorization over ﬁnite ﬁelds (see, for example, [3]).
In practice, it is probably also faster than the theoretical polynomial-time
algorithm given by Lenstra in [2] which to our knowledge has not been
implemented.
We use Kummer theory and Artin–Shreier theory to compute an almost
canonical deﬁning polynomial for K1 and K2. From these polynomials, it is
then easy to compute explicit isomorphisms. Furthermore, we also obtain
from this a fast algorithm to compute the factorization of a univariate332
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EXPLICIT COMPUTATION OF ISOMORPHISMS 333polynomial with coefﬁcients in the base ﬁeld Fp over a ﬁnite extension K
of Fp.
2. COMPUTING ISOMORPHISMS WHEN N DIVIDES P  1
In this section, we assume that the degree n divides p  1, or equivalently
that there exists a primitive nth root of unity z in Fp, giving us the possibility
to use Kummer theory. Although this is a sub-case of the next section, it is
much simpler to explain, and it uses simpler objects, and so it leads to a
faster implementation.
2.1. Theoretical Aspects
The idea is as follows. The ﬁnite ﬁeld K1 being a cyclic extension of Fp
containing a primitive nth root of unity z, it is a Kummer extension of Fp. By
Hilbert’s Theorem 90, we can thus explicitly compute an element a1 of K1
such that sða1Þ=a1 ¼ z, where s is a generator of the Galois group of K1=Fp.
It follows that a1 ¼ an1 is in Fp. In addition, since the smallest strictly positive
integer k such that sk ﬁxes a1 is equal to n, it follows that Fp is of degree
exactly equal to n over Fp, hence is equal to K1. Similarly, we can compute an
element a2 of K2 such that a2 ¼ an2 is in Fp and K2 ¼ Fpða2Þ. By construction,
it is clear that a1=a2 is an nth power in Fp. We then compute an element c in
Fp such that cn ¼ a1=a2, and so we can easily ﬁnd explicitly the unique
isomorphism sending a1 to ca2.
In practice, a1 and a2 will be computed using linear algebra, and not by
directly using the proof of Hilbert’s Theorem 90.
2.2. Algorithmic Aspects
Algorithm 2.1. Under the above hypotheses and notation, denote by
B1 the power basis ð1; %X ; . . . ; %X
n1
Þ of K1 and by B2 the power basis ð1; %X ;
. . . ; %X
n1
Þ of K2. We compute an isomorphism S as follows.
1. [Compute z] Compute a primitive nth root of unity z in Fp.
2. [Compute Frobenius maps] Compute the matrix A1 of the Frobenius
automorphism of K1 on the power basis B1, and the matrix A2 of the
Frobenius automorphism of K2 on the power basis B2.
3. [Solve Hilbert 90] Compute an eigenvector V1 of A1 and an
eigenvector V2 of A2, both for the eigenvalue z.
4. [Compute a1 and a2] Compute the element a1 of K1 whose
representation on B1 is V1 and compute the element a2 of K2 whose
representation on B2 is V2.
5. [Compute powers] Compute a1 ¼ an1 in K1 and a2 ¼ a
n
2 in K2 and
coerce them to elements of Fp.
BILL ALLOMBERT3346. [Compute nth root] Compute an nth root c 2 Fp of a1=a2.
7. [Compute base change] Compute the matrix M expressing the basis
ð1; a1; . . . ; an11 Þ of K1 on the basis B1.
8. [Express %X ] Solve in V the linear system MV ¼ ð0; 1; 0; . . . ; 0Þ and let
P1 be the polynomial whose representation in base ð1;X ; . . . ;Xn1Þ is V and
let P2 be the polynomial whose representation is V2.
9. [Substitute] Compute S ¼ P1 8 ðcP2Þ ðmod T2Þ and output S.
Proof. The validity of the algorithm follows immediately from Hilbert’s
Theorem 90. However in this particular setting, we have the following direct
proof.
We know that the Frobenius automorphism is of order n, so that An1 ¼ In,
the n	 n identity matrix. By a well-known theorem of linear algebra, it
follows that we have
Fnp ¼ 

n1
i¼0
kerðA1  z
iInÞ :
The subspace kerðA1  z
iInÞ corresponds to the roots of Xp  z
iX in K1
which is a polynomial of degree p, so it has at most p elements hence its
dimension is at most equal to 1.
The vector space Fnp is of dimension n and equal to a direct sum of n
subspaces of dimension at most 1, hence all these subspaces must be of
dimension equal to 1. Thus, A1 (and similarly A2) has indeed an eigenvector
with associated eigenvalue z. As mentioned above, since a1=a2 is ﬁxed by the
Galois group of Fpn=Fp it follows that c ¼ a1=a2 is an nth power in Fp. &
There are several efﬁcient ways to do the computations in Step 1 and
Step 6. Note that Kummer theory asserts that, K1 being a cyclic extension of
degree exactly n, for every divisor d of n, a1 is not a dth power. This can be
used to solve Step 6 by Shanks’s algorithm for nth roots in deterministic
polynomial time, since the knowledge of the element a1 makes the
nondeterministic part of such an algorithm disappear.
3. COMPUTING ISOMORPHISMS WHEN P DOES NOT DIVIDE N
In this section, we generalize the preceding method to the case where p
does not divide n.
3.1. Theoretical Aspects
Let C ¼ Fp½z be the extension of Fp by a primitive nth root of unity in %Fp.
The classical use of Kummer theory relies on the tower of extensions shown
below and splits the problem into three parts.
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steps, we will not follow this strategy. Instead, we will extend Kummer
theory to the Fp-algebra K1 Fp C which is not necessarily a ﬁeld. We present
these results in a general setting in the next subsection.
3.2. Extension of Kummer Theory
Let k be a ﬁeld, let K be a cyclic extension of k of degree n prime to the
characteristic of k, and let C be a ﬁnite extension of k containing a primitive
nth root of unity z. We denote by s a generator of the Galois group of the
extension K=k.
Proposition 3.1. The C-algebra K k C is an !etale algebra; in other
words, it has no nonzero nilpotent elements.
Proof. Let T be an irreducible polynomial in k½X  with splitting ﬁeld K.
The degree of T is not a multiple of the characteristic of k so T is separable.
The ﬁeld K is isomorphic to k½X =ðT Þ, hence K k C is isomorphic to C	
½X =ðT Þ which has no nonzero nilpotent elements. &
We need to introduce the map
*s
K k C ! K k C
x y/ sðxÞ  y

which is clearly an automorphism of the k-algebra K k C. It will play the
role of the generator of the Galois group in the classical theory.
Proposition 3.2. The set of elements of K k C fixed by *s is a field
isomorphic to C.
Proof. Let B ¼ fb1; . . . ; bcg be a basis of C over k. An element b of
K k C can be written uniquely in the form b ¼
Pc
i¼1 ki  bi, so
*sðbÞ ¼
Pc
i¼1 sðkiÞ  bi. If *sðbÞ ¼ b then for all 1 i c we have sðkiÞ ¼
ki so ki 2 k. We conclude that the set of elements of K k C ﬁxed by *s is
kk C which is a ﬁeld isomorphic to C. &
We will also need the following result.
1. Do the work in the Kummer extension K1C=C.
2. Use Galois theory to transfer the result to the extension
K1=K1 \ C.
3. Get back to the initial extension Fp.
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endomorphism of the k-vector space K is equal to Xn  1.
Proof. Since sn  id ¼ 0, the minimal polynomialM of s divides Xn  1.
Dirichlet’s character independence theorem asserts that the automorphisms
id;s; s2; . . . ;sn1 are linearly independent over k, so the degree ofM must be
at least n, hence M ¼ Xn  1. By using the Cayley–Hamilton theorem, we
conclude that the characteristic polynomial of s is equal to Xn  1. &
We have the following generalization of a special case of Hilbert’s
Theorem 90.
Proposition 3.4. Under the above hypotheses, kerð *s zidÞ is a one-
dimensional vector space over C.
Proof. Let B be a basis of K over k. The matrix of the C-linear
endomorphism *s over the basis B 1 is the same as the matrix of the k-
linear endomorphism s over the basis B, so they both have the same
characteristic polynomial Xn  1, which is totally split over C. It follows
that each eigenspace of *s is one-dimensional. &
Proposition 3.5. Let a and b be two eigenvectors of *s for the eigenvalue
1 z. Then:
ð1Þ both an and bn are nonzero elements of kk C;
ð2Þ the element an=bn is an nth power in kk C;
ð3Þ if an ¼ bn then there exists an integer j such that a ¼ *sjðbÞ.
Proof. As in classical Kummer theory, we have *sðanÞ ¼ ðð1 zÞaÞn ¼ an,
so an belongs to the ﬁxed ﬁeld kk C of *s. The algebra K k C does not
contain nonzero nilpotent elements, so an=0, and the same holds for bn.
The eigenspace of *s for the eigenvalue 1 z is one-dimensional, so there
exists an element c of k C such that a ¼ cb, hence an=bn ¼ cn.
Furthermore, if cn ¼ 1 then c is an nth root of unity, hence there exists an
integer j such that c ¼ 1 zj, and so a ¼ ð1 zjÞb ¼ *sjðbÞ. &
Note that if the tensor product is a ﬁeld, these results are well known.
In the sequel, we will assume that z generates C over k, so that C ¼ kðzÞ,
and we will set r ¼ ½C : k.
Proposition 3.6. Denote by a an eigenvector of *s for the eigenvalue
1 z. If a0 is the first component of a on the basis ð1 z
iÞr1i¼0 of K k C
over C, then a0 is a primitive element for the extension K=k.
Proof. Note ﬁrst that kða1Þ=k is a subextension of a cyclic extension,
hence is Galois, so every conjugate of a1 lies in kða1Þ.
Let us write a ¼
Pr1
i¼0 ðai  z
iÞ. Then *sðaÞ ¼
Pr1
i¼0 ðsðaiÞ  z
iÞ. If M is
the companion matrix of the minimal polynomial T ¼
Pr
i¼0 biX
i of z over
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sða1Þ
sða2Þ
sða3Þ
..
.
sðarÞ
0
BBBBBBB@
1
CCCCCCCA
¼
0 b0
1 0 b1
1 b2
. .
. ..
.
0 1 br1
0
BBBBBBBB@
1
CCCCCCCCA
a1
a2
a3
..
.
ar
0
BBBBBBB@
1
CCCCCCCA
so that
sða1Þ ¼ b0ar ð1Þ
sðaiÞ ¼ ai1 þ bi1ar; 2 i r : ð2Þ
Since b0 is nonzero, we can rewrite Eq. (1) as ar ¼ sða1Þ=b0, hence ar 2 kða1Þ.
Rewriting Eq. (2) as ai1 ¼ sðaiÞ  bi1ar for i ¼ r down to 2, we see that all
the ai belong to kða1Þ. If e is an integer such that seðxÞ ¼ x for all elements
x 2 kða1Þ, then *seðaÞ ¼ a and so ð1 z
eÞa ¼ a, hence ze ¼ 1 so e is a multiple
of n. By Galois theory, we thus have K ¼ kða1Þ. &
Note that Proposition 3.5 asserts that the ﬁrst coordinates of two
eigenvectors are conjugate.
3.3. Algorithmic Aspects
Algorithm 3.1. Under the above hypotheses and notation, denote by
B1 the power basis ð1; %X ; . . . ; %X
n1
Þ of K1 and by B2 the power basis ð1; %X ;
. . . ; %X
n1
Þ of K2. We compute an isomorphism S as follows.
1. [Compute z] Find an irreducible factor F of the nth cyclotomic
polynomial as a polynomial over Fp and set C ¼ Fp½X =ðF Þ and z ¼ %X .
2. [Compute Frobenius maps] Compute the matrix A1 of the
Frobenius automorphism of K1 on the power basis B1, and the matrix A2
of the Frobenius automorphism of K2 on the power basis B2.
3. [Solve Hilbert 90] Compute an eigenvector V1 of A1 and an
eigenvector V2 of A2, both for the eigenvalue z over the ﬁeld C.
4. [Compute a1 and a2] Compute the element a1 of K1  C whose
representation on B1  1 is V1 and compute the element a2 of K2  C whose
representation on B2  1 is V2.
5. [Compute powers] Compute a1 ¼ an1 in K1  C and a2 ¼ a
n
2 in K2
C and coerce them to elements of C.
6. [Compute nth root] Compute an nth root c of a1=a2 in the ﬁeld C.
BILL ALLOMBERT3387. [Compute b1 and b2] Compute b1 as the ﬁrst coordinate of a1 in the
basis f1; z; . . . ; zdeg F1g and b2 as the ﬁrst coordinate of ca2 in the same
basis.
8. [Compute base change] Compute the matrix M expressing the basis
ð1;b1; . . . ;b
n1
1 Þ of K1 on the basis B1.
9. [Express %X ] Solve in V the linear system MV ¼ ð0; 1; 0; . . . ; 0Þ and let
P1 be the polynomial whose representation in base ð1;X ; . . . ;Xn1Þ is V and
let P2 be the polynomial such that P2ð %X Þ ¼ b2 in K2.
10. [Substitute] Compute S ¼ P1 8 P2 ðmod T2Þ and output S.
Proof. This simply follows from the results of Section 3.2 applied to the
extensions K1=Fp and K2=Fp. &
The two nonelementary steps of the algorithm are the following.
1. The factorization over Fp of cyclotomic polynomials. This is solved
efﬁciently by [5, Theorem 9].
2. The computation of an nth root in a ﬁnite ﬁeld. This is solved by
applying the following modiﬁcation of Shanks’s algorithm for nth roots in a
ﬁnite prime ﬁeld, which we give below for completeness.
Note that the other steps are deterministic. In practice, most of the time is
spent in Step 3.
The computation of an nth root in a ﬁnite ﬁeld is easily reducible to the
extraction of an ‘th root, where ‘ is a prime number dividing q 1.
Algorithm 3.2. Let K be a ﬁnite ﬁeld with q elements and let ‘ be a
prime number dividing q 1. Let r and e be such that q 1 ¼ ‘er and r
prime to ‘. We compute an ‘th root x of the element a 2 K, if it exists, as
follows.
1. [Find nonresidue] Choose elements y 2 K at random until yðq1Þ=‘
=1 and set z :¼ yðq1Þ=‘.
2. [Extended Euclid Algorithm] Compute u1 and u2 such that
ru1 þ ‘ 	 u2 ¼ 1.
3. [Initialize] Set x :¼ au2 , b :¼ aru1 .
4. [Test] If b ¼ 1 then output x.
5. [Get exponent] Find the smallest integer m such that b‘
m
¼ 1. If
m ¼ e output ‘‘Element a is not an ‘th power in K’’.
6. [Discrete logarithm] Compute the smallest integer n such that
zn ¼ b‘
m1
.
7. [Reduce exponent] Set w :¼ yn‘
em1
, z :¼ zn, e :¼ k, x :¼ wx, y :¼ w‘
and b :¼ yb.
8. [Loop] Go to Step 4.
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4.1. Theoretical Aspects
The main idea of this section is to use Artin–Shreier theory to construct
almost canonical irreducible polynomials of degree pk.
We will use the following lemma (see [5, Lemma 2.3]).
Lemma 4.1. The polynomial Xp  X  1 is irreducible in Fp½X .
Furthermore, let K be an extension of Fp, let a 2 K, and assume that
the polynomial Xp  X  a is irreducible in K½X . Then, if E ¼ KðaÞ for a
root a of Xp  X  a, the polynomial Xp  X  aap1 is irreducible in
E½X .
Note that the coefﬁcients of the polynomial Xp  X  aap1 are
themselves polynomials in a so they commute with ﬁnite ﬁeld isomorphisms.
Thus this lemma allows us to compute two conjugate towers of subﬁelds of
K1 and K2 as follows:
Proposition 4.1. Let K1;0 ¼ K2;0 ¼ Fp, a1;0 ¼ a2;0 ¼ 1, a1;0 ¼ a2;0 ¼ 1.
We define inductively the subfields Ki;j of Ki, and the elements ai;j and ai;j of
Ki;j for i 2 f1; 2g and 1 j k by
* ai; j ¼ ai; j1ai; j1
* ai;j is a root of the polynomial Xp  X  ai; j in the field Ki
* Ki;j is the subfield of Ki generated by ai;j.
For each 1 j k there exists an isomorphism between K1; j and K2; j
sending a1;j to a2;j. In particular, for j ¼ k, we can compute explicitly an
isomorphism between K1 and K2.
4.2. Algorithmic Aspects
Algorithm 4.1. Under the above hypotheses and notation, denote by
B1 the power basis ð1; %X ; . . . ; %X
n1
Þ of K1 and by B2 the power basis ð1; %X ;
. . . ; %X
n1
Þ of K2. We compute an isomorphism S as follows.
1. [Compute Frobenius maps] Compute the matrix A1 of the Frobenius
automorphism of K1 on the power basis B1, and the matrix A2 of the
Frobenius automorphism of K2 on the power basis B2.
2. [Initialize loop] Set e :¼ 1 a1 :¼ 1, a2 :¼ 1, a1 :¼ 1, and a2 :¼ 1.
3. [Apply lemma 4.1] Set a1 :¼ a1a
p1
1 and a2 :¼ a2a
p1
2 .
4. [Compute coordinates] Compute the vector W1 expressing a1 on
the power basis B1 and compute the vector W2 expressing a2 on the power
basis B2.
5. [Solve additive Hilbert 90] Solve the linear systems A1V1 ¼ V1 þ W1
and A2V2 ¼ V2 þ W2.
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representation on B1 is V1 and compute the element a2 of K2 whose
representation on B2 is V2.
7. [Loop] If e5k, set e :¼ eþ 1 and go to Step 3.
8. [Compute base change] Compute the matrix M expressing the basis
ð1; a1; . . . ; an11 Þ of K1 on the basis B1.
9. [Express %X ] Solve in V the linear system MV ¼ ð0; 1; . . . ; 0Þ and let
P1 be the polynomial whose representation in base ð1;X ; . . . ;Xn1Þ is V and
let P2 be the polynomial whose representation is V2.
10. [Substitute] Compute S ¼ P1 8 P2 ðmod T2Þ and output S.
Note that this algorithm is deterministic and that all computations are
done with elements of Fp.
5. COMPUTING ISOMORPHISMS IN THE GENERAL CASE AND
FACTORIZATION OVER AN EXTENSION
We present these two topics in the same section because they both
make use of the same idea: the computation of isomorphisms between
subﬁelds.
Note that Algorithms 3.1 and 4.1 can be applied to polynomials of degree
multiple of n. In this case they output an isomorphism between the unique
subﬁelds of order n of K1 and K2. But if n is small with respect to the degree
of the ﬁelds, it will generally be faster to compute ﬁrst the subﬁelds of order
n before computing the isomorphisms.
5.1. Computing Isomorphisms in the General Case
Let us write n ¼ qpk where q and p are coprime. Algorithms 3.1 and 4.1
allow us to compute a1; a01 2 K1 and a2; a
0
2 2 K2 such that
* The ﬁelds Fpða1Þ and Fpða2Þ are isomorphic of order q and there exists
an isomorphism sending a1 to a2.
* The ﬁelds Fpða01Þ and Fpða
0
2Þ are isomorphic of order p
k and there
exists an isomorphism sending a01 to a
0
2.
Then there exists an isomorphism between K1 and K2 sending a1 þ a01 to
a2 þ a02. The proof comes directly from the fact that Fpða1Þ=Fp and Fpða
0
1Þ=Fp
are linearly disjoint Galois extensions. Note that this is essentially the
content of [6, Lemma 2.4].
5.2. Factorization over an Extension
Let P be a polynomial with coefﬁcients in Fp and let T2 be an irreducible
polynomial deﬁning an extension K2 of Fp of degree n. We want to compute
the factorization of P over K2. The algorithm is based on the following easy
lemma from Galois theory:
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over a field F and let a be a root of T in an algebraic closure of F such that the
splitting field L ¼ F ðaÞ is Galois over F. Then the irreducible factors of T over
a subextension K=F of L=F are
Y
s2C
ðX  sðaÞÞ for each coset C 2 GalðL=F Þ=GalðL=KÞ :
Algorithm 5.1. Under the above hypotheses and notation, we
compute the factorization of P over K2 as follows. Factor P over Fp and
apply the following steps to factor all the irreducible factors T1 of P , and
output the factorization.
1. [Compute intersection] Compute the greatest common divisor d of n
and the degree of T1.
2. [Compute isomorphism] Compute an isomorphism S between the
unique subﬁelds of order d of K1 ¼ Fp½X =ðT Þ and K2, given by the image
a2 2 K2 of an element a1 of K1.
3. [Compute factorization] Compute Q1ðY Þ ¼
Q
04k5n=d ðY  %X
pdk
Þ in
K1, where %X denotes the class of X in Fp½X =ðT Þ.
4. [Apply isomorphism] Coerce all the coefﬁcients of Q1 to elements of
K1 and apply the isomorphism S to each of them, thus obtaining a factor
Q2 2 K2½X .
5. [Compute conjugate factors] Compute the conjugate factors of Q2
by applying successive powers of the Frobenius automorphism of the ﬁeld
K2 to all the coefﬁcients of Q2.
Note that, apart from the use of Algorithm 3.1 and the initial
factorization over Fp, all the steps are deterministic. Any algorithm which
computes isomorphisms can be used in Step 2.
6. TIMINGS
The above algorithm has been implemented using the Pari library (see [4]),
and the computations have been made on a 248Mhz UltraSparc-II (see
Table I).
In Table I, column Degree denotes the degree n of the polynomials and
column p denotes the prime number such that the polynomials have their
coefﬁcients in Fp. Column Order gives the degree of the extension Fp½zn over
Fp and column Val. gives the p-adic valuation of n. Column Algo.
corresponds to the timing of our implementation of the algorithm. This
column is to compare with column Fact, which corresponds to the timing of
the root-ﬁnding function for polynomials over ﬁnite ﬁelds of the NTL
library of Shoup (see [7]).
TABLE I
Degree P Order Val. Algo. Fact.
10 131 1 0 0.01 s 0.230 s
16 1009 1 0 0.08 s 3.31 s
20 1009 2 0 0.32s 14,32s
30 67108879 2 0 1.260 s 238.1 s
20 23 4 0 0.39 2.7 s
30 10007 4 0 1.910 s 79.2 s
17 1009 16 0 2.26 s 2.16 s
29 300007 29 0 40.07 s 120.35 s
14 7 1 1 0.02 s 0.28 s
30 5 2 1 0.29 s 9.84 s
35 7 4 1 1.06 s 14.06 s
18 3 1 2 0.02 s 0.71 s
25 5 1 2 0.06 s 4.07 s
20 2 4 2 0.11 s 0.45 s
27 3 1 3 0.06 s 4.26 s
40 2 4 3 0.58 s 8.17 s
16 2 1 4 0.02 s 0.28 s
32 2 1 5 0.07 s 3.01 s
64 2 1 6 0.39 s 37.42 s
128 2 1 7 4.22 s 422.12 s
48 2 2 4 0.46 s 15.48 s
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