We introduce a multi-factor stochastic volatility model for commodities that incorporates seasonality and the Samuelson effect. Conditions on the seasonal term under which the corresponding volatility factor is well-defined are given, and five different specifications of the seasonality pattern are proposed. We calculate the joint characteristic function of two futures prices for different maturities in the risk-neutral measure. The model is then presented under the physical measure, and its state-space representation is derived, in order to estimate the parameters with the Kalman filter for time series of corn, cotton, soybean, sugar and wheat futures from 2007 to 2017. The seasonal model significantly outperforms the nested non-seasonal model in all five markets, and we show which seasonality patterns are particularly well-suited in each case. We also confirm the importance of correctly modelling the Samuelson effect in order to account for futures with different maturities. Our results are clearly confirmed in a robustness check carried out with an alternative dataset of constant maturity futures for the same agricultural markets.
Introduction
Seasonality is a well-known empirical feature of many commodities markets. In the energy sector, among fossil fuels, natural gas futures curves, and among refined products, gasoline, heating oil and fuel oil futures curves all typically display seasonality. In the agricultural sector, almost all futures curves show seasonality due to harvest times and the seasons of the year.
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It is important to distinguish from the outset between two types of seasonality: seasonality of futures prices and seasonality of volatility of futures prices.
Regarding seasonality of prices, consider agricultural commodities such as corn, soybeans and wheat. These tend to be in low supply in the months preceding the harvest, and in high supply after the harvest in summer. This typically leads to relatively high futures prices of contracts with delivery months in late winter or spring, and low prices of futures contracts with delivery months in the summer or early fall. Therefore, when the prices of these contracts are plotted as a function of their maturity, they tend to rise and fall with the maturity in some seasonal way. In other words, the futures curve shows seasonality. However, the price of an individual futures contract with a given maturity should not rise and fall over time in any kind of seasonal way: indeed, such a behaviour would lead to easy arbitrage opportunities.
Regarding seasonality of volatility, the situation is different in the sense that now an individual futures contract, with fixed maturity, tends to go through phases of relatively high or low volatility according to a seasonal pattern. To take again the example of agricultural commodities, the weather in the months leading up to the harvest has a direct impact on its quality and quantity, and futures prices can fluctuate strongly as forecasts for the new crop change. In contrast to this, weather patterns in winter tend to be of minor consequence for the harvest, and futures prices tend to fluctuate less strongly.
It follows from these empirical observations that for commodity models, seasonality is usually only an issue for the volatility, but not for the futures price itself. Mathematically, individual futures prices are modelled as martingales in the risk-neutral measure, and martingales do not have a tendency to rise or fall in a pre-determined way. Clark (2014) and Roncoroni et al. (2015) give general discussions and numerous examples of seasonality in various commodities markets.
Traditionally, there are two approaches to modelling the prices of futures contacts: futures-based models and spot-based models. An advantage of futures-based models is that since the futures price curve is an input of the model, any arbitrage-free shape of the initial futures curve can be accommodated, including any type of seasonality. In contrast, a first step for spot-based models is to make them fit the initial futures curve, which uses up model parameters and doesn't necessarily lead to satisfactory results. Sørensen (2002) studies the modelling of seasonality in corn, soybean and wheat futures markets. Analysis of a large data set of CBOT futures prices data from 1972 to 1997 confirms clearly that futures prices exhibit a seasonality. Another feature that is suggested by the data is seasonal behaviour of the futures price volatilities. In this vein, Richter and Sørensen (2002) propose a model for the spot price of soybeans based on seasonal stochastic volatility. Geman and Nguyen (2005) also introduce a spot-based model for soybean prices with seasonality both for the price level and the (possibly stochastic) volatility level. Back et al. (2013) analyze data from corn, soybean, heating oil and natural gas markets and compare various spot-based models with deterministic seasonal volatility. They conclude that a volatility with seasonality is an important feature when valuing options on futures in these markets. Arismendi et al. (2016) also study a futures-based model with seasonal stochastic volatility, which is based on the Heston (1993) stochastic volatility model with deterministic, seasonal mean-reversion level in the square-root process followed by the variance. Schmitz et al. (2013) study calendar spread options in agricultural grain markets relying on a joint Heston model for the two underlying futures contracts. These two contracts share the same variance process, which has a constant mean-reversion level, and therefore does not display seasonality. In the context of interest rates, the Cox et al. (1985) (CIR) model has been extended to time-dependent parameters by Maghsoodi (1996) , and the Heston (1993) model with time-dependent parameters, including the correlation between the spot price and its variance, has been studied by Benhamou et al. (2010) . Let us also note that in the context of electricity markets, Lucia and Schwartz (2002) give a detailed justification of the choice of seasonality function, as do Geman and Roncoroni (2006) .
In parallel to his remark about seasonality in futures prices, Sørensen (2002) confirms the Samuelson (1965) hypothesis that "the variations of distant maturity futures are lower than nearby futures prices." We call this pattern the Samuelson effect. Popular futures-based models that incorporate this effect are those of Clewlow and Strickland (1999a,b) . The volatility functions used in these models are deterministic. Schneider and Tavin (2018) extend the multi-factor model of Clewlow and Strickland (1999b) to incorporate stochastic volatility. Not only is stochastic volatility an incontestible empirical feature of prices in futures markets, its inclusion also allows to calibrate the model to option volatility smiles and skews typically seen in futures option markets. In agricultural markets, a reflection of stochastic volatility is the introduction in 2011 and 2012 of three volatility indices on the CBOE/CBOT: the Corn Volatility Index (CIV), Soybean Volatility Index (SIV), and the Wheat Volatility Index (WIV).
In this paper, we extend the model introduced in Schneider and Tavin (2018) to incorporate seasonal trends in the stochastic variance processes. To achieve this, we begin in Section 2 by studying the mathematical conditions to impose on the seasonality function to guarantee that the generalized Cox-Ingersoll-Ross (CIR) process of Cox et al. (1985) retains important features, such as existence and uniqueness of a strong solution, and positivity. These conditions appear to be not only interesting from a theoretical point of view, but also useful in practice: different markets may need to be modelled with different seasonality patterns for the volatility, and we therefore propose five seasonality patterns.
We then introduce the model with seasonal volatility in Section 3 in the risk-neutral measure and show how, by an extension of the results in Schneider and Tavin (2018) , the joint characteristic function (c.f.) of the log-returns of two futures prices can be obtained. It turns out that the Riccati ordinary differential equation (ODE) for the first function A is not affected, and only the integral ODE for the second function B depends on the time-dependent, deterministic mean-reversion level and is altered. Therefore, the same closed-form solution for A as in Schneider and Tavin (2018) can be used. With the joint c.f. at hand, European options and calendar spread options on futures can be priced easily and rapidly. We conclude the section by introducing market prices of risk and presenting the model in the physical measure.
In Section 4, we give a state-space representation of the model in order for it to be used together with the Kalman filter. When the observed time-series are futures prices or returns, the model is conditionally Gaussian and fits into the classical Kalman filter setup, and the log-likelihood function for a given set of model parameters is readily evaluated.
In Section 5 we present our data for corn, cotton, soybean, sugar and wheat futures contracts. Since our focus is also on the Samuelson effect, we include all available liquid maturities in our sample, which span roughly two years from the nearby contract to the last one. We then estimate five seasonal versions and the non-seasonal version of our model in these agricultural markets. We see that the seasonal model significantly outperforms the nested non-seasonal model in all five markets, and show which seasonality patterns are particularly well-suited for each market. Also, the importance of correctly modelling the Samuelson effect in order to account for futures with different maturities is clearly confirmed by our results.
In order to test the robustness of our results, we have carried out a second parameter estimation based on constant-maturity returns series calculated from the same futures data. This approach has been proposed by Galai (1979) for building an index for call options, and by Alexander and Korovilas (2013) in the context of VIX futures. The results obtained with this alternative dataset clearly confirm that our estimations are robust with respect to which type of time series -concatenated or constantmaturity -we use. Section 6 concludes, Appendices A, B and C contain proofs and auxiliary results, and Appendix D contains our estimation results for the constant-maturity futures series. To our knowledge, Hull and White (1990) were the first to consider extending the Cox et al. (1985) (CIR) interest rate model to time-dependent coefficients. They conclude that in this general case, it is no longer possible to obtain European bond option prices analytically. Maghsoodi (1996) also studies the "extended" CIR process in which the parameters κ, θ and σ are time-dependent and finds, under certain conditions, the unique strong solution to the SDE describing the evolution of the process.
In the context of the Heston (1993) stochastic volatility model, the CIR process represents the variance process of a stock price or foreign-exchange rate. Benhamou et al. (2010) study the "time dependent Heston model" and derive analytical formulas approximating European option prices. In their setup, the mean-reversion parameter κ is constant, but the parameters θ, σ and ρ (giving the correlation between the stock price, or foreign-exchange rate, and its variance) are all allowed to vary with time t.
In the model introduced here, we only let the mean-reversion level given by θ depend on time, while the other parameters κ > 0 and σ > 0 (and later also ρ) remain constant.
Let (Ω, A, P, F ) be a filtered probability space, and let B = (B t ) t≥0 be a Brownian motion on this space. Let T = {t i , i = 1, ...} be a set of times having only finitely many points in every bounded interval, and let Z = {0 ≤ t 1 < t 2 < ... < t i < ...} be the partition of R + 0 defined by T . Finally, let the seasonality function θ : R + 0 → R + be piecewise continuous with respect to Z, and assume that it is bounded from below and above by positive constants θ min and θ max .
We will compare two processes v (seasonal) andṽ (non-seasonal), which are given, respectively, by the SDEs
with identical parameters κ > 0, σ > 0 and initial conditions 0
It is well known that (2) has a unique strong solution. The following result describes the solution to (1).
Proposition 2.1 Assume that the seasonality function θ is piecewise continuous w.r.t. the partition Z of R + 0 , and bounded by positive constants θ min and θ max , i.e. for all t ≥ 0, 0 < θ min ≤ θ(t) ≤ θ max . Let the processes v andṽ be given by (1) and (2), respectively. Then: (i). The process (1) has a unique strong solution with continuous sample paths.
(iii). If the Feller condition σ 2 < 2κθ min is satisfied for θ min , then the process v is strictly positive.
We prove this result in Appendix A.
Note that if the Feller condition is violated, thenṽ can possibly reach 0, but it still cannot become negative. The piecewise continuity condition on θ means that discontinuous specifications of the meanreversion level pose no problems. 
Seasonality Functions
We present five types of seasonality functions θ that can be used as parametric forms to model seasonal variations of the volatility. These functions are parametric and work with three parameters: a, b and t 0 . The parameter a determines the basic volatility level, b the magnitude of the seasonality pattern, and t 0 the time of the year when the volatility reaches its maximum.
The various seasonality patterns will allow for greater flexibility in fitting given futures markets, since the reasons underpinning the seasonality phenomena in volatility may vary from one market to another. The first two patterns considered below are smooth and are based on the sine-function. The three others have points of non-differentiability or discontinuity, and may be used to represent a less regular evolution of the volatility.
(i). The sinusoidal pattern is given, with a ≥ b > 0 and t 0 ∈ [0, 1[, by
(ii). The exponential-sinusoidal pattern is given, with a, b > 0 and t 0 ∈ [0, 1[, by
This parametric form for θ is used in Arismendi et al. (2016) .
(iii). The sawtooth pattern is given, with a, b > 0 and t 0 ∈ [0, 1[, by
where ⌊.⌋ denotes the floor function.
(iv). The triangle pattern is given, with a, b > 0 and t 0 ∈ [0, 1[, by
(v). The spiked pattern is given, with a, b > 0 and t 0 ∈ [0, 1[, by
This parametric form for θ can be found in Geman and Roncoroni (2006) , where it is used to model the time-varying intensity of a jump process. The exponential-sinusoidal pattern (4) is a popular choice in commodity modelling, as it is smooth and highly tractable from a numerical point of view. In contrast to the sinusoidal pattern (3), it is always strictly positive. A more subtle advantage over (3) could be that relatively speaking, due to the convexity of the exponential function, it "spends more time" at low levels and "less time" at high levels, and that this property reflects the behaviour of the volatility more realistically. The extreme case of such behaviour is the spiked pattern; however, this seasonality function is not everywhere differentiable.
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The sawtooth pattern (5) is an example of the volatility gradually increasing before the harvest, and then dropping on the harvest date before the new crop is sown or planted. In Section 5, we carry out a statistical comparison of these seasonal volatility specifications and see which ones are best suited for a given agricultural futures market.
In the following section, we will encounter integral transformsθ of θ in several expressions such as the characteristic function. For T > 0 and λ ∈ R,θ is given bŷ
In Appendix C we give closed-form expressions ofθ T for three of the above seasonality functions. 
The processes v j , j = 1, ..., n, are stochastic variance processes with time-dependent seasonal meanreversion level assumed to follow the SDE
Various possibilities of the specification of the seasonal mean-reversion level functions θ j : R + 0 → R + are presented and discussed in Section 2.2. Note that the initial futures curve F (0, T m ), m = 1, 2, ..., is exogenous in our model and can therefore accommodate any seasonal pattern shown by the futures prices.
For the correlations, we assume
and that otherwise the Brownian motions B Q j , B Q k , k = j, j + n, are independent of each other. As we will see, this assumption has as a consequence that the characteristic function factors into n separate expectations, and thus keeps the model analytically tractable.
For fixed T m , the futures log-price ln F (t, T m ) under Q follows the SDE
Integrating (12) from time 0 up to a time T, T ≤ T m , gives
We define the log-return between times 0 and T of a futures contract with maturity T m as
The Joint Characteristic Function
In financial applications such as option pricing, the joint characteristic function φ of two log-returns
The joint characteristic function Φ of the futures log-prices ln F (T, T 1 ), ln F (T, T 2 ) is then given by
Note that futures prices in our model are not mean-reverting, and that the log-price ln F (t, T m ) at time t and the log-return ln F (T, T m ) − ln F (t, T m ) are independent random variables.
In the following proposition, we show how the joint characteristic function φ, and therefore also the single characteristic function φ 1 , is given by a system of two ordinary differential equations (ODE).
Proposition 3.1 The joint characteristic function φ at time T ≤ T 1 , T 2 for the log-returns X 1 (T ), X 2 (T ) of two futures contracts with maturities T 1 , T 2 is given by
and the functions A j : (t, T ) → A j (t, T ) and B j : (t, T ) → B j (t, T ) satisfy the two differential equations
The single characteristic function φ 1 at time T ≤ T 1 for the log-return X 1 (T ) of a futures contract with maturity T 1 is given by setting u 2 = 0 in the joint characteristic function.
We prove this result in Appendix B.
Note that the Riccati ODE for the functions A does not depend on θ. Therefore, the same closed-form solution for A as in Schneider and Tavin (2018) can be used. Of course, if θ is a constant function, then the joint characteristic function given above is identical to the one given there.
Note also that the integralsθ j,T only depend on the specification of the seasonality functions θ j and the maturity T , but not on u. Therefore, their value can be calculated once and then stored, avoiding recalculations during repeated calls to the characteristic function.
Option Pricing
European options on futures contracts can be priced using the Fourier inversion technique as described in Heston (1993) and Bakshi and Madan (2000) . Let K denote the strike and T the maturity of a European call option on a futures contract F with maturity T m ≥ T . The function needed for this technique is the single characteristic function Φ 1 of the futures log-price ln F (T, T m ), given by Φ 1 (u) = e iu ln F (0,Tm) φ 1 (u), with φ 1 (u) obtained from Proposition 3.1. European put options can be priced via put-call parity
Calendar spread options are also popular in agricultural markets. Their payoff depends on the price difference of two futures contracts on the same commodity, but with different maturities T 1 and T 2 . Caldana and Fusai (2013) propose a risk-neutral valuation formula in case the joint characteristic function Φ of the two underlying futures contracts is known. The formula is given in terms of a onedimensional Fourier inversion, and can be used easily and efficiently with the multi-factor model presented here.
The Model in the Physical Measure P
In order to present the model under the physical measure P, we follow the "completely affine" specification of Casassus and Collin-Dufresne (2005) . This setup is also used in Doran and Ronn (2008) , Trolle and Schwartz (2009), and Chiarella et al. (2013) . The market price of futures price risk and the market price of volatility risk are given by
for parameters π
and the variance process v j follows the SDE
The futures log-price ln F (t, T m ) under P follows the SDE
Integrating (22) from time 0 up to a time T, T ≤ T m , gives
4 State-Space Representation of the Model
The State Variables
In this section, we present our model in state-space form, so that we can run the Kalman filter and estimate the model's parameters by maximising the log-likelihood function. We express the observed log-futures prices as functions of a set of state variables and a vector of model parameters. Our approach is similar to that of Chiarella et al. (2013) , and our notation follows Tsay (2010). We give the state-space representation here in general for the n-factor model; however, in our empirical study in Section 5 we will use the 1-factor model.
The model with n factors is parameterized by a vector of 8n parameters denoted by Ψ = (Ψ 1 , . . . , Ψ n ), where
From equation (23) we have
We define our state variables, for j = 1, . . . , n, as
The dynamics of the state variables are then given by
We can express the futures log-price (24) as a linear function of the first two state variables
For notational simplicity, we focus one the 1-factor model from here on, but it is straightforward to extend these results to the general n-factor case. At time t, the vector of state variables is given by
Transition and Measurement Equations
The transition (or state) equation in discrete time is given by the Euler discretisation scheme of equations (25), (26) and (27) as
with η t ∼ N (0, Q t ). where
Note that the vector d t depends on the function θ and is therefore time-dependent, and the matrix R t depends on the current volatility s 3 (t) = v(t) and is state-dependent.
The measurement (or observation) equation provides the link between the observable quantities and the state variables. The measurement equation for futures market data of size k is
with e t ∼ N (0, H t ), where H t is the covariance matrix of the measurement error e t ,
Alternatively, instead of working with the futures log-prices y t of equation (30), we can work with futures log-returnsŷ
In this case, the first two 1's on the diagonal of the transition matrix T t in (28) need to be removed, and the vector c t in (29) is set to zero for all t.
The Log-Likelihood Function
The conditional probability density function is used to write the joint density function as
where p(y t |F t−1 ) denotes the distribution of y t given F t−1 := {y 1 , ..., y t−1 }. The log-likelihood function ln L can be written in terms of the filter variables as Table 1 summarizes the characteristics of our data sets, including, for each commodity, the minimum, maximum and average prices and the average volatility of the contracts. Figure 2 plots, for each commodity, the time series of prices for the contracts with the shortest and longest expiries as well as the corresponding log-returns. Our data sets start with a period of high volatility, corresponding approximately to the first two years, and each market has moved between contango and backwardation during the whole ten years. It can be seen that the volatility of the futures with the longest expiry is lower than that of the futures with the shortest expiry, which is in line with the Samuelson effect. The average volatilities computed over the ten years of data are rather similar for each commodity and roughly equal to 25%.
In Table 2 we report the average volatility of each futures series in our sample. As the time to expiry increases, the average volatility of the futures decreases. This behaviour can be clearly observed for all five commodities, and nicely displays the Samuelson effect found in our datasets. It is also a way to gauge its magnitude: for corn and wheat, the volatility of the last contract is about eight to ten volatility points below the volatility of the front contract; for soybeans, this difference is only around six points; however, for cotton it almost reaches twelve points, and for sugar almost fifteen. Therefore, from this first analysis, we can expect the values found for the volatility damping parameter λ when estimating our models to be lower for soybeans and higher for cotton and sugar.
In Table 3 we report the average volatility per calendar month for the first futures contract for each commodity. In addition, we identify the two calendar months with the highest volatilities. For corn, cotton and soybeans, we can see that there are two consecutive months during which the volatility is higher: June and July for corn and cotton, and August and September for soybeans. During these two months, the volatility is approximately five points higher than the average volatility across the other calendar months, which provides evidence for the existence of a seasonal behaviour of the volatility for the first contract. For sugar and wheat, the results are less clear, as the two calendar months with the highest volatilities are not consecutive: March and October for sugar, and March and June for wheat. We therefore expect the magnitude of the seasonal component in the model to be greater for corn, cotton and soybeans than for sugar and wheat. In terms of when the volatility peaks, we expect t 0 to be slightly sooner for corn and cotton, and later for soybeans. For sugar and wheat, it is less easy to draw an a priori conclusion. 
Maximum Likelihood Estimation
We use these data sets to estimate our model with the five seasonality specifications presented in Section 2, as well as the non-seasonal version of the model. In the following, we refer to these six specifications of seasonality as the models. The methodology we use is a maximum likelihood estimation using the Kalman filter algorithm to obtain the hidden states as formalized in Section 4. Since we do not include option prices in our sample, we do not attempt to estimate the market price of volatility risk parameter π v , and set it equal to zero. The maximization algorithm we use is simulated annealing as described in Goffe et al. (1994) . Our implementation is done in C++ and Matlab. The estimations are performed with the log-return time series (32). On a roll date the return must be calculated w.r.t. the same contract, i.e. "diagonally" between two adjacent series. For the new "last" contract rolling into our sample, we cannot do this and instead set this return to zero.
For each commodity, we have estimated six models, one of which being non-seasonal. Table 4 gathers the obtained results. For each commodity and model we provide the log-likelihood, the AIC (Akaike Information Criterion), BIC (Bayesian Information Criterion), the value taken by the statistic D1 of the first likelihood ratio test (seasonal model versus non-seasonal, see below) and its p-value (non-seasonal model being the null hypothesis). For these models, we provide the AIC difference (denoted by ∆ aic ) and the Akaike weight (denoted by ω i ).
In Table 4 , we also provide the log-likelihood obtained after estimating the nested versions of the considered models obtained when setting λ = 0 (nested models without the Samuelson effect), as well as the value taken by the statistic D2 of the second likelihood ratio test (model with the Samuelson effect versus model without, see below) and its p-value (model without the Samuelson effect being the null hypothesis).
In order to rank models according to their performance we rely on the approaches presented in Burnham and Anderson (2002) . The AIC and ∆ aic are used to rank the estimated models for each commodity. The idea is that the best model provides the smallest AIC and that ∆ aic allows one to gauge how far an alternative model is from the best model. Another indicator we compute is the Akaike weight ω i that can be interpreted as the weight of evidence in favor of model i given the considered data and set of models. In a Bayesian framework, ω i can be interpreted as the probability that model i is the best model (in the relative entropy sense) in the given set of models. We refer to Burnham and Anderson (2002) for further details and properties about AIC differences and Akaike weights. Table 5 presents, for each commodity, the ranking obtained for the estimated models. It can be noted that the exp-sinusoidal is always ranked first or second. It suggests that we may choose this seasonality specification if we were to keep only one out of the five considered (or six if we also count the non-seasonal specification). It can also be noted that the non-seasonal model is always ranked sixth, i.e. last, in line with the conjectured need for a specific modelling of the seasonality.
Testing for Seasonal Volatility
As the seasonal models have two additional parameters compared to the non-seasonal one, it is important to check that the obtained increase of likelihood is significant and not due to over-fitting. We perform a likelihood ratio test in order to investigate further this need for a specific modelling of the seasonality. This test relies on the statistic D1 defined as twice the difference of log-likelihoods between the alternative model and the constrained model (non-seasonal in our case). It is defined as
D1 follows a χ 2 distribution with 2 degrees of freedom. Intuitively, it takes values close to zero when the additional parameters are not useful, and large values when the additional parameters are significantly useful to describe the data. Figure 3 reports, for each commodity, the values taken by the likelihood ratio test statistics D1 computed for each seasonal model. We have also reported the quantiles of the χ 2 distribution with 2 degrees of freedom at 99%, 99.9% and 99.99% levels. In summary, a majority of models pass the test at the 99.99% significance level (21 out of 25), and all of them pass it at the 99% significance level. These results again confirm the need for a specific modelling of the seasonality in the considered markets.
As an aside, note that wheat is the commodity for which we obtained the smallest D1 values. As conjectured in Section 5.1, this indicates that the seasonality of volatility has a lower magnitude in this market when compared to the others. Nevertheless, the statistical test still confirms the usefulness of a seasonal model for wheat.
Testing for the Samuelson Effect
We conduct a similar likelihood ratio test for the parameter λ, which determines the strength of the Samuelson effect. The idea is to check that this parameter is significant in the seasonal specification. This test relies on the statistic D2 defined as twice the difference of log-likelihoods between the alternative model and the constrained model obtained by setting λ = 0. It is defined as
D2 follows a χ 2 distribution with 1 degree of freedom. Again, it takes values close to zero when the damping factor controlling the Samuelson effect is not useful, and large values when the parameter λ is significantly useful to describe the data.
Values taken by D2, as well as the corresponding p-values, are reported in Table 4 . For the considered commodities, the parameter λ is always found to be significant in the specification of the model (at the 99.99% level). These results confirm the importance played by the Samuelson effect in order to properly describe the behavior of volatility in these markets. Figure 4 plots, for each commodity, the time series of the third state variable v(t) as well as the seasonal component θ(t), both obtained with the best performing model as identified in Table 5 . For corn, cotton and soybeans, the seasonal behavior of v(t) can easily be identified on the corresponding graphs. For sugar and wheat, the seasonal behavior is slightly more difficult to identify.
The Filtered Variance

The Estimated Parameters
Tables 6, 7, 8, 9 and 10 gather, for the six considered models, the estimated parameters for corn, cotton, soybeans, sugar and wheat, respectively. For each parameter and model we provide the estimated value as well as the corresponding value transformed in R and the standard error of the estimation (standard deviation with respect to the parameter in R).
For each commodity, the estimation of the parameter λ is rather stable across models. This parameter drives the magnitude of the Samuelson effect in our specification. We find it to be higher for sugar (approx. 0.28) and lower for soybeans (approx. 0.13). For corn, cotton, and wheat, we find is to be around 0.21. These differences in terms of the value of λ are in line with the differences in terms of the magnitude of the Samuelson effect conjectured in Section 5.1 based on the results shown in Table 2 .
The estimations we performed also yield estimates for the market prices of futures price risk. We find this market price of risk to be clearly positive for corn, soybeans, sugar and wheat, and close to zero for cotton.
For the seasonal component, the estimates of the parameter t 0 are found to be higher for soybeans than for corn and cotton. For corn and cotton these estimates have similar values. These two remarks are in line with the comments made in Section 5.1 based on results in Table 3 . 
An Alternative Estimation Procedure
In economic terms, using futures returns as we have done corresponds to the feasible strategy of holding each contract until its expiry and booking the daily returns. However, this is strictly speaking not a "constant-maturity" series, as the actual time to expiry of a maturity series in our sample varies between two roll dates. For example, on the roll date 17 July 2017, the new nearby corn contract is 60 calendar days away from its maturity on 15 September 2017; from then on, this time to maturity decreases with every day, until the contract expires.
An alternative is to construct an investable constant-maturity series via linear interpolation between the returns of two contracts with times to expiry on either side of the constant maturity. This approach has been proposed by Galai (1979) for building an index for call options, and by Alexander and Korovilas (2013) in the context of VIX futures. In order to test the robustness of our results, we have carried out an identical estimation procedure to the one described above in 5.2, based on constant-maturity returns calculated from our futures data using the equations (1) and (2) of Alexander and Korovilas (2013) .
The new estimation results obtained with this alternative datasets are presented in Table 11 in Appendix D. This table gathers, for each commodity and model, the obtained log-likelihood, the AIC, BIC, the value taken by the statistic D1 of the first likelihood ratio test, its p-value as well as the AIC difference and Akaike weight. In addition, it provides the log-likelihood obtained after estimating the nested versions of the considered models obtained when setting λ = 0, as well as the value taken by the statistic D2 of the second likelihood ratio test and its p-value.
In Table 12 in Appendix D, we provide the model rankings for each commodity. These rankings are based on the AIC differences described and discussed in Section 5.2. Note that the likelihood scores obtained when estimating the models with the alternative dataset are higher for corn and sugar, and lower for cotton, soybeans and wheat.
The main conclusions obtained above are confirmed by the results obtained with the alternative dataset. For each commodity, the five seasonal models perform better than the non-seasonal one. The associated likelihood ratio tests confirm that the need to model seasonality in volatility is statistically significant. More specifically, the values of the statistic D1 are bigger than those obtained with the initial dataset. In addition, the ∆ aic between the best seasonal model and the non-seasonal model are clearly higher than those obtained with the initial dataset. These two remarks indicate that the alternative dataset contains a greater statistical evidence in favour of the seasonality of volatility.
In addition, the estimation with the alternative datasets clearly confirms the conclusion of a strong statistical evidence in favour of the Samuelson effect.
The model rankings obtained with the alternative dataset confirm the main conclusions obtained above. The exp-sinusoidal specification is always ranked first or second and the non-seasonal one is always the last. Importantly, the first and last ranked models remain the same for all five commodities. The second best model also remains the same, except for sugar.
For corn, cotton, soybeans, and wheat, the new values obtained for the parameter λ are higher than those obtained with the initial dataset. In line with the intuition one can have that the Samuelson effect will be stronger in the alternative datasets. For sugar, the new values of λ are slightly lower than with the initial dataset. We do not report the detailed list of estimated parameter values obtained with the alternative dataset for the sake of brevity, but it is available upon request.
The results obtained with the alternative dataset clearly confirm the results presented above; in fact, the statistical evidence obtained in favour of a seasonal volatility is even stronger than with the initial dataset. We therefore conclude that our results are robust with respect to which type of time series -concatenated or constant-maturity -we use.
Conclusion
We introduce a multi-factor stochastic volatility model for futures contracts that is capable of reproducing seasonality and the Samuelson effect simultaneously. The model can accommodate general specifications of the seasonality functions, including piece-wise continuous ones. We suggest five different seasonality functions, some of which are familiar from the literature, and provide details of how to incorporate these into the model. Our model can be used both for option pricing in the risk-neutral measure, and filtering, smoothing and predicting via the Kalman filter in the physical measure. In an empirical section, we estimate our model for time-series data from corn, cotton, soybean, sugar and wheat futures markets. Our results confirm that it is important to account for seasonality in the volatility as well as for the Samuelson effect.
A seasonal pattern that seems to fit agricultural markets well in most cases is the exponentialsinusoidal one; this pattern also shows robust behaviour during parameter estimation. Some nonagricultural commodity markets also display seasonality in futures prices and their volatility: natural gas, gasoline, heating oil and fuel oil futures markets. Seasonality patterns in these markets, which can also be viewed through the term-structure of implied volatilities in option markets, can be of a different type, and we conjecture that other seasonality patterns than the exponential-sinusoidal one could be better adapted to these markets. This, however, is a question for future research.
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C Transforms of the Seasonality Functions
In this appendix we show how the integral transformsθ T (λ) can be calculated for the sinusoidal (3), sawtooth (5) and triangle (6) patterns. To the best of our knowledge, there are no closed-form expressions for the transforms of the exponential-sinusoidal (4) and spiked (7) 
where ⌊.⌋ denotes the floor function, I is the indicator function and, by convention, 
with n = ⌊T − t 0 ⌋, α = T − t 0 − ⌊T − t 0 ⌋, z 1 = Proof. The proof of (42) is straightforward. The proofs of (43) and (44) Table 11 : Summary of the results obtained with the considered models estimated with the alternative dataset described in Section 5.7: log-likelihood, AIC, BIC, Statistics D1 and D2 of the likelihood ratio tests and their p-values, AIC differences ∆ aic and Akaike weights ω i .
