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Abstract
In the Kuramoto model of globally coupled oscillators, partially locked states (PLS) are stationary
solutions that incorporate the emergence of partial synchrony when the interaction strength increases.
While PLS have long been considered, existing results on their stability are limited to neutral stability
of the linearized dynamics in strong topology, or to specific invariant subspaces (obtained via the so-
called Ott-Antonsen (OA) ansatz) with specific frequency distributions for the oscillators. In the mean
field limit, the Kuramoto model shows various ingredients of the Landau damping mechanism in the
Vlasov equation. This analogy has been a source of inspiration for stability proofs of regular Kuramoto
equilibria. Besides, the major mathematical issue with PLS asymptotic stability is that these states
consist of heterogeneous and singular measures. Here, we establish an explicit criterion for their spectral
stability and we prove their local asymptotic stability in weak topology, for a large class of analytic
frequency marginals. The proof strongly relies on a suitable functional space that contains (Fourier
transforms of) singular measures, and for which the linearized dynamics is well under control. For
illustration, the stability criterion is evaluated in some standard examples. We show in particular that
no loss of generality results in assuming the OA ansatz. To our best knowledge, our result provides the
first proof of Landau damping to heterogeneous and irregular equilibria, in absence of dissipation.
1 Introduction
1.1 Landau damping in the Kuramoto model
In its original version, the Kuramoto model is a simple (finite-dimensional) model of globally coupled oscil-
lators [1, 32]. Its dynamics for a population of N oscillators can be regarded as special case of the Winfree
model [37] and is given by the following set of coupled first order equations [15, 16]
θ˙i = ωi +
K
N
N∑
j=1
sin(θj − θi), ∀i = 1, . . . , N,
where θi ∈ T = R/(2piZ) are the oscillator phases, ωi ∈ R are their frequencies and K > 0 parametrizes the
strength of the coupling term.
With such simple ingredients, this model has become a paradigm of the transition to synchrony in collective
systems, and has been employed in numerous disciplines such as Chemistry, Biology, Social Sciences, etc
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[1, 25]. In spite of substantial attention, the mathematically rigorous description of its asymptotic dynamics
mostly remains incomplete, especially when the frequencies are randomly distributed, as in the original
formulation. Hence, focus is made on the dynamics of empirical measures 1N
∑
i δθi,ωi and their mean-field
limit (continuum approximation).
In this setting, the distribution of a (finite or infinite) population at time t is described by a probability
measure f(t) on the cylinder T × R [11]. The measure f(t) is a weak solution of the Kuramoto equation
(first suggested by Sakaguchi [30] in a more general setting, see also [33])
∂tf + ∂θ(fV [f ]) = 0,
where
V [f ](θ, ω) = ω +K
∫
T×R
sin(θ′ − θ)f(dθ′, dω′),
for (θ, ω) ∈ T × R. The Cauchy problem for the weak formulation of the Kuramoto equation is well-posed
[17]. Moreover, the dynamics preserves the frequency marginal, i.e. we have
∫
T f(t, dθ, dω) = g(dω) for all
t > 0 (where for the sake of notation, g is identified with its density in the absolutely continuous case). Both
K and g are crucial parameters of this model. (NB: In principle, K could be absorbed in g via a rescaling of
time and frequencies. However, we choose to keep the parameters separated in agreement with the original
formulation of the model.)
The Kuramoto model and its variations have rich and diverse phenomenology depending upon K and g
[1, 25]. Of special interest is the order parameter r(t) defined by
r(t) =
∫
T×R
eiθf(t, dθ, dω).
The modulus |r(t)| quantifies coherent behavior in the population; this quantity is small when the population
is splayed out, and it is near 1 when the population is close to full synchrony. Moreover, the Kuramoto
equation can be expressed in terms of the order parameter, viz.
∂tf + ∂θ
(
ωf +
K
2i
(e−iθr − eiθr)f
)
= 0.
In the simplest case of an even and unimodal1 function g, numerical simulations together with heuristic
arguments have identified two distinct phases depending on K, which can be summarized as follows (see [32]
for more details).
• The incoherent (homogeneous) stationary state finc(θ, ω) = g(ω)2pi is stable for K < Kc = 2pig(0) , and
asymptotic damping of r(t) results as t→ +∞, for trajectories issued from typical initial conditions.
• The incoherent state undergoes a supercritical pitchfork bifurcation at K = Kc that generates a stable
(inhomogeneous) partially locked state (PLS, see definition below). As a consequence, for K > Kc,
the quantity |r(t)| typically approaches a positive value as t→ +∞, i.e. coherent behavior emerges in
the long term. Moreover, the limit |r(+∞)| increases with K and tends to 1 when K → +∞.
For more general distributions g, the expression of Kc has to be adapted [8, 9] and the bifurcation can be of
different type [19].
While this phenomenology had been identified in the early studies [15, 16], its mathematical proof has resisted
achievement until very recently [5, 8, 9], and yet the results are limited to the asymptotic stability of the
incoherent state and to the neighborhood of the bifurcation at K = Kc. (Independently, in the case where g
is concentrated on a single frequency, dissipation implies asymptotic stability of the fully synchronized state
r = 1 for every K > 0, both in the finite dimensional Kuramoto model [6] and its continuum limit [4]).
The main technical issue comes from the transport term ω∂θf in the equation. This term implies that in
strong topology, the operator associated with the linearized perturbation dynamics has continuous spectrum
on the imaginary axis [20]; hence the standard proof of asymptotic stability cannot apply in this setting. In
fact, when evaluated using L2(-like) norms, perturbation sizes increase with time [8, 22]!
1i.e. unimodal means that g is monotonically increasing up to its maximum and then monotonically decreasing
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A continuous spectrum on the imaginary axis is reminiscent of the Vlasov equation where the same transport
term occurs. The similarity with that equation is actually stronger; in both cases, any homogeneous density
(or measure), i.e. not depending on the angular/spatial variable, is a stationary solution. Also, the integrated
linearized dynamics of the Fourier modes of the corresponding perturbations are both given by a Volterra
equation of the second kind. In addition, the asymptotic relaxation of the order parameter r(t) is the
analogue of the Landau damping in the Vlasov setting [34].
Accordingly, the proofs in [8, 9] were inspired by the proof of Landau damping, which was first fully completed
in [21] for the Vlasov-Poisson equation (see also [35] for a didactic presentation). In particular, the proof in
[9] closely follows the bootstrap argument developed for the Vlasov-HMF model in [10] (NB: The potential
in the Vlasov-HMF model consists of the first Fourier mode, as in the Kuramoto model, instead of being
singular as in the Vlasov-Poisson equation).
In spite of these results, to the best of our knowledge, a rigorous portrayal of the dynamics in the neigh-
borhood of a Kuramoto stationary state for arbitrary K > Kc is still missing. The aim of this paper is to
fill this gap and, to a broader extent, to prove asymptotic stability of PLS under an appropriate spectral
condition.2
1.2 The partially locked states
A partially locked state (PLS) is a stationary solution fpls of the Kuramoto equation with non-zero order
parameter r = r(t) 6= 0. The equation commutes with any rotation of angle Θ on the circle, or more
precisely, with their representation RΘ on measures on the cylinder. These transformations only affect the
phase of the order parameter, viz.
∫
T×R e
iθRΘf(dθ, dω) = e
−iΘ ∫
T×R e
iθf(dθ, dω). Accordingly, PLS come in
one-parameter families, namely circles of the form {RΘfpls}Θ∈T, where we can assume w.l.o.g.
rpls :=
∫
T×R
eiθfpls(dθ, dω) ∈ R+. (1)
Using this assumption, we can solve the stationary state equation
∂θ((ω −Krpls sin θ)f) = 0
(for a detailed reasoning, see e.g. [1, 20, 32]) and get the following expression
fpls(θ, ω) =

(
α(ω)δarcsin( ωKrpls )
(θ) + (1− α(ω))δpi−arcsin( ωKrpls )(θ)
)
g(ω) if |ω| 6 Krpls√
ω2−(Krpls)2
2pi|ω−Krpls sin θ|g(ω) if |ω| > Krpls.
(2)
Here the measurable function α : [−Krpls,Krpls] → [0, 1] is arbitrary and describes the combination of
the masses associated with the two equlibria arcsin( ωKrpls ) and pi − arcsin( ωKrpls ), of the equation θ˙ = ω −
Krpls sin θ. This equation governs the oscillator dynamics on T in the original model. Obviously, these
equilibria only exist for |ω| 6 Krpls, and when in these states, the oscillators are “locked” to their frequency.
On the opposite, for |ω| > Krpls, the equation does not have any equilibrium point and the oscillators must
rotate forever; hence the absolutely continuous distribution in this range.
Imposing that the solution (2) satisfies assumption (1) yields the following self-consistency equation for the
order parameter rpls (see [20] or use Fourier coefficients, expression (29) in Appendix A)
K
∫ 1
−1
(2α(Krplsω)− 1)
√
1− ω2g(Krplsω)dω = 1,
and also the condition∫ +∞
1
√
ω2 − 1 (g(Krplsω)− g(−Krplsω)) dω =
∫
R
ωg(Krplsω)dω,
2Besides, the Kuramoto equation is indifferent to frequency translations, i.e. if f(t, θ, ω) is a solution, then, for every Ω ∈ R,
f(t, θ + Ωt, ω + Ω) is a also solution, with marginal density g(ω + Ω). Therefore, up to a translation of g, the existence and
stability of any purely rotating solution t → f(θ + Ωt, ω) is equivalent to the existence and stability of the stationary state f .
In other words, our results also apply to the dynamics of rotating trajectories and their perturbations.
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which obviously holds when g is even. These constraints play the role of existence conditions for PLS.
Let fs denote a PLS with α = 1 a.e. and let rs > 0 be the corresponding order parameter. A basic continuity
argument on rs across [0, 1] in the consistency equation shows that, for any continuous and even density g, a
PLS fs exists for every K > Kc. (If g is unimodal, then monotonicity implies uniqueness and that K > Kc
is necessary for existence. If otherwise, 0 is a local minimum for g, then two (or more) PLS fs exist for K
in a left-neighborhood of Kc).
When it comes to stability, the analysis of the equation θ˙ = ω − Krpls sin θ, suggests that only PLS of
the type fs can be stable [20]. As shown in Appendix A, this choice of all locked oscillators at the stable
stationary point arcsin( ωKrpls ) can actually be justified as a PLS stability requirement (see Proposition A.2).
As for the stability analysis itself, studies can be found in the literature on spectral properties of the linearized
perturbation dynamics, either in the full space when g is symmetric and unimodal [20, 33], or in the so-
called Ott-Antonsen manifold3 when g is arbitrary with compact support [24]. All these works consider
strong topology. As previously mentioned, they can only result in neutral stability and this prevents any
control of the nonlinear terms. (NB: When g is a rational function, the evolution of the order parameter for
solutions in the Ott-Antosen manifold can be described through a finite-dimensional system; hence no such
issue exists and convergence of the order parameter follows from spectral stability [19].) Besides, transport
terms are known to produce a stabilizing effect on the linearized dynamics, when evaluated in weak topology
[5, 8, 21]. This suggests to consider that topology instead of the strong one.
Accordingly, the main lines of our PLS asymptotic stability proof are as follows. We first introduce a weak
functional space (after passing to Fourier variables) that turns out particularly well-suited. Indeed, we shall
not only prove that this space contains the PLS fs and the initial value problem is globally well-posed
therein, but also that the essential spectrum of the (complexified) linearized operator around fs entirely lies
in the left part of the complex plane. Then, we establish a criterion that controls the remaining discrete
spectrum, namely we ensure that 0 is the only eigenvalue with non-negative real part (and is simple).
That 0 is always an eigenvalue of the linearized operator is a consequence of the rotation symmetry. This
suggests that asymptotic stability should apply to the whole PLS circle {RΘfs}Θ∈T, i.e. that any sufficiently
small perturbation of any state RΘfs asymptotically relaxes, under the full nonlinear dynamics, to RΘ′fs for
some Θ′ ∈ T close to Θ. This is exactly what we prove to happen when the stability criterion holds. The
proof proceeds by projecting out the coordinate along the PLS circle, and show asymptotic stability of the
resulting relative equilibrium, see e.g. [7, 12].
The analysis holds for a large class of analytic frequency distributions g. In addition, various examples
of the Kuramoto literature are re-visited in Section 6, which also includes stability considerations in the
Ott-Antonsen manifold.
As intended, our result in particular completes the mathematical description of the Kuramoto equation
for symmetric and unimodal marginal densities, and for arbitrary interaction strength. Moreover, to our
best knowledge, it provides the first spectral stability based proof of asymptotic convergence (in the weak
sense) to inhomogeneous and irregular stationary states in the mean field limit of a system of interacting
particles. We hope that in the future, this approach can be extended to other systems and in particular to
the asymptotic stability of inhomogeneous states in the Vlasov-HMF model, as reported in e.g. [2].
2 Main result
As announced above, the core analysis in this paper operates on Fourier transforms of measures on the
cylinder defined by
f̂`(τ) =
∫
T×R
e−i(`θ+τω)f(dθ, dω), ∀(`, τ) ∈ Z× R.
3The Ott-Antonsen manifold is the set of those probability measures on the cylinder which write
g(ω)
2pi
∞∑
`=0
(
h(ω)`ei`θ + h(ω)
`
e−i`θ
)
,
for some amplitude function h, see Section 6.2 for details. Remarkably, this set is invariant under the Kuramoto flow.
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That the Kuramoto dynamics preserves frequency marginals implies f̂0(t, τ) = ĝ(τ) for all t > 0 for the
Fourier transforms (where, evidently, ĝ(τ) =
∫
R e
−iτωf(dω)). Therefore, given also that the solutions f(t)
are real measures, in order to get information on the whole f̂(t), all we need to control is the restriction
f̂(t)|N×R. For the sake of notations, we shall use the symbols f̂ (resp. f̂(t)) to denote f̂ |N×R (resp. f̂(t)|N×R),
throughout the paper.
Inspired by the approach to the incoherent state stability in [8], the following weighted norms will appear
convenient. Let a > 0 and k ∈ R be arbitrary. Given h : R→ C, we consider
‖h‖a =
(∫
R
e2aτ
(|h(τ)|2 + |h′(τ)|2) dτ) 12 . (3)
Moreover, given u : N× R→ C, we consider
‖u‖a,k =
(∑
`∈N
∫
R
e2aτ `2k
(|u`(τ)|2 + |∂τu`(τ)|2) dτ)
1
2
.
The weight e2aτ here, as opposed to the standard choice e2a|τ |, allows to include Fourier transforms of
irregular states, especially f̂s, see Appendix A. Also, convergence in the norm ‖·‖a,0 implies weak convergence
of probability measures with fixed frequency marginals, see Appendix B. Moreover and as indicated above,
using a L2-norm with exponential weight results in a shift to the stable half-space, of the essential spectrum
of the linearized generator at f̂s. Of note, a similar idea has already been applied to the stability of KdV
solitons [27].
Obviously, a prerequisite is to make sure that the Cauchy problem for the Kuramoto equation is well-posed
for data whose Fourier transform have finite ‖ · ‖a,0 norm, and that we have ‖f̂s‖a,0 < +∞ for the PLS with
α = 1 a.e. This is addressed in Section 3 and Appendix A respectively.
Now, in order to state the stability condition, we need to introduce some notations. Given λ ∈ C with
Re(λ) > 0 and r ∈ R+, let M(λ, r) be the 2× 2 matrix defined by
M(λ, r) =
(
J0(λ, r) J2(λ, r)
J2(λ¯, r) J0(λ¯, r)
)
,
where4
Jk(λ, r) =
∫
R
βk
(
ω
Kr
)
λ+ iω +Krβ
(
ω
Kr
)g(ω)dω, for k ∈ N ∪ {0}, (4)
and β is defined on R by
β(ω) = −iω +
{ √
1− ω2 if |ω| 6 1
iω
√
1− ω−2 if |ω| > 1. (5)
Theorem 2.1 Assume that g ∈ L∞(R), ‖ĝ‖a < +∞ for some a > 0 and a PLS fs with marginal density g
and order parameter rs ∈ R+ exists and satisfies the following conditions:
det
(
Id− K
2
M(λ, rs)
)
6= 0, ∀λ 6= 0 with Re(λ) > 0,
lim inf
λ→0
∣∣∣∣ 1λ det
(
Id− K
2
M(λ, rs)
)∣∣∣∣ > 0. (6)
Then, there exists , b > 0 such that for every probability measure fin with marginal density g and satisfying
‖f̂in − f̂s‖a,0 < ,
there exists Θ∞ ∈ T so that the solution t 7→ f(t) of the Kuramoto equation with initial data f(0) = fin has
the following asymptotic behavior
‖f̂(t)− R̂Θ∞fs‖a,0 = O(e−bt).
4Strictly speaking, the integrals here are only well-defined for Re(λ) > 0. For Re(λ) = 0, the quantities Jk are defined by
using continuity, see Lemma 4.4 below.
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In particular, we have
lim
t→+∞ f(t) = RΘ∞fs,
in weak topology.
(Theorem 2.1 is proved in Section 5.) Asymptotic stability of the whole circle {RΘfs}Θ∈T immediately follows
from commutation with the rotations Rθ. Moreover, notice that global stability of PLS does not hold because
the incoherent state finc(θ, ω) =
g(ω)
2pi always exists as a stationary state and we have ‖f̂inc − f̂s‖a,0 < +∞.
Hence, the size of PLS perturbations always has to be limited.
We shall see in Section 4 that the linearized generator at f̂s must have finitely many eigenvalues in the
half-space Re(λ) > −a and that these eigenvalues are determined by the equation det (Id− K2 M(λ, rs)) = 0.
As already mentioned, symmetry considerations imply that 0 must be such an eigenvalue.5 In other words,
the first condition in (6) requires that 0 is the only eigenvalue with non-negative real part, and the second
condition requires that the algebraic multiplicity of 0 is 1. In other words, condition (6) requires that the
linearized dynamics contracts (with exponential rate) any transverse component to the PLS circle. As such,
this condition appears to be the minimal condition to ensure asymptotic nonlinear stability of the PLS circle
itself.
Regarding the condition ‖ĝ‖a < +∞, since g is real-valued, we have ĝ(−τ) = ĝ(τ). Hence ‖ĝ‖a < +∞
automatically yields
∫
R e
2a|τ ||ĝ(τ)|2dτ < +∞, and then the Paley-Wiener Theorem implies that g must be
analytic in a horizontal strip around the real axis.
In addition, Theorem 2.1 has a direct consequence on the behavior of the order parameter in the origi-
nal Kuramoto model in finite dimension. Of note, PLS may also exist associated with discrete frequency
marginals, and their expression remains the same, up to substitution of g(ω)dω by an arbitrary discrete
probability g(dω). However, since the Fourier transform of a discrete measure does not decay at all [18], the
first condition of Theorem 2.1 cannot hold in this case. In fact, we suspect that asymptotic stability does
not hold in finite dimension.
Instead, one can use the continuous dependence of solutions of the Kuramoto equation on initial conditions
[17], to infer some control on arbitrary large time scales. In order to quantify this property, let dBL(·, ·) be
the bounded Lipschitz (or Monge-Kantorovich with exponent 1) distance on probability measures over the
cylinder. Theorem 1 in [17] states the existence of γ ∈ R+ such that the solutions t 7→ f(t) and t 7→ f ′(t) of
the Kuramoto equation with initial condition fin and f
′
in respectively, satisfy
dBL(f
′(t), f(t)) 6 dBL(f ′in, fin)eγt, ∀t ∈ R+.
Using also the Sobolev embedding-based control of f̂1(t, 0) = r(t) by ‖f̂(t)‖a,0 (see details in the proof of
Lemma 3.2 below), the following comment immediately results from Theorem 2.1.
Corollary 2.2 Under the conditions of Theorem 2.1, there exists C1, C2 > 0 such that the order parameter
r′(t) of the solution of the Kuramoto equation with initial data f ′in (of frequency marginal g
′(dω)) satisfies
the following inequality ∣∣r′(t)− rse−iΘ∞ ∣∣ 6 C1 e−bt + C2 dBL(f ′in, fin)eγt, ∀t ∈ R+,
where fin and Θ∞ ∈ T are as in Theorem 2.1.
In particular if, in a finite dimensional system with initial empirical measure f ′in, the initial distance |r′(0)−
rse
−iΘ∞ | is large but the distance dBL(f ′in, fin) to an initial condition in the basin of attraction of the PLS
circle is small (which requires that the number of oscillators be large), this statement ensures some damping
of the order parameter over a large time interval.
5One can also directly check that det
(
Id− K
2
M(0, rs)
)
= 0, see beginning of Section 6.
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3 The Cauchy problem for the norm ‖ · ‖a,0
The stability analysis of PLS relies on the ‖ · ‖a,0-norm of the (restriction of the) Fourier transform of
probability measures. However, given an arbitrary measure, its ‖ · ‖a,0-norm needs not to be finite. Hence,
prior to the stability analysis, we need to make sure that the set of measures with finite ‖ · ‖a,0-norm is
invariant under the Kuramoto flow. This is the purpose of this section, whose main result is the following
statement.
Proposition 3.1 Assume that ‖ĝ‖a < +∞ for some a > 0 and let t 7→ f(t) be a solution of the Kuramoto
equation. If ‖f̂(0)‖a,0 < +∞, then
sup
t∈[0,T ]
‖f̂(t)‖a,0 < +∞, for all T > 0.
Moreover, the map t 7→ f̂(t) is strongly continuous.
Before proving this statement, we express the Kuramoto dynamics in Fourier variables. Given a solution
t 7→ f(t) of the Kuramoto equation, the Fourier transform u = f̂(t) satisfies
∂tu`(τ) = `∂τu`(τ) +
K`
2
(
u1(0)u`−1(τ)− u1(0)u`+1(τ)
)
, ∀(`, τ) ∈ N× R, (7)
with the identification u0 = ĝ (and where u1(0) is nothing but the order parameter r).
Given a > 0 and k ∈ R, consider the Hilbert space
Xa,k = {u : N× R→ C such that ‖u‖a,k < +∞}. (8)
(We obviously have Xa,k1 ⊂ Xa,k2 when k1 > k2.) The proof of Proposition 3.1 relies on the following
statement whose proof is given below.
Lemma 3.2 Assume that ‖ĝ‖a < +∞ for some a > 0. For every uin in Xa,0, there exists a unique weak
solution u of equation (7) that satisfies u(0) = uin and
u ∈ L∞(0, T,Xa,0) ∩ L2(0, T,Xa, 12 )
for all T > 0. Moreover, u belongs to C(R+,Xa,0).
Proof of Proposition 3.1. The proposition is a simple consequence of Lemma 3.2 and Theorem 15 in [8].
This theorem provides uniqueness of the solution of (7) in a very large class, namely among all functions u
satisfying
sup
t∈[0,T ]
sup
`∈N
e−β` min(1, e2aτ )|u`(t, τ)| < +∞ (9)
for all T > 0, and for some β > 0.
Let f = f(t) be a solution of the Kuramoto equation, starting from an initial data fin, such that uin := f̂in|N×R
satisfies ‖uin‖a,0 < +∞. Let uf := f̂ |N×R. Clearly, uf solves (7), and as the Fourier transform of a measure,
it is uniformly bounded in (`, τ). Let now u be the solution of (7) given by Lemma 3.2, with initial data uin.
Then, uf and u both satisfy the criterion (9) for any β > 0. This implies that uf = u by Theorem 15 in [8].
2
Proof of Lemma 3.2. The proof of existence proceeds via an approximation scheme and a standard com-
pactness argument based on Aubin-Lions Lemma. We start with the a priori estimates that are crucial for
the limit processes. (NB: these estimates are well-defined for those {u`(τ)} that are finite vectors of smooth
functions with compact support).
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The first estimate is obtained by testing (7) against e2aτ u`(τ)` . After integration in τ , summation in `, and
taking the real part, we obtain
1
2
d
dt
∑
`∈N
∫
R
e2aτ
|u`(τ)|2
`
dτ + a
∑
`∈N
∫
R
e2aτ |u`(τ)|2dτ
= −KRe
(∑
`∈N
∫
R
e2aτu1(0)u`−1(τ)u`(τ)dτ −
∑
`∈N
∫
R
e2aτu1(0)u`+1(τ)u`(τ)dτ
)
= −KRe
(
u1(0)
∫
R
e2aτ ĝ(τ)u1(τ)dτ
)
,
where the last equality follows from a change ` 7→ `+ 1 of index in the first sum. Using the Cauchy-Schwarz
inequality, it follows that we have
1
2
d
dt
∑
`∈N
∫
R
e2aτ
|u`(τ)|2
`
dτ + a
∑
`∈N
∫
R
e2aτ |u`(τ)|2dτ 6 K|u1(0)|‖ĝ‖a
(∫
R
e2aτ |u1(τ)|2dτ
) 1
2
.
Proceeding similarly for the derivative ∂τu`(τ) and combining the resulting inequality with the one here
then yields
d
dt
‖u‖2a,− 12 + 2a‖u‖
2
a,0 6 2
√
2K|u1(0)|‖ĝ‖a‖u1‖a,
Now, using the Sobolev embedding H1(0, 1)) ↪→ C([0, 1]), we infer
|u1(0)| 6 C‖u‖a,− 12 , (10)
for some C ∈ R+. We also have ‖u1‖a 6 ‖u‖a,− 12 and the Gronwall’s Lemma and the assumption ‖ĝ‖a < +∞
imply the existence of C1 ∈ R+ such that
‖u(t)‖2a,− 12 + 2a
∫ t
0
‖u(s)‖2a,0ds 6 eC1t‖uin‖2a,− 12 , ∀t ∈ R
+.
In particular, (10) implies
sup
t∈[0,T ]
|u1(t, 0)| < +∞, ∀T ∈ R+,
provided that ‖uin‖a,0 < +∞.
With this control on |u1(t, 0)| provided, we can now pass to the estimate on ‖u‖a,0. To that goal, we test
(7) against eaτu`(τ). Proceeding similarly to as before, we obtain
1
2
d
dt
∑
`∈N
∫
R
e2aτ |u`(τ)|2dτ + a
∑
`∈N
∫
R
e2aτ `|u`(τ)|2dτ
= −KRe
(∑
`∈N
∫
R
e2aτ `u1(0)u`−1(τ)u`(τ)dτ −
∑
`∈N
∫
R
e2aτ `u1(0)u`+1(τ)u`(τ)dτ
)
= −KRe
(
u1(0)
∑
`∈N
∫
R
e2aτu`−1(τ)u`(τ)dτ
)
6 K|u1(0)|
(
‖ĝ‖a
(∫
R
e2aτ |u1(τ)|2dτ
) 1
2
+
∑
`∈N
∫
R
e2aτ |u`(τ)|2dτ
)
Repeating the argument for the derivative ∂τu`(τ) then yields
d
dt
‖u‖2a,0 + 2a‖u‖2a, 12 6 2K
(√
2|u1(0)|‖ĝ‖a‖u1‖a + |u1(0)|‖u‖2a,0
)
.
8
Finally, we use on one hand the bound (10) with ‖u‖a,0 instead of ‖u‖a,− 12 and the inequality ‖u1‖a 6 ‖u‖a,0,
and on the other hand the first estimate on supt∈[0,T ] |u1(t, 0)|, to conclude the existence of CT < +∞
(growing at most exponentially with T ∈ R+) such that the following inequality holds
‖u(t)‖2a,0 + 2a
∫ t
0
‖u(s)‖2a, 12 ds 6 e
CT t‖uin‖2a,0, ∀t ∈ [0, T ]. (11)
This estimate allows one to construct a global weak solution using standard arguments. For instance, one
can consider a sequence of approximate systems, by projecting equation (7) onto a finite number of modes:
∂tu
n
` (τ) = `∂τu
n
` (τ) + Pn
K`
2
(
un1 (0)u
n
`−1(τ)− un1 (0)un`+1(τ)
)
, ∀(`, τ) ∈ {1, · · · , n} × R. (12)
Here, Pn is the projection onto modes ` ∈ {1, · · · , n}. The approximate initial data un(0) := unin is taken
smooth, zero for ` > n and |τ | > n, and such that it converges to uin in Xa,0. For any given n, (12) is
a simple transport equation with a smooth semilinear term and a smooth and compactly supported initial
data. The existence of a local in time solution un is well-known [28]. The solution is smooth and compactly
supported, with supp(u(t)) ⊂ {1, · · · , n} × [−n(1 + t), n − t]. Moreover, the previous a priori estimates
extend straightforwardly to this approximate equation, viz.
‖un(t)‖2a,0 + 2a
∫ t
0
‖un(s)‖2a, 12 ds 6 e
CT t‖unin‖2a,0 6 C ′eCT t, ∀t ∈ [0, T ],
for any T less than the maximal time of existence Tn. It follows in particular that Tn is infinite. Indeed,
assume a contrario that Tn is finite. As un is compactly supported, the previous bound implies that un
belongs to L∞((0, Tn)× {1, · · · , n} ×R). This prevents blow up of the solution in finite time, and we get a
contradiction.
Let T > 0. From the bound on (un)n∈N in L∞(0, T,Xa,0), one can obtain a bound on the sequence (∂tun)n∈N,
using equation (12). More precisely, the quantity hn` (t, τ) :=
un` (t,τ)
` is such that
(∂th
n)n∈N is bounded in L∞(0, T, `2(N, L2(e2aτdτ)).
Thus, (un1 )n∈N is bounded in L
∞(0, T,H1(−1, 1)) and (∂tun1 )n∈N is bounded in L∞(0, T, L2(−1, 1)). By
Aubin-Lions Lemma, one obtains the strong convergence of a subsequence of (un1 (·, 0))n∈N in L∞(0, T ).
Together with the weak compactness of (un)n∈N in L∞(0, T,Xa,0) ∩ L2(0, T,Xa, 12 ), this allows to take the
limit n→ +∞ in (12) and yields the existence of a solution u of (7).
For the proof of uniqueness, we use an energy estimate for the difference v = u2 − u1 of two solutions.
Proceeding similarly to as for the a priori estimate above, one first obtains
1
2
d
dt
∑
`∈N
∫
R
e2aτ
|v`(τ)|2
`2
dτ + a
∑
`∈N
∫
R
e2aτ
|v`(τ)|2
`
dτ =
− K
2
Re
(
(u1)1(0)
∑
`∈N
∫
R
e2aτ
v`(τ)
`
u`+1(τ)
`+ 1
dτ + v1(0)
∑
`∈N
∫
R
e2aτ (u2)`−1(τ)
v`(τ)
`
dτ
−v1(0)
∑
`∈N
∫
R
e2aτ (u2)`+1(τ)
v`(τ)
`
dτ
)
and then
d
dt
‖v‖2a,−1 + 2a‖v‖2a,−1/2 6 C ′‖v‖2a,−1,
for some C ′ ∈ R+. Applying Gronwall’s Lemma, the assumption v(0) = 0 implies that v(t) = 0 for all t > 0
as desired.
To prove continuity, letting h`(t, τ) =
u`(t,τ)
` , we first observe that
h ∈ L∞ (0, T,Xa,1) and ∂th ∈ L∞
(
0, T, `2(N, L2(e2aτdτ))
)
, ∀T ∈ R+.
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From standard functional analysis (see e.g. Theorem 2.1 in [31]), it follows that h is weakly continuous in
time with values in Xa,1, and thus u ∈ Cw(R+,Xa,0). Moreover, since Xa,0 is a Hilbert space (hence a
uniformly convex space) to obtain strong continuity, it suffices to prove that
t 7→ ‖u(t)‖a,0
is continuous (see e.g. Proposition 3.32 in [3]). We consider separately the cases t = 0+ and t > 0.
Right continuity at 0 is rather straightforward. On one hand weak continuity implies
lim inf
t→0+
‖u(t)‖a,0 > ‖u(0)‖a,0.
On the other hand, the estimate (11) above implies
lim sup
t→0+
‖u(t)‖a,0 6 ‖u(0)‖a,0.
For t > 0, we use the regularization effect induced by the weight. The integral term of (11) shows that
‖u(δ)‖a, 12 < +∞, for a.e. δ ∈ R
+.
Take any such δ. By mimicking the arguments above, one can construct a solution u˜ = {u˜`(t, τ)} of (7) over
(δ,+∞) satisfying
u˜ ∈ L∞(δ, T,Xa, 12 ) ∩ L
2(δ, T,Xa,1), for all T > δ,
with u˜(δ) = u(δ). By invoking the uniqueness of the solution in L∞(δ, T,Xa,0) ∩ L2(δ, T,Xa, 12 ), we deduce
u˜ = u. It follows in particular that u ∈ L2(δ, T,Xa,1) for any T > δ > 0. It is then easily seen that (7) reads
∂tul(τ)− l∂τul(τ) = Fl(τ)
where F ∈ L2(δ, T,Xa,0) for any T > δ > 0. Using the explicit formula
u`(t, τ) = u`(δ, τ) +
∫ t
δ
F`(s, τ + `(t− s))ds, t > δ > 0,
one can check that u is continuous at positive times with values in Xa,0. 2
4 Spectral analysis of the linearized dynamics
As for the Cauchy problem, the analysis of the perturbation dynamics proceeds in Fourier variables. Assum-
ing a PLS fs and inserting the expression f̂s + u in the Fourier formulation (7) of the Kuramoto equation,
the time evolution of the perturbation u = {u`(τ)}N×R (NB: from now on, u denotes a perturbation to the
PLS f̂s) turns out to be governed by the equation
∂tu = Lu+Qu, (13)
where L = L1 + L2 and for all (`, τ) ∈ N× R, we have, using the notation u0(τ) = 0,
(L1u)`(τ) = `
(
∂τu`(τ) +
Krs
2
(u`−1(τ)− u`+1(τ))
)
,
and
(L2u)`(τ) =
K`
2
(
u1(0)(f̂s)`−1(τ)− u1(0)(f̂s)`+1(τ)
)
,
and the operator Q collects the nonlinear terms
(Qu)`(τ) =
K`
2
(
u1(0)u`−1(τ)− u1(0)u`+1(τ)
)
.
10
This section deals with the analysis of linear terms. Of note, while the operator L is R-linear, it is not C-
linear simply because L2 does not satisfy this property. In order to get a C-linear operator and to investigate
its spectral properties, one may consider the real and imaginary parts separately, as in [20, 24]. We use an
alternative approach here, based on complex conjugates. Given u = {u`(τ)}N×R and v = {v`(τ)}N×R (which
is a substitute for u¯), let
u = {u`(τ)}N×R where u`(τ) =
(
u`(τ)
v`(τ)
)
∈ C2, ∀(`, τ) ∈ N× R,
and consider the operator L = L1 + L2 defined by
(L1u)`(τ) =
(
(L1u)`(τ)
(L1v)`(τ)
)
and
(L2u)`(τ) = K`
2
(
(f̂s)`−1(τ) −(f̂s)`+1(τ)
−(f̂s)`+1(τ) (f̂s)`−1(τ)
)(
u1(0)
v1(0)
)
.
The operators Li are defined in such a way that when v`(τ) = u`(τ), we have
(Liu)`(τ) =
(
(Liu)`(τ)
(Liu)`(τ)
)
, for i = 1, 2.
Given a > 0 and k ∈ R, let
Da,k = {u ∈ Xa,k : L1u ∈ Xa,k} ,
be the domain of the operator L1. Thanks to Proposition A.2 in Appendix A, L2 is also well-defined on
Da,k; hence the product D
2
a,k is a domain for the operator L on Xa,k. Since they contain finite vectors of
smooth functions with compact support, the domains Da,k are dense in their respective space.
The results of this section are collected in the following statement.
Proposition 4.1 Assume that ‖ĝ‖a < +∞ for some a > 0 and assume that a PLS fs with marginal density
g and order parameter rs ∈ R+ exists. The corresponding operator L has the following properties on X 2a,k
for k ∈ {−1, 0}.
• it generates a C0-semigroup,
• its essential spectrum lies in the half-plane Re(λ) 6 −a,
• for every  > 0, its spectrum in the half-plane Re(λ) > −a +  consists of finitely many eigenvalues
with finite multiplicity; 0 is always one of them,
• let x > −a be such that the line {λ ∈ C : Re(λ) = x} does not contain any eigenvalue. Then we have
sup
y∈R
‖((x+ iy)Id− L)−1‖Xa,−1→Xa,0 < +∞.
The proof is given in the two sections below. First, we obtain estimates for the resolvent of L1 (which is
C-linear) from where strong continuity of the semi-group readily follows. Then, the spectrum is described
and the last estimate is shown.
Proposition 4.1 suggests that a condition for asymptotic stability of the circle {RΘfs} of PLS is that the
spectrum of L in the half-plane Re(λ) > 0 consists of the sole eigenvalue 0, and this eigenvalue is simple.
(The analysis of nonlinear terms in section 5 below shows that this is indeed the case.) In principle, it
would suffice to impose stability of the restriction of L to the subspace where v`(τ) = u`(τ). However,
this consideration does not make any difference. We shall verify that the complexification process does not
introduce any unstable spurious mode, namely that L does not have unstable spectrum when the original
linear equation ∂tu = Lu is stable (see end of the section on the spectral analysis).
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4.1 Resolvent estimates for L1
Lemma 4.2 Let k ∈ {−1, 0}. The resolvent set of L1 over Xa,k contains the half-plane Re(λ) > −a and we
have
‖(λId− L1)−1‖Xa,−1→Xa,0 6
1
min{a,Re(λ) + a} , ∀λ ∈ C : Re(λ) > −a.
Moreover, letting λ0 = −a+ Krs2 , we have in the half-plane Re(λ) > λ0
‖(λId− L1)−1‖a,k 6 1
Re(λ)− λ0 .
Clearly, L1 is a closed operator on Da,k; hence applying the Hille-Yosida Theorem with the second estimate in
the Lemma implies that L1 generates a C
0-semigroup. The same property certainly holds for the operator L1.
Moreover, thanks to the property ‖f̂s‖
a,k+
1
2
< +∞ (see Proposition A.2 in Appendix A), the perturbation
L2 is bounded on X 2a,k; hence, L also generates a C0 semigroup (see e.g. [13]). The first item of Proposition
4.1 is proved.
In addition, the first estimate of Lemma 4.2 implies that ‖(λId − L1)−1‖a,k is uniformly bounded over the
half-plane Re(λ) > −a +  for any  > 0. The Gearhart-Pru¨ss Theorem (see e.g. Corollary 2.2.5 in [36])
then implies that the semigroup etL1 must be exponentially stable, more precisely that there exist b > a and
C ∈ R+ such that
‖etL1‖a,k 6 Ce−bt, ∀t ∈ R+. (14)
Proof of Lemma 4.2. To derive the claimed inequalities, we consider the resolvent equation
(λId− L1)u = v.
The second estimate is obtained by testing against e2aτ `2ku`(τ), under the assumption ‖u‖a,k < +∞. After
integration in τ , summation in ` and taking the real part, we obtain
Re(λ)
∑
`∈N
∫
R
e2aτ `2k|u`(τ)|2dτ + a
∑
`∈N
∫
R
e2aτ `2k+1|u`(τ)|2dτ
− Krs
2
Re
(∑
`∈N
∫
R
e2aτ `2k+1(u`−1(τ)u`(τ)− u`+1(τ)u`(τ))dτ
)
6 ‖u‖a,k‖v‖a,k
A change ` 7→ `+ 1 of index in the third sum yields, also using u0(τ) = 0 and simplifying the expression of
(`+ 1)2k+1 − `2k+1 for k ∈ {−1, 0}
(Re(λ) + a)
∑
`∈N
∫
R
e2aτ `2k|u`(τ)|2dτ
6 Krs
2
Re
(∑
`∈N
∫
R
e2aτ
(
(`+ 1)2k+1 − `2k+1)u`(τ)u`+1(τ)dτ)+ ‖u‖a,k‖v‖a,k
6 Krs
2
‖u‖2a,k + ‖u‖a,k‖v‖a,k.
As in the proof of Lemma 3.2, one can proceed similarly for the derivative ∂τu`(τ) and the second estimate
easily follows.
For the first estimate, we proceed similarly for k = − 12 and use the inequality
Re(λ)
∑
`∈N
∫
R
e2aτ |u`(τ)|2dτ 6 Re(λ)
∑
`∈N
∫
R
e2aτ `−1|u`(τ)|2dτ, ∀λ : Re(λ) 6 0,
to obtain
min{a,Re(λ) + a}
∑
`∈N
∫
R
e2aτ |u`(τ)|2dτ 6 ‖u‖a,0‖v‖a,−1,
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and then
‖u‖a,0 6 ‖v‖a,−1
min{a,Re(λ) + a} , ∀λ ∈ C : Re(λ) > −a,
from where the first estimate follows suit. Finally, standard arguments (e.g. Galerkin approximation) based
on this estimate show that λId− L1 is invertible for Re(λ) > −a. 2
4.2 The spectrum of L
Lemma 4.2 obviously implies that the spectrum of L1 must be contained in the half-plane Re(λ) 6 −a.
Moreover, the perturbation L2 has finite rank; hence the essential spectrum of L must be contained in the
same region, as claimed in the second item of Proposition 4.1.
To prove the third item of that Proposition, we characterize the eigenvalues in the complementary region
Re(λ) > −a. To that goal, consider the 2× 2 matrix defined by
M ′(λ, rs) =
(
((λId− L1)−1p̂0)1(0) −((λId− L1)−1p̂2)1(0)
−((λId− L1)−1p̂2)1(0) ((λId− L1)−1p̂0)1(0)
)
,
where the vector p̂k (k ∈ Z) is defined by
(p̂k)`(τ) = `(f̂s)`+k−1(τ), ∀(`, τ) ∈ N× R.
Lemma 4.3 The number λ with Re(λ) > −a is an eigenvalue of L iff det (Id− K2 M ′(λ, rs)) = 0.
In addition, that there are finitely many eigenvalues, with finite multiplicity, in every half-plane Re(λ) >
−a+  ( > 0) is a consequence of the holomorphic dependence on λ and the following limits
lim
x→+∞ supy∈R
(((x+ iy)Id− L1)−1p̂k)1(0) = 0 and lim
y→±∞ supx>−a+
(((x+ iy)Id− L1)−1p̂k)1(0) = 0.
The first limit is a direct consequence of Lemma 4.2. For the second limit, we use the expression of the
resolvent as the Laplace transform of the semi-group (see e.g. Section 1.7 in [26]) to obtain
(((x+ iy)Id− L1)−1p̂k)1(0) =
∫
R+
e−iyt(e−xtetL1 p̂k)1(0)dt.
Moreover, the inequality (14) implies that t 7→ (e−xtetL1 p̂k)1(0) is uniformly absolutely integrable for x >
−a+ . The limit then follows from the Riemann-Lebesgue Lemma.
Finally, we observe that the rotation symmetry RΘ of the Kuramoto equation expresses as a phase symmetry
in Fourier variables, i.e. if t 7→ u(t) = {u`(t, τ)}N×R satisfies (7), then for every Θ ∈ T, the trajectory
t 7→ R̂Θu(t), where (R̂Θu(t))`,τ = eiΘ`u`(t, τ), also solves that equation. As noted in [20], this indifference
to phase changes implies that we must have
Lu = 0 for u = DR̂f̂s. (15)
where DR̂ := dR̂ΘdΘ |Θ=0 is the symmetry infinitesimal generator and writes
(DR̂u)`(τ) = i`u`(τ).
In particular, 0 then must be an eigenvalue of L. The proof of the third item of Proposition 4.1 is complete.
Proof of Lemma 4.3. Let
U = {U`(τ)}N×R where U`(τ) =
(
U`(τ)
V`(τ)
)
∈ C2,
then the resolvent equation (λId− L)u = U can be written in the region Re(λ) > −a(
Id− (λId− L1)−1L2
)
u = (λId− L1)−1U.
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An important property is that the vector L2u, and hence (λId − L1)−1L2u, only involves the component
u1(0) of u. Using also the commutation L1u = L1u, it follows that the component (`, τ) = (1, 0) of the
resolvent equation writes (
Id− K
2
M ′(λ, rs)
)
u1(0) = (λId− L1)−1U1(0), (16)
Therefore, in the case where Id− K2 M ′(λ, rs) is invertible, let u∗ = {u∗` (τ)}N×R be any vector for which u∗1(0)
solves (16). We infer that the resolvent equation has a solution given by
u = (λId− L1)−1 (L2u∗ + U) ,
which is unique since (λId− L1)−1L2u∗ only involves the component u∗1(0).
On the other hand, if det
(
Id− K2 M ′(λ, rs)
)
= 0, let u† be with component u†1(0) ∈ Ker
(
Id− K2 M ′(λ, rs)
)
.
Using once again that (λId − L1)−1L2u† only involves u†1(0), one directly checks that (λId − L1)−1L2u† is
an eigenvector of L with eigenvalue λ. Consequently, det (Id− K2 M ′(λ, rs)) = 0 iff λ is an eigenvalue of L
in the half-plane Re(λ) > −a. 2
Finally, the last item of Proposition 4.1 can be shown by combining the first claim in Lemma 4.2 with the
expression of the resolvent in the proof of Lemma 4.3.
Absence of spurious modes. To complete this section, we show that the complexification process does
not generate unstable spurious modes, i.e. to any eigenvalue λ with Re(λ) > 0 of L (resp. non-zero eigenvalue
on the imaginary axis), corresponds a diverging (resp. rotating) solution of ∂tu = Lu. We consider the cases
Im(λ) 6= 0 and λ ∈ R separately.
Case Im(λ) 6= 0. Given that λ and λ both are eigenvalues of L, the trajectory t 7→ U(t), (uniquely) defined
by
U(t) = eλt(λId− L1)−1L2u + eλt(λId− L1)−1L2u,
where u is with component u1(0) =
(
u1(0)
v1(0)
) ∈ Ker (Id− K2 M ′(λ, rs)) and u is with component u1(0) =(
v1(0)
u1(0)
) ∈ Ker (Id− K2 M ′(λ, rs)), is a solution of the equation ∂tu = Lu. Moreover, this solution components
satisfy (V (t))`(τ) = (U(t))`(τ); hence the definition of L implies that {(U(t))`(τ)}N×R satisfies the equation
∂tu = Lu.
Case λ ∈ R. In this case, the matrix Id− K2 M ′(λ, rs) must be Hermitian and of the form
ρ
(
eiϕ0 eiϕ2
e−iϕ2 e−iϕ0
)
,
for some ϕ0, ϕ2 ∈ T and ρ ∈ R+. Clearly, as ρ 6= 0, the kernel of this matrix is of the form Span
{(
eiϕ
e−iϕ
)}
for a given ϕ ∈ C. Letting u1(0) be in this kernel and U(t) = eλt(λId − L1)−1L2u, we have that the first
component {(U(t))`(τ)}N×R must also satisfy the equation ∂tu = Lu in this case.
4.3 Derivation of the stability condition
As said after Proposition 4.1, the condition for linear stability of the PLS circle is that L has no eigenvalue
for Re(λ) > 0, except 0 and this eigenvalue is simple. Given Lemma 4.3, these requirements are equivalent
to the following ones
det
(
Id− K
2
M ′(λ, rs)
)
6= 0, ∀λ 6= 0, Re(λ) > 0,
λ = 0 is a simple zero of the holomorphic function det
(
Id− K
2
M ′(λ, rs)
)
.
This last condition is obviously the same as lim infλ→0
∣∣ 1
λ det
(
Id− K2 M ′(λ, rs)
)∣∣ > 0.
Now, condition (6) of Theorem 2.1 readily follows from the fact that in the half-plane Re(λ) > 0, the matrix
M ′(·, rs) turns out to coincide with the matrix obtained by flipping the off-diagonal terms in M(·, rs). This
fact is an immediate consequence of the following statement (which also ensures that M(λ, rs) is well-defined).
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Lemma 4.4 The quantities Jk(λ, rs) introduced in (4) are well-defined for all k ∈ N ∪ {0} and Re(λ) > 0,
and we have
Jk(λ, rs) = ((λId− L1)−1p̂k)1(0).
Proof. We use inverse Fourier transforms with respect to τ . Let
(pk)`(ω) =
1
2pi
∫
R
eiωτ (p̂k)`(τ)dτ,
and let Lˇ1 be the inverse Fourier transform of L1, i.e.
̂ˇL1pk = L1p̂k, when passing to Fourier transforms with
respect to τ . We have
((λId− L1)−1p̂k)1(0) =
∫
R
((λId− Lˇ1)−1pk)1(ω)dω,
provided that ((λId− Lˇ1)−1pk)1 ∈ L1(R), and expression (29) in Appendix A implies
(pk)`(ω) = `(f˜s)`+k−1(ω) = `β`+k−1
(
ω
Krs
)
g(ω).
Now, using the expression
(Lˇ1u)`(ω) = `
(
iωu`(ω) +
Krs
2
(u`−1(ω)− u`+1(ω))
)
,
and, twice in a row, the equation (25) in Section 6 that defines β, one obtains
(Lˇ1pk)`(ω) = −Krs
2
1 + β2
(
ω
Krs
)
β
(
ω
Krs
) (pk)`(ω) = −(iω +Krsβ( ω
Krs
))
(pk)`(ω),
from where it results that
((λId− Lˇ1)−1pk)1(ω) =
βk
(
ω
Krs
)
g(ω)
λ+ iω +Krsβ
(
ω
Krs
) .
Using the expression of β and |β(·)| 6 1, the following inequality holds∣∣∣∣∣∣
βk
(
ω
Krs
)
λ+ iω +Krsβ
(
ω
Krs
)
∣∣∣∣∣∣ 6 1Re(λ) ,
provided that Re(λ) > 0. The lemma then easily follows in this case.
For Re(λ) = 0, the integral defining Jk(λ, rs) has to be understood in a weak sense: it is the limit as → 0+
of Jk(λ+ , rs). This limit exists because of the continuous dependence of the resolvent (λId− L1)−1 on λ.
In practice, the value of Jk(λ, rs) for λ on the imaginary axis can be computed as a principal value with
correction terms, using Plemelj formula as in [35]. 2
5 Proof of nonlinear stability
With full understanding of the linearized dynamics, we can now address nonlinear terms, assuming that the
stability condition (6) holds. Following a standard procedure in the stability analysis of relative equilibria
(see e.g. [12]), the first step is to take advantage of the rotation symmetry R̂Θ to get rid of the corresponding
indifferent angular coordinate. Then, we shall prove asymptotic stability of the stationary state associated
with the remaining variable.
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5.1 Polar-type coordinates
To get rid of the angular coordinate, which is tangent to the PLS circle {R̂Θf̂s}Θ∈T, we need to introduce a
projection operator P0 defined on Xa,0 such that LP0 = 0 and P0L = 0.
The former equality obviously implies that P0 must project on Ker(L). To comply with the latter equality,
it is convenient to consider the analogous projection associated with the operator L on X 2a,0. Let 〈·, ·〉a,0 be
the scalar product on Xa,0 that induces the norm ‖ · ‖a,0 and let the scalar product 〈·, ·〉 on X 2a,0 be defined
by
〈u,u′〉 = 〈u, u′〉a,0 + 〈v, v′〉a,0, where u =
(
u
v
)
and u′ =
(
u′
v′
)
.
The stability condition (6) implies that Ker(L) = Span(DR̂f̂s
DR̂f̂s
)
is one-dimensional. Accordingly, let u∗ be
such that Ker(L∗) = Span(u∗) for the adjoint operator L∗, and such that 〈(DR̂f̂s
DR̂f̂s
)
,u∗〉 = 1. Let then the
projection operator P0 be defined by
P0u = 〈u,u∗〉
(
DR̂f̂s
DR̂f̂s
)
, ∀u ∈ X 2a,0.
This operator obviously satisfies P0Lu = 0 for all u. Moreover, we are going to show that u∗ takes the
form
(
u∗
u∗
)
for some u∗ ∈ Xa,0 (which then must satisfy the normalization condition 2Re〈DR̂f̂s, u∗〉a,0 = 1.
Therefore, we have
P0u =
(
P0u
P0u
)
when u =
(
u
u
)
, where P0u = 2Re〈u, u∗〉a,0DR̂f̂s.
The operator P0 is the desired projection, i.e. we have LP0u = P0Lu = 0 for all u ∈ Xa,0.
To show the promised property, let
(
u
v
) ∈ Ker(L∗) be arbitrary. Then (u+vv+u) = (u+vu+v) ∈ Ker(L∗), which
implies u∗ =
(
u∗
u∗
)
as claimed. Indeed, either u+ v 6= 0 and that Ker(L∗) is one-dimensional implies that we
must have u∗ = λ(u+ v) for some λ ∈ C. Or u+ v = 0 and then u∗ = λiu for some λ ∈ C.
For future purposes, we now show that
u∗ ∈ Xa,k, ∀k ∈ N ∪ {0}, (17)
which, in particular, implies that P0 is a projection operator on every Xa,k.
To that goal, observe that L∗ can be explicitly computed as L∗ = L∗1 + L∗2 where
L∗1u =
(
L∗1u
L∗1v
)
, where (L∗1u)` = −` (∂τu` + 2au`) +
Krs
2
((`+ 1)u`+1 − (`− 1)u`−1)
and (L∗2u)` =
K
2
(
muwδ`,1
mvwδ`,1
)
where
(
mu
mv
)
=
∑
`∈N
∫
R
e2aτ `
(
(f̂s)`−1(τ) −(f̂s)`+1(τ)
−(f̂s)`+1(τ) (f̂s)`−1(τ)
)(
u`(τ)
v`(τ)
)
dτ,
where we have used the Kronecker symbol and w : R→ C is the function such that ‖w‖a < +∞ and
〈w,w′〉a = w′(0), ∀w′ : R→ C : ‖w′‖a < +∞,
where 〈·, ·〉a is the scalar product that generates ‖ · ‖a. The existence and uniqueness of w is guaranteed
by the Riesz Representation Theorem, using Sobolev embedding to ensure that w′ 7→ w′(0) is a continuous
linear functional.
Consequently, u∗ must satisfy the equation (L∗1u
∗)` = −c∗wδ`,1 where
c∗ = −
∑
`∈N
∫
R
e2aτ `
(
(f̂s)`−1(τ)u∗` (τ)− (f̂s)`+1(τ)u∗` (τ)
)
dτ.
Letting x∗` = −Krs2 (u`+1 + u`−1) + c∗wδ`,1, the equation can be written
−`
(
∂τu
∗
` + 2au
∗
` +
Krs
2
(u∗`+1 − u∗`−1)
)
= x∗` .
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We have x∗ ∈ Xa,0; hence one can perform similar energy estimates to those in the proof of Lemma 4.2 to
obtain
‖u∗‖a, 12 6 C ‖x
∗‖a,0,
for some C ∈ R+. This inequality implies that x∗ ∈ Xa, 12 , and therefore
‖u∗‖a,1 6 C ′ ‖x∗‖a, 12 ,
and (17) follows using a bootstrap argument.
Back to the main purpose of this Section, let Ps = Id − P0. We claim that any f̂ in a sufficiently small
neighborhood of the circle {R̂Θf̂s}Θ∈T in Xa,0 can be written
f̂ = R̂Θ
(
f̂s + u
)
, (18)
where (Θ, u) ∈ T× Ps(Xa,0) is such that ‖u‖a,0 → 0 when the distance d
(
f̂ , {R̂Θf̂s}Θ∈T
)
→ 0.
To see this, consider the map F : T×Xa,0 → R defined by
F (Θ, f̂) = Re〈R̂−Θf̂ − f̂s, u∗〉a,0,
which is such that F (Θ, f̂) = 0 iff f̂ satisfies (18).
We compute
F (0, f̂s) = 0 and ∂ΘF (0, f̂s) = −Re
(
〈DR̂f̂s, u∗〉a,0
)
6= 0,
hence by the Implicit Function Theorem, for f̂ close enough to f̂s, there is a smooth Θ0 = Θ0(f̂) near 0 such
that F (Θ0(f̂), f̂) = 0. This proves the claim in the neighborhood of f̂s, with u = R̂−Θ0(f̂)f̂ − f̂s. To extend
that property to a neighborhood of {R̂Θf̂s}Θ∈T, notice that letting
Θmin = Arg min
Θ∈T
‖f̂ − R̂Θf̂s‖a,0,
the element R̂−Θmin f̂ is close to f̂s when f̂ is close to the circle. Hence, one can apply the previous argument
to R̂−Θmin f̂ to obtain f̂ = R̂Θ0(R̂−Θmin f̂)+Θmin
(
f̂s + u
)
with u as desired.
5.2 Proof of Theorem 2.1
By inserting the expression (18) into the equation (7) of the Kuramoto dynamics in Fourier variables, one
gets after using equivariance
DR̂(f̂s + u)
dΘ
dt
+ ∂tu = Lu+Qu.
Applying P0 and Ps respectively, and using P0L = 0, P0L = LP0 and the normalization 〈DR̂f̂s, u∗〉 = 12 ,
two independent equations result for the variables Θ and u, namely
dΘ
dt
=
2Re〈Qu, u∗〉a,0
1 + 2Re〈DR̂u, u∗〉a,0
, (19)
and
∂tu = Lu+ PsQ
′u where Q′u = Qu− 2Re〈Qu, u
∗〉a,0
1 + 2Re〈DR̂u, u∗〉a,0
DR̂u. (20)
As intended, the right hand sides of these equations do not depend on the angular variable Θ. Moreover,
the Cauchy-Schwarz inequality implies∣∣∣〈DR̂u, u∗〉a,0∣∣∣ 6 2‖u‖a,0‖u∗‖a,1,
and the property (17) implies ‖u∗‖a,1 < +∞. Therefore, these equations are well-defined as long as ‖u‖a,0
is small enough (so that the denominators do not vanish).
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Now, if the (restriction to N × R of the) Fourier transform f̂in of an initial probability measure fin is
sufficiently close to f̂s, then not only the corresponding initial uin ∈ Ps(Xa,0) is small, but the solution f̂(t)
must remain close to f̂s for t ∈ (0, T ), a sufficiently small time interval, by the continuous dependence in
time (Proposition 3.1). Hence, both ansatz (18) holds and the equations above are well-defined over (0, T ).
That these properties holds for all times (provided that f̂in is taken even closer to f̂s) is a direct consequence
of the following statement.
Proposition 5.1 Under condition (6), there exist ′, b, C > 0 such that for all uin ∈ Ps(Xa,0) satisfying
‖uin‖a,0 < ′, equation (20) has a unique solution t 7→ u(t) satisfying u(0) = uin and
‖u(t)‖a,0 6 C‖uin‖a,0 e−bt, ∀t ∈ R+.
This statement is not as obvious as it may look because the quadratic term Q′ maps Xa,0 into Xa,−1. The
proof is given in Section 5.4 below.
In addition to ensuring that both ansatz (18) and equations (19) and (20) are globally well-defined when
starting sufficiently close to f̂s, Proposition 5.1 implies that the solution must asymptotically approach the
PLS circle. To complete the proof of Theorem 2.1, it remains to show that the solution’s angle asymptotically
converges Θ(t). We have
|〈Qu, u∗〉a,0| 6 ‖Qu‖a,−1‖u∗‖a,1,
and the definition of Q and the Sobolev bound (10) yield
‖Qu‖a,−1 6 C ′‖u‖a,− 12 ‖u‖a,0 6 C
′‖u‖2a,0, (21)
for some C ′ ∈ R+. Hence the driving term in equation (19) must also decay exponentially with rate b.
Consequently, the following limit exists
Θ∞ := lim
t→+∞Θ(t) = Θ(0) +
∫
R+
2Re〈Qu(s), u∗〉a,0
1 + 2Re〈DR̂u(s), u∗〉a,0
ds,
and we have
‖R̂Θ(t)
(
f̂s + u(t)
)
− R̂Θ∞fs‖a,0 6 |Θ(t)−Θ∞|‖f̂s‖a, 12 + ‖u(t)‖a,0 = O(e
−bt),
as desired.
5.3 Analysis of the forced linear equation
Proposition 5.1 will follow from a similar result for the corresponding forced linear equation. As suggested
above, the crucial point is to show, via a suitable adaptation of the Gearhart-Pru¨ss Theorem, that the
corresponding semigroup improves regularity.
To see this, given an Hilbert space H with norm ‖ · ‖H , a positive real number γ, and a mapping w : R→ H,
consider the norm ‖w‖H,γ defined by
‖w‖H,γ =
(∫
R+
e2γt‖w(t)‖2Hdt
) 1
2
.
We have the following statement.
Lemma 5.2 Let X and Y be Hilbert spaces, where X is continuously embedded in Y . Let A be a densely
defined linear operator that generates a semigroup, both on X and on Y . Assume the existence of γ ∈ R+
such that the resolvent of A over both spaces contains the half-plane Re(λ) > −γ and satisfies
sup
y∈R
‖((−γ + iy)Id−A)−1‖Y→X < CR,
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for some CR ∈ R+. Then the unique mild solution w ∈ C(R+, Y ) of the initial value problem
dw
dt
= Aw +G
where the forcing G : R+ 7→ Y satisfies ‖G‖Y,γ < +∞ and the initial condition w(t) = win satisfies
‖win‖X < +∞, has the following properties
• w(t) ∈ X for a.e. t ∈ R+
• ‖w‖X,γ 6 C (‖win‖X + ‖G‖Y,γ)
for some C ∈ R+.
Proof. The mild solution of the initial value problem is characterized by the Duhamel’s formula
w(t) = etAwin + I(t), ∀t ∈ R+, where I(t) =
∫ t
0
e(t−s)AG(s)ds.
By the Gearhart-Pru¨ss Theorem, the resolvent estimate shows that there exists γG > γ and CG ∈ R+ such
that
‖etAw‖X 6 CGe−2γGt‖w‖X , ∀w ∈ X, t ∈ R+,
which yields
‖etAwin‖X,γ 6 CG
2(γG − γ)‖win‖X .
Moreover, for Re(z) > −γ, the Laplace transform Lap I of the integral term I exists as Bochner integral
over Y and satisfies
(Lap I)(z) = (zId−A)−1(Lap G)(z),
where Lap G is the Laplace transform of G. On the line Re(z) = −γ, Lap G exists as a L2 function by the
Plancherel’s Theorem, and we have∫
R
‖(Lap G)(−γ + iy)‖2Y dy 6 2pi‖G‖2Y,γ .
The assumption on the resolvent estimate then implies∫
R
‖(Lap I)(−γ + iy)‖2Xdy 6 2piCR‖G‖2Y,γ .
Using the Plancherel’s Theorem again, this time to (Lap I)(−γ+ i·), it follows that I(t) ∈ X for a.e. t ∈ R+
and ‖I‖2X,γ 6 2piCR‖G‖2Y,γ . Combined with the estimate on the initial term this shows the claimed result.
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Now, Proposition 4.1 implies that when the stability condition (6) holds, the operator L satisfies the condition
of the Lemma with X = Ps(X 2a,0), Y = Ps(X 2a,−1) and γ = b ∈ (0, a). The Lemma then yields the following
conclusion for the initial value problem
∂tu = Lu+ PsF (t), and u(0) = uin ∈ Ps(Xa,0), (22)
where we use the notation
‖u‖a,k,b =
(∫
R+
e2bt‖u(t)‖2a,kdt
) 1
2
.
Corollary 5.3 Under the stability condition (6), there exist b, C > 0 such that, for every forcing signal
satisfying ‖F‖a,−1,b < +∞, the initial value problem (22) has a unique mild solution t 7→ u(t) ∈ C(R+,Xa,−1)
with the following properties
• u(t) ∈ Xa,0 for a.e. t ∈ R+,
• ‖u‖a,0,b 6 C (‖uin‖a,0 + ‖F‖a,−1,b).
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5.4 Proof of Proposition 5.1
The proof proceeds through a localization of the nonlinearity. We first show that the quantity ‖u‖a,0,b can
be made arbitrarily small for the localized system. Then we obtain a similar bound for a L∞-norm in time,
which allows us to get rid of the localization and conclude the same control for the original problem.
In more details, given  > 0, let Q′ : Xa,0 → Xa,−1 be a smooth mapping such that
Q′u =
{
Q′u if ‖u‖a,0 6 
0 if ‖u‖a,0 > 2.
When  is small enough, the denominator in the expression of Q′ remains positive over the ball {u : ‖u‖a,0 <
2}; hence Q′ is globally defined over Xa,0 in this case. Moreover, using the inequality (21), we infer
‖Q′u‖a,−1 6 2CK‖u‖a,0.
Adapting the analysis in Section 3, one can show for all uin ∈ Ps(Xa,0), there exists a unique global in time
weak solution
u ∈ C([0, T ],Xa,0) ∩ L2(0, T,Xa, 12 ) ∀T > 0,
of
∂tu = Lu+ PsQ
′
u (23)
with u(0) = uin. Moreover, by standard arguments, it coincides with the mild solution of equation (22) with
F = Q′.
Applying Lemma 5.3, we conclude that the solution of (23) satisfies the inequality
‖u‖a,0,b 6 C
1− 2CCK ‖uin‖a,0, (24)
provided that  is small enough, so that the denominator here is positive.
In order to get an L∞ bound, we directly perform an estimate on equation (23). We get
1
2
d
dt
‖u‖2a,0 + 2a‖u‖2a, 12 6 C1‖u‖
2
a,0 + C
′
1Re〈Q′u, u〉a,0
for constants C1 and C
′
1. The second term in the right hand side can controled as follows
|〈Q′u, u〉a,0| 6 C2χ
(‖u‖a,0

)
(|u(1, 0)|+ ‖u‖a,0)‖u‖2a, 12
for some C2 ∈ R+ and where χ : R+ → [0, 1] is a smooth function such that
χ(x) =
{
1 if x 6 1
0 if x > 2.
For  small enough, this term can be absorbed by the left-hand side, and the following inequality results
1
2
d
dt
‖u‖2a,0 +
a
2
‖u‖2a, 12 6 C3‖u‖
2
a,0
for some C3 ∈ R+ and then
d
dt
(e2bt‖u‖2a,0) 6 (2b+ C3)e2bt‖u‖2a,0.
The Gronwall’s Lemma yields in turn
e2bt‖u(t)‖2a,0 6 ‖uin‖2a,0 exp
(
(2b+ C3)
∫ t
0
e2bs‖u(s)‖2a,0ds
)
.
Using the bound (24), the desired exponential decay follows
sup
t∈R+
e2bt‖u(t)‖a,0 6 C4‖uin‖2a,0,
for the solution of equation (23). Finally, by choosing ‖uin‖a,0 small enough, this inequality implies in
particular that ‖u(t)‖a,0 6  for all t ∈ R+ and hence we have Qu(t) = Qu(t) for all t, i.e. t 7→ u(t) is
actually a solution of (20). The proof of Proposition 5.1 is complete.
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6 Stability condition: analysis and examples
As shown in Section 4, the stability criterion (6) in Theorem 2.1 is equivalent to the linear stability of the
circle {RΘfs}Θ∈T, more precisely that 0 is the only eigenvalue, which is simple, in the half-plane Re(λ) > 0,
and that the rest of the spectrum lies in Re(λ) 6 − for some  > 0. Of note, that 0 must always be an
eigenvalue is a consequence of the rotation symmetry RΘ (as shown in relation (15)). However, this property
can be obtained independently, as in [24], by using the equations
β2 + 2izβ − 1 = 0, (25)
and K
∫
R g(Krsω)β(ω)dω = 1 (the latter is a rewriting using (5) of the self-consistency condition of the PLS
fs in Section 1.2). Indeed, one directly checks that
K
2
(J0(λ, rs) + 2λJ1(λ, rs) + J2(λ, rs)) = 1, ∀λ : Re(λ) > 0,
from where det(Id− K2 M(0, rs)) = 0 immediately follows when taking the limit λ→ 0 in R.
6.1 Symmetric frequency distributions
PLS stability depends on context and, as for existence, various situations can occur depending on the
bifurcation that generates these states. For instance, when g is an even function, we have Jk(λ¯, r) = Jk(λ, r)
for all λ ∈ C and then
det
(
Id− K
2
M(λ, rs)
)
=
(
1− K
2
(J0(λ, rs)− J2(λ, rs))
)(
1− K
2
(J0(λ, rs) + J2(λ, rs))
)
.
Moreover, one can show (we skip the tedious computation for brevity) that
J0(λ, rs)− J2(λ, rs) = 2hc(λ) and J0(λ, rs) + J2(λ, rs) = 2hs(λ),
where the functions hc and hs are defined in [20]. In this way, we can link our stability criterion to the
results of [20]. In the case of unimodal g, Proposition 4 in this paper implies that for K > Kc :=
2
pig(0) ,
1 −Khc does not vanish over Re(λ) > 0, while the only zero of 1 −Khs in Re(λ) > 0 is λ = 0. It follows
that
det
(
Id− K
2
M(λ, rs)
)
> 0, ∀λ 6= 0 with Re(λ) > 0,
for the unique PLS fs which exists for K > Kc. To check the second point in (6), we use the expression of
hs given in [20], we find
h′s(0) =
∫
|ω|>Krs
g(ω)dω√
ω2 − (Krs)2(|ω|+
√
ω2 − (Krs)2)
− 1
(Krs)2
∫
|ω|6Krs
g(ω)dω
=
2
Krs
(∫ +∞
1
g(Krsξ)dξ√
ξ2 − 1(ξ +
√
ξ2 − 1) −
∫ 1
0
g(Krsξ)dξ
)
>
2
Krs
g(Krs)
(∫ +∞
1
dξ√
ξ2 − 1(ξ +
√
ξ2 − 1) −
∫ 1
0
dξ
)
the last inequality coming from the fact that g is unimodal. A simple computation shows that∫ +∞
1
dξ√
ξ2 − 1(ξ +
√
ξ2 − 1) = 1
so that h′s(0) 6= 0. Theorem 2.1 implies that, when it exists, this stationary solution is always asymptotically
stable.
Finally, notice that uniqueness of a PLS circle does not necessarily imply its stability. Counter-examples
exist.
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6.2 Stability in the Ott-Antonsen manifold
Our next example is when g is the bi-Cauchy distribution. Prior to presenting this case, we consider the
dynamics in a remarkable invariant subset, the so-called Ott-Antonsen (OA) manifold [23], defined as the
set of probability measures f whose Fourier coefficients associated with the angle variable, and defined by
f˜`(ω) =
∫
T
e−i`θf(dθ, ω), (26)
write
f˜`(ω) = g(ω)h
`(ω),∀(`, ω) ∈ N× R.
This set is invariant under the Kumaroto flow and the amplitude h evolves according to the equation
∂th(ω) + iωh(ω) +
K
2
(
re−iΩh2(ω)− reiΩ) = 0, (27)
where the order parameter reiΩ can be defined in this context as
reiΩ =
∫
R
h(ω)g(ω)dω.
If, in addition, g is meromorphic in the lower half-plane Im(z) < 0 with finitely many poles and sufficient
decay, and if the amplitude h is analytic in the same region, then the OA manifold dynamics is effectively
governed by a finite dimensional system of coupled ODEs.
Now, as shown in expression (29) in Appendix A, the PLS fs belongs to the OA manifold and its amplitude
is given by hs(ω) = β(
ω
Krs
) (NB: Imposing that the amplitude h be analytic in the domain Im(z) < 0, fs
turns out to be the only PLS that belongs to the OA manifold.) As before, stationary solutions of the OA
dynamics (27) come in the form of circles {eiΘβ( ωKrs )}Θ∈T.
As stability is concerned, we observe that the matrix M(λ, r) in Theorem 2.1 satisfies the conjugacy equation
K
2
M(λ, r) = PB(λ)P−1 where P =
(
1 i
1 −i
)
and B(λ) is the matrix in [24], involved in the PLS stability condition in the OA manifold. (Of note, the
analysis in [24] deals with strong topology on amplitude functions h and faces the issue of a continuous
spectrum on the imaginary axis. Yet, the strategy for spectral stability is similar to the one developed here.)
It follows that the stability criterion in this invariant subset, namely{
det (Id−B(λ)) 6= 0, ∀λ 6= 0 with Re(λ) > 0,
0 is a simple zero of λ 7→ det (Id−B(λ)) ,
coincides with the condition (6) in the full space. In other words, no loss of generality results in investigating
the existence and stability of fs in the OA manifold. The Ott-Antonsen ansatz is perfectly legitimate.
6.3 Existence and stability of PLS for bi-Cauchy frequency distributions
Here, we consider the existence and stability of the PLS for the bi-Cauchy frequency distribution, which has
been frequently employed in illustrations of the Kuramoto dynamics. This distribution is defined by
g∆,ω0(ω) =
∆
2pi
(
1
(ω − ω0)2 + ∆2 +
1
(ω + ω0)2 + ∆2
)
,
where ω0,∆ ∈ R+ and we take ω0 > ∆√3 (so that the distribution is bimodal, not unimodal). The existence
statement relies on the convex map Ψ defined by
Ψ∆,ω0(x) = 2∆
(
1
1− x +
ω20
∆2
1− x
1 + x
2)
, for x ∈ [0, 1).
Notice that Ψ∆,ω0(0) =
pi
2g∆,ω0 (0)
and Ψ′∆,ω0(0) < 0 for the derivative. The analysis of the existence and
stability condition in the OA manifold yields the following conclusion.
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Example 6.1 Let ∆ > 0 and ω0 >
∆√
3
be fixed. Then, the existence and stability of the circle {RΘfs}Θ∈T
can be enumerated as follows, depending on K:
• If K < min
x∈[0,1)
Ψ∆,ω0(x), then no PLS exist.
• If K ∈
(
min
x∈[0,1)
Ψ∆,ω0(x),
pi
2g∆,ω0 (0)
)
, then two PLS circles exist with respective order parameter r− and
r+, where r± = ρ±
√
1−
(
4ω0
K
1
1+ρ2±
)2
and ρ− < ρ+ are defined by K = Ψ∆,ω0(ρ
2
−) = Ψ∆,ω0(ρ
2
+). The
PLS circle associated with r+ is asymptotically stable (in the sense of Theorem 2.1), the one associated
with r− is unstable.
• For K > pi2g∆,ω0 (0) , a unique asymptotically stable PLS circle exists (whose order parameter is the
continuation of the solution branch r+).
0
ρ
K
ρ+
ρ−
π
2gΔ,ω0 (0)
min
x∈[0,1)
ΨΔ,ω0 (x)
Figure 1: Schematic PLS bifurcation diagram for the bi-Cauchy distribution g∆,ω0 with ω0 = 2∆ (obtained
using the graph of the function Ψ∆,ω0 , see text).
In addition, the solution branch K 7→ r+(K) is increasing and the other branch K 7→ r−(K) reaches 0 for
K = pi2g∆,ω0 (0)
. An illustration of these branches, expressed in terms of ρ±, is given in Figure 1.
Proof of existence. We borrow notation from [19]. Thanks to the OA ansatz, it is shown there that the
existence of a PLS with order parameter rs ∈ R+ is equivalent to the existence of a solution (ρs, ϕs) of the
equations
Fρ(ρs, ρs, ψs) = 0 and Fψ(ρs, ρs, ψs) = 0, (28)
where
Fρ(ρ1, ρ2, ψ) = −∆ρ1 + K
4
(1− ρ21)(ρ1 + ρ2 cosψ),
and
Fψ(ρ1, ρ2, ψ) = 2ω0 − K
4
ρ21 + ρ
2
2 + 2ρ
2
1ρ
2
2
ρ1ρ2
sinψ.
The order parameter rs is then given by rs = ρs | cos(ϕs)|.
The equations (28) are then equivalent to K = Ψ∆,ω0(ρ
2
s ), and sinψs =
4ω0
K
1
1+ρ2s
. The conclusion then results
from the analysis of the map Ψ∆,ω0 . 2
Proof of stability. The distribution g∆,ω0 is a rational function with two poles ±w0 − i∆ in the lower half-
plane. Hence, given any point in the OA manifold, the only contribution of corresponding amplitude h to
the order parameter reiΩ is through the variables
z1 = h(−ω0 − i∆) and z2 = h(ω0 − i∆).
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Therefore, the OA dynamics (27) in this case is entirely controlled by the dynamical system in R4 defined
by (equations (16) and (17) in [19]){
z˙1 = −(∆ + iω0)z1 + K4
(
z1 + z2 − (z1 + z2)z21
)
z˙2 = −(∆− iω0)z2 + K4
(
z1 + z2 − (z1 + z2)z22
)
that has a circle of stationary solutions {eiΘβ(−ω0−i∆Krs ), eiΘβ(ω0−i∆Krs )}Θ∈T, corresponding to PLS. Its sta-
bility can be investigated along the same lines as in the general case, namely by considering the linearized
perturbation dynamics and the complexification of the corresponding linear operator. The analysis shows
that spectral stability of this circle is given by the criterion (6) with
Jk(λ, r) =
K
4
(
βk
(
ω0−i∆
Kr
)
λ+ iω0 + ∆ +Krβ
(
ω0−i∆
Kr
) + βk (−ω0−i∆Kr )
λ− iω0 + ∆ +Krβ
(−ω0−i∆
Kr
)) .
Yet, spectral stability can be also checked by passing to polar coordinates in the 4-dimensional system, as
in [19]. This amounts to investigate the stability of the stationary point (ρs, ρs, ψs) of the flow governed by
ρ˙1 = Fρ(ρ1, ρ2, ψ)
ρ˙2 = Fρ(ρ2, ρ1, ψ)
ψ˙ = Fψ(ρ1, ρ2, ψ)
Thanks to the symmetry (ρ1, ρ2, ψ) 7→ (ρ2, ρ1, ψ), the derivative at (ρs, ρs, ψs) has a transverse eigenvector
(1,−1, 0) with eigenvalue −∆ + K4 (1 − 3ρ2s − (1 + ρ2s ) cosψs), which has been shown in [19] to be negative
when computed for ρs = ρ+.
In the complement space Span {(1, 1, 0), (0, 0, 1)}, the eigenvalue equation writes λ2 + 2bλ+ c = 0 where
b = ∆
1 + 2ρ2s
1− ρ2s
− K
2
(1 + ρ2s ),
and
c = ρ2s
(
4∆2
1 + ρ2s
(1− ρ2s )2
− 4ω20
1− ρ2s
(1 + ρ2s )
2
−K∆1 + ρ
2
s
1− ρ2s
)
.
A sufficient condition for the roots to have negative real part is b > 0 and c > 0. Direct calculations show
that the latter 1/ is necessary, 2/ implies the former and 3/ is equivalent to
K < Φ∆,ω0(ρ
2
s ), where Φ∆,ω0(x) = 4∆
(
1
1− x −
ω20
∆2
(1− x)2
(1 + x)3
)
.
Therefore, all we need to check is K < Φ∆,ω0(ρ
2
s ). This inequality turns out to be equivalent to Ψ
′
∆,ω0
(ρ2s ) > 0
which hold for ρs = ρ+ (and not for ρs = ρ−). 2
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A Partially locked states: stability requirements
This appendix collects preliminary properties to the stability analysis of PLS, in particular the fact that
only those states with α = 1 a.e. can have finite ‖ · ‖a,0-norm. Notice first that solving the stationary state
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equation for the Fourier coefficients defined by equation (26), using the assumption rpls ∈ R+, easily yields
the following expression (which, evidently, consists of the Fourier coefficients of expression (2))
(f˜pls)`(ω) =

(
α(ω)β`
(
ω
Krpls
)
+ (1− α(ω))β`−
(
ω
Krpls
))
g(ω) if |ω| 6 Krpls
β`
(
ω
Krpls
)
g(ω) if |ω| > Krpls
(29)
for all ` ∈ Z, where β is given in equation (5) and
β−(ω) = −iω −
√
1− ω2, for ω ∈ [−1, 1].
Notice that β− is the other root of equation (25) and, thanks to the branch cut choice of
√
1− z−2 in the
unit disk, the function β turns out to be analytic in the lower half plane Im(z) < 0.
Our first property is that the exponential weight on the Fourier transform is equivalent to impose holomorphic
continuation in an horizontal strip of the lower half-plane.
Lemma A.1 Let f be a complex valued Radon measure. The map τ 7→ f̂(τ)eaτ ∈ L2(R) for some a > 0 iff
there exists F : C→ C such that
(i) F is holomorphic in the strip {x+ iy : y ∈ (−a, 0)}.
(ii) sup
y∈[−a,−]
‖F (·+ iy)‖L2(R) < +∞ and ‖F (·+ iy)‖L2(R) = ‖e−y·f̂(·)‖L2(R) for y ∈ [−a,−], for all  > 0.
(iii) lim
y→0−
F (·+ iy) = f(·) in S ′(R).
Proof. Assume that f ∈ S ′(R,C) is such that τ 7→ f̂(τ)eaτ ∈ L2(R) for some a > 0 and let F be defined by
F (z) =
1
2pi
∫
R
eizτ f̂(τ)dτ.
Item (i) is a simple consequence of holomorphy under integral sign. Item (ii) is a basic application of
Plancherel isometry.
To prove (iii), we first observe that Plancherel Theorem implies the following relation
〈F (·+ iy), ϕ〉 = 1
2pi
∫
R
e−yτ f̂(τ)ϕ̂(τ)dτ,
for all ϕ ∈ S(R). A simple application of the Dominated Convergence Theorem then yields
lim
y→0
1
2pi
∫
R
e−yτ f̂(τ)ϕ̂(τ)dτ =
1
2pi
∫
R
f̂(τ)ϕ̂(τ) = 〈f, ϕ〉,
as desired.
Conversely, assume that (i)-(iii) are fulfilled. By (iii) and the continuity of the Fourier transform in S ′, we
have
lim
y→0−
̂F (·+ iy) = f̂ ,
in S ′. Now (ii) implies that we can write for almost every τ
̂F (·+ iy)(τ) = e−yτ
∫
R+iy
e−ixτF (x)dx,
where the integral is to be understood in semi-convergence sense. Proceeding as in [29], holomorphy of F
yields ∫
R+iy
e−ixτF (x)dx =
∫
R−ia
e−ixτF (x)dx = e−aτ
∫
R
e−ixτF (x− ia)dx = e−aτu(τ)
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where u ∈ L2(R) as the Fourier transform of F (· − ia) ∈ L2(R). Therefore, we get
f̂ = lim
y→0−
e−yτe−aτu in S ′(R)
= lim
y→0−
e−yτe−aτu inD′(R)
= e−aτu
from where the conclusion follows using u ∈ L2(R). 2
Proposition A.2 Assume that g ∈ L1(R) and that ‖ĝ‖a < +∞ for some a > 0. Then, for every rpls ∈ R+,
the probability measure fpls defined by equation (2) satisfies ‖f̂pls‖a,k < +∞ for some k ∈ Z, iff α = 1 a.e.
Moreover, ‖f̂pls‖a,k < +∞ iff ‖f̂pls‖a,k′ < +∞ for all k′ 6= k.
Proof. The proof decomposes into two steps. First, we show that ‖f̂s‖a,k < +∞. Then we prove that no
other PLS with order parameter rs ∈ R+ can have finite ‖ · ‖a,k-norm.
Proof that ‖f̂s‖a,k < +∞. From the expression of f̂s (obtained from expression (29) with α = 1 a.e.),
consider the quantity ∑
`∈N
∫
R
(1 + |ω − ia|2)|g(ω − ia)|2`2k
∣∣∣∣β(ω − iaKrpls
)∣∣∣∣2` dω. (30)
Equation (25) implies that |β(x)| 6 1 and
∣∣∣ 1β(x) − β(x)∣∣∣ = 2|x|; hence given ρ ∈ (0, 1), we have |β(x)| < ρ
when |x| > 1+ρ2ρ . Using that β is analytic in the lower half-plane, the maximum modulus principle then
yields
sup
ω∈R
∣∣∣∣β(ω − iaKrpls
)∣∣∣∣ < 1,
and the relation ∫
R
(1 + |ω − ia|2)|g(ω − ia)|2dω = ‖ĝ‖a,
implies that the quantity (30) must be finite. However, when regarding (f̂s)` as a function of a real variable,
Lemma A.1 implies that each term in this sum is equal to `2k‖(f̂s)`‖a. Therefore, (30) is nothing but ‖f̂s‖a,k
and the conclusion immediately follows.
Proof of uniqueness. The proof proceeds by contradiction and relies on the following statement, whose proof
is given below.
Lemma A.3 Let f ∈ L1(R) be such that f(x) = 0 for |x| > δ for some δ > 0, and τ 7→ f̂(τ)eaτ ∈ L2(R)
for some a > 0. Then f = 0 a.e.
Now, in addition to fs, assume the existence of a PLS fpls with order parameter rs, and α 6= 1 and
‖f̂pls‖a,k < +∞. Then expression (29) implies that the first Fourier coefficient of the difference h = fpls− fs
satisfies
• h˜1 ∈ L1(R),
• h˜1(ω) = 0 for |ω| > Krs,
• the Fourier transform satisfies τ 7→ ĥ1(τ)eaτ ∈ L2(R).
However, Lemma A.3 asserts that h = 0; hence the contradiction. 2
Proof of Lemma A.3. Consider the shifted f such that supp(f) ⊂ [0, 2δ]. We have |f̂(z)| 6 ‖f‖1 for
Im(z) > 0. Now, the map h be defined by
h(z) = f̂
(
i− iz
1 + z
)
.
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is holomorphic in the unit ball D = {z : |z| < 1} and continuous in D \{−1}. Moreover, h is bounded within
D \ {−1} by ‖f‖1.
Up to dividing by zn, we can assume w.l.o.g., that h(0) 6= 0. By contradiction, assume that f is not
identically 0. The mapping z 7→ log |h(z)| is subharmonic, viz. (Theorem 15.19 in [29])
log |h(0)| 6 1
2pi
lim
r→1−
∫
T
log |h(reiθ)|dθ = 1
2pi
∫
T
log |h(eiθ)|dθ,
where the equality follows from Lebesgue’s Dominated Convergence Theorem based on that the quantity
|h(eriθ)| is bounded above. Hence the negative part 7→ log− |h(ei·)| must be integrable over T, i.e.∫
T
log− |h(eiθ)|dθ = 2
∫
R
log− |f̂(x)|
1 + x2
dx < +∞,
where we have used a change of variable.
Now, let A = {x ∈ R+ : eax|f(x)| > 1}. We must have Leb(A) < +∞, otherwise we would have ‖f‖a = +∞.
Moreover, ∫
R
log− |f(x)|
1 + x2
dx >
∫
R+
1x 6∈A
log− |f(x)|
1 + x2
dx >
∫
R+
1x 6∈A
ax
2(1 + x2)
dx.
Now, using that Leb(A) < +∞, we get∫
R+
1x∈A
ax
1 + x2
dx 6 CLeb(A) < +∞,
for some C ∈ R+. However, the integral ∫R+ ax1+x2 dx diverges. Therefore, the integral ∫R+ 1x 6∈A ax2(1+x2)dx
also diverges, and this contradicts the fact that θ 7→ log− |h(eiθ)| is integrable. 2
B Weak convergence of measures induced by ‖ · ‖a,0
Lemma B.1 Let {fn}n∈N be a sequence of probability measures on the cylinder with frequency marginal g
and let f be with the same property. We have
lim
n→∞ ‖f̂n − f̂‖a,0 = 0 =⇒ limn→∞ fn = f,
where convergence here is understood in the weak sense.
Proof. The sequence of frequency marginals
∫
T fn(dθ, dω) is tight, because it is constant. Hence, the sequence{fn}n∈N itself is tight.
Let f ′ be any accumulation point of {fn}n∈N and let {ni} be the corresponding subsequence. Convergence
in weak topology implies
lim
i→∞
(f̂ni)`(τ) = f̂
′
`(τ), ∀(`, τ).
However, the convergence ‖f̂n − f̂‖a,0 → 0 implies that every (f̂n)` converges in H1([−m,m]), for every
m ∈ R+. By the Sobolev embedding H1([−m,m]) ↪→ C0([−m,m]), this implies
lim
n→∞(f̂n)`(τ) = f̂`(τ), ∀(`, τ).
Since the Fourier transform is one-to-one, we must have f ′ = f for every accumulation point f ′. Hence
limn→∞ fn = f . 2
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