Abstract. Angiographic projections of the left atrium (LA) and the pulmonary veins (PV) acquired with a rotational C-arm system are used for 3D image reconstruction and subsequent automatic segmentation of the LA and PV to be used as roadmap in fluoroscopy guided LA ablation procedures. Acquisition of projections at high oblique angulations may be problematic due to increased collision danger of the detector with the right shoulder of the patient. We investigate the accuracy of image reconstruction and model based roadmap segmentation using limited angle C-arm tomography. The reduction of the angular range from 200
Introduction
Electric isolation of the pulmonary veins (PV) by ablation is a standard procedure for treatment of atrial fibrillation (AF). Patient specific 3D surface models of the left atrium (LA) are used as roadmap overlay to support the fluoroscopy guided intervention. The roadmap can either be integrated from a segmentation of a pre-interventional CT or MR scan, or it can be generated directly on the C-arm system with a 3D Atriography scan (3D-ATG) [1] . A 3D-ATG acquisition consists of a rotational acquisition covering an angular range of 200 degree from 100
• RAO (right anterior oblique) to 100
• LAO (left anterior oblique). The left atrium and the pulmonary veins (LAPV) are filled with contrast agent and positioned in the iso-center of the C-arm system. The acquired angiograms are used for 3D image reconstruction which is followed by automatic model based segmentation.
The patient is shifted asymmetrically to the right with respect to the C-arm system in order to position the LA in the iso-center. In this setup, the acquisition of the projections between ≈ 60
• RAO and 100
• RAO may be problematic due to increased collision danger of the detector with the patient shoulder. Hence, reconstructions from a limited tomographic angle are desired. However, filtered back-projection (FBP) reconstructions from limited angles suffer from decreased sharpness and image blur along the direction perpendicular to the missing projection directions. This problem has been adressed using iterative reconstruction techniques with edge preserving regularization [2] or minimization of the total variation norm [3] . In the case of C-arm imaging additional problems arise due to the limited detector size and the lateral truncation of the projections. The incomplete projection data can be handeled in iterative algorithms by reconstructing very large image sizes [4] , which is depreciated for interventional use due to time constraints. Therefore, we keep the FBP method and optimize the segmentation method with respect to the given clinical task. By focussing on the clinical needs Bachar et al. [5] showed e.g. for interventional head and neck C-arm imaging sufficient image quality in terms of the localization accuracy. They obtained a localization error of several features representing different contrast levels below 2.5 mm for tomographic angles ≥ 90
• using standard FBP. In this work, we concentrate on the clinical need of delineation of the LA and PV combined with improved workflow of limited angle tomography. The issue of limited angle tomography is adressed by matched learning of the segmentation algorithm using standard FBP reconstruction. We investigate the accuracy of 3D-ATG image reconstruction and subsequent model based segmentation of the LAPV using rotational acquisitions with reduced angular ranges to minimize the collision danger and hence improve the clinical workflow. In particular, we present a detailed quantitative evaluation of the segmentation performance in matched and mismatched training and test conditions, acquired with different angular ranges.
Methods

3D rotational angiography
All intra-procedural imaging was performed using a flat-detector C-arm system (Allura Xper FD10, Philips Medical Systems, Inc., Best, The Netherlands). The contrast agent (CA) is either administered by a right-sided or a left sided injection. A right sided injection is performed by administration of CA into the right atrium (RA) or pulmonary artery (PA) with a delay of the X-ray scan of 3 − 5 seconds by manual-triggering accounting for the time needed for the CA to arrive in the left atrium. A left sided injection is performed directly into the left atrium together with hyper-pacing or administration of adenosine to disable the pumping of the heart and maintain the CA inside the LA. During injection, patients were instructed to hold their breath at end-expiration until completion of the rotational run. The rotational X-ray data sets are acquired with 116 projections on ≈ 200
• from 100
• RAO to 100
• LAO over 4 seconds at a sampling rate of 30 frames/s. For our investigation, we reduce the angular range of the acquisition by skipping some projections at the endings of the source trajectory.
Image reconstruction
The flat detector and the X-ray source are rotated around the patient along a circular arc, which is parameterized by the path length λ ∈ Λ. The angular range ∆ of the source path Λ covers 200
• LAO in the full acquisition and is symmetrically reduced to four different settings ∆ = 170
• , 150
• . The distance between source S and the detector center D is given by D. The normalized vectord(λ) points from D(λ) to the source. The detector v-axis is parallel to the rotational axis and the u-axis is parallel to the trajectory tangent vector. The cone beam projection data is denoted by X (u, v, λ):
whereê(u, v, λ) is the unit vector from the source position S(λ) to the detector element E(u, v, λ). The corresponding length is denoted by SE. The 3D image f is reconstructed using cone-beam filtered back-projection [6] :
The weighting function w(λ, u) is given by the short scan Parker weights [7] in case of ∆ = 200
to correct for the decreasing brightness in the reconstructed image when using less projections.
Model based segmentation
We used the model-based segmentation framework previously developed for segmenting the left atrium and pulmonary veins [1] . In this framework of shapeconstrained deformable models, described in [8] , mesh adaptation is performed after initial automatic localization by iterating two steps until the mesh reaches a steady state. First, boundaries are detected. Then, the mesh is deformed by minimizing the weighted sum of an external energy E ext and an internal energy E int . The external energy pulls the mesh to the detected boundaries. The internal energy penalizes deformations which deviate from a reference shape (e.g., mean shape) undergoing a geometric transformation (e.g., rigid or affine) accounting for pose and shape variability.
Image Intensity Calibration. To compensate for image intensity variations across images in 3D-ATG data, we compute the image histogram and determine the low and high 2% percentiles. The intensity values within the remaining histogram are then linearly re-scaled to a suitable reference interval, e.g., [0, 1].
The LAPV + trachea model. We used a deforming mesh consisting of an LAPV part [1] and a trachea part shown in Fig. 1 . The trachea has been added to facilitate carina-based registration of the 3D model overlay to the live fluoroscopic projections during intervention [9] . The LAPV part represents the endo- cardial surface of the LA and the surface of the four main PV trunks. This mesh part is made of 1330 vertices which form 2717 triangles. The trachea part consists of 1076 nodes forming 2148 triangles. With this mesh topology, a reference mesh was obtained by manual adaptation of a semi-automatically generated mesh for each of the 57 3D-ATG data sets, matching the observable image boundaries as closely as possible.
Multi-stage segmentation. A multi-stage adaptation framework is applied to increase robustness. The first step is the initialization of the barycenter of the model based on the generalized Hough transform (GHT) [10] . In a second step, the mesh is deformed parametrically, by applying individual similarity transformations for the LAPV and the trachea mesh parts to minimize the external energy E ext . This compensates for pose misalignment as well as for variations in the relative orientation of the LAPV and the trachea between patients. Finally, a deformable adaptation step is performed as described above (including E int ) to account for more local variations of the patients anatomy.
Optimized Boundary Detection. Since vertex correspondence is preserved during mesh adaptation, we can assign a locally optimal boundary detection function to each mesh triangle using the Simulated Search approach [11] . Specifically, the magnitude of the image gradient (projected onto the triangle normal vector) together with several additional constraints on the gray values and image characteristics across the boundary are used for boundary detection. Suitable candidates for the constraints (e.g. gray values left or right of the boundary) and reasonable acceptance intervals for the constraints are estimated from the training images. The simulated search selects the optimal boundary detection function for each triangle from all candidates.
Assessment of Segmentation Accuracy and Mesh Comparison.
The segmentation accuracy is assessed by measuring the Euclidean surface-to-patch distance i,n between the automatic segmentation of the 3D-ATG data and the corresponding reference mesh. i,n is defined as the distance between triangle center i of the adapted 3D-ATG mesh for patient n to an anatomically corresponding patch of maximum geodesic radius r = 10 mm of the reference mesh and vice versa [8] . Averaging over triangles i gives the error n per patient, and further averaging over the 57 patients gives the mean error mean . Note that the triangle positions near the artificial cut-planes which define the distal bounds of the truncated pulmonary veins and those of the trachea are excluded from the error measurement [12] .
Results
In this study, 57 rotational ATG data sets have been used, which were acquired at three different clinical sites in Europe and the USA according to the protocol described in Section 2.1. Each data set has been reconstructed by restricting the projections to the 5 different angular ranges ∆ =200
• ,170
• . For each patient, a reference mesh has been generated by manual adaptation of a semi-automatically segmented LAPV and trachea mesh to the 200
• reconstruction. The process of generating the reference mesh is described in detail in [1] . For each angular range ∆, a separate model for automatic segmentation has been generated, i.e. optimal boundary detection features and a GHT (see Section 2.3) have been trained on the corresponding reconstructed images in order to match the image appearance as closely as possible. For training and evaluation of the model, 10-fold cross-validation has been used. In addition, each trained model has been evaluated on the reconstructions of the corresponding test patients with the other angular ranges, to assess the effect of a mismatch between the angular range used in training and testing. A summary of the mean segmentation error mean with respect to the reference meshes for the various scenarios is given in Table 1 and visualized in Fig. 2 . For each angular range used for reconstructing the test image, the optimal training model (leading to the minimal test error) is highlighted by bold numbers in Table 1 . For three angular ranges (∆ = 170
• ,150
• ,110
• ), this minimal error is obtained for matched conditions, i.e., a model trained on the same angular range as used in test. For the remaining two ranges the difference to the minimal error is very small (bold and italic numbers). The following conclusions can be drawn: First, a reduction of the angular range from 200
• to 170
• has -if at all -only a minimal influence on the segmentation performance (from 1.5 mm to 1.6 mm). Second, if smaller angular ranges (< 170
• ) are used in the test images, segmentation performance decreases significantly (Figure 2 ). Better segmentation performance can be obtained by using a segmentation model trained in matched conditions, i.e., on images reconstructed with the same angular range as the test image. Thereby, for 150
• reconstructions, a segmentation error of about 2 mm is obtained. Third, these findings hold for the whole LAPV plus trachea mesh, but also for the individual anatomical structures of the mesh, as shown in Table 2 . Fourth, if the reconstruction angle is further reduced to 130
• or 110
• , a segmentation error of about 3 mm is obtained in matched conditions. Models trained on low reconstruction angles are generally more robust in mismatched test conditions, while not being optimal for large reconstruction angles. These findings are also confirmed by visual inspection of slices of the reconstructed images showing the mesh outline as overlay. An example of axial, sagittal and coronal slices with mesh overlay is shown in Fig. 3 . The decreasing depth resolution in anterior-posterior direction can be observed in the transaxial slices for ∆ = 130
• resulting in mesh deformations and larger segmentation errors. Fig. 3 . Example overlay of segmentation results on the corresponding test data reconstructions using the trained model from 150
• with 10-fold cross-correlation. Transaxial slices (top), sagittal (middle), coronal (bottom). In the top row the angular range ∆ and the error mean is given for the corresponding column.
Summary and conclusions
A reduction of the angular range from 200
• has only a minimal influence on the segmentation performance (from 1.5mm to 1.6mm). If smaller angular ranges are used in the test images, the decrease in segmentation performance can be partly compensated by using a segmentation model trained in matched conditions. Thereby, for 150
• reconstructions, a segmentation error of about 2 mm is obtained. Hence, accepting this minor decrease in segmentation performance, the clinical workflow can be substantially simplified by avoiding large C-arm angulations between 60
• RAO.
