Urban drainage pipe networks have complex spatial contributions, andthey are now facing problems such as damage, defects, and aging. A rapid and high-precision pipe inspection strategy is thekey to ensuring thesustainable development of urban water supply and drainage system. In this paper, a three-dimensional (3D) reconstruction pipeline of urban drainage pipes based on multiview image matching using low-cost panoramic video cameras is proposed, which provides an innovative technical approach for pipe inspection. Firstly, we extracted frames from the panoramic video of the pipes andcorrected the geometric distortion using a spherical reprojection to obtain multiview pipe images. Second, the robust feature matching method using support lines and affine-invariant ratios isintroduced to conduct pipe image matching. Finally, the photogrammetric processing, using structure from motion (SfM) and dense reconstruction, wasintroduced to achieve the 3D modeling of drainage pipes. Several typical drainage pipes and shafts of the real scenes were taken for the 3D reconstruction experiments. Theresults show that our strategy can realize high-precision 3D reconstruction of different types of pipes, which can provide effective technical support for rapid and efficient inspection of urban pipes with broad application prospects in the daily management of sustainable urban drainage systems (SUDSs).
Introduction
Urban underground pipes are important infrastructures for both water supply and sewage discharge, which arecrucial for urban sustainable development and areclosely related to people's daily lives. Pipes that are buried deep underground age with service time, which results in substantial potential safety hazards, water waste, water pollution, etc. [1, 2] . These adverse consequences affect daily human use and the sustainable operationof urbanpipes. With the continuous construction of urban drainage system, the types and structures ofpipes have undergone complex changes. As part of the large volume of underground pipes, drainage pipes have various types, material, sizes, and shapes, and defects in drainage pipes are distributed in a complicated and irregular manner. Meanwhile, internal information of the drainage pipes is very difficult to obtain accurately in most cities, making recognizing and locating internal damage and erosions difficult. Therefore, more research is needed on the problems of detection and processing of urban pipe defects to realize the sustainable operation and maintenance of urban pipes network with complicated spatial distributions. imaging space, helping obtain high-quality and high-resolution images of underground pipes from omnidirectional perspectives, which provides a new technical approach for 3D reconstruction, damage inspection, and location. Compared with the laser scanner, the 3D model itself, built by panoramas, has real textures, and it saves both the hardware cost and the algorithm complexity of registration between point clouds and images.However, on the other hand, panoramic cameras usually use multiple large-angle fisheye lenses, whose image distortion is very large. Therefore, the 3D reconstruction of underground pipes based on 360-degree panoramic images obtained by panoramic cameras is also a great challenge.
In this paper, focusing on the problem of operation and maintenance inspection of urban water supply and drainage pipes, a 3D reconstruction method based on 360-degree panoramic video is proposed. The low-cost panoramic cameras with fisheye lens are used to capture panoramic videos, which can be installed on the inspection hardware to enter the pipes, and the 360 • panoramic images set is extracted from the corresponding panoramic video. The 3D reconstruction of the pipe is carried out using sequential panoramic images and defects or damages can be observed and recognized based on the modeling results; discovery of the location and measurement of target objects is also feasible, which provides technical support for the detection and monitoring of drainage pipe operation and maintenance and has broad application prospects. The methodology is proposed in Section 2 in detail. Sections 3 and 4 detail the experiments in real test scenes and relevant discussions, and the conclusion is given in Section 5.
Methodology
The primary objective of this paper is to use low-cost video panoramic camera as the main tool for pipe inspection, and realize the 3D reconstruction of pipe scenes using the spherical panoramic videos to recognize and locate the internal defects and deposits effectively. The overall pipeline for 3D reconstruction of urban drainage pipes proposed in our paper is shown in Figure 1 . First, the panoramic camera is installed at a reasonable position of the inspection equipment so that the camera can capture the omnidirectional view of the pipe; thevideo recording function of the camera is turned on when the inspection device moves in the pipe. After the device is recycled, the complete panoramic video is generated and the spherical panoramic image set is acquired by frames extraction. Then, the large geometric distortion of the panoramic image is corrected by generating a perspective image set using multiview projection. The reprojected image set is then taken to photogrammetry processing, such as the multiview image matching, SfM reconstruction, dense matching, mesh building, and texture mapping sequentially, and, finally, the 3D scene model with real pipe texture is obtained.
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The primary objective of this paper is to use low-cost video panoramic camera as the main tool for pipe inspection, and realize the 3D reconstruction of pipe scenes using the spherical panoramic videos to recognize and locate the internal defects and deposits effectively. The overall pipeline for 3D reconstruction of urban drainage pipes proposed in our paper is shown in Figure 1 . First, the panoramic camera is installed at a reasonable position of the inspection equipment so that the camera can capture the omnidirectional view of the pipe; thevideo recording function of the camera is turned on when the inspection device moves in the pipe. After the device is recycled, the complete panoramic video is generated and the spherical panoramic image set is acquired by frames extraction. Then, the large geometric distortion of the panoramic image is corrected by generating a perspective image set using multiview projection. The reprojected image set is then taken to photogrammetry processing, such as the multiview image matching, SfM reconstruction, dense matching, mesh building, and texture mapping sequentially, and, finally, the 3D scene model with real pipe texture is obtained. 
Pipe Panoramic Video Capture and Frames Extraction
The image acquisition with a panoramic camera is capable of obtaining as muchinformation as possible in the limited space. Panoramic cameras are installed on the pipe inspection hardware, and it is inevitable that there will be sloshing, undulation, and other situations for the robots affected by water flow and obstacles while moving, which will also influence the speed of movement; these instabilities are all reflected in the generated videos. The result and accuracy of 3D reconstruction depends on the quality of the panoramic images acquired; for pipe scenes, if the interval of adjacent images is too sparse, and their modeling products areunreliable. Generally, the interval using continuous shooting of panoramic cameras can only acquire one frame per second, and the density of data may not be guaranteed in the case of very unstable situations. The panoramic video can obtain up to 30 consecutive images in one second, compared with continuous shooting, it has a higher capability for rich image acquisition. The density of the images can be guaranteed in various situations during the camera platform movements. Therefore, the panoramic video is selected as the data acquisition strategy for pipe 3D reconstruction in this paper.
Pipe panoramic videos have rich visible information, but this does not mean every frame must be used as input data for reconstruction. According to the moving speed of the inspection device and the actual situations, the video sampling interval can be reasonably determined, and the extracted frames are taken as the input for the subsequent 3D reconstruction. If the inspection device moves at a faster speed or if obvious shakes or fluctuations occur during the data acquisition process, it is necessary to shorten the sampling intervals, for example, extracting 5-10 frames in one second to generate a panoramic image dataset. If the carrier moves smoothly and the speed is moderate, the interval of 1-3 frames in one second can be enough for a panoramic image dataset. Figure 2 shows the process of acquiring a panoramic image set by extracting frames from a panoramic video. 
2.2.2D Panorama Reprojection
Commonly used projection models of panoramic images include cylindrical panoramas, spherical panoramas, and cubic panoramas. Among them, the spherical panorama displays a 360-degree horizontally and 180-degree vertically omnidirectional perspective of the real scene in the form of a continuous two-dimensional (2D) plane. At the same time, commonly used methods of image matching rely on the stability of local geometric distortion near the feature points; the spherical panoramic image is difficult and not robust enough to conduct matching and subsequent photogrammetric processing steps directly because of the large geometric distortion. Projection correction of the panoramic image set is necessary as the preprocessing step. Figure 3 is the strategy of panoramic image reprojection. The spherical panorama generally extends the panoramic sphere into a 2D panoramic planebased on the principle of equirectangular projection, which is also most commonly used as the output form of products of the panoramic camera. To correct the 2D equirectangular panorama (Figure 3a ), the image is first converted back to 
2D Panorama Reprojection
Commonly used projection models of panoramic images include cylindrical panoramas, spherical panoramas, and cubic panoramas. Among them, the spherical panorama displays a 360-degree horizontally and 180-degree vertically omnidirectional perspective of the real scene in the form of a continuous two-dimensional (2D) plane. At the same time, commonly used methods of image matching rely on the stability of local geometric distortion near the feature points; the spherical panoramic image is difficult and not robust enough to conduct matching and subsequent photogrammetric processing steps directly because of the large geometric distortion. Projection correction of the panoramic image set is necessary as the preprocessing step. Figure 3 is the strategy of panoramic image reprojection. The spherical panorama generally extends the panoramic sphere into a 2D panoramic planebased on the principle of equirectangular projection, which is also most commonly used as the output form of products of the panoramic camera. To correct the 2D equirectangular panorama (Figure 3a ), the image is first converted back to the 3D panoramic sphere space ( Figure 3b ), and then the sphere is covered by a cube, whose side length is equal to the sphere diameter 2R (Figure 3c ). Each point on the panoramic sphere has its corresponding point on the cubic surface. For example, in Figure 3c , the object point Q is mapped to the point q S of the panoramic sphere according to linear projection, and the point q pro on the cube is the unique mapping point of q S . Thus, for a complete equirectangular image with great distortion at the two poles of the panoramic sphere, six perspective images with less distortion can be obtained.
The mapping relations between the point q pano x q pano , y q pano on a2D panorama and q S θ q , ϕ q on a3D panoramic sphere can be expressed as Equations (1) and (2) as follows,
where w is the width of the panorama and h is the height.
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(∆x< 0 and ∆y >0) θ q = − tan −1 (∆y/∆x) + π; (∆x < 0 and ∆y < 0)
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The projected results are shown in Figure 3d . Compared with the 2D panorama in Figure 3a , the great geometric distortion at the two poles are corrected to reasonable perspectives and feature points in these perspectives can be matched accurately. Generally, there is one orientation in the six perspectives containing some invalid information, such as the camera platform in the sixth image (contour colored in yellow) in Figure 3d or textures of the robots in other applications; these textures are repeated in the image sequence, which is very detrimental to the image matching, so this perspectiveis removed in the subsequent reconstruction step. To enhance the internal matching reliability among multiview images generated by a single panorama, the cube in Figure 3c is then rotated 45 • around the Z S axis, and four other horizontally oriented images are generated. The angle of the linear projection of the (x d , y d ) image is expanded to 120 • . Therefore, as shown in Figure 4 , for each panoramic image, nine small distortion images with different directions can be generated. Horizontally orientated images are overlapped with their adjacent images, and the vertically oriented image has overlaps with all other images. This improvement leads to reasonably accurate matching points between different internal images in the same station. The projected results are shown in Figure 3d .Compared with the 2D panorama in Figure 3a , the great geometric distortion at the two poles are corrected to reasonable perspectives and feature points in these perspectives can be matched accurately. Generally, there is one orientation in the six perspectives containing some invalid information, such as the camera platform in the sixth image (contour colored in yellow) in Figure 3dor textures of the robots in other applications; these textures are repeated in the image sequence, which is very detrimental to the image matching, so this perspectiveis removed in the subsequent reconstruction step. To enhance the internal matching reliability among multiview images generated by a single panorama, the cube in Figure 3c is then rotated 45° around the axis, and four other horizontally oriented images are generated. The angle of the linear projection of the , image is expanded to 120°. Therefore, as shown in Figure 4 , for each panoramic image, nine small distortion images with different directions can be generated. Horizontally orientated images are overlapped with their adjacent images, and the vertically oriented image has overlaps with all other images. This improvement leads to reasonably accurate matching points between different internal images in the same station. 
2.3.3D Reconstruction
Each panoramic image can be divided into nine perspective images after projection correction, which are similar to the multiview images in the field of photogrammetry and computer vision. To provide sufficient and accurate feature matching pairs for the subsequent reconstruction steps, this paper uses the matching method based on support-line voting and affine-invariant constraints [58] to conduct initial image matching. This method first extracts feature points and conducts initial feature matching of an image pair using the scale-invariant feature transform (SIFT) method. The support-line voting strategy connects two pairs of the correspondence points of the image pair to be matched as the support-line pair. The same number of circular descriptors are constructed for each support line, and the support-line descriptor was developed based on the circular descriptors. The Euclidean distance is used as the similarity metric. The set of the support line is considered to be the inlier if the distance of descriptor vectors is less than the designated threshold. Because the length of the support line is determined only by the position of one and the other feature point in one image, for the two images to be matched, the feature description of one of the support images is not affected by the scale of the other image. Thus, the support line method itself has scale invariance. In addition, the support-line method is also insensitive to local geometric distortion; as a number of small circles 
3D Reconstruction
Each panoramic image can be divided into nine perspective images after projection correction, which are similar to the multiview images in the field of photogrammetry and computer vision. To provide sufficient and accurate feature matching pairs for the subsequent reconstruction steps, this paper uses the matching method based on support-line voting and affine-invariant constraints [58] to conduct initial image matching. This method first extracts feature points and conducts initial feature matching of an image pair using the scale-invariant feature transform (SIFT) method. The support-line voting strategy connects two pairs of the correspondence points of the image pair to be matched as the support-line pair. The same number of circular descriptors are constructed for each support line, and the support-line descriptor was developed based on the circular descriptors. The Euclidean distance is used as the similarity metric. The set of the support line is considered to be the inlier if the distance of descriptor vectors is less than the designated threshold. Because the length of the support line is determined only by the position of one and the other feature point in one image, for the two images to be matched, the feature description of one of the support images is not affected by the scale of the other image. Thus, the support line method itself has scale invariance. In addition, the support-line method is also insensitive to local geometric distortion; as a number of small circles of the same size are selected as the local region between two points, the large distortion that comes with long-distance in a large circle if connecting two points directly can be avoided. For the matching pairs selected based on the support-line voting, the affine-invariant ratios of the structure of the two crossing support lines are then adopted to purify and estimate the local affine transformation relationship, enough correct matching pairs can be extracted based on the local affine transformation, which is more robust to the distortion compared with the global affine transformation.
A sufficient number of matching pairs are obtained using multiview image matching, and the aerial triangulation and sparse point cloud generation are performed by SfM. SfM first searches for the image pair with the largest camera baseline as the initial pair and performs the relative orientation. Taking one image as the reference image, the 3D position of the homonymous points can be calculatedusing the rotation and translation matrix betweenthese two images. By continuously adding new images into the calculation, the positions of the images and 3D point sets are incrementally restored. The bundle adjustment is used to optimize the camera positions and 3D point locations in the SfM process by iteration during the incremental alignment to achieve the optimal restoration results. The camera's positions are restored with the sparse point cloud of the scenes after SfM, and the density of the reconstructed sparse point cloud is not enough to express the complete 3D information of the scene; the complete reconstruction process also includes dense point cloud generation, mesh building, and texture mapping.
The dense point cloud reconstruction process is based on the position and orientation of the cameras, recent mainstream methods of dense matching include the patch-based multiview stereo algorithm (PMVS), and the method based on semi-global matching (SGM). The density of generated dense point clouds is almost the same as the point clouds scanned by lasers. The dense point cloud is still discrete, while the 3D reality model needs to display continuous scenes. Therefore, it is necessary to construct a continuous surface mesh model that connects discrete points in scenes. The mesh models are triangulation networks generally, and each triangulation can be considered as a patch. The texture mapping process determines the most appropriate texture block from all input images and uses it as the texture of the patch. After the texture is mapped, the 3D surface model can display the true view in target scenes. With the development of 3D reconstruction in computer vision and photogrammetry, some software provides easy use of modeling functions for both professional and unprofessional users;AgisoftMetashape and Context Capture are both mature and powerful tools, which make pipe modeling more applicable to actual applications.
Experiments and Results
To verify the applicability of the proposed method for different pipe scenes, real shafts and pipes of different materials, sizes, and applications were selected as the experimental data. The scene panoramas were acquired using the GoPro Fusion binocular panoramic camera, which can provide panoramic videos with a resolution of 3840 × 1920 (4K). To take the comparative experiments with the method of pipe reconstruction using CCTV images, two different perspectives of the reprojected images, whose orientations are similar to CCTV in normalinspection, were also taken to conduct the photogrammetric processing respectively.
Scene 1
Scene 1 is a complete rainwater well, and the well is made of red bricks. A total of 44 panoramaswere obtained by extracting video frames, and the panoramic images were projected to 396 perspective images. Taking these small-distortion images as input, the multiview image matching, SfM reconstruction, dense point cloud generation, mesh building, and texture mapping were sequentially performed, and the 3D reality model of the rainwater well was finally reconstructed. Figure 5 showed the sparse point cloud, dense point cloud, the solid model, and the texture mapping result separately. After SfM reconstruction, 384,337 valid tie points were generated; as shown in Figure 5a , the sparse point cloud has roughly restored the spatial structure of the shaft. Through dense point cloud generation, shown in Figure 5b , the scene built a total of 8,589,928 points. It can be seen that the density of point clouds is very high, and the details of the scene have been well expressed and reconstructed. Figure 5c is the solid model generated by the triangular network connection based on the dense point cloud. The concave-convex changes of the bricks in the shaft can be clearly seen, while the manhole cover is smooth and flat. The final texture-mapped model is shown in Figure 5d . To further observe the texture details, we separated the model from the middle of the shaft. Figure  6a ,b shows the reconstruction effects on both sides of the shaft; it can be clearly seen that the reconstructed model reproduces the details of the bricks well, and there are no obvious blurs and stitching gaps, making it fully applicable to crack inspection for wells and pipes. Since the shaft was built using bricks, there are irregular geometric structures within it. Figure 6c ,d, respectively, marked the crevices between the bricks and the cross-section edges (yellow straight lines in Figure  6c ,d. The reconstructed shaft model is basically conformed to the geometric structure of a cylinder, some bulges along the linings reflect the real structure of the bricks rather than errors. To compare the effort of our method with the method using CCTV images, we separately used two image sets to perform the 3D reconstruction. One perspective is horizontally toward one side of the shaft, referred to as "side view", and the other perspective is toward the direction of camera After SfM reconstruction, 384,337 valid tie points were generated; as shown in Figure 5a , the sparse point cloud has roughly restored the spatial structure of the shaft. Through dense point cloud generation, shown in Figure 5b , the scene built a total of 8,589,928 points. It can be seen that the density of point clouds is very high, and the details of the scene have been well expressed and reconstructed. Figure 5c is the solid model generated by the triangular network connection based on the dense point cloud. The concave-convex changes of the bricks in the shaft can be clearly seen, while the manhole cover is smooth and flat. The final texture-mapped model is shown in Figure 5d . To further observe the texture details, we separated the model from the middle of the shaft. Figure 6a ,b shows the reconstruction effects on both sides of the shaft; it can be clearly seen that the reconstructed model reproduces the details of the bricks well, and there are no obvious blurs and stitching gaps, making it fully applicable to crack inspection for wells and pipes. Since the shaft was built using bricks, there are irregular geometric structures within it. Figure 6c ,d, respectively, marked the crevices between the bricks and the cross-section edges (yellow straight lines in Figure 6c,d . The reconstructed shaft model is basically conformed to the geometric structure of a cylinder, some bulges along the linings reflect the real structure of the bricks rather than errors. After SfM reconstruction, 384,337 valid tie points were generated; as shown in Figure 5a , the sparse point cloud has roughly restored the spatial structure of the shaft. Through dense point cloud generation, shown in Figure 5b , the scene built a total of 8,589,928 points. It can be seen that the density of point clouds is very high, and the details of the scene have been well expressed and reconstructed. Figure 5c is the solid model generated by the triangular network connection based on the dense point cloud. The concave-convex changes of the bricks in the shaft can be clearly seen, while the manhole cover is smooth and flat. The final texture-mapped model is shown in Figure 5d . To further observe the texture details, we separated the model from the middle of the shaft. Figure  6a ,b shows the reconstruction effects on both sides of the shaft; it can be clearly seen that the reconstructed model reproduces the details of the bricks well, and there are no obvious blurs and stitching gaps, making it fully applicable to crack inspection for wells and pipes. Since the shaft was built using bricks, there are irregular geometric structures within it. Figure 6c ,d, respectively, marked the crevices between the bricks and the cross-section edges (yellow straight lines in Figure  6c ,d. The reconstructed shaft model is basically conformed to the geometric structure of a cylinder, some bulges along the linings reflect the real structure of the bricks rather than errors. To compare the effort of our method with the method using CCTV images, we separately used two image sets to perform the 3D reconstruction. One perspective is horizontally toward one side of the shaft, referred to as "side view", and the other perspective is toward the direction of camera To compare the effort of our method with the method using CCTV images, we separately used two image sets to perform the 3D reconstruction. One perspective is horizontally toward one side of the shaft, referred to as "side view", and the other perspective is toward the direction of camera movement, referred to as "front view". These two perspectives are the commonly used orientations of CCTVs in the inspection hardware. The 3D reconstruction results based on these two perspectives are shown in Figure 7 ; the side view can also reconstruct the texture on the side of the shaft (Figure 7a ), but due to the limited viewing angle, the side view can only reconstruct a small part of the entire shaft. (Figure 7b ). Althoughthe 3D reconstruction based on the camera's forward view completely destroys the geometry structure of the shaft (Figure 7c) , the stretching effect is very serious: the bottom of the well is a substantial distance apart from the shaft and the texture details are also severely stretched (Figure 7d ). Thus, images towardthe single orientation are not sufficient to cover the complete scene, and they are also unreliable in global error control. The advantage of multiview images reprojected from spherical panoramas is reflected in the image matching accuracy and the quality of bundle adjustment, which can maintain the precise shapes and structures ofthe scene.
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Scene 2
Scene 2 is a part of a plastic drainage pipe in blue, the video frame interval is 10 frames in 1 second, and a total of 126 panoramas were extracted. Photographic measurements were taken on all reprojected images, and the final 3D reconstruction results were also obtained, as shown in Figure 8 . After SfM reconstruction, the scene generated 891,662 points (as shown in Figure 8a , although the sparse point cloud restored the geometric structure), and it is obvious that the points are sparse and scattered. The point cloud of Figure 8b is much denser than the sparse point cloud, which contains 1,549,728 points. The colors in the scene had been reproduced well, such as the blue wall, the leaves at the bottom of the pipe, and so on. Figure 8c is the solid model after the mesh building, it can be seen that some protruding patches exist in the pipe wall. We located these places in the 
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Scene 2 is a part of a plastic drainage pipe in blue, the video frame interval is 10 frames in 1 second, and a total of 126 panoramas were extracted. Photographic measurements were taken on all reprojected images, and the final 3D reconstruction results were also obtained, as shown in Figure 8 . After SfM reconstruction, the scene generated 891,662 points (as shown in Figure 8a , although the sparse point cloud restored the geometric structure), and it is obvious that the points are sparse and scattered. The point cloud of Figure 8b is much denser than the sparse point cloud, which contains 1,549,728 points. The colors in the scene had been reproduced well, such as the blue wall, the leaves at the bottom of the pipe, and so on. Figure 8c is the solid model after the mesh building, it can be seen that some protruding patches exist in the pipe wall. We located these places in the After SfM reconstruction, the scene generated 891,662 points (as shown in Figure 8a , although the sparse point cloud restored the geometric structure), and it is obvious that the points are sparse and scattered. The point cloud of Figure 8b is much denser than the sparse point cloud, which contains 1,549,728 points. The colors in the scene had been reproduced well, such as the blue wall, the leaves at the bottom of the pipe, and so on. Figure 8c is the solid model after the mesh building, it can be seen that some protruding patches exist in the pipe wall. We located these places in the original images and the texture in Figure 8d ; these bulges are flocculent dirt attached to the pipe wall and the deposits such as fallen leaves. Some of the bulges and corresponding real image details are shown in Figure 9 ; it is proven that these irregular meshes of the reconstructed model are not errors. original images and the texture in Figure 8d ; these bulges are flocculent dirt attached to the pipe wall and the deposits such as fallen leaves. Some of the bulges and corresponding real image details are shown in Figure 9 ; it is proven that these irregular meshes of the reconstructed model are not errors. Figure 10 shows the texture effect of the model expansion, and the result of 3D reconstruction can directly and clearly reflect the textures of the real scene without obvious distortion and blurring; the attachments, leaves, and ponding in the pipe can be visually expressed. It shows that the panorama-based reconstruction method also has good inspection ability for cracks and deposits of the sewer pipes. Asthe control point markers cannot be deeply placed in the real pipe for quantitative accuracy evaluation, we use the pipe characteristics to verify the relative accuracy. The pipe itself can be approximated as a straight cylinder with multiple parallel rings in the pipe wall (shown in Figure 10a ); the straight line is used to highlight the centerline of each ring, as shown by the yellow parallel lines in Figure 10c . It can be seen that these rings substantially conform to the straight lines without obvious deformation or bending, and the distances between adjacent straight lines are basically the same, which conforms to the actual situations of the pipe. Figure 10b is the textured portion of the bottom of the pipe after cutting, using two parallel straight lines of equal length at the edge (as shown in Figure 10d ), the well wall does not show significant bending and mutation in the radial direction. It shows that image-based reconstruction using multiview perspective images can ensure that the model has a reliable relative accuracy. Figure 10 shows the texture effect of the model expansion, and the result of 3D reconstruction can directly and clearly reflect the textures of the real scene without obvious distortion and blurring; the attachments, leaves, and ponding in the pipe can be visually expressed. It shows that the panorama-based reconstruction method also has good inspection ability for cracks and deposits of the sewer pipes. Asthe control point markers cannot be deeply placed in the real pipe for quantitative accuracy evaluation, we use the pipe characteristics to verify the relative accuracy. The pipe itself can be approximated as a straight cylinder with multiple parallel rings in the pipe wall (shown in Figure 10a ); the straight line is used to highlight the centerline of each ring, as shown by the yellow parallel lines in Figure 10c . It can be seen that these rings substantially conform to the straight lines without obvious deformation or bending, and the distances between adjacent straight lines are basically the same, which conforms to the actual situations of the pipe. Figure 10b is the textured portion of the bottom of the pipe after cutting, using two parallel straight lines of equal length at the edge (as shown in Figure 10d ), the well wall does not show significant bending and mutation in the radial direction. It shows that image-based reconstruction using multiview perspective images can ensure that the model has a reliable relative accuracy. straight lines without obvious deformation or bending, and the distances between adjacent straight lines are basically the same, which conforms to the actual situations of the pipe. Figure 10b is the textured portion of the bottom of the pipe after cutting, using two parallel straight lines of equal length at the edge (as shown in Figure 10d ), the well wall does not show significant bending and mutation in the radial direction. It shows that image-based reconstruction using multiview perspective images can ensure that the model has a reliable relative accuracy. Similarly, the perspective images of the two viewing angles in scene 2 were selected for experiments in this paper; one angle features the wall and the other the forward direction of the camera's movement. Figure 11 shows the reconstruction effect of these two angles of view, and, similar to scene 1, the images toward the top of the pipe can only reconstruct the upper part of the pipe; the model of the images toward the front view is very poor, not only because of serious stretching, but the model itself is broken, which alone cannot be used as the data source for effective reconstruction. Similarly, the perspective images of the two viewing angles in scene 2 were selected for experiments in this paper; one angle features the wall and the other the forward direction of the camera's movement. Figure 11 shows the reconstruction effect of these two angles of view, and, similar to scene 1, the images toward the top of the pipe can only reconstruct the upper part of the pipe; the model of the images toward the front view is very poor, not only because of serious stretching, but the model itself is broken, which alone cannot be used as the data source for effective reconstruction. 
Other Scenes
To verify the universality of our method in the actual usage scenarios of wells, pipes, etc., we conducted more experiments in different scenes. Figure 12 shows the reconstruction results of two other scenes, in which the two sets of data consist of 25 and 63 panoramic images, respectively, and the two scenes are quite different from scene 1 and scene 2 in terms of materials, shapes, sizes, and texture richness. However, high-quality models were generated after reconstruction through the reprojected images. The first set of data is for a square rainwater well, and the reconstructed model clearly reflects the cracks in the well. The second set of data is a pipe with varying thickness, the overall texture is relatively simple, but the method in this paper still performed well. 
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Discussion
To improve the limitations of pipe inspection using the single lens of CCTV, this paper proposed a pipe 3D reconstruction method based on spherical panoramic videos, and multiple real scenes including pipes and shafts were carried out for experiments. Table 2 summarizes the basic characteristics of the test scenes in Section 3, combined with their corresponding reconstruction effects, proving that our method can effectively reconstruct pipes with different materials, colors, sizes, and texture richness, and the generated 3D models have intuitive and clear textures. Through multiple sets of experiments, the advantages of panoramic videos compared with CCTV in the imaging field of view can be clearly reflected. CCTV can only obtain images with a certain perspective, and the distortion of an image far from the image center is generally large, which leads to an incomplete reflection of the pipe situations for 3D reconstruction. Compared with lasers as a data source for 3D reconstruction, panoramic videos can provide rich texture information that lasers cannot, whereas lasers have the true position of point cloud and scale. Though experiments in this paper lack real scale information, the relative accuracy verification proves that the reconstruction model in this method maintains reliable stability in all directions. For future applications, if the positions of the starting point and terminal of a pipe are known, the actual scale can also be restored. By determining the proportional relationships between the places where defects or deposits existed in the model and the start and endpoints, the target location can be located accurately in actual scenes. In addition, the hardware cost of pipe inspection can be reduced greatly by using panoramic cameras only.
As the data source for pipe inspection, the quality of panoramic images has a direct impact on the modeling results. Through multiple sets of experiments, we found that the quality of panoramic images is affected by the illumination, the motion state of the camera platform, and the size of the pipes. The panoramic images of scenes 1 and 2 contain the shooting data both outside and inside the pipes, in which existed the changes of illumination. The lights outside the pipes were sufficient, and the camera aperture was relatively small, resulting in darker textures whose positions are inside the pipe of the panoramic images. The overall illumination of the panoramic images shot inside the pipes was weak, and the camera aperture became larger. At this time, the images inside the pipe are brighter and the brightness of the panoramic images is relatively uniform, the illumination change is also reflected in the results of the reconstruction, as shown in Figure 10b , where the left part is very bright and the right pipes are relatively darker. The brightness change will affect the matching accuracy of the images using common matching methods. Therefore, when applying the panoramic cameras to underground pipes, suitable lighting equipment is required to make uniform illumination.
In the experiments of this paper, the camera was suspended by the rope or bound with the pole, it was moved by means of manual operations. Shaking and offsets of the camera occurred during the process of video recording, which can well simulate the unstable probabilities of the robot inspection used inside the underground pipes. The captured images are prone to be blurred if the camera did not have anti-shake performance. The GoPro Fusion camera used in this paper has better anti-shake performance so that the panoramic images after frame extraction are still clear, and the reconstructed texture is not blurred. For low-cost consumer panoramic cameras, there are certain stitching errors, which are related to the object-image distance. Different sizes of pipes reflect different object-image distances. Compared with other test data, the diameter of the pipe in scene 2 is smaller and the camera was too close to the bottom of the pipe during video recording. The distance between the camera and the pipe top is larger than the distance to the bottoms of the pipe, differences of the object-image distances in the narrow scene lead to stitching errors (shown in Figure 13a ). The stitching error of the panoramic image also reflects the shape of the final reconstruction result at the bottom of the pipe. Cameras moved along the centerline of the shaft roughly in scene 1, and its overall reconstruction is better (Figure 13b ). The panoramic cameras are recommended to conduct the data acquisition along the pipe centerline, which can ensure the stitching effects and reconstruction result. In addition, the texture richness also affects the matching accuracy and reliability, which are difficult points in pipe modeling. Some kinds of new pipes are smooth but lack of textures, which easily cause mismatches because of the feature similarities of different points, and thus image-based reconstruction methods are not suitable in this condition. However, more or fewer attachments, defects, and color changes would exist in the serving sewage or drainage pipes, the multiview images, and adjustable interval of frame extraction in our method are advantageous to obtain as many correct matching features as possible for a good modeling result. is smaller and the camera was too close to the bottom of the pipe during video recording. The distance between the camera and the pipe top is larger than the distance to the bottoms of the pipe, differences of the object-image distances in the narrow scene lead to stitching errors (shown in Figure 13a ). The stitching error of the panoramic image also reflects the shape of the final reconstruction result at the bottom of the pipe. Cameras moved along the centerline of the shaft roughly in scene 1, and its overall reconstruction is better (Figure 13b ). The panoramic cameras are recommended to conduct the data acquisition along the pipe centerline, which can ensure the stitching effects and reconstruction result. In addition, the texture richness also affects the matching accuracy and reliability, which are difficult points in pipe modeling. Some kinds of new pipes are smooth but lack of textures, which easily cause mismatches because of the feature similarities of different points, and thus image-based reconstruction methods are not suitable in this condition. However, more or fewer attachments, defects, and color changes would exist in the serving sewage or drainage pipes, the multiview images, and adjustable interval of frame extraction in our method are advantageous to obtain as many correct matching features as possible for a good modeling result.
(a) (b) Figure 13 . Panorama stitching error in scene 2 (a), and the circle fitting effect in scene 1 (b).
Conclusions
Based on an image-based method of operation and maintenance inspection of urban water supply and drainage pipe networks, this paper proposes a 3D reconstruction pipeline based on 360° panoramic videos, which involves frames extraction, panorama reprojection, and photogrammetric processing of multiview images. Through multiple experiments of 3D reality modeling, it is proved that the method can reconstruct the real scene of pipes intuitively and clearly, and defects or damages can be observed, identified, and located based on the reconstructed models, which provides technical support for the operation and inspection of drainage pipes and has broad application prospects. As markers of control points cannot be placed deep into the pipes, the current research lacks the quantitative evaluation of the point precision, and this will be a focus of later research.
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Based on an image-based method of operation and maintenance inspection of urban water supply and drainage pipe networks, this paper proposes a 3D reconstruction pipeline based on 360 • panoramic videos, which involves frames extraction, panorama reprojection, and photogrammetric processing of multiview images. Through multiple experiments of 3D reality modeling, it is proved that the method can reconstruct the real scene of pipes intuitively and clearly, and defects or damages can be observed, identified, and located based on the reconstructed models, which provides technical support for the operation and inspection of drainage pipes and has broad application prospects. As markers of control points cannot be placed deep into the pipes, the current research lacks the quantitative evaluation of the point precision, and this will be a focus of later research.
