Abstract-This paper studies an application at the intersection of learning and control. Suppose we have a set of linear autonomous systems with bounded process noise, but the dynamics of each system are unknown. The goal of the application is to design a policy that stabilizes the system. The underlying question is how to estimate the dynamics of each system given that measurements of each system will be nonsequential. Though seemingly straightforward, existing proof techniques for proving statistical consistency of system identification procedures fail when measurements are nonsequential. Here, we provide an estimator that leverages boundedness of the process noise, and we prove its statistical consistency holds even when measurements are nonsequential. We illustrate the strong consistency (i.e., almost sure convergence) of our estimator by using it to construct a stabilizing policy for the motivating learning-based switched control application.
I. INTRODUCTION
Learning-based control has seen a resurgence of study in the past few years [1] , [2] , [3] , [4] because of recent advances in system identification using newly developed machine learning and artificial intelligence approaches. When the system has unknown dynamics, it becomes paramount to identify the underlying dynamics so that an appropriate controller can be computed in order to make the system stable [5] . System identification has become a central field of research lying in between control and statistics.
Here, we consider a fully observed switched autonomous linear system with bounded process noise. Each linear system is unknown to us, but we control switching between the different linear dynamics. We allow the dynamics for a single system to potentially have a mix of stable and unstable modes and repeated eigenvalues. Identification can be done via estimation of the transition matrices [6] , [7] , and identification of transition matrices for stable systems has been studied in the literature [8] , [9] , including for high-dimensional scenarios and to exploit sparsity in the model parameters [10] , [11] .
The identification problem in our setup is particularly challenging because the switching can cause stability/instability independent of the eigenvalues of each linear system [12] . The study of system identification for unstable systems is not as prolific as work on the stable case. Existing work for the unstable case of identification of a single linear system requires strong assumptions on repeated eigenvalues in order to prove asymptotic convergence [13] , derive associated limiting distributions of the estimates of the model parameters [14] , [15] , and in order to generalize the result to other classes of transition matrices [16] , [17] , [18] . 
A. Contributions
Our first contribution is to give an estimator that is consistent for all possible dynamics. Recent work [19] , [20] , [21] has shown renewed interest in identification for unstable systems. This work shows the difficulty of estimation when the state observations are restricted to a single trajectory [22] . Standard estimators like ordinary least squares (OLS) are statistically inconsistent when the dynamics have repeated unstable dynamics [23] , [24] , and this causes poor estimation when the dynamics have unstable modes with close eigenvalues. This issue can be partly overcome with the usage of instrumental variables, but such estimators are unable to handle systems matrices with mixed roots (i.e., eigenvalues both inside and outside the unit circle) [24] .
Our estimator is useful in the switched setting, since measurements are not independent and not sequential. This is in sharp contrast to typical autoregressive settings of past work. Our estimator is variation of the set-membership estimator [25] , [26] , [27] , where the boundedness of the noise vector plays a key role in guaranteeing consistency regardless of the eigenvalues. Our work is related to previous studies where such estimators are applied, as in fault detection tests [28] , regularized regression [29] , and robust estimation [30] . Our switching environment with nonsequential measurements is a novel area where such estimator can be effectively used to estimated the underlying system dynamics.
Our second contribution is to present a control policy that uses our estimator in order to stabilize the switched autonomous system. Our policy stabilizes the system when one linear system is stable, and we leave the problem of designing control policies for more general settings to future work. Our analysis is similar to the recent work [19] , [20] . The key difference in our setting is the state observations for each controller are not sequential, and the covariance matrix associated with the matrix estimates will not display the usual behavior observed in OLS. To resolve the question of how to prove statistical consistency of the system identification when there is switching, we resort to the classical idea of Wald's Theorem [31] to show an alternative and intuitive consistency proof for the set-membership estimator, in a way not presented in other works [26] , [29] .
B. Outline
Sect. II defines our notation, and Sect. III defines our problem setup. Then, in Sect. IV we provide our proposed estimator and prove its statistical consistency. Next, in Sect. V we consider an application of stabilizing a fully observed switched autonomous linear system with bounded process noise and unknown (to us) dynamics in each linear system.
II. NOTATION
We use · to denote the spectral norm of a matrix, which is the largest singular value of a general matrix. We use the function ρ(A) to denote the spectral radius of a matrix A. The symbol refers to the semidefinite partial order, namely A B if and only if B − A is positive semi-definite (p.s.d). For a matrix A we let (A) ij denote the (ij)-element of A.
For matrix A ∈ R d×d , let v(A) ∈ R Next, we construct a compactification of R n by defining A n = S n−1 × R, which directly compactifies S n−1 × R. Note that A n can be shown to be equivalent to the cosmic closure of R n , as defined in [32] . To see why A n is a compactification, observe that we can think of the S n−1 component as a direction of a vector and the R component as a length of the vector. Thus our idea is to formally use {λv : (v, λ) ∈ A n } as a compactification of R n . We also define a master probability space (Ω, F , P ) and a filtration {F k } contained in the master sigma algebra
Given such filtration, we define the expectation E[·]. For a given probability event G, we let I G ∈ {0, 1} be an indicator random variable associated with the event G. We use a.s. to denote "almost surely", and we use i.i.d. to denote "independent and identically distributed".
III. PROBLEM SETUP
Consider a fully observed switched linear system
where X t ∈ R d is the state, w t ∈ R d is the i.i.d. process noise, and α t ∈ {1, ..., q} is the control input that selects one of the (unknown to us) state dynamics A 1 , ..., A q . We let F t = σ(w 0 , ..., w t , X 0 , ..., X t ) denote the filtration generated by the state and process noise. Also, we assume the i.i.d. w t lies in a (known to us) compact, convex set W ⊂ R d according to a (potentially unknown to us) p.d.f w t ∼ f (w), where f (w) > 0 for all w ∈ W. Last, we assume W has a strict interior, E[w t ] = 0, and E[w t w
Our goal is to estimate the matrices A 1 , ..., A p . In particular, we consider the situation where a subset of the matrices is unstable. In practical control applications, it is important to be able precisely characterize the dynamics of each matrix so as to be able to design a stabilizing controller. Moreover, we wish to do the estimation without resetting the system (i.e., using a single state trajectory) and be able to do so given any arbitrary switching control input sequence {α t } t≥0 .
Given an arbitrary (known to us) sequence of switching control inputs {α 0 , ..., α T −1 } of length T , we collect the state measurements {x 0 , x 1 , ..., x T }. In order for the problem to be well-posed, we assume each linear system is selected at least d times. Notationally, we organize measurements into groups where measurement pairs from the same linear system are grouped together: For each system p, we define the sequence of measurement pairs {(Y
, where n p is the number of measurement pairs associated with system p. It is essential to note that for any p, a pair (Y
is composed of successive observations of the system
Note the sequence of points {(Y
are usually not successive.
IV. PROPOSED ESTIMATOR AND CONSISTENCY PROOF
Nonsequential observations makes system identification more challenging than estimation of autoregressive models. One naive approach is to use OLS for each group of data. This approach is inconsistent for general A matrices [23] , [24] , specifically A with multiple geometric roots in the eigenvalue structure of the unstable matrix. These issues with OLS are numerically illustrated in Sect. V. Here, we provide an estimator that uses the boundedness of the disturbance vectors to overcome past issues. We prove consistency by adapting a celebrated argument by Wald [31] , which is substantially different than typical analysis [19] , [20] , [21] .
A. Estimator
We focus our analysis on a single group p, and so we drop the superscript for ease of notation. Let
be our sequence of measurements, and we define F i to be the associated filtration. We let the associated true dynamics matrix A p be labeled as A 0 . Hence it follows that
Note the measurements pairs (Y i , X i ) and (Y j , X j ) are neither independent nor consecutive (in time) for i = j. We propose to estimate A 0 by the minimizer to
where l(·) is a loss function. For example, we may choose
B. General Consistency Proof
As stated above, our goal is to show consistency of this estimator. We begin by explicitly writing the feasibility version of the estimation but over a compactified domain:
where we define δ W : R n → R to be the indicator
For notation, let
We also need to specify arithmetic [32] for points
Next, for each subset
We begin by characterizing the function L(X, Y, A). Next define the extended real-valued function
and define E(S) = inf (v,λ)∈S V (λ·m(v)). Proving statistical consistency requires verifying that some identifiability condition holds [33] , which means the underlying distributions are such that incorrect estimates are detected by measurements. If we define the mapping
then one possible identifiability condition is:
The key factor here is that Assumption 1 holds. We will prove in the next subsection that this assumption holds for the problem setup described in Sect. III. But first, we state and prove our main theorem, which adapts the argument from the classical Wald Consistency Theorem [31] .
Theorem 1: If Assumption 1 holds, then the feasibility estimator (6) is strongly consistent, meaning lim n→∞ A = A 0 a.s. or equivalently that P(lim n→∞ A = A 0 ) = 1.
Proof: Fix an open neighborhood U around the matrix A 0 . Because A 0 ∈ R d×d , the set U can be represented as
Recalling the definition of V (·), we know there exists ǫ > 0 such that V (A) ≥ 3ǫ + V (A 0 ) for A ∈ C(S), where
For the next step, consider any fixed point
Let {N k (v, λ)} k≥1 be a sequence of open balls that shrink to (v, λ) as k → ∞. Since L(X, Y, A) is lower semicontinuous, it follows from the definition of h(·) that
By the Monotone Convergence Theorem, there exists an open neighborhood
Since A d 2 \ S is compact, by definition there is a finite sub-
Using Assumption 1 with (14) implies
By definition of (6) and B n (·), A minimizes B n (·); hence, for almost all sample paths ω it follows that there exists N such that for all n > N we have
This implies that A ∈ U for all n > N . We complete the proof by letting the neighborhood U shrink to {A 0 }. The above theorem proves consistency of the feasibility estimator (6) . Consistency of the general estimator (5) follows as a trivial corollary for well-behaved loss functions.
Corollary 1: Suppose the loss function l(X, Y, A) is continuous. If Assumption 1 holds, then the general estimator (5) is strongly consistent, meaning lim n→∞ A = A 0 a.s. or equivalently that P(lim n→∞ A = A 0 ) = 1.
C. Identifiability of Problem Setup
We have proven consistency of our general (5) and feasibility (6) estimators, assuming the identifiability condition in Assumption 1 holds. Here, we prove that this assumption is true for the problem setup described in Sect. III.
Proposition 1: Assumption 1 holds for the problem setup described in Sect. III.
Proof:
. This means that we immediately get the result lim n→∞ H n (O(v 0 , λ 0 )) = 0 = E(O(v 0 , λ 0 )) a.s.
Next consider any matrix A = A 0 . We first prove that lim n→∞ B n (A) = V (A) = +∞. Let t be the time that corresponds to measurement i, and assume i ≥ 2. Note that Y i − AX i = (A 0 − A)X t + w t , and that X t = A αt−1 X t−1 + w t−1 . Thus we have that
Let κ = min w∈W f (w), and note that κ > 0. The distribution of Y i − AX i has a support of (19) and its density is lower bounded by κ 2 . Here ⊕ denotes the Minkowski sum. The key observation about (19) is that the ⊕(A 0 − A)A αt−1 X t−1 term simply translates the set W ⊕ (A 0 − A)W. This means that if we define x i = w t−1 and y i = (A 0 − A)w t−1 + w t then we have the bound
But W has a strict interior and A = A 0 , which means the term on the right is bounded from zero. This means that for
we have that c(A) ∈ (0, 1). Next, we define the mapping B 
By the Monotone Convergence Theorem, the open neighborhood O(v, λ) can be chosen so (v 0 , λ 0 ) / ∈ O(v, λ) and so the term on the right is bounded from zero. Thus for
we have d(A) ∈ (0, 1). Next, we define the mapping
The above result implies that the identifiability condition holds for the problem setup described in Sect. III. We immediately get as a corollary consistency of our estimator.
Corollary 2: Suppose the loss function l(X, Y, A) is continuous. For the problem setup in Sect. III, the general estimator (5) is strongly consistent, meaning lim n→∞ A = A 0 a.s. or equivalently that P(lim n→∞ A = A 0 ) = 1. 
V. NUMERICAL EXPERIMENTS
We demonstrate consistency of our estimator (5) through two numerical experiments. The first compares (5) to OLS on identification for a dynamics matrix where OLS is inconsistent. The second uses (5) in order to construct a switching control policy that stabilizes the closed-loop system.
A. Comparison to OLS
Our first numerical experiment uses a single (i.e., no switching) state dynamics matrix that is given by
This matrix is unstable since it has ρ(A 2 ) = 1.1. Moreover, the eigenvalue 1.1 has a geometric multiplicity of four. This means OLS is inconsistent when estimating A 2 from X t even in the absence of switching [23] , [24] . In contrast, our estimator (5) is consistent by Corollary 2. This is verified by Fig. 1 , which shows results of a simulation with process noise that has uniform distribution with support W = [−1, 1] 4 . The estimation error of OLS remains nonzero, whereas the estimation error of (5) 
B. Greedy Bandit Policy
Our next example considers the setup in Sect. III. We further constrain the scenario to be such that there exists s ∈ {1, . . . , q} with ρ(A s ) < 1 and ρ(A p ) > 1 for all p ∈ {1, . . . , q} \ {s}. We specifically exclude the case ρ(A p ) = 1. Though (5) is consistent when ρ(A p ) = 1, the stabilizing policy we construct requires this assumption. In particular, we construct a policy that inputs the sequence X 0 , . . . , X t and α 0 , . . . , α t−1 and chooses a control action α t ∈ {1, . . . , q} to stabilize the closed-loop system. This problem can be interpreted as a multi-armed bandit [34] , [35] , [36] , which involves a tradeoff between choices that: explore to learn more about the relevant distributions, and exploit by choosing the optimal (according to current estimates) actions. However, under specific assumptions a greedy algorithm can be (asymptotically) optimal [37] , [38] . set n p ← 1
5:
compute the estimate A p using (5) 6:
compute the estimate of the spectral radius:
7: end for 8: for each time instant t > q: do
if min p {ρ p } ≥ 1 then 10:
randomly select a system p 11:
obtain new measurement X
12:
set n p ← n p + 1 13: compute the estimate A p using (5) 14:
else 16: select any system p such thatρ p < 1.
17:
18:
set n p ← n p + 1 19: compute the estimate A p using (5) 20:
end if 22: end for Our procedure is given in Algorithm 1, and we use our estimator (5) with loss function l(
We are essentially focused on identifying the stable dynamics in finite time, because that would guarantee the system will be brought to a stochastic equilibrium after selecting only the stabilizing dynamics. The key idea is to use our estimator, which is consistent for all possible structures of A, once we group the measurement accordingly as discussed in Sect. III. Note that the algorithm is designed to greedily select an arm that has an estimated spectral radius strictly smaller than 1. If an any given time t, no such arm exists, then we randomly select an arm and update the estimates. In fact, we can prove that this Algorithm is a stabilizing control policy:
Proposition 2: Algorithm 1 chooses the dynamics matrix A s infinitely many times and chooses the dynamics matrices A p for p ∈ {1, . . . , q} \ {s} only finitely many times.
Proof: We prove this by contradiction. Suppose there exists a p ∈ {1, . . . , q} \ {s} such that the unstable dynamics matrix A p is chosen infinitely many times. Then Corollary 2 implies lim n→∞ρp = ρ p > 1 a.s. since spectral radius is a continuous function [39] . By construction of the algorithm, this can only occur ifρ s > 1 infinitely often. However, again using Corollary 2 implies lim n→∞ρs = ρ s < 1 a.s. since spectral radius is continuous. This is a contradiction. We conducted a numerical simulation to demonstrate the stabilizing behavior of our Algorithm 1. In the scenario we simulated, the process noise had a uniform distribution with support W = [−1, 1]
4 . In addition to A 2 as defined in (24), we used the state dynamics matrices 
Note ρ(Ā 1 ) = 0.7900, ρ(Ā 2 ) = 1.1000, ρ(Ā 3 ) = 1.2899, and ρ(Ā 4 ) = 1.2992. This means A 1 is Schur stable while the other matrices A 2 , A 3 , A 4 are not Schur stable. However, Ā 1 = 2.9136, whereas Ā 2 = 1.1000, Ā 3 = 1.2899, and Ā 4 = 1.2992. This shows the importance of working with the spectral radius rather than using the spectral norm.
The numerical results of one simulation run are shown in Fig. 2 -Fig.4 . We conducted other runs of the simulation, and their behavior was qualitatively similar to the results we present here. At the beginning, the algorithm tries different arms. After a certain amount of tries of the different arms, the algorithm is able to identify which arm corresponds to the stabilizing mode. When the algorithm is trying different arms, the state grows at an exponential rate; however, once the stabilizing arm is found then the state fluctuates about the origin because of the process noise and the stabilizing action of that arm.
VI. CONCLUSION
In this paper, we studied the problem of statisticallyconsistent identification of switched linear systems. We proposed a set-membership estimator and proved its statistical consistency when applied to measurements from We demonstrated the consistency properties through two numerical examples, one consisting of a comparison to OLS (which is inconsistent) and the other the construction of an algorithm that provides a stabilizing control policy under additional assumptions. A natural direction of future research is to extend our consistency results by deriving finite-sample bounds.
