Abstract--In this paper, starting from interlacing properties of the zeros of the orthogonai polynomials, the authors propose a new method to approximate the finite Hilbert transform. For this method they give error estimates in uniform norm.
INTRODUCTION
The finite Hilbert transform of the function f is defined as
fl / f(x) H(f;t) = f(x) dx = lim i x --t ~0+ x --t
dx, (1.1) where the integral is in the Cauchy principal value sense.
A condition for the existence of H(f) is that the function f is continuous in [-1,1] (f e C(°)([-1,1])) and f~w(f;u)u-ldu < oc, (f e DT), where w(f,.) is the ordinary modulus of continuity.
In numerical analysis and in approximation theory, it is very useful to approximate the finite Hilbert transform, because it appears in several problems of various nature. Furthermore, many physics and engineering problems involve Cauchy integral equations and sometime their solutions have zeros or singularities in il. For this reason, the solution is expressed as a product of a smooth function for a Jacobi weight v o'z, a,/~ > -1. Then we are interested in approximating H(vO,Zf).
Actually, by global approximation of the function f, two kinds of quadrature rules have been proposed to approximate H(va'Zf): "product rules" and "Gaussian rules." About the product rules, there exist efficient methods [1, 2] founded on recurrence formulae for a large class of weight functions, but the computation of the coefficient requires some effort. The Gaussian rules are simpler than the previous one, but they present numerical instability and generally diverge whenever the function f is only Hhlder continuous.
In this paper, we propose a new method to approximate H(v~'Zf). This procedure employs Gaussian rules, using interlacing properties of the zeros of orthogonal polynomials [3] and recent results about the Lagrange interpolation [4] . We also prove that this method is numerically stable and convergent.
Typeset by ~4.AdS-TEX In the following section, we state the above-mentioned method. Section 3 contains results about the convergence, while in Section 4, there are their proofs. Finally in Section 5, some numerical examples are given.
THE

METHOD
We assume f E DT. We have
(2.1)
Since it is possible to use an efficient procedure due to Gautschi and Wimp [5] 
LM(F(f); t) = ~ lj(t)F(f; tj) j=l
on suitable interpolation knots tl,..., tM.
Since we cannot evaluate exactly F(f; tj), making use of a Gaussian rule, we replace F(f; t j) 
~I (va'Z f; t) := LM(FN(f); t) + f(t)H (v~'Z; t).
(2.3)
Now we want to select the knots {tj}M1 and N to obtain an optimal interpolation process LM, Making use of the previous theorems, we are able to select the knots tj, j = 1,..., M. In the following, we assume a, t3 < 1. Whenever, for example, a _> 1, then we assume (1 -x) a-[a] as the weight ([a] denotes the integer part of a), and f(x)(1 -x)[ ~1 as the function. Similarly, we behave whenever/3 >_ 1. Now we consider some cases that more frequently happen. At first, we suppose -1 < a,/3 _< 0. In this eventuality, the zeros of pm(v~+l'~+l)pm+i (v~,~ ) verify the assumptions and the conclusions of Theorem 2.1. Therefore, we choose as Gaussian knots
By using Theorem 2.3 for 7 = a + 1,6 =/3 + 1, we choose as interpolation knots {tj}Ma are the Gaussian knots and
are the interpolation knots {tj}~= 1. Other cases can be considered, but we omit details.
As we have previously observed, our method is very simple, since it reduces to the construction of a Gaussian rule and to the evaluation of a Lagrange polynomial, both of them with respect to Jacobi weights. It is well known that for such weights there exist efficient methods [6, 7] to calculate zeros and Christoffel constants. A matter of more general interest is that this method can be applied when we replace the Jacobi weight v a'z in (2.1) by w = ~v a'~, ~ E Lip A, 0 < A _ 1, provided that zeros and Christoffel constants are really computable, for instance ~ is a rational function (see [8, 9] ).
Finally the previous procedure can be used to approximate weakly singular integrals, with singularities inside (-1, 1), or Hadamard integrals.
CONVERGENCE
Denoted by IIn the class of polynomials of degree n at most, for any function g E C(°)(
is the best uniform approximation error by algebraic polynomials. The following theorems evaluate the difference between the exact function H(va'~f) and the approximant H(va'~f). Since 
(va'" f; t) = LM(FN(f); t) + f(t)g (va'"; t),
the error committed by our method is due to the approximation of /1
by LM (FN(f) ; t) (see (2.1) and (2.3)).
Then we have to estimate 
~M(f; t) := F(f; t) -LM(FN(f); t).
where C is a positive constant independent of f and M.
As we have previously observed, H(va'~f), in general, is not bounded in ±1 for a, /3 < 0.
Then it is natural to give a weighted estimate of the error. 
REMARK. We suspect that log2M that appears in our estimate can be replaced by logM, as well as sometime happens in the estimate of the product rules. In any case, we can pay for this price in exchange for the simplicity of the method.
THE PROOFS
We need the following lemma. 
where An(x) = n-1 x/ri --x 2 + n -2.
Setting E(f; t) -FN(f; t) := RN(f; t), by (3.1), we get
IOu(f;t)l <_ dlF(/;t) -Li(F(f);t)l + ILu(RN(f);t)l.
-1<x<1,
Let qM be the polynomial of Lemma 4.1 related to the function f. Setting rM = f --qM and taking into account that d2M(P) = O, VP E HM, we have (RN(rM) ; t)l. 
• M(rM; t) ~ CIF(rM; t)l + ILM(F(rM); t) I + ILM
,F(rM;t)l<¢/~_ ~ rM(~--rM(t)_t va'a(x)dx<Cw(f;~) l°gM'
On the other hand, so that Consequently,
IF(rM;±l)l <-Ctlrmll <-w (f; ~).
IIF(rM)II <Cw(f; ~)logM.
-l<t<l, a, fl> 0.
Since we have chosen the interpolation knots tj, j = 1,..., M in such a way that IILM II < c log M, we get
,,LM(F(rM))II < Cw (f; ~) log2 M. (4.3)
Now, we recall that 
I N IRN(rM;t)I <_ C IF(rM;t)I+ ~AN# (v ~'~)
rM (XN,i (Va'~) ) --rM(t) Zg,i(V ~'1~) --t ~ C03 (v IO-ON,,(v°.~)l>~
Combining the last inequality with (4.4) and (4.2), we get "RN(rM)" < Cw(f; ~) logM, uniformly with respect to N, and
,,L M( RN(rM ) )H < Cw ( f ; ~ ) ,,LM,I log M, so that
IILM( RN(rM ) )II <-Cw ( f; ~ ) log 2 M.
Combining (4.2), (4.3) and the last inequality with (4.1), we obtain 'lgPM(f)ll < Cw( f; ~ ) log 2 M. 
Now for a polynomial P E HM, we have "~M(f)'I = 'I~M(f --P)" < Cw ('f -P' ;-~-M )
IF(rM;--1)[ <_ C f-l+~ [rM(xL____r_Za(_l)] (1 + x) ~ dx d--1 + i_ 1 IrM(x) --rM(--1)] Vc~,~(X) dx =: Cl(t) + C2(t) I+M_ ~ X + 1 f-l+ Cl(t) _< C If(z) -f(-1)l(1 + x) ~-1 dx J--1 (4.6) + IqM(X) --qM(--1)l (1 + X) ~ dx s-1 x+l < C (1 + x) n-l+~ dx + Iq~(~)l(1 + x) n dx, J -1 J -1 C -1 < ~ < -1 + M----~,
Cl(t) <_ M2n+2-----------~ + ~ (1 + x) n+~-I dx <_ M2n+2--------~ + M~_~ M~+1+2 ~ .
Taking into account that 2A + 2/7 > A, we have C
Cl(t) <_ M---~.
(4.7)
Now we consider C2(t). Making use of Lemma 4.1, . 1(,) ,..
C2(t) < C [
__ v~'n-l(x) dx J_ -I+M-~ ~ l+ (l+x)~+~-ldX+-M-~ dx C C < M2~+2n <_ M; ~.
IIRN(rM)II
< C logM - M ~ ' rlLM(RN(rM))II <_ CIILMtl lo~M, log 2 M
[[LM(RN(rM))H < C M-------Z-
Applying Lemma 4.1,
{, r '-'v''o,''',., }
Bl(t) <C ~a_l Ix-t[ dx+
Taking into account [11, (3.12) 
Bl(t) < C { (1-t)-~-~+" f;-'~,~ (l + z)~+'?+~ v~' +"'~?+o(t) }
Then, proceeding as in the case k = 0, we obtain I .
Making use of [11, (3.16) 
OM(rM; t)v-~'-~(t) <_ C{tF(rM; t)l + ILM(F(rM); t)l + ILM(RN(rM); t)]} v-a'-~(t). (4.26)
Setting I = [-1,1], IM = It -(1 + t)/(2M2),t + (i -t)/(2M2)], I~M = I -IM,
IF(rM;t)lv-~'-:3(t) --<CV-a'-~(t){IflrM(X)--rM(t)]v~'~(x)dx+ flrM(X)--'M(t)I va'o(x)dx t
I~i X := Al(t) + A2(t). To give a bound to A2(t), we make use of [11, (3.12) 
Let qM-1 the best uniform approximation polynomial of f~ and QM E HM such that Q~ = qM-1. Then, by (4.32), we get
IlCM(f) v-~'-~[I = [I~M(f --QM) v-='-~[I _< Clog 2 M I[(f -QM)' II)~ <_C_...._.~__ EM_I(f,)
.log 2 M |
NUMERICAL EXAMPLES
In this section, we present some numerical results obtained by using our method, showing that the numerical errors agree with the estimate of the previous theorems. 
--dx.
This example can be found in [13] . In this case, we choose the same knots used in the previous one, but taking into account that the singularities of the function 1/x/(1.1)2 -x 2 are "close" to the interval [-1, 1], a larger number of knots is required. Table 4 . m ---32. Table 7 . m = 64. 
t [H (va'fTf; t) --~I (v ~'~ f; t) [
-
