Abstract-Many model order reduction methods for parameterized systems need to construct a projection matrix V which requires computing several moment matrices of the parameterized systems. For computing each moment matrix, the solution of a linear system with multiple right-hand sides is required. Furthermore, the number of linear systems increases with both the number of moment matrices used and the number of parameters in the system. Usually, a considerable number of linear systems has to be solved when the system includes more than two parameters. The standard way of solving these linear systems in case sparse direct solvers are not feasible is to use conventional iterative methods such as GMRES or CG. In this paper, a fast recycling algorithm is applied to solve the whole sequence of linear systems and is shown to be much more efficient than the standard iterative solver GMRES as well as the newly proposed recycling method MKR-GMRES from [10] . As a result, the computation of the reduced-order model can be significantly accelerated.
I. INTRODUCTION
At present, model order reduction has been widely applied to various engineering problems and has achieved much success in enhancing traditional simulation tools. However, many model order reduction techniques still need to be further improved. For an efficient model order reduction method, it is desired not only that the reduced model is as small as possible, but also that the process of obtaining the reduced model is as fast as possible. In this paper we consider the latter issue and try to speed up the process of some parametric model order reduction (PMOR) methods. We propose to apply a fast recycling algorithm SimGCRO-DR to accelerate the computation of the projection matrix V for constructing the reduced model.
Many PMOR methods for model order reduction of parameterized systems have been proposed till now, most recent methods include [2] , [11] , [12] , [13] , [1] etc. Quite a few of these methods are based on matching moments of the parameterized system. For example, in [1] , a modified Gram-Schmidt process is used to orthogonalize the moment matrices and to construct the projection matrix V . During the orthogonalization process, each moment matrix in the subspace has to be computed and orthogonalized against previous moment matrices. However, computing each moment matrix includes several vectors multiplied by the inverse of a matrix. If the dimension of the original parameterized system is very large, several linear systems of equations need to be solved to get the "inverse of matrix"-vector products. If there are several parameters in the system, many linear systems of equations have to be solved in order to match enough moments so that a reduced model with acceptable accuracy can be obtained. Furthermore, a direct solver such as LU factorization is not suitable for solving the linear systems of large dimensions, hence iterative methods are preferred.
However, it is known that the standard iterative solvers such as GMRES, CG can only solve one linear system at a time. Therefore, all the linear systems have to be solved independently, or in other words, each of them has to be solved from scratch. Instead of solving each linear system from scratch, we propose to solve them sequentially by a recycling algorithm which we call SimGCRO-DR, so that certain information of the previous linear systems can be reused (recycled) to speed up the computation of the current system. By this recycling technique, a certain number of matrixvector (MV) products can be saved for solving each system, and a large amount of MV products can be saved for solving all the linear systems. Since the major computation in both standard GMRES and the recycling algorithm SimGCRO-DR are MV products, the recycling algorithm SimGCRO-DR is much more efficient than the standard GMRES by saving massive MV products. Therefore, computation of the projection matrix V is sped up by replacing GMRES with SimGCRO-DR in the modified Gram-Schmidt process in [1] .
It is worth pointing out that the proposed recycling algorithm SimGCRO-DR can also be easily applied to other PMOR methods in [2] , [11] , [12] , [13] , which include solving successive linear systems when the system dimension is very large. To be clear, we use the method in [1] in this paper as an example to explore the usage of the recycling algorithm SimGCRO-DR.
Conventional block methods [3] , [4] were also developed to enhance the efficiency of standard iterative solvers like GMRES or CG. Unfortunately, these methods require that the right-hand sides of all the linear systems are available simultaneously, whereas the linear systems considered here can only appear sequentially rather than simultaneously. Different algorithms [5] , [8] , [9] , [10] have also been proposed to deal with the linear systems whose right-hand sides are not available simultaneously. However, the method in [9] is limited to solving linear systems with symmetric definite coefficient matrices, which is not applicable to the linear systems with general nonsymmetric coefficient matrices. While the method in [5] can solve linear systems with nonsymmetric coefficient matrices, it requires that the solutions of neighboring linear systems are closely related to each other. The solutions of the linear systems in PMOR nevertheless do not possess such a property. A recycling algorithm GCRO-DR is proposed in [8] for solving linear systems in the form of A i x = b i , i = 1, 2, . . . , l. It is suitable for nonsymmetric A i , and with no special limitation on each linear system. The current algorithm has the disadvantage of being complicated for the case we considered here. We propose a simplified version SimGCRO-DR based on GCRO-DR in [8] and apply it to the PMOR method in [1] . We also compare SimGCRO-DR with the newly proposed recycling method MKR-GMRES in [10] . The numerical simulation results in Section IV shows that SimGCRO-DR is more efficient than MKR-GMRES for very large-scale systems.
In the next section, besides introducing the PMOR method in [1] , we describe the origin of the linear systems to be solved by recycling algorithms. In Section III, we present the recycling method GCRO-DR in [8] based on which a simplified algorithm SimGCRO-DR is derived. The method MKR-GMRES in [10] is also briefly explained for comparison. SimGCRO-DR is compared numerically with both standard GMRES and MKR-GMRES in detail in Section IV.
II. A ROBUST PARAMETRIC MODEL ORDER REDUCTION METHOD
PMOR methods are designed for model order reduction of parameterized systems, where the parameters of the system play an important role in practical applications. The reduced models are constructed such that all the parameters can be preserved with enough accuracy. Model order reduction for parameterized systems has been researched for years and is still an active research area at present. Although there are various PMOR methods in the literature, some of these methods can be further substantially enhanced if efficient techniques are developed accordingly. The set of recycling algorithms considered in this paper is one of the efforts in this direction. In the following, we first introduce the PMOR method in [1] , then we show how to further enhance the efficiency of the method by applying the recycling algorithm SimGCRO-DR proposed in the next section.
For simplicity, we use a linear parameterized system as an example, which has the following form in the frequency domain:
where s 1 , s 2 , . . . , s p−1 are the parameters of the system, s p is the frequency domain variable, which corresponds to the time t for the system (1) in the time domain. x(t) ∈ R n is the vector of state variables, u ∈ R d and y ∈ R r are, respectively, the inputs and outputs of the system. To get the reduced model, a projection matrix V has to be constructed by orthogonalizing the moment matrices of system (1). Defining
Here
We call the coefficients in the above series expansion moment matrices of the parameterized system, i.e.
. .. The corresponding moments are those moment matrices multiplied by L T from the left. Instead of explicitly computing the moment matrices as suggested in [2] , a numerically robust algorithm is proposed in [14] , which combines the recursions in (3) with the modified Gram-Schmidt process to implicitly compute the moment matrices.
Each moment matrix is actually several vectors multiplied bỹ E −1 , and if the dimension ofẼ is very large, it is necessary to solve linear systems likẽ
to obtainẼ −1 w i , whereẼ is generally nonsymmetric and w i is a vector. Moreover, if quite a few of the moment matrices need to be computed (this is normal when system (1) contains more than 2 parameters), the number l of the linear systems in (4) will be very large. By looking into the above recursions, it is obvious that the right-hand sides of the linear systems cannot be available simultaneously. Systems in (4) can be simply solved one after another by standard iterative methods such as GMRES. However, it is possible to speed up the standard iterative methods by using more efficient methods. In the next section, we will review the recycling algorithm from [8] and derive a simplified algorithm SimGCRO-DR, which can solve the sequence of linear systems (4) more efficiently than GMRES.
III. SOLVING LINEAR SYSTEMS BY A RECYCLING ALGORITHM
A recycling algorithm GCRO-DR is proposed in [8] , which is developed for sequential linear systems A i x = b i , i = 1, 2, . . . , l with different A i and b i . GCRO-DR combines the idea of GCRO method in [6] and that of the GMRES-DR method in [7] . When GCRO-DR is used to solve a single system, it is algebraically equivalent to GMRES-DR. A recycling technique is used for different linear systems, i.e. when the current system A i x = b i (i > 1) is solved, the harmonic Ritz vectors of A i−1 are recycled to modify the initial guess x 0 of A i x = b i . By recycling these harmonic Ritz vectors, GCRO-DR can solve the linear systems by far fewer MV products than the standard method GMRES. Therefore it is much more efficient than GMRES especially for solving ThB04.5 many linear systems (see [8] for the theoretical details of the algorithm). However this algorithm is complicated for sequences of linear systems with the same coefficient matrix as in (4) . We modify several steps in GCRO-DR, and present a simplified algorithm SimGCRO-DR(m,k) which is tailored for the sequence in (4). We describe SimGCRO-DR(m,k) in Algorithm 1, and explain the basic idea of the algorithm in the subsequent text.
Algorithm 1: SimGCRO-DR Solving the ith system in the sequence of linear systems Ax = b i , i = 1, 2, . . . , l:
1. Choose m, the maximum size of the subspace, and k the desired number of the harmonic Ritz vectors of A. tol is the convergence tolerance.
x 0 is the initial guess, and r 0 = b i − Ax 0 is the initial error. Set j = 1. 2. IF C and U are defined (from solving a previous system) then 3.
run m steps of GMRES, generating a (m + 1) × m matrixH m , a n × (m + 1) matrix V m+1 and x 1 , r 1 . 7.
Compute k smallest harmonic Ritz vectors of A, i.e. k eigenvectors ξ j of: 
Step 16-Step 20 compute x j whose residual r j is minimized over the subspace spanned by
scaling matrix such that each column iñ U k has unit 2-norm.
16
.
Solve min Ŵ H m+1 r j−1 − G m y 2 for y.
19.
x j = x j−1 +V m y; 20.
r j = r j−1 −Ŵ m+1 G m y. When solving the first system, Algorithm 1 produces not only the solution x, but also the k harmonic Ritz vectors of A, which are stored inỸ and will be reused for the latter systems.
21.
Let us consider the beginning of the algorithm. Step 1. is nothing special. Step 2. is to see whether it is the first system or latter systems. If we are solving the first system, we go directly to Step 6., where the first approximate solution x 1 is computed by running m steps of GMRES andH m is generated. The k harmonic Ritz vectors of A are computed in
Step 7. and stored inỸ . The matrices C and U are computed in Step 9. and Step 10., where C = AU and the columns in U span the same subspace as the one spanned by the columns iñ Y . The relations between U,Ỹ and C will be used to compute solutions x j , j > 1 in the WHILE loop. Because the operator (I −CC H )A is used in step. 14, the matrix V m−k+1 computed by the Arnoldi algorithm is orthogonal to C. This relation guarantees that the harmonic Ritz vectors of A or the columns inŨ are independent of the columns in V m−k+1 , so thatV m in
Step 17. has full column rank.
Step 18. to Step 20. compute x j whose residual is minimized over the subspace spanned by the columns inV m . Therefore r j is actually minimized over the subspace jointly spanned by the k harmonic Ritz vectors of A and the m − k vectors (columns in V m−k ) computed by Arnoldi. The harmonic Ritz vectors of A are further modified in Step 21 to Step 25 till the final solution is found. From now on, the harmonic Ritz vectors of A stored in U will remain unchanged and will be recycled for the ith (i > 1) linear system.
If we are solving the ith system for i > 1, x 0 is first modified to x 1 so that r 1 is minimized over the subspace spanned by the columns in U; therefore x 1 is in fact the minimized solution over the subspace spanned by the k harmonic Ritz vectors of A. The harmonic Ritz vectors of A are recycled in this way. After x 0 is modified, the algorithm is the same as solving the first system except that Step 21 to Step 25 will never be implemented.
The idea of taking the harmonic Ritz vectors into the Krylov subspace generated by Arnoldi comes from the method GMRES-DR. It is a method more efficient than GM-RES especially for linear systems having extreme eigenvalues, e.g. eigenvalues of very small magnitude [7] . Therefore, in algorithm GCRO-DR and SimGCRO-DR(m,k), GMRES-DR rather than GMRES is employed to compute x j . In this ThB04.5 way, SimGCRO-DR(m,k) can not only speed up GMRES (by GMRES-DR) for solving a single system, but also further accelerate GMRES-DR by recycling harmonic Ritz vectors when solving the whole sequence of linear systems.
It is clear from Algorithm 1 that the k harmonic Ritz vectors of A correspond to the k eigenvectors of a small matrix (m is small). In addition, the harmonic Ritz vectors need only to be computed in the iterations solving the first system. Therefore the overall computational complexity of the harmonic Ritz vectors is very small and can be neglected compared with the computational complexity of solving the whole sequence of linear systems.
The main differences between GCRO-DR and SimGCRO-DR are:
1) In SimGCRO-DR, the harmonic Ritz vectors of A are computed only in the first system, they will remain unchanged for the ith system, i > 1. In GCRO-DR, new harmonic Ritz vectors have to be computed and modified for each system. 2) In SimGCRO-DR, the modifications of the initial guess x 0 in Step 3. and Step 4. are also simplified compared with GCRO-DR, because U and C can be directly recycled without being recomputed. However in GCRO-DR, a QR factorization of a matrix with n rows (n is the dimension of A i ) has to be performed for the ith (i > 1) system in order to obtain the new U and C. 3) As a result, the many corresponding QR factorizations in GCRO-DR [8] for new harmonic Ritz vectors, new U and C are not necessary in SimGCRO-DR. Therefore, SimGCRO-DR(m,k) requires significantly less computational work than GCRO-DR. SimGCRO-DR(m,k) is also more efficient than a newly developed recycling algorithm MKR-GMRES in [10] , where the Krylov subspace generated by Arnoldi is recycled. However, the dimension of the Krylov subspace increases fast with the number of the linear systems. As a result, the algorithm becomes very slow because of the quick inflation of the Krylov subspace. MKR-GMRES for solving sequence of linear system Ax = b i , i = 2, . . . , l is described in Algorithm 2.
Algorithm 2: MKR-GMRES solving the ith system in the sequence of linear systems Ax = b i , i = 1, 2, . . . , l.
1. Calculate pseudo-inverse P + of P i . If i = 1, let P 1 = 0 and its P + = 0. 2. Let P s = P i P + . 3. Calculate r = (I − P s )b i and x = V i P + b i . 4. Generate Krylov subspace V m using Arnoldi process (I − P s )AV m = V m+1Hm . 5. Solve least squares problem y =arg min r − A[V i , V m ]y . If the error is satisfactory, go to step 6, otherwise let m = m + 1 and go to step 4. 6. Save V i+1 = [V i , V m ], P i+1 = AV i+1 for the next system, and let x = x +V i+1 y be the solution. In Algorithm 2, besides that P i has n rows (n is the dimension of A), the columns in P i also grow fast with the number of linear systems, as can be seen from Step 6. Therefore the computation of the pseudo-inverse P + becomes more and more difficult due to the column growth in P i . Similarly, Step 5. also becomes difficult to be computed due to the increase of the columns in V i . Unfortunately in order to recycle the Krylov subspace V i , the dimensional increase in both P i and V i is inevitable. This makes the algorithm not as efficient as expected. We illustrate the above problem by numerical simulations in the next section and show that MKR-GMRES is less efficient than SimGCRO-DR(m,k).
IV. SIMULATION RESULTS
In this section, the proposed algorithm SimGCRO-DR(m,k) is compared with GMRES and MKR-GMRES by applying them to a sequence of linear systems arising from PMOR of a parameterized system as below,
where h t , h s , h b are the parameters of the system. Such a system results from finite element discretization of a microthruster unit (Fig. 1) . The model 1 is as a generic example of a device with a single heat source when the generated heat dissipates through the device to the surroundings. The exchange between surrounding and the device is modeled by convection boundary conditions with different film coefficients at the top, h t , bottom, h b , and the side, h s . The dimension of the system (5) is n = 4257. The expression of (5) in frequency domain is
Here s is the variable in frequency domain; therefore there are totally 4 parameters in the system. Following the PMOR method introduced in Section II, the sequence of linear system areẼx = w i , i = 1, 2, . . . , l, whereẼ = −A + s 0 E + h 0 t A t + h 0 s A s + h 0 b A b and it is nonsymmetric. The number of linear systems depends on how many moment matrices of the system are used. For this example, 600 linear systems are solved to match enough moments and guarantee the accuracy of the reduced model. We take expansion points s 0 = 1, h 0 t = h 0 s = h 0 b = 1 and the reduced model is of dimension q = 325. All the simulations are run with MATLAB 2007b.
We employ the same comparison criterion as the one used in [8] to compare SimGCRO-DR(m,k) with GMRES, i.e. the MV products used in the algorithm for solving each linear system. This is a reasonable criterion because the MV products only depend on the algorithm itself but not on the computer. Furthermore, the number of MV products constitutes the main computation in both algorithms, which in some sense, corresponds to the iteration steps. Therefore it is sufficient to compare the MV products used in the algorithms. In the following text, GMRES(∞) means GMRES without restarts and GMRES(m) means the one with restarts. We compare SimGCRO-DR(m,k) with both GMRES(∞) and GMRES(m).
As is analyzed in Section III, the main computational complexity in MKR-GMRES is constituted by the computation of the pseudo-inverse of a large matrix and the least squares solution of a large dimensional problem, therefore it is not reasonable to compare MKR-GMRES with SimGCRO-DR(m,k) with MV products. We compare the two methods by CPU time spent on solving each system. Although the CPU time varies from computer to computer, the simulation results are clear enough to differ the two methods because of the big difference of CPU time between the two methods when they are run on the same computer.
We use the same convergence criteria (tol = 10 −7 ) and preconditioning for all the above three methods. In the following simulation results, we apply two different incomplete LU factorizations as the preconditioners: in MATLAB notation, one is luinc(·, 0.005), the other is luinc(·, 0.001). Once the preconditioners are applied, the number of MV products will be counted based on the preconditioned algorithm. Because the two factors L and U are triangular matrices, it is reasonable to count one time of preconditioning by L and U as two MV products for simplicity.
In comparing SimGCRO-DR and restarted GMRES, we let the solution produced by both methods be minimized over the subspace of the same dimension, i.e. we use the same m = 40 in SimGCRO-DR(m,k) and GMRES(m). We first compare preconditioned SimGCRO-DR(m,k) with preconditioned GMRES(∞) in Fig. 2 . The results of GMRES(m) are presented separately in Fig. 3 . Fig. 2 shows that the number of MV products used in SimGCRO-DR(40,30) for solving most of the linear systems is less than half of those used in GMRES(∞). Comparing Fig. 2 with GMRES(40) in Fig. 3 , we see that for each linear system, GMRES(40) uses 10x more MV products than GMRES(∞), and GMRES(40) uses at least 20x more MV produtcs than SimGCRO-DR(40,30). We also present the results of GMRES(80) which uses much less MV products than GMRES(40), however it is still much less efficient than SimGCRO-DR(40,30). Totally 600 linear systems are solved to get the reduced model, therefore there is a large amount of computation saved by SimGCRO-DR. The results of GMRES(m) with preconditioner luinc(·, 0.005) are even worse, and are therefore not given here. Fig. 4 includes the MV products used in MKR-GMRES with the preconditioner luinc(·, .001) (the figure on the top). The number of MV products used for the first system is 2337, which is much more than other systems and so is not included in the figure for clarity. Although the number of MV products for each system in MKR-GMRES is relatively small, the corresponding CPU time becomes longer and longer, which is described by the figure on the bottom. It is not surprising from the above analysis that the main computational complexity of MKR-GMRES is not the MV products but the high dimensional pseudo-inverse computation in step 1. and the least squares solution in step 5.. The CPU time of MKR-GMRES for solving each system increases very fast with the increase of the linear systems, whereas the CPU time used in SimGCRO-DR is much less (around 1s) and remains steady.
In order to show that the use of SimGCRO-DR in the context of PMOR does not cause accuracy problems, we ThB04.5 Fig. 5 as the 2-norm relative error between the output of the reduced model and that of the original system on the whole range of the time interval. The error is derived by combining the PMOR method in Section II with the recycling algorithm SimGCRO-DR. By fixing h t (here h t = 100), Fig. 5 indicates the error varying with the two parameters h s , h b . We take 529 groups of h s and h b which cover the whole range [1, 10 9 ]. The maximum error of the reduced model with all the groups of parameters is around 10 −7 , and it is much smaller than the requirement of the maximum error 0.05 for real applications. 
V. CONCLUSIONS AND FUTURE WORKS
The fast recycling algorithm SimGCRO-DR for solving successive linear systems has been applied to parametric model order reduction in the current paper. The algorithm is used to accelerate the process of PMOR, especially the part of obtaining the projection matrix V . It is shown that SimGCRO-DR not only outperforms the standard solver GMRES by saving a large amount of MV products, but also is more efficient than a newly proposed recycling method MKR-GMRES [10] . The recycling algorithm can be easily integrated into the process of many other MOR techniques, where computation of a sequence of linear systems is unavoidable for large dimensional systems. Future work will focus on the following two aspects. Firstly, the recycling algorithm SimGCRO-DR will be applied to other possible fields. Secondly, a more robust recycling algorithm for solving linear systems with different coefficient matrices needs to be studied. Such linear systems arise, e.g. from multi-point expansion of the transfer function in MOR, PMOR, or from noise analysis of RF circuits [15] etc.. It is expected that the computational complexity of frequent QR factorizations in GCRO-DR can be largely reduced.
