Abstract. In this paper we describe a new nonlinear estimator for filtering systems with nonlinear process and observation models, based on the optimization with RGO (Restricted Genetic Optimization). Simulation results are used to compare the performance of this method with EKF (Extended Kalman Filter), IEKF (Iterated Extended Kalman Filter), SNF (Second-order Nonlinear Filter), SIF (Single-stage Iterated Filter) and MSF (Monte-Carlo Simulation Filter) in the presence of diferents levels of noise.
Introduction
Whenever the state of a system have to be estimated from noisy sensor information, some kind of state estimator is employed to fuse together the data from different sensors to produce an accurate estimate of the true system state. If the system dynamics and the observation model are linear, then the minimum mean square estimate can be computed using the Kalman Filter. In the non-linear case the filtering problem in the state space is given by
where ε(k) and η(k) are the disturbances, that are supposed to be independently distributed random vectors:
The optimal estimation implies the description of the conditional probability densitŷ
Unfortunately, this description needs an infinite number of parameters. For this reason, a number of suboptimal approachs have been proposed that use analitic aproximations of the probability distributions, the transition states equation or the measure equation.
There are other methods, such as Monte-Carlo method, which need thousands of points in order to aproximate the conditional probability density. In aplications with many dimensions, these methods are not practical. For this reason methods with a reasonable number of operations are needed, such as the filters estudied in this work.
The problem is to find an estimation of the state x(k) of the system of interest, with a non-linear discrete dynamics given by
where g is the state function model, x(k) is the state of the system at time k and ε(k) is the process noise.
The only information available of the system is the noisy observation given by the nonlinear measure equation
where z(k) is the observation vector, h is the observation model that transforms the state space into the observation space and η(k) is the measurement noise. The MMSE estimate coincides with the conditional mean.
. These equations are difficult to evaluate in practice. For this reason the recursive estimators are employed . In the linear case with additive gaussian noise the MMSE is the Kalman Filter. The linear updated equations in this case arê
The vectorz(k) is called the innovation, which is the difference between the observation and the prediction:
The covariance of this quantity is
and W (k) is the Kalman gain and its value is
3 Traditional Nonlinear Filters
EKF and SNF
The Extended Kalman filter is similar to a linearized Kalman Filter , with the exception that the linearization is performed on the estimated trajectory instead of a previously calculated nominal trajectory. For that reason, the functions g(k, x(k − 1), ε(k)) and h(k, x(k), η(k)) are expanded in Taylor series aroundx(k|k) with terms up to first or second order to yield the EKF or SNF respectively. The expansion with second order terms of the transition equation is:
(12) and the expansion with second order terms of the measure equation is:
(13) where e j is the j th Cartesian basis vector.
IEKF
The measurement prediction, up to first order, isẑ(k|k −1) = h(k,x(k|k −1). There are errors prediction errors in usingx(k|k − 1) for x(k). Other additional errors are due to measurement nonlinearity. Its possible to alleviate these errors if the updated state is not computed as an approximate conditional mean, but a maximum a posteriori estimate.
The conditional probability density function, PDF, of x(k) given Z k , if all the random variables are Gaussian, is
Maximizig this function is equivalent to minimizing the following
The Iterated Extended Kalman Filter method (IEKF) uses a Newton-Raphson algorithm to estimatex(k|k). Expanding V in a Taylor series up to second order about the i-th estimate of x(k) results in:
Setting the gradient to zero:
This yields the IEKF equation:
SIF
This technique is concerned with maximizing the a posteriori probability density. In the derivation of the EKF, the nominal trajectory is linearized about a nominal trajectory determined byx(k − 1|k − 1)and a nominal statex(k|k − 1). If the nominal trajectory and state are not close to the true trajectory, the truncated expansions of the EKF would represent poor approximations.
MSF
Tanizaki and Mariano proposed an algorithm based on the Monte-Carlo stochastic simulations, where the normal random numbers are generated for the error terms ε(k) and η(k) and the state variables x(k) and x(k − 1) more precisely. This approach is based on the equations:
and
This algorithm is a combination of EKF and Monte-Carlo stochastic simulations. The equations of the Kalman filter are approximated by random draws:
The New Filter
The genetic algorithm is a probabilistic process of search based on the natural selection and the genetic laws. The population J = (J 1 , J 2 , ..., J n ) ∈ J N is modified according to the natural evolutionary process: after initialization, selection ω : The selection operator is intended to improve the average quality of the population by giving individuals of higher quality a higher probability to be copied into the next generation. The selection therefore focuses the search on promising regions in the search space. The quality of an individual is measured by a fitness function f : J −→ IR, where J represents the space of all possible individuals.
The genetic algorithms are often used as a global optimization method of time independent functions, and usually executed off line. However, the natural selection is a local or semi local process in which the species adapt themselves to the environment, which is in turn time dependent (it is on line).
It is possible to adapt the method of genetic algorithms if the search is restricted to a neighborhood of the previous estimation using as fitness function: f : B((k|k − 1), σ ) −→ IR, with σ = P(k|k − 1) ,
(25) Therefore, the algorithm updates the estimations of the states and the covariance matrix and the loop is repeated again, as illustrated in figure 1 . The conditional PDF of
Maximizing the above function is equivalent to calculating a maximum a posteriori (MAP) estimate. This is also equivalent to minimizing V (x(k)) , i.e. maximizing the fitness function f (J ).
The standard fitness function (i.e. divided by the sum of fitness) is an approximation of the conditional density function
From the above it is clear that it is possible to calculate accurately the non linearities of the functions f and g, however introducing the hypothesis of Gaussian noise can not be avoided.
To determine the radius of the zone of search we use the Mahalanobis distance
that measures the uncertainty of the estimatex(k). All this process can be applied to the Extended Kalman Filter (Restricted Genetic Optimization Filter, RGOF) or a Second-order Nonlinear Filter (Second-order Restricted Genetic Optimization Filter, SRGOF).
Comparison of the Nonlinear Filters
A comparison of the nonlinear filters is examined by Monte-Carlo simulations. One set of data x(k) and z(k) are artificially simulated and the estimatex(k) is compared with x(k). and the BIAS and the RMSE between the estimatedx(k) and the simulated one x(k) are computed for each time k. This procedure is performed 6000 times (30 runs of 200 points each). To compare the various estimation methods we consider the five well-known models in ascending order of nonlinearity and with three different levels of noise. In all cases ε(k) and η(k) are assumed to be normally distributed as
where C is a constant and the initial value x(0) is distributed as a normal random variable. The first model is linear:
The second one is the Logistic Model:
The third one is the ARCH model:
The fourth one is the Nonstationary Growth Model given by Kitagawa (1987) and Carlin et al. (1992) .
(33)
The last one correspond to the Tracking, with an angle-only sensor given by BarShalom and Fortmann (1988) 
Discussion
In this paper we have described a new method for filtering nonlinear systems. This method uses Restricted Genetic Optimization to reduce the estimation error of the prior EKF or SNF estimation. Tables 1-3 summarize the results of the simulations of the five models with three levels of noise: ε = η = 0.1, 0.5 and 1.0. Each number shown in the tables represents the mean of thirty runs of two hundred points each.
It is clear from the above results that the precision (based on the RMS Error criteria) of the filter estimates of the SRGOF are certainly improved over the other algorithms, especially in the noisier and more nonlinear situations. Judging from the criteria of BIAS there are no big differences between the different methods, however some of the algorithms (MSF, SIF and IEKF) are less robust in certain situations.
Finally, the most important charactheristic of the proposed SRGOF algorithm is its robustness in the noisier and highly nonlinear situations which are the desired characteristics of such filters.
