We present a deterministic (1+o(1))-approximation O(n 1/2+o(1) + D 1+o(1) )-time algorithm for solving the single-source shortest paths problem on distributed weighted networks (the CONGEST model); here n is the number of nodes in the network and D is its (hop) diameter. This is the first non-trivial deterministic algorithm for this problem. It also improves (i) the running time of the randomized (1 + o (1) 
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1+o (1) )-time algorithm for solving the single-source shortest paths problem on distributed weighted networks (the CONGEST model); here n is the number of nodes in the network and D is its (hop) diameter. This is the first non-trivial deterministic algorithm for this problem. It also improves (i) the running time of the randomized (1 + o (1) In achieving this result, we develop two techniques which might be of independent interest and useful in other settings: (i) a deterministic process that replaces the "hitting set argument" commonly used for shortest paths computation in var- * A full version of this paper is available at http://arxiv.org/ abs/1504.07056 † This work was done in part while the author was visiting the Simons Institute for the Theory of Computing. The research leading to this work has received funding from the European ious settings, and (ii) a simple, deterministic, construction of an (n o (1) , o (1) )-hop set of size O(n 1+o (1) ). We combine these techniques with many distributed algorithmic techniques, some of which from problems that are not directly related to shortest paths, e.g. ruling sets [26] , source detection [39] , and partial distance estimation [38] . Our hop set construction also leads to single-source shortest paths algorithms in two other settings: (i) a (1 + o (1) every node to know how far it is from s. The unweighted version -the breadth-first search tree computation -is one of the most basic tools in distributed computing, and is well known to require Θ(D) time (e.g. [44] ). In contrast, the only available solution for the weighted case is the distributed version of the Bellman-Ford algorithm [5, 23] , which requires O(n) time to compute an exact solution. In 2004, Elkin [16] raised the question whether distributed approximation algorithms can help improving this time complexity and showed that any α-approximation algorithm requires Ω((n/α) 1/2 / log n + D) time [17] . Das Sarma et al. [12] (building on [45, 35] ) later strengthened this lower bound by showing that any poly(n)-approximation (randomized) algorithm requires Ω(n 1/2 / log n + D) time. This lower bound was later shown to hold even for quantum algorithms [19] .
Since running times of the formÕ(n 1/2 + D) 1 show up in many distributed algorithms (e.g. MST [36, 45] , connectivity [53, 46] , and minimum cut [43, 25] ) it is natural to ask whether the lower bound of [12] can be matched. The first answer to this question is a randomized O(
-time algorithm by Lenzen and Patt-Shamir [37] 2 . The running time of this algorithm is nearly tight if we are satisfied with a large approximation ratio. For a small approximation ratio, Nanongkai [42] presented a randomized ( 
The running time of this algorithm is nearly tight when D is small, but can be close toΘ(n 2/3 ) even when D = o(n 2/3 ). This created a rather unsatisfying situation: First, one has to sacrifice a large approximation factor in order to achieve the near-optimal running time, and to achieve a (1 + o(1)) approximation factor, one must pay an additional running time of D 1/4 which could be as far from the lower bound as n 1/8 when D is large. Because of this, the question whether we can close the gap between upper and lower bounds for the running time of (1 + o(1))-approximation algorithms was left as the main open problem in [42, Problem 7.1] . Secondly, and more importantly, both these algorithms are randomized. Given that designing deterministic algorithms is an important issue in distributed computing. This leaves an important open problem whether there is a deterministic algorithm that is faster than BellmanFord's algorithm, i.e. that runs in sublinear-time.
Our Results.
In this paper, we resolve the two issues above. We present a deterministic (1+o(1))-approximation O(n 1/2+o(1) +D 1+o(1) )-time algorithm for this problem (the o(1) term in the approximation ratio hides a 1/ polylog n factor and the o(1) term in the running time hides an O( log log n/ log n) factor). Our algorithm almost settles the status of this problem as its running time matches the lower bound of Das Sarma et al. up to an O(n o(1) ) factor. Since an α-approximate solution to SSSP gives a 2α-approximate value of the network's weighted diameter (cf. Section 2), our algorithm can (2 + o(1))-approximate the weighted diameter within the same running time. Previously, Holzer et al. [31] showed that for any > 0, a (2 − )-approximation algorithm for this problem requiresΩ(n) time. Thus, the approximation ratio provided by our algorithm cannot be significantly improved without increasing the running time. The running time of our algorithm also cannot be significantly improved because of the lower bound of Ω(n 1/2 / log n + D) [12] for approximate SSSP which holds for any poly(n)-approximation algorithm.
Using the same techniques, we also obtain a deterministic (1 + o (1) (1))-approximation of the diameter requiresΩ(n) time in the worst case [30] in the congested clique.
Our techniques also lead to a (non-distributed) streaming algorithm for (1 + o(1))-approximate SSSP where the edges are presented in an arbitrary-order stream, and an algorithm with limited space (preferablyÕ(n log W ), when edge weights are in {1, 2, . . . W }) reads the stream in passes to determine the answer (see, e.g., [40] for a recent survey). It was known thatÕ(n log W ) space and one pass are enough to compute an O(log n/ log log n)-spanner and therefore approximate all distances up to a factor of O(log n/ log log n) [22] (see also [21, 3, 20, 18] ). This almost matches a lower bound which holds even for the s-t-shortest path problem (stSP), where we just want to compute the distance between two specific nodes s and t [22] . On unweighted graphs one can compute (1 + , β)-spanners in β passes and O(n 1+1/k ) space [20] , and get (1 + )-approximate SSSP in a total of O(β/ ) passes. In 2006, McGregor raised the question whether we can solve stSP better with a larger number of passes (see [1] ). Very recently Guruswami and Onak [27] showed that a p-pass algorithm on unweighted graphs requiresΩ(n 1+Ω(1/p) /O(p)) space. This does not rule out, for example, an O(log n)-passÕ(n)-space algorithm. Our algorithm, which solves the more general SSSP problem, gets close to this: it takes O(n o(1) log W ) passes and O(n 1+o(1) log W ) space.
Overview of Techniques.
Our crucial new technique is a deterministic process that can replace the following "path hitting" argument: For any c, if we pickΘ(c) nodes uniformly at random as centers (typically c = n 1/2 ), then a shortest path containing n/c edges will contain a center with high probability. This allows us to create shortcuts between centers -where we replace each path of length n/c between centers by an edge of the same length -and focus on computing shortest paths between centers. This argument has been repetitively used to solve shortest paths problems in various settings (e.g. [54, 28, 15, 4, 48, 49, 13, 14, 41, 7, 37, 42] ). In the sequential model a set of centers of sizeΘ(c) can be found deterministically with the greedy hitting set heuristic once the shortest paths containing n/c edges are known [55, 33] . We are not aware of any non-trivial deterministic process that can achieve the same effect in the distributed setting. The main challenge is that the greedy process is heavily sequential as the selection of the next node depends on all previous nodes, and is thus hard to implement efficiently in the distributed setting 4 . In this paper, we develop a new deterministic process to pickΘ(c) centers. The key new idea is to carefully divide nodes intoÕ(1) types. Roughly speaking, we associate each type t with a value wt and make sure that the following properties hold: (i) every path π with Ω(n/c) edges and weight Θ(wt) contains a node of type t, and (ii) there is a set of O(n/c) centers of type t such that every node of type t has at least one center at distance o(wt). We define the set of centers to be the collection of centers of all types. The two properties together guarantee that every long path will be almost hit by a center: for every path π containing at least n/c edges, there is a center whose distance to some node in π is o(w(π)) where, w(π) is the total weight of π. This is already sufficient for us to focus on computing shortest paths only between centers as we would have done after picking centers using the path hitting argument. To the best of our knowledge, such a deterministically constructed set of centers that almost hits every long path was not known to exist before. The process itself is not constrained to the distributed setting and thus might be useful for derandomizing other algorithms that use the path hitting argument.
To implement the above process in the distributed setting, we use the source detection algorithm of Lenzen and Peleg [39] to compute the type of each node. We then use the classic ruling set algorithm of Goldberg et al. [26] to compute the set of centers of each type that satisfies the second property above. (A technical note: we also need to compute a bounded-depth shortest-path tree from every center. In [42] , this was done using the random delay technique. We also derandomize this step by adapting the partial distance estimation algorithm of Lenzen and Patt-Shamir [38] .)
Another tool, which is the key to the improved running time, is a new hop set construction. An (h, )-hop set of a graph G = (V, E) is a set F of weighted edges such that the distance between any pair of nodes in G can be (1 + )-approximated by their h-hop distance (given by a path containing at most h edges) on G = (V, E ∪F ) (see Section 2 for details). The notion of hop set was defined by Cohen [10] in the context of parallel computing, although it has been used implicitly earlier, e.g. [54, 34] (see [10] for a detailed discussion). The previous SSSP algorithm [42] was able to construct an (n/k, 0)-hop set of size kn, for any integer k ≥ 1, as a subroutine (in [42] this was called shortest paths diameter reduction 5 ). In this paper, we show that this subroutine can be replaced by the construction of an ( (1) ). Our hop set construction is based on computing clusters which is the basic subroutine of Thorup and Zwick's distance oracles [51] and spanners [51, 52] . It builds on a line of work in dynamic graph algorithms. In [6] , Bernstein showed that clusters can be used to construct an (n o (1) , o(1))-hop set of size O(n 1+o (1) ). Later in [29] , we showed that the same kind of hop set can be constructed by using a structure similar to clusters while restricting the shortest-path trees involved to some small distance and use such a construction in the dynamic (more precisely, decremental) setting. The con-struction is, however, fairly complicated and heavily relies on randomization. In this paper, we build on the same idea, i.e., we construct a hop set using bounded-distance clusters. However, our construction is significantly simplified, to the point that we can treat the cluster computation as a black box. This makes it easy to apply on distributed networks and to derandomize. To this end, we derandomize the construction simply by invoking the deterministic clusters construction of Roditty, Thorup, and Zwick [47] and observe that it can be implemented efficiently on distributed networks 6 . We note that it might be possible to use Cohen's hop set construction instead. However, Cohen's construction heavily relies on randomness and derandomizing it seems significantly more difficult.
Organization.
We start by introducing notation and the main definition in Section 2. Then in Section 3 we explain the deterministic hop set construction in, which is based on a variation of Thorup and Zwick's clusters [51] In Section 4, we give our main result, namely the (
In that section we explain the deterministic process for selecting centers mentioned above, as well as how to implement the hop set construction in the distributed setting.
PRELIMINARIES
In this paper we consider weighted undirected graphs. For a set of edges E, the weight of each edge (u, v) ∈ E is given by a function w (u, v, E) .
Whenever we define a set of edges E as the union of two sets of edges E1 ∪ E2, we set the weight of every edge (u, v) ∈ E to w(u, v, E) = min(w(u, v, E1), w(u, v, E2)). We denote the weight of a path π in a graph G by w(π, G) and the number of edges of π by |π|.
Given a graph G = (V, E) and a set of edges F ⊆ V 2 , we define G∪F as the graph that has V as its set of nodes and E∪ F as its set of edges. The weight of each edge (u, v) is given by
We denote the distance between two nodes u and v, i.e., the weight of the shortest path between u and v, by d (u, v, G) . We define the distance between a node u and a set of nodes 
We denote the hop-distance between two nodes u and v, i.e., the distance between u and v when we treat G as an unweighted graph, by hop (u, v, G) . (u, v, G) . When G is clear from the context, we use D instead of D(G). We note that this is different from the weighted diameter, which is defined as WD(G) = max u,v∈V (G) d (u, v, G) . Throughout this paper we use "diameter" to refer to the hop diameter (as it is typically done in the literature).
Given any graph G = (V, E), any integer h, and ≥ 0, we say that a set of weighted edges F is an (h, )-hop set of G if
where H = (V, E ∪ F ). In this paper we are only interested in (n o (1) , o(1))-hop sets of size O(n 1+o(1) ). We refer to them simply as "hop sets" (without specifying parameters).
In our algorithm we will repeatedly use the following established weight-rounding technique [9, 55, 6, 41, 7, 42 ] to scale down edge weights at the cost of approximation. 
An important subroutine in our algorithm is a procedure for solving the source detection problem [39] in which we want to find the σ nearest "sources" in a set S for every node u, given that they are of distance at most γ from u. Ties are broken lexicographically. The following definition if from [38] 
Definition 2.2 ((S, γ, σ)-detection). Consider a graph G, a set of "sources" S ⊆ V (G), and parameters γ, σ ∈ N. For any node u let L(u, S, γ, σ, G) denote the list resulting from ordering the set
{(d(u, v, G), v)|v ∈ S ∧ d(u, v, G) ≤ γ}((d(u, v, G), v) < (d(u, v , G), v ) ⇐⇒ (d(u, v, G) < d(u, v , G))∨(d(u, v, G) = d(u, v , G)∧v < v ) ,
and restricting the resulting list to the first σ entries. The goal of the (S, γ, σ)-detection problem is to compute L(u, S, γ, σ, G) for every node u ∈ V (G). In the distributed setting we assume that each node knows γ, σ, and whether it is in S or not and the goal is that every node u ∈ V (G) knows its list L(u, S, γ, σ, G),
Lenzen and Peleg designed a source detection algorithm for unweighted networks [39] . One can also run the algorithm on weighted networks, following [38, proof of Theorem 3.3], by simulating each edge of some weight L with an unweighted path of length L. Note that nodes in the paths added in this way are never sources. We also use another source detection algorithm: Roditty, Thorup, and Zwick [47] also solve a variant of the source detection problem with γ = ∞ in their centralized algorithm for computing distances oracles and spanners deterministically. They reduce the source detection problem to a sequence of single-source shortest paths computations on graphs with some additional nodes and edges. Their algorithm can easily be generalized to arbitrary γ. Theorem 2.4 (implicit in [47] The classic result of Goldberg et al. [26] shows that in the distributed setting, for any c ≥ 1, we can compute a (c, cλ)-ruling set deterministically in O(c log n) rounds, where λ is the number of bits used to represent each ID in the network. Since it was not explicitly stated that this algorithm works in the CONGEST model, we sketch an implementation of this algorithm in the full version of this paper (see [ 
DETERMINISTIC HOP SET CONSTRUC-TION
In this section we present a deterministic algorithm for constructing an (n o (1) , o(1))-hop set.
Deterministic Clusters
The basis of our hop set construction is a structure called cluster introduced by Thorup and Zwick [51] . Consider an integer p such that 2 ≤ p ≤ log n and a hierarchy A of sets of nodes (Ai) 0≤i≤p such that A0 = V , Ap = ∅, and A0 ⊇ A1 ⊇ . . . ⊇ Ap. We say that a node v has priority i if v ∈ Ai \ Ai+1 (for 0 ≤ i ≤ p − 1). For every node v ∈ V we define the restricted cluster up to distance R as
where i is the priority of v. For every node v ∈ V , every 0 ≤ i ≤ p − 1, and every R ≥ 1, we define the restricted i-bunch up to distance R as
Clusters and bunches are dual concepts, i.e., u ∈ C (v, A, R, G) if and only if v ∈ 0≤i≤p−1 Bi(u, A, R, G). In our hop set construction we will use sets of edges obtained from the clusters in the straightforward way: every node has an edge to each node in its cluster. Note that the size of such a set of edges (which in turn influences the size of our hop set) is at most v∈V |C (v, A, R, G)|, the size of all clusters, which is equal to
A second motivation for keeping cluster sizes small is that in the models of computation considered in this paper also the time needed for constructing all clusters will depend on both R and the size of the clusters. Given a hierarchy of sets A, the clusters can be computed as follows. First, for every 1 ≤ i ≤ p − 1, compute the distance of every node to its closest node in Ai by constructing a shortest-path tree in a modification of the graph where all nodes of Ai are contracted to a single source node. Second, compute the cluster of every node v by constructing a shortest-path tree up to distance R from v under the following restriction: only let a node u to join the tree if d(u, v, G) < d(u, Ai+1, G) . This additionally computes the distances between v and every node in its cluster.
If randomization is allowed, bunches of small size can be obtained as follows [51] : If we set A0 = V and Ap = ∅, and for each 0 ≤ i ≤ p − 2 we obtain Ai+1 by picking each node from Ai with probability (ln n/n) 1/p , then the expected size of each i-bunch is at most n 1/p and thus the expected size of all bunches (and hence all clusters) is O(pn 1+1/p ). Roditty, Thorup and Zwick [47] also give a deterministic algorithm for setting A such that the resulting clusters will have the same asymptotic size. Following their algorithm we iteratively compute Ai's such that the restricted i-bunch of every node will have size q =Õ(n 1/p ). We set A0 = V and, given Ai, we construct Ai+1 as follows. Using a source detection algorithm, we first determine for each node v the set L(v, Ai, R, q, G), which among all nodes of Ai at distance at most R from v contains the q closest ones. We now find a set Ai+1 ⊆ Ai of size |Ai+1| ≤ |Ai|/n 1/p such that, for every node v, L(v, Ai, R, q, G) contains at least one node of Ai+1. This restricts the size of each i-bunch to q. Finding such a set Ai+1 of minimum size is exactly the hitting set problem. By probabilistic arguments there exists a hitting set of size |Ai|/n 1/p . Once all sets L(v, Ai, R, q, G) are known, we can compute an approximation of the minimum hitting set using a greedy heuristic. The guarantees of our algorithm for computing clusters can be summarized as follows.
Theorem 3.1. Given a weighted graph G and parameters p and R, there is a deterministic algorithm Clusters(G, p, R) that computes a hierarchy of sets
A = (Ai) 0≤i≤p , where V = A0 ⊆ A1 ⊆ · · · ⊆ Ap = ∅, such that v∈V |C (v, A, R, G)| = O(pn 1+1/p ).
It also computes, for every node v, the set C (v, A, R, G) and for each node w ∈ C (v, A, R, G) the value of d(v, w, G).

Hop Set from Clusters
We now explain how to construct the hop set. We omit many details, which can be found in the full version of the paper.
Assume we are given a hierarchy of sets A and the corresponding clusters and consider the set of edges F containing for every node u edges to all nodes v in its cluster with weight equal to the distance from u to v. Using an analysis similar to [52] and [29] we can show that if the number of priorities p is small enough the following holds after adding the edges of F to the graph: for every ∆ sufficiently smaller than the distance range R we can, for all pairs of nodes u and v find a path from u to v with O ((p + 1) d(u, v, G) /∆ ) edges that overestimates the distance from u to v by a multiplicative error of (1 + ) and an additive error of n o (1) .
Lemma 3.2. Let F ⊆ V 2 be the set of edges computed by Procedure 1 for an integer-weighted graph G = (V, E)
and parameters ∆ ≥ 1 and 0 < ≤ 1. Then F has sizẽ O(pn 1+1/p ), where p = (log n)/(log (4/ )) , and in the graph H = G ∪ F , for every pair of nodes u and v, we have
Procedure 1: HopReductionAdditiveError(G, ∆, ) Input: Graph G = (V, E) with non-negative integer edge weights, ∆ ≥ 1, 0 < ≤ 1 Output: Hop-reducing set of edges F ⊆ V 2 as specified in Lemma 3.2
Consider a shortest path π from u to v with h edges and weight R ≥ ∆. With the hop reduction of Procedure 1 we can compute a set of edges that reduces the number of hops from u to v toÕ(R/∆) (at the cost of approximating the distance). This is not yet sufficient for computing the desired hop set because R might be as large as nW . Instead we would like to reduce the number of hops toÕ(h/∆) as h can be at most n. We can achieve this by using the weight-rounding technique of Lemma 2.1: for every distance range of the form 2 j . . . 2 j+1 , we scale down the edge weights by a certain factor ρj (depending on j, h, and ) and run Procedure 1 on this scaled-down version of G to obtain a set of edges Fj. The set j Fj will then provide a reduction toÕ(h/∆) hops. Additionally, if h is sufficiently larger than ∆, then the additive error inherent in the hop reduction of Procedure 1 can be counted as an additional multiplicative error of . 
We now use the following iterative approach in which we repeatedly apply the hop reduction of Procedure 2 with ∆ = n o (1) . We first compute a set of edges F1 that reduces the number of hops in G from h0 = n to h1 = h0/∆ = n/∆. We then add all these edges to G and consider the graph HopReduction(G, ∆, h, , W ) Input: Weighted graph G = (V, E) with integer edge weights from 1 to W , ∆ ≥ 1, 0 < ≤ 1 Output: Hop-reducing set of edges F ⊆ V 2 as specified in Lemma 3.3
We apply Procedure 2 again on H1 to compute a set of edges F2 that reduces the number of hops in H1 from h1 to h1/∆ = n/∆ 2 . Now observe that the set of edges F1 ∪ F2 reduces the number of hops in G from n to n/∆ 2 and in general, after i iterations, the number of hops is reduced to n/∆ i . This process stops when the number of hops reaches the bound h ≥ n 1/p ∆/(p + 2) of Lemma 3.3. We show that by repeating this process p = Θ( log n/ log (1/ )) times we can compute a set F that reduces the number of hops to n/∆ p = n o (1) .
Procedure 3: HopSet(G, , W )
Input: Weighted graph G = (V, E) with integer edge weights from 1 to
2 be the set of edges computed by Procedure 3 for a weighted graph G = (V, E) and a parameter 0 < ≤ 1. Then, for p = (log n)/(log (108
The main computational cost for constructing the hop set comes from computing the clusters in Procedure 1, which is used as a subroutine repeatedly. If 1/ ≤ polylog n, then (1) and Procedure 3 will compute an (n o (1) , o(1))-hop set of size O(n 1+o(1) log W ); it will performÕ(log W )
cluster computations each with p = Θ( log n/ log (1/ )) priorities up to distance range O(n o(1) ) on a graphs of size O(m 1+o(1) log W ). The concrete time complexity depends on the model of computation we want to consider (see the implementation in Section 4.2). As for each cluster computation the priorities are set deterministically, our whole algorithm is deterministic.
DISTRIBUTED SSSP ALGORITHM ON NETWORKS WITH ARBITRARY TOPOL-OGY
Our algorithm consists of two parts, presented in two sections: In Section 4.1 we give a deterministic algorithm for constructing an overlay network such that it is sufficient to compute SSSP on this network. A randomized version of this result was given in [42] . In Section 4.2 we present a more efficient algorithm for computing SSSP on this overlay network using Procedures 1 to 3 from before. We finish the computation in the same way as in [42] .
Computing an Overlay Network Deterministically
An overlay network (aka landmark or skeleton) [42, 50, 37] is a virtual network G of nodes and "virtual edges" that is built on top of an underlying real network G; i.e.,
such that the weight of an edge in G is an approximation of the distance of its endpoints in G. The nodes in V (G ) are called centers. Computing G means that after the computation every node in G knows whether it is a center and knows all virtual edges to its neighbors in G with their weights. We show in this subsection that there is aÕ(n 1/2 )-time algorithm that constructs an overlay network G ofÕ(n 1/2 ) nodes such that a (1+o(1))-approximation to SSSP in G , can be converted to a (1 + o(1) )-approximation to SSSP in G, as stated formally below.
Theorem 4.1. Given any weighted undirected network G and source node s, there is anÕ(n 1/2 )-time deterministic distributed algorithm that computes an overlay network G and some additional information for every node with the following properties.
• Property 1: |V (G )| =Õ(n 1/2 ) and s ∈ V (G ).
• Property 2: For every node u ∈ V (G), as soon as
In Theorem 4.2 of the full version of [42] , the following randomized algorithm that achieves the result above was given 7 . In the first step of [42] , the algorithm selects each node to be a center with probabilityΘ(1/n 1/2 ) and also makes s a center. By a standard "hitting set" argument (e.g. [54, 13] ), any shortest path containing n 1/2 edges will contain a center with high probability. Also, the number of centers isΘ(n 1/2 ) with high probability. In the second step, the algorithm makes sure that every node v knows theΘ(n 1/2 )-hop distances between v and all centers using a light-weight bounded-hop single-source shortest paths algorithm from all centers in parallel combined with the random delay technique to avoid congestion.
We derandomize the first step as follows: In Section 4.1.1 we assign to each node u a type t(u) such that every path π containing n 1/2 edges contains a special node u with 2 t(u) =  O( w(π, G) ). This is comparable to the property obtained from the hitting set argument, which would be achieved if we made the special node of every path a center. However, this might create too many centers. Instead we select some nodes to be centers using the ruling set algorithm, as described in Section 4.1.2, which outputs a small set of centers and we can show that every special node u is at distanceÕ (2 t(u) ) to one of the centers. Thus, while we cannot guarantee that the path π contains a center, we can guarantee that it contains a node that is not far from a center. To derandomize the second step, we use the recent algorithm of Lenzen and Patt-Shamir [38] for the Partial Distance Estimation (PDE) problem together with the above Procedures 1 to 3, as explained in Section 4.1.2. The parameters used by our algorithm in the following are = 1/ log
, and k = (1 + 2/ )k. Recall that λ is the number of bits used to represent each ID in the network.
Types of Nodes
For any integer i, we let ρi = Proof. Let l = |π|/h ≥ 1/ and let x and y denote the endpoints of π. Partition π into the path πx consisting of the (l − 1)h edges closest to x and the path πy consisting of the |π| − (l − 1)h edges closest to y. Further partition πu into l − 1 non-overlapping subpaths of exactly h edges, and expand the path πy by adding edges of πx to it until it has h edges. Thus, there are now l paths of exactly h edges each and total weight at most 2w(π, G). It follows that there exists a subpath π of π consisting of exactly h edges and weight at most 2w(π, G)/l ≤ 2 w(π, G). Let u and v be the two endpoints of π and let i be the index such that
Computing Types of Nodes.
To compute t(u) for all nodes u, it is sufficient for every node u to know, for each i, whether |B(u, Gi, h )| ≥ h. We do this by solving the (S, γ, σ)-detection problem on Gi with S = V (G), γ = h and σ = h, i.e., we compute the list L(u, S, γ, σ, G) for all nodes u, which contains the σ nodes from S that are closest to u, provided their distance is at most γ. By Theorem 2. 
Selecting Centers via Ruling Sets and Computing Distances to Them
Having computed the types of the nodes, we compute ruling sets for the nodes of each type to select a small subset of nodes of each type as centers. Remember the two properties of an (α, β)-ruling set T of a base set U : (1) all nodes of T are at least distance α apart and (2) each node in U \ T has at least one "ruling" node of T in distance β. We use the algorithm of Theorem 2.6 to compute a (2h + 1, (2h + 1)λ))-ruling set Ti for each graph Gi where the input set Ui consists of all nodes of type i. The number of rounds for this computation is O(h log n) =Õ(n 1/2 ). We define the set of centers as V = ( i Ti) ∪ {s}. Property (1) allows us to bound the number of centers and by property (2) the centers "almost" hit all paths with n 1/2 edges. We prove the following lemma in the full version of our paper. 
Next, we compute for every node u and every center v a valued(u, v) that is a (1 + o(1) The goal is that each node u knowsd(u, v) for all centers v. In particular we also computed(u, v) for all pairs of centers u and v. As in Section 4.1.1, we do this by solving the source detection problem on a graph with rounded weights. 
Equations (1) and (3) it then follows that
We define our final overlay network to be the graph G where the weight between any two centers u, v ∈ V (G ) iŝ d(u, v) (as computed in Section 4.1.2). Additionally, for every node u ∈ V (G) we store the value ofd(u, v) to all centers v ∈ V (G ). All steps for computing G above takeÕ(n 1/2 / ) rounds and |V (G )| =Õ(n 1/2 ). It is thus left to prove Property 2 in Theorem 4.1. This is similar to the standard path-hitting argument (see the full version for details): The shortest path from node u to s can be partitioned into subpaths of at most n 1/2 hops with nodes u1, u2, . . . , ut hitting these paths (where t ≤ n 1/2 and ut is nearest to u) such that each ui has a center vi nearby (by Lemma 4.3). The distance from vi to vi+1 (1 + o (1))-approximates the distance between ui and ui+1.
Computing a Hop Set on an Overlay Network
We now show how to simulate the hop set algorithm presented in Section 3 on an overlay network G , whose set of nodes V (G ) are the centers, to compute a hop set of G (not of G) and how to compute approximate shortest paths from s in G using the hop set. Throughout the algorithm we will work on overlay networks with the same nodes as G , but which might have different edge weights as, e.g., Procedure 2 calls Procedure 1 and Procedure 1 calls Clusters on overlay networks with modified edge weights. Thus, we will use G to refer to an overlay network on which the subroutines run.
Computing Bounded-Distance Single-Source Shortest Paths.
We will repeatedly use an algorithm for computing a shortest-paths tree up to distance R rooted at s on an overlay network G , where R = O(n o (1) ). At the end of the algorithm every center knows this tree. We do this in a breadth-first search manner, in R + 1 iterations. Like in Dijkstra's algorithm, every center keeps a tentative distance δ(s, u) from s and a tentative parent in the shortest-paths tree, i. to all other centers a message (u, δ(s, u), v) where v is the parent of u. Using this information, every center u will update ("relax") its tentative distance δ(s, u) and its tentative parent.
Clearly, after the L th iteration, centers that have distance L+1 from s will already know their correct distance. Thus, at the end of the last iteration every center knows the shortest- 9 More precisely, there is a designated center (e.g. the center with lowest ID) that aggregates and distributes the messages (via upcasting and downcasting on the breadth-first search tree of the network G), and tells other centers when the iteration starts and ends. Computing Priorities, Clusters, and Hop Sets.
To compute the hop set of G we simulate the algorithm of Section 3 on the overlay network. We sketch the main idea here and refer to the full version of our paper for details. The main idea is that the main computational cost for computing the hop set comes from repeatedly calling its subroutine for computing bounded-distance clusters. We observe that computing these clusters on the overlay network basically needs the same analysis as the bounded-distance shortestpath trees discussed above. In particular, for computing the priorities of centers deterministically, we use the source detection algorithm of Theorem 2.4 as a subroutine, which reduces the problem to computing a series of bounded-depth shortest-path trees. Technically, this reduction would require us to add some nodes to the overlay network, which we can avoid by simulating the behaviour of the additional nodes by centers that are already present in the network. We can argue that a single cluster computation takesÕ(RD + N 1+o (1) ) rounds and thus the hop set can be computed deterministically in O(n o(1) D + n 1/2+o(1) ) rounds.
Final Steps. (1) ) rounds by the same method as in Lemma 4.6 in the full version of [42] . The details are given in the full version of our paper. 
