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In recent years, objection detection is one of the most important tasks in
the autonomous driving area. There are many research studies done for 2D
object detection that have achieved very high detection accuracy. However,
the recent trend is 3D object detection. 3D object detection can provide
more information from the 3D bounding boxes, compared to 2D bounding
boxes, which can better describe surrounding obstacles with details, provid-
ing further help with route planning of autonomous vehicles. Researchers
commonly use LiDAR data in 3D object detection, because it can provide
accurate depth information. However, LiDAR sensors are expensive, which
means it is not economical to use LiDAR sensors and data in real life. How-
ever, using only cameras for 3D object detection has low accuracy.
This resulted in the introduction of the pseudo-LiDAR, which uses stereo
images as input and generates a fake point cloud. Then this pseudo-LiDAR
data is used instead of a real point cloud as an input for 3D object detec-
tion algorithms. After one year, pseudo-LiDAR++, which was based on
the original pseudo-LiDAR algorithm, was published. Furthermore, it uses
sparse real LiDAR data to correct the depth of generated LiDAR data. The
pseudo-LiDAR algorithm only uses 2D image data, which lacks depth infor-
mation, hence the accuracy is only a little higher than image-based systems.
At the same time, LiDAR-based 3D object detection algorithms, which use
full LiDAR data, do not fully utilize all LiDAR points, because many points
are redundant.
Sparse LiDAR data can provide accurate depth for a few points. However,
only using sparse real LiDAR points as the input for 3D object detection
cannot generate high detection accuracy, although it can be useful to adjust
a pseudo-LiDAR point cloud. Pseudo-LiDAR++ uses K-nearest-neighbor
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(KNN) to classify the 3D points, and then uses a linear system to adjust the
depth estimation. Based on this algorithm, we proposed a new algorithm
“Depth Correction++” (DC++) that is able to further correct the depth
information. DC++ focuses on pedestrians and cyclists. It uses the clos-
est real LiDAR point to adjust the predicted depth of a target point, which
can e↵ectively decrease the deviation of a small object’s predicted depth.
Therefore, the algorithm enhances the 3D object detection accuracy.
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Object detection is an important task in the autonomous driving area. With
the growth of object detection development and computing capabilities, 2D
object detection has limitations because it can only provide 2D bounding
box results. 3D object detection gives 3D bounding boxes, which can better
describe the surrounding environments, thereafter self-driving cars can make
more accurate decisions. This is because 3D object detection will provide
other modules, such as motion planning, with more detailed information as
inputs.
Current 3D object detection algorithms often rely on LiDAR. LiDAR (also
known as LIDAR, lidar, and LADAR) is a method that can calculate dis-
tances by illuminating objects, like cars and pedestrians, with laser light
and then calculates its reflection by a sensor [1]. Therefore, every object
in the laser range will reflect abundant points with its depth. These points
formed a point cloud. LiDAR with more beams can receive more points,
which can describe the surrounding environment more accurately. Usually,
a LiDAR-based 3D object detection algorithm uses a 64-beam LiDAR model.
However, LiDAR is quite expensive. A 64-beam model can cost $75,000
(US dollars) [2]. It is more expensive than most of the cars themselves,
hence it is not practical to use LiDAR in real life. On the other hand, 3D ob-
ject detection based only on 2D images has extremely low accuracy. Based
on the object results from KITTI datasets, object detection based on the
laser scanner can achieve around 80% accuracy, but the highest accuracy
of image-based systems is around 30% [3]. The KITTI dataset is a very
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popular dataset that contains around 7000 pictures of stereo images and its
corresponding LiDAR data at the same time, which is widely used in 3D
object detection [3]. LiDAR-based systems can achieve more than twice the
accuracy of image-based systems. It is because images only provide infor-
mation in 2D pixels, thus distances between cameras and objects are hard
to obtain. Object detection with low accuracy cannot be utilized in real life.
The self-driving area is highly related to safety issues. Therefore, researchers
are focused on achieving higher accuracy.
In this dilemma, pseudo-LiDAR was developed [4]. It uses stereo images as
inputs, creates fake LiDAR points, and then uses the points as the input of
normal LiDAR-based 3D object detection systems [4]. Stereo images contain
the images from two cameras, one each on the left and right sides of the car.
By comparing the di↵erences between the two pictures and the distances be-
tween two cameras, it can thoroughly calculate the distance between the car
and the objects within the pictures. Surprisingly, pseudo-LiDAR achieves
45.3% accuracy, which is much higher than image-based systems.
After a year, the pseudo-LiDAR++ algorithm was published. It was based
on the pseudo-LiDAR algorithm, and added sparse LiDAR data as another
input to the system [2]. Sparse LiDAR data is a support for correcting the
predicted LiDAR data. After the correction, the object detection systems
can achieve better results. This algorithm’s advantages are quite obvious. It
uses LiDAR points to make up a deficiency of images having no direct depth
information. Besides, sparse LiDAR data can be generated by a four-beam
LiDAR model, which can lower the cost of the whole system.
1.2 Contribution
This thesis proposes a new algorithm based on the pseudo-LiDAR++ algo-
rithm. The main goal is to increase the truthfulness of predicted LiDAR
data. If fake LiDAR data is more similar to real LiDAR data, then the
resulting accuracy of the object detection will be higher. Therefore, the con-
tribution of the thesis is a new algorithm that further corrects the predicted
LiDAR points by sparse laser points. The algorithm focuses on pedestrains
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and cyclists. It can easily extract the depth information from LiDAR points
and apply this information to the generated fake points, and increase the
accuracy of 3D object detection in the end.
1.3 Thesis Organization
This thesis is organized as follows: Chapter 2 discusses the background of
object detection and previous pseudo-LiDAR and pseudo-LiDAR++ work.
Chapter 3 introduces details of the new algorithms, experiment setup, and





Object detection is an important step in autonomous driving. A self-driving
car has many modules in total. There are four main modules as shown in
Figure 2.1: perception, prediction, planning, and control [5]. The perception
module collects data from di↵erent sensors around cars, analyzes the data,
classifies it and tracks objects, such as cars and pedestrians. It obtains
the object motions and positions to the prediction module. The prediction
module will predict the future orientation and location of the objects. The
planning module detects the future route of the self-driving car. The control
module deals with hardware components in the car. Object detection is a
crucial task in the perception module, and perception is the very first module
in self-driving. Other modules rely on the results from perception. Therefore,
improving the accuracy of object detection is critical.
Figure 2.1: Four main modules of self-driving cars
Object detection is a computer-based technology, and related to image
processing and Computer Vision (CV), which detects semantic objects in
many classes, such as pedestrians and cars, from digital images and LiDAR
points [6]. Di↵erent kinds of object detection exist. For di↵erent objects,
there are pedestrian object detection, car object detection, and so on. For
detection results, there are 2D detection, 3D detection and bird’s eye view
(BEV) detection. See Figure 2.2. The 2D detection marks 2D bounding
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boxes (bboxes), and 3D detection marks 3D bboxes in the picture. Bird’s
eye view (BEV) is the objects’ elevated view from above, with a “bird”
perspective.
Figure 2.2: Left is 2D bboxes (top) and 3D bboxes (bottom), right is 2D
BEV bboxes [5]
Figure 2.3: 3D bounding boxes and their BEV bounding boxes [2]
As shown in Figure 2.3, 3D bounding boxes can provide more informa-
tion, such as height, weight, and length information. With more information
about object results, it helps the car to detect how close it is to the surround-
ing objects, thereafter making decisions more accurate. This is the reason
why researchers are more interested in 3D object detection than 2D object
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detection currently.
The internal structures of image-based object detection and LiDAR-based
object detection are rather distinct. An image-based system is similar as CV,
such as using Convolutional Neural Network (CNN) as shown in Figure 2.4.
CNN gets classification and detection results by extracting feature informa-
tion from convolution, pooling and fully connected layers. The input shape
for CNN is (N,H,W ). N is the number of images, H is the height of images,
and W is the width of images.
Figure 2.4: Basic CNN architecture [7]
Figure 2.5: PointNet architecture [8]
However, the LiDAR-based system is using a di↵erent structure. Take the
PointNet as an example. The input is a tensor with shape (n, 3), where n is
the number of LiDAR points, 3 represents the values on x, y, z coordinates.
The classification network input parses points into input transformations,
which make some modifications to the input tensor without shape change,
then aggregates features by max pooling. T-net is a mini-network that pre-
dicts an a ne transformation matrix [8]. Then the input is applied with the
transformation matrix by the matrix multiply. The network consists of a
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shared multi-layer perception (mlp) (64, 128, 1024) network with layer out-
put sizes 64, 128, 1024 [8]. As we can see from Figure 2.5, the number of the
inputs channel is from 3 to 1024. After several steps, the network can get
classification scores for classes [8]. The segmentation network is an extension
to the classification PointNet, which separates the objects in the images. In
the segmentation network, local point features, which are the output after
the second transformation network, and the global feature are concatenated
for each point [8]. Therefore, the network directly extracts the location and
shape information from LiDAR points.
2.2 Pseudo-LiDAR and Pseudo-LiDAR++
Pseudo-LiDAR (PL) points are a set of fake laser points that are generated
by the PL algorithm, which uses stereo images as inputs. Stereo images are
taken from cameras from the left and right sides. According to the distance
between two cameras, and the di↵erences between the two images, the depth
of objects can be calculated. Every 2D pixel in an image is (u, v), distance
between two cameras is b, fU is the focal length of the camera from a car,
and Y (u, v) is a disparity map from two di↵erent images [4]. Then based on





Based on the depth map, x, y, z represent the values on the 3D coordinate,
which can be generated by the following equations, where (cU , cV ) is the pixel
location based on the camera center and fV is the vertical focal length [4].
Then the fake 3D LiDAR points are achieved.





(v   cV )⇥ z
fV
(2.2)
Figure 2.6 is a picture of the PL pipeline. First, images generate the corre-
sponding depth map by the depth estimation algorithm. Second, the depth
map generates a pseudo LiDAR point cloud. Third, 3D object detection al-
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Figure 2.6: Pseudo-LiDAR pipeline [4]
gorithms use Pseudo LiDAR data as a substitute for real LiDAR data. Some
LiDAR-based detection uses stereo/mono images as well. Then the whole
system is set up.
Table 2.1 and Table 2.2 show that compared to the image-based algorithms,
the PL algorithm’s accuracy is improved. Especially when IoU = 0.7, the PL
algorithm achieves at most 3 times higher accuracy than images-based algo-
rithms. When IoU = 0.5, the PL algorithm did not improve the accuracies a
lot. It is because when IoU = 0.5, the task will be easier. The overlap area
of a ground truth bounding box and the corresponding predicted bounding
box achieving 50% can be considered successful.
Table 2.1: PL results for the car category on Frustum-PointNet, IoU = 0.7
AP3D[8]
Input Signal Easy Moderate Hard
PL network 59.4 39.8 33.5
Mono 28.2 18.5 16.4
LiDAR + Mono 82.6 68.8 62.0
Table 2.2: PL results for the car category on Frustum-PointNet, IoU = 0.5,
AP3D[8]
Input Signal Easy Moderate Hard
PL network 89.5 75.5 66.3
Mono 66.3 42.3 38.5
LiDAR + Mono 96.1 89.3 86.2
However, images are still in 2D coordinates. Using 2D points to generate
3D points will always have some bias. The accuracy of Frustum-PointNet
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drops from 62.0 to 33.5 for the hard dataset when IoU = 0.7. The accu-
racy drops more than a half, which means the truthfulness of pseudo-LiDAR
points is rather low compared to the real LiDAR data.
Therefore, after a year, Pseudo-LiDAR++ (PL++) was published. Based
on the PL algorithm, the PL++ algorithm introduced a new input, which
consists of sparse real LiDAR points. The bias between PL points and real
points can be reduced by real LiDAR data. Because the goal is reducing the
bias for an existing point cloud, a full LiDAR point cloud is not needed. A full
LiDAR point cloud needs a 64-beam LiDAR model, which is quite expensive.
However, sparse LiDAR data only needs a four-beam LiDAR model, resulting
in much lower costs. Using a sparse LiDAR dataset to correct the PL points
is called “Graph-based Depth Correction” (GDC) in Pseudo-LiDAR++ [2].
There are three steps in the depth correction algorithm, input match-
ing, edge weights, and depth correction [2]. Input matching takes points
from the LiDAR and pseudo-LiDAR. Firstly, it converts the LiDAR points
(x, y, z) to the depth information on the image pixels (xu, yv, z). Assume
there are m LiDAR points and n pseudo-LiDAR points. For edge weights,
the K-nearest-neighbor (KNN) algorithm is used to classify real and fake
data into clusters. Then it creates a weight matrix W ✓ R(n+m)⇥(n+m), while
Wij states the edge-weight between points i, j [2]. W can be generated by
the equation (2.3), where Z is a real depth map, which can minimize the L2
norm of the weight matrix.
W = arg minW ||Z  WZ||22 (2.3)
Then we denote Z
0
as a corrected depth map. In Z







L corresponds to real LiDAR points and Z
0
PL corresponds
to corrected predicted points [2]. The final Z
0
can be solved based on (2.4).
Last, by using the corrected depth map, then corrected pseudo-Lidar points
are easily obtained.
Z
0 = arg minZ0 ||Z 0  WZ 0||2 (2.4)
During these two processes, firstly we achieve a corrected matrix W that
indicates the relationship with real LiDAR and pseudo-LiDAR points. Then
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we use this matrix W to compute the corrected depth map. Finally, we use
the corrected depth map to generate the corrected predicted LiDAR points.
The PL++ provides a pseudo-code for this algorithm in Figure 2.7. The
main algorithm has two linear systems and can be solved by Lagrange mul-
tipliers [2]. For the second step, the PL++ used algorithm Conjugate
Gradient (CG) to solve the sparse linear system, in order to achieve a faster
computation.
Figure 2.7: Pseudo-code for GDC algorithm [2]
Figure 2.8: Results of GDC: Green box is ground truth BBox, blue points
are real LiDAR points, red points are pseudo-LiDAR points, and purple
ones are corrected pseudo-LiDAR points by few yellow sparse LiDAR
points [2]
See Figure 2.8. Based on the GDC, we can see the corrected pseudo-LiDAR
points are much closer to the real LiDAR points than PL points. From the
red points, we can easily observe the shape of a car as blue points. It states
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that the o↵sets of pseudo-LiDAR points from real data are systematic, hence
this o↵set can be reduced by a linear system.
With a more accurate input, a more accurate bounding box can be pre-
dicted. The PL++ declares the di↵erence between PL++ and LiDAR is
at most 13% [2]. As shown in Table 2.3, the PL++’s accuracy is almost 2
times higher than PSNNet’s (PL). And only with GDC, the accuracy can
be increased by around 15%. The results are impressive. In the meantime,
it states that decreasing the gap between pseudo-LiDAR points and LiDAR
points is critical.
Table 2.3: Results of PSNNet & SDN & SDN + GDC on F-PointNet for
the pedestrian category, AP3D at IoU = 0.5 [2]
Input Signal Easy Moderate Hard
PSMNet 33.8 27.4 24.0
SDN 40.9 32.9 28.8
SDN + GDC 53.6 44.4 38.1
2.3 Summary
The above background describes the current status of the pseudo-LiDAR,
and the results are impressive. In order to further reduce the gap between
PL and LiDAR points, we devise a new algorithm based on the Pseudo-
LiDAR++. It can further minimize the gap and achieve better accuracy on
3D object detection networks. The detailed approach and experiment are
discussed in Chapter 3.
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CHARTER 3: HYPOTHESES AND
EXPERIMENTS
3.1 Failed Approaches
We choose the 3D object detection algoritm Frustum-PointNet (F-PointNet)
for testing [9]. The F-PointNet is the state-of-the-art 3D object detection
algorithm in the KITTI dataset [3]. Firstly we tested the original F-PointNet
with real LiDAR points on the KITTI dataset, shown in Table 3.1.
Table 3.1: 3D object detection accuracy of F-PointNet, AP3D
category Easy Moderate Hard
Car 84.26 71.26 63.25
Pedestrian 65.93 56.21 49.44
Cyclist 77.93 57.81 53.82
Second, we used the predicted LiDAR points from PL++ algorithms,
tested on F-PointNet, and got the results shown in Table 3.2. As we can
see the accuracy drops around 20% for each category and dataset.
Table 3.2: 3D object detection accuracy of PL++ on F-PointNet, AP3D
category Easy Moderate Hard
Car 71.75 58.32 50.16
Pedestrian 48.30 37.07 31.32
Cyclist 57.47 39.90 37.04
In the following subsections, we will introduce the approaches we have
tried, analyze the results, and investigate the failed reasons.
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3.1.1 Modify the Number of Nearest Neighbors
The main focus of enhancing pseudo-LiDAR accuracy is improving the depth
correction algorithm [2]. By modifying the current GDC, we first considered
the number of nearest neighbors in KNN. PL++ uses k = 10 in KNN, where
k is the number of nearest neighbors. We changed the k from 10 to 20, and
from 10 to 5 separately, to examine the influence of the surrounding points.
Table 3.3 and Table 3.4 show the results.
Table 3.3: k = 20 of PL++ on F-PointNet, AP3D
category Easy Moderate Hard
Car 57.15 46.02 39.55
Pedestrian 42.19 34.45 29.15
Cyclist 53.12 35.56 33.17
As we can see from Table 3.3, after increasing the k, which means consid-
ering more surrounding points, the accuracy drops a lot for every category.
Especially for the easy dataset, the higher the original accuracy, the more
accuracy drops. Therefore, it shows that taking more points into considera-
tion includes more extra useless information. Some points might be far away
from the target points. This will result more uncertainty in the system.
Table 3.4: k = 5 of PL++ on F-PointNet, AP3D
category Easy Moderate Hard
Car 61.19 51.75 44.02
Pedestrian 43.16 34.25 29.14
Cyclist 55.23 38.79 35.89
For a k = 5, the accuracy still decreases for every category and every
di culty level of the dataset. But the drop is less than k = 20’s. Taking
5 points can achieve similar results as 10 points. It states that the number
of nearest neighbors matters and considering the nearest 5 to 10 points is
enough for correcting the PL points.
13
3.1.2 Change the Range of LiDAR Points
In the original algorithms, not all LiDAR points are used because of mea-
surement errors and prediction errors. For some points, the depth values
of PL and LiDAR can be quite distinct. So only the points whose depth
di↵erence between PL and real LiDAR data is less than two meters can be
considered. And this step also avoids numerical issues when solving linear
algebra problems. Therefore, this step is deciding the range of points taken.
Then it would be meaningful to see how the range a↵ects the results. First,
we change the distance to four meters, which increases the number of points
that are considered. Table 3.5 shows the results.
Table 3.5: Depth distance between PL and LiDAR data is less than 4, AP3D
category Easy Moderate Hard
Car 70.64 53.45 45.09
Pedestrian 44.57 35.77 30.45
Cyclist 54.35 35.38 33.08
After considering more points, the accuracy drops about 4%, except for
the easy dataset for the car category. The reason might be a car is a larger
object compared to a pedestrian and cyclist. Taking points within distance
2 or 4 does not a↵ect the shape and location of cars. But taking more points
into consideration adds more unrelated surrounding points for small objects,
such as pedestrians and cyclists. Then the accuracy for small objects will
drop correspondingly. Based on this result, we did another test on distance
less than 1, shown in Table 3.6.
Table 3.6: Depth distance between PL and LiDAR data is less than 1, AP3D
category Easy Moderate Hard
Car 65.49 51.97 44.08
Pedestrian 50.19 38.60 33.44
Cyclist 54.09 35.18 32.35
As our assumption, the pedestrian accuracy increases 2%, due to taking
fewer surrounding points. However, the car accuracy drops 15% and cyclist
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accuracy drops 3%. Using a smaller range means fewer points are considered.
Then the uncertainty will increase. Therefore, this approach is not what we
are trying to achieve.
3.1.3 Non-Linear Systems
The PL++ uses a linear system to solve the relation of predicted points and
real LiDAR points. However, such a linear system may not deliver the best
solution. Thus, we plan to use a non-linear system to solve it. Moreover,
because a target point has many real LiDAR neighbors, and every neighbor
has a di↵erent distance from the target point, it is also meaningful to inves-
tigate how various distances from neighbors can influence the result. Here,
we use a slightly di↵erent model from the PL++. We have a closest real
LiDAR point whose distance from the target point is dmin, and a threshold
1.2 means we are only considering distance (d) < 1.2 ⇥ dmin. Every depth
di↵erence between a predicted depth and a real depth from a point within
the range, which corrects the target point, is adjusted by a coe cient, diff 0
= c(coefficient)⇥diff . We use an equation c = ↵⇥d0(distance)+1, where
↵ is a negative coe cient that makes c in the range of [0.6, 1), d0 can equal to
d, d2 or d3. We did multiple tests on di↵erent thresholds, ↵, and d0 between
the target point and a real LiDAR point.
Firstly, we tried with ↵ = 0, then c is always 1. It represents that the points
within [d, 1.2d] are treated the same. Table 3.7 shows the results. However,
the accuracy drops. It states that neighbor points in di↵erent locations would
have di↵erent e↵ects.
Table 3.7: d0 = d3, ↵ = 0, threshold=1.2, AP3D
category Easy Moderate Hard
Car 63.10 48.29 41.19
Pedestrian 47.30 36.65 31.57
Cyclist 56.40 38.55 35.99
Then we changed ↵ to -1e 2 and -2e 2 to see how results change, as shown
in Table 3.8 and Table 3.9. The change of ↵ has a great influence on the
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detection accuracy. Changing ↵ from -2e 2 to -1e 2 makes the accuracy drop
around 15%. The smaller ↵ means the c will become smaller. Then the diff 0
is smaller. The results show that c cannot be too small.
Table 3.8: d0 = d3, ↵ =  1e 2, threshold=1.2, AP3D
category Easy Moderate Hard
Car 49.85 39.54 35.88
Pedestrian 31.77 25.92 22.72
Cyclist 41.49 29.73 27.90
Table 3.9: d0 = d3, ↵ =  2e 2, threshold=1.2, AP3D
category Easy Moderate Hard
Car 67.32 52.96 44.78
Pedestrian 46.55 35.78 30.34
Cyclist 50.33 32.50 30.51
Then we tried the quadratic approach and got the results shown in Table
3.10 and Table 3.11. According to above results, we set the absolute value
of ↵ smaller this time and see if this helps improve the accuracy.
Table 3.10: d0 = d2, ↵ =  5e 3, threshold=1.2, AP3D
category Easy Moderate Hard
Car 60.64 49.35 42.10
Pedestrian 22.94 17.97 15.61
Cyclist 40.39 27.15 25.81
Table 3.11: d0 = d2, ↵ =  5e 4, threshold=1.2, AP3D
category Easy Moderate Hard
Car 69.22 53.79 45.56
Pedestrian 48.37 37.27 31.82
Cyclist 61.92 40.93 38.37
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The accuracy increases when ↵ =  5e 4, compared to ↵ =  2e 2. Though
the small |↵| enhances the accuracy, the accuracy still drops compared to the
original accuracy. The above results show that a non-linear system cannot
achieve good results. Then, we tested this modified system with a linear
system. Table 3.12 shows the results.
Table 3.12: d0 = d, ↵ =  5e 4, threshold=1.2, AP3D
category Easy Moderate Hard
Car 68.94 52.85 44.73
Pedestrian 41.92 33.29 28.19
Cyclist 56.83 36.66 34.10
The result is still not satisfying. In this experiment, the threshold is actu-
ally another important variable, hence we did tests on threshold = 1.5 and
threshold = 2 to check how this variable will influence the results.
Table 3.13: d0 = d, ↵ =  5e 4, threshold=1.5, AP3D
category Easy Moderate Hard
Car 64.13 46.78 40.68
Pedestrian 32.17 25.71 22.63
Cyclist 52.04 33.83 31.94
Table 3.14: Linear, ↵ =  5e 4, threshold=2, AP3D
category Easy Moderate Hard
Car 57.81 40.98 34.10
Pedestrian 24.78 20.44 18.35
Cyclist 48.58 31.56 29.91
As we can see from Table 3.13 and Table 3.14, when the threshold increases,
the accuracy drops, especially for the pedestrian category. The reason for
this is probably that the threshold has more influence on small objects. If
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d = 2 ⇥ dmin, then it probably covers twice the area of a pedestrian takes.
Then obviously, the results will become inaccurate. The area near a pedes-
trian might be the background of a street, then the depth will have a huge
deviation.
3.1.4 Summary
We consider these failed approaches as a valuable experience. Based on these
experiments, it shows that only neighbors within a small range of a target
point can be considered, the coe cient for depth di↵erences cannot be small,
and a linear system is suitable for correcting the depth. It helps us to devise
an algorithm that fits the situation better.
3.2 Depth Correction++ Algorithm
The Depth Correction++ (DC++) algorithm is still using sparse LiDAR
points from a four-beam model. Figure 3.1 shows the gap from a two-beam
model to a 64-beam model. The number of the points detected is almost
proportional to the number of beams. We can barely recognize the objects
by a four-beam LiDAR model. But these sparse LiDAR points can have an
important e↵ect on correcting PL point depths.
Figure 3.1: Picture of LiDAR points from di↵erent beam size. Left:
two-beam, Center: four-beam, Right: 64-beam (full) [2]
The DC++ algorithm does not use a linear or quadratic system to correct
the depth of PL points. As we can learn from the above experiments, the
pedestrian category is fairly dependent on adjacent points. So DC++ shifts
the target point by the distance between the closest real LiDAR point and its
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corresponding pseudo-LiDAR point. Algorithm 1 is the pseudo-code of the
algorithm. In the pseudo-code, we are only updating the points that do not
have a corresponding LiDAR point. For those points that need correction,
we only take the closest point, and adjust the depth di↵erence by ↵ and
distance. This is because taking more than one point can bring useless in-
formation into the system, which results in uncertainty. Theoretically, most
of points would have the same depth di↵erence as the closest neighbors. For
instance, two near points on the same pedestrian would have similar depth.
Firstly, we have two processed depth maps of PL and sparse LiDAR points.
The prepossessing step is to get rid of some outliers. Then we get a mask
map that stores points whose depth di↵erences from PL and LiDAR points
are less than two meters. This step removes the points that have strange
values coming from measurement errors or prediction errors. Then, we need
to get a di↵erence map that records the distance di↵erence between every
real LiDAR point and its corresponding PL point, and the pixel location
information. This map helps us find the closest real LiDAR point and the
corresponding depth di↵erence. Afterward, we update the di↵erence by the
equation (↵⇥d+1)⇥diff , and adjust the depth map by the updated depth
di↵erence. Additionally, we use real LiDAR points to replace the predicted
depth.
Algorithm 1 Depth Correction++
Require: Depth map of real LiDAR points and pseudo-LiDAR points
Get a di↵ map that records the closest real point to every target point
for Every target point ptarget do
if ptarget is a real LiDAR point then
Corrected depth = real depth
else
Find the closest real LiDAR point pclose
d = distance between ptarget and pclose
di↵ = (real depth - predicted depth) on pclose
Corrected depth = predicted depth + (↵⇥ d+ 1)⇥ di↵
end if
end for
During the experiments above, we found that adjacent points have more
influence on the results. Theoretically, excluding the measurement error, the
depth di↵erence between real and predicted points of a target point would
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be similar to the closest point, if both points are on the same object. Most
of the pixels from an image belong to some objects, such as cars, buildings.
Only points on the edges of objects might have a bias. However, those edge
points will not influence the results much, for the reason that object detec-
tion is only labeling a bounding box on the image.
The algorithm can be described in Figure 3.2. The predicted depth map
shifts by the sparse LiDAR points. The shift is like a parallel movement,
which can de-bias the PL points.
Figure 3.2: Depth Correction++ schematic diagram, predicted points
(black), real LiDAR points (green), corrected points (orange)
3.3 Experiment Results and Analysis
Table 3.15 shows the result of the DC++ algorithm. We can see the accu-
racy of the pedestrian category increases from 48.30% to 54.99%, and the
accuracy of cyclists increases from 57.46% to 61.12%. Pedestrian and cyclist
accuracy is enhanced by 13.8% and 6%. Especially for the hard dataset,
pedestrian accuracy increases almost 20%.
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Table 3.15: Depth Correction++ accuracy, ↵ =  5e 4, AP3D
category Easy Moderate Hard
Car 69.77 54.74 47.08
Pedestrian 54.99 43.24 36.72
Cyclist 61.13 41.62 38.78
Since the main focus of this algorithm is small objects, the accuracy of
cars will drop. It does not drop much compared to the improvement of the
pedestrian and cyclist accuracy. Because for the moderate dataset and hard
dataset, the original accuracy is much lower compared to the easy dataset, a
small accuracy drop can greatly a↵ect the percentage of the accuracy drop,
as shown in Table 3.16.
Table 3.16: DC++ accuracy comparison
category Easy Moderate Hard
Car -2.7% -5.2% -5.5%
Pedestrian +13.8% +16.7% +17.4%
Cyclist +6.4% +4.3% +4.7%
Then we tested how values for ↵ will influence the results. First, instead
of ↵ =  5e 4, we used ↵ = 0. If ↵ = 0, it means the distance will not in-
fluence the shift of predicted LiDAR points. As we can see from Table 3.17,
the accuracy of the three categories drops considerably. It shows that the
impact of ↵ is significant. We need to find the best ↵ to fit in the algorithm.
Table 3.17: Depth Correction++ Accuracy, ↵ = 0, AP3D
category Easy Moderate Hard
Car 56.94 46.86 40.46
Pedestrian 47.53 37.23 31.89
Cyclist 48.58 33.34 31.67
Then we tried ↵ =  1e 3, and reported the results in Table 3.18. The
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accuracy is higher than ↵ = 0’s, but still lower than our best results. Af-
terwards, we decrease ↵, but the results are not good when ↵ =  2e 4. It
turns out that ↵ =  5e 4 is the best number for this situation.
Table 3.18: Depth Correction++ Accuracy, ↵ =  1e 3, AP3D
category Easy Moderate Hard
Car 66.37 52.56 44.52
Pedestrian 50.50 30.03 33.49
Cyclist 57.31 39.74 36.70
Note that we also tried using a di↵erent number of epochs during the
training process. The original epoch is 200, and we changed this number to
400. As shown in Table 3.19, The result is not improved, and dropped a lot.
It seems the model is overfitting when the number of epochs is too large.
Table 3.19: Depth Correction++ Accuracy, ↵ =  5e 4, epoch = 400, AP3D
category Easy Moderate Hard
Car 71.46 57.83 49.68
Pedestrian 48.30 37.81 32.24
Cyclist 53.16 37.73 34.88
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CHAPTER 4: CONCLUSION
The Pseudo-LiDAR idea achieved a rather excellent performance in the 3D
object detection tasks. With the high demand for accurate object detection
results, and the practical reason for reducing the cost of autonomous driving,
the Pseudo-LiDAR is a satisfactory option to replace the full LiDAR. In this
thesis, we investigated the state-of-the-art Pseudo-LiDAR algorithm. Im-
proving the depth correction algorithm can lead to improved accuracy. We
researched how di↵erent parameters, such as distances, depth di↵erences in-
fluence the results. Based on many experiments, we devised a new algorithm
“Depth Correction++”, and achieved a maximum of around 20% improve-
ment on the 3D object detection from our designed algorithm. Within the
whole pipeline of the algorithm, we tried to reach the best performance by
investigating di↵erent hyper-parameters in distinct stages, including produc-
ing the pseudo-LiDAR points and training the 3D object detection networks.
In addition to further improvement of the depth correction algorithm, our
future experiments will test the improvement for di↵erent LiDAR beam size
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