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Introduction
Le comportement dynamique d’un procédé peut être entièrement décrit par
l’évolution de ses variables d’état. Ces variables ne sont en général pas accessibles
par des mesures. Ce problème peut être résolu, sous certaines conditions, en intro-
duisant un observateur d’état ou un estimateur d’état dont la tâche sera de fournir
une estimation (asymptotique ou exponentielle) du vecteur d’état du système étu-
dié en fonction des informations disponibles sur ce système (les mesures d’entrée et
de sortie et le modèle dynamique du procédé). Pour l’estimation de l’état des sys-
tèmes linéaires, Luenberger a développé un observateur dans un cadre déterministe
([Luenberger 1964], [Luenberger 1971]) et Kalman un filtre dans un cadre stochas-
tique [Kalman 1960]. Ce dernier a eu un impact considérable dans la pratique et a
été appliqué à de nombreux problèmes tels que la poursuite des cibles, le contrôle
de la navigation, la détection des défauts dans l’industrie nucléaire et les études dé-
mographiques. L’observateur de Luenberger et le filtre de Kalman sont largement
utilisés de nos jours, mais les systèmes linéaires ne couvrant qu’un faible pourcentage
des procédés industriels, des solutions spécifiques aux systèmes non linéaires ont ra-
pidement été envisagées. Parmi ces solutions, citons le filtre de Kalman étendu.
Cette solution s’appuie sur la technique de linéarisation : le filtre de Kalman peut
être appliqué en linéarisant à chaque instant le système étudié le long des trajectoires
estimées. Dans de nombreux cas pratiques, cette approche fournit des résultats re-
lativement satisfaisants. Notons que malgré des conditions peu restrictives d’appli-
cabilité, ces approches, souvent locales, souffrent cependant d’une grande sensibilité
aux conditions initiales et aux erreurs de modélisation ([Reif 1999], [Kluge 2010]).
Les approches pour l’estimation d’état peuvent être classifiées en deux types
selon la modélisation des incertitudes :
— L’approche stochastique dans laquelle une modélisation probabiliste des in-
formations disponibles est adoptée pour la gestion des incertitudes. Des
exemples très connus de ce type d’estimation d’état sont le filtre de Kal-
man et le filtre particulaire.
— L’approche à erreurs bornées (ou ensemblistes) dans laquelle une représen-
tation par des ensembles compacts est utilisée pour la modélisation des in-
certitudes. Autrement dit, les variables sont supposées incluses dans des en-
sembles de forme connue (ellipse, zonotope, intervalle ...). Les estimateurs
d’état ensemblistes fournissent en sortie une estimation garantie sous la forme
d’un ensemble particulier. La difficulté majeure est la détermination des en-
sembles contenant les incertitudes ; cette étape a une influence importante
sur la convergence et la précision des algorithmes.
Par ailleurs, les avantages des deux approches montrent qu’elles sont complémen-
taires plutôt qu’opposées. En ce qui concerne l’estimation, l’avantage des approches
ensemblistes est de fournir des résultats garantis, c’est-à-dire des ensembles qui
contiennent de manière garantie l’ensemble solution théorique ou en d’autres termes
2 Liste des algorithmes
l’ensemble de tous les vecteurs de paramètres/états consistants avec les bornes spé-
cifiées. Cependant, elles n’apportent aucune précision sur la densité liée aux valeurs
de ces ensembles et elles produisent des résultats conservateurs.
Il est reconnu que la modélisation des incertitudes par des erreurs bornées repré-
sente une alternative intéressante à l’approche stochastique. Ceci est vrai, en premier
lieu, parce que les distributions de probabilité des bruits et perturbations affectant
un système dynamique peuvent être difficiles à identifier et, en second lieu, parce
que certains types d’incertitudes sont mieux représentés par des bornes, comme la
tolérance sur certains paramètres physiques, les variations dues au vieillissement,
etc.
Un outil mathématique qui permet de modéliser et gérer plusieurs types de
connaissance, telles que les informations incertaines, imprécises ou incomplètes,
est la théorie des fonctions de croyance. Cette théorie, connue également sous le
nom de théorie de Dempster-Shafer, a d’abord été introduite dans le contexte de
l’inférence statistique [Dempster 1967]. La théorie a ensuite été formalisée comme
une théorie de l’évidence dans [Shafer 1976] et a été développée par Smets sous le
nom de modèle de croyance transférable ([Smets 1993], [Smets 1999], [Smets 2005a],
[Smets 2005b]). La théorie des fonctions de croyance peut être considérée comme
une généralisation de la théorie de probabilité bayésienne et du formalisme en-
sembliste car elle permet d’assigner des masses de croyance aux sous-ensembles de
l’espace des hypothèses [Nassreddine 2010].
Le travail présenté dans ce manuscrit de thèse se situe dans le cadre de l’estima-
tion d’état d’un système dynamique avec l’intégration d’incertitudes statistiques et
à erreurs bornées, que nous appelons des incertitudes mixtes. Cette voie a été peu ex-
plorée et demande des développements théoriques pour travailler avec un formalisme
unifié qui permet de manipuler des variables aléatoires incertaines et/ou des lois de
distribution incertaines. Partant du filtre de Kalman intervalle (en anglais : Interval
Kalman filter, noté IKF) développé dans [Chen 1997] et son amélioration (improved
Interval Kalman filter, notée iIKF) [Xiong 2013], nous proposons un nouveau filtre
de Kalman intervalles basé sur la recherche d’une borne majorante de la matrice de
covariance de l’erreur d’estimation (en anglais : Minimum Upper Bound of Variance
Interval Kalman Filter, noté UBIKF). Cet algorithme permet de réduire à la fois le
pessimisme et le temps de calcul par rapport aux filtres IKF et iIKF. Inspirés par les
travaux récents sur le filtre particulaire ensembliste ([Abdallah 2008], [Blesa 2015])
et sa combinaison avec la théorie des fonctions de croyance [Nassreddine 2010], nous
développons un algorithme de filtrage particulaire ensembliste pour des systèmes
non linéaires. Dans ces systèmes, les bruits sur la dynamique sont bornés et les
erreurs de mesure sont modélisées par une distribution gaussienne multivariée in-
certaine, i.e. la moyenne et la matrice de covariance sont des matrices intervalles.
Grâce à une fonction de masse représentant ce type d’erreur de mesure et à la ca-
pacité de détecter le pessimisme des particules, cet algorithme peut être considéré
comme une solution robuste pour l’estimation d’état avec des bruits stochastiques
et des incertitudes paramétriques bornées.
Le manuscrit s’articule autour de six chapitres.
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Le premier chapitre présente un état de l’art sur le problème d’estimation d’état
et le diagnostic à base de modèles. Ces thèmes font l’objet d’un nombre très im-
portant de travaux et publications. L’objectif de ce chapitre est de faire un tour
d’horizon en mettant l’accent sur les caractéristiques en corrélation avec nos tra-
vaux.
Dans le deuxième chapitre, les notions et outils principaux de l’analyse par in-
tervalles sont détaillés. Des exemples sont présentés afin d’illustrer les différentes
applications de l’analyse par intervalles qui sont utilisées tout au long de ce manus-
crit.
Le troisième chapitre présente trois cadres permettant de représenter des
connaissances incomplètes ou imprécises : les fonctions de répartition, la théorie
de possibilité et la théorie des fonctions de croyance. Des exemples sur la représen-
tation d’une distribution univariée unimodale par ces trois cadres sont introduits.
Notre première contribution dans cette thèse est ensuite exposée. Il s’agit de la re-
présentation d’une distribution gaussienne multivariée incertaine par une fonction
de masse dont les éléments focaux sont des boîtes. Il est montré que cette fonc-
tion de masse satisfait le principe d’engagement minimal de la théorie de croyance.
Nous développons également le calcul de la croyance et de la plausibilité d’une boîte
correspondant à une fonction de masse gaussienne incertaine.
Le quatrième chapitre est consacré à l’estimation d’état par le filtre de Kalman.
Après la présentation du principe et des différents résultats sur la convergence du
filtre de Kalman classique et du filtre de Kalman étendu, nous présentons deux
extensions du filtre de Kalman : l’iIKF et notre filtre UBIKF. Les filtres de Kalman
intervalles sont comparés dans une application d’estimation d’état pour une pile
à combustible à membrane d’échange de protons afin de montrer les avantages de
l’UBIKF par rapport à l’iIKF.
Le cinquième chapitre se concentre sur le filtre particulaire et ses extensions
ensemblistes. Nous commençons par le principe et les résultats sur la convergence
du filtre particulaire. Différents algorithmes de filtrage ensemblistes sont ensuite
décrits, y compris le filtre particulaire ensembliste (en anglais : Box Particle filter,
noté BPF [Abdallah 2008]), la méthode crédibiliste (en anglais : Belief State Esti-
mation, notée BSE [Nassreddine 2010]) et notre filtre particulaire ensembliste basé
sur une fonction de masse gaussienne incertaine proposée dans le chapitre 4. La
comparaison des filtres particulaires ensemblistes est illustrée sur un exemple non
linéaire et une application de suivi d’objet en 2D.
Le sixième chapitre contient nos contributions relatives au diagnostic à base
de modèles dans un contexte à incertitudes mixtes. La méthode appliquée pour la
détection et l’isolation de défauts repose sur le schéma d’observateur généralisé et
l’analyse structurelle présentés dans le chapitre 1.
Nous terminons ce manuscrit par une conclusion générale, dans laquelle nous
évoquons en particulier les perspectives engendrées par nos travaux.
L’ensemble de ce travail a fait l’objet des articles [Tran 2016], [Tran 2017] et
[Tran 2018].
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1.1 Introduction
Associés à la demande croissante d’une performance élevée des systèmes et de la
qualité des produits, la complexité et le degré d’automatisation des processus tech-
niques augmentent continuellement. Ce développement demande plus de sécurité et
de fiabilité des systèmes. De nos jours, l’un des problèmes les plus critiques liés à
la conception des systèmes automatiques est la fiabilité du système.
Une façon traditionnelle d’améliorer la fiabilité d’un système est d’augmenter la
qualité, la fiabilité et la robustesse des composants individuels du système, tels que
les capteurs, les actionneurs, les contrôleurs ou les ordinateurs. La surveillance des
processus et le diagnostic de défauts deviennent donc un ingrédient d’un système
de contrôle automatique moderne, souvent prescrit par les autorités.
Depuis les années 70, le diagnostic à base de modèles se développe de façon
remarquable. Son efficacité dans la détection de défauts des systèmes a été vali-
dée par un grand nombre d’applications concernant les processus industriels et les
systèmes de contrôle automatique. Les systèmes de diagnostic à base de modèles
sont actuellement intégrés dans des systèmes de contrôle des véhicules, de robots,
de systèmes de transport, de systèmes d’alimentation, de processus de fabrication,
de systèmes de contrôle des processus, etc.
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Parmi les approches de diagnostic à base de modèles existantes, la technique
d’estimation d’état a reçu beaucoup d’attention depuis les années 90. Cette tech-
nique est développée dans le cadre de la théorie de contrôle avancée bien établie,
où sont disponibles des outils puissants pour la conception d’observateurs, des al-
gorithmes efficaces et fiables pour le traitement de données visant à reconstruire les
variables de processus.
L’objectif de ce chapitre est de décrire brièvement le problème d’estimation
d’état et le diagnostic à base de modèles. Ce chapitre est donc décomposé en deux
grandes parties. Les méthodes les plus souvent utilisées pour l’estimation d’état
sont présentées dans la section 1.2. Différentes notions de base du diagnostic à base
de modèles sont introduites dans la section 1.3.
1.2 Estimation d’état
Le problème d’estimation d’état joue un rôle crucial dans de nombreuses appli-
cations d’ingénierie où la valeur estimée de l’état est nécessaire pour concevoir les
lois de commande ou pour surveiller la performance du système. De nombreuses
approches utilisées pour concevoir des filtres ont été développées et peuvent être
classifiées selon la modélisation des incertitudes. Certaines d’entre elles tiennent
compte de la modélisation statistique des incertitudes ; par exemple le filtre de Kal-
man est applicable à des systèmes linéaires soumis à des bruits gaussiens. L’idée
générale des filtres stochastiques est de former une approximation de la distribution
de probabilité a posteriori de l’état réel à partir des mesures bruitées du système. Le
deuxième groupe de méthodes repose sur la représentation des incertitudes par des
ensembles compacts (intervalles, zonotopes par exemple), où aucune hypothèse sur
les propriétés statistiques n’est requise. Ce groupe de méthodes est connu sous le
nom des approches ensemblistes. Dans cette section, le problème d’estimation d’état
dans un système dynamique est formulé, suivi par la présentation des méthodes
classiques. Enfin, des résultats récents de l’approche ensembliste sont introduits.
1.2.1 Formulation du problème
Considérons un système dynamique général décrit par la représentation d’état
suivante : xk+1 = f(xk,uk,wk),yk = h(xk) + vk, (1.1)
où xk ∈ Rnx est le vecteur d’état, uk ∈ Rnu est le vecteur d’entrée, yk ∈ Rny est le
vecteur de mesure. Les vecteurs wk ∈ Rnw et vk ∈ Rny représentent respectivement
les bruits du système et les erreurs de mesure. Les fonctions f : Rnx×Rnu×Rnw →
Rnx et h : Rnx → Rny sont les fonctions décrivant l’évolution de la dynamique et
les mesures du système.
Une structure typique d’un observateur d’état est présentée dans la figure 1.1.
Un observateur/filtre vise à corriger la différence entre la réalité et le modèle en uti-
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lisant les valeurs d’entrée et de sortie disponibles. Le problème d’estimation d’état
peut être transformé en un problème d’optimisation équivalent, en maximisant ou
en minimisant certaines fonctions de coût. L’estimation de l’état peut être mieux
résolue lorsque le nombre de mesures augmente, mais la taille du processus d’opti-
misation augmente en même temps dans certaines méthodes. Pour limiter l’espace
mémoire requis et le temps de calcul, on peut utiliser une approximation de l’ho-
rizon glissant ([Drakunov 1992], [Puig 2003]), en particulier pour les systèmes non
linéaires. Autrement dit, il existe un compromis entre la précision et le temps d’exé-
cution.
Système
Observateur/Filtre
Capteur
u x y
xˆ
Figure 1.1 – Structure d’un système avec un observateur.
Dans la section suivante, différentes approches classiques pour des systèmes li-
néaires et non linéaires sont présentées. Elles constituent le fondement des méthodes
dans le contexte à erreurs bornées.
1.2.2 Cas linéaire
La théorie de l’observateur d’état a tout d’abord été introduite par Kalman
et Bucy pour un système linéaire dans un environnement stochastique (Filtre de
Kalman-Bucy) [Kalman 1960]. Puis Luenberger a développé une théorie générale
des observateurs pour les systèmes linéaires déterministes, introduisant notam-
ment les notions d’observateur réduit et d’observateur minimal ([Luenberger 1964],
[Luenberger 1971]).
Filtre de Kalman
L’un des filtres classiques pour les systèmes discrets linéaires est le filtre de
Kalman, introduit dans [Kalman 1960]. Il fournit, à chaque instant, une estima-
tion d’état et une matrice de covariance de l’erreur d’estimation. Pour un système
dynamique linéaire sous les hypothèses de bruits de dynamique et d’erreurs de me-
sures gaussiennes et indépendantes, le filtre de Kalman est l’estimateur non biaisé
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à variance minimale. En levant ces hypothèses gaussiennes, il fournit une estima-
tion sous optimale. Le filtre de Kalman est un estimateur récursif. Autrement dit,
pour estimer l’état courant, seules l’estimation de l’état précédent et les mesures ac-
tuelles sont nécessaires. L’historique des observations et des estimations n’est ainsi
pas requis.
Le filtre de Kalman a deux phases distinctes : Prédiction et Correction. La phase
de prédiction produit une estimation de l’état courant en utilisant l’état estimé de
l’instant précédent. Dans l’étape de correction, les mesures de l’instant courant sont
utilisées pour corriger l’état prédit dans le but d’obtenir une estimation plus précise.
Observateurs de Luenberger
La théorie des observateurs ayant débuté avec les travaux de Luenberger
([Luenberger 1964], [Luenberger 1971]), les observateurs sont souvent appelés obser-
vateurs de Luenberger. Deux techniques principales sont disponibles pour la concep-
tion des observateurs. La première est utilisée pour la conception des observateurs
d’ordre plein, i.e. un observateur ayant la même dimension que le système d’origine.
La deuxième technique exploite la connaissance disponible de certaines variables de
l’espace d’état à l’aide de l’équation algébrique des mesures du système de manière
à construire un observateur d’ordre réduit pour estimer les variables d’état qui ne
sont pas directement obtenues à partir des mesures du système.
1.2.3 Cas non linéaire
Afin de résoudre le problème d’estimation d’état pour un système non linéaire,
il est possible de le transformer en un problème de filtrage linéaire traditionnel en
utilisant la linéarisation des équations d’origine. Une autre solution est d’utiliser
une approche probabiliste pour approcher l’évolution du système.
Filtre de Kalman étendu
Le premier filtre non linéaire utilisant la technique de linéarisation est le filtre
de Kalman étendu (EKF). L’EKF applique le développement en séries de Taylor
afin de linéariser le modèle autour du point de fonctionnement. On suppose que
les fonctions f et h (Equation 1.1) sont des fonctions différentiables par rapport à
leurs variables. Les matrices jacobiennes de ces deux fonctions sont nécessaires pour
calculer la prédiction et l’estimation de la covariance.
Le filtre de Kalman étendu n’est pas un estimateur optimal. En outre, si l’esti-
mation initiale de l’état est incorrecte, ou si le processus a un degré de non linéarité
élevé, le filtre peut diverger rapidement à cause de sa linéarisation. D’autre part, la
matrice de covariance estimée tend à sous-estimer la vraie matrice de covariance et
risque donc de devenir incohérente au sens statistique [Huang 2008]. Plus précisé-
ment, la partie observable du modèle linéarisé est d’une plus grande dimension que
celle du système non-linéaire considéré. Par conséquent, la matrice de covariance
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du filtre EKF subit une réduction sur des directions de l’espace d’état où aucune
information n’est disponible. Cela est la principale cause de l’incohérence.
Filtre particulaire
Les filtres particulaires, aussi connus sous le nom de méthodes de Monte-Carlo
séquentielles, sont des techniques d’estimation de modèles fondées sur la simulation.
L’objectif d’un filtre particulaire est d’estimer la densité a posteriori des va-
riables d’état compte tenu des variables d’observation. Le filtre de particules est
conçu pour un modèle de Markov caché, où le système se compose de variables ca-
chées et observables. Les variables observables (processus d’observation) sont liées
aux variables cachées (états du processus) par une forme fonctionnelle connue. De
même, le système dynamique décrivant l’évolution des variables d’état est également
connu de façon probabiliste [Doucet 2001] .
Les filtres particulaires sont utilisés depuis deux décennies dans des applications
réelles, en particulier depuis que le rééchantillonnage séquentiel (SIR) a été pro-
posé en 1993 [Gordon 1993]. Des travaux récents se concentrent sur la recherche
d’un compromis entre la vitesse d’algorithme et le contrôle des erreurs estimées
([Faubel 2008], [Verma 2003]). Une revue complète de ces travaux se trouve dans
([Doucet 2001], [Oppenheim 2008]).
Les filtres particulaires peuvent effectuer l’estimation d’état sur un large éven-
tail de systèmes pour la détection de défauts, l’identification et le contrôle du
système [Andrieu 2004]. Ils peuvent également s’adapter aux systèmes hybrides
([Funiak 2003], [Koutsoukos 2003], [Hofbaur 2004]). Des applications à l’estima-
tion et au diagnostic de défauts des filtres particulaires se trouvent dans [Li 2001],
[Mcilraith 2000], [Verma 2004].
Un inconvénient du filtre particulaire est lié au coût de calcul dû au grand
nombre de particules requises s’il existe un degré élevé d’imprécision. Plusieurs
algorithmes ont été développés (par exemple [Soto 2005], [Zhang 2012]) pour réduire
le nombre de particules nécessaires afin d’obtenir une représentation appropriée de
la densité a posteriori, réduisant ainsi le temps de calcul associé.
1.2.4 Estimation d’état ensembliste
Dans le contexte à erreurs bornés, les incertitudes sont supposées être bornées
par des ensembles compacts, tels que ellipsoïdes ([Milanese 2002], [Zhou 2008]),
zonotopes ([Combastel 2005], [Combastel 2015], [Combastel 2016]) ou intervalles
([Chen 1997], [Xiong 2013], [Abdallah 2008], [Blesa 2015]), i.e, aucune hypothèse
statistique n’est requise. Les méthodes ensemblistes fournissent des ensembles conte-
nant toutes les valeurs d’état cohérentes à la fois avec le modèle incertain et les
mesures.
L’analyse par intervalle introduite dans [Sunaga 1958], [Moore 1966] est un
outil pour l’estimation d’état ensembliste utilisé dans de nombreux domaines
[Jaulin 2001]. Plusieurs algorithmes ensemblistes ont été développés, par exemple
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le filtre de Kalman intervalle [Chen 1997] et son amélioration [Xiong 2013] qui sont
les extensions du filtre de Kalman au contexte à erreurs bornées. La combinaison
du filtre particulaire et de l’analyse par intervalles, appelée filtre particulaire en-
sembliste (BPF) ([Abdallah 2008], [Blesa 2015]) permet de traiter les incertitudes
bornées et de réduire le nombre de particules. La difficulté majeure de cette ap-
proche est de déterminer des bornes pour les incertitudes. En effet, la surestimation
des bornes conduit à l’imprécision de l’estimation de l’état, et la méthode devient
pessimiste. Au contraire, si les bornes sont trop serrées, les données peuvent devenir
incompatibles avec le modèle du système et les mesures.
1.3 Notions de base du diagnostic à base de modèles
1.3.1 Formulation du problème
Cette section a pour objet la détection et l’isolation de défauts dans un sys-
tème dynamique. Le système considéré est représenté par un modèle non linéaire
(Equation 1.1).
Dans le cadre de cette thèse, le diagnostic des défauts qui se produisent dans
les composants d’un système en boucle ouverte est considéré. Autrement dit, on
suppose qu’aucun défaut n’apparait dans le contrôleur du système. Les principales
raisons sont : les systèmes de contrôle modernes sont commandés par ordinateurs ;
les défauts qui peuvent apparaître dans ces contrôleurs sont généralement traités par
les mécanismes qui sont principalement développés par la communauté des sciences
informatiques.
Un système en boucle ouverte peut être décomposé en trois parties : capteurs,
actionneurs et dynamique du système. Cette décomposition, montrée dans la figure
1.2, est souvent utilisée en pratique. Comme le montre cette figure, il peut se pro-
duire des défauts dans l’actionneur (fa), dans les composants (f com) et dans les
capteurs (f c). Les différentes sources de défauts dans un système en boucle ouverte
sont décrites dans les sous-sections suivantes.
Actionneurs Système Capteurs
uc ua ys y
fa f com w f c v
Figure 1.2 – Décomposition d’un système en boucle ouverte et les défauts possibles.
1.3.1.1 Défauts capteurs
Les capteurs sont essentiellement l’interface entre un système et son environ-
nement. Ils transmettent les informations concernant le comportement et les états
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internes du système considéré. Les défauts capteurs peuvent donc causer une dé-
gradation de performance substantielle de tous les systèmes de prise de décisions.
De tels systèmes incluent des systèmes de contrôle en boucle fermée, systèmes de
contrôle de qualité, systèmes de navigation, systèmes de surveillance et de recon-
naissance, système d’estimation d’état et notamment systèmes de surveillance et de
diagnostic de défauts. Par exemple, dans un système de contrôle en boucle fermée,
les informations fournies par les capteurs sont utilisées pour estimer les états ou
pour calculer les lois de commande. Ainsi, la présence de défauts capteurs peut
détériorer l’estimation d’état et entraîner l’inefficacité et l’imprécision des lois de
commande.
Les défauts capteurs sont classifiés en 4 types : (a) biais, (b) dérive, (c) blocage,
(d) calibrage [Boskvic 2002]. La figure 1.3 illustre l’effet de chaque type de défauts
capteurs sur les mesures du système. La représentation mathématique de ces types
de défauts capteurs est donnée par :
yck =

yk ∀k ≥ k0 Pas de défaut,
yk + bk ∀k ≥ kF Biais,
yk + bk, |bk| = ckk, 0 < ck  1 ∀k ≥ kF Dérive,
ykF ∀k ≥ kF Blocage,
akyk, 0 < a ≤ ak ≤ 1 ∀k ≥ kF Calibrage,
(1.2)
où kF indique le moment d’apparition du défaut, yk et yck sont respectivement la
valeur réelle de la sortie et celle donnée par le capteur. L’influence d’un défaut
capteur peut finalement se mettre sous la forme suivante :xk+1 = f(xk,uk,wk),yk = h(xk) + vk + Eckf ck . (1.3)
1.3.1.2 Défauts actionneurs
Dans de nombreux systèmes électromécaniques ou électrochimiques, les lois de
commande du contrôleur (par exemple, un microprocesseur ou un micro-contrôleur)
ne peuvent pas être directement appliquées au système. Des actionneurs sont né-
cessaires pour transformer les signaux de commande en signaux d’actionnement ap-
propriés tels que des couples et des forces pour conduire le système. Les actionneurs
sont donc les effecteurs de contrôle d’un système. Par exemple, les conséquences
de l’apparition d’anomalies dans les actionneurs du système peuvent varier d’une
consommation d’énergie plus élevée à une perte totale de contrôle (à cause d’une
défaillance totale d’un actionneur).
Les défauts actionneurs dépendent généralement du type d’actionneur. Cepen-
dant, des types communs de défauts sont identifiés pour des types spécifiques d’ac-
tionneurs [Boskovic 2005]. Par exemple, les défauts des actionneurs de contrôle de
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Temps
yk
yck
yk
(a) Biais.
Temps
yk
(b) Dérive.
Temps
yk
kF
(c) Blocage.
yk
yck
(d) Calibrage.
Figure 1.3 – L’effet des défauts capteurs sur la mesure du système.
vannes incluent des blocages et des fuites anormales. Un autre ensemble commun
de défauts actionneurs, en particulier dans les servomoteurs, comprend le blocage,
la saturation et la perte d’efficacité. La figure 1.4 montre l’effet de ces défauts sur
le signal de commande. Dans le cas de blocage, l’actionneur ne répond plus aux
commandes ultérieures. Un défaut de type saturation est caractérisé par le fait que
l’actionneur se déplace vers sa borne supérieure ou inférieure indépendamment de
la commande. La perte d’efficacité se caractérise par une diminution du gain de l’ac-
tionneur par rapport à sa valeur nominale. Différents types de défauts actionneurs
peuvent être mathématiquement représentés par [Sobhani-Tehrani 2009] :
uak =

uck ∀k ≥ k0 Pas de défaut,
aku
c
k, 0 < ε ≤ ak < 1 ∀k ≥ kF Perte d’efficacité,
ukF ∀k ≥ kF Blocage,
u ∨ u ∀k ≥ kF Saturation,
(1.4)
où uak et uck désignent respectivement le signal de commande (sortie de l’actionneur)
et la loi de commande (entrée de l’actionneur), kF indique le moment d’apparition
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du défaut, ak ∈ [ε, 1] est le coefficient d’efficacité de l’actionneur, ε étant l’efficacité
minimale, u et u sont les bornes inférieure et supérieure du signal de commande.
Les types de défauts actionneurs peuvent être représentés par le modèle commun
suivant :
uak = δkakuk + (1− δk)ub, (1.5)
où δk = 1 et ak = 1 en l’absence de défaut ; δk = 1 et 0 < ak < 1 en présence de
la perte d’efficacité ; δk = 0 pour d’autres types de défaut (blocage, saturation), ub
étant la position à laquelle l’actionneur est bloqué.
kF Temps
uak
(a) Blocage.
kF Temps
uak
(b) Saturation.
uc
ua
(c) Perte d’efficacité.
Figure 1.4 – Types de défauts actionneurs.
1.3.1.3 Défauts composants
Les défauts composants sont généralement représentés comme des cas où cer-
taines conditions changent dans le système rendant invalide l’équation dynamique
nominale du système. Les défauts composants dépendent également du système sur-
veillé. Certains exemples incluent des défauts alimentation dans les satellites (par
exemple batteries, panneaux solaires) ; des fuites dans un réservoir dans les systèmes
chimiques ; des dommages dans les véhicules aériens (par exemple, dommages aux
ailes, dommages à la surface de contrôle) ; des défauts dans des équipements rota-
tifs (par exemple, des moteurs d’avion) ; une rupture de dents et des fissures dans
les engrenages d’un système de boîte de vitesses (surtout dans les hélicoptères).
La représentation mathématique ou la modélisation de ces défauts est parfois très
difficile et une expérimentation approfondie peut être nécessaire avant de construire
un modèle de défauts. Avec une bonne connaissance du système, les défauts compo-
sants peuvent être modélisés par une modification de l’équation d’état du système
(c’est-à-dire une modification de la fonction non linéaire f dans l’équation 1.1).
1.3.2 Diagnostic à base de modèles
Le diagnostic de défaut à base de modèles peut être défini comme la détection,
l’isolation et la caractérisation des défauts dans les composants d’un système à
partir de la comparaison des mesures disponibles du système, avec une information
a priori représentée par le modèle mathématique du système.
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Les défauts sont détectés en définissant un seuil (fixe ou variable) sur une quan-
tité résiduelle générée par la différence entre les mesures réelles et leurs estimations
à l’aide du modèle mathématique. Un certain nombre de résidus peuvent être conçus
tels que chacun ait une sensibilité spéciale à un unique défaut. Dès que le résidu
dépasse le seuil, ce défaut est isolé.
La figure 1.5 illustre la structure générale et conceptuelle d’un système de diag-
nostic de défaut à base de modèles comprenant deux étapes principales : la généra-
tion résiduelle et la prise de décision. Cette structure en deux étapes a d’abord été
suggérée par Chow et Willsky [Chow 1980] et est maintenant largement acceptée
par la communauté de diagnostic de défauts. Ces deux étapes sont décrites comme
suit :
système
observateur/filtre
Génération
de
résidus
− Prise
de
décision
alarmes
u y
innovations
génération des innovations évaluation des innovations
Diagnostic à base d’observateur/filtre
Figure 1.5 – Schéma de principe du diagnostic à base d’observateur/filtre
Génération de résidus
Le but de cette étape est de générer un signal indiquant l’apparition de défauts,
appelé le résidu, en utilisant les informations d’entrée et de sortie disponibles à
partir du système surveillé. Le résidu est idéalement nul ou proche de zéro lorsqu’il
n’y a pas de défaut. Il est différent de zéro quand il se produit un défaut. Cela
signifie que le résidu est typiquement indépendant des systèmes et des sorties, dans
des conditions idéales. Un algorithme utilisé pour générer des résidus est appelé un
générateur de résidus. La génération de résidus est donc une procédure pour extraire
les symptômes de défaut du système, avec le symptôme de défaut représenté par le
résidu.
Prise de décision
Lorsque les résidus sont disponibles, une règle de décision est ensuite appliquée
pour déterminer si des défauts se produisent dans le système. Un processus de
prise de décision peut consister en une comparaison entre la valeur instantanée
ou les valeurs dans une fenêtre du résidu et un seuil choisi en se basant sur les
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propriétés du résidu. Il s’agit de méthodes de la théorie de décision statistique, par
exemple, test de taux de vraisemblance ou test de taux de probabilité séquentiel
([Willsky 1976], [Basseville 1988], [Basseville 1993]).
1.3.2.1 Détection de défauts
La détection de défauts est essentiellement la première étape du diagnostic.
Cette étape détecte la présence de défauts dans le système. Il est important de
noter que la détection de défauts naissants (ou la détection précoce de défauts)
est extrêmement cruciale pour la sécurité du système ainsi qu’une mise en œuvre
efficace d’un système de maintenance. La détection de défauts à base de modèles
consiste à générer un résidu qui représente l’incohérence entre le comportement réel
du système et le modèle mathématique du système.
Différentes méthodes de génération de résidus ont été proposées parmi lesquelles
les approches à base d’observateurs. Les observateurs sont des systèmes dynamiques
qui estiment les états et par conséquent les sorties d’un processus. Un résidu basé sur
un observateur est simplement l’erreur d’estimation de sorties ou une combinaison
des erreurs d’estimation de sorties. Diverses techniques de conception d’observateurs
non linéaires ont été utilisées pour la génération de résidus, car aucun observateur
non linéaire unique, universel et optimal n’existe pour tous les systèmes non li-
néaires. Les observateurs non linéaires existants doivent être conçus sous certaines
hypothèses sur la structure, les entrées et/ou le degré de non-linéarité du système.
Dans un cadre déterministe, une étude sur l’utilisation des observateurs non
linéaires pour la détection et l’isolation de défauts est présentée dans [Frank 1997].
Plus précisément, l’utilisation d’observateurs grand gain pour la détection de dé-
fauts des systèmes non linéaires dont les signaux de contrôle sont affines est discutée
dans [Hammouri 1999]. Le problème de conception des observateurs en utilisant la
solution de l’équation de Riccati pour les systèmes non linéaires lipschitziens est étu-
dié dans [Besançon 1996]. Un observateur à entrées inconnues (UIO) non linéaires
comme une extension de l’UIO linéaire à une classe de systèmes non linéaires est
proposé dans [Seliger 1991]. Ding et Frank [Ding 1993], Yang et Saif [Yang 1995]
ont proposé l’utilisation des observateurs non linéaires adaptatifs pour la détection
de défauts. Sreedhar et al. [Sreedhar 1993] ont conçu la détection de défauts pour
les systèmes non linéaires basée sur un observateur à mode glissant.
Dans la détection des défauts à base de observateurs stochastiques, Alessandri et
al. [Alessandri 1999] ont utilisé le filtre de Kalman étendu (EKF) pour la détection
de défauts de l’actionneur dans les véhicules sous-marins sans conducteur. Caliskan
et Hajiyev [Caliskan 2000] ont développé un algorithme de détection de défauts
basé sur l’EKF pour les défauts de surface d’avion. Okatan et al. [Okatan 2007]
ont conçu un algorithme de détection de défauts pour les magnétomètres et les
capteurs solaires du sous-système de détermination et de contrôle d’altitude des
satellites à orbite basse en utilisant une approche pour vérifier les caractéristiques
statistiques de la séquence d’innovation de l’EKF. Enfin, Li et Kadirkamanathan
[Li 2001] ont développé une approche par rapport à la vraisemblance basée sur les
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filtres particulaires pour le diagnostic de défauts dans les systèmes stochastiques
non linéaires.
1.3.2.2 Isolation de défauts
Une fois qu’un défaut est détecté dans un système, il doit être suivi par une
isolation de défaut qui distingue (ou isole) un défaut particulier des autres ou localise
le composant défectueux dans le système. Tandis qu’un seul résidu est suffisant pour
la détection de défauts, l’isolation de défauts nécessite un ensemble de résidus (ou un
vecteur résiduel). Si un vecteur résiduel peut isoler tous les défauts, il a la propriété
d’isolabilité de défaut.
Une approche pour accomplir la tâche d’isolation de défauts consiste à conce-
voir un ensemble de résidus structurés, dans lequel chaque résidu est conçu pour
être sensible à un sous-ensemble de défauts en restant insensible aux autres. La
procédure de conception se compose de deux étapes. La première étape consiste
à spécifier les relations de sensibilité et d’insensibilité entre les résidus et les dé-
fauts en fonction de la tâche d’isolation assignée et la seconde consiste à concevoir
un ensemble de générateurs de résidus en fonction des relations de sensibilité et
d’insensibilité souhaitées [Chen 1999].
Les résidus structurés peuvent être conçus selon deux schémas : le schéma d’ob-
servateur dédié (Dedicated Observer Scheme-DOS) et le schéma d’observateur gé-
néralisé (Generalized Observer Scheme-GOS).
Schéma d’observateur dédié (DOS)
Le schéma DOS est proposé dans [Clark 1978]. Dans cette approche, chaque
sortie, sous couvert de l’observabilité des sorties, est utilisée pour piloter soit un
observateur dédié d’ordre réduit ou plein, soit un filtre de Kalman. Ainsi, l’observa-
teur recevant une mesure défaillante fournit une mauvaise estimation des variables
estimées, tandis que les estimations des autres observateurs convergent vers les me-
sures des sorties correspondantes sauf sur la sortie erronée. Plus précisément, la
logique suivante est utilisée afin de prendre la décision de l’apparition d’un défaut
spécifique [Chen 1999] :
rik > Ti ⇒ f ik 6= 0, i ∈ {1, 2, . . . , L}, (1.6)
où L est le nombre de défauts f ik à isoler ; Ti (i = 1, 2, . . . , L) sont les seuils cor-
respondant aux résidus rik. Diverses techniques d’isolation de défauts ont été déve-
loppées dans la littérature dans le cadre du schéma dédié. Clark [Clark 1978], dans
son travail de pionnier, a conçu un système d’observateurs dédié pour la détection
des défauts capteurs, qui a été l’inspiration originale pour le concept du schéma
d’observateur dédié. Dans le DOS, un observateur reconstruit toutes les sorties du
système sauf une (c’est-à-dire yjk(t), j = 1, ...,m, j 6= i) en utilisant toutes les entrées
du système et la seule sortie choisie yik. Ensuite, la différence entre l’estimation et la
mesure indique la possibilité d’un défaut dans le i-ème capteur. Si cette technique
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est appliquée pour toutes les sorties du système, yik, i = 1, ...,m, alors une banque
de m observateurs dédiés est obtenue pour surveiller les capteurs du système. Chen
et Saif [Chen 2007] ont récemment étendu le DOS à l’isolation de défauts action-
neurs. Le i-ième observateur est piloté par la i-ième entrée et toutes les sorties. Les
autres entrées sont considérées comme des entrées inconnues. Ainsi la sortie de cet
observateur sera insensible aux défauts affectant les entrées non utilisées.
Le DOS pour isoler des défauts capteurs et actionneurs est montré dans la figure
1.6.
Système
u = [u1, . . . , un]T
Observateur
avec y1
r1
Observateur
avec ym
...
y = [y1, . . . , ym]T
rm
u
y1
ym
u
(a) DOS pour défauts capteurs
Système
u = [u1, . . . , un]T
Observateur
sensible
à u1
Observateur
sensible
à un
r1
...
y = [y1, . . . , ym]T
rn
u1
un
y
y
(b) DOS pour défauts actionneurs
Figure 1.6 – Schéma d’observateur dédié pour le diagnostic de défauts capteurs et
actionneurs
Schéma d’observateur généralisé (GOS)
Le schéma d’observateur généralisé pour la conception des résidus structurés
consiste à rendre chaque résidu sensible à tous les défauts sauf un [Chen 1999], i.e,
r1k = R(f2k , . . . , fLk ),
...
rik = R(f1k , . . . , f
i−1
k , f
i+1
k , . . . , f
L
k ),
...
rLk = R(f1k , . . . , f
L−1
k ).
(1.7)
L’ensemble des résidus ci-dessus est défini comme l’ensemble de résidus généralisé.
L’isolation par le GOS est effectuée en utilisant la logique suivante [Chen 1999] :
rik ≤ Ti
rjk > Tj ,∀j ∈ {1, . . . , i− 1, i+ 1, . . . , L}
}
⇒ f ik 6= 0 (1.8)
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pour i = 1, . . . , L. Le diagnostic à base de GOS, illustré dans la Figure 1.7 pour les
défauts capteurs et actionneurs, est plus robuste que le DOS car les observateurs
dans le GOS sont alimentés par plus d’une sortie [Sobhani-Tehrani 2009].
Système
u = [u1, . . . , un]T
Observateur
sans y1
r1
Observateur
sans ym
...
y = [y1, . . . , ym]T
rm
u
u
y2
ym
y1
ym−1
(a) GOS pour défauts capteurs
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u = [u1, . . . , un]T
Observateur
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à u1
Observateur
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r1
...
y = [y1, . . . , ym]T
rn
u2
u1
y
y
un
un−1
(b) GOS pour défauts actionneurs
Figure 1.7 – Schéma d’observateur généralisé pour le diagnostic de défauts capteurs
et actionneurs
1.3.3 Analyse structurelle
Le comportement d’un système est décrit par un modèle dont la structure re-
présente des connections entre les équations et les variables du système. Un modèle
structurel [Cassar 1997] contient la connaissance d’appartenance des variables aux
équations. Ce modèle structurel contient trois différents types de variables : les va-
riables connues Y, par exemple les signaux capteurs ou actionneurs ; les variables
inconnues X comme les états internes ; et les défauts F . Si les défauts sont décou-
plés, ils sont également inclus dans X . Les versions différenciée et non différenciée
de la même variable sont considérées comme des variables différentes. Les variables
décalées dans le temps en cas discret sont également représentées par des variables
distinctes. Ainsi, un système est décrit par un ensemble C de contraintes liant des
variables entre elles, et l’ensemble de ces variables V = X ∪ Y. L’ensemble des va-
riables qui apparaissent dans un sous-ensemble d’équations C ⊂ C, y compris les
variables connues, inconnues et défauts, est noté var(C).
Un modèle structurel est représenté sous forme d’une matrice d’inci-
dence [Harary 1969] ou de manière équivalente sous forme d’un graphe biparti
[Blanke 2006].
Définition 1.1 (Matrice d’incidence). La matrice d’incidence d’un modèle structu-
rel avec un ensemble C de contraintes et un ensemble V de variables est la matrice
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M définie par :
Mij =
1 si vj ∈ V apparaît dans ci ∈ C,0 si vj ∈ V n’apparaît pas dans ci ∈ C. (1.9)
Définition 1.2 (Graphe biparti). Un graphe biparti G est un triplet (C,X , E) où
C,X sont les ensembles des sommets du graphe et E ⊆ C × E est l’ensemble des
arrêtes défini par :
(ci, xj) ∈ E si xj ∈ var({ci}).
Exemple 1.1. Considérons le modèle linéaire suivant [Krysander 2008b] :
e1 : x˙1 = −x1 + x2 + x5, e8 : x˙1 = dx1
dt
,
e2 : x˙2 = −2x2 + x3 + x4, e9 : x˙2 = dx2
dt
,
e3 : x˙3 = −3x3 + x5 + f1 + f2, e10 : x˙3 = dx3
dt
,
e4 : x˙4 = −4x4 + x5 + f3, e11 : x˙4 = dx4
dt
,
e5 : x˙5 = −5x5 + u+ f4, e12 : x˙5 = dx5
dt
,
e6 : y1 = x3 + f5,
e7 : y2 = x4 + f6,
où xi sont les variables d’état ; u et y1, y2 sont les variables connues ; fi sont les
défauts à détecter et isoler. La matrice d’incidence est présentée par le tableau 1.1 :
x1 x2 x3 x4 x5 f1 f2 f3 f4 f5 f6 y1 y2
e1 1 1 1
e2 1 1 1
e3 1 1 1 1
e4 1 1 1
e5 1 1
e6 1 1 1
e7 1 1 1
Table 1.1 – Matrice d’incidence de l’exemple 1.1.
Le graphe biparti du système est montré dans la figure 1.8.
L’objectif de l’analyse structurelle est de déterminer les sous-ensembles de C
dont la cardinalité est supérieure au nombre d’inconnues qu’ils contiennent. Ces
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Figure 1.8 – La graphe biparti de l’exemple 1.1.
sous-ensembles, appelés les sous-ensembles sur-déterminés, sont les candidats à la
génération de résidus. Dans [Dulmage 1958], la matrice d’incidence M d’un graphe
biparti peut être mise en forme triangulaire par blocs en utilisant une permutation
de lignes et de colonnes de M . Cette décomposition, connue sous le nom de dé-
composition de Dulmage-Mendelsohn, permet de décomposer le graphe biparti G
associé en trois parties :
− G− = (C−,X−, E−) est la partie sous-déterminée, satisfaisant |C−| < |X−|,
− G0 = (C0,X 0, E0) est la partie juste-déterminée, satisfaisant |C0| = |X 0|,
− G+ = (C+,X+, E+) est la partie sur-déterminée, satisfaisant |C+| > |X+|,
où X = X− ∪ X 0 ∪ X+, C = C− ∪ C0 ∪ C+ ; |S| est la cardinalité de l’ensemble S.
La décomposition de Dulmage-Mendelsohn est illustrée dans la figure 1.9. Elle
définit une partition (C0, C1, . . . , CN ) de l’ensemble d’équations, une partition de
l’ensemble d’inconnues (X0, X1, . . . , XN ) telles que la matrice d’incidenceM soit tri-
angulaire supérieure par blocs. L’ensemble C0 est la partie sous-déterminée. (Ci, Xi),
i = 1, . . . , N − 1 constituent la partie juste-déterminée. La partie sur-déterminée
(CN , XN ) contient plus d’équations que de variables inconnues, ce qui implique qu’il
existe un certain degré de redondance.
La décomposition de Dulmage-Mendelsohn du système dans l’exemple 1.1
est présentée dans la figure 1.10. La partie sur-déterminée est l’ensemble
(e3, e4, e5, e6, e7). L’influence des défauts sur les équations est montrée par les lignes
rouges en pointillé.
La détection de défaut est basée sur un test de compatibilité entre les signaux
mesurés et le modèle C du système. Ce test n’est possible que si le système consi-
déré a plus de contraintes que de variables inconnues. L’analyse structurelle permet
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Figure 1.9 – La décomposition de Dulmage-Mendelsohn
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Figure 1.10 – La décomposition de Dulmage-Mendelsohn de la matrice d’incidence
de l’exemple 1.1.
de vérifier cette condition. En conséquence, grâce à la décomposition de Dulmage-
Mendelsohn, l’ensemble sur-déterminé d’équations C+ représente la partie diagnos-
ticable du système. L’analyse de la diagnosticabilité a pour but de vérifier si un
défaut peut être détecté et isolé quand il survient [Zhang 2015]. La détectabilité
structurelle est donnée dans la définition suivante [Lunze 2016].
Définition 1.3 (Détectabilité structurelle). Un défaut f est dit structurellement
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détectable dans un modèle C si ∃c ∈ C+ tel que f ∈ var(c).
Afin d’analyser l’isolabilité structurelle de défaut, il est nécessaire de déterminer
des parties structurellement sur-déterminées correctes (PSOs : proper structurallly
over-determined set) du modèle [Krysander 2008a].
Définition 1.4 (Partie structurellement sur-déterminée correcte). Un ensemble
d’équations P ⊂ C+ est dit structurellement sur-déterminé correct si et seulement
si P+ = P , où P+ est la partie sur-déterminée de P .
L’ensemble de tous les PSOs d’un système est noté P. Chaque PSOs Pi sert à
la génération d’un résidu qui est structurellement sensible à un certain ensemble de
défauts. En outre, des parties sur-déterminées minimales (MSOs : minimal structu-
rally overdetermined set) sont définies [Krysander 2008a].
Définition 1.5 (Partie sur-déterminée minimale). Un ensemble d’équations P est
dit sur-déterminé minimal si |P |−var(P ) = 1. Autrement dit, aucun sous-ensemble
de P est un PSOs.
Différents algorithmes pour déterminer les MSOs sont développés
dans [Krysander 2008a], [Gelso 2008]. Ils sont analysés et comparés dans
[Armengol Llobet 2009].
Pour l’isolation de défaut, il est nécessaire d’avoir un nombre de PSOs (ou
MSOs) qui sont capables de détecter différents ensembles de défauts. L’effet des
défauts sur les PSOs (ou MSOs) choisis est représenté par une matrice de signature
de défauts booléenne S [Pröll 2016] :
f1 f2 . . . fl
P1 s11 s12 . . . s1l
P2 s21 s22 . . . s2l
...
...
...
...
Pm sm1 sm2 . . . sml
= (s1, s2, . . . , sl) . (1.10)
Si fj appartient à l’ensemble de défauts de Pi, sij est égal à 1, et 0 sinon. La
signature d’un défaut fj est donnée par la j-ième colonne sj de cette matrice.
Définition 1.6 (Isolabilité structurelle). Un défaut fj est dit structurellement iso-
lable si si 6= sj pour tout i 6= j. Le nombre de colonnes non identiques de la matrice
S est noté ρ(S).
En supposant qu’un seul défaut survienne à la fois, l’isolation de défauts est
possible de la manière suivante. A partir de m PSOs, les résidus r1, . . . , rm peuvent
être calculés. Ces résidus seront structurellement sensibles à un défaut selon sa
signature. Pour chaque ri, une norme ||.|| et un seuil εi > 0 doivent être choisis ; un
vecteur booléen ri = (r1i, . . . , rmi) est défini par :
rji = 0, si ||rji|| < εi, (1.11)
rji = 1, si ||rji|| ≥ εi. (1.12)
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Le vecteur ri est ensuite comparé avec la colonne sj de la matrice de signature et
chaque colonne correspondant au vecteur résiduel fournit un candidat de défaut.
Si un seul candidat est trouvé, le défaut est parfaitement isolé de tous les autres
défauts. Si plus d’un candidat est trouvé, un groupe de candidats de défaut défini
par :
F∗ := {fi | si = ri}, (1.13)
est déterminé par le diagnostiqueur. Puisque le vecteur résiduel ri est transformé
en un vecteur binaire ri, deux défauts ne peuvent pas être distingués s’ils ont la
même signature. Ainsi, F∗ est le meilleur résultat possible. L’entier ρ(S) caractérise
le nombre de défauts qui peuvent être isolés structurellement les uns des autres si
tous les PSOs sont considérés.
Dans [Pröll 2016], une méthode d’isolation de défauts pour des systèmes dyna-
miques à temps continu à base de combinaisons entre des observateurs et l’analyse
structurelle est présentée. L’analyse structurelle permet de déterminer les PSOs du
modèle, ainsi que la détectabilité et l’isolabilité structurelle des défauts considérés.
Cependant, les équations appartenant à un PSOs ne définissent pas en général un
espace d’état. Un algorithme pour choisir les PSOs permettant de former un espace
d’état est introduit. Ces PSOs sont dits bien définis. Puisque le nombre de PSOs
dans un modèle augmente exponentiellement par rapport au nombre de capteurs
[Krysander 2008a], il se peut que le nombre de PSOs bien définis soit aussi grand.
Par conséquent, il est impossible de construire un générateur résiduel pour chaque
PSOs bien défini. Un ensemble de PSOs bien définis est donc choisi afin de maxi-
miser le nombre de défauts isolés et de minimiser le nombre de résidus à calculer.
Le résultat de la procédure est une banque de générateurs résiduels à base d’obser-
vateurs. Le vecteur des résidus est évalué en ligne et comparé avec la matrice de
signature des défauts afin de fournir un ensemble candidat de défauts qui peuvent
être présents dans le système.
Fault Diagnosis Toolbox [Frisk 2017] est une boîte à outils développée en Matlab
permettant d’analyser et de concevoir des systèmes de diagnostic pour des systèmes
dynamiques, décrits principalement par des équations différentielles. En particulier,
cet outil se concentre sur des techniques à base d’analyse structurelle. Dans cette
thèse, il est utilisé pour développer un algorithme de détection et d’isolation de
défauts avec notre filtre de Kalman intervalle.
1.4 Conclusion
Après une brève introduction dans laquelle nous avons décrit la problématique
abordée et le contexte général du chapitre, le problème d’estimation d’état pour
des systèmes dynamiques a été formulé. Différentes méthodes pour concevoir des
observateurs/filtres dans le cas linéaire et non linéaire ont été également introduites.
Ensuite, le problème de détection et isolation de défauts dans les systèmes non
linéaires a été défini. Les sources potentielles de défauts dans un système en boucle
ouverte ont été introduites et suivies par des modèles mathématiques simples de
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défauts capteurs et actionneurs. Différentes étapes du diagnostic à base d’obser-
vateur ont été rappelées, notamment la détection et isolation de défauts à l’aide
des schémas d’observateur dédié/généralisé. Une approche de diagnostic basée sur
l’analyse structurelle est également introduite. Cette approche permet de détermi-
ner les parties sur-déterminées du modèle qui sont indispensable pour la génération
de résidus.
Dans le chapitre suivant, nous présentons l’ensemble des outils mathématiques
de l’analyse par intervalles utilisés tout au long de cette thèse.
Chapitre 2
Analyse par intervalles
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2.1 Introduction
L’analyse par intervalles a été introduite au milieu du XXe siècle afin de repré-
senter les erreurs de mesure [Sunaga 1958] et d’arrondi dans les calculs numériques
[Moore 1966]. Les valeurs possibles d’une variable sont données par une borne infé-
rieure et une borne supérieure. Des solutions fiables et garanties peuvent également
être obtenues en utilisant l’analyse par intervalles pour des résolutions d’équations
et de problèmes d’optimisation.
Plusieurs algorithmes basés sur l’analyse par intervalles ont été développés dans
des domaines variés, en particulier pour la commande robuste ([Rauh 2014]) et l’es-
timation ([Jaulin 1993], [Chen 1997], [Poignet 2003], [Gning 2007], [Xiong 2013]).
Il existe différentes bibliothèques permettant l’implantation numérique de l’analyse
par intervalles. Certaines fournissent des outils complets pour résoudre des pro-
blèmes spécifiques, par exemple les contracteurs [Chabert 2008]. Dans le cadre de
cette thèse, l’extension INTLAB sous MATLAB est utilisée [Rump 1998]. Ce cha-
pitre est structuré comme suit. La section 2.2 présente les définitions et concepts
de base de l’analyse par intervalles. La plupart des notions peuvent être retrouvées
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dans l’ouvrage [Jaulin 2001]. Ces notions sont utilisées dans le cadre de l’inversion
ensembliste (section 2.3) et dans le problème de satisfaction de contraintes (section
2.4).
2.2 Notions de base
2.2.1 Intervalles
Définition 2.1 (Intervalle). Un intervalle, noté [x], est un sous-ensemble fermé,
connexe de R :
[x] = {x ∈ R | x ≤ x ≤ x} = [x, x].
Les nombres réels x et x sont respectivement les bornes inférieure et supérieure
de l’intervalle [x]. L’ensemble des intervalles de R est noté IR.
Définition 2.2. Soit [x] ∈ IR, on définit :
• sa largeur : |[x]| = w([x]) = x− x,
• son milieu (ou centre) : mid([x]) = (x+ x)/2,
• son rayon : rad([x]) = (x− x)/2.
La largeur d’un intervalle (ainsi que son rayon) peut être interprétée en terme
d’incertitude sur la variable représentée par cet intervalle. Un intervalle [x] est dit
dégénéré lorsque x = x. Les intervalles dégénérés permettent de représenter des
nombres réels.
Remarque 2.1 ([Moore 2009] page 15). Soit x ∈ [x], [x] ∈ IR ; il existe un réel
α ∈ [−1, 1] tel que x = mid([x]) + α.rad([x]) .
Les opérations booléennes peuvent être étendues aux intervalles. L’intersection
entre deux intervalles [x] et [y], définie par :
[x] ∩ [y] = {z ∈ R | z ∈ [x] et z ∈ [y]} , (2.1)
est toujours un intervalle. Cependant, ce n’est pas le cas pour l’union entre deux
intervalles [x] et [y] :
[x] ∪ [y] = {z ∈ R | z ∈ [x] ou z ∈ [y]} . (2.2)
Afin d’assurer que l’union des intervalles soit toujours un intervalle, on définit l’in-
tervalle hull d’un sous-ensemble X dans R comme l’intervalle le plus petit contenant
X.
Définition 2.3. Soit [x] et [y] deux intervalles, on définit :
• Intersection :
[x] ∩ [y] =

[
max(x, y),min(x, y)
]
si max(x, y) ≤ min(x, y)
∅ sinon
(2.3)
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• Intervalle hull :
hull([x], [y]) =
[
min(x, y),max(x, y)
]
. (2.4)
Définition 2.4 (Vecteur d’intervalles (boîte)). Un vecteur d’intervalles (ou une
boîte) de Rn est défini comme le produit cartésien de n intervalles :
[x] = [x1]× [x2]× · · · × [xn].
L’ensemble des vecteurs d’intervalles de dimension n est noté par IRn.
Un vecteur d’intervalles peut être simplement noté [x] = ([xi])i=1,...,n. La nota-
tion [xi] correspond à la iième composante du vecteur [x].
Remarque 2.2. A partir du chapitre 3, dans l’écriture xik, i désigne la i-ième
composante et k l’indice temporel.
Définition 2.5. Soit [x] ∈ IRn, on définit :
• sa borne inférieure : inf([x]) = (x1, x2, . . . , xn)T ,
• sa borne supérieure : sup([x]) = (x1, x2, . . . , xn)T ,
• sa largeur : w[(x]) = max1≤i≤n (xi − xi),
• son centre : mid([x]) = (inf([x]) + sup([x])) /2,
• son rayon : rad([x]) = (sup([x])− inf([x])) /2,
• son volume : V ol([x]) = ∏ni=1(xi − xi),
Définition 2.6. Soit [x] et [y] deux boîtes de IRn, on définit :
• Intersection :
[x] ∩ [y] = ([x1] ∩ [y1])× ([x2] ∩ [y2])× · · · × ([xn] ∩ [yn]), (2.5)
• Intervalle hull :
hull([x], [y]) = hull([x1], [y1])× hull([x2], [y2])× · · · × hull([xn], [yn]). (2.6)
Définition 2.7 (Bissection d’une boîte). La bissection est une opération de parti-
tionnement d’une boîte en deux boîtes L([x]) et R([x]) telles que :
L([x]) = ([x1], . . . , [xi,mid([xi])], . . . , [xn])T , (2.7)
R([x]) = ([x1], . . . , [mid([xi]), xi], . . . , [xn])T , (2.8)
où le iième élément de [x] est bissecté.
Définition 2.8 (Matrice intervalle). Une matrice intervalle notée :
[X] =

[x11] · · · [x1n]
... . . .
...
[xm1] · · · [xmn]
 , (2.9)
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est une matrice dont les éléments sont des intervalles. On note IRm×n l’ensemble
des matrices intervalles de Rm×n.
Remarque 2.3. Dans la continuité de la remarque 2.2, ij peut également être mis
en exposant.
Définition 2.9. Soit [X] ∈ IRm×n, on définit :
• sa borne inférieure : inf([X]) =

x11 · · · x1n
... . . .
...
xm1 · · · xmn
 ,
• sa borne supérieure : sup([X]) =

x11 · · · x1n
... . . .
...
xm1 · · · xmn
 ,
• son centre : mid([X]) = (inf([X]) + sup([X])) /2,
• son rayon : rad([X]) = (sup([X])− inf([X])) /2.
Définition 2.10 (Matrice intervalle symétrique). Une matrice intervalle carrée [X]
est symétrique si les matrices réelles mid([X]) et rad([X]) sont symétriques.
La symétrie d’une matrice intervalles [X] est équivalente à la symétrie de ses
bornes supérieure sup([X]) et inférieure inf([X]).
En utilisant la Remarque 2.1 pour chaque élément d’une matrice réelle X ∈
Rm×n appartenant à une matrice intervalles [X] ∈ IRm×n, on obtient la proposition
suivante :
Proposition 2.1. Soit X ∈ Rm×n appartenant à une matrice intervalle [X] ∈
IRm×n, il existe des réels αij ∈ [−1, 1], 1 ≤ i ≤ m, 1 ≤ j ≤ n tels que :
X = mid([X]) +
m∑
i=1
n∑
j=1
αij [rad([Xij ])] , (2.10)
où
[
rad([Xij ])
]
est la matrice réelle de dimension m × n dont l’élément ij est le
rayon de l’élément ij de la matrice intervalle [X], les autres éléments étant nuls.
Exemple 2.1. Considérons la matrice intervalle suivante :
[X] =
[
[−5,−1] [0, 2]
[−1, 1] [4, 8]
]
.
Soit X ∈ [X], il existe des réels αij ∈ [−1, 1], 1 ≤ i ≤ 2, 1 ≤ j ≤ 2, tels que :
X =
[
−3 1
0 6
]
+ α11
[
2 0
0 0
]
+ α12
[
0 1
0 0
]
+ α21
[
1 0
0 0
]
+ α22
[
0 0
0 2
]
.
Dans le cas des matrices symétriques, la représentation suivante peut être consi-
dérée :
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Proposition 2.2. Soit X une matrice réelle symétrique dans Rn×n appartenant
à une matrice intervalle symétrique [X] ∈ IRn×n ; il existe des réels αij ∈ [−1, 1],
1 ≤ i ≤ j ≤ n, tels que :
X = mid([X]) + diag (rad ([X])) diag
(
αii
)
+
n−1∑
i=1
n∑
j=i+1
αijrad
(
[Xij ]
)
, (2.11)
où diag (rad ([X])) est la matrice diagonale contenant les rayons des éléments dia-
gonaux de [X], rad
(
[Xij ]
)
sont les matrices symétriques dont les éléments ij et ji
sont les rayons de [Xij ] et [Xji], les autres éléments étant nuls.
2.2.2 Arithmétique par intervalles
Les opérations mathématiques de base {+,−,×, /} sur les nombres réels sont
étendues aux intervalles par la formule suivante :
[x]  [y] = [{x  y | x ∈ [x], y ∈ [y]}] , (2.12)
avec  ∈ {+,−,×, /}. Autrement dit, le résultat d’une opération entre deux inter-
valles est un intervalle contenant tous les résultats possibles de cette opération de
deux réels inclus dans deux intervalles. La caractérisation de [x]  [y] se fait à l’aide
des expressions suivantes :
[x] + [y] = [x+ y, x+ y], (2.13)
[x]− [y] = [x− y, x− y], (2.14)
[x]× [y] = [min(xy, xy, xy, xy),max(xy, xy, xy, xy)], (2.15)
1/[y] =

∅ si [y] = [0, 0],
[1/y, 1/y] si 0 /∈ [y],
[1/y,+∞] si y = 0, y > 0,
[−∞, 1/y] si y < 0, y = 0,
[−∞,+∞] si y < 0, y > 0.
(2.16)
[x]/[y] = [x]× (1/[y]) . (2.17)
De même, les fonctions élémentaires (exp, sin, cos, ...) peuvent être étendues aux
intervalles. L’extension intervalle d’une fonction élémentaire f : R → R est définie
comme suit :
[f ] : IR→ IR (2.18)
[x] 7→ [f ]([x]) = [{f(x) | x ∈ [x]}], (2.19)
où [{f(x) | x ∈ [x]}] désigne le plus petit intervalle qui contient toutes les valeurs
de f(x), x ∈ [x].
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2.2.3 Fonction d’inclusion
Les notions de base de l’analyse par intervalles étant définies, il est possible
d’évaluer des fonctions vectorielles contenant un nombre fini d’opérations arithmé-
tiques et de fonctions élémentaires (sin, cos, log, exp...) avec des variables intervalles.
Définition 2.11 (Fonction d’inclusion). Une fonction d’inclusion de la fonction
vectorielle f : Rm → Rn, notée [f ] est une fonction de IRm dans IRn vérifiant :
f([x]) = {f(x) | x ∈ [x]} ⊆ [f ] ([x]), ∀ [x] ⊆ IRm (2.20)
f([x])
[x]
[f ]∗([x])
[f ]([x])
Figure 2.1 – Un exemple de fonctions d’inclusion.
En général, la fonction d’inclusion n’est pas unique et dépend de la manière dont
f est écrite. L’objectif général est donc de chercher la fonction d’inclusion minimale
[f ]∗ de f qui donne la plus petite boîte englobant f(x) pour tout x ∈ [x].
2.2.3.1 Fonction d’inclusion naturelle
Lorsque la fonction considérée f est construite par un ensemble de fonctions
élémentaires (sin, cos, exp,...) et des opérateurs (+,−,×, /), la méthode la plus
simple pour obtenir une fonction d’inclusion consiste à remplacer les occurrences
des variables scalaires par les variables intervalles correspondants, et toutes les fonc-
tions élémentaires par leurs extensions intervalles. Cette méthode fournit la fonction
d’inclusion naturelle de f . Néanmoins, cette fonction d’inclusion n’est pas minimale
lorsqu’au moins une variable intervient plusieurs fois dans l’expression de f . Cela
peut s’interpréter par le fait que deux occurrences d’une même variable sont considé-
rées comme deux variables indépendantes. Ce phénomène est appelée le phénomène
de dépendance ou multi-occurrence.
Exemple 2.2. Considérons les fonctions d’inclusion de la fonction f = 2x2 + 4x
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établies à partir des quatre expressions suivantes :
f1(x) = 2x2 + 4x,
f2(x) = 2x(x+ 2),
f3(x) = 2x× x+ 4x,
f4(x) = 2(x+ 1)2 − 2.
L’évaluation des fonctions d’inclusion naturelles de ces quatre formulations sur l’in-
tervalle [x] = [−2, 1] donne :
[f1]([x]) = 2[x]2 + 4[x] = [−8, 12],
[f2]([x]) = 2[x]([x] + 2) = [−12, 6],
[f3]([x]) = 2[x]× [x] + 4[x] = [−12, 12],
[f4]([x]) = 2([x] + 1)2 − 2 = [−2, 6].
Dans cet exemple, la fonction d’inclusion [f4] est minimale. La taille des intervalles
obtenus dépend du nombre d’occurrences des variables. On peut remarquer que
plus une variable intervient fréquemment dans l’expression de f , plus le pessimisme
devient important.
2.2.3.2 Fonction d’inclusion centrée
Soit f : Rn → Rm une fonction différentiable sur une boîte [x]. En utilisant le
théorème de la valeur moyenne, on obtient :
∀x ∈ [x], ∃z ∈ [x] | f(x) = f(m) + Jf (z)(x−m), (2.21)
où m = mid([x]), Jf est la matrice jacobienne de la fonction f . Soit [Jf ]une fonction
d’inclusion de Jf , alors :
∀x ∈ [x], f(x) ∈ f(m) + [Jf ]([x])(x−m). (2.22)
La fonction d’inclusion centrée de f est alors définie par :
[fc]([x]) = f(m) + [Jf ]([x])([x]−m). (2.23)
La fonction d’inclusion centrée donne des résultats généralement plus précis que la
fonction d’inclusion naturelle lorsque la largeur des intervalles manipulés est assez
faible.
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2.2.4 Convergence d’une fonction d’inclusion
Définition 2.12 (Convergence). Une fonction d’inclusion [f ] de f est convergente,
si pour toute suite [x](k) :
lim
k→∞
w([x](k)) = 0⇒ lim
k→∞
w(f([x](k))) = 0. (2.24)
La convergence des fonctions d’inclusion peut être évaluée au sens d’un critère
proposé dans [Moore 1979]. L’ordre de convergence d’une fonction d’inclusion est
défini par le plus grand entier α tel que :
∃β ∈ R+| (w ([f ]([x]))− w (f([x]))) ≤ βw([x])α. (2.25)
L’ordre de convergence d’une fonction d’inclusion minimale est infini. Pour des in-
tervalles de faible largeur, l’ordre de convergence de la fonction d’inclusion naturelle
est au moins linéaire (α ≥ 1) tandis qu’il est au moins quadratique pour la fonction
d’inclusion centrée. Cependant, dans le cas des intervalles de grande largeur, il est
préférable d’appliquer la fonction d’inclusion naturelle.
2.3 Inversion ensembliste par arithmétique d’inter-
valles
2.3.1 Inversion ensembliste
Soit [x] ∈ IRn, [y] ∈ IRm et f une fonction (éventuellement non-linéaire) de Rn
dans Rm. On souhaite décrire l’ensemble S :
S = {x ∈ [x] | f(x) ∈ [y]}. (2.26)
L’ensemble S des solutions de ce problème est défini par :
S = {x ∈ [x] | f(x) ∈ [y]} = f−1([y]) ∩ [x]. (2.27)
L’inversion ensembliste est le problème de caractérisation de l’ensemble S. Ce pro-
blème peut être résolu d’une manière garantie en utilisant l’analyse par inter-
valles et l’algorithme SIVIA (Set Inversion Via Interval Analysis) proposé dans
[Jaulin 1993]. Supposons que l’on connaisse la région initiale [x] contenant au moins
une solution du problème (2.26), SIVIA permet d’encadrer l’ensemble S :
S ⊆ S ⊆ S. (2.28)
où S est l’ensemble des boîtes prouvées solutions, S = S ∪∆S, ∆S étant l’ensemble
des boîtes pour lesquelles aucune décision ne peut être établie. Les propriétés des
solutions données par SIVIA sont :
• si S = ∅, le problème (2.26) n’a aucune solution,
• si S 6= ∅, il existe au moins une solution pour (2.26).
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2.3.2 Algorithme SIVIA
Grâce à l’analyse par intervalles et à la notion de fonction d’inclusion, SIVIA
approche l’ensemble S des solutions du problème (2.26) par 3 ensembles de boîtes
(S,N , E) tels que :
S = S, (2.29)
S ∪ E = S, (2.30)
N ∩ S = ∅, (2.31)
et :
∀[x] ∈ E , w([x]) < ε, (2.32)
où ε est la précision fixée par l’utilisateur. On rappelle que w([x]) est la largeur
de la boîte [x]. L’algorithme SIVIA est présenté par l’Algorithme 2.1. Supposons
que l’on connaisse une boîte initiale [x0] contenant l’ensemble des solutions S, cette
boîte est placée dans une liste L et les trois ensembles S, E et N sont initialement
vides (ligne 1). Pendant l’exécution de l’algorithme, le premier élément [x] de la liste
est récupéré (ligne 3) pour tester l’inclusion de son image donnée par la fonction
d’inclusion [f ] avec la boîte [y]. Si la boîte est acceptée par le test d’inclusion (lignes
4,5), elle est ajoutée à l’ensemble S (ligne 5). Si le test d’inclusion est indéterminé
et la largeur de la boîte [x] est supérieure à une valeur ε choisie par l’utilisateur, la
boîte [x] est bissectée en deux boîtes L[x], R[x] qui sont ensuite placées au sommet
de la liste L (lignes 9,10,11). Les boîtes qui ne satisfont pas le test d’inclusion sont
ajoutées à la liste N (lignes 6,7). L’algorithme continue jusqu’au moment où la liste
L est vide.
Propriété 2.1 ([Jaulin 1993]). La complexité de SIVIA est exponentielle par rap-
port à la dimension du vecteur des variables. Le nombre de bissections effectuées
est borné par
Nb =
(
w([x])
ε
+ 1
)nx
, (2.33)
où nx est la dimension du vecteur [x].
Exemple 2.3. Soit S l’ensemble des vecteurs x = (x1, x2)T vérifiant :
f(x) = x41 − x42 − x31x2 ∈ [−1, 1]. (2.34)
Le domaine de recherche initial est [x0] = ([−3, 3], [−3, 3])T . La précision prédéfinie
est 1% de la largeur du domaine de recherche initial : ε = 0.06. La figure 2.2 montre
le résultat généré par SIVIA.
Le nombre de boîtes bissectées dans cet exemple est 3747 boîtes, vérifiant la
Propriété 2.1 : Nb = (1/(1%) + 1)2 = 10201 boîtes.
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Algorithme 2.1 SIVIA
Entrées: [y] ∈ IRn, [x0] ∈ IRm, [f ] : IRm → IRn, ε > 0.
Sorties: S, N et E tels que : S ⊆ S ⊆ S ∪ E , N ∩ S = ∅, et ∀[x] ∈ N , w([x]) < ε.
1: Initialisation :
• S ← N ← E ← ∅,
• L ← {[x0]}.
2: tantque L 6= ∅ faire
3: [x]← pop(L) {pop : récupère et enlève le premier élément d’une liste.}
4: si [f ]([x]) ⊆ [y] alors
5: push(S, [x]) {push : ajoute un élément à une liste.}
6: sinon si [f ]([x]) ∩ [y] = ∅ alors
7: push(N , [x])
8: sinon si w([x]) > ε alors
9: {L([x]), R([x])} = bissecter([x])
10: push(L, L([x]))
11: push(L, R([x]))
12: sinon
13: push(E , [x])
14: fin si
15: fin tantque
2.4 Problème de satisfaction de contraintes
2.4.1 Introduction
On considère un vecteur de nx variables x ∈ Rnx liées par nf contraintes sous
la forme suivante :
f(x) = 0⇔ fi(x1, x2, . . . , xnx) = 0 i = 1, 2 . . . , nf . (2.35)
Définition 2.13 (Problème de satisfaction de contraintes). Un problème de sa-
tisfaction de contraintes (CSP) consiste à chercher toutes les solutions de (2.35)
appartenant à un domaine de recherche initial X ⊆ Rnx :
H : (f(x) = 0,x ∈ X). (2.36)
Pour plus de simplicité, le domaine initial des variables est une boîte [x] ∈ IRnx .
L’ensemble solution de H est défini par :
S = {x ∈ [x] | f(x) = 0} . (2.37)
La solution du CSP (2.36) est donnée par l’intersection des ensembles solutions de
chaque sous-contrainte :
S = ∩nfi=1Si, (2.38)
où Si est l’ensemble solution de la contrainte fi(x1, x2, . . . xnx) = 0, x ∈ [x]. L’utili-
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Figure 2.2 – Ensemble des boîtes S (rouges), N (bleues), E (jaunes) pour l’exemple
2.3
sation de l’algorithme SIVIA présenté dans la section 2.3.2 pour résoudre un CSP
est limitée aux cas où le nombre des variables est assez réduit, du fait de sa com-
plexité exponentielle (propriété 2.1). Notons que S n’est pas nécessairement une
boîte. Dans le cadre des intervalles, la résolution d’un CSP est équivalente à la re-
cherche d’une boîte minimale [x′] ⊂ [x] telle que S ⊆ [x′]. Les opérations permettant
d’atteindre cet objectif sont appelées les contracteurs.
Dans la section suivante, la définition et les propriétés des contracteurs sont
présentées.
2.4.2 Définition et propriétés des contracteurs
Définition 2.14 (Contracteur). Un contracteur est un opérateur permettant de
contracter le domaine initial d’un CSP, c’est-à-dire de fournir une nouvelle boîte
[x′] ⊆ [x] telle que S ⊆ [x′], sans faire de bissection.
Un contracteur est noté C([x], f), où [x] est le domaine de recherche initial, et f
sont les contraintes du CSP en considération.
Un contracteur possède les propriétés suivantes [Benhamou 1997] :
• ∀[y] ⊆ [x], C([y], f) ⊆ [x] (contractance),
• ∀[y] ⊆ [x], [y] ∩ S ⊆ C([y], f) (complétude).
En outre, les propriétés suivantes sont tirées de [Jaulin 2001] :
• C est optimal si ∀[x] ∈ Rnx , C([x], f) = hull([x],S),
• C est monotone si [x] ⊂ [y], C([x], f) ⊂ C([y], f),
• C est idempotent si ∀[x] ∈ Rnx , C(C([x], f), f) = C([x], f),
• C1 est plus efficace que C2 si ∀[x] ∈ Rnx , C1([x], f) ⊂ C2([x], f),
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Les sections suivantes présentent les contracteurs linéaires et non-linéaires les plus
utilisés.
2.4.3 Contracteur linéaire
Les systèmes d’équations d’intervalles linéaires définis par :
[A]x = [b], (2.39)
forment une classe de CSP, [A] ∈ IRnx , [b] ∈ IRnx . Le problème est de déterminer
une boîte contenant l’ensemble des solutions du CSP (2.39) défini comme suit :
S = {x ∈ Rnx | ∃A ∈ [A], ∃b ∈ [b],Ax = b} . (2.40)
Les contracteurs permettant de fournir une approximation extérieure de S sont pré-
sentés dans les sections suivantes. Ce sont des extensions des algorithmes classiques
aux systèmes d’équations d’intervalles linéaires, par exemple ceux d’élimination de
Gauss ou de Jacobi.
2.4.3.1 Méthode d’élimination de Gauss
Le contracteur d’élimination de Gauss, dénoté par CGE est une extension inter-
valle de la méthode classique basée sur la transformation LU. Une matrice A est
transformée en un produit de deux matrices triangulaires L (matrice triangulaire
inférieure) et U (matrice triangulaire supérieure). Le contracteur d’élimination de
Gauss est obtenu en remplaçant dans la méthode de Gauss les variables ponctuelles
par les variables intervalles correspondantes.
Puisque la méthode de Gauss requiert que aii 6= 0, le contracteur d’élimination
de Gauss ne fonctionne pas si [aii] contient 0. D’autre part, le contracteur d’élimi-
nation de Gauss est bien adapté aux cas où la matrice d’intervalle [A] est proche
de la matrice d’identité.
2.4.3.2 Méthode de Jacobi
Considérons encore le CSP (2.39). Une matrice réelle A ∈ [A] peut être décom-
posée en la somme d’une matrice diagonale diag(A) et d’une matrice extdiag(A)
dont les éléments diagonaux sont nuls :
A = diag(A) + extdiag(A). (2.41)
Ainsi, l’équation Ax = b peut s’écrire comme suit :
diag(A)x + extdiag(A)x = b. (2.42)
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La solution donnée par la méthode de Jacobi est obtenue avec l’hypothèse que la
matrice diag(A) est inversible :
x = (diag(A))−1(b− extdiag(A)x). (2.43)
Le contracteur de Jacobi CJ est donc donné par l’expression récursive suivante :
[xk+1] =
(
(diag([A]))−1 ([b]− extdiag([A])[xk])
)
∩ [xk]. (2.44)
où k indique le numéro de l’itération. A noter que comme le contracteur d’éli-
mination de Gauss, le contracteur de Jacobi est applicable tant que les éléments
diagonaux de [A] ne contiennent pas de zéro.
2.4.4 Contracteur non-linéaire
Les contracteurs considérés dans cette section permettent de résoudre le CSP
suivant :
H : (f(x) = 0,x ∈ [x]). (2.45)
où f : Rnx → Rnf est une fonction vectorielle non-linéaire.
Les contracteurs pour résoudre les CSP non-linéaires peuvent être basés sur des
linéarisations garanties de la fonction f , par exemple, les contracteurs de Krawczyk
([Neumaier 1990]) et de Newton ([Hansen 1992], [Moore 1979]). Ces méthodes ne
sont applicables que si nx = nf . Une autre technique, connue sous le nom du
contracteur propagation-rétropropagation ([Waltz 1972], [Davis 1987]), repose sur la
propagation des contraintes ([Benhamou 1999]). Ce type de contracteur permet de
résoudre en général les CSP dont le nombre de contraintes n’est pas nécessairement
égal à la dimension du vecteur des variables.
2.4.4.1 Contracteur de Krawczyk
Supposons que la fonction f du CSP (2.45) est différentiable. L’équation f(x) = 0
peut être réécrite sous la forme x −Mf(x) = x, où M est une matrice réelle
inversible. La fonction d’inclusion centrée de la fonction Ψ = x−Mf(x) est donnée
par :
[Ψ]([x]) = Ψ(x0) + [JΨ]([x])([x]− x0), (2.46)
où [JΨ] est une fonction d’inclusion de la matrice jacobienne de Ψ et x0 = mid([x]).
Ainsi, le contracteur de Krawczyk est défini comme suit :
CK : [x] 7→ [x] ∩ (Ψ (x0) + [JΨ] ([x]) ([x]− x0)) . (2.47)
En remplaçant Ψ par x−Mf(x), on a :
CK : [x] 7→ [x] ∩ (x0 −Mf(x0) + (I−M[Jf ] ([x])) ([x]− x0)) , (2.48)
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où I est la matrice d’identité et [Jf ] est la fonction d’inclusion de la matrice jaco-
bienne de f . On choisit normalement M = J−1f (x0).
2.4.4.2 Contracteur de Newton
Le contracteur de Newton a été développé pour les CSP dans lesquels la fonction
f est différentiable et nx = nf . La contrainte f(x) = 0 peut être transformée en
x− J−1f (x)f(x) = x. (2.49)
En remplaçant x par [x] et J−1f , f par leurs fonctions d’inclusion, le contracteur de
Newton est défini par
CK : [x] 7→ [x] ∩
(
[x]− [J−1f ]([x])[f ]([x])
)
. (2.50)
En résumé, l’application des contracteurs basés sur des linéarisations garanties des
contraintes est limitée à cause de la contrainte sur la dimension de la fonction f .
Ces contracteurs sont bien adaptés lorsque le domaine initial des variables est petit.
2.4.4.3 Contracteur propagation-rétropropagation
Le contracteur propagation-rétropropagation, noté C↓↑, est présenté dans
[Waltz 1972], [Davis 1987], [Jaulin 2001] ; il utilise le principe de contraction par
propagation des contraintes ([Benhamou 1999]).
L’algorithme de C↓↑ repose sur la décomposition des contraintes en un ensemble
de contraintes primitives. Une contrainte est dite primitive si elle implique une
seule opération arithmétique (+,−,×, /) entre deux variables ou une seule fonc-
tion élémentaire (sin, cos, exp, . . . ). Cette décomposition est suivie par l’apparition
d’un ensemble de variables intermédiaires représentant les résultats des contraintes
primitives. Le domaine initial d’une variable intermédiaire est [−∞,∞].
Le contracteur C↓↑ est composé de deux phases : Propagation et Rétropropaga-
tion. Illustrons le principe du contracteur C↓↑ sur l’exemple suivant :
Exemple 2.4. On cherche à contracter la boîte [x] = [x1] × [x2] avec deux
contraintes : y1 =
√
x21 + x22 ∈ [y1] et y2 = arctan (x2/x1) ∈ [y2]. La décomposi-
tion de ces contraintes donne l’ensemble de contraintes primitives avec les variables
intermédiaires suivantes : 
z1 = x21,
z2 = x22,
z3 = z1 + z2,
y1 =
√
z3,
z4 = x2/x1,
y2 = arctan (z4).
(2.51)
L’ensemble de contraintes primitives peut être représenté par un arbre (figure 2.3)
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où chaque nœud correspond à une variable et chaque arc représente une contrainte
primitive liant deux variables.
x1 x2
z1 z2
z3
y1
z4
y2
Propagation
R
étropropagation
Figure 2.3 – Arbre représentant les connections de variables dans l’exemple 2.4
.
La phase propagation consiste à parcourir le graphe des entrées (x1, x2) aux
sorties (y1, y2) comme suit :
[z1] = [z1] ∩ [x1]2,
[z2] = [z2] ∩ [x2]2,
[z3] = [z3] ∩ ([z1] + [z2]),
[y1] = [y1] ∩
√
[z3],
[z4] = [z4] ∩ ([x2]/[x1]),
[y2] = [y2] ∩ [arctan]([z4]).
(2.52)
La phase rétropropagation consiste à parcourir le graphe dans le sens contraire en
utilisant les fonctions inverses des contraintes primitives :
[z3] = [z3] ∩ [y1]2,
[z2] = [z2] ∩ ([z3]− [z1]),
[z1] = [z1] ∩ ([z3]− [z2]),
[x1] = [x1] ∩
√
[z1],
[x2] = [x2] ∩
√
[z2],
[z4] = [z4] ∩ [tan]([y2]),
[x1] = [x1] ∩ ([x2]/[z4]),
[x2] = [x2] ∩ ([x1]× [z4]).
(2.53)
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Le contracteur propagation-rétropropagation présente les avantages suivants :
• indépendance par rapport à la linéarité ou non-linéarité des contraintes,
• indépendance par rapport au nombre de contraintes,
• efficacité avec des intervalles de grande largeur,
• temps de calcul raisonnable,
• facilité de mis en œuvre.
Nous l’utilisons dans la suite de cette thèse.
2.5 Conclusion
Dans ce chapitre, nous avons présenté les différents éléments de l’analyse par
intervalles. La notion de fonction d’inclusion constitue la base des algorithmes en-
semblistes. Deux types de réalisation de fonctions d’inclusion ont été présentés : la
fonction d’inclusion naturelle et la forme centrée. La fonction d’inclusion naturelle
est efficace pour des pavés larges et volumineux, alors que la forme centrée retrouve
sa précision sur des petits pavés. Pour tous les vecteurs issus d’un pavé, une fonction
d’inclusion permet de déterminer un pavé qui contient toutes les images par une
fonction vectorielle.
Nous nous sommes intéressés à l’inversion ensembliste et au problème de sa-
tisfaction de contraintes (CSP). En général, ils partagent le même objectif : la
réduction du domaine initial des variables par des contraintes. Grâce à la notion
de fonction d’inclusion et la bissection, l’algorithme SIVIA fournit deux encadre-
ments intérieur et extérieur de l’ensemble de solutions de l’inversion ensembliste. Cet
algorithme n’est applicable que pour la résolution d’un CSP dont le nombre de va-
riables est assez réduit à cause de sa complexité exponentielle. En ce qui concerne
les techniques de propagation de contraintes, nous avons rappelé le principe des
contracteurs linéaires et non-linéaires les plus utilisés. Les contracteurs basés sur
une linéarisation des contraintes sont bien adaptés au cas de petits pavés avec un
nombre de contraintes égale à la dimension du vecteur de variables. Nous avons
choisi le contracteur propagation-rétropropagation pour les algorithmes de filtrage
ensembliste non-linéaire du fait de son efficacité pour les problèmes non-linéaires,
un nombre de contraintes élevé ou une grande largeur d’intervalles.
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3.1 Introduction
L’incertitude est traditionnellement caractérisée par une distribution de pro-
babilité. Cependant, l’élargissement de la théorie des probabilités est nécessaire
puisque l’on ne peut pas toujours fournir une probabilité pour chaque événement,
notamment lorsque peu d’informations ou de données sont disponibles. La géné-
ralisation la plus directe est de remplacer une seule mesure de probabilité par un
intervalle : probabilité inférieure et supérieure.
Considérons un espace de probabilité (Ω,A, P ). Soit P une famille de probabi-
lités sur le référentiel Ω. Soit X : Ω → R une variable aléatoire réelle associée à la
probabilité P . Pour tout sous-ensemble mesurable A de Ω, on définit :
• sa probabilité supérieure : P (A) = supP∈P P (A),
• sa probabilité inférieure : P (A) = infP∈P P (A).
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Autrement dit, la valeur P (A) est contenue dans l’intervalle
[
P (A), P (A)
]
:
∀P ∈ P, P (A) ≤ P (A) ≤ P (A).
Il semble naturel de considérer une famille de mesures de probabilité lorsque l’in-
formation probabiliste est incomplète ou encore quand les paramètres d’un modèle
probabiliste tels que la moyenne ou la variance sont mal connus.
Ce chapitre expose trois cadres permettant de définir des familles de probabilités
imprécises : fonctions de répartition, distributions de possibilité et fonctions de
croyance.
3.2 Fonctions de répartition
On rappelle que la fonction de répartition F d’une variable aléatoire X est
définie par :
F (x) = P (X ≤ x).
Une modélisation directe d’une variable mal connue est obtenue en considérant une
paire de fonctions de répartition F et F telles que F < F . L’intervalle
[
F , F
]
est
nommé p-box ([Ferson 2003]). La famille de probabilités dominée par (F , F ) est
définie par :
P(F , F ) =
{
P | ∀x ∈ R, F (x) ≤ F (x) ≤ F (x)
}
. (3.1)
Ainsi, une p-box
[
F , F
]
fournit un encadrement d’une probabilité cumulée F mal
connue et l’écart entre deux bornes F , F reflète l’imprécision de l’information.
3.3 Théorie des possibilités
La théorie des possibilités introduite par [Zadeh 1978] comme une extension de
la théorie des ensembles flous et de la logique floue, est une théorie utilisée pour le
traitement de la connaissance incomplète. Elle est une alternative à la théorie des
probabilités et diffère de cette dernière par l’utilisation d’un couple de mesures au
lieu d’une seule mesure. L’élément fondamental de la théorie des possibilités est la
distribution de possibilité qui coïncide formellement avec la fonction d’appartenance
d’un ensemble flou défini dans [Zadeh 1965]. Dans cette section, on rappelle les
notions de base de la théorie des possibilités.
Soit Ω l’univers contenant tous les résultats possibles de l’état d’un objet.
Définition 3.1 (Distribution de possibilité). La distribution de possibilité pi est
une fonction de Ω dans l’intervalle [0, 1] représentant le degré de validité de la
proposition "l’état actuel de l’objet est x" pour chaque valeur x de Ω.
Une distribution de possibilité représente une restriction flexible sur ce qui est
l’état actuel avec les conventions suivantes :
• pi(x) = 0 signifie que x est impossible,
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• pi(x) = 1 signifie que x est totalement possible.
• pi(x1) < pi(x2) signifie que x2 est plus plausible que x1.
Définition 3.2 (Spécificité [Dubois 2015]). Une distribution de possibilité pi1 sur
l’univers Ω est plus spécifique que pi2 si et seulement si pi1(x) ≤ pi2(x), ∀x ∈ Ω.
Les cas extrêmes de la spécificité sont les suivantes :
• Savoir complet : pi(x∗) = 1, pi(x) = 0 pour x 6= x∗ (seulement x∗ est pos-
sible) ; on a la spécificité maximale.
• Ignorance totale : pi(x) = 1 pour tout x ∈ Ω, on a la spécificité minimale.
La théorie des possibilités est conduite par le principe de spécificité minimale.
Étant donné un ensemble d’informations imprécises ou incertaines sur l’état actuel
de l’objet, la distribution de possibilité la plus appropriée est la moins spécifique
parmi celles qui valident ces informations.
Grâce à une distribution de possibilité, un couple de mesures peut être défini
pour un sous-ensemble de Ω .
Définition 3.3 (Possibilité-Nécessité). Soit pi une distribution de possibilité sur
l’univers Ω et A un sous-ensemble de Ω, on définit :
• La mesure de possibilité de A :
Π(A) = sup
x∈A
pi(x),
• La mesure de nécessité de A :
N(A) = 1−Π(Ac) = inf
x/∈A
(1− pi(x)),
où Ac est le complémentaire de A dans Ω.
Le degré de possibilité Π(A) représente le degré de cohérence entre A et les
informations disponibles. Le degré de nécessité N(A) évalue le niveau de certitude
de A impliqué par la distribution pi. La dualité possibilité-nécessité est exprimée
par N(A) = 1−Π(Ac). Les mesures de possibilité et nécessité satisfont les axiomes
suivants :
• 0 ≤ N(A) ≤ Π(A) ≤ 1 pour tout A ⊆ Ω,
• Π(A ∪B) = max(Π(A),Π(B)) pour tout A,B ⊆ Ω,
• N(A ∩B) = min(N(A), N(B)) pour tout A,B ⊆ Ω.
Notons que contrairement à la théorie de probabilité, la possibilité n’est pas
auto-duale, c’est-à-dire, pour tout sous-ensemble A de l’univers Ω, la mesure de
possibilité satisfait l’inégalité suivante :
Π(A) + Π(Ac) ≥ 1. (3.2)
Ainsi, dans le cadre de la théorie des possibilités, il est nécessaire d’évaluer un couple
(N(A),Π(A)) afin de décrire l’incertitude sur A. Grâce à ce couple de mesures, les
interprétations suivantes sur un ensemble A ⊆ Ω peuvent être obtenues :
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• N(A) = 1 signifie que A est certainement vrai, c’est-à-dire que l’état actuel
appartient à A sûrement. Cela implique que Π(A) = 1.
• Π(A) = 0 signifie que A est certainement faux, c’est-à-dire qu’il est impos-
sible que l’état actuel appartienne à A. Cela implique que N(A) = 0.
• Π(A) = 1 signifie que A est possible, c’est-à-dire qu’il n’est pas surprenant
du tout que l’état actuel appartienne à A.
• N(A) = 0 signifie que A n’est pas nécessaire, c’est-à-dire qu’il n’est pas
surprenant du tout que l’état actuel n’appartienne pas à A.
• Π(A) = 1 et N(A) = 0 signifie que A est indéterminé, aucune conclusion sur
A n’est croyable.
Un exemple de la distribution de possibilité triangulaire est donné dans la figure
3.1.
1
α
A
B x
pi
Figure 3.1 – Distribution de possibilité
La possibilité et la nécessité de A et celles de B sont :
N(A) = 1− α ; Π(A) = 1,
N(B) = 0 ; Π(B) = 0.
Dans ce cas, on peut conclure directement que la proposition "x ∈ B" est impossible.
Dans plusieurs applications, le couple de mesures de possibilité-nécessité peut
être interprété comme les probabilités inférieure et supérieure encadrant une famille
de probabilités. On définit :
P(pi) = {P | ∀A ⊆ Ω mesurable, N(A) ≤ P (A) ≤ Π(A)} , (3.3)
une famille de probabilités bornées par les fonctions N et Π induites par la distri-
bution de possibilité pi ([de Cooman 1999], [Dubois 1992]). Dans ce cas, on dit que
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Π domine P(pi) :
sup
P∈P(pi)
P (A) = Π(A), (3.4)
inf
P∈P(pi)
P (A) = N(A). (3.5)
3.4 Théorie des croyances
La théorie des croyances, également connue sous les noms de théorie
de Dempster-Shafer ou théorie de l’évidence, a été élaborée par Dempster
([Dempster 1967]) et Shafer ([Shafer 1976]) et développée par Smets ([Smets 1993],
[Smets 1999], [Smets 2005a], [Smets 2005b], [Smets 2013]). Basée sur la notion de
preuves, cette théorie permet de combiner des preuves à partir des sources distinctes
pour exprimer le niveau de croyance d’un évènement. La théorie des croyances peut
être interprétée comme une généralisation de théorie des probabilités bayésienne.
Dans cette section, le formalisme mathématique de la théorie des croyances est
présenté.
3.4.1 Fonctions de croyance
Soit Ω l’univers contenant toutes les valeurs possibles d’un état x. L’ensemble
de ses parties, noté 2Ω, est l’ensemble de tous les sous-ensembles de Ω, y compris
l’ensemble vide ∅.
Définition 3.4 (Fonction de masse). La masse m est une fonction de 2Ω dans
l’intervalle [0, 1] vérifiant la propriété de normalisation :∑
A∈2Ω
m(A) = 1. (3.6)
La masse m(A) exprime la proportion de toutes les preuves disponibles allouées
exactement à l’hypothèse x ∈ A et à aucune hypothèse plus spécifique.
Notons que la valeur dem(A) concerne seulement l’élémentA et n’apporte aucun
crédit aux sous-ensembles de A. Les sous-ensembles A de Ω tels que m(A) > 0 sont
appelés les éléments focaux de m.
Dans [Shafer 1976], une contrainte supplémentaire sur la masse de l’ensemble
vide doit être satisfaite :
m(∅) = 0. (3.7)
Une fonction de masse satisfaisant cette propriété est appelée normalisée. La
contrainte 3.7 signifie que l’état actuel x est toujours retrouvé dans Ω. Dans ce
chapitre, on ne considère que des fonctions de masse normalisées.
À partir d’une fonction de masse d’un état, on peut définir les représentations
suivantes :
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Définition 3.5 (Croyance). La croyance bel(A) d’un ensemble A est définie comme
la somme des masses de tous ses sous-ensembles :
bel(A) =
∑
B∈2Ω |B⊆A
m(B). (3.8)
Définition 3.6 (Plausibilité). La plausibilité pl(A) d’un ensemble A est définie
comme la somme des masses de tous les ensembles B qui intersectent A :
pl(A) =
∑
B∈2Ω |B∩A 6=∅
m(B). (3.9)
Définition 3.7 (Communauté). La communauté q(A) d’un ensemble A est définie
comme la somme des masses de tous les ensembles B qui contiennent A :
q(A) =
∑
B∈2Ω |B⊇A
m(B). (3.10)
Le degré de croyance bel(A) donné à un sous-ensemble A de Ω quantifie la
proportion de toutes les preuves spécifiques justifiées à donner à A. Le degré de
plausibilité pl(A) exprime la quantité maximale de support spécifique potentiel de
A.
Considérons un exemple illustratif dans la figure 3.2. Une fonction de masse m
est définie sur l’univers Ω dont les éléments focaux sont A1, A2, A3, A4 et Ω. Les
fonctions de croyance associées au sous-ensemble A de Ω sont :
A1
A2
A3 A4
Ω
A
Figure 3.2 – Exemple d’une fonction de masse.
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bel(A) =
∑
B∈{A1,A2,A3,A4,Ω} |B⊆A
m(B) = m(A2), (3.11)
pl(A) =
∑
B∈{A1,A2,A3,A4,Ω} |B∩A 6=∅
m(B) = m(A2) +m(A3) +m(A4) +m(Ω),
(3.12)
q(A) =
∑
B∈{A1,A2,A3,A4,Ω} |B⊇A
m(B) = m(Ω). (3.13)
Les cas particuliers de fonction de masse sont les suivants :
Définition 3.8 (Fonction de masse catégorique). Une fonction de masse est appelée
catégorique si elle est normalisée et possède un seul élément focal :
∃!A ⊆ Ω,m(A) = 1. (3.14)
Définition 3.9 (Fonction de masse bayésienne). Une fonction de masse est bayé-
sienne si ses éléments focaux sont des singletons :
∀A ⊆ Ω, m(A) > 0⇒ |A| = 1. (3.15)
où |A| est la cardinalité de l’ensemble A.
Une fonction de masse bayésienne correspond à une distribution de probabilité.
Dans ce cas, la fonction de croyance satisfait l’additivité :
bel(A ∪B) = bel(A) + bel(B) si A ∩B = ∅ avec A,B ⊆ Ω. (3.16)
En outre, il existe une distribution de probabilité P telle que :
P (a) = m(a) = q(a), ∀a ∈ Ω, (3.17)
P (A) = bel(A) = pl(A), ∀A ⊆ Ω. (3.18)
Définition 3.10 (Fonction de masse consonante). Une fonction de masse est conso-
nante si ses éléments focaux sont emboîtés, c’est-à-dire il existe un ordre d’inclusion
entre ses éléments focaux :
A1 ⊂ A2 ⊂ · · · ⊂ Ak où Ai ⊆ Ω, ∀i ∈ {1, . . . , k}. (3.19)
Les fonctions de croyance et de plausibilité induites par une fonction de
masse consonante satisfont les propriétés d’une mesure de nécessité/possibilité
([Shafer 1976]) :
bel(A ∩B) = min(bel(A), bel(B)), (3.20)
pl(A ∪B) = max(pl(A), pl(B)). (3.21)
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Ainsi, la plausibilité est équivalente à une mesure de possibilité, la croyance est la
mesure de nécessité duale. Une fonction de masse consonante est une distribution
de possibilité.
Dans le cas général, une fonction de masse peut être vue comme un en-
semble généralisé [Dubois 1988] et une distribution de probabilité généralisée. La
théorie des croyances englobe ainsi les formalismes ensembliste et probabiliste
[Nassreddine 2010].
Les fonctions de croyance et de plausibilité peuvent être interprétées comme des
encadrements d’une famille de probabilités mal connues ou imprécises. Soit m une
fonction de masse induisant un couple de fonctions [bel, pl] défini sur un univers Ω
fini. On définit une famille de probabilités :
P(m) = {P | ∀A ∈ Ω, bel(A) ≤ P (A) ≤ pl(A)} . (3.22)
Dans ce cas, on a :
sup
P∈P(m)
P (A) = pl(A), (3.23)
inf
P∈P(m)
P (A) = bel(A). (3.24)
Lorsque plusieurs fonctions de croyance sont compatibles avec un ensemble de
contraintes, la plus appropriée est la moins informative. Ce raisonnement est le
noyau du principe d’engagement minimal qui joue un rôle crucial dans la représen-
tation de la connaissance incomplète par les fonctions de croyance. Ce principe a
été introduit dans [Yagger 1986], [Dubois 1986], [Dubois 1987] pour créer un ordre
sur l’ensemble des fonctions de croyance définies sur un univers Ω. Il stipule que l’on
ne devrait pas donner plus de croyance que justifié par la source d’information dis-
ponible. La sélection d’une fonction de croyance est souvent basée sur les relations
suivantes :
• m1 est plus engagée que m2 au sens de la communauté q (noté m1 vq m2)
si q1(A) ≤ q2(A), pour tout A ⊆ Ω.
• m1 est plus engagée que m2 au sens de la plausibilité pl (noté m1 vpl m2) si
pl1(A) ≤ pl2(A), pour tout A ⊆ Ω.
Dans le cas des fonctions de masse consonantes, ces deux relations sont équivalentes ;
c’est-à-dire si m1 et m2 sont consonantes, alors :
m1 vq m2 ⇔ m1 vpl m2 ⇔ pi1 ≤ pi2, (3.25)
où pi1 et pi2 sont deux distributions de possibilité induites par m1 et m2 car une
fonction de masse consonante est une distribution de possibilité. Lorsque les fonc-
tions de masse sont normalisées, m1 vpl m2 implique bel1(A) ≥ bel2(A) pour tout
A ⊆ Ω.
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3.4.2 Théorème de Bayes généralisé
Le théorème de Bayes généralisé a été introduit dans [Smets 1993] et est consi-
déré comme un des principaux résultats théoriques de la théorie des croyances.
Considérons x et y deux variables avec deux univers distincts ΩX et ΩY . Le
théorème de Bayes généralisé permet de construire des fonctions de croyance sur
ΩX à partir des fonctions de croyance conditionnelles sur ΩY sachant des éléments
de ΩX . Soit pl(Y |x) et bel(Y |x) les plausibilités et croyances conditionnelles sa-
chant les singletons x dans ΩX où Y est un sous-ensemble de ΩY . Les fonctions
de croyance conditionnelles d’un sous-ensemble X de ΩX sont calculées par les
équations suivantes [Smets 1993] :
m(X|Y ) = η
∏
x∈X
pl(Y |x)
∏
x∈Xc
(1− pl (Y |x)) , (3.26)
bel(X|Y ) = η
 ∏
x∈Xc
bel(Y c|x)−
∏
x∈ΩX
bel(Y c|x)
 , (3.27)
pl(X|Y ) = η
(
1−
∏
x∈X
(1− pl(Y |x))
)
, (3.28)
q(X|Y ) = η
∏
x∈X
pl(Y |x), (3.29)
η−1 = 1−
∏
x∈ΩX
(1− pl(Y |x)) , (3.30)
∀X ⊆ΩX , Y ⊆ ΩY , Xc = ΩX \X, Y c = ΩY \ Y, X 6= ∅, Y 6= ∅.
3.4.3 Prise de décision : méthodes de transformation
Afin de prendre une décision basée sur des fonctions de croyance, il est nécessaire
de transformer la croyance en probabilité. Cela reflète la distinction entre deux
niveaux dans la modélisation des incertitudes par des fonctions de croyance :
• le niveau crédal où sont représentées les informations disponibles par des
fonctions de croyance,
• le niveau pignistique où est construite la décision.
Il existe deux méthodes permettant de convertir les fonctions de croyance en pro-
babilité : la transformation pignistique et la transformation en plausibilité.
La transformation pignistique a été proposée dans [Smets 1994]. Soit m une
fonction de masse définie sur Ω. La probabilité BetPm donnée par la transformation
pignistique est définie comme suit :
BetPm(a) =
∑
A⊆Ω | a∈A
m(A)
|A| , ∀a ∈ Ω. (3.31)
La seconde méthode est la transformation en plausibilité introduite dans
[Cobb 2003]. Soit pl une fonction de plausibilité des singletons dans un univers
Ω. La fonction de probabilité PlP donnée par la transformation plausibilité est
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définie par :
PlP (a) = pl(a)∑
x∈Ω pl(x)
, ∀a ∈ Ω. (3.32)
Les méthodes de transformation peuvent être appliquées au calcul de l’espérance
d’une variable aléatoire réelle. Soit X une variable aléatoire définie comme une fonc-
tion d’un ensemble fini Θ dans R. Supposons que P soit une fonction de probabilité
donnée par la transformations pignistique ou plausibilité. Ainsi, l’espérance E(X)
est définie par :
E(X) =
∑
θ∈Θ
X(θ)P (θ). (3.33)
3.4.4 Fonctions de croyance dans R
La théorie des croyances sur un univers fini est étendue à l’ensemble des nombres
réels R = R ∪ {−∞,∞} dans [Smets 2005a]. Cette extension repose sur la repré-
sentation d’un intervalle dans R par un point dans un espace de dimension 2.
Définition 3.11. Les intervalles fermés contenus dans l’intervalle [α, β], α ≤ β
peuvent être représentés par un ensemble de points dans un espace de dimension 2 :
T[α,β] = {(a, b) | a, b ∈ [α, β], a ≤ b} . (3.34)
La figure 3.3 illustre graphiquement cette représentation dans le repère ortho-
normal. Comme on considère des points de coordonnées (x, y) tels que x ≤ y, un
point sur la partie située au dessus de la diagonale d’équation y = x représente un
intervalle. L’ensemble des points tels que α ≤ x ≤ y ≤ β est encadré par le triangle
T[α,β] de sommets les points de coordonnées (α, α), (α, β) et (β, β) montré dans la
figure 3.3. Un intervalle [a, b] contenu dans [α, β] est représenté par un point K dont
les coordonnées sont (a, b) dans le triangle T[α,β].
Les fonctions de croyance sont ensuite définies pour deux cas : cas discret et cas
continu (en fonction du nombre d’éléments focaux).
 Cas discret
Soit A un ensemble fini d’intervalles contenus dans l’intervalle [α, β] :
A = {[ai, bi] | α ≤ ai ≤ bi ≤ β, i = 1, . . . , n} . (3.35)
Grâce à la représentation d’un intervalle présentée au début de cette section, l’en-
semble A peut être représenté par un ensemble de points dans le triangle T[α,β].
Considérons une fonction de massemA : A→ [0, 1] dont les éléments focaux sont
inclus dans A. Soit X = [a, b] un intervalle dans [α, β]. Les fonctions de croyance
de X sont déterminées comme suit :
• La croyance. belA(X) est la somme des masses des intervalles [ai, bi] ∈
A tels que [ai, bi] ⊆ [a, b]. Ces intervalles sont représentés par les points
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K
y
0 x
β
α
α a b β
b
a
Figure 3.3 – Représentation d’un intervalle [a, b] ⊆ [α, β] par un point K dans le
triangle T[α,β].
appartenant au triangle gris dans la figure 3.4a. Ainsi, la croyance de X est
obtenue par l’équation suivante :
belA(X) =
∑
a≤x≤b
∑
x≤y≤b
mA([x, y]). (3.36)
β
α
a
b
(a) (b)
a
b
α
β
α
a
b
β
(c)
Figure 3.4 – Représentation graphique de la croyance (a), de la plausibilité (b), de
la communauté (c).
• La plausibilité. plA(X) est la somme des masses des intervalles [ai, bi] ∈ A
tels que [ai, bi] ∩ [a, b] 6= ∅. Ces intervalles sont représentés par les points
appartenant à la région grise dans la figure 3.4b. Ainsi, la plausibilité de X
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est obtenue par l’équation suivante :
plA(X) =
∑
α≤x≤b
∑
max(a,x)≤y≤β
mA([x, y]). (3.37)
• La communauté. qA(X) est la somme des masses des intervalles [ai, bi] ∈ A
tels que [a, b] ⊆ [ai, bi] 6= ∅. Ces intervalles sont représentés par les points
appartenant à la région grise dans la figure 3.4c. Ainsi, la communauté de
X est obtenue par l’équation suivante :
qA(X) =
∑
α≤x≤a
∑
b≤y≤β
mA([x, y]). (3.38)
 Cas continu
Dans ce cas, le domaine [α, β] est remplacé par R. Ainsi, l’ensemble A devient
l’ensemble des intervalles fermés dans R, noté IR. Les fonctions de masse deviennent
les densités de masse, les sommes deviennent les intégrales.
Définition 3.12 (Densité de masse). Une densité de masse mIR définie sur IR est
une fonction non-négative telle que mIR(A) = 0 si A n’est pas un intervalle fermé
ou si A = ∅, et :
INT =
∫ ∞
−∞
∫ ∞
x
mIR([x, y])dydx ≤ 1. (3.39)
De plus, on définit :
mIR(∅) = 1− INT. (3.40)
Les éléments A de IR tels que mIR(A) > 0 sont appelés les éléments focaux de
mIR.
Les fonctions de croyance belIR, plIR, qIR induites par une densité de masse mIR
sont définies comme suit :
Définition 3.13 (Fonctions liées à une densité mIR). Pour tout [a, b] ∈ IR, on
définit :
• La croyance
belIR([a, b]) =
∫ b
a
∫ b
x
mIR([x, y])dydx,
• La plausibilité
plIR([a, b]) =
∫ b
−∞
∫ ∞
max(a,x)
mIR([x, y])dydx,
• La communauté
qIR([a, b]) =
∫ a
−∞
∫ ∞
b
mIR([x, y])dydx.
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La transformation pignistique est également étendue. La densité de probabilité
pignistique associée à une densité de masse m est définie dans le cas continu par
[Smets 2005a] :
Betf(x) = lim
ε→0
∫ x
−∞
∫ ∞
x+ε
m([u, v])
v − u dvdu. (3.41)
3.5 Représentations de distributions univariées
Les différentes représentations d’une distribution univariée unimodale dont la
valeur des paramètres est connue (mode, moyenne, médiane, support) font l’objet
de cette section.
3.5.1 Moyenne connue
Considérons PmoyA l’ensemble des probabilités de support A = [a, b] et de
moyenne moy. Cette connaissance peut être encadrée par une paire de fonctions
de répartition (F , F ) proposée par Ferson [Ferson 2003] :
F (x) =

x−moy
x−a si x ∈ [moy, b]
0 si x ∈ [a,moy] (3.42)
F (x) =
1 si x ∈ [moy, b]b−moy
b−x si x ∈ [a,moy]
(3.43)
Le couple (F , F ) définit la famille de probabilités P(F , F ) contenant PmoyA . La figure
3.5 montre la p-box dans le cas du support [a, b] = [−4, 4] et de moyenne moy = 1.
FF
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Figure 3.5 – p-box avec le support [−4, 4] et moy = 1.
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3.5.2 Médiane connue
Soit X une variable aléatoire suivant une distribution de probabilité de support
A = [a, b] et de médiane m. On note PmedA l’ensemble des probabilités de support
A = [a, b] et de médiane m. En utilisant la définition de la médiane : P (X ≤ m) =
0.5, on peut représenter cette connaissance par la fonction de masse mm telle que :
m([a,m]) = m([m, b]) = 0.5. (3.44)
La fonction de croyance induite par m rend compte de toutes les probabilités de
médiane m [Baudrit 2006] :
PmedA = {P | ∀C mesurable , bel(C) ≤ P (C)} . (3.45)
3.5.3 Mode connu
Considérons une variable aléatoire réelle X caractérisée par une distribution
de probabilité de support connu A = [a, b] et de mode M ∈ [a, b]. L’ensemble des
probabilités de support A et de modeM , noté PmodeA , est dominé par la distribution
de possibilité triangulaire suivante [Baudrit 2006] :
pi(x) =

x−a
M−a si a ≤ x ≤M,
b−x
b−M si M ≤ x ≤ b,
0 sinon.
(3.46)
D’autre part, la distribution de possibilité pi peut être approchée par une
fonction de masse discrète m à p éléments focaux en utilisant les α-coupes de
m. Une α-coupe d’une distribution de possibilité pi est l’ensemble de valeurs x
telles que pi(x) ≤ α, pour 0 < α ≤ 1. On choisit p valeurs de α telles que :
0 = α0 < α1 < α2 < · · · < αp−1 < 1 pour déterminer p α-coupes de pi comme suit :
[piαi ] = [a+ αi(M − a),M + (1− αi)(b−M)], i = 1, 2, . . . , p. (3.47)
Ainsi, [piα0 ] = [a, b]. Notons que m est consonante, elle est également une distri-
bution de possibilité. Les valeurs des masses de ses éléments focaux sont données
par : 
m([pi0]) = α1 − α0 = α1,
m([piα1 ]) = α2 − α1,
...
m([piαp−1 ]) = 1− αp−1.
(3.48)
Les deux représentations sont illustrées dans la figure 3.6. La distribution de
possibilité pi (ligne noire) est approchée par la fonction de masse m de 3 éléments
focaux [piα0 ], [piα1 ] et [piα2 ] (lignes noires en gras). La fonction de plausibilité pl(x)
induite par m (ligne bleue) est équivalente à une distribution de possibilité moins
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spécifique que pi : pl(x) ≤ pi(x),∀x ∈ R. On a donc l’inégalité suivante pour toute
partie B mesurable :
bel(B) ≤ N(B) ≤ P (B) ≤ Π(B) ≤ pl(B), (3.49)
où bel, pl sont la croyance et la plausibilité induites par m ; N et Π sont la nécessité
et la possibilité associées à pi. P est une distribution de probabilité incluse dans
PmodeA .
pi
0 x
α2
α1
1
pl(x)
pi(x)
[piα0 ]
[piα1 ]
[piα2 ]
Figure 3.6 – Une distribution triangulaire et sa fonction de masse associée.
Dans les représentations introduites, on considère que toutes les valeurs qui
n’appartiennent pas au support [a, b] sont impossibles. Afin de modifier cette condi-
tion, supposons que les valeurs à l’extérieur de [a, b] soient possibles avec une faible
plausibilité. Dans ce cas, la notion d’affaiblissement est utilisée.
Définition 3.14 (Affaiblissement d’une fonction de masse). L’affaiblissement
d’une fonction de masse m avec un coefficient 0 ≤ ε ≤ 1 est donné par
[Nassreddine 2010] :
εm(A) =
(1− ε)m(A) si A ⊂ Ω,(1− ε)m(Ω) + ε si A = Ω. (3.50)
Cette transformation signifie qu’une proportion ε de masse est transférée à Ω.
On peut noter que :
εbel(A) = (1− ε)bel(A) ≤ bel(A), (3.51)
εpl(A) = (1− ε)pl(A) + ε ≥ pl(A). (3.52)
Ainsi, on obtient une fonction de masse moins engagée que m au sens de la plausi-
bilité : m vpl εm.
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3.5.4 Représentation par des distributions de possibilité continues
La représentation d’un famille de probabilités par des distributions de possibi-
lité continues repose sur des inégalités probabilistes [Baudrit 2006]. Par exemple,
l’inégalité de Bienaymé-Chebyshev permet de définir une distribution de possibilité
dominant l’ensemble de probabilités de moyenne µ et d’écart type σ. L’inégalité de
Bienaymé-Chebyshev peut être écrite comme suit :
P (|X − µ| ≤ kσ) ≥ 1− 1
k2
pour k ≥ 1. (3.53)
Cette inégalité permet de définir une distribution de possibilité pi en considérant les
intervalles [µ−kσ, µ+kσ] comme α−coupes de pi et posant pi(µ−kσ) = pi(µ+kσ) =
1/k2. Cette distribution de possibilité domine la famille de probabilités de moyenne
µ et d’écart type σ : Pµ,σ ⊆ P(pi) (figure 3.7). Dans le cas où on ne considère que
des distributions de probabilité unimodales et symétriques, l’inégalité de Camp-
Meidel donne une distribution de possibilité plus spécifique que celle obtenue par
l’inégalité de Bienaymé-Chebyshev (figure 3.7). L’inégalité de Camp-Meidel s’écrit
comme suit :
P (|X − µ| ≤ kσ) ≥ 1− 49k2 pour k ≥
2
3 . (3.54)
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Figure 3.7 – Distribution de possibilité avec µ = 0, σ = 1 utilisant l’inégalité de
Bienaymé-Chebychev (B-C) et de Camp-Meidel (C-M).
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3.5.5 Construction d’une densité de masse à partir d’une densité
de probabilité continue
Supposons que la connaissance considérée soit modélisée par une densité pignis-
tique Betf . On se pose la question de la reconstruction de la densité de masse
m induisant cette probabilité. Cette reconstruction génère souvent un ensemble de
densités, appelées les densités isopignistiques. Dans ce cas, le principe d’engagement
minimal est appliqué afin de sélectionner la densité de masse la moins informative
au sens de la communauté q.
Dans [Smets 2005a], l’expression explicite de la densité isopignistique la moins
engagée au sens de q pour une densité de probabilité Betf en forme de cloche est
introduite. Une densité de probabilité est en forme de cloche si elle est unimodale,
continue et strictement monotone croissante (décroissante) à gauche (à droite) du
mode. Les éléments focaux de la densité de masse obtenue sont les intervalles Iα =
[a, b] qui sont également les α-coupes de Betf . La masse d’un intervalle [a, b] est
définie par :
m([a, b]) =
(a− b)
dBetf(b)
db si [a, b] est une α-coupe de Betf,
0 sinon.
(3.55)
La plausibilité d’un point x ∈ R est donc calculée par l’expression suivante :
pl(x) =
∫ ∞
αmin
m(Iα)dα, (3.56)
où αmin est l’indice de l’élément focal minimal de m contenant x. Notons que la
fonction pl(x) correspond à une distribution de possibilité car m est consonante.
Les fonctions bel et pl d’un sous-ensemble de R peuvent donc être évaluées simple-
ment par la théorie des possibilités. Supposons que le mode de Betf soit M . La
plausibilité d’un intervalle [a, b] induite par la fonction de masse m est déterminée
par [Smets 2005a] :
pl([a, b]) =

pl(a) si M ≤ a ≤ b,
1 si a < M < b,
pl(b) si a ≤ b ≤M.
(3.57)
et la croyance :
bel([a, b]) = inf
x/∈[a,b]
(1− pl(x)). (3.58)
 Application à la distribution gaussienne
Soit f0 la densité d’une distribution gaussienne N (µ, σ2). La densité de masse
isopignistique la moins engagée au sens de q induisant f0, notée mµ,σ, est définie
par :
mµ,σ(Iα) = θ(α), α ≥ 0, (3.59)
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où Iα sont les éléments focaux emboîtés définis par :
Iα = [µ−
√
ασ, µ+
√
ασ], (3.60)
et θ(α) est une densité de probabilité χ2 à trois degrés de liberté :
θ(α) =
√
α√
2pi
exp (−α2 ) (3.61)
La plausibilité d’un point x ∈ R est donnée par [Aregui 2008] :
plµ,σ(x) =
∫ ∞
(x−µ
σ
)2
θ(α)dα
=

2(x−µ)
σ
√
2pi exp
(
− (x−µ)22σ2
)
+ 2(1− Φ(x−µσ )) si x ≥ µ,
2(µ−x)
σ
√
2pi exp
(
− (x−µ)22σ2
)
+ 2Φ(x−µσ ) sinon.
(3.62)
où Φ est la distribution cumulative gaussienne standard.
La fonction de plausibilité plµ,σ(x) est illustrée dans la figure 3.8 avec µ = 0
et σ = 1, 2, 4. Dans le cas où l’on ne connaît que les intervalles de confiance de µ
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Figure 3.8 – Fonction de plausibilité induite par une densité gaussienne avec µ = 0
et σ = 1, 2, 4.
et σ, notés [µ] = [µ, µ] et [σ] = [σ, σ], il est nécessaire de chercher une densité de
masse m[µ],[σ] moins engagée que n’importe quelle densité mµ,σ, µ ∈ [µ], σ ∈ [σ], i.e.
mµ,σ vpl m[µ],[σ]. Pour cela, on constate qu’un élément focal Iα = [µ−
√
ασ, µ+
√
ασ]
de mµ,σ est toujours inclus dans l’intervalle [Iα] = [µ−
√
ασ, µ+
√
ασ], quelles que
soient µ ∈ [µ], σ ∈ [σ]. Ainsi, la densité m[µ],[σ] peut être définie par le théorème
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suivant.
Théorème 3.1. Soit m[µ],[σ] la densité définie par :
m[µ],[σ](Iα) = θ(α), α ≥ 0, (3.63)
où [Iα] sont les éléments focaux emboîtés définis par :
[Iα] = [µ−
√
ασ, µ+
√
ασ], (3.64)
et θ(α) est une densité de probabilité χ2 à trois degrés de liberté :
θ(α) =
√
α√
2pi
exp (−α2 ). (3.65)
Cette densité est moins engagée que l’ensemble de densités mµ,σ, ∀µ ∈ [µ], σ ∈ [σ].
Preuve. Soit A un sous-ensemble de R. Supposons que αmin est l’indice de l’élément
focal minimal de mµ,σ tel que Iαmin ∩A 6= ∅, où µ ∈ [µ], σ ∈ [σ]. Puisque Iα ⊆ [Iα]
pour tout 0 ≤ α ≤ 1, il existe une valeur 0 ≤ α′min ≤ αmin telle que [Iα′min ]∩A 6= ∅.
La plausibilité de A induite par mµ,σ est donc :
plµ,σ(A) =
∫ ∞
αmin
θ(u)du
≤
∫ ∞
α′min
θ(u)du = pl[µ],[σ](A),
∀µ ∈ [µ], σ ∈ [σ]. (3.66)
Autrement dit, mµ,σ vpl m[µ],[σ] pour tout µ ∈ [µ] et tout σ ∈ [σ]. 
A partir de la densité m[µ],[σ], la plausibilité d’une valeur x ∈ R est déterminée
par [Aregui 2008] :
pl[µ],[σ](x) =

plµ,σ(x) si x ≤ µ,
1 si µ < x < µ,
plµ,σ(x) si x ≥ µ,
(3.67)
où plµ,σ(x) est la fonction de plausibilité définie dans l’équation (3.62). Un exemple
illustratif de la fonction de plausibilité imprécise avec [µ] = [−1, 1] et différents
intervalles [σ] est montré dans la figure 3.9.
La croyance et la plausibilité d’un intervalle [a, b] sont déterminées de manière
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Figure 3.9 – Fonction de plausibilité associée à une densité gaussienne imprécise
avec [µ] = [−1, 1] et [σ] = [1.9, 2.1], [1.5, 2.5], [1, 3].
similaire aux équations 3.57 et 3.58 :
pl[µ],[σ]([a, b]) =

pl[µ],[σ](a) si µ ≤ a ≤ b,
1 si [a, b] ∩ [µ] 6= ∅,
pl[µ],[σ](b) si a ≤ b ≤ µ.
(3.68)
bel[µ],[σ]([a, b]) = inf
x/∈[a,b]
(1− pl[µ],[σ](x)). (3.69)
3.6 Représentation d’une distribution gaussienne mul-
tivariée
Dans cette section, les résultats présentés dans la section 3.5.4 sont étendus au
cas de la distribution gaussienne de dimension n.
Considérons la distribution gaussienne N (µ,Σ) de moyenne µ ∈ Rn et de ma-
trice de covariance Σ ∈ Rn×n. Les éléments focaux de la densité de masse associée
deviennent les hypervolumes définis par :
HVα =
{
x ∈ Rn | (x− µ)TΣ−1(x− µ) ≤ α
}
, (3.70)
qui sont englobés par les ellipsoïdes d’iso-probabilités :
HCα =
{
x ∈ Rn | (x− µ)TΣ−1(x− µ) = α
}
. (3.71)
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Figure 3.10 – La fonction de plausibilité et les éléments focaux de mµ,Σ.
La densité de masse mµ,Σ est ainsi définie par [Caron 2008] :
mµ,Σ(HVα) = θ(α), α ≥ 0, (3.72)
où θ(α) est la densité de la distribution χ2 à n+ 2 degrés de liberté :
θ(α) = α
n+2
2 −1
2n+22 Γ(n+22 )
exp(−α2 ). (3.73)
La plausibilité d’un point x ∈ Rn est donc définie par :
plµ,Σ(x) =
∫ ∞
(x−µ)TΣ−1(x−µ)
θ(α)dα,
= 1− Fn+2((x− µ)TΣ−1(x− µ)), (3.74)
où Fd est la densité cumulative de la distribution χ2 à d degrés de liberté. La
fonction de plausibilité plµ,Σ(x) et les éléments focaux de la densité mµ,Σ avec :
µ =
(
0
0
)
, Σ =
(
1 0.4
0.4 1
)
, (3.75)
sont montrés dans la figure 3.10.
Proposition 3.1. La plausibilité et la croyance d’une boîte [x] ∈ IRn sont calculées
comme suit :
plµ,Σ([x]) =
∫ ∞
αpl
θ(α)dα,
= 1− Fn+2(αpl) (3.76)
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belµ,Σ([x]) =
∫ αbel
0
θ(α)dα,
= Fn+2(αbel) (3.77)
où αpl (αbel) est l’indice de l’élément focal le plus petit (le plus grand) de mµ,Σ qui
intersecte (contient) [x] :
αpl = max
x∈[x]
(x− µ)TΣ−1(x− µ), (3.78)
αbel = min
x/∈[x]
(x− µ)TΣ−1(x− µ). (3.79)
La recherche de αpl (αbel) correspond à un problème d’optimisation quadratique.
Dans la suite de cette section, on s’intéresse à la représentation d’une distri-
bution gaussienne multidimensionnelle dont les paramètres sont mal connus mais
bornés, i.e. µ ∈ [µ] et Σ ∈ [Σ], où [µ] et [Σ] sont un vecteur et une matrice intervalles.
Pour cela, on cherche une densité de masse m[µ],[Σ] moins engagée que l’ensemble
de densités mµ,Σ avec µ ∈ [µ] et Σ ∈ [Σ]. La remarque suivante est utilisée.
Remarque 3.1. L’hypervolumeHVα défini par l’équation (3.70) est toujours inclus
dans une boîte [HVα] caractérisée par :
[HVα] =
{
x ∈ R | µ−
√
α.diag(Σ) ≤ x ≤ µ+
√
α.diag(Σ)
}
, (3.80)
où diag(A) représente le vecteur des éléments diagonaux d’une matrice A.
Grâce à la remarque ci-dessus, la densité m[µ],[Σ] est définie dans le théorème
suivant.
Théorème 3.2. Soit m[µ],[σ] la densité définie par :
m[µ],[σ]([HVα]) = θ(α), α ≥ 0, (3.81)
où [HVα] sont les éléments focaux emboîtés définis par :
[HVα] = [µ−
√
α.diag(Σ), µ+
√
α.diag(Σ)], (3.82)
et θ(α) est la densité de la distribution χ2 de n+ 2 degrés de liberté :
θ(α) = α
n+2
2 −1
2n+22 Γ(n+22 )
exp(−α2 ). (3.83)
Cette densité est moins engagée que l’ensemble de densités mµ,σ, ∀µ ∈ [µ], σ ∈ [σ].
Preuve. Soit A un sous-ensemble de Rn. Supposons que αmin soit l’indice de l’élé-
ment focal minimal HVαmin de mµ,Σ tel que HVαmin ∩ A 6= ∅, où µ ∈ [µ],Σ ∈ [Σ].
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Figure 3.11 – La fonction de plausibilité et les éléments focaux de m[µ],[Σ].
Puisque HVα ⊂ [HVα] pour tout 0 ≤ α ≤ 1, il existe une valeur α′min, 0 ≤ α′min ≤
αmin telle que [HVα′min ] ∩A 6= ∅. La plausibilité de A induite par mµ,Σ est donc :
plµ,Σ(A) =
∫ ∞
αmin
θ(u)du
≤
∫ ∞
α′min
θ(u)du = pl[µ],[Σ](A),
∀µ ∈ [µ], σ ∈ [Σ]. (3.84)
On peut conclure que mµ,Σ vpl m[µ],[Σ] pour tout µ ∈ [µ] et tout Σ ∈ [Σ]. 
La Figure 3.11 montre la fonction de plausibilité pl(x) pour tout x ∈ R2 et les
éléments focaux de la densité de masse m[µ],[Σ] avec :
µ =
(
[−0.5, 0.5]
[−0.5, 0.5]
)
, Σ =
(
[0.5, 1] [−0.4, 0.4]
[−0.4, 0.4] [0.5, 1]
)
. (3.85)
Propriété 3.1. Pour tout µ ∈ [µ] et Σ ∈ [Σ], l’inégalité suivante est vérifiée :
bel[µ],[Σ](A) ≤ belµ,Σ(A) ≤ plµ,Σ(A) ≤ pl[µ],[Σ](A) , ∀A ⊆ Rn. (3.86)
La détermination de l’intervalle de probabilité
[
bel[µ],[Σ], pl[µ],[Σ]
]
induit par la
densité de masse m[µ],[Σ] d’un sous-ensemble de Rn est plus simple que dans le cas
des densités de masse certaines mµ,Σ puisque les éléments focaux sont des boîtes.
La croyance et la plausibilité d’une boîte [x] sont calculées par l’algorithme 3.1.
Les valeurs αbel et αpl sont calculées par la proposition suivante :
Proposition 3.2. Soit m[µ],[Σ] une densité de masse et [x] ∈ IRn.
• L’élément focal le plus grand qui contient [x] est caractérisé par l’indice αbel
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Algorithme 3.1 Croyance et plausibilité d’une boîte induites par une densité gaus-
sienne imprécise N ([µ], [Σ])
Entrées: [µ] ∈ IRn, [Σ] ∈ IRn×n, [x] ∈ IRn.
Sorties: bel([x]), pl([x])
1: Chercher αbel maximal et αpl minimal tels que :
• [x] ⊇ [HVαbel([µ],Σ)],
• [x] ∩ [HVαpl([µ],Σ)] 6= ∅.
2: Calculer bel([x]) and pl([x])
• bel([x]) = ∫ αbel0 θ(α)dα = Fn+2(αbel),
• pl([x]) = ∫∞αpl θ(α)dα = 1− Fn+2(αpl).
défini par :
αbel =
 max
i∈{1,...,n}
min
µi − xi√
Σii
,
xi − µi√
Σii
 , 0
2 . (3.87)
• L’élément focal le plus petit qui intersecte [x] est caractérisé par l’indice αpl
défini par :
αpl =

0 si [µ] ∩ [x] 6= ∅,
max
i∈{1,...,n}
(
max
(
µi−xi√
Σii
,
µi−xi√
Σii
))2
si [µ] ∩ [x] = ∅. (3.88)
où µi et µi (ou xi et xi) sont les bornes inférieure et supérieure du i-ième intervalle
de [µ] (ou [x]).
Preuve. Considérons un élément focal [HVα] de m[µ],[Σ]. Cette boîte est un
sous-ensemble de la boîte [x] si la condition suivante est satisfaite pour tout
i ∈ {1, . . . , n} :
xi ≤ µi −
√
αΣii ≤ µi +
√
αΣii ≤ xi ⇔

√
α ≤ µ
i−xi√
Σii√
α ≤ xi−µi√
Σii
. (3.89)
Ainsi, l’élément focal le plus grand de m[µ],[Σ] englobé par [x] est caractérisé par
l’indice αbel défini par l’équation 3.87.
Afin de déterminer l’indice αpl, on considère la position relative entre deux boîtes
[µ] et [x] :
• Si [µ] ∩ [x] 6= ∅, αpl = 0.
• Si [µ] ∩ [x] = ∅, il y a deux possibilités pour tout i ∈ {1, . . . , n} :
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• Si µi < xi, [HV iα] intersecte [xi] si :
µi +
√
αΣii ≥ xi
⇔ √α ≥ x
i − µi√
Σii
. (3.90)
• Si µi > xi, [HV iα] intersecte [xi] si :
µi −
√
αΣii ≤ xi
⇔ √α ≥ µ
i − xi√
Σii
. (3.91)
En groupant (3.90) et (3.91), on obtient la formule (3.88).
3.7 Conclusion
Ce chapitre présente différents cadres formels de représentation de l’imprécision
et de l’incertitude :
• la p-box qui fournit un encadrement de la probabilité cumulée d’une infor-
mation mal connue ;
• la théorie des possibilités qui s’appuie essentiellement sur un couple de me-
sures de nécessité-possibilité pour décrire l’incertitude ;
• la théorie des croyances qui traite l’information à deux niveaux :
• le niveau crédal permet de représenter, manipuler des sources d’infor-
mation à l’aide de fonctions de croyance (masse, croyance, plausibilité,
communauté),
• le niveau pignistique où est prise la décision après avoir transformé les
valeurs de masses en probabilité pignistique.
Nous avons ensuite rappelé les types de connaissance qui peuvent être représen-
tés par ces trois cadres. Les p-boxes sont une représentation naturelle des modèles
probabilistes paramétriques avec des connaissances imprécises sur les paramètres.
Les distributions de possibilité sont bien adaptées pour représenter l’information
imprécise de type avis d’expert ou les cas où la valeur modale des paramètres est
connue. Les fonctions de croyance sont utilisées pour représenter l’information à la
fois imprécise et aléatoire.
Enfin, nous nous sommes concentrés sur l’extension de la théorie des croyances à
la représentation d’une distribution gaussienne dont les paramètres sont mal connus
mais bornés. Ce type de modèle probabiliste se pose en raison du manque de données
ou de l’erreur de modélisation. Les fonctions de croyance proposées non seulement
satisfont le principe de moindre engagement, mais aussi facilitent le calcul de l’in-
tervalle de probabilité d’une boîte dans l’espace d’état car les éléments focaux de
la densité de masse sont également des boîtes. Cette extension est appliquée au
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développement des algorithmes de filtrage ensembliste dans la suite de cette thèse.
Chapitre 4
Filtre de Kalman et ses
extensions
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4.1 Introduction
En 1960, R.E. Kalman a développé un algorithme fournissant une solution ré-
cursive au problème de filtrage linéaire en temps discret [Kalman 1960]. Ce filtre
baptisé filtre de Kalman (KF) est utilisé dans une large gamme de domaines techno-
logiques (radar, vision électronique, communication ...). C’est un thème majeur de
l’automatique et du traitement du signal. Le grand succès du filtre de Kalman est
dû à sa simplicité et son optimalité dans le cas des systèmes linéaires avec des bruits
gaussiens : il fournit l’estimateur orthogonal sans biais qui minimise la matrice de
covariance de l’erreur [Jaulin 2015].
Lorsque le modèle du système est non-linéaire, les densités de probabilité condi-
tionnelles ne sont plus gaussiennes. Différentes extensions du filtre de Kalman au
cas non-linéaire ont été développées, telles que le filtre de Kalman étendu. Le filtre
de Kalman étendu (EKF) repose sur la linéarisation du modèle non-linéaire autour
de l’estimation d’état précédente. Cette approche permet d’obtenir un estimateur
sous-optimal mais est largement utilisée en pratique.
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L’extension du filtre de Kalman aux systèmes linéaires incertains est un sujet
de recherche actif. Par exemple, un filtre de Kalman pour des bruits zonotopiques
et/ou gaussiens est présenté dans [Combastel 2015] pour des systèmes à paramètres
variables dans le temps. Cette méthode propose de minimiser une fonction d’op-
timisation multiobjectif qui représente un compromis entre le volume de la partie
zonotopique et la covariance des bruits gaussiens. Par ailleurs, différents résultats
ont été obtenus sur la conception des filtres de Kalman robustes pour des sys-
tèmes à paramètres variants avec des incertitudes de norme bornée ([Zhe 2006],
[Mohamed 2012]). L’idée principale de cette approche est de déterminer une borne
supérieure sur la covariance d’erreur d’estimation et de minimiser ensuite la borne
trouvée. Cependant, cette approche peut être conservatrice et complexe lorsqu’il
existe trop d’incertitudes dans le système. Une autre possibilité est de considérer
des modèles intervalles contenant toutes les valeurs admissibles des paramètres. La
singularité des matrices intervalles est l’une des principales difficultés rencontrées
dans cette approche. Dans [Chen 1997], le filtre de Kalman classique est étendu à
ce type des systèmes incertains. Les auteurs proposent de surmonter le problème de
singularité en utilisant la borne supérieure de la matrice à inverser. Cette méthode
mène à une solution sous-optimale qui ne garantit pas l’encadrement de toutes les
solutions compatibles avec les incertitudes. Dans [Xiong 2013], le filtre de Kalman
amélioré (improved Interval Kalman Filter (iIKF)) est proposé afin de résoudre l’in-
version de matrices intervalles par l’algorithme SIVIA et les outils de satisfaction de
contraintes présentés dans le chapitre 2. Néanmoins, ce filtre a un temps de calcul
important dû à la complexité exponentielle de SIVIA [Tran 2016].
Motivé par les avantages et les inconvénients des filtres de Kalman incertains,
nous proposons un nouveau filtre de Kalman intervalle dont les deux objectifs prin-
cipaux sont :
− la recherche d’une borne supérieure de l’ensemble des matrices de covariance
d’erreur d’estimation,
− l’encadrement de l’ensemble des estimés compatibles avec le modèle inter-
valle.
Cet algorithme, appelé filtre de Kalman intervalle à borne supérieure de covariance
minimale (Mimimum Upper Bound of Variance Interval Kalman Filter UBIKF)
[Tran 2017], non seulement garantit l’optimalité de la matrice de gain par rapport
à la borne supérieure de la matrice de covariance, mais également permet de réduire
le conservatisme et la complexité de calcul en comparaison avec l’iIKF.
Ce chapitre est organisé comme suit : après la présentation du principe et des
différents résultats sur la convergence du filtre de Kalman classique dans la section
4.2, le filtre de Kalman étendu est décrit dans la section 4.3. Dans la section 4.4,
nous présentons et comparons les filtres de Kalman intervalle iIKF et UBIKF.
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4.2 Filtre de Kalman
4.2.1 Principe du filtre de Kalman
On considère le système linéaire suivant :xk = Akxk−1 + Bkuk + wk,yk = Ckxk + vk, (4.1)
où :
− xk ∈ Rnx est le vecteur d’états ;
− yk ∈ Rny est le vecteur de mesures ;
− uk ∈ Rnu est le vecteur d’entrées du système ;
− wk ∈ Rnx , vk ∈ Rny sont les vecteurs de bruit d’état et de mesure.
Les hypothèses suivantes sont faites :
− l’état initial x0 est gaussien, d’espérance xˆ0 et de covariance P0 ;
− les matrices Ak, Ck sont déterministes, appelées respectivement matrice
d’état et de mesure.
− la séquence {uk} et la matrice Bk sont déterministes.
− les bruits wk et vk sont des bruits blancs gaussiens de moyennes nulles et de
covariances Qk et Rk connues. Il sont supposés mutuellement indépendants
et indépendants de l’état initial, i.e.
E

 xˆ0wk
vk
(xˆT0 wTk vTk )
 =
P0 0 00 Qk 0
0 0 Rk
 . (4.2)
L’objectif du filtrage est d’estimer le vecteur xk à partir de la séquence de mesures
bruitées y1:k = (y1, . . . ,yk). Il s’agit de calculer la loi de probabilité conditionnelle
a posteriori p(xk|y1:k) qui est gaussienne puisque le modèle considéré est linéaire
et gaussien. Il suffit de calculer la moyenne et la matrice de covariance :
xˆk|k = E [xk|y0:k] ; Pk|k = E
[(
xk − xˆk|k
) (
xk − xˆk|k
)T ]
.
On décrit également la loi de probabilité conditionnelle a priori p(xk|y1:k−1) par
les quantités suivantes :
xˆk|k−1 = E [xk|y1:k−1] ; Pk|k−1 = E
[(
xk − xˆk|k−1
) (
xk − xˆk|k−1
)T ]
.
Le filtre de Kalman comporte deux phases :
− Prédiction. La phase de prédiction calcule les moments d’ordre 1 et 2 de
la loi conditionnelle a priori p(xk|y1:k−1).
− Correction. Une fois la mesure de l’instant courant disponible, la phase de
correction permet le calcul des deux premiers moments de la loi de probabilité
conditionnelle a posteriori p(xk|y1:k).
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Algorithme 4.1 Filtre de Kalman
Entrées: xˆ0|0, P0|0, Ak, Bk, Ck, uk, Q, R, yk, k = 1, 2, . . .
Sorties: xˆk|k, Pk|k
pour k = 1, 2, . . . faire
Prédiction :
xˆk|k−1 = Akxˆk−1|k−1 + Bkuk, (4.3)
Pk|k−1 = AkPk|kATk + Qk. (4.4)
Correction
Kk = Pk|k−1CTk
(
CkPk|k−1CTk + Rk
)−1
, (4.5)
xˆk|k = xˆk|k−1 + Kk
(
yk −Ckxˆk|k−1
)
, (4.6)
Pk|k = (I−KkCk)Pk|k−1. (4.7)
fin pour
La matrice Kk est appelée le gain optimal du filtre de Kalman qui minimise la
trace de la matrice de covariance Pk|k. La formule de la covariance (4.7) est valide
uniquement pour un gain de Kalman optimal. L’utilisation d’autres valeurs de gains
nécessite des expressions plus complexes.
Le filtre de Kalman est un estimateur d’état à variance minimale
[Anderson 1979], c’est-à-dire parmi les estimateurs sans biais des systèmes linéaires
(4.1), le filtre de Kalman donne la covariance d’erreur la plus petite.
4.2.2 Stabilité du filtre de Kalman
Dans cette section, les résultats sur la stabilité du filtre de Kalman sont pré-
sentés. Pour cela, nous rappelons quelques concepts de la théorie du contrôle :
observabilité, contrôlabilité, détectabilité et stabilisabilité. Le système considéré est
linéaire à paramètres variants :xk+1 = Akxk + Gkwk,yk = Ckxk + vk, (4.8)
où Ak, Gk, Ck sont les matrices connues, bornées pour tout k. Les séquences de
bruits wk et vk peuvent être non stationnaires, i.e. leurs matrices de covariance
Qk et Rk varient en fonction de temps. Les matrices Qk et Rk sont supposées
être connues et bornées pour tout k. On définit la matrice de transition d’état du
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système (4.8) du pas de temps j à i par :
Φi,j =

(Ai−1) (Ai−2) . . . (Aj) si i > j,
I si i = j,
Φ−1j,i si i < j.
(4.9)
Définition 4.1 (Observabilité). Le système (4.8) est dit observable si l’observation
de ses entrées et sorties pendant un intervalle [0, N ], avec une valeur N suffisam-
ment grande, permet de déterminer l’état initial x0, et donc de connaître xk à tout
instant k ∈ [0, N ], k ∈ N.
L’observabilité d’une paire (Ak,Ck) peut être testée en utilisant le grammien
d’observabilité [Anderson 1981].
Définition 4.2 (Grammien d’observabilité). Le grammien d’observabilité de la
paire (Ak,Ck) sur l’intervalle [k, k + s], noté Mk+s,k, où s est un nombre entier
positif, est défini par :
Mk+s,k =
k+s∑
i=k
ΦTi,kCTi CiΦi,k. (4.10)
Dans le cas du système (4.8), le grammien d’observabilité est équivalent à celui
de la paire
(
Ak,R−1/2k Ck
)
:
Mk+s,k =
k+s∑
i=k
ΦTi,kCTi R−1i CiΦi,k, (4.11)
où
(
R1/2k
) (
R1/2k
)T
= Rk.
Dans [Kamen 1999], les hypothèses suivantes sont posées pour tester l’observa-
bilité d’un système linéaire à paramètres variants :
− Ak est inversible ∀k,
− il existe des constantes aA, aQ, aR telles que :
ATkAk  aAI , Qk  aQI , Rk  aRI.
− les normes des matrices Ak, Ck, Qk, Rk sont bornées supérieurement, en
utilisant la matrice d’information. Le symbole  est défini par la Définition
4.11
Définition 4.3 (Matrice d’information). La matrice d’information du système
(4.8) sur l’intervalle [k, k + s], notée Ik,k+s, où s est un nombre entier positif,
est définie par :
Ik,k+s =
k+s∑
i=k
ΦTi,k+sCTi R−1i CiΦi,k+s. (4.12)
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La relation entre le grammien d’observabilité et la matrice d’information est donnée
par :
Mk+s,k = ΦTk+s,kIk,k+sΦk+s,k. (4.13)
Théorème 4.1. Le système (4.8) est observable si et seulement si il existe un
nombre entier positif N > 0 tel que Ik,k+N soit définie positive.
Preuve. Cf. [Kamen 1999] Section C.1.
Définition 4.4 (Observabilité uniforme). Le système (4.8) est uniformément ob-
servable s’il existe des réels 0 < β1 < β2 <∞ tels que :
β1I  Ik,k+s  β2I, k > 0. (4.14)
Grâce à la relation (4.13) et la matrice Ak étant bornée pour tout k, l’équation
(4.14) implique que le grammien d’observabilité de Gram est borné, i.e. il existe des
réels 0 < β′1 < β′2 <∞ tels que :
β′1I Mk+s,k  β′2I, k > 0. (4.15)
Autrement dit, l’observabilité peut être vérifiée par le grammien d’observabilité ou
par la matrice d’information. Cependant, la matrice d’information n’est utilisable
que si Ak est inversible pour tout k.
Définition 4.5 (Contrôlabilité). Le système (4.8) est dit contrôlable si pour tout
xa et tout xb, il existe un nombre entier N > 0 et une séquence d’entrées permettant
d’amener l’état initial x0 = xa à l’état xN = xb.
Définition 4.6 (Grammien de Contrôlabilité). Le grammien de contrôlabilité du
système (4.8) sur l’intervalle [k, k + s], noté Ck+s,k, où s est un nombre entier
positif, est défini par :
Ck+s,k =
k+s−1∑
i=k
Φk+s,i+1GiQiGTi ΦTk+s,i+1. (4.16)
Les propriétés d’observabilité et de contrôlabilité sont duales : (Ck,Ak) est
observable si et seulement si
(
ATk ,CTk
)
est contrôlable.
La condition nécessaire et suffisante d’observabilité et de contrôlabilité du sys-
tème (4.8) avec Ak, Ck, Qk, Rk constantes pour tout k, appelée le Critère de Kal-
man pour l’observabilité et la contrôlabilité, est présentée par le théorème suivant
[Boulès 2013] :
Théorème 4.2. La paire (A,C) est uniformément observable si et seulement si :
rang


C
CA
...
CAnx−1

 = nx. (4.17)
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La paire (A,G) est uniformément contrôlable si et seulement si :
rang
([
G AG . . . Anx−1G
])
= nx (4.18)
où nx est la dimension du vecteur d’état.
Les définitions de détectabilité et de stabilisabilité sont présentées dans
[Anderson 1981].
Définition 4.7 (Détectabilité). La paire (Ak,Ck) est uniformément détectable si il
existe des nombres entiers s ≥ t ≥ 0, des constantes d, b avec 0 ≤ d < 1, 0 < b <∞
tels que si
||Φk+t,kz|| ≥ d||z|| (4.19)
pour quelque vecteur z et k, alors
zTMk+s,kz ≥ bzT z (4.20)
où Mk+s,k est le grammien d’observabilité.
Comme dans le cas de l’observabilité, la détectabilité uniforme du système (4.8)
est celle de la paire (Ak,R−1/2k Ck). En outre, l’observabilité uniforme est la condi-
tion suffisante pour la détectabilité.
Définition 4.8 (Stabilisabilité). La paire (Ak,Gk) est uniformément stabilisable
s’il existe des nombres entiers s ≥ t ≥ 0 et des constantes d, b avec 0 ≤ d < 1,
0 < b <∞ tels que si
||Φk+1,k+1−tz|| ≥ d||z|| (4.21)
pour quelque vecteur z et k, alors
zTCk,k−sz ≥ bzT z (4.22)
où Ck,k−s est le grammien contrôlabilité.
La stabilisabilité signifie que tous les modes instables du système sont contrô-
lables par le bruit de processus wk et que les modes incontrôlables sont stables (i.e.
ils sont bornés ou s’approchent du zéro). La détectabilité signifie que tous les modes
non-observables sont stables. Ainsi, la détectabilité (stabilisabilité) est impliquée
par l’observabilité (contrôlabilité). Les propriétés de détectabilité et de stabilisa-
bilité sont duales dans le sens suivant : (Ck,Ak) est détectable si et seulement si(
ATk ,CTk
)
est stabilisable.
Cette section considère les conditions pour que les propriétés suivantes du filtre
de Kalman soient vérifiées :
− Estimateur asymptotiquement sans biais :
lim
k→∞
E(xˆk|k) = E(xk), (4.23)
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− Pk|k est bornée pour toute condition initiale P0|0,
− Indépendance de Pk|k−1 par rapport à P0|0.
Théorème 4.3. Si la paire (Ak,R−1/2k Ck) est uniformément détectable et
(Ak,GkQ1/2k ) est uniformément stabilisable, le filtre de Kalman est exponentiel-
lement stable et la covariance d’erreur Pk+1|k est bornée.
Preuve. Cf. [Anderson 1981].
Théorème 4.4. Supposons que la paire (Ak,R−1/2k Ck) soit uniformément obser-
vable et (Ak,GkQ1/2k ) soit uniformément contrôlable. Soit P
(1)
k+1|k et P
(2)
k+1|k les
matrices covariance du filtre de Kalman avec les conditions initiales respectives
P(1)0|0  0 et P
(2)
0|0  0. Alors on a :
lim
k→∞
||P(1)k+1|k −P
(2)
k+1|k|| = 0. (4.24)
Preuve. Cf. Théorème C.4 [Kamen 1999].
Lorsque les matrices Ak, Ck, Gk sont constantes et les bruits sont station-
naires, la covariance et le gain du filtre de Kalman peuvent atteindre des valeurs
stationnaires. Autrement dit, le filtre de Kalman devient invariant, appelé le filtre
de Kalman stationnaire. L’existence et la stabilité du filtre de Kalman stationnaire
sont présentées dans le théorème suivant :
Théorème 4.5. Supposons que (A,GQ1/2) soit stabilisable. Alors (A,C) est dé-
tectable si et seulement si :
− le filtre de Kalman stationnaire existe,
− le filtre de Kalman stationnaire est asymptotiquement non biaisé,
− la matrice de covariance stationnaire P−∞ est la solution définie positive
unique de l’équation de Riccati :
P−∞ = A
[
P−∞ −P−∞CT
(
CP−∞CT + R
)−1
CP−∞
]
AT + GQGT , (4.25)
− P−∞ est indépendante de P0|0  0.
Preuve. Cf. Annexe D, [Kamen 1999].
Notons que l’observabilité implique le détectabilité et la contrôlabilité implique
la stabilisabilité ; on a donc le corollaire suivant :
Corollaire 4.5.1. Si Q est définie positive, (A,GQ1/2) est contrôlable et (A,C)
est observable, alors :
− le filtre de Kalman stationnaire existe,
− le filtre de Kalman stationnaire est asymptotiquement non biaisé,
− la matrice de covariance stationnaire P−∞ est la solution définie positive
unique de l’équation de Riccati (4.25).
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− P−∞ est indépendante de P0|0  0.
Le corollaire (4.5.1) est un outil pratique car l’observabilité et la contrôlabilité
d’un modèle sont déterminées plus simplement que la détectabilité et la stabilisabi-
lité. Cependant, ce corollaire ne fournit que les conditions suffisantes pour l’existence
du filtre de Kalman stationnaire non biaisé.
Une autre approche permettant d’estimer en ligne la vitesse de convergence du
filtre de Kalman est présentée dans [Rhudy 2013]. Cette approche considère des
systèmes linéaires à paramètres variants, et un calcul en temps réel peut être réalisé
afin de surveiller la performance du filtre.
Théorème 4.6. Considérons le système (4.8) et les hypothèses suivantes :
− Ak est inversible pour tout k.
− La covariance d’erreur initiale est bornée par :
eT0|0P−10 e0|0 ≤ ν0||e0|0||2, (4.26)
où e0|0 = x0 − xˆ0|0 est l’erreur initiale.
− La matrice de covariance d’erreur est bornée pour tout k :
eTk|kP−1k|kek|k ≤ bk||ek|k||2, (4.27)
où ek|k = x0 − xˆk|k est l’erreur d’estimation au temps k.
− Les matrices de covariance du bruit de processus et de mesure (Qk et Rk)
sont conservatives, i.e.
Qk  E
[
wkwTk
]
, (4.28)
Rk  E
[
vkvTk
]
, (4.29)
alors l’espérance de l’erreur d’estimation est bornée en moyenne quadratique avec
la probabilité un et la borne est donnée par :
E
[
||ek|k||2
]
≤ ν0
bk
E
[
||e0|0||2
] k−1∏
i=0
(1− αi) + 1
bk
k−1∑
i=0
µk−i−1 i∏
j=1
(1− αk−j)
 , (4.30)
où les paramètres αk−1, µk−1 et bk sont définis par :
αk−1 = λmin
[(
Pk|k−1 + Pk|k−1CTkR−1k CkPk|k−1
)−1 (
Qk−1 + Pk|k−1CTkR−1k CkPk|k−1
)]
,
(4.31)
µk−1 = trace
[(
Pk|k−1 + Pk|k−1CTkR−1k CkPk|k−1
)−1 (
Qk−1 + Pk|k−1CTkR−1k CkPk|k−1
)]
,
(4.32)
bk = λmin
[
P−1k|k
]
. (4.33)
où λmin(M) et trace(M) sont la valeur propre minimale et la trace de la matrice
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M .
Preuve. Cf. Théorème 5 [Rhudy 2013].
4.3 Filtre de Kalman étendu
4.3.1 Formulation du problème
On considère le système non linéaire sous la forme suivante :xk+1 = f (xk,wk) ,yk = h (xk,vk) , (4.34)
où f et h sont les modèles d’évolution et d’observation qui sont non-linéaires, wk
et vk sont des bruits blancs gaussiens de moyennes nulles et de covariances Qk et
Rk connues.
Malgré le fait que le filtre de Kalman perde son optimalité dans le cas des
systèmes non linéaires, le filtre de Kalman étendu permet de résoudre le problème
de filtrage non linéaire sous certaines conditions. Cette section présente le filtre de
Kalman étendu et les résultats sur sa stabilité.
4.3.2 Filtre de Kalman étendu
Dans le calcul de l’estimation d’état du filtre de Kalman étendu (EKF), les
fonctions f et h peuvent être utilisées pour calculer l’état prédit à partir de l’état
estimé précédent et l’observation prédite de l’état prédit. Les matrices des dérivées
partielles des ces fonctions par rapport aux variables d’état xk et aux bruits wk,
vk (les matrices jacobiennes) sont employées pour le calcul de la covariance. Simi-
lairement au filtre de Kalman linéaire, le filtre EKF a deux phases : Prédiction et
Correction (Algorithme (4.2)).
Stabilité du filtre EKF
La stabilité du filtre EKF est plus difficile à étudier que celle du filtre de Kalman.
Lorsque les fonctions f et h sont différentiables autour de (xˆk|k, 0) et (xˆk|k−1, 0) res-
pectivement, nous établissons les expressions suivantes en utilisant le développement
de Taylor au premier ordre :
f(xk,wk) = f(xˆk|k,wk) + Ak(xk − xˆk|k) + Gkwk + ψ(xk, xˆk|k,wk), (4.44)
h(xk,vk) = h(xˆk|k−1,vk) + Ck(xk − xˆk|k−1) + Dkvk + χ(xk, xˆk|k−1,vk), (4.45)
où ψ, χ sont les fonctions résiduelles. En définissant les erreurs d’estimation par :
ek|k = xk − xˆk|k, (4.46)
ek+1|k = xk+1 − xˆk+1|k, (4.47)
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Algorithme 4.2 Filtre de Kalman étendu
Entrées: xˆ0|0, P0|0, Qk, Rk, yk, k = 1, 2, . . .
Sorties: xˆk|k, Pk|k
pour k = 1, 2, . . . faire
Prédiction :
xˆk|k−1 = f(xˆk−1|k−1, 0), (4.35)
Pk|k−1 = AkPk−1|k−1ATk + GkQkGTk , (4.36)
où :
Ak = ∂f∂x
∣∣∣
x=xˆk−1|k−1,w=0
, (4.37)
Gk = ∂f∂w
∣∣∣
x=xˆk−1|k−1,w=0
. (4.38)
Correction
Kk = Pk|k−1CTk
(
CkPk|k−1CTk + DkRkDTk
)−1
, (4.39)
xˆk|k = xˆk|k−1 + Kk
(
yk − h(xˆk|k−1, 0)
)
, (4.40)
Pk|k = (I−KkCk) Pk|k−1, (4.41)
où :
Ck = ∂h∂x
∣∣∣
x=xˆk|k−1,v=0
, (4.42)
Dk = ∂h∂v
∣∣∣
x=xˆk|k−1,v=0
. (4.43)
fin pour
on obtient :
ek|k = (I−KkCk) ek|k−1 −KkDkvk −Kkχ(xk, xˆk|k−1,vk), (4.48)
ek+1|k = Ak (I−KkCk) ek|k−1 + rk + sk, (4.49)
où :
rk = ψ(xk, xˆk|k,wk)−AkKkχ(xk, xˆk|k−1,vk), (4.50)
sk = Gkwk −AkKkDkvk. (4.51)
Pour la suite, on note la norme euclidienne d’un vecteur et la norme spectrale
d’une matrice ||.|| ; la norme L2 d’un vecteur aléatoire est notée ||v||2 =
√
E [||v||2].
Dans [Reif 1999] et [Kluge 2010], il est montré que l’erreur d’estimation du filtre de
Kalman étendu est bornée en moyenne quadratique dans certaines conditions en uti-
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lisant les définitions de stabilité suivantes des processus stochastiques [Reif 1999] :
Définition 4.9. Le processus stochastique ζk est dit être borné exponentiellement
en moyenne quadratique, s’il existe des réels η, ν et ϑ tels que :
E
(
||ζk||2
)
≤ η||ζ0||2ϑk + ν, (4.52)
pour tout k ≥ 0.
Définition 4.10. Le processus stochastique ζk est dit être borné avec une probabilité
un, si l’inégalité :
sup
k≤0
||ζk|| <∞ (4.53)
est vérifiée avec une probabilité un.
Dans [Reif 1999] et [Kluge 2010], le résultat suivant d’un processus stochastique
a été utilisé afin d’établir la stabilité du filtre de Kalman étendu :
Lemme 4.1. Supposons qu’il existe un processus stochastique Vk(ζk) ainsi que des
réels v, v, µ > 0 et 0 < α ≤ 1 tels que :
v||ζk||2 ≤ Vk(ζk) ≤ v||ζk||2, (4.54)
et
E [Vk+1(ζk+1) | ζk]− Vk(ζk) ≤ µ− αVk(ζk), (4.55)
soient vérifiées pour toute solution de l’équation 4.49. Alors le processus stochastique
ζk est borné exponentiellement en moyenne quadratique :
E
(
||ζk||2
)
≤ v
v
E
(
||ζ0||2
)
(1− α)k + µ
v
k−1∑
i=1
(1− α)i, (4.56)
pour tout k ≥ 0. De plus, ζk est borné avec une probabilité un.
Théorème 4.7. Considérons le système (4.34) et le filtre EKF sous les hypothèses
suivantes :
− Il existe des constantes a, g, c, d, p, p, q, q, r, r>0 telles que :
||Ak|| ≤ a, ||Gk|| ≤ g, ||Ck|| ≤ c, ||Dk|| ≤ d, (4.57)
pI  Pk+1|k+1  Pk+1|k  pI, (4.58)
qI  Qk  qI, rI  Rk  rI. (4.59)
− Pour tout εψ > 0 et tout εχ > 0, il existe δψ, δχ > 0 tels que pour tout xk et
tout xˆk|k satisfaisant ||xk − xˆk|k||2 ≤ δψ et ||xk − xˆk|k−1||2 ≤ δχ :
||ψ(xk, xˆk|k,wk)||2 ≤ εψ||xk − xˆk|k||22, (4.60)
||χ(xk, xˆk|k−1,vk)||2 ≤ εχ||xk − xˆk|k−1||22. (4.61)
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Alors il existe une borne ε > 0 pour les matrices de covariance des bruits :
E
[
wkwTk
]
≤ εI, (4.62)
E
[
vkvTk
]
≤ εI, (4.63)
et une borne θ > 0 de l’erreur d’estimation initiale :
E
[
||e1|0||2
]
≤ δ, (4.64)
telles que l’erreur ek+1|k soit bornée exponentiellement en moyenne quadratique.
Preuve. Cf. [Reif 1999], [Kluge 2010].
Remarque 4.1. Les inégalités (4.57) sont vérifiées pendant le processus d’estima-
tion : si les valeurs numériques de Ak,Ck,Pk|k−1,Pk|k satisfont ces conditions, alors
l’estimation est fiable au sens du théorème (4.7).
En résumé, le filtre EKF propage des variables aléatoires gaussiennes à travers
des fonctions non-linéaires. La covariance de ces variables est déterminée en linéa-
risant les fonctions dynamiques et calculant la matrice de covariance du modèle
linéarisé. Cependant, l’estimation fournie par le filtre EKF peut introduire une er-
reur importante lorsque le degré de non-linéarité est élevé. Ceci peut aboutir à une
performance sous-optimale ou à la divergence du filtre.
4.4 Filtre de Kalman intervalle
Les équations du filtre de Kalman fournissent un estimateur sans biais à va-
riance minimale. Dans [Chen 1997], un filtre de Kalman intervalle (IKF) basé sur
l’espérance conditionnelle intervalle pour les systèmes linéaires intervalles a été dé-
veloppé. Les matrices Ak, Bk, Ck du système (4.1) sont bornées par les matrices
intervalles [Ak], [Bk], [Ck]. La condition initiale (x0,P0), l’entrée uk et les mesures
yk peuvent être intervalles dû aux incertitudes bornées. L’IKF possède la même
structure que le filtre de Kalman classique en préservant l’optimalité statistique et
le schéma de calcul récursif. Il est suggéré de s’affranchir du problème de singularité
éventuelle de la matrice intervalle à inverser en utilisant la borne supérieure de cette
matrice. Cela mène à une solution sous-optimale qui ne pourra pas inclure toutes
les solutions optimales compatibles avec les incertitudes bornées du système.
Grâce aux avancées de l’analyse par intervalles et des techniques de satisfaction
de contraintes, le filtre de Kalman intervalle amélioré (improved Interval Kalman
Filter : iIKF) a été proposé dans [Xiong 2013]. L’objectif de cet algorithme est d’en-
cadrer l’ensemble des solutions optimales compatibles avec le système intervalle et
le schéma de calcul du filtre de Kalman classique. Cependant, l’application de cette
approche est limitée par la complexité exponentielle du problème de satisfaction de
contraintes.
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Motivé par les remarques ci-dessus, nous proposons un nouvel algorithme du
filtre de Kalman intervalle. Cet algorithme détermine, à chaque instant k, une borne
supérieure définie positive de la matrice de covariance de l’erreur d’estimation. Il
garantit l’optimalité de la matrice de gain par rapport à la borne supérieure utilisée ;
le temps de calcul est raisonnable.
4.4.1 Filtre de Kalman intervalle amélioré (iIKF)
Considérons le système linéaire 4.1 sous la forme intervalle comme suit :xk+1 = Akxk + Bkuk + wk, Ak ∈ [A], Bk ∈ [B, ]yk = Ckxk + vk, Ck ∈ [C]. (4.65)
La condition initiale est supposée être bornée : x0 ∈ [x0] et P0 ∈ [P0]. Les perturba-
tions wk et vk sont gaussiennes de moyennes nulles avec les matrices de covariance
Q, R bornées : Q ∈ [Q], R ∈ [R].
Le filtre de Kalman amélioré (iIKF) [Xiong 2013] a été développé dans le but
d’encadrer toutes les solutions optimales possibles du filtre de Kalman. Cet algo-
rithme conserve la structure du filtre de Kalman classique et introduit les avancées
de l’analyse par intervalles. Les étapes de l’iIKF sont détaillées ci-dessous :
− Prédiction. Les variables réelles dans les équations du filtre de Kalman sont
remplacées par les intervalles respectifs :
[xˆk+1|k] = [A][xˆk|k] + [B]uk+1, (4.66)
[Pk+1|k] = [A][Pk|k][A]T + [Q]. (4.67)
Par ailleurs, puisque la matrice Pk+1|k doit être définie positive, ses élé-
ments diagonaux doivent être positifs. Les contracteurs suivants sont donc
proposés :
[Piik+1|k] > 0, i = 1, . . . , nx. (4.68)
Notons que ces contracteurs ont pour but de réduire la largeur des éléments
diagonaux de [Pk+1|k]. Ils ne garantissent pas que [Pk+1|k] soit définie posi-
tive.
− Correction. L’étape correction de l’iIKF a été développée afin de s’affran-
chir du problème de singularité dans l’inversion d’une matrice intervalle.
L’expression du gain du filtre de Kalman est réécrite comme suit :
[Kk+1][S] = [Pk+1|k][C]T , (4.69)
où [S] = [C][Pk+1|k][C]T + [R]. Notons que [S] doit être définie positive ; les
contracteurs (4.68) sont appliqués aux éléments diagonaux de cette matrice.
On obtient, à partir de l’équation (4.69), un système d’équations linéaires
de nx × ny équations dont les inconnues sont les éléments de [Kk+1]. Une
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équation de ce système peut être écrite comme suit :
ny∑
j=1
[
Kijk+1
] [
Sjm
]
=
[
Tim
]
, i = 1, . . . , nx, m = 1, . . . , ny, (4.70)
où [T] = [Pk+1|k][C]T . Ce système est ensuite résolu par l’algorithme SI-
VIA (voir chapitre 2). Une difficulté de cette idée est de choisir les ré-
gions initiales des inconnues
[
Kijk+1
]
. Si [S] est non singulière, l’équation
[Kk+1] = [Pk+1|k][C]T [S]−1 donne une région initiale de la matrice [Kk+1].
Dans le cas contraire, la solution est d’utiliser les techniques de satisfaction
de contraintes et/ou l’algorithme SIVIA avec une région initiale très large.
Cependant, cela augmente énormément la complexité calculatoire en aug-
mentant le nombre nécessaire de bissections et donc le temps de calcul de
l’iIKF [Tran 2016].
L’ensemble des gains [Kk+1] donné par SIVIA est appliqué au calcul de l’état
estimé et de la matrice de covariance :[
xˆk+1|k+1
]
=
[
xˆk+1|k
]
+ [Kk+1]
(
yk+1 − [C]
[
xˆk+1|k
])
, (4.71)[
Pk+1|k+1
]
= (I− [Kk+1] [C])
[
Pk+1|k
]
. (4.72)
Enfin, les contracteurs définis par l’équation (4.68) sont appliqués à la ma-
trice
[
Pk+1|k+1
]
.
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Algorithme 4.3 Filtre de Kalman intervalle amélioré
Entrées:
[
xˆ0|0
]
,
[
P0|0
]
, [Q], [R], yk, k = 1, 2, . . .
Sorties:
[
xˆk|k
]
,
[
Pk|k
]
pour k = 1, 2, . . . faire
Prédiction : [
xˆk|k−1
]
= [A]
[
xˆk−1|k−1
]
+ [B] [uk] , (4.73)[
Pk|k−1
]
= [A]
[
Pk−1|k−1
]
[A]T + [Q], (4.74)[
Piik|k−1
]
> 0, i = 1, . . . , nx. (4.75)
Correction
[S] = [C]
[
Pk|k−1
]
[C]T + [R], (4.76)[
Sii
]
> 0, i = 1, . . . , ny, (4.77)
SIVIA : [Kk] [S] =
[
Pk|k−1
]
[C]T , (4.78)[
xˆk|k
]
=
[
xˆk|k−1
]
+ [Kk]
(
yk − [C]
[
xˆk|k−1
])
, (4.79)[
Pk|k
]
= (I− [Kk] [C])
[
Pk|k−1
]
, (4.80)[
Piik|k
]
> 0, i = 1, . . . , nx. (4.81)
fin pour
4.4.2 Filtre de Kalman intervalle à borne supérieure de variance
minimale (UBIKF)
Motivé par les inconvénients de l’iIKF, nous proposons un nouveau filtre de Kal-
man intervalle. Cet algorithme consiste à rechercher une borne supérieure de l’en-
semble des matrices de covariance de l’erreur d’estimation. Un gain qui minimise la
trace de cette borne est ensuite déterminé. Le nouveau filtre de Kalman intervalle,
appelé en anglais Minimum Upper Bound of Variance Kalman filter (UBIKF), non
seulement garantit l’optimalité de la matrice de gain par rapport à la borne supé-
rieure de l’ensemble des matrices de covariance, mais encadre aussi tous les estimés
compatibles avec toutes les incertitudes du système. Par ailleurs, le temps de calcul
de l’UBIKF est plus raisonnable que celui de l’iIKF car l’UBIKF ne traite que des
matrices ponctuelles au lieu des matrices intervalles dans l’iIKF.
Avant de décrire l’UBIKF, on considère les propriétés des matrices symétriques
définies positives.
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4.4.2.1 Matrice symétrique semidéfinie positive
Définition 4.11. Une matrice symétrique réelle M de dimension n× n est semi-
définie positive, notée M  0, si pour tout vecteur z non nul de dimension n, le
scalaire zTMz est non négatif.
Un cas particulier des matrices symétriques semidéfinies positives est donné par
la remarque suivante :
Remarque 4.2. Pour toute matrice réelle M , le produit MMT est une matrice
symétrique semidéfinie positive.
La remarque ci-dessus est due au fait que, pour tout vecteur z de dimension
appropriée, le scalaire zTMMT z = ||MT z||22 est non négatif, où ||V|| est la norme
euclidienne du vecteur réel V.
Définition 4.12. Soient M, N deux matrices symétriques définies positives de
même dimension, M est plus grande que N, noté M  N, si M−N est semidéfinie
positive.
Proposition 4.1. Soient M, N deux matrices non nulles de même dimension, et
β un réel positif arbitraire, l’inégalité suivante est vérifiée :
MNT + NMT  β−1MMT + βNNT . (4.82)
Une valeur optimale de β qui minimise la trace du membre de droite de l’inégalité
ci-dessus est donnée par :
β =
√
tr (MMT ) /tr (NNT ). (4.83)
Preuve. En développant l’expression (M − βN)(M − βN)T  0, on obtient l’in-
égalité 4.82. Les dérivées première et seconde de la trace du membre de droite de
cette inégalité par rapport à β sont :
∂tr
(
β−1MMT + βNNT
)
∂β
= − 1
β2
tr
(
MMT
)
+ tr
(
NNT
)
, (4.84)
∂2tr
(
β−1MMT + βNNT
)
∂β2
= 2
β3
tr
(
MMT
)
. (4.85)
La dérivée seconde est positive pour tout β > 0. Le zéro positif de la dérivée première
est donné par l’équation (4.83). 
Proposition 4.2. Soient M1, M2 deux matrices de dimension n×n et M1 M2,
l’inégalité suivante est vérifiée pour toute matrice N de dimension m× n :
NM1NT  NM2NT . (4.86)
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Preuve. La définition d’une matrice semidéfinie positive est utilisée pour montrer
que N (M1 −M2) NT  0. Pour tout vecteur z de dimension m non nul, on a :
zTN (M1 −M2) NT z = xT (M1 −M2) x ≥ 0, (4.87)
où x = NT z. L’inégalité (4.87) est vérifiée puisque M1 − M2  0. Alors,
N (M1 −M2) NT  0. 
Propriété 4.1. Toute matrice réelle symétrique M est diagonalisable à l’aide d’une
matrice de passage orthogonale V, i.e. il existe une matrice diagonale réelle D telle
que M = VDVT . En plus, si M est semidéfinie positive, la racine carrée de M est
M1/2 = VD1/2VT .
Proposition 4.3. Soit [M] une matrice symétrique intervalle, il existe une matrice
symétrique semidéfinie positive M qui borne l’ensemble des matrices symétriques
semidéfinies positives incluses dans [M]. On note M  [M]. L’expression de M2
est donnée par :
M2 =
1 + β−1mid,ii + n−1∑
i=1
n∑
j=i+1
β−1mid,ij
 (mid ([M]))2
+
1 + βmid,ii + n−1∑
i=1
n∑
j=i+1
β−1ii,ij
 (diag(rad([M])))2
+
n−1∑
i=1
n∑
j=i+1
1 + βmid,ij + βii,ij + n−1∑
k=i
n∑
l=j+1
βkl,ij
 [rad([Mij ])]2 ,
(4.88)
où :
βmid,ii =
√
tr {(mid([M]))2} /tr{(diag(rad([M])))2},
βmid,ij =
√
tr{(mid([M]))2}/tr{[rad([Mij ])]2},
βii,ij =
√
tr{(diag(rad([M])))2}/tr{[rad([Mij ])]2},
βkl,ij =
√
tr{[rad([Mkl])]2}/tr{[rad([Mij ])]2}.
La matriceM est calculée en utilisant la propriété 4.1 pourM2.
Preuve. La représentation d’une matrice symétrique M ∈ [M] dans la proposition
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2.1 du chapitre 2 est utilisée pour calculer M2 = MMT :
M2 = (mid ([M]))2 + diag(rad([M])) (diag (αii))2 diag (rad([M]))
+ {mid ([M])} {diag (αii) diag(rad([M]))}
+ {diag(rad([M]))diag (αii)} {mid ([M])}
+
n−1∑
i=1
n∑
j=i+1
{mid ([M])} {αij [rad([Mij ])]}
+
n−1∑
i=1
n∑
j=i+1
{αij [rad([Mij ])]} {mid ([M])}
+
n−1∑
i=1
n∑
j=i+1
{
αij [rad([Mij ])]
}
{diag (αii) diag(rad([M]))}
+
n−1∑
i=1
n∑
j=i+1
{diag(rad([M]))diag (αii)} {αij [rad([Mij ])]}
+
n−1∑
i=1
n∑
j=i+1
n−1∑
k=1
n∑
l=k+1
{αij [rad([Mij ])]} {αkl [rad([Mkl])]} .
En utilisant les propositions 4.1, 4.2 et du fait que 0  (diag (αii))2  I et 0 ≤
(αij)2 ≤ 1 pour tout −1 ≤ αij ≤ 1, on obtient l’expression (4.88). 
Exemple 4.1. Soit [M] une matrice intervalle symétrique de dimension 3 :
[M] =
[m11] [m12] [m13][m12] [m22] [m23]
[m13] [m23] [m33]
 . (4.89)
Une matrice symétrique réelle M ∈ [M] peut être représentée comme suit :
M = mid([M]) +
rad([m11]) 0 00 rad([m22]) 0
0 0 rad([m33])

α11 0 00 α22 0
0 0 α33

+
 0 rad([m12]) 0rad([m12]) 0 0
0 0 0
α12 +
 0 0 rad([m13])0 0 0
rad([m13]) 0 0
α13+
+
0 0 00 0 rad([m23])
0 rad([m23]) 0
α23.
86 Chapitre 4. Filtre de Kalman et ses extensions
Posons :
diag (rad ([M])) =
rad([m11]) 0 00 rad([m22]) 0
0 0 rad([m11])

diag (αii) =
α11 0 00 α22 0
0 0 α33

rad ([M12]) =
 0 rad([m12]) 0rad([m12]) 0 0
0 0 0

rad ([M13]) =
 0 0 rad([m13])0 0 0
rad([m13]) 0 0

rad ([M23]) =
0 0 00 0 rad([m23])
0 rad([m23]) 0
 .
On obtient :
M = mid([M]) + diag (rad ([M])) diag (αii) + rad ([M12])α12 + rad ([M13])α13 + rad ([M23])α23
= mid([M]) + diag (rad ([M])) diag (αii) +
2∑
i=1
3∑
j=i+1
rad ([Mij ])αij .
On calcule maintenant M2 :
M2 = (mid([M]))2 + diag (rad ([M])) diag
(
α2ii
)
diag (rad ([M])) +
2∑
i=1
3∑
j=i+1
α2ij (rad ([Mij ]))2 +
+mid([M])diag (αii) diag (rad ([M])) + diag (rad ([M])) diag (αii)mid([M])+
+ α12 {mid([M])rad ([M12]) + rad ([M12])mid([M])}+
+ α13 {mid([M])rad ([M13]) + rad ([M13])mid([M])}+
+ α23 {mid([M])rad ([M23]) + rad ([M23])mid([M])}+
+ α12 {diag (rad ([M])) diag (αii) rad ([M12]) + rad ([M12]) diag (αii) diag (rad ([M]))}+
+ α13 {diag (rad ([M])) diag (αii) rad ([M13]) + rad ([M13]) diag (αii) diag (rad ([M]))}+
+ α23 {diag (rad ([M])) diag (αii) rad ([M23]) + rad ([M23]) diag (αii) diag (rad ([M]))}+
+ α12α13 {rad ([M12]) rad ([M13]) + rad ([M13]) rad ([M12])}+
+ α12α23 {rad ([M12]) rad ([M23]) + rad ([M23]) rad ([M12])}+
+ α13α23 {rad ([M13]) rad ([M23]) + rad ([M23]) rad ([M13])} .
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En appliquant la proposition 4.1, 4.2 et puisque diag
(
α2ii
)  I, on a :
mid([M])diag (αii) diag (rad ([M])) + diag (rad ([M])) diag (αii)mid([M])
 β−1mid,ii. (mid([M]))2 + βmid,ii.diag (rad ([M])) diag
(
α2ii
)
diag (rad ([M]))
 β−1mid,ii. (mid([M]))2 + βmid,ii. (diag (rad ([M])))2 .
Ensuite,
α12 {mid([M])rad ([M12]) + rad ([M12])mid([M])}
 β−1mid,12 (mid([M]))2 + βmid,12.α212 (rad ([M12]))2
 β−1mid,12 (mid([M]))2 + βmid,12 (rad ([M12]))2 ,
α12 {diag (rad ([M])) diag (αii) rad ([M12]) + rad ([M12]) diag (αii) diag (rad ([M]))}
 β−1ii,12.diag (rad ([M])) diag
(
α2ii
)
diag (rad ([M])) + βii,12.α212 (rad ([M12]))2
 β−1ii,12 (diag (rad ([M])))2 + βii,12. (rad ([M12]))2 ,
α12α13 {rad ([M12]) rad ([M13]) + rad ([M13]) rad ([M12])}
 β−112,13α212 (rad ([M12]))2 + β−112,13α213 (rad ([M13]))2
 β−112,13 (rad ([M12]))2 + β−112,13 (rad ([M13]))2
car 0 ≤ α212, α213, α223 ≤ 1 et diag
(
α2ii
)  I . Avec un raisonnement similaire pour
tous les termes restants, on obtient enfin :
M2  (mid([M]))2 + diag (rad ([M]))2 +
2∑
i=1
3∑
j=i+1
α2ij (rad ([Mij ]))2 +
+ β−1ii . (mid([M]))
2 + βii. (diag (rad ([M])))2 +
+ β−1mid,12 (mid([M]))
2 + βC,12 (rad ([M12]))2 +
+ β−1mid,13 (mid([M]))
2 + βC,13 (rad ([M12]))2 +
+ β−1mid,23 (mid([M]))
2 + βC,23 (rad ([M23]))2 +
+ β−1ii,12 (diag (rad ([M])))
2 + βii,12. (rad ([M12]))2 +
+ β−1ii,13 (diag (rad ([M])))
2 + βii,12. (rad ([M13]))2 +
+ β−1ii,23 (diag (rad ([M])))
2 + βii,12. (rad ([M23]))2 +
+ β−112,13 (rad ([M12]))
2 + β−112,13 (rad ([M13]))
2 +
+ β−112,23 (rad ([M12]))
2 + β−112,23 (rad ([M23]))
2 +
+ β−113,23 (rad ([M13]))
2 + β−113,23 (rad ([M23]))
2 .
=M2.
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On considère un exemple numérique :
[M] =
 [8, 12] [−6,−4] [3.2, 4.8][−6,−4] [8, 12] [1.6, 2.4]
[3.2, 4.8] [1.6, 2.4] [8.12]
 (4.90)
La proposition 4.3 donne la borne supérieure de [M] :
M =
 14.868 −4.3632 3.4422−4.3632 14.3955 1.4628
3.4422 1.4628 14.0961
 . (4.91)
4.4.2.2 Principe de l’UBIKF
Dans cette section, nous détaillons l’algorithme de l’UBIKF pour résoudre le
problème de filtrage du système 4.65. L’UBIKF a pour objectif d’obtenir une borne
supérieure de la covariance de l’erreur d’estimation, c’est-à-dire une matrice réelle
symétrique définie positive Pk|k satisfaisant l’inégalité suivante :
E
[(
xk|k − xk
) (
xk|k − xk
)T ]  Pk|k, (4.92)
pour l’ensemble des modèles avec les paramètres bornés par les matrices intervalles
[A], [B], [C], [Q] et [R]. Ici, xk|k est l’état estimé à l’instant k. Une matrice de gain
K est ensuite déterminée afin de minimiser la trace de la matrice Pk|k. L’enveloppe
encadrant l’ensemble des estimés correspondant au gain K est ensuite calculée par
l’analyse par intervalles. Cette idée est similaire à celle de l’iIKF mais elle per-
met de réduire le conservatisme et la complexité car on ne traite que des matrices
ponctuelles.
La structure de l’UBIKF est divisée en deux étapes comme le filtre de Kalman
classique : prédiction et correction.
− Prédiction. L’état et la matrice de covariance sont prédites par les équations
4.66, 4.67. Ensuite, une borne supérieure Pk|k−1 de la matrice intervalle
[
Pk|k−1
]
est calculée en utilisant la proposition 4.3.
− Correction. L’expression de la matrice de covariance après la correction,
pour Ck ∈ [C], R ∈ [R], est donnée par :
Pk|k = (I−KkCk)Pk|k−1 (I−KkCk)T + KkRKTk . (4.93)
Afin d’obtenir une borne supérieure de Pk|k, toute matrice Ck appartenant à la
matrice intervalle [C] est décomposée par la proposition 2.1 du chapitre 2 :
C = mid ([C]) +
ny∑
i=1
nx∑
j=1
αij [rad ([Cij ])] , (4.94)
où [rad (Cij)] est une matrice ny × nx dont l’élément ij est le rayon de l’élément
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ij de la matrice [C] et les autres sont nuls. En développant le membre de droite
de l’expression 4.93 et utilisant la proposition 4.1 pour tous les couples de la forme
MNT + NMT avec β = 1, on obtient :
(I−Kkmid ([C]))Pk|k−1 (αij [rad ([Cij ])])T + (.)T
=
(
(I−Kkmid ([C]))P1/2k|k−1
) (
αij [rad ([Cij ])]P1/2k|k−1
)T
+ (.)T
 (I−Kkmid ([C]))Pk|k−1 (I−Kkmid ([C]))T + [rad ([Cij ])]Pk|k−1 [rad ([Cij ])]T ,
(4.95)
(αijKk [rad ([Cij ])])Pk|k−1 (αmnKk [rad ([Cmn])])T + (.)T
=
(
αijKk [rad ([Cij ])]P1/2k|k−1
) (
αmnKk [rad ([Cmn])]P1/2k|k−1
)T
+ (.)T
 Kk [rad ([Cij ])]Pk|k−1 [rad ([Cij ])]T KTk + Kk [rad ([Cmn])]Pk|k−1 [rad ([Cmn])]T KTk ,
(4.96)
où (.)T représente la transposition du terme précédent dans l’équation. Les inégalités
(4.95) et (4.96) sont utilisées lorsque les éléments ij et mn de [C] sont vraiment des
intervalles, c’est-à-dire [rad ([Cij ])] > 0, [rad ([Cmn])] > 0.
Soit n0 est le nombre d’intervalles de la matrice [C] dont le rayon est non nul.
Autrement dit, n0 représente le nombre d’incertitudes dans la matrice C du modèle.
L’expression d’une borne supérieure de Pk|k est donnée par :
Pk|k  (n0 + 1) (I−Kkmid ([C]))Pk|k−1 (I−Kkmid ([C]))T
+ (n0 + 1)Kk
( ny∑
i=1
nx∑
i=1
Tij [rad (Cij)]Pk|k−1 [rad (Cij)]T
)
KTk
+ KkRKk
= Pk|k,
(4.97)
où R  [R] est déterminée par la proposition 4.3. La matrice R peut être calculée
avant de commencer l’UBIKF si l’on suppose que la matrice R est toujours incluse
dans [R]. La variable Tij indique si le rayon de l’intervalle [Cij ] est non nul :
Tij =
1 si rad ([Cij ]) > 0,0 sinon. (4.98)
Après avoir obtenu l’expression de la borne supérieure de Pk|k, le gain Kk qui
minimise la trace de cette borne est déterminé. Les dérivées première et seconde de
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la trace de Pk|k par rapport au gain Kk sont les suivantes :
∂tr
(
Pk|k
)
∂Kk
= −2Pk|k−1,n0mid ([C]) + 2Kkmid ([C])Pk|k−1,n0mid ([C])T
+ 2Kk
 ny∑
i=1
nx∑
j=1
Tij [rad (Cij)]Pk|k−1,n0 [rad (Cij)]T
+ 2KkR (4.99)
∂2tr
(
Pk|k
)
∂K2k
= 2mid ([C])Pk|k−1,n0mid ([C])T
+ 2
 ny∑
i=1
nx∑
j=1
Tij [rad (Cij)]Pk|k−1,n0 [rad (Cij)]T
+ 2R. (4.100)
avec Pk|k−1,n0 = (n0 + 1)Pk|k−1. La dérivée seconde est toujours définie positive ce
qui garantit l’existence d’une valeur minimale de tr(Pk|k). Le gain Kk est déterminé
en annulant la dérivée première :
Kk = Pk|k−1,n0mid ([C])T S−1k , (4.101)
où :
Sk = mid ([C])Pk|k−1,n0mid ([C])T+
ny∑
i=1
nx∑
i=1
Tij [rad (Cij)]Pk|k−1,n0 [rad (Cij)]T+R.
(4.102)
L’expression de la matrice Pk|k devient :
Pk|k = (I−Kkmid ([C]))Pk|k−1,n0 . (4.103)
On constate que lorsqu’il n’y a pas d’incertitude sur la matrice Ck, i.e. n0 = 0 et
Tij = 0 ∀i, j, les calculs de Kk et Pk|k sont identiques à ceux effectués dans le filtre
de Kalman.
L’ensemble des estimés correspondant au gain Kk et au modèle est encadré en
utilisant l’analyse par intervalles :[
xˆk|k
]
= (I−Kk [C])
[
xˆk|k−1
]
+ Kkyk. (4.104)
Cette expression vient de celle du filtre de Kalman et permet d’éviter le pessimisme
du calcul par intervalle lié au phénomène de multi-occurrence expliquée dans la
section 2.2.3.1 du chapitre 2.
En résumé, l’UBIKF fournit à chaque instant k une matrice de gain Kk, une
borne supérieure Pk|k de la matrice de covariance et un intervalle
[
xk|k
]
encadrant
les estimés tels que pour toutes les matrices Ak, Bk, Ck, Q, R appartenant aux
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matrices intervalles [A], [B], [C], [Q], [R] :
xˆk|k ∈
[
xˆk|k
]
, (4.105)
Pk|k  Pk|k, (4.106)
où xˆk|k et Pk|k sont l’état estimé et la matrice de covariance donnés par la procédure
du filtre de Kalman pour le modèle (Ak,Bk,Ck,Q,R) et le gain Kk de l’UBIKF.
Algorithme 4.4 Filtre de Kalman intervalle amélioré à borne supérieure de va-
riance minimale
Entrées:
[
xˆ0|0
]
, P0|0, [A], [B], [C], [Q], [R], yk, k = 1, 2, . . .
Sorties:
[
xˆk|k
]
, Pk|k
1: Déterminer R  [R] et n0.
2: pour k = 1, 2, . . . faire
3: Prédiction : [
xˆk|k−1
]
= [A]
[
xˆk−1|k−1
]
+ [B] [uk] , (4.107)[
Pk|k−1
]
= [A]Pk−1|k−1[A]T + [Q], (4.108)
Pk|k−1 
[
Pk|k−1
]
, (4.109)
Pk|k−1,n0 = (n0 + 1)Pk|k−1, (4.110)
où n0 : nombre d’incertitudes dans la matrice C.
4: Correction
Sk = mid ([C])Pk|k−1,n0mid ([C])T
+
ny∑
i=1
nx∑
j=1
Tij [rad (Cij)]Pk|k−1,n0 [rad (Cij)]T +R,
(4.111)
Kk = Pk|k−1,n0mid ([C])T S−1k , (4.112)[
xˆk|k
]
= (I−Kk [C])
[
xˆk|k−1
]
+ Kkyk, (4.113)
Pk|k = (I−Kkmid ([C]))Pk|k−1,n0 . (4.114)
5: fin pour
Dans la section suivante, les exemples illustratifs pour montrer les avantages de
l’UBIKF par rapport à l’iIKF sont présentés.
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4.4.3 Exemples numériques
Exemple 4.2 (Modèle de dimension 3). Considérons le modèle de dimension 3
avec les paramètres intervalles suivants :
[A] =
 [2.45, 2.72] [−1.41,−1.28] [0.26, 0.28][6.32, 6.98] [−3.56,−3.22] [2.45, 2.72]
[−0.79,−0.72] [0.30, 0.34] [0.1, 0.11]
 ,
[C] =
[−8.16,−7.84] [−4.08,−3.92] [1.96, 2.04][−2.04,−1.96] [1.96, 2.04] [5.88, 6.12]
[−0.41,−0.39] [15.68, 16.32] [6.86, 7.14]
 ,
[Q] =
 [8, 12] [−6,−4] [3.2, 4.8][−6,−4] [8, 12] [1.6, 2.4]
[3.2, 4.8] [1.6, 2.4] [8.12]
 , [R] = [Q] .
A chaque instant k, chaque élément des matrices Ak, Ck est obtenu par tirage
d’une valeur aléatoire selon une loi uniforme sur l’intervalle correspondant de [A]
et [C] afin de générer les états réels et les mesures du système. Les matrices de
covariance réelles prennent pour éléments les centres des matrices intervalles [Q] et
[R]. L’état initial du système est x0 = (5,−2, 6)T . La condition initiale de l’UBIKF
est [x0] = ([−2, 2], [−2, 2], [−2, 2])T et P0|0 = 10I. Cet exemple est simulé pendant
1000 pas de temps.
L’intervalle de confiance de 99.7% du i−ième état donné par l’UBIKF est défini
par :
Ii =
[
inf
([
xˆik|k
])
− 3
√
P iik|k , sup
([
xˆik|k
])
+ 3
√
P iik|k
]
(4.115)
où inf([a]) et sup([a]) sont les bornes inférieure et supérieure de l’intervalle [a], P iik|k
est le i−ième élément diagonal de la matrice Pk|k.
Les états réels et les intervalles de confiance sont montrés dans la figure 4.1. On
constate que les intervalles de confiance fournis par l’UBIKF contiennent 100% les
états réels.
Afin de vérifier si la matrice Pk|k borne par valeur supérieure l’ensemble des
matrices de covariance avec les paramètres bornés et le gain donné par l’UBIKF,
on simule la procédure de calcul de la matrice de covariance pour 1000 couples de
matrices Ak et Ck qui sont uniformément tirées à partir des matrices intervalles
[A], [C]. La matrice de covariance correspondant à un couple (Ak,Ck) et au gain
Kk de l’UBIKF est calculée par les équations suivantes :
Pk|k−1 = AkPk−1|k−1ATk + sup([Q]), (4.116)
Pk|k = (I−KkCk)Pk|k−1(I−KkCk)T + Kk sup([R])KTk , (4.117)
où sup([M]) est la borne supérieure de la matrice [M]. On constate à partir de
la figure 4.2 que les éléments diagonaux de la matrice Pk|k majorent les éléments
correspondants des matrices de covariance des modèles choisis.
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Figure 4.1 – États réels et intervalles de confiance donnés par l’UBIKF.
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Figure 4.2 – Les éléments diagonaux de la matrice Pk|k (ligne noire) et l’ensemble
des éléments diagonaux des matrices de covariance de 1000 modèles choisis (bande
jaune).
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Exemple 4.3 (Modèle d’une pile à combustible). Considérons le problème
d’estimation d’état pour une pile à combustible à membrane d’échange de pro-
tons (PEMFC). Les composants principaux du système sont montrés dans la fi-
gure 4.3. La pile à combustible convertit l’énergie chimique en énergie électrique
en consommant l’oxygène et l’hydrogène fournis par les systèmes de distribution
d’air et d’hydrogène. Le modèle linéaire utilisé dans cet exemple est présenté dans
[Rotondo 2016]. Ce modèle découle du modèle non linéaire de [Pukrushpan 2004]
sous les hypothèses suivantes : la température de pile Tst est constante, la tempéra-
ture et l’humidité des flux de réactif sont parfaitement contrôlées, les piles multiples
sont modélisées par une seule pile équivalente, tous les réactifs se comportent comme
des gaz idéaux.
Figure 4.3 – Modèle d’une pile à combustible
L’entrée du modèle est le courant Ist. Une modélisation en espace d’états de
dimension 9 est présentée dans [Rotondo 2016] avec les variables d’état suivantes :
masse d’oxygène (mO2), masse d’hydrogène (mH2), masse d’azote (mN2), masse
d’air dans le collecteur d’alimentation (msm), pression d’air dans le collecteur d’ali-
mentation (psm), pression d’air dans le collecteur de retour (prm), vitesse du com-
presseur (ωcp), masse d’eau dans l’anode (mw,an) et dans la cathode (mw,ca). Une
discrétisation d’Euler est effectuée avec un temps d’échantillonnage Ts = 0.4s pour
obtenir le modèle discret suivant :xk+1 = Akxk + BkIst,k + Dk + wk,yk = Ckxk + vk, (4.118)
où wk et vk sont les bruits gaussiens de moyennes nulles. Les sorties mesurées sont :
vitesse du compresseur (ωcp), masse d’oxygène (mO2), masse d’hydrogène (mH2),
masse d’azote (mN2), pression d’air dans le collecteur d’alimentation (psm), pression
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d’air dans le collecteur de retour (prm), pression d’air dans l’anode (pan), pression
d’air dans la cathode (pca). Les matrices de covariance Q et R de wk et vk sont
données comme suit :
Q = diag(10−12; 10−12; 10−12; 10−12; 102; 102; 10; 10−12; 10−12), (4.119)
R = diag(10; 10−10; 10−10; 10−10; 102; 102; 102). (4.120)
Les filtres de Kalman intervalle iIKF et UBIKF sont testés avec le modèle dont
les paramètres évoluent dans le temps. Les éléments de la première ligne, seconde
ligne et septième ligne de la matrix Ak oscillent selon des lois sinusoïdales d’am-
plitude 5% de leurs valeurs nominales. Ces lois de variation sont supposées être
inconnues et sont considérées comme incertitude par les filtres. La matrice inter-
valle [Ak] incluant tous les paramètres admissibles est choisie comme suit :
mid([Ak]) = A0k , rad([Ak]) = 0.05
∣∣∣A0k∣∣∣ , (4.121)
où A0k est la valeur nominale de Ak. De plus, l’incertitude des capteurs de la vitesse
du compresseur, de la masse d’hydrogène et de la masse d’oxygène est 2%. Par
conséquent, la matrice intervalle [Ck] est définie par :
mid([Ck]) = C0k , rad([Ck]) = 0.02
∣∣∣C0k∣∣∣ , (4.122)
où C0k est la valeur nominale de Ck.
La matrice de covariance des bruits dynamiques est supposée être certaine, i.e.
[Q] = Q. La matrice de covariance des erreurs de mesure est définie par :
mid([R]) = R , rad([R]) = 0.5 |R| , (4.123)
Les critères de comparaison des algorithmes sont les suivants : l’erreur moyenne
quadratique (RMSE) pour chaque état, le pourcentage de temps où les intervalles de
confiance contiennent les états réels (O) et le temps de calcul (pour 7500 itérations).
La RMSE pour le i−ème état est définie par :
RMSEi =
1
N
N∑
k=1
(
xˆik|k − xik
)2
. (4.124)
L’intervalle de confiance de 99.7% du i−ième état donné par l’UBIKF est défini
par :
Ii =
[
inf
([
xˆik|k
])
− 3
√
P iik|k , sup
([
xˆik|k
])
+ 3
√
P iik|k
]
, (4.125)
où inf([a]) et sup([a]) sont les bornes inférieure et supérieure de l’intervalle [a], P iik|k
est le i−ième élément diagonal de la matrice Pk|k. De même, l’intervalle de confiance
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de 99.7% du i−ième état donné par l’iIKF est défini par :
Ii =
[
inf
([
xˆik|k
])
− 3
√
sup
([
Piik|k
])
, sup
([
xˆik|k
])
+ 3
√
sup
([
Piik|k
])]
, (4.126)
où sup
([
Piik|k
])
est la borne supérieure du i−ième élément diagonal de la matrice[
Pk|k
]
.
Les intervalles de confiance donnés par l’UBIKF et l’iIKF montrés dans la figure
5.5 encadrent les états réels (O = 100%). Les intervalles de confiance de l’UBIKF
sont plus serrés que ceux de l’iIKF. Au niveau du temps de calcul, l’UBIKF permet
de réduire significativement le temps de calcul par rapport à l’iIKF (table 4.1). Les
avantages de l’UBIKF viennent du fait que l’UBIKF ne traite que des matrices
ponctuelles au lieu des matrices intervalles dans l’iIKF. D’autre part, l’iIKF fait
appel à l’algorithme SIVIA qui est plus adapté aux systèmes de deux ou trois
variables dû à sa complexité exponentielle (propriété 2.1 chapitre 2).
mO2 mH2 ωcp TempsRMSE O(%) RMSE O(%) RMSE O(%)
iIKF 5.4.10−5 100 1.5.10−5 100 156 100 511 s
UBIKF 4.8.10−5 100 1.4.10−5 100 177 100 133 s
Table 4.1 – Résultats de l’iIKF et de l’UBIKF
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Figure 4.4 – Etats réels et intervalles de confiance de 99.7% (borne supérieure (UB)
et borne inférieure (LB)) donnés par l’iIKF et l’UBIKF pour la masse d’oxygène
mO2 et de la masse d’hydrogène mH2 .
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4.5 Conclusion
Dans ce chapitre, nous avons présenté le filtre de Kalman qui est un estimateur
d’état à variance minimale dans le cas des systèmes linéaires gaussiens. Les résultats
de convergence du filtre de Kalman existant dans la littérature ont également été
présentés. En résumé, lorsque le modèle considéré est détectable et stabilisable, le
filtre de Kalman garantit les propriétés suivantes [Anderson 1981] :
− existence d’un estimateur asymptotiquement sans biais,
− Pk|k est bornée pour toute P0|0 ,
− Pk|k−1 est indépendante de P0|0.
Lorsque le système à résoudre est non linéaire, mais que les hypothèses sur les
bruits sont conservées (bruits gaussiens, indépendants entre eux et indépendants de
la condition initiale), le filtre de Kalman étendu est souvent utilisé. Ce filtre repose
sur une approximation de la distribution a posteriori p(xk | y1:k) par une loi gaus-
sienne. Il permet de calculer les deux premiers moments de cette approximation xˆk|k
et Pk|k par linéarisation. L’erreur d’estimation du filtre de Kalman étendu est expo-
nentiellement bornée en moyenne quadratique tant que les matrices jacobiennes du
modèle, les matrices de covariance des bruits, les parties résiduelles de linéarisation
et l’erreur d’estimation initiale sont toutes bornées. Si les non-linéarités sont trop
importantes, le filtre de Kalman étendu peut diverger. Cela est d’autant plus vrai
que les équations du filtre ne prennent pas en compte l’erreur de linéarisation.
Un nouveau filtre de Kalman intervalle basé sur la recherche d’une borne su-
périeure de l’ensemble des matrices de covariance de l’erreur d’estimation pour le
modèle intervalle considéré et sur la minimisation de la trace cette borne a été pré-
senté. L’enveloppe des estimés est déterminée en utilisant l’analyse par intervalle.
Cette approche est considérée comme une alternative du filtre de Kalman amélioré
proposé dans [Xiong 2013] avec les avantages suivants :
− l’enveloppe des estimés est moins conservatrice,
− la complexité et donc le temps de calcul sont réduits.
Ces avantages viennent du fait que le nouveau filtre de Kalman intervalle ne traite
que des matrices ponctuelles au lieu de matrices intervalle dans l’iIKF. Les exemples
numériques ont montré que le nouveau filtre de Kalman intervalle permet d’encadrer
l’ensemble des estimés et d’améliorer le temps de calcul par rapport à l’iIKF.
Bien que le filtre UBIKF réduise le conservatisme et le temps de calcul par
rapport à ceux du filtre iIKF, ses résultats sont encore à améliorer. Par exemple,
une inégalité matricielle proposée dans [Combastel 2016] qui fournit une borne ma-
jorante définie positive d’une matrice intervalle symétrique, peut être appliquée
afin d’obtenir une borne moins conservatrice de la variance de l’erreur d’estimation.
D’autre part, la convergence du filtre UBIKF devrait être étudiée. Plus précisément,
il serait intéressant de déterminer des bornes des incertitudes telles que l’estimation
et la matrice de covariance fournies par le filtre UBIKF soient convergentes.
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5.1 Introduction
Lorsque le modèle du système dynamique à estimer est hautement non linéaire
et/ou non gaussien, les méthodes basées sur le filtre de Kalman peuvent ne pas
donner d’approximation précise de la distribution de probabilité a posteriori. L’uti-
lisation de l’approche séquentielle de Monte Carlo, connue sous le nom de filtre
particulaire, est une alternative dont les performances se sont révélées encoura-
geantes.
Le premier document présentant les méthodes de Monte Carlo est publié en
1949 [Metropolis 1949]. Dans les années 50-70, les méthodes de Monte Carlo par
chaînes de Markov se sont développées dans le domaine de la physique statistique
([Metropolis 1953], [Hastings 1970]) et de l’automatique [Handschin 1970]. Au dé-
but des années 90, les méthodes de Monte Carlo ont connu un réel essor dans la
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communauté du traitement du signal grâce à l’augmentation des capacités des or-
dinateurs. Des algorithmes récursifs ont été proposés pour résoudre les problèmes
de filtrage non linéaires : filtre bootstrap (bootstrap filter) [Gordon 1993], filtre de
Monte Carlo (Monte Carlo filter) [Kitagawa 1996], filtre particulaire avec interac-
tion (interacting particle filter) [Del Moral 1996].
Les filtres particulaires ont été largement exploités dans de nombreuses ap-
plications, par exemple : traitement du signal ([Gustafsson 2002], [Hue 2002],
[Ristic 2004]), traitement de la parole [Vermaak 2002], robotique mobile
([Kwok 2003], [Kwok 2004]). Afin de résoudre le problème de filtrage non linéaire,
les filtres particulaires approchent la densité a posteriori par un ensemble de points
de l’espace d’état, appelés particules. A chaque particule est associé un poids et la
distribution a posteriori est approchée par une somme pondérée discrète, dont le
support correspond aux particules. Les poids caractérisent la probabilité des par-
ticules. L’ensemble des particules est mis à jour récursivement à chaque itération :
chaque particule évolue en utilisant le principe de l’échantillonnage pondéré séquen-
tiel, et certaines sont sélectionnées par une étape de ré-échantillonnage en fonction
de leurs poids. La connaissance des particules et de leurs poids permet d’accéder
aux moments de la distribution a posteriori.
Le problème majeur des méthodes de filtrage est de trouver une représentation
fiable des données disponibles en fonction des erreurs et des perturbations associées
au système considéré. Selon la représentation des données, on peut distinguer deux
types d’approches. La première approche, dite bayésienne, utilise des distributions
de probabilité pour représenter les données afin de les combiner dans le cadre de la
théorie de probabilité ; le filtre particulaire est un exemple de cette classe de mé-
thodes. La seconde approche, appelée ensembliste, représente les incertitudes par des
ensembles compacts (ellipsoïdes, intervalles, zonotopes). Une extension ensembliste
du filtre particulaire est proposée dans [Abdallah 2008] en remplaçant les particules
ponctuelles par un ensemble de boîtes de particules (vecteurs d’intervalles). Cette
extension, connue sous le nom du filtre particulaire ensembliste (box particle fil-
ter) permet de réduire significativement le nombre de particules et ainsi le coût de
calcul. Afin d’enrichir la représentation de l’incertitude limitée aux bornes des in-
tervalles, la théorie des fonctions de croyance est combinée avec le filtre particulaire
ensembliste dans [Nassreddine 2010]. Cette méthode est basée sur la représentation
des incertitudes par des fonctions de masse dont le nombre d’éléments focaux est
fini. L’inconvénient de cet algorithme est sa complexité exponentielle en fonction
du nombre d’éléments focaux des fonctions de masse représentant les incertitudes.
Le contenu de ce chapitre est organisé comme suit. Après une présentation géné-
rale du filtre particulaire en section 5.2, nous détaillons des résultats de convergence
existant dans la section 5.3. Le filtre particulaire ensembliste, l’algorithme proposé
dans [Nassreddine 2010] et un algorithme combinant le filtre particulaire ensem-
bliste avec la théorie de croyance pour des distributions gaussiennes incertaines
(voir chapitre 3) sont présentés dans la section 5.4.
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5.2 Filtre particulaire
5.2.1 Notations
Soit Rd l’espace euclidien de dimension d ; B(Rd) désigne la σ-algèbre borélienne
de Rd. Les notations suivantes sont utilisées :
− B(Rd) : l’ensemble de fonctions boréliennes bornées mesurables définies sur
Rd.
− C(Rd) : l’ensemble de toutes les fonctions continues définies sur Rd,
− Cb(Rd) : l’ensemble de toutes les fonctions continues bornées définies sur Rd.
− Si f ∈ Cb(Rd), la norme de f , notée ||f ||, est définie par :
||f || , sup
x∈Rd
|f(x)|. (5.1)
5.2.2 Modèle de l’espace d’état
Soit (Ω, F, P ) un espace de probabilité sur lequel sont donnés deux processus
stochastiques x = {xk, k ∈ N} et y = {yk, k ∈ N \ {0}}.
Le processus x de dimension nx décrit l’évolution de l’état caché d’un système
dynamique, et le processus yk de dimension ny désigne le processus d’observation du
même système. Le processus de l’état x est un processus de Markov de distribution
initiale pi0(x0). La dynamique décrivant l’évolution de l’état au fil du temps est
modélisée par une densité de probabilité K(xk|xk−1) telle que [Crisan 2002] :
P (xk ∈ A|xk−1) =
∫
A
K(xk|xk−1)dxk, ∀A ∈ B(Rnx). (5.2)
Conditionnellement à l’état, les observations sont indépendantes (canal sans
mémoire). La loi de y conditionnellement à x est donnée par :
P (yk ∈ B | xk) =
∫
B
g(yk | xk)dyk, ∀B ∈ B(Rny), (5.3)
où g(yk | xk) est la densité de l’observation conditionnellement à l’état.
Exemple 5.1. On considère le système dynamique scalaire suivant :
xk = f(xk−1) + wk,
yk = h(xk) + vk,
où wk et vk sont des variables indépendantes, identiquement distribuées (i.i.d) et
mutuellement indépendantes avec :
P (wk ∈ C) =
∫
C
pw(w)dw, ∀C ∈ B(R),
P (vk ∈ D) =
∫
D
pv(v)dv, ∀D ∈ B(R).
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On a alors :
K(xk | xk−1) = pw(xk − f(xk−1)),
g(yk | xk) = pv(yk − h(xk)),
où pw et pv sont les densités de probabilité de wk et vk, k ∈ N.
5.2.3 Formule de Bayes récursive
On note xk:l , (xk,xk+1, . . . ,xl) and yk:l , (yk,yk+1, . . . ,yl) la trajectoire du
signal (état) et du processus d’observation. Il s’agit d’estimer xk en se fondant sur
les connaissances a priori et sur les mesures y1, . . . ,yk ce qui consiste à déterminer la
densité conditionnelle pik|k(xk) = p(xk|yk) puisque l’objectif principal est d’estimer
E(xk | y1:k) ainsi que la variance conditionnelle correspondante. En utilisant la
formule des probabilités totales et la formule de Bayes, pik|k satisfait la récursion :
pik|k−1(xk) =
∫
Rnx
pik−1|k−1(xk−1)K(xk | xk−1)dxk−1 Prédiction (5.4)
pik|k(xk) =
g(yk | xk)pik|k−1(xk)∫
Rnx g(yk | xk)pik|k−1(xk)dxk
Correction. (5.5)
Soient ν une mesure, ϕ une fonction et K une densité de probabilité, les nota-
tions suivantes sont introduites pour la suite du chapitre :
(ν, ϕ) ,
∫
ϕ(x)ν(dx),
Kϕ(x) ,
∫
K(dz|x)ϕ(z).
En utilisant ces notations, pour toute fonction ϕ : Rnx → R, la formule récursive
pour E(ϕ(xk) | y1:k) impliquée par (5.4) et (5.5) est :
(pik|k−1, ϕ) = (pik−1|k−1,Kϕ) Prédiction (5.6)
(pik|k, ϕ) =
(pik|k−1, ϕg)
(pik|k−1, g)
Correction. (5.7)
L’intégrale (pik|k−1, g) doit être strictement positive, sinon le filtre optimal n’existe
pas. En outre, dans la plupart des systèmes, il est impossible de donner une expres-
sion explicite pour (5.4) - (5.5) et (5.6) - (5.7). Ceci implique que l’on doit recourir
aux méthodes numériques, par exemple des filtres particulaires, afin d’approcher le
filtre optimal.
5.2.4 Principe du filtre particulaire
Le filtre particulaire, aussi connu sous le nom de méthode de Monte-Carlo sé-
quentielle, est une technique permettant de résoudre numériquement des problèmes
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de filtrages bayésiens en estimant la distribution pik|k par une distribution empi-
rique piNk|k formée par un ensemble pondéré de N échantillons
{
xik, ωik
}N
i=1, appelés
particules [Gordon 1993] :
piNk|k(xk) ,
N∑
i=1
ωikδ(xk − xik),
où δ(.) est la distribution de Dirac. Les poids d’importance ωik sont des approxima-
tions des probabilités a posteriori des particules et satisfont ∑Ni=1 ωik = 1.
Supposons qu’à l’instant k − 1, l’on ait une approximation de la densité condi-
tionnelle pik−1|k−1 par un ensemble de particules pondérées :
{
xik, ωik
}N
i=1. Le nouvel
ensemble de particules à l’instant t est généré par la technique d’échantillonnage
d’importance. L’idée est de choisir une distribution d’importance q(xik | xik−1,yk) et
de réécrire l’équation 5.4 comme suit :
pik|k−1(xk) =
∫
Rnx
q(xik | xik−1,yk)
K(xk | xk−1)
q(xik | xik−1,yk)
pik−1|k−1(xk−1)dxk−1. (5.8)
La probabilité a posteriori d’une particule est approchée par un poids d’importance :
ωik = ωik−1
g(yk | xik)K(xik | xik−1)
q(xik | xik−1,yk)
, (5.9)
La distribution d’importance dépend de l’état précédent et de l’observation actuelle.
La sélection de la distribution d’importance est résumée dans [Doucet 2000].
5.2.4.1 Distribution d’importance
 Distribution d’importance par linéarisation optimale :
Il est montré que le choix q(xik |xik−1,yk) = p(xik |xik−1,yk) minimise la variance de
poids d’importance ωik. Avec cette distribution, on obtient, à partir de la formule
5.9, le poids d’importance ωik = ωik−1p(yk | xik−1). On doit pour cela être capable
d’échantillonner à partir de la distribution p(xik |xik−1,yk) et d’évaluer p(yk |xik−1) =∫
p(yk |xk)p(xk |xik−1)dxk. L’évaluation analytique de cette distribution est possible
pour la classe de modèles non-linéaires avec des bruits gaussiens présentée dans
l’exemple suivant :
Exemple 5.2 (Modèles non linéaires gaussiens). Considérons le modèle suivant :
xk = f(xk−1) + wk, wk ∼ N (0, Q) (5.10)
yk = Cxk + vk, vk ∼ N (0, R), (5.11)
où f : Rnx → Rnx est une fonction non linéaire, C ∈ Rny×nx est la matrice d’observa-
tion, wk et vk sont les bruits gaussiens mutuellement indépendants. La distribution
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d’importance optimale est donnée par le filtre de Kalman :
q(xk | xk−1,yk) ∼ N (mk, P ) , (5.12)
où :
P−1 = Q−1 + CTR−1C, (5.13)
mk = P
(
Q−1f (xk−1) + CTR−1yk
)
, (5.14)
et on obtient :
p (yk | xk−1) ∼ N
(
yk − Cf (xk−1) , CQCT +R
)
. (5.15)
Cependant, cette évaluation n’a généralement pas de forme analytique. On consi-
dère donc des méthodes sous-optimales permettant d’approcher la distribution d’im-
portance optimale par linéarisation locale.
 Distribution d’importance par linéarisation locale :
− Linéarisation locale du modèle. Cette méthode linéarise le modèle de la même
manière que le filtre de Kalman étendu. Considérons le modèle suivant :
xk = f(xk−1) + wk, wk ∼ N (0, Q), (5.16)
yk = h (xk) + vk, vk ∼ N (0, R), (5.17)
où les fonctions f : Rnx → Rnx , h : Rnx → Rny sont non linéaires, h est différen-
tiable, wk et vk sont les bruits gaussiens mutuellement indépendants. L’approxima-
tion de la distribution d’importance optimale est donnée par la formule suivante :
q(xk | xk−1,yk) ∼ N (mk, P ) , (5.18)
où :
P−1k = Q
−1 +HTk R−1Hk, (5.19)
mk = Pk
(
Q−1f (xk−1) +HTk R−1 (yk − h (f (xk−1)) +Hkf (xk−1))
)
, (5.20)
avec Hk = ∂h∂xk
∣∣∣
xk=f(xk−1)
.
− Linéarisation locale de la distribution d’importance optimale. Supposons que
l(xk) , ln p(xk|xk−1,yk) soit deux fois différentiable par rapport à xk. On défi-
nit :
l′(x) , ∂l(xk)
∂xk
∣∣∣
xk=x
, (5.21)
l′′(x) , ∂
2l(xk)
∂xk∂xTk
∣∣∣
xk=x
. (5.22)
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Le développement de Taylor de l(xk) en x s’écrit comme suit :
l(xk) ' l(x) +
[
l′(x)
]T (xk − x) + 12(xk − x)T l′′(x)(xk − x). (5.23)
Supposons que l′′(x) soit définie négative, c’est-à-dire que l(xk) soit concave et
posons :
P (x) = −l′′(x)−1, (5.24)
m(x) = P (x)l′(x). (5.25)
Alors :[
l′(x)
]T (xk−x)+12(xk−x)T l′′(x)(xk−x) = C−12(xk−x−m(x))TP−1(x)(xk−x−m(x)).
(5.26)
où C est une constante. Cette expression donne la distribution d’importance sui-
vante :
q(xk | xk−1,yk) = N (m(x) + x, P (x)). (5.27)
Si p(xk | xk−1,yk) est unimodale, il est judicieux de choisir x comme le mode de
p(xk | xk−1,yk) ; alors m(x) = 0.
Exemple 5.3. Supposons que le modèle d’évolution satisfasse :
xk = Axk−1 + wk, wk ∼ N (0, Q). (5.28)
La distribution conditionnelle d’observation est donnée par :
p(yk | xk) = exp
(
yTkCxk − b(Cxk) + c(yk)
)
(5.29)
où C ∈ Rny×nx , b : Rny → R et c : Rny → R. On a :
l(xk) = cte+ yTkCxk − b(Cxk)−
1
2 (xk −Axk−1)
T Q−1 (xk −Axk−1) . (5.30)
On obtient ainsi :
l′′(x) = −b′′(x)−Q−1. (5.31)
Ici, b′′(x) est la matrice de covariance de yk pour xk = x, donc l′′(x) est définie
négative. On peut déterminer le mode x∗ de la distribution p(xk|xk−1,yk), c’est-à-
dire l′(x∗) = 0, par la méthode de Newton-Raphson initialisée par x(0) = xk−1 :
xj+1 = xj −
l′
(
x(j)
)
l′′
(
x(j)
) . (5.32)
Dans les paragraphes suivants, deux distributions d’importance plus simples et
plus courantes sont décrites.
 Distribution d’importance a priori :
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Un choix simple de la distribution d’importance est la distribution a priori
p(xk | xk−1). Dans ce cas, on obtient l’expression suivante du poids d’importance :
ωik = ωik−1g(yk | xik). (5.33)
Cette sélection est souvent inefficace lorsque le modèle est exploré sans aucune
connaissance sur les mesures. L’utilisation de la distribution d’importance a priori
est liée au filtre Bootstrap dans [Gordon 1993].
 Distribution d’importance fixe :
Un choix plus simple est de fixer une distribution d’importance indépendamment
des trajectoires simulées et des observations. Dans ce cas, on prend
q(xk | xk−1,yk) = q(xk), (5.34)
et obtient la formule de poids d’importance comme suit :
ωik = ωik−1
g(yk | xik)K(xik | xik−1)
q(xik)
. (5.35)
Le résultat du filtre particulaire avec cette sélection peut être mauvais puisque ni
la dynamique du modèle ni les observations ne sont prises en compte.
5.2.4.2 Ré-échantillonnage
Après un certain temps, la plupart des particules ont des poids négligeables. Le
ré-échantillonnage permet d’éviter ce phénomène de dégénérescence. Cette étape
consiste à éliminer les particules de poids négligeable et à dupliquer celles de grand
poids. Le ré-échantillonnage est effectué :
− à chaque pas de temps,
− ou lorsqu’il est vraiment nécessaire pour limiter les incertitudes par l’échan-
tillonnage aléatoire. On choisit le moment propice pour le ré-échantillonnage
des particules, c’est-à-dire avant la dispersion des poids. Un indicateur de
ré-échantillonnage basé sur la variance des pondérations a été proposé dans
[Kong 1994]. Cet indicateur est une estimation du nombre effectif de parti-
cules :
Neff =
1∑N
i=1
(
ωik
)2 . (5.36)
Si le nombre effectif de particules est plus petit qu’un seuil Nth donné, alors
le ré-échantillonnage est effectué.
Les principales méthodes de sélection des particules sont résumées dans
[Douc 2005] :
− Le ré-échantillonnage multinomial :
Le ré-échantillonnage multinomial est le plus utilisé. Les particules sont sélec-
tionnées en fonction de l’importance de leur poids par le processus suivant :
• On génère N valeurs aléatoires {U i}i=1,...,N ordonnées dans l’intervalle
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[0, 1], N étant le nombre de particules :
0 < U1 < U2 < · · · < UN < 1.
• Si la valeur U i tirée appartient à l’intervalle
[∑m−1
j=1 ω
j ,
∑m
j=1 ω
j
]
, la par-
ticule xm est sélectionnée.
Le ré-échantillonnage multinomial est illustré par la figure 5.1. Soit un en-
semble de 5 particules
{
xi
}
, i = 1, . . . , 5 auxquelles sont associés les poids{
ωi
}
= {0.105, 0.26, 0.085, 0.43, 0.12}. Si l’on génère 5 valeurs aléatoires uni-
formes réparties dans l’intervalle [0, 1] :
{
U i
}
= {0.07, 0.27, 0.32, 0.68, 0.90},
alors le nouvel ensemble de particules est
{
x1,x2,x2,x4,x5
}
. La particule
x2 est dupliquée et la particule x3 est éliminée. Les poids sont réinitialisés à
1/5.
0 1 2 3 4 5
ω1 = 0.105
∑2
i=1 ω
i = 0.365
∑3
i=1 ω
i = 0.45
∑4
i=1 ω
i = 0.88
∑5
i=1 ω
i = 1
U1
U2
U3
U4
U5
poids
particule
Figure 5.1 – Exemple du ré-échantillonnage multinomial.
− Le ré-échantillonnage résiduel :
Le ré-échantillonnage résiduel est présenté dans [Whitley 1994], [Liu 1998]
comme une méthode pour diminuer la variance du ré-échantillonnage. Dans
cette approche, pour tout i = 1, . . . , N , on crée bNωic copies de la particule
xi, où b.c dénote la partie entière. Afin de garder N particules, il reste à
choisir R = N −∑Ni=1bNωic particules. Pour ce faire, le ré-échantillonnage
résiduel propose de sélectionner R particules de l’ensemble
{
xi
}
i=1,...,N xik
avec une probabilité :
ωi = Nω
i − bNωic
N −R , i = 1, . . . , R. (5.37)
La sélection de R particules avec les nouvelles probabilités est effectuée en
utilisant le ré-échantillonnage multinomial.
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On reprend l’exemple utilisé dans le ré-échantillonnage multinomial.
D’abord, on crée bNωic copies de la particule xi pour i = 1, . . . , 5.
On a alors une copie de x2 et 2 copies de x4. Ensuite, on sélectionne
2 particules de l’ensemble {x1, x2, x3, x4, x5} avec les nouveaux poids
{0.175, 0.1, 0.142, 0.05, 0.2} par le ré-échantillonnage multinomial. Enfin, les
poids de particules sélectionnées sont fixées à 1/5.
− Le ré-échantillonnage stratifié :
Le ré-échantillonnage stratifié [Kitagawa 1996] consiste à pré-partitionner
l’intervalle [0, 1] en N sous-intervalles disjoints [0, 1/N ]∪· · ·∪ [(N−1)/N, 1].
On génère indépendamment N valeurs aléatoires {U i}i=1,...,N par les distri-
butions uniformes sur ces N intervalles :
U i ∼ U([(i− 1)/N, i/N ]), (5.38)
où U([a, b]) est la distribution uniforme sur l’intervalle [a, b]. Ensuite, le ré-
échantillonnage multinomial est appliqué pour sélectionner les particules.
Le principe du filtre particulaire est présenté dans l’algorithme 5.1.
5.3 Résultats de convergence du filtre particulaire
Dans cette section, on se pose les questions : dans quelle mesure la densité empi-
rique piNk|k(xk) approche-t-elle la densité postérieure pik|k(xk) ? Dans quel sens et plus
particulièrement, dans quelles conditions la convergence est-elle valide ? La plupart
des résultats sont montrés pour le filtre particulaire avec la distribution d’impor-
tance a priori et les stratégies de ré-échantillonnage standard détaillées dans la sec-
tion 5.2.4 ([Crisan 2002], [Hu 2008]). L’effet de la sélection de la distribution d’im-
portance sur la convergence du filtre particulaire est étudié dans [Mbalawata 2014b],
[Mbalawata 2014a], [Mbalawata 2016].
5.3.1 Convergence avec distribution d’importance a priori
Dans cette partie, les résultats de la convergence du filtre particulaire avec la
distribution d’importance a priori ([Crisan 2002], [Hu 2008]) sont présentés. Ils sont
valides pour certaines fonctions ϕ(x) : Rnx → R.
Définition 5.1 (Convergence presque sûre). Soit P(Rnx) l’ensemble des mesures
de probabilité sur l’espace euclidien Rnx. Si (µN )∞N=1 est une séquence de mesures
de probabilité, alors on dit que µN converge presque sûrement vers µ ∈ P(Rnx) et
on écrit limN→∞ µN = µ si :
∀ϕ ∈ A ⊂ C(Rnx), lim
N→∞
(µN , ϕ) = (µ, ϕ), (5.39)
où C(Rnx) est l’ensemble de toutes les fonctions continues sur Rnx et A est un
ensemble dénombrable de fonctions continues sur lequel la convergence est complè-
tement déterminée.
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Algorithme 5.1 Filtre particulaire
Entrées: Le modèle de transitionK(xk |xk−1) et la densité conditionnelle g(xk|xk).
Initialisation. k = 0, générer N particules par une distribution pi0|0(x0) choisie :
xi0 ∼ pi0|0(x0) et ωi0 = 1/N , i = 1, . . . , N .
pour k = 1, 2, . . . faire
− Échantillonner xik ∼ q(xik | xik−1,yk), i = 1, . . . , N .
− Calculer les poids :
ωik = ωik−1
g(yk | xik)K(xik | xik−1)
q(xik | xik−1,yk)
.
− Normaliser les poids :
ωik =
ωik∑N
j=1 ω
j
k
.
− Calculer l’espérance et la variance de l’ensemble de particules :
xˆk =
N∑
i=1
ωikxik,
σ2k =
N∑
i=1
ωik
(
xik − xˆk
)2
.
− Calculer le nombre effectif de particules :
Neff =
1∑N
i=1
(
ωik
)2 .
− Si le nombre effectif de particules est plus petit qu’un seuil donné Nth, alors
effectuer un ré-échantillonnage.
fin pour
5.3.1.1 Fonctions continues bornées ϕ
Théorème 5.1 ([Crisan 2002]). Supposons que la densité K soit de Feller, i.e.
∀ϕ ∈ Cb(Rnx)⇒ Kϕ ∈ Cb(Rnx) (5.40)
et que la densité de vraisemblance g(yk | xk) soit bornée, continue et strictement
positive, alors pour toutes les fonctions continues bornées ϕ ∈ Cb(Rnx) :
lim
N→∞
(piNk|k,ϕ) = (pik|k,ϕ), (5.41)
où Cb(Rnx) est l’ensemble des fonctions continues bornées.
Notons que si l’on veut estimer l’état réel x, i.e. ϕ(x) = x, le théorème 5.1 ne
garantit pas la convergence du filtre particulaire puisque x n’est pas borné.
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5.3.1.2 Une classe de fonctions non bornées ϕ
Dans [Hu 2011], la convergence du filtre particulaire a été prouvée pour une
classe de fonctions non bornées, applicable dans nombreuses situations pratiques.
La distribution d’importance a priori est utilisée et les hypothèses suivantes sont
imposées afin de montrer la convergence du filtre particulaire :
Hypothèse 5.1. Sachant y1:k, on a (pik|k−1, gk) > γk > 0.
Hypothèse 5.2. La densité K(xk |xk−1) et la fonction de vraisemblance g(yk |xk)
sont bornées :
K(xk | xk−1) <∞ ; g(yk | xk) <∞.
Hypothèse 5.3. La fonction à estimer ϕ(x) satisfait :
sup
x
|ϕ(x)|pg(yk | xk) < C(y1:k),
avec p ≥ 2, où C(y1:k) est une constante finie qui dépend de y1:k.
L’hypothèse 5.3 signifie que la densité conditionnelle g(yk |xk) diminue plus ra-
pidement que la fonction ϕ augmente. La classe de fonctions satisfaisant l’hypothèse
5.3 est notée Lpk(g). Les hypothèses 5.2 et 5.3 impliquent que le moment d’ordre p
associé à la densité pik|k(x) de la fonction ϕ doit être borné :
|ϕ(x)|ppik|k(x) =
∫ |ϕ(x)|pg(yk | x)pik|k−1(x)dx
(pik|k−1, g)
≤ C(y1:k)
∫
pik|k−1(x)dx
(pik|k−1, g)
<∞.
Puisque les distributions typiques contiennent des éléments exponentiels ou ont un
support borné, l’hypothèse 5.3 n’est pas une restriction forte pour ϕ [Hu 2008].
Théorème 5.2 ([Hu 2011]). Supposons que les hypothèses 5.1 - 5.2 - 5.3 soient
satisfaites, alors pour tout ϕ ∈ Lpk(g), p ≥ 2, 1 ≤ r ≤ 2, et N suffisamment grand,
il existe une constante Ck|k indépendante de N telle que :
E
[
|(piNk|k, ϕ)− (pik|k, ϕ)|p
]
≤ Ck|k
||ϕ||pk,p
Np−p/r
, (5.42)
où ||ϕ||k,p , max
{
1, (pik|k, |ϕ|p)1/p
}
.
On a également un corollaire associé [Hu 2011] :
Corollaire 5.2.1. Si les hypothèses 5.2 - 5.3 sont satisfaites et si p > 2, alors pour
toute fonction ϕ ∈ Lpk(g) :
lim
N→∞
(piNk|k, ϕ) = (pik|k, ϕ). (5.43)
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5.3.2 Convergence de l’erreur quadratique
Dans cette section, un autre sens de convergence est analysé.
Définition 5.2 (Convergence en erreur quadratique). si (µN )∞N=1 est une séquence
de mesures de probabilité, alors on dit que µN converge vers µ ∈ P(Rnx) et on écrit
limN→∞ µN = µ si, pour toute fonction ϕ ∈ B(Rnx) :
lim
N→∞
E[((µN ,ϕ)− (µ,ϕ))2] = 0. (5.44)
Théorème 5.3 ([Crisan 2002]). Supposons que la fonction de vraisemblance g(yk |.)
soit bornée, alors pour tout k ≥ 0, il existe une constante ck|k indépendante de N
telle que pour toute fonction ϕ ∈ B(Rnx) :
E[((piNk|k, ϕ)− (pik|k, ϕ))2] ≤ ck|k
||ϕ||2
N
, (5.45)
où ||ϕ|| , supx∈Rnx |ϕ(x)|.
En résumé, le théorème 5.3 est valide lorsque les poids d’importance sont bor-
nés et on emploie une procédure de ré-échantillonnage standard (par exemple, ré-
échantillonnage multinomial, résiduel ou stratifié) [Crisan 2002].
Cependant, notons que dans les techniques de Monte-Carlo séquentielles, les
poids d’importance non normalisés sont calculés par la formule suivante :
ωik =
g(yk | xik)K(xik | xik−1)
q(xik | xik−1,yk)
, (5.46)
où q(xik | xik−1,yk) est la distribution d’importance choisie pour générer les parti-
cules
{
xik
}N
i=1. Si on emploie q(xk | xk−1,yk) 6= K(xk|xk−1), alors le fait que g soit
bornée n’implique pas que les poids d’importance soient bornés. Par conséquent,
les théorèmes 5.1, 5.2, 5.3 ne peuvent pas être appliqués. L’effet du choix de la
distribution d’importance q sur la convergence du filtre particulaire a été considéré
dans [Mbalawata 2016] et est résumé dans la section suivante.
5.3.3 Effet du choix de la distribution d’importance
Dans cette section, les résultats de convergence du filtre particulaire liés au choix
de la distribution d’importance et la procédure de ré-échantillonnage sont présentés.
5.3.3.1 Fonctions continues bornées ϕ
Les hypothèses ci-dessous sont imposées [Mbalawata 2016] :
Hypothèse 5.4. Il existe une séquence de constantes cg,k <∞, qui peut dépendre
du temps, telle que ∀k ∈ N, ∀x ∈ Rnx et ∀y ∈ Rny , gk(y | x) ≤ cg,k <∞
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Hypothèse 5.5. Soit
ωk =
g(yk | xk)K(xk | xk−1)
q(xk | xk−1,yk) , (5.47)
la fonction de poids d’importance non normalisée, ∀k ∈ N et xk−1 ∈ Rnx . Il
existe une séquence de constantes cω,k < ∞, qui peut dépendre du temps, telle
que E(ω2k | xk−1) ≤ cω,k, avec l’espérance appliquée à q(xk | xk−1,yk) :
E(ω2k | xk−1) =
∫
ω2kq(xk | xk−1,yk)dxk. (5.48)
Hypothèse 5.6. La procédure de ré-échantillonnage satisfait :
E[((piNk|k, ϕ)− (p˜ik|k, ϕ))2] ≤ Ck
||ϕ||2
N
, (5.49)
où ||ϕ|| , supx∈Rnx |ϕ(x)| ; p˜iNk|k (piNk|k) est la densité empirique avant (après) l’étape
de ré-échantillonnage, Ck est une constante indépendante de N .
Les techniques de ré-échantillonnage de type multinomial, résiduel et stratifiés
satisfont l’hypothèse ci-dessus [Douc 2005]. Notons que lorsque les hypothèses 5.4,
5.5 et 5.6 sont satisfaites, les poids d’importance ne sont pas nécessairement bornés.
Théorème 5.4 ([Mbalawata 2016]). Supposons que les hypothèses 5.4 - 5.5 - 5.6
soient satisfaites pour tout k ≥ 0, alors il existe une constante ck|k indépendante de
N telle que pour toute fonction ϕ ∈ B(Rnx) :
E[((piNk|k, ϕ)− (pik|k, ϕ))2] ≤ ck|k
||ϕ||2
N
. (5.50)
Dans [Mbalawata 2016], la L4-convergence pour toute fonction bornée ϕ ∈
B(Rnx) a été montrée. Afin de garantir la L4-convergence, l’hypothèse 5.4 est com-
binée avec les hypothèses suivantes :
Hypothèse 5.7. Il existe une séquence de constantes cω,k <∞, qui dépend de k,
telle que E(ω4k | xk−1) ≤ cω,k, avec l’espérance appliquée à q(xk | xk−1,yk) :
E(ω4k | xk−1) =
∫
ω4kq(xk | xk−1,yk)dxk. (5.51)
Hypothèse 5.8. La procédure de ré-échantillonnage satisfait :
E[((piNk|k, ϕ)− (p˜ik|k, ϕ))4] ≤ Ck
||ϕ||4
N2
, (5.52)
où Ck est une constante indépendante de N .
Théorème 5.5 ([Mbalawata 2016]). Supposons que les hypothèses 5.4 - 5.7 - 5.8
soient satisfaites pour tout k ≥ 0, alors il existe une constante ck|k indépendante de
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N telle que pour tout ϕ ∈ B(Rnx) :
E[((piNk|k, ϕ)− (pik|k, ϕ))4] ≤ ck|k
||ϕ||4
N2
. (5.53)
La L4-convergence dans le théorème 5.5 implique la convergence presque sûre
de la mesure empirique :
Théorème 5.6 ([Mbalawata 2016]). Supposons que les hypothèses 5.4 - 5.7 - 5.8
soient satisfaites pour tout k ≥ 0, alors limN→∞(piNk|k, ϕ) = (pik|k, ϕ) presque sûre-
ment pour toute fonction bornée ϕ ∈ B(Rnx).
5.3.3.2 Une classe de fonctions non bornées ϕ
Le résultat de la L4-convergence a été présenté pour la classe des fonctions L4k(g)
qui satisfont l’hypothèse 5.3 dans [Mbalawata 2014b]. Supposons que les hypothèses
5.1, 5.2, 5.3 et 5.9 introduites ci-dessous soient satisfaites.
Hypothèse 5.9. Pour toute fonction de poids d’importance définie par :
ωk =
g(yk | xk)K(xk | xk−1)
q(xk | xk−1,yk) , (5.54)
le moment d’ordre 7 de cette fonction E(ω7k | xk−1) est borné, avec l’espérance
appliquée à q(xk | xk−1,yk).
E(ω7k | xk−1) =
∫
ω7kq(xk | xk−1,yk)dxk. (5.55)
Théorème 5.7 ([Mbalawata 2014b]). Supposons que les hypothèses 5.1 - 5.2 - 5.3
- 5.9 soient satisfaites, pour toute ϕ ∈ L4k(g), il existe une constante Ck|k indépen-
dante de N telle que :
E
[
|(piNk|k, ϕ))− (pik|k, ϕ))|4
]
≤ Ck|k
||ϕ||4k,4
N2
, (5.56)
où ||ϕ||k,4 , max
{
1, (pik|k, |ϕ|4)1/4
}
.
5.4 Filtre particulaire ensembliste
Le filtre particulaire ensembliste (ou box particle filter (BPF) en anglais) a été
initialement proposé dans [Gning 2007] pour résoudre des problèmes d’estimation
d’état non-linéaires à erreurs bornées. Dans cette approche, les particules ponc-
tuelles sont remplacées par des boîtes de particules. Toutes les particules et les
incertitudes bornées du système sont traitées par les notions de l’analyse par inter-
valles introduites auparavant. L’utilisation de données intervalles permet de réduire
significativement le nombre de particules, ce qui réduit le coût de calcul. Cepen-
dant, la difficulté majeure de cette approche est la détermination des bornes des
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incertitudes. En effet, si les bornes sont trop serrées, les données peuvent devenir in-
compatibles avec les équations du système et le filtre échoue à fournir une solution.
D’autre part, si les bornes sont surestimées, l’estimation obtenue devient imprécise
et la méthode devient pessimiste. Dans [Nassreddine 2010], la représentation des
incertitudes par des intervalles est remplacée par un formalisme basé sur la théorie
de croyance qui englobe les formalismes ensembliste et probabiliste.
5.4.1 Filtre particulaire ensembliste à erreurs bornées
Dans cette partie, le BPF développé dans [Gning 2007] est présenté. Considérons
le modèle non linéaire décrit par les équations suivantes :xk+1 = f(xk,uk,wk),yk = h(xk,vk), (5.57)
où f : Rnx × Rnu × Rnw → Rnx est une fonction non linéaire, qui décrit la relation
entre l’état à l’instant k+ 1, l’état précédent, l’entrée uk et le bruit wk. La fonction
h : Rnx × Rnv → Rny représente la relation entre l’observation, l’état courant et
l’erreur de mesure vk. L’état initial du système x0 est supposé appartenir à une
boîte [x0] ⊂ Rnx . A l’instant k, l’entrée uk, le bruit wk et l’erreur de mesure vk
sont représentés par les boîtes [uk], [wk] et [vk].
Les étapes du BPF sont décrites comme suit :
− Initialisation :
La région initiale [x0] de l’espace d’état est divisée en N boîtes
{
[xi0]
}
i=1,...,N
mutuellement disjointes, de même volume et de même poids ωi0 = 1/N pour
tout i = 1, . . . , N .
− Prédiction :
Les particules à l’instant k+1 sont construites par l’équation de propagation
suivante : [
xik+1
]
= [f ]
([
xik
]
, [uk] , [wk]
)
, (5.58)
où [f ] est une fonction d’inclusion de f .
− Correction :
L’observation est utilisée pour calculer les poids des particules et pour
contracter les particules.
 Innovation : L’innovation indique la proximité entre la valeur réelle et
celle prédite. Pour tout i = 1, . . . , N , les boîtes de mesure sont prédites par
l’équation suivante : [
yik+1
]
= [h]
([
xik+1
]
, [vk+1]
)
, (5.59)
où [h] est une fonction d’inclusion de h. Les innovations
[
rik+1
]
correspondent
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aux intersections entre les boîtes prédites
[
yik+1
]
et la boîte de mesure [yk+1] :[
rik+1
]
=
[
yik+1
]
∩ [yk+1] . (5.60)
 Contraction : Afin de conserver un volume judicieux pour chaque particule,
un des contracteurs présentés dans le chapitre 2 est appliqué. Si l’innovation[
rik+1
]
n’est pas vide, la boîte
[
xik+1
]
est contractée par :
[
x˜ik+1
]
= C
([
rik+1
]
,h
)
, (5.61)
où C est un contracteur de la fonction h.
 Calcul des poids : Il y a deux possibilités pour mettre à jour les poids des
boîtes de particules. Dans [Gning 2007], la vraisemblance V i de la particule[
rik+1
]
est définie par le rapport de volume entre l’innovation
[
rik+1
]
et la
boîte de mesure prédite
[
yik+1
]
, pour tout i = 1, . . . , N :
V i =
V ol
([
rik+1
])
V ol
([
yik+1
]) (5.62)
où V ol([X]) est le volume de la boîte [X]. Le volume des boîtes de parti-
cules contractées peut être également utilisé pour calculer la vraisemblance
[Gning 2012] :
V i =
V ol
([
x˜ik+1
])
V ol
([
xik+1
]) . (5.63)
Les poids des particules sont mis à jour en multipliant les poids précédents
par les vraisemblances correspondantes :
ωik+1 = ωikV i. (5.64)
Les poids sont ensuite normalisés :
ωik+1 ←
ωik+1∑N
j=1 ω
j
k+1
(5.65)
− Estimation :
L’état estimé est calculé par la moyenne pondérée des centres des particules :
xˆk =
N∑
i=1
ωikCik, (5.66)
où Cik est le centre de la i−ième boîte de particules. Afin de construire un
intervalle de confiance pour chaque état, la variance d’estimation est définie
par la somme de deux parties : la variance de l’ensemble des centres de
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particules et la variance des distributions uniformes sur les particules :
σ2k(j) =
N∑
i=1
(
ωik
(
Cik(j)− xˆk(j)
)2
+
∣∣[xik(j)]∣∣2
12
)
. (5.67)
− Ré-échantillonnage :
Après un certain nombre d’itérations, la plupart de particules ont un poids
proche de zéro. On effectue donc un ré-échantillonnage des particules selon
leur poids. Cette étape est implémentée avec l’un des algorithmes de ré-
échantillonnage du filtre particulaire présentés en section 5.2. Ensuite, les
particules dupliquées sont divisées en r boîtes disjointes de même largeur,
où r est le nombre de réalisations indiqué par le ré-échantillonnage, afin
d’obtenir des boîtes de particules de plus petit volume dans les régions de
grandes probabilités.
Le BPF est résumé dans l’algorithme 5.2.
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Algorithme 5.2 Filtre particulaire ensembliste
Initialisation. k = 0, générer N boîtes [xi0] mutuellement disjointes, de même
largeur et de même poids ωi0 = 1/N , i = 1, . . . , N .
pour k = 1, 2, . . . faire
Prédiction :
[xik+1] = [f ]([xik], [uk], [wk]),
[yik+1] = [h]([xik+1], [vk+1]),
∀i = 1, . . . , N.
Correction :
− Innovation : [
rik+1
]
=
[
yik+1
]
∩ [yk+1] ,
où [yik+1] = [h]([xik+1], [vk]).
− Contraction :
Si
[
rik+1
]
6= ∅, alors :
[
x˜ik+1
]
= C
([
rik+1
]
,h
)
.
Sinon :
[
x˜ik+1
]
=
[
xik+1
]
.
− Calcul des poids :
ωik+1 = ωikV i.
où V i = V ol([x˜
i
k+1])
V ol([xik+1])
(formule 5.63).
− Normalisation des poids :
ωik+1 ←
ωik+1∑N
j=1 ω
j
k+1
.
− Estimation :
xˆk+1 =
N∑
i=1
ωik+1Cik,
σ2k+1(j) =
N∑
i=1
ωik+1 (Cik+1(j)− xˆk+1(j))2 +
∣∣∣[xik+1(j)]∣∣∣2
12
 , ∀j = 1, . . . , nx.
Ré-échantillonnage :
− Calculer le nombre effectif de particules :
Neff =
1∑N
i=1
(
ωik
)2 .
− Si le nombre effectif de particules est plus petit qu’un seuil donné Nth,
alors effectuer un ré-échantillonnage (mutinomial, stratifié, résiduel).
fin pour
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5.4.2 Filtre ensembliste avec des fonctions de croyance finies
Dans [Nassreddine 2010], une différente approche du filtre particulaire ensem-
bliste est proposée : les données sont représentées par des fonctions de masse dont le
nombre d’éléments focaux est fini. Ce type de représentation est considéré comme la
généralisation de l’approche à erreurs bornées. En effet, la représentation d’une va-
riable par un ensemble compact est équivalente à une fonction de masse catégorique,
c’est-à-dire la fonction de masse avec un seul élément focal.
Le filtre particulaire ensembliste présenté dans [Nassreddine 2010] est basé sur
l’extension des opérations arithmétiques aux fonctions de masse ([Yagger 1986],
[Regan 2004]). Toutes les fonctions de masse utilisées dans cette section ont des
éléments focaux intervalles.
Considérons deux variables x1 et x2. Les connaissances sur ces variables sont
modélisées par deux fonctions de masse mx1 et mx2 . On s’intéresse à la représenta-
tion de la variable y définie par y = x1 ∗ x2, où ∗ est une opération binaire de R2
dans R.
Dans le contexte à erreurs bornées, mx1 et mx2 sont catégoriques : ∃[x1], [x2] ∈
IR tels que mx1([x1]) = 1 et mx2([x2]) = 1. La connaissance sur y est donc représen-
tée par une fonction de masse catégorique my avec l’élément focal [y] = [x1] ∗ [x2].
Dans le cas général, mx1 et mx2 sont des fonctions de masse avec un nombre
arbitraire d’intervalles focaux. Supposons que les intervalles focaux de mx1 et mx2
soient respectivement {[xi1]}i=1,...,n1 et {[xi2]}i=1,...,n2 . La fonction de masse my est
définie, sous l’hypothèse d’indépendance entre x1 et x2, comme suit :
my[y] =
∑
{i1,i2 | [y]=[xi11 ]∗[x
i2
2 ]}
mx1i1 m
x2
i2 , (5.68)
pour tout [y] ∈ IR, où mx1i1 = mx1([xi11 ]).
Exemple 5.4. Soient mx1 et mx2 deux fonctions de masse définies par :
mx1([1, 2]) = 0.7 , mx1([0, 3]) = 0.3, (5.69)
mx2([0, 1]) = 0.6 , mx2([0, 2]) = 0.4. (5.70)
On souhaite modéliser la variable y = x1 exp(x2). La fonction de masse my sur y
est définie par les équations suivantes :
my([1, 2] exp([0, 1])) = my([1, 2e]) = 0.7× 0.6 = 0.42, (5.71)
my([1, 2] exp([0, 2])) = my([1, 2e2]) = 0.7× 0.4 = 0.28, (5.72)
my([0, 3] exp([0, 1])) = my([1, 3e]) = 0.3× 0.6 = 0.18, (5.73)
my([0, 3] exp([0, 2])) = my([1, 3e2]) = 0.3× 0.4 = 0.2. (5.74)
Cette approche est facilement étendue au cas d’une fonction de n variables. Soit
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f une fonction de Rn dans R :
y = f(x1, . . . , xn). (5.75)
Supposons que la connaissance sur la variable xi soit représentée par une fonction de
masse mxi avec ni intervalles focaux {[xjii ]}ji=1,...,ni . La masse my de y est définie,
sous l’hypothèse d’indépendance, par la formule suivante :
my[y] =
∑
{i1,...,in | [y]=[f ]([xi11 ],...,[xinn ]}
mx1i1 . . .m
xn
in
. (5.76)
Un problème majeur de la théorie de croyance est sa complexité de calcul. En
effet, avec l’approche présentée ci-dessus, le nombre d’éléments focaux pour repré-
senter une fonction de n variables augmente exponentiellement en fonction de n.
Une solution pour réduire cette complexité est de diminuer le nombre d’éléments
focaux en groupant ceux qui sont similaires ou de petite masse. Cette stratégie est
l’idée générale de la méthode de regroupement [Lowrance 2008]. Plus précisément,
soit m une fonction de masse sur un univers Ω avec p éléments focaux A1, . . . , Ap,
p > 1. La masse de Ai est notée par mi. Supposons que m1 ≥ m2 ≥ · · · ≥ mp. On
ne souhaite conserver que q éléments focaux, où 1 ≤ q < p. Une fonction de masse
m′ avec q éléments focaux peut être construite comme suit :
m′(Ai) = mi, i = 1, . . . , q − 1, (5.77)
m′(A0) =
p∑
i=q
mi, (5.78)
où A0 est défini par ∪pi=qAi si Ai sont des ensembles, ou hull(Aq, . . . , Ap) si Ai sont
des intervalles ou boîtes.
Après avoir étendu l’analyse par intervalles à la théorie de croyance,
[Nassreddine 2010] propose un algorithme d’estimation d’état par la croyance (Be-
lief State Estimation (BSE) en anglais). Le système considéré est non linéaire :xk+1 = f(xk,uk,wk),yk = h(xk,vk). (5.79)
L’algorithme est divisé en sous-étapes comme suit :
− Propagation :
Soient pxk , puk , pwk , pvk+1 et p
y
k+1 les nombres d’éléments focaux des fonctions
de masse mxk , muk , mwk , mvk+1 et m
y
k+1 représentant la connaissance, respec-
tivement, sur l’état, l’entrée, le bruit de dynamique, l’erreur de mesure et la
mesure. En appliquant la formule 5.76, la fonction de masse mxk+1 est définie
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pour tout [xik] ∈ IRnx par la formule suivante :
mxk+1([xik]) =
∑
ix,iu,iw,iv,iy |
[x]=C
(
f ,g,[xixk ],[uiuk ],[wiwk ],[vivk+1],
[
yiy
k+1
])m
x
k,ix .m
u
k,iu .m
w
k,iw .m
v
k+1,iv .m
y
k+1,iy
(5.80)
où mak,ia = m
a
k([aik]), a représentant la variable ; ix ∈ {1, . . . , pxk}, iu ∈
{1, . . . , puk}, iw ∈ {1, . . . , pwk }, iv ∈ {1, . . . , pvk+1} et iy ∈ {1, . . . , pyk+1}. Ici, C
est un contracteur de l’ensemble des contraintes f et h.
− Normalisation :
Lorsque la fonction de masse mxk+1 est calculée, elle est ensuite normalisée.
Cette étape consiste à diviser la masse de chaque élément focal non vide par
1−mxk+1(∅) et imposer mxk+1(∅) = 0.
− Regroupement :
Le nombre d’éléments focaux de mxk+1 est pxk .puk .pwk .pvk+1.p
y
k+1. Afin de
conserver un nombre d’éléments focaux pxk+1 choisi par l’utilisateur, la mé-
thode de regroupement est appliquée.
− Estimation :
Dans cette étape, les espérances intervalle et pignistique de la fonction de
masse mxk+1 sont déterminées (voir chapitre 3) :
[E](mxk+1) =
p∑
i=1
mxk+1,i.
[
xik+1
]
, (5.81)
E(mxk+1) =
p∑
i=1
mxk+1,iCik+1, (5.82)
où mxk+1,i = mxk+1([xik+1]) et Cik+1 est le centre de i−ième élément focal de
mxk+1.
Une itération du filtre ensembliste par la théorie de croyance (BSE) est résumée
dans l’algorithme 5.3.
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Algorithme 5.3 Filtre ensembliste par théorie de croyance (BSE)
Entrées: mxk , muk , mwk , mvk , pxk , puk , pwk , pvk+1, p
y
k+1 et pxk+1
Sorties: mxk+1, [E](mxk+1), E(mxk+1)
i← 0.
Propagation :
pour ix = 1 à pxk faire
pour iu = 1 à puk faire
pour iw = 1 à pwk faire
pour iv = 1 à pvk+1 faire
pour iy = 1 à pyk+1 faire
i← i+ 1,
[xik+1] = C
(
f ,g,
[
xixk
]
,
[
uiuk
]
,
[
wiwk
]
,
[
vivk+1
]
,
[
yiyk+1
])
.
mxk+1([xik+1]) = mxk,ix .m
u
k,iu .m
w
k,iw .m
v
k,iv .
fin pour
fin pour
fin pour
fin pour
fin pour
Normalisation : diviser la masse de chaque élément focal non vide par 1 −
mxk+1(∅) et imposer mxk+1(∅) = 0.
Regroupement : regrouper les éléments focaux de mxk+1 pour conserver pxk+1
éléments focaux.
Estimation :
[E](mxk+1) =
p∑
i=1
mxk+1,i.
[
xik+1
]
,
E(mxk+1) =
p∑
i=1
mxk+1,iCik+1.
5.4.3 Filtre particulaire ensembliste avec des distributions gaus-
siennes incertaines
Dans cette section, nous proposons un algorithme de filtrage particulaire en-
sembliste pour des systèmes non-linéaires dans lesquels les bruits dynamiques sont
bornés. Les erreurs de mesure du système sont modélisées par une distribution
gaussienne multivariée dont la moyenne et la matrice de covariance sont considé-
rées comme des intervalles. L’approche proposée, appelée Evidential Box Particle
Filter (EBPF) en anglais, se base sur la représentation d’une distribution gaussienne
incertaine par une fonction de masse avec un nombre infini de boîtes focales qui
satisfait le principe d’engagement minimal de la théorie de croyance (voir Chapitre
3).
Considérons le système non-linéaire suivant :
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xk+1 = f(xk,uk,wk),yk = h(xk) + vk, (5.83)
où xk ∈ Rnx , uk ∈ Rnu and yk ∈ Rny sont l’état, l’entrée et la mesure. Le bruit
dynamique wk ∈ Rnx est supposé être borné par une boîte [wk]. L’erreur de mesure
vk ∈ Rny est représentée par une distribution gaussienne N (µ,Σ), où µ and Σ sont
bornées : µ ∈ [µ], Σ ∈ [Σ]. L’état initial du système x0 appartient à une boîte [x0].
L’algorithme 5.4 présente les différentes étapes de la méthode :
− Initialisation :
La région initiale [x0] de l’espace d’état est divisée en N boîtes
{
[xi0]
}
i=1,...,N
mutuellement disjointes, de même volume et de même poids ωi0 = 1/N pour
tout i = 1, . . . , N .
− Prédiction :
Dans cette étape, les particules à l’instant k+1 sont construites par l’équation
de propagation suivante :[
xik+1
]
= [f ]
([
xik
]
, [uk] , [wk]
)
, (5.84)
où [f ] est une fonction d’inclusion de f . On détermine également les boîtes
de mesure correspondantes comme suit :[
yik+1
]
= [h]
([
xik+1
])
, (5.85)
où [h] est une fonction d’inclusion de h.
− Correction :
La fonction de masse m (.; [µ], [Σ]) correspondant à la distribution gaus-
sienne multivariée incertaine des erreurs de mesure est utilisée afin de cal-
culer, pour chaque particule [xik], un intervalle de probabilité
[
P ik, P
i
k
]
de la
vraisemblance P (yk|[xik]) par les formules suivantes :
P ik = bel(yk − [yik]; [µ], [Σ]), (5.86)
P
i
k = pl(yk − [yik]; [µ], [Σ]). (5.87)
où yk est le vecteur de mesures donné par les capteurs du système à l’instant
k. Les calculs de la croyance et de la plausibilité sont détaillés dans la Section
3.6 du Chapitre 3.
Afin de conserver des volumes judicieux de boîtes, l’étape de contraction
du filtre particulaire ensembliste (Section 5.4) est employée. Les erreurs de
mesure sont supposées être bornées par la boîte de confiance de 99.7 % de
la distribution gaussienne N ([µ], [Σ]) :
[vk] =
[
µ− 3diag
(
Σ
)
,µ+ 3diag
(
Σ
)]
. (5.88)
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Les particules sont contractées par la formule suivante :
[x˜ik] = C(h, [xik],yk − [vk]− [yik]), (5.89)
où C est un contracteur des contraintes h. Les boîtes qui sont incompatibles
avec la boîte de mesures lors de cette étape de contraction sont éliminées.
Celles qui ont des plausibilités pl plus petites qu’un seuil prédéfini εd sont
également rejetées. Ces boîtes sont remplacés par celle possédant la valeur
du centre de l’intervalle de probabilité
[
P ik, P
i
k
]
la plus grande.
Afin d’évaluer les poids des particules, le théorème de Bayes généralisé et
la transformation pignistique sont utilisés pour déterminer les valeurs des
masses des particules
{
mik
}
i=1,...,N à partir de leur plausibilité (voir Chapitre
3). Les poids des particules sont mis à jour par la formule suivante :
ωik = ωik−1.mik, (5.90)
pour tout i = 1, . . . , N . Ils sont ensuite normalisés.
− Estimation :
Les espérances pignistique et intervalle de l’ensemble des boîtes sont déter-
minées par les formules 5.81 et 5.82. La variance de l’estimation est calculée
par l’équation 5.67.
− Redémarrage :
Après un certain nombre d’itérations avec la stratégie d’élimination proposée
ci-dessus, les bornes supérieures des intervalles de probabilité de toutes les
boîtes approchent un. Ce phénomène signifie que toutes les innovations yk−
[yik] sont proches de la boîte [µ]. Ainsi, nous proposons d’effectuer une étape
de redémarrage lorsque les plausibilités des boîtes satisfont pl ≥ 1 − εpl, où
εpl est un paramètre choisi par l’utilisateur. Cette étape consiste à diviser
la boîte hull [X] de l’ensemble des particules en N boîtes mutuellement
disjointes, de même taille et de même poids 1/N afin d’avoir les boîtes plus
petites sur la région de grande plausibilité.
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Algorithme 5.4 Filtre particulaire ensembliste avec une distribution gaussienne
incertaine (EBPF)
Initialization
k = 0 : diviser la région initiale [x0] en N boîtes mutuellement disjointes de même
taille et de même poids ωi0 = 1/N , i ∈ {1, . . . , N}. Choisir εd, εpl.
pour k = 1, 2, . . . faire
pour i = 1 à N faire
Prédiction :
[xik+1] = [f ]([xik], [uk], [wk]),
[yik+1] = [h]([xik+1]).
Correction :
− Calculer les intervalles de probabilité
[
P ik, P
i
k
]
: Equations (5.86)
et (5.87).
− Contraction :
[x˜ik] = C(h, [xik],yk − [vk]− [yik]),
où C est un contracteur des contraintes h.
− Si [x˜ik] = ∅ ou P ik < εd, alors éliminer [x˜ik].
fin pour
Remplacer les boîtes éliminées par la boîte avec la plus grande valeur(
P ik + P
i
k
)
/2, i ∈ {1, . . . , N}. On a un nouvel ensemble de particules{
[x˜ik], ω˜ik
}
i∈{1,...,N}.
Estimation :
− Appliquer le théorème de Bayes généralisé et la transformation pi-
gnistique pour déterminer les masses des boîtes mik, i ∈ {1, . . . , N}.
− Mise à jour des poids : ωik = ω˜ik.mik, i ∈ {1, . . . , N}.
− Normalisation : ωik ← ωik/
(∑N
j=1 ω
j
k
)
.
− Calculer les espérances pignistique et intervalle de l’ensemble des
boîtes par les formules 5.81 et 5.82, calculer la variance de l’estimation
par l’équation 5.67.
Redémarrage :
Si P ik ≥ 1− εpl, ∀i ∈ {1, . . . , N}, alors
− [X] = hull([xik]).
− Diviser [X] en N boîtes mutuellement disjointes de même taille.
− Poids : ωik = 1/N , i = {1, . . . , N}.
Fin Si.
fin pour
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5.4.4 Exemples numériques
Dans cette section, le filtre EBPF est appliqué à deux systèmes non-linéaires.
Ses résultats sont comparés avec ceux du filtre BPF et du filtre BSE.
5.4.4.1 Exemple 1
Considérons le système non-linéaire suivant [Durola 2008] :
xk+1 =
 αk,1 0
1− αk,1 αk,2
xk +
βk,1 0
0 βk,2
uk +
20 0
0 10
wk,
yk = 110
xk,1xk,2
x2k,2
+ vk,
(5.91)
avec
αk,1 =
1
200
(
0.2 + e
T
1 δk
20
)(
100 + eT1 xk
)
, βk,1 =
200 + eT1 xk
400 ,
αk,2 =
1
200
(
0.2 + e
T
2 δk
20
)(
100 + eT2 xk
)
, βk,2 =
200 + eT2 xk
400 .
Ici, e1 = [−1 1]T and e2 = [1 2]T . Le paramètre δk, l’entrée uk et le bruit sur la
dynamique wk sont bornés par les boîtes suivantes :
[δk] = ([−0.1, 0.1], [−0.1, 0.1])T ,
[uk] = ([75, 85], [−35,−25])T ,
[wk] = ([−0.1, 0.1], [−0.1, 0.1])T .
L’état initial est x0 = [90 80]T . Le système est simulé pendant 10000 pas de temps.
La région initiale de l’état est définie par
[x0] = ([85, 103] , [75, 91])T . (5.92)
L’erreur de mesure vk est représentée par une distribution gaussienne N ([µv], [Σv]),
où
[µv] =
(
[−1, 1]
[−1, 1]
)
, [Σv] =
(
[90, 200] 0
0 [90, 200]
)
. (5.93)
Le nombre de particules est N = 9. Les paramètres de seuils du filtre EBPF
sont choisis εd = 0.05, εpl = 0.001.
Cet exemple numérique est également testé avec le filtre BPF proposé dans
[Abdallah 2008] et le filtre particulaire ensembliste combiné avec des fonctions de
masse finies présenté dans [Nassreddine 2010]. L’erreur de mesure dans le filtre BPF
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est bornée par :
[vk] =
[
−3
√
diag
(
Σv
)
, 3
√
diag
(
Σv
) ]
, (5.94)
où diag
(
Σv
)
est le vecteur des éléments diagonaux de la matrice Σv. Pour le filtre
BSE, l’erreur de mesure est représentée par une fonction de masse de 3 boîtes focales
[
vik
]
=
[
−i
√
diag
(
Σv
)
, i
√
diag
(
Σv
) ]
, (5.95)
avec m(
[
vik
]
) = 1/3, i ∈ {1, 2, 3}. Le nombre de boîtes focales peut être augmenté
afin d’avoir une représentation plus précise de l’erreur de mesure. Cependant, cela
augmente également la complexité du filtre BSE.
La performance des algorithmes de filtrage considérés est évaluée par un en-
semble de critères. Premièrement, la borne supérieure de l’erreur moyenne quadra-
tique RMSE est définie par
RMSE = sup

√√√√( K∑
k=1
(xk − [xˆk])T (xk − [xˆk])
)
/K
 . (5.96)
Dans l’équation 5.96, K représente le nombre de pas de temps, [xˆk] est l’espérance
intervalle. En plus, le pourcentage de temps O où l’enveloppe contient l’état réel
est calculé. Cet indice permet de déterminer le degré de confiance des enveloppes
obtenues. Afin d’évaluer le conservatisme des algorithmes, la largeur moyenne des
enveloppes est considérée :
Eid =
1
K
K∑
k=1
(
xik − xik
)
, i = 1, . . . , nx. (5.97)
où
[
xik, x
i
k
]
est l’enveloppe du i−ième état fournie par le filtre considéré.
La comparaison des trois algorithmes basée sur les indices RMSE, O, Ed et le
temps de calcul est présentée dans le tableau 5.1. Notons que deux paires d’inter-
valles sont comparés
− Espérance intervalle du filtre BSE et du filtre EBPF,
− Intervalle de confiance de 99.7% du filtre BPF et du filtre EBPF.
Par conséquent, dans la colonne du filtre EBPF, il y a deux colonnes pour l’espérance
intervalle et une pour l’intervalle de confiance. Les lignes relatives à Ed et au temps
de calcul dans le tableau 5.1 expriment le rapport entre les résultats des filtres BPF
et BSE et ceux du filtre EBPF.
Les résultats des filtres considérés sont présentés dans la figure 5.2. Les inter-
valles de confiance de 99.7% fournis par les filtres EBPF et BPF sont espectivement
les lignes rouges marquées des cercles et les lignes noires. Les espérances intervalle
des filtres EBPF et BSE sont représentées par les lignes rouges marquées des croix
et les lignes vertes. Les enveloppes fournies par les filtres contiennent 100% l’état
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réel (les lignes bleues). Néanmoins, le filtre EBPF réduit la largeur des enveloppes
(en particulier dans le cas de xk,1). Ceci s’explique notamment par le fait que l’étape
correction du filtre EBPF permet d’éliminer directement les boîtes incompatibles à
la fois avec les incertitudes statistiques et bornées. Par ailleurs, l’étape redémarrage
basée sur la plausibilité des boîtes permet de détecter le conservatisme de l’analyse
par intervalles.
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Figure 5.2 – État réel, intervalle de confiance de 99.7% des filtres EBPF et BPF,
espérance intervalle fournie par les filtre EBPF et BSE dans le cas de l’erreur de
mesure gaussienne incertaine.
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Afin de vérifier la robustesse du filtre EBPF, l’erreur de mesure est supposée
bornée par [vk] = ([−10, 10], [−10, 10])T . Ceci est équivalent à représenter vk par
une fonction de masse m telle que m([vk]) = 1. La croyance et la plausibilité d’une
boîte dans le filtre EBPF sont simplement déterminées en vérifiant l’intersection de
l’innovation yk − [yik] et la boîte [vk]. Ainsi, le temps de calcul des filtres EBPF et
BSE est plus petit que celui obtenu dans le cas de l’erreur de mesure gaussienne
incertaine. Les résultats des filtres sont comparés dans la figure 5.3 et le tableau
5.2.
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Figure 5.3 – État réel, intervalle de confiance de 99.7% des filtres EBPF et BPF,
espérance intervalle fournie par les filtre EBPF et BSE dans le cas de l’erreur de
mesure bornée.
Une itération du filtre EBPF avec l’étape redémarrage est illustrée dans la figure
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Table 5.1 – Tableau comparatif des filtres dans le cas de l’erreur de mesure gaus-
sienne incertaine
EBPF BPF BSE
x1
RMSE 5.5816 8.7011 8.1197
O(%) 100 100 100 100
Ed(%) 100 196 300 160
x2
RMSE 8.9043 12.32556 10.9697
O(%) 100 100 100 100
Ed(%) 100 196 251 123
Temps (%) 100 73 101
Table 5.2 – Tableau comparatif des filtres dans le cas de l’erreur de mesure bornée
EBPF BPF BSE
x1
RMSE 5.0988 8.3751 8.3751
O(%) 100 100 100 100
Ed(%) 100 194 318 183
x2
RMSE 7.3306 12.6788 12.6788
O(%) 100 100 100 100
Ed(%) 100 202 295 170
Temps (%) 100 95 95
5.4. Comme montré dans la figure 5.4b, dès que tous les boîtes de mesure prédites
intersectent la boîte yk − [vk] (boîte rouge), la plausibilité de toutes les particules
est égale à un. Le redémarrage est donc effectué afin d’obtenir un nouvel ensemble
de boîtes de particules mutuellement disjointes dans la région de grande probabilité.
5.4.4.2 Suivi d’un objet
Dans cet exemple, on considère le problème de suivi d’un objet dans l’espace de
dimension 2 [Gning 2012]. Le vecteur d’état est composé des coordonnées (x1, x2)
de l’objet et des vitesses (x˙1, x˙2), i.e. x = (x1, x˙1, x2, x˙2)T . Le modèle de transition
est linéaire :
xk+1 = Axk + wk, (5.98)
oùA = I2
⊗(1 T
0 1
)
, I2 est la matrice d’identité de dimension 2×2,⊗ est le produit
de Kronecker, T = 0.1s est le temps d’échantillonnage. A l’instant k = 0, la position
de l’objet est (2500, 1800)m et les composantes de sa vitesse sont (−5,−8.5)m/s.
Le vecteur de bruits dynamiques est supposé être borné par la boîte suivante :
[wk] = ([−0.04, 0.04], [−0.67, 0.67], [−0.04, 0.04], [−0.67, 0.67])T . (5.99)
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Figure 5.4 – Les boîtes de particules, les boîtes de mesure prédites, l’état réel (point
bleu) et l’innovation yk − [vk] (boîte rouge) dans une itération du filtre EBPF.
Les mesures sont la distance entre l’objet et le capteur qui se situe à l’origine du
repère, l’angle azimut et les vitesses. Les fonctions de mesure sont non-linéaires
définies par :
h(xk) =

√
x21 + x22
arctan(x2/x1)
x˙1
x˙2
+ vk, (5.100)
où les erreurs de mesure vk sont représentées par une distribution gaussienne mul-
tivariée de moyenne nulle et de matrice de covariance Σ = diag(σ21, σ22, σ23, σ24), où
σ1 = 5m, σ2 = 0.0044rad, σ3 = 1m/s, σ4 = 1m/s.
Afin d’illustrer les avantages de l’EBPF, supposons que la matrice de covariance
des erreurs de mesure soit bornée par une matrice intervalle [Σ,Σ], avec Σ = 0.9Σ
et Σ = 5Σ, où Σ est la matrice de covariance réelle.
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La région initiale de l’état est définie comme suit :
[x0] = ([2350, 2850] , [−5.3,−4.3] , [1692, 2052] , [−9,−7.3])T . (5.101)
Le nombre de particules est N = 9. Les seuils d’élimination et de redémarrage du
filtre εd, εpl sont choisis égaux à 0.005.
Cet exemple numérique est également testé avec le filtre particulaire ensembliste
(BPF) [Abdallah 2008] et le filtre s’appuyant sur la théorie de croyance (BSE)
[Nassreddine 2010]. Dans BPF, les erreurs de mesure sont bornées par la boîte
suivante :
[vk] =
[
−3
√
diag
(
Σ
)
, 3
√
diag
(
Σ
) ]
, (5.102)
où diag
(
Σ
)
est la diagonale principale de la matrice Σ. Pour l’approche BSE, les
erreurs de mesure sont représentées par une fonction de masse avec 3 boîtes focales :
[
vik
]
=
[
−i
√
diag
(
Σ
)
, i
√
diag
(
Σ
) ]
, (5.103)
où m(
[
vik
]
) = 1/3, i ∈ {1, 2, 3}. Le nombre de boîtes focales peut être augmenté
afin d’avoir une représentation plus précise, ce qui augmente la complexité du filtre.
Puisque les calculs d’intervalles d’état du BPF et de la BSE sont différents, le
EBPF calcule à la fois l’intervalle de confiance comme proposé dans [Abdallah 2008]
et l’espérance intervalle proposée par [Nassreddine 2010].
Les intervalles donnés par les trois approches considérées englobent les états
réels, comme montré dans la figure 5.5. Les lignes bleues indiquent les états réels.
Les intervalles de confiance de 99.7% fournis par les filtres EBPF et BPF sont res-
pectivement les lignes vertes et noires. Les espérances intervalle des filtres EBPF et
BSE sont représentées par les lignes rouges et roses. L’EBPF fournit des intervalles
plus serrés car il combine la technique de satisfaction de contraintes et la fonc-
tion de masse qui est une meilleure représentation d’une distribution gaussienne
incertaine qu’une fonction de masse finie. En outre, l’étape de ré-échantillonnage
du BPF consiste en un échantillonnage aléatoire qui augmente inévitablement les
incertitudes. Dans l’EBPF, les boîtes de petite plausibilité ou incompatibles avec
les mesures selon la technique de satisfaction de contraintes sont remplacées di-
rectement par la boîte de particules avec la plus grande moyenne de croyance et
plausibilité. En présence d’une dégénérescence d’intervalles de probabilité, c’est-à-
dire lorsque toutes les bornes supérieures approchent un, l’étape de redémarrage de
l’EBPF génère un nouvel ensemble de boîtes mutuellement disjointes, et cela contri-
bue à enlever des boîtes incompatibles dans les itérations suivantes. Le redémarrage
correspond dans la figure 5.5 aux moments où la largeur de l’espérance intervalle
est réduite. Cela montre que cette étape permet de réduire le pessimisme du filtre.
La performance des filtres est comparée dans le tableau 5.3. Les lignes Ed et le
temps de calcul exprime le rapport entre les résultats des filtres BPF et BSE et ceux
du filtre EBPF. Puisque le filtre EBPF fournit les enveloppes plus serrés qui suivent
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l’état réel, son erreur moyenne quadratique majorante est plus petite que celles du
filtre BPF et du filtre BSE, en particulier dans les cas de x1 et x2. Le filtre EBPF
a moins besoin de temps de calcul que le filtre BSE en raison de la complexité du
filtre BSE. En effet, le filtre BSE traite la combinaison entre Nb particules et Nv
éléments focaux de la fonction de mass représentant l’erreur de mesure. Ceci est
équivalent aux calculs pour Nb ×Nv particules dans les filtres BPF et EBPF.
Table 5.3 – Tableau comparatif des filtres dans l’exemple de suivi d’un objet en
2D
EBPF BPF BSE
x1
RMSE 27.4146 260.5443 209.3072
O(%) 99 100 100 100
Ed(%) 100 323 1556 700
x2
RMSE 35.5835 268.7699 213.6892
O(%) 98 100 100 100
Ed(%) 100 315 1367 611
x˙1
RMSE 22.4888 23.1896 23.1498
O(%) 100 100 100 100
Ed(%) 100 173 184 105
x˙2
RMSE 31.9545 33.7198 33.3622
O(%) 100 100 100 100
Ed(%) 100 173 179 103
Temps (%) 100 83 185
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Figure 5.5 – Etat réel, intervalle de confiance de 99.7% donné par le filtre EBPF
et par le filtre BPF, espérance intervalle fournie par le filtre EBPF et par le filtre
BSE dans le cas de l’erreur de mesure gaussienne incertaine.
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5.5 Conclusion
Dans ce chapitre, une description théorique des filtres particulaires a été pré-
sentée. Ils sont fondés sur l’utilisation répétée de l’échantillonnage pondéré, une
technique d’intégration de Monte Carlo qui permet la construction d’une estima-
tion empirique de la loi a posteriori pik|k(xk | xk−1,yk) à partir de tirages selon une
loi d’importance q(xk |xk−1,yk) choisie. Afin d’obtenir une solution séquentielle, la
loi d’importance qui permet de faire évoluer les particules dans l’espace d’état, est
supposée avoir une forme récursive. Cependant, cette forme particulière introduit
des erreurs du fait de l’écart avec la distribution a posteriori menant à une dégé-
nérescence des particules. L’introduction d’une étape de ré-échantillonnage permet
de limiter cette dégénérescence en sélectionnant les particules de poids fort. Le ré-
échantillonnage induisant une perte de diversité de particules et introduisant des
incertitudes avec l’échantillonnage aléatoire, la réalisation de cette étape ne se fera
que si un critère mesurant la dégénérescence de poids des particules est satisfait. Plu-
sieurs choix de la distribution d’importance et de techniques de ré-échantillonnage
ont été décrits. L’influence de ces choix et du modèle dynamique du système sur
la convergence du filtre particulaire a été présentée. En résumé, lorsque la densité
K(xk | xk−1) et la fonction de vraisemblance g(yk | xk) sont bornées et qu’une des
stratégies de ré-échantillonnage standard (multinomial, résiduel, stratifié) est choi-
sie, le filtre particulaire garantit la Lp−convergence de la distribution empirique
piNk|k vers celle réelle a posteriori pour une classe de fonctions à estimer non bornées
ϕ ∈ Lpk(g).
Ensuite, les extensions du filtre particulaire dans le contexte à erreurs bornées
ont été considérées. Ces extensions présentent l’avantage d’estimer précisément le
vecteur d’état en conservant la propriété de garantie de l’approche à erreurs bornées.
Elles sont aussi indépendantes de la non linéarité du système. Le filtre particulaire
ensembliste est basé sur la représentation des incertitudes par des intervalles et est
une solution pour réduire significativement le nombre de particules. Afin d’éviter
le pessimisme du filtre particulaire ensembliste lié à la difficulté de déterminer les
bornes des incertitudes, la théorie de croyance est introduite dans l’estimation.
Cette approche consiste à représenter des variables par des fonctions de masse avec
un nombre fini d’éléments focaux. Ces fonctions de masse sont propagées à travers
le modèle dynamique du système par les techniques de satisfaction de contraintes.
L’augmentation du nombre d’éléments focaux des fonctions de masse permet de
mieux représenter les variables. Cependant, elle augmente également le temps de
calcul de cette approche qui a une complexité exponentielle.
Enfin, nous avons proposé un algorithme de filtrage particulaire ensembliste
combiné avec une fonction de masse induite par une distribution gaussienne multiva-
riée incertaine dont les paramètres sont bornés. La fonction de masse proposée pos-
sède un nombre infini d’éléments focaux et permet de déterminer, pour chaque par-
ticule, un intervalle de probabilité encadrant la vraisemblance p(yk |
[
xik
]
). Lorsque
les bornes supérieures de ces intervalles de probabilité sont proches de l’unité, les
boîtes de particules sont redistribuées afin d’avoir les boîtes de particules de plus
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faible volume sur la région de grande plausibilité. Cette étape de redémarrage per-
met de réduire le pessimisme du filtre, comme montré dans un exemple non-linéaire
et dans une application de suivi d’un objet dans le plan de dimension 2.
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6.1 Introduction
Depuis les premiers travaux précurseurs de Beard et Jones ([Beard 1971],
[Jones 1973]) où la notion de filtre de détection a été introduite pour la première
fois, de nombreuses techniques et méthodes ont été développées pour résoudre des
problèmes de diagnostic à base de modèle. Le principe du diagnostic à base d’ob-
servateur consiste à évaluer les écarts entre les mesures réelles du système et les
mesures prédites à l’aide d’un observateur/filtre. Ces écarts, appelées innovations,
sont ensuite traités par un test de décision de façon à fournir des indicateurs de
diagnostic.
La démarche du diagnostic à base d’observateur suppose la disponibilité d’une
caractérisation de l’ensemble des sources d’incertitude affectant le modèle du sys-
tème, généralement sous la forme stochastique ou/et bornée. Dans le cas d’une
modélisation d’état, il s’agit de caractériser le bruit d’état (connaissance imparfaite
du modèle), l’erreur de mesure (imperfection des chaînes de capteurs) et l’incerti-
tude paramétrique. Lorsque la représentation stochastique des incertitudes est prise
en compte, les techniques à base de filtres stochastiques (filtre de Kalman et ses va-
riantes non-linéaires, filtre particulaire) sont largement utilisées pour concevoir des
méthodes de diagnostic ([Vural 2016], [Brucet 2015], [Hajiyev 2003], [Zhao 2014],
[Alrowaie 2012], [Souibgui 2011]). Cette approche fournit une approximation de la
densité de probabilité a posteriori de l’état sachant des mesures bruitées. La sé-
quence des innovations donnée par un filtre stochastique doit donc satisfaire cer-
taines propriétés probabilistes liées à cette approximation. Par conséquent, le prin-
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Figure 6.1 – Schéma de principe du diagnostic à base d’observateur
cipe du diagnostic à base de filtre stochastique est de vérifier ces propriétés afin de
détecter et localiser des phénomènes anormaux dans le système.
Dans certaines conditions, la description des incertitudes en termes stochas-
tiques pourrait s’avérer insuffisante. Par exemple, une erreur de biais, ou certaines
dynamiques mal connues peuvent plus naturellement être décrites et caractérisées à
partir d’une approche ensembliste. Fondamentalement, les approches ensemblistes
placent le diagnostic dans un contexte à erreurs bornées, où les incertitudes sont
englobées par des ensembles compacts, par exemple : intervalles ([Gning 2007]),
ellipsoïdes [Milanese 2002], zonotopes ([Combastel 2005], [Combastel 2015]). Elles
fournissent des ensembles compacts contenant toutes les valeurs des états compa-
tibles avec le modèle du système et des incertitudes. Les techniques ensemblistes
de diagnostic sont basées sur l’évaluation de la consistance entre l’ensemble des
comportements attendus du système et les mesures prélevées à l’aide des capteurs.
Cette consistance est souvent interprétée en terme d’appartenance des mesures aux
domaines estimés ou observés en utilisant un modèle.
Ce chapitre a pour but de présenter l’application du filtre UBIKF à la détec-
tion et l’isolation de défauts dans un système linéaire incertain. Tout d’abord, la
détection de défauts par une approche stochastique et par une méthode ensem-
bliste est présentée et comparée dans la section 6.2. L’isolation de défauts cap-
teurs/actionneurs est ensuite développée dans la section 6.3. Enfin, l’efficacité de
l’algorithme de détection et d’isolation de défauts est illustrée et analysée au travers
deux exemples dans la section 6.4.
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6.2 Détection de défauts à base du filtre de Kalman
intervalle
Considérons le système dynamique suivant :xk+1 = Akxk +Bkuk + wkyk = Ckxk + vk, (6.1)
où xk ∈ Rnx est le vecteur d’état, uk ∈ Rnu est le vecteur d’entrée, yk ∈ Rny est le
vecteur de mesure. Ak, Bk, Ck sont les matrices de dimensions appropriées. wk et
vk sont deux séquences de bruit gaussien, indépendantes, de matrices de covariance
Qk, Rk respectivement.
L’influence des défauts actionneur/capteur peut se mettre sous la forme sui-
vante : xk+1 = Akxk +Bkuk + wk +Gkfakyk = Ckxk + vk + f ck , (6.2)
où fak ∈ Rnfa et f ck ∈ Rny sont les vecteurs de défaut actionneur et capteur, Gk
est la matrice connue de dimension appropriée. Dans le cas de biais actionneur, la
matrice Gk est liée à Bk. Par exemple, si chaque actionneur est affecté par un biais,
alors uk devient uk+ fak . Donc : Bk(uk+θ) = Bkuk+Gkfak avec Gk = Bk. Pour des
défauts affectant les gains des actionneurs, Gk est liée à uk. Par exemple, si chaque
actionneur est influencé par une perte de gain, alors uk devient (I−diag(fak ))uk, où
diag(fak ) est la matrice diagonale formée par le vecteur fak et I est la matrice identité.
Donc : Bk(I − diag(fak ))uk = Bkuk +Gkfak , avec Gk = −Bkdiag(uk) [Zhang 2014].
6.2.1 Détection de défaut par un test du χ2
La détection de défauts à base du filtre de Kalman est basée sur une propriété
probabiliste de la séquence d’innovation. Dans le cas d’un système linéaire gaussien,
la séquence d’innovation est également gaussienne. Ainsi, la moyenne et la matrice
de covariance doivent être déterminées pour décrire complètement les propriétés
statistiques de la séquence d’innovation [Hajiyev 2003].
Propriété 6.1. L’innovation du filtre de Kalman définie par :
rk = yk − Ckxˆ−k , (6.3)
est gaussienne de moyenne nulle et de matrice de covariance Sk [Hajiyev 2003] :
Sk = CkP−k C
T
k +Rk. (6.4)
lorsque le système fonctionne normalement. Ici, xˆ−k et P
−
k sont l’état prédit et la
matrice de covariance de l’erreur de prédiction du filtre de Kalman.
Les défauts, qui changent la dynamique du système, changent également la ca-
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ractéristique de l’innovation rk. Plus précisément, les défauts déplacent la moyenne
de l’innovation, qui est théoriquement zéro, et changent sa matrice de covariance.
Afin de détecter un changement de la moyenne de la séquence d’innovations, la
fonction statistique suivante est utilisée [Willsky 1976] :
βk =
k∑
i=k−W+1
rTk S−1k rk, (6.5)
oùW est la taille de la fenêtre. Cette fonction statistique suit la loi χ2 àWny degrés
de liberté. Les deux hypothèses à considérer sont :
− H0 : le système fonctionne normalement,
− H1 : un défaut apparaît dans le système.
L’hypothèse H1 est vérifiée avec un niveau de confiance α (0 < α < 1) si la valeur
de βk est plus grande que le seuil δ défini par
P (X ≤ δ) = α, (6.6)
où X est une variable aléatoire suivant la loi χ2Wny . Autrement dit, les conditions à
vérifier deviennent :
− H0 : βk ≤ δ,
− H1 : βk > δ.
Dans le cas de l’UBIKF, l’approche stochastique est applicable. Considérons le
système linéaire incertain suivant :xk+1 = Akxk +Bkuk + wk +Gkfakyk = Ckxk + vk + Ekf ck , (6.7)
où wk et vk sont deux séquences de bruit gaussien, indépendantes, de matrices
de covariance Qk, Rk respectivement. Les paramètres du système sont bornés par
des intervalles. L’innovation donnée par l’UBIKF devient une variable intervalle et
satisfait la propriété 6.2.
Propriété 6.2. L’innovation de l’UBIKF définie par :
[rk] = yk − [Ck]
[
xˆ−k
]
, (6.8)
contient toutes les valeurs possibles de l’innovation rk définie par l’équation 6.3.
Puisque l’innovation rk est gaussienne, sa matrice de covariance est dominée par la
matrice Sk :
Sk  [Sk] = [Ck]P−k [Ck]T + [Rk] , (6.9)
où
[
xˆ−k
]
et P−k sont l’état prédit et la matrice de covariance de l’erreur de prédiction
de l’UBIKF.
La matrice Sk est déterminée par le calcul d’une matrice symétrique définie
positive dominant une matrice intervalle symétrique présenté dans le chapitre 4. La
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propriété 6.2 permet de déterminer une borne inférieure de la fonction statistique
βk qui est utile pour la détection de défauts.
Remarque 6.1. L’intervalle [βk] défini par :
[βk] = [rk]T S−1k [rk] , (6.10)
englobe toutes les valeurs possibles de βk, ∀rk ∈ [rk]. D’autre part, la borne infé-
rieure de [βk] est plus petite que toutes les valeurs possibles de βk = rTk S−1k rk, pour
tout rk ∈ [rk] et Sk ∈ [Sk] définie positive :
inf ([βk]) ≤ rTk S−1k rk, rk ∈ [rk] , Sk ∈ [Sk] . (6.11)
En effet, puisque Sk  Sk pour tout Sk appartenant à [Sk], l’inégalité suivante
est vérifiée :
rTk S−1k rk ≤ rTk S−1k rk. (6.12)
Ainsi, l’inégalité 6.11 est prouvée car rTk S−1k rk ∈ [βk].
Grâce à la remarque 6.1, un défaut est détecté lorsque la condition suivante est
vérifiée :
inf ([βk]) > δ, (6.13)
où P (X ≤ δ) = α, X est une variable aléatoire suivant la loi χ2Wnx , α est le niveau
de confiance choisi. Un indicateur de détection de défauts permettant de prendre la
décision est donc défini par :
pik =
1 si inf ([βk]) > δ,0 sinon. (6.14)
6.2.2 Détection de défauts par une approche ensembliste
Dans [Xiong 2013], un algorithme de détection de défauts capteurs basé sur le
filtre de Kalman amélioré (iIKF) est présenté. Cet algorithme est détaillé dans cette
section.
A partir de l’estimation et de la matrice de covariance a priori ([xˆ−k ], [P
−
k ])
fournies par le filtre iIKF, une boîte de confiance de α% des états peut être formée.
Par exemple, une boîte de confiance de 99.7% pour tous les états est donnée par :
Ix =
[
xˆ−k − 3
√
diag
(
P−k
)
, xˆ−k + 3
√
diag
(
P−k
)]
, (6.15)
où Diag(P ) est le vecteur des éléments diagonaux de la matrice P . Cette boîte de
confiance a priori des états peut être utilisée pour prédire la mesure du pas de temps
courant sans la correction du filtre iIKF :[
yˆ−k
]
= [C]Ix. (6.16)
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D’autre part, une boîte de confiance de 99.7% de la mesure du pas de temps
courant peut être obtenue en utilisant la matrice de covariance des erreurs de mesure
[R] :
Iy =
[
yk − 3
√
diag (R) , yk + 3
√
diag (R)
]
, (6.17)
où yk est le vecteur des mesures.
La détection de défauts dans le contexte ensembliste est basée sur la vérification
de la consistance entre l’intervalle de confiance prédit
[
yˆ−k
]
et celui lié à la distri-
bution des erreurs de mesures Iy. Un indicateur de détection de défauts est donc
défini par :
pik =
1 si Iy ∩
[
yˆ−k
]
= ∅,
0 sinon.
(6.18)
Une fois un défaut détecté, l’étape de correction du filtre l’iIKF ne prend pas en
compte les données à partir des capteurs. Cette stratégie a pour but d’éviter de
corrompre la prédiction avec les mesures défectueuses.
Les deux stratégies de détection de défauts présentées sont appliquées avec le
filtre UBIKF et comparées dans l’exemple suivant.
Exemple 6.1. Considérons le système linéaire intervalle d’ordre 3 :xk+1 = Akxk +Bkuk + wk +Gkfakyk = Ckxk + vk + f ck , (6.19)
où Ak ∈ [A], Ck ∈ [C]. Les valeurs des matrices sont données par :
[A] =
 [0.5096, 0.5305] [−0.2857,−0.2743] [0.0587, 0.0613][1.3132, 1.3669] [−0.6937,−0.6663] [0.1175, 0.1225]
[−0.4081,−0.3919] [0.0587, 0.0613] [0.0196, 0.0205]
 ,
[C] =
[0.98, 1.02] 0 00 [0.98, 1.02] 0
0 0 [0.98, 1.02]
 ,
[Q] = [R] =
[0.98, 1.02] 0 00 [0.98, 1.02] 0
0 0 [0.98, 1.02]
 ,
Bk = Gk =
 1 −2−1 0
0 1
 .
A chaque instant k, chaque élément des matrices Ak, Ck est obtenu par tirage
d’une valeur aléatoire selon une loi uniforme sur l’intervalle correspondant de [A]
et [C] afin de générer les états réels et les mesures du système. Les matrices de
covariance réelles prennent pour éléments les centres des matrices intervalles [Q] et
[R]. L’état initial du système est x0 = (5,−2, 6)T . La condition initiale de l’UBIKF
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est [x0] = ([−2, 2], [−2, 2], [−2, 2])T et P0|0 = 10I3.
Supposons qu’un défaut du premier capteur f (c,1)k = 10 survienne à partir de
k = 100 jusqu’à k = 300. La largeur de la fenêtre pour le test du χ2 est W =
15 et le degré de confiance est choisi α = 0.999. Le seuil de détection est donc
δ = 80.7 car χ2ny .W (80.7) = 0.999. La figure 6.2 montre le résultat du test du
χ2. La borne inférieure de [βk] dépasse le seuil à k = 106. Ainsi, le défaut est
détecté à k = 106. Bien que l’intervalle de confiance de x1 donné par le filtre
UBIKF ne puisse pas suivre la valeur réelle, il garde une largeur raisonnable. Cette
remarque est importante pour maintenir un bon fonctionnement de la détection de
défaut. En effet, en comparaison avec les résultats de la stratégie présentée dans
[Xiong 2013], même si les mesures défectueuses ne sont pas prises en compte par
le filtre UBIKF, un autre problème apparaît : le conservatisme de l’analyse par
intervalles. Comme montré dans la figure 6.3, l’intervalle de confiance de l’état x1
grandit lorsqu’il n’est pas traité par l’étape de correction du filtre de Kalman. Par
conséquent, l’inconsistance entre la mesure réelle et l’intervalle de mesure prédit
n’est pas maintenue. Cela mène à des alarmes manquées.
6.3 Isolation de défauts à base de filtre de Kalman in-
tervalle
Un algorithme de détection et d’isolation de défauts capteurs/actionneurs est
proposé. Cet algorithme est développé sous l’hypothèse qu’un seul défaut survienne
à chaque pas de temps.
6.3.1 Isolation de défauts capteurs
Dans cette section, l’isolation de défauts avec le filtre UBIKF à l’aide du schéma
d’observateurs généralisé (GOS) est développé. Cette approche repose sur la concep-
tion d’un ensemble d’observateurs tels que les résidus soient sensibles à tous les
défauts sauf un. Le schéma GOS pour isoler les défauts capteurs est illustré dans la
figure 6.4.
Un observateur insensible à un défaut capteur spécifique f c,ik , 1 ≤ i ≤ nfc , peut
être conçu par les méthodes suivantes :
La méthode la plus simple est de déconnecter le capteur i de l’observateur.
Autrement dit, la mesure donnée par le capteur i n’est pas prise en compte par
l’observateur. Le modèle utilisé devient donc :xk+1 = Akxk +Bkuk + wky(−i)k = C(−i)k xk + v(−i)k , (6.20)
où C(−i)k ∈ R(ny−1)×nx est obtenue en enlevant la ligne i de la matrice Ck. La matrice
de covariance R(i)k de v
(−i)
k est définie en supprimant la ligne i et la colonne i de la
matrice de covariance initiale Rk.
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(c) Intervalle de confiance et état réel de x1 dans la période de présence du défaut.
Figure 6.2 – La détection d’un défaut capteur avec un test du χ2.
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(b) Intervalle de confiance et état réel de x1 dans la période de présence du défaut.
Figure 6.3 – La détection d’un défaut capteur avec la stratégie de [Xiong 2013].
La deuxième solution est de considérer un système augmenté avec l’ajout de la
dynamique du défaut i. Pour cela, la dynamique du défaut i est modélisée par
f c,ik = f
c,i
k−1 + w
c,i
k , (6.21)
où wc,ik est un bruit gaussien de moyenne zéro et de variance Qc,i. Le système
augmenté est écrit sous la forme suivante :x˜k+1 = A˜kx˜k + B˜kuk + w˜kyk = C˜kx˜k + vk, (6.22)
avec :
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Figure 6.4 – GOS pour défauts capteurs
x˜k =
(
xk
f c,ik
)
; w˜k =
(
wk
wc,ik
)
; A˜k =
(
Ak 0
0 1
)
;
B˜k =
(
Bk
0
)
; C˜k =
(
Ck C
c,i
)
.
Dans la matrice C˜k, tous les éléments de la colonne Cc,i sont zéro sauf l’élément
i qui est égal à 1. Un observateur appliqué au système augmenté permet d’estimer
le défaut f c,ik lorsqu’il survient et de rester sensible aux autres défauts.
6.3.2 Isolation de défauts actionneurs par l’analyse structurelle
Dans cette section, un algorithme d’isolation de défauts actionneurs basé sur le
filtre UBIKF et l’analyse structurelle est développé.
Tout d’abord, en remplaçant le terme Gkfak par un vecteur f˜ak dans le modèle
6.2, ce dernier s’écrit :
xk+1 = Akxk +Bkuk + wk + f˜ak . (6.23)
L’influence des éléments de fak sur chaque élément de f˜ak est exprimée par la matrice
d’incidence de l’équation Gkfak = f˜ak . Cette matrice d’incidence, notéMG ∈ Rnx×nfa ,
est déterminée en remplaçant les éléments non nuls de Gk par 1 (voir la définition
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1.1 chapitre 1) :
M ijG =
1 si Gij 6= 0,0 sinon. (6.24)
Exemple 6.2. Dans l’exemple 6.1, la matrice MG ∈ R3×2 vaut :
MG =
1 11 0
0 1
 . (6.25)
Avec cette nouvelle représentation, un observateur insensible à l’élément i du
vecteur de défaut fak doit être insensible à l’ensemble d’éléments j du vecteur f˜ak tels
que Gij = 1. De cette manière, deux défauts actionneurs fa,mk et f
a,n
k sont isolables
l’un de l’autre si les lignes m et n de la matrice MG sont différentes.
Le modèle structurel du système est décrit par l’ensemble d’équations suivant :
ei : xk+1 = Akxk +Bkuk + f˜ak , i = 1, . . . , nx
m−j : yk = Ckxk, j = 1, . . . , ny,
m+j : yk+1 = Ck+1xk+1, j = 1, . . . , ny.
(6.26)
Dans cette représentation, ei sont les équations d’état, m−j et m+j sont les équations
de mesure du pas de temps précédent et courant, i = 1, . . . , nx, j = 1, . . . , ny.
L’ensemble des inconnues de ce modèle est donc :
X =
{
x1k, . . . , x
nx
k , x
1
k+1, . . . , x
nx
k+1
}
. (6.27)
Dans les équations du modèle, les bruits sont enlevés car ils sont traités par le filtre
UBIKF. Puisque les défauts capteurs sont isolés par le schéma GOS, ils ne sont pas
pris en compte dans cette section.
Grâce aux outils de l’analyse structurelle présentés dans le chapitre 1, l’ensemble
des parties sur-déterminées correctes (PSOs, voir Chapitre 1) du modèle, noté P,
est obtenu. En général, les équations contenues dans un PSOs arbitraire P ∈ P
ne définissent pas un espace d’état. Dans [Pröll 2016], une définition d’un PSOs
qui peut former un espace d’état dans le cas d’un système en temps continu est
présentée. Cette définition est étendue au cas du modèle discret 6.26.
Définition 6.1. Soit P ∈ P un PSOs. P est dite bien définie, c’est-à-dire pouvant
former un espace d’état, si chaque xik ∈ var(P ) peut être déterminé par les équations
m−j ou ei ∈ P .
Un PSOs bien défini P peut être transformé en espace d’état en remplaçant
les états xik dont ei /∈ P par la valeur déterminée à partir de mesures yjk. L’algo-
rithme pour obtenir tous les PSOs bien définis du modèle structurel est donné dans
l’algorithme 6.1.
Ensuite, un sous-ensemble Q ⊂ Pbd doit être choisi tel que le nombre de défauts
actionneurs isolés est maximisé.
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Algorithme 6.1 Sélection des PSOs bien définis
Entrées: Ensemble P des PSOs
Sorties: Ensemble Pbd des PSOs bien définis
Pbd = ∅.
pour tout P ∈ P faire
I :=
{
i | xik ∈ var(P )
}
,
J :=
{
j | ej ∈ P ou xjk ∈ var(m−P )
}
, où m−P est l’ensemble d’équations m− in-
clus dans P .
fin pour
Exemple 6.3. Le modèle structurel du système dans l’exemple 6.1 s’écrit comme
suit : 
ei : xk+1 = Akxk +Bkuk + f˜ak , i = 1, . . . , 3
m−j : yk = Ckxk, j = 1, . . . , 3,
m+j : yk+1 = Ck+1xk+1, j = 1, . . . , 3.
(6.28)
En utilisant Fault Diagnosis Toolbox [Frisk 2017], un PSOs bien défini est :
P =
{
e2,m
−
1 ,m
−
2 ,m
−
3 ,m
+
2
}
, (6.29)
qui est équivalent à un espace d’état :
e2 : x(2)k+1 = a
(21)
k x
(1)
k + a
(22)
k x
(2)
k + a
(23)
k x
(3)
k + b
(21)
k u
(1)
k + f˜
a,2
k ,
m−j : x
(j)
k = y
(j)
k /c
(jj)
k , j = 1, . . . , 3,
m+2 : y
(2)
k+1 = c
(22)
k+1x
(2)
k+1,
(6.30)
où a(ij)k est l’élément (i, j) de la matrice Ak, b
(21)
k est l’élément (2, 1) de la matrice
Bk. Cet espace d’état est insensible à l’ensemble {f˜a,1k , f˜a,3k } et sensible à f˜a,2k . En
conséquence, un observateur pour cet espace d’état peut générer un résidu insensible
au défaut du premier actionneur fa,1k . Afin de traiter les erreurs de mesure vk, les
équations m−j peuvent être réécrites :
m−j : x
(j)
k = y
(j)
k /c
(jj)
k − vjk/c(jj)k = y(j)k /c(jj)k + v˜jk, j = 1, . . . , 3, (6.31)
où v˜jk = −vjk/c(jj)k . Puisque vk est gaussien, v˜k est également gaussien de moyenne
nulle. La matrice de covariance [R˜] de v˜k est déterminée par :
[R˜] = [C]−1[R]
(
[C]−1
)T
. (6.32)
Supposons qu’un défaut du premier actionneur fa,1k = 5 survienne à partir de
k = 100 jusqu’à k = 300. Ce défaut peut être détecté par un filtre UBIKF (figure
6.5a). Un filtre UBIKF conçu pour l’espace d’état (6.30) génère un résidu insensible
au défaut du premier actionneur (figure 6.5b).
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(a) Le résidu et le seuil de détection lorsqu’il y a fa,1k = 5, k ∈ [100, 300].
0 50 100 150 200 250 300 350 4000
10
20
30
βk
δ
(b) Le résidu généré par un filtre UBIKF insensible au défaut du premier actionneur.
Figure 6.5 – Isolation d’un défaut du premier actionneur du système dans l’exemple
6.1.
Enfin, les étapes de l’algorithme de détection et d’isolation de défauts cap-
teurs/actionneurs sont :
− Détection de défauts par un filtre EBPF du modèle complet.
− Isolation de défauts capteurs par ny filtres UBIKF selon le schéma GOS.
− Isolation de défauts actionneurs par l’analyse structurelle :
• Formation d’un modèle structurel.
• Calcul des PSOs.
• Sélection des PSOs bien définies.
• Sélection d’un ensemble de PSOs maximisant le nombre de défauts ac-
tionneurs isolés.
• Construction des filtres UBIKF pour les PSOs choisis.
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6.4 Exemple numérique
Considérons l’exemple 6.1 avec les défauts suivants :
− défaut du premier capteur f c,1k = 5 avec k ∈ [100, 300],
− défaut du deuxième capteur f c,2k = −10 avec k ∈ [500, 700],
− défaut du troisième capteur f c,3k = 10 avec k ∈ [900, 1100],
− défaut du premier actionneur fa,1k = 10 avec k ∈ [1300, 1500],
− défaut du deuxième actionneur fa,2k = −5 avec k ∈ [1700, 1900].
Tous ces défauts sont détectés par un test du χ2 (figure 6.6).
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(a) Le résidu et le seuil de détection.
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(b) Indicateur de détection
Figure 6.6 – Détection de défauts par un test du χ2 pour le système dans l’exemple
6.1.
Après avoir détecté un défaut, le schéma GOS pour isoler les défauts capteurs
est appliqué. Dans cet exemple, un ensemble de ny filtres UBIKF pour les systèmes
augmentés (voir l’équation 6.22) est utilisé. Les résidus et les estimations des défauts
6.4. Exemple numérique 153
capteurs fournis par ces filtres sont montrés dans la figure 6.7. Notons que l’intervalle
de confiance de 99.7% d’un défaut capteur fourni par un filtre UBIKF peut suivre
les valeurs réelles lorsque le défaut survient.
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(a) Indicateur généré par le filtre UBIKF in-
sensible au premier défaut capteur.
0 500 1000 1500 2000
0
20
(b) Intervalle de confiance de 99.7% (jaune)
et la valeur réelle (ligne rouge en pointillé) du
premier défaut capteur.
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(c) Indicateur généré par le filtre UBIKF in-
sensible au deuxième défaut capteur.
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(d) Intervalle de confiance de 99.7% (jaune)
et la valeur réelle (ligne rouge en pointillé) du
deuxième défaut capteur.
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(e) Indicateur généré par le filtre UBIKF in-
sensible au troisième défaut capteur.
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(f) Intervalle de confiance de 99.7% (jaune) et
la valeur réelle (ligne rouge en pointillé) du
troisième défaut capteur.
Figure 6.7 – Les résultats des filtres UBIKF selon le schéma GOS pour isoler les
défauts capteurs.
Dès que l’ensemble des filtres UBIKF insensibles aux défauts capteurs ne peut
pas localiser le défaut actuel, les filtres UBIKF pour isoler des défauts actionneurs
sont utilisés. Un modèle structurel pour la construction des filtres UBIKF insen-
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sibles à un de défauts actionneurs est donné par l’équation 6.28. Les PSOs de ce
modèle sont déterminés à l’aide du Fault Diagnosis Toolbox [Frisk 2017]. A par-
tir de l’ensemble de PSOs obtenu, deux PSOs bien définis sont sélectionnées pour
construire deux filtres UBIKF. Le premier PSOs P1 qui est insensible à l’ensemble
de défauts {f˜a,1k , f˜a,2k } est présenté dans l’exemple 6.3. Le deuxième PSOs P2 est :
P =
{
e2,m
−
1 ,m
−
2 ,m
−
3 ,m
+
2
}
, (6.33)
qui est équivalent à un espace d’état :
e3 : x(3)k+1 = a
(31)
k x
(1)
k + a
(32)
k x
(2)
k + a
(33)
k x
(3)
k +B
(32)
k u
(2)
k + f˜
a,3
k ,
m−j : x
(j)
k = y
(j)
k /c
(jj)
k , j = 1, . . . , 3,
m+3 : y
(3)
k+1 = c
(33)
k+1x
(3)
k+1,
(6.34)
Le filtre UBIKF pour ce modèle est donc insensible au couple {f˜a,1k , f˜a,2k } et ainsi
insensible au défaut du premier actionneur. Les résidus et les indicateurs de défaut
générés par deux filtres UBIKF correspondant aux PSOs P1 et P2 sont présentés
dans la figure 6.8. Ces deux filtres permettent d’isoler deux défauts actionneurs.
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(a) Résidu généré par le filtre UBIKF pour le
PSOs P1.
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(b) Résidu généré par le filtre UBIKF pour le
PSOs P2.
1200 1400 1600 1800 20000
0.5
1
(c) Indicateur de défaut pour le PSOs P1.
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(d) Indicateur de défaut pour le PSOs P2.
Figure 6.8 – Isolation de défauts actionneurs à l’aide du filtre UBIKF et de l’analyse
structurelle.
Une analyse extensive de la performance de l’algorithme de diagnostic proposé
est ensuite effectuée. La magnitude d’un défaut capteur est exprimée en fonction
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de la variance de l’erreur de mesure correspondant. Par exemple,
∣∣∣f c,1k ∣∣∣ = 3√R11
signifie que la magnitude du défaut du premier capteur est égale au triple de la
racine carré de la variance de l’erreur de mesure. Les résultats de cette analyse
pour trois capteurs sont présentés dans les tableaux 6.1-6.2-6.3. Pour chaque défaut
capteur considéré, le pourcentage de détection et d’isolation réussies (%FD et %FI
respectivement) ainsi que le temps de détection td sont déterminés. Il est à noter
que, pour tous les défauts capteurs, il existe une magnitude critique en fonction
de la variance de l’erreur de mesure : si le défaut dépasse cette magnitude, il est
correctement détecté et isolé.
Table 6.1 – Résultats pour f c,1k
Magnitude %FD %FI td
1
√
R
11 0.2 0 1100
2
√
R
11 19.2 0.2 73
3
√
R
11 90.2 8.34 4
4
√
R
11 100 66.6 4
5
√
R
11 100 99 2
6
√
R
11 100 100 2
Table 6.2 – Résultats pour f c,2k
Magnitude %FD %FI td
1
√
R
22 0.2 0 2498
2
√
R
22 25.9 2.16 51
3
√
R
22 95.4 72.42 7
4
√
R
22 100 99.9 5
5
√
R
22 100 100 3
6
√
R
2 100 100 2
De la même manière, les résultats pour différentes magnitudes des défauts ac-
tionneurs sont montrés dans les tableaux 6.4-6.5. Ces tableaux expriment les taux
de détection, d’isolation et le temps de détection en fonction de la valeur absolue
du défaut actionneur considéré. On constate qu’il existe des bornes critiques sur la
magnitude des défauts actionneurs. Par exemple, pour le défaut du premier action-
neur, si
∣∣∣fa,1k ∣∣∣ ≥ 6, il est complètement détecté. Cependant, il est nécessaire que∣∣∣fa,1k ∣∣∣ ≥ 12 pour qu’il soit correctement isolé. Cela est dû au fait que les résidus
pour isoler les défauts actionneurs sont générés pour un sous-ensemble d’équations
du système. L’influence de défauts actionneurs sur certain nombres d’états ou de
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Table 6.3 – Résultats pour f c,3k
Magnitude %FD %FI td
1
√
R
11 0 0 −
2
√
R
11 10.3 1.9 47
3
√
R
11 84.7 63.1 12
4
√
R
11 100 99.9 7
5
√
R
11 100 100 3
6
√
R
11 100 100 0
mesures est donc éliminée. Par conséquent, les résidus d’isolation de défauts action-
neurs sont plus petits que celui de détection.
Table 6.4 – Résultats pour fa,1k
Magnitude %FD %FI td
1 0.24 0 1443
2 40 0 11
6 100 0.7 2
10 100 98.7 0
12 100 100 0
20 100 100 0
Table 6.5 – Résultats pour fa,2k
Magnitude %FD %FI td
1 20.28 0 50
2 100 0.32 3
3 100 30.8 3
4 100 95.3 2
5 100 100 0
6 100 100 0
6.5 Conclusion
Dans ce chapitre, un algorithme de détection et d’isolation de défauts à l’aide
du filtre UBIKF a été proposé. La détection de défauts repose sur un test d’une
propriété statistique de la séquence des innovations. Une stratégie de détection de
défauts basée sur une approche ensembliste a également été rappelée. Ces deux al-
gorithmes de détection de défauts ont été comparés sur un exemple numérique afin
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d’illustrer l’avantage de l’approche stochastique par rapport à l’approche ensem-
bliste.
Un algorithme d’isolation de défauts capteurs/actionneurs a été développé sous
l’hypothèse qu’un seul défaut survienne à chaque pas de temps. Tout d’abord, une
banque de filtres UBIKF selon le schéma d’observateurs généralisé est réalisée.
Chaque filtre UBIKF dans cette banque est insensible à un défaut capteur i en
déconnectant le capteur i du filtre ou en ajoutant la dynamique du défaut capteur i
dans le filtre correspondant. Lorsque tous les résidus des filtres UBIKF de la banque
dépassent le seuil choisi, un défaut actionneur est détecté. Un algorithme d’isola-
tion de défauts actionneurs à base de l’analyse structurelle est ensuite appliqué. Cet
algorithme cherche l’ensemble de parties sur-déterminées correctes (PSOs) bien dé-
finies du modèle qui peuvent former une représentation d’état pour la génération
de résidus. Un sous-ensemble de PSOs bien définies doit être choisi pour maximiser
le nombre de défauts actionneurs isolés et pour minimiser le nombre de résidus à
calculer. Un ensemble de filtres UBIKF est ensuite construit pour les PSOs choisis
afin d’isoler des défauts actionneurs.

Conclusion et perspectives
Dans cette thèse, nous nous sommes intéressés au problème de l’estimation
d’état d’un système dynamique à temps discret avec l’intégration d’incertitudes
statistiques et à erreurs bornées, que nous appelons incertitudes mixtes. Les fils
conducteurs de cette thèse sont l’utilisation de l’analyse par intervalles et de la
théorie des fonctions de croyance.
Après une étude bibliographique sur le problème de l’estimation d’état et son
application au diagnostic d’un système dynamique, nous avons présenté les outils
principaux de l’analyse par intervalles, notamment les notions de fonction d’inclu-
sion et de problème de satisfaction de contraintes que nous avons utilisées tout au
long de nos travaux.
Différents cadres permettant de représenter des connaissances incomplètes ou
imprécises ont été présentés : les fonctions de répartition, la théorie de possibilité et
la théorie des fonctions de croyance. L’application de ces cadres à la représentation
d’une distribution univariée unimodale a été introduite. Nous avons proposé une
représentation basée sur la théorie des fonctions de croyance d’une distribution
gaussienne multivariée incertaine, c’est-à-dire de moyenne et matrice de covariance
définies par leur appartenance à des intervalles. Cette représentation satisfait le
principe d’engagement minimal de la théorie de croyance. Les calculs de la croyance
et de la plausibilité d’une boîte correspondant à une fonction de masse gaussienne
incertaine ont également été développés.
Nous avons ensuite abordé l’estimation d’état par le filtre de Kalman, le filtre
particulaire et leurs extensions ensemblistes. Tout d’abord, les résultats existants
sur la convergence du filtre de Kalman et du filtre particulaire ont été étudiés. Les
extensions ensemblistes de ces deux filtres stochastiques développés dans la littéra-
ture ont été rappelées. Motivé par les inconvénients du filtre de Kalman intervalle
([Chen 1997], [Xiong 2013]) liés au problème d’inversion de matrices intervalles et
au temps de calcul, nous avons proposé le filtre de Kalman intervalle à borne su-
périeure de variance minimale. Ce filtre permet de réduire à la fois la complexité
calculatoire de l’inversion ensembliste des matrices intervalles et le conservatisme
des estimations. Nous avons également développé un filtrage particulaire ensem-
bliste basé sur la théorie des fonctions de croyance pour des systèmes dynamiques
non linéaires dans lesquels les bruits sur la dynamique sont bornés et les erreurs
de mesure sont modélisées par une fonction de masse gaussienne incertaine. Cette
méthode fournit des résultats moins conservatifs que ceux des filtres particulaires
ensemblistes existants. Cela suggère que le filtre proposé pourrait être une alterna-
tive viable au problème d’estimation d’état non linéaire à incertitudes mixtes.
Nous avons finalement abordé la détection et l’isolation de défauts d’un sys-
tème linéaire incertain à base du filtre UBIKF sous l’hypothèse qu’un seul défaut
survienne à chaque pas de temps. La détection de défauts se base sur un test du
χ2 de la séquence d’innovations dans une fenêtre glissante. Dès qu’un défaut est
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détecté, une banque des filtres UBIKF insensibles à l’un des défauts capteurs, selon
le schéma d’observateurs généralisé, est utilisée afin d’isoler les défauts capteurs.
Si tous les filtres UBIKF de cette banque indiquent l’apparition d’un défaut, en
utilisant l’hypothèse d’un seul défaut à chaque pas de temps, ce défaut est alors
un défaut actionneur. Dans ce cas, un algorithme d’isolation de défauts actionneurs
à l’aide de l’analyse structurelle est appliqué. L’analyse structurelle est un outil
permettant de déterminer des parties sur-déterminées d’un système qui sont indis-
pensables pour la génération de résidus. La condition pour une isolation réussie de
deux défauts actionneurs est que les deux ensembles d’équations dans lesquels ces
défauts interviennent soient différents.
Les résultats obtenus dans ce manuscrit offrent des perspectives de développe-
ments ultérieurs :
− Bien que le filtre UBIKF réduise le conservatisme et le temps de calcul par
rapport à ceux du filtre iIKF, ses résultats sont encore à améliorer. Par
exemple, une inégalité matricielle proposée dans [Combastel 2016] qui four-
nit une borne majorante définie positive d’une matrice intervalle symétrique,
peut être appliquée afin d’obtenir une borne moins conservatrice de la va-
riance de l’erreur d’estimation.
− La convergence du filtre UBIKF devrait être étudiée. Plus précisément, il
serait intéressant de déterminer des bornes des incertitudes telles que l’es-
timation et la matrice de covariance fournies par le filtre UBIKF soient
convergentes.
− L’isolation de défauts à base du filtre UBIKF devrait être développée. En
effet, la méthode d’isolation de défauts actionneurs proposée dans cette thèse
n’est valide que dans une condition particulière des actionneurs. Cela limite
l’application de cet algorithme aux systèmes réels.
− L’application du filtre particulaire ensembliste à la détection et l’isolation de
défauts pour les systèmes non-linéaires devrait être envisagée.
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Résumé
Cette thèse porte sur l’estimation d’état des systèmes dynamiques à temps dis-
cret dans le contexte de l’intégration d’incertitudes statistiques et à erreurs bornées.
Partant du filtre de Kalman intervalle (IKF) et de son amélioration (iIKF), nous
proposons un algorithme de filtrage pour des systèmes linéaires dont les bruits
sont gaussiens incertains, c’est-à-dire de moyenne et matrice de covariance définies
par leur appartenance à des intervalles. Ce nouveau filtre de Kalman intervalle
(UBIKF) repose sur la recherche d’une matrice de gain ponctuelle minimisant une
borne majorante de l’ensemble des matrices de covariance de l’erreur d’estimation
en respectant les bornes des incertitudes paramétriques. Un encadrement de tous
les estimés possibles est ensuite déterminé en utilisant l’analyse par intervalles. Le
filtre UBIKF permet de réduire à la fois la complexité calculatoire de l’inversion
ensembliste des matrices intervalles présent dans le filtre iIKF et le conservatisme
des estimations.
Nous abordons ensuite différents cadres permettant de représenter des connais-
sances incomplètes ou imprécises, y compris les fonctions de répartition, la théorie
de possibilité et la théorie des fonctions de croyance. Grâce à cette dernière, un
modèle sous forme d’une fonction de masse pour une distribution gaussienne mul-
tivariée incertaine est proposé. Un filtrage particulaire ensembliste basé sur cette
théorie est développé pour des systèmes dynamiques non linéaires dans lesquels les
bruits sur la dynamique sont bornés et les erreurs de mesure sont modélisées par
une fonction de masse gaussienne incertaine.
Enfin, le filtre UBIKF est utilisé pour la détection et l’isolation de défauts
en mettant en œuvre le schéma d’observateurs généralisé et l’analyse structu-
relle. Au travers de différents exemples, la capacité d’isolation de défauts cap-
teurs/actionneurs de cet outil est illustrée et comparée à d’autre approches.
Abstract
This thesis deals with state estimation in discrete-time dynamic systems in the
context of the integration of statistical and bounded error uncertainties. Motivated
by the drawbacks of the interval Kalman filter (IKF) and its improvement (iIKF),
we propose a filtering algorithm for linear systems subject to uncertain Gaussian
noises, i.e. with the mean and covariance matrix defined by their membership to
intervals. This new interval Kalman filter (UBIKF) relies on finding a punctual
gain matrix minimizing an upper bound of the set of estimation error covariance
matrices by respecting the bounds of the parametric uncertainties. An envelope
containing all possible estimates is then determined using interval analysis. The
UBIKF reduces not only the computational complexity of the set inversion of the
matrices intervals appearing in the iIKF, but also the conservatism of the estimates.
We then discuss different frameworks for representing incomplete or imprecise
knowledge, including the cumulative distribution functions, the possibility theory
and the theory of belief functions. Thanks to the last, a model in the form of a
mass function for an uncertain multivariate Gaussian distribution is proposed. A
box particle filter based on this theory is developed for non-linear dynamic systems
in which the process noises are bounded and the measurement errors are represented
by an uncertain Gaussian mass function.
Finally, the UBIKF is applied to fault detection and isolation by implementing
the generalized observer scheme and structural analysis. Through various examples,
the capacity for detecting and isolating sensor/actuator faults of this tool is illus-
trated and compared to other approaches.
