Abstract-Community detection has been one of the major topics in complex network research. Recently, several greedy algorithms for networks of millions of nodes have been proposed, but one of their limitations is inconsistency of outcomes [1] . Kwak et al. propose an iterative reinforcing approach to eliminate inconsistency in detected communities.
I. INTRODUCTION
Community detection has been one of the major topics in complex network research. Beyond the basic topological characteristics, the communities unveil the mesoscale structure of the network and provide insight into the topology. Quite a few community detection algorithms have been proposed in various areas from biology to computer science, but most of them have limited scalability due to their time complexity. Recently, several greedy algorithms have been proposed and have demonstrated to work for networks of millions of nodes [5] , [6] , [7] . Known limitations of modularity maximization approaches are resolution limit [8] , its N P-hardness [9] and inconsistency [1] . Although Brandes et al. state that "most suitable clustering algorithms probably identify one of [many intuitive clusterings structurally close]", inconsistent outcomes through multiple runs of one algorithm trouble researchers investigating individual communities.
Kwak et al. propose two quantitative metrics to assess the level of inconsistency among detected communities from independent multiple runs of modularity maximization methods [1] . They also propose an iterative reinforcing approach to eliminate inconsistency in detected communities. Their solutions successfully produce consistent communities in most networks, but show inconsistency in two huge networks with over 100 million links, namely, Orkut and Cyworld.
In this paper we delve into structural characteristics of communities identified by Kwak's method. Prior to interpretation of communities, we examine the percentage of nodes that undulate between communities and the community size distributions. We find that about 40% of nodes are grouped into communities in an inconsistent way in Orkut and Cyworld. Interestingly their community size distributions follow powerlaw, while others do not. It is yet to be shown whether the power-law distribution of community sizes is an artifact of modularity maximization algorithms or an inherent structure of a network.
As a first step towards interpretation of communities, we use Guimera and Amaral's method [2] to classify nodes into seven classes based on the z-score and the participation coefficient. The z-score and the participation coefficient represent how well a node connects other nodes in its own community and how all links of a node spread over neighbor communities, respectively. The seven classes broadly break nodes and hubs: ultra-peripheral, peripheral, non-hub connector, and non-hub kinless nodes; and provincial, connector, and kinless hubs. Using the z-P analysis, we identify the roles of nodes in Karate, C. Elegans, and Autonomous System (AS) networks and match them against known roles for evaluation. The AS graph represents the Internet connectivity at the service provider level and has been extensively studied [4] , [3] . However, lack of complete knowledge has been a sour point in any measurement drive research of the AS Graph. In this work we use two AS graphs produced by Oliveira et al. [3] and Dhamdhere and Dovrolis [4] and compare their topological characteristics. We report that their AS graphs differ in size but their topological characteristics are very similar.
The remainder of this paper is organized as follows: In Section II, we review literature on community detection and then examine the size distribution of communities. In Section II, we discuss the identified communities as the topological mesoscale features. In Section III, we interpret the meaning of communities obtained from the AS graph. In Section IV, we conclude with discussion for future work.
II. COMMUNITIES: THEIR SIZES AND ROLES NODES PLAY

A. Review of community detection approaches
Community detection in complex networks has been an active topic of research in multiple disciplines. Communities represent a summary of structural features and functional grouping. Researchers have found community structures to be informative in human cellular signaling network [10] , blogosphere [11] , urban environment [12] , and air transportation network [13] .
Girvan and Newman have proposed a method to find community structure by betweenness centrality [14] . Their key idea is that intra-community edges have high edge betweenness. Their approach produce communities by removing edges of high edge betweenness. Radicchi et al. reduce the computing cost by considering only local quantities of edge-clustering coefficient rather than global quantities of edge betweenness [15] . The above algorithms are only two examples of many others from different disciplines. Clauset et al. put out a new metric modulairty, Q, defined as:
where e ii is the ratio of the number of intra-community links in the community i, and a i is the ratio of links attached to nodes in community i [5] . It has been widely accepted and used in community detection. Greedy agglomerative algorithms are the fastest and most scalable solutions known so far [5] , [6] , [7] . However, they all produce inconsistent partitioning in multiple runs over the same network. In [1] Kwak et al. define two measures to assess consistency of partitioning over randomly ordered edge lists of a network: pairwise membership probability and consistency. Pairwise membership probability over N randomly ordered edge lists is defined like following:
where δ n (c i , c j ) = 1, if c i = c j in the nth dataset 0, otherwise and i and j are adjacent nodes and c i and c j represent communities that i and j belong to, respectively. The p ij is 0 if node i and j always fall in different communities over N runs, and the p ij is 1 if node i and j always fall in the same community over N runs. The consistency, C, shows a network-wide level of consistency; it provides a summary of the pairwise membership probability of all edges. The consistency is defined as:
The consistency C weighs the pairwise membership probabilities away from 0.5. The second term in (3) normalizes C from 0 to 1. The consistency is 1 if the pairwise membership probability of every edge in a network is either 0 or 1, and the consistency is 0 if the pairwise membership probability of all edges is 0.
In [1] , they report that the inconsistent partitioning can be produced even in a very small network, such as the Karate network, which consists of 34 nodes. They present an iterative solution to find a consistent (or robust as referred in [2] ) communities in a network. They demonstrate that identified communities after 5 iterations (or cycles) from 10 real networks, are consistent and that their solutions produce very similar results among independent runs. However, for very large and dense networks with more than 100 million edges, namely, Orkut and CyWorld, their solution produce non-converging partitioning.
B. Analysis of community size distribution
In order to delve deeper into the converging communities of Kwak's method, we first look at what percentage of edges have pairwise membership probabilities that are not 0 or 1 after the 5th cycle. Here we use the 12 networks as in [1] . The 12 networks vary greatly in numbers of nodes and edges. In addition, they come from various fields: an off-line social networks (Karate), a biological network (C.Elegans), a protein interaction network (Protein Interaction), online bulletin board network (BBS), the Internet AS network (AS graph), online social networks (Facebook, Flickr, Orkut, YouTube, Cyworld), a sampled world-wide web network (WWW), and the Wikipedia link graph (Wikipedia). Table I summarizes the topological characteristics of the 12 networks.
In Figure 1 we plot the Cumulative Distribution Function (CDF) of pairwise membership probabilities after the 5th cycle, and observe that Figures 1(a) to (f) all have the pairwise membership probabilities of either 0 or 1, except for a very limited number of edges. That is, the edges either always belong to the same community or never after the 5th cycle. In Figures 1(g ), (h) and (k) the number of edges with 0 < p ij < 1 is more than 100 but still they account for less than 1% of edges in the entire network. In the case of Flickr in Figure 1 (i) 1, 048, 102 or 4.611% of edges have 0 < p ij < 1, but the number is still not significant.
Community detection in Orkut and Cyworld by Kwak's method does not yield as high consistency as in other networks. Figures 1(j) and (l) show that in the two networks the percentage of edges that are still left undecided is large, both more than 40%; 41.23% for Orkut and 46.97% for Cyworld to be exact. First to look at is the number of runs per cycle. Both networks are too large and we cannot increase the number by an order of magnitude. Instead we add a few more cycles of 100 runs for these two networks and plot the CDF of the pairwise membership probabilities in Figure 2 . The percentage of edges with 0 < p ij < 1 fluctuates from 40 even up to 60% in the case of Cyworld. The goal of this work is to identify the root of this divergent behavior.
The number of edges is known to have correlation to the level of consistency [1] . Then how about the characteristics of communities? How similar or different are the communities (a) Karate club from different runs? In order to answer these questions we examine the community size distribution of the 12 networks in Figure 3 . For those networks with less than the convergence of 1 after the 5th cycle, we take the community partitioning solution with the highest modularity. We find a large number of small communities and a few large communities in Figure 3 .
For networks with more than 1 million nodes and 10 million edges, more than 70% of communities are smaller than 10 nodes. But very large communities that are only an order or two smaller in the number of nodes from the original network also emerge.
In order to investigate the tail behavior we plot the CCDF of community size distribution in Figure 4 . The figures are labeld from (i) to (l) for ease of mapping to those in Figure 3 . Only Orkut and Cyworld follow power-law in their community size distributions. Other studies have reported the power-law distribution of communities in various networks: the co-purchasing item network in Amazon [5] , a Japanese online social network, mixi [16] , and a scientific collaboration network [17] . Also other community identification methods lead to power-law distribution in community size [18] , [19] , [20] .
We consider two possible explanations where the power-law in community size distribution comes from: the true nature of a network or the artifact of the algorithms. There have been much effort to analyze the characteristics of modularity [21] , [22] , and it is known that the size of communities grows with the size of the network in modularity maximization method [8] . Nevertheless, power-law distribution of community size has not been reported as an expected outcome of modularity maximization methods yet.
For all networks with more than 10, 000 nodes and 100, 000 edges we have investigated, top 10% communities hold more than 80% of nodes, except for BBS and Flickr. The BBS network is generated from user interactions in an online bulletin board system at a university with the population of about 7, 000 [23] . Each user has one's own bulletin board and write about personal things. Each bulletin board is considered a personal place. Anyone who can login to the bulletin board system can add comments to anyone else's board. Eom et al. construct the BBS network based on comments on individual boards [23] and the BBS network naturally reflect the offline intimacy between members. Therefore, an extremely large community seldom exists. The high average clustering coefficient of 0.48 confirms the prevalent modular structure in the BBS network [24] .
C. Cartography
The pairwise membership probability and community size distributions have helped us understand the topological characteristics of complex networks. However, we have still not found out the roles that certain nodes play in communities. Guimera and Amaral define the role of a node in a network by two topological properties: z-score and participation coefficient [2] . The z-score z i assesses how a node i connects to other nodes within the same community. A high intra-community degree leads to a high z-score. The zscore represents the authority of a node within the group. For example, two nodes of the highest z-score in Karate network are the two persons who became the boss in each group [25] after the breakup. The participation coefficient P i measures how the links of a node i are well-distributed over neighbor communities. It is normalized between 0 and 14. If all links of node i are within the community, then P i = 0. If the links of node i are well distributed over neighbor communities, P i approaches 1.
Guimera and Amaral assume a normal distribution for the z-score and uses z i of 2.5 as a cut-off point for hubs (top 1% nodes of high intra-community degree). They classify the other 99% nodes as non-hub. The hubs and non-hubs are further divided by the participation coefficient into three classes (R1, R2, and R3) and four classes (R4, R5, R6, and R7), respectively. Guimera and Amaral qualitatively label those seven classes: (R1) ultra-peripheral nodes; (R2) peripheral nodes; (R3) non-hub connector nodes; (R4) non-hub kinless nodes; (R5) provincial hubs; (R6) connector hubs; and (R7) kinless hubs. We determine the pivot z-score between hubs and nonhubs as the 99% point from the empirical distribution of zscore, for no distribution of z-score obtained from 12 networks follows normal distribution.
In Figure 5 we illustrate the z-P space and divide nodes into seven classes by the z-score and participation coefficient. We find a pattern between the average degree of a network and the proportion of nodes falling in each class of the z-P plane. The lower the average degree of a network is, the more nodes fall in R1. In Protein, WWW, and YouTube networks, we find 77.57%, 91.89%, and 71.98% of nodes fall in R1, respectively. The nodes of R1 are low in both the z-score and the participation coefficient; a node mostly connects to other nodes within its own community in a sparse network. In contrast, if an average degree of a network is higher, more nodes fall in R4. The nodes in R4 have low z-score and high participation coefficient. That is, links of a node is likely to spread evenly over neighbor communities in a dense network. These nodes that connect to many communities might lead inconsistency in community identification, because they have many choices in choosing their community membership. For future work we will investigate possible correlation between the unsettling edges in Figure 1 and nodes in R4 in Figure 5 .
III. VALIDATING IDENTIFIED COMMUNITIES
The basic assumption we make when using community detection algorithms is that the topological structure of a network presents the roles that nodes plays. In a typical human organization there is a hierarchy such that, the top manger talks to secondary managers, but unlikely to floor workers. Similar interpretations are possible in other types of networks. [7] in order to discover the hierarchical modular structure of human brain networks [26] . Their findings of nodal structures turn out to match well-defined neuroanatomical systems, but the results are yet empirical and require further validation. Sociologists and psychologists are one of the first to have built the human social network. Stanley Milgram's famous six-degrees-of-separation experiment has brought us the surprising insight that we live in a small world [27] . In his work on the strength of weak ties Granovetter defines a link based on committee involvement and discovers the power of inter-cluster links [28] . Sociologists construct networks from corporate financial data, membership to boards of directors, all sorts and analyze the structure of the network. However, sociologists' field work involve data collection via survey and their networks have been traditionally limited to the order of thousands. The collaboration network generated by published papers reflects the relationships among authors. Rodriguez and Pepe detect communities in a coauthorship network created from 560 manuscripts of sensor networks and wireless communication [29] . They find that identified communities reflect academic department and affiliation of individuals, but not the country of origin and academic positions of individuals. For the case of biological networks, Ravasz et al. succeed to identify functional modules hidden in the metabolic network of 43 different organisms [30] . They find that those modules are connected in a hierarchical manner, such that many small, highly connected modules are organized into larger, less cohesive units. In [31] protein-protein interaction network has also been analyzed and shown that identified modules, densely connected within themselves but sparsely connected to the rest of the network, are actual protein complexes and dynamic functional units.
Kwak et al. demonstrate in their preliminary work the impact of geographic relevance in detected communities in the AS graph [1] . They report on three communities: the largest community, a single-country-AS dominated community, and a star-shaped community. In this section we conduct a more comprehensive study to validate the meaning of communities in the AS graph.
A. AS graph
In the explosive growth path of the Internet, the Internet AS topology has evolved in a distributed manner. There is neither a central policy body to determine the direction of evolution nor an administrator to monitor and provision for better performance of the Internet and to plan the development strategy for the entire Internet. The distributed nature of growth gives the Internet not only the scalability but also the uncertainty; it is a challenge to obtain the complete topology of the Internet AS graph. Worse yet, the observed topology in the AS graph reflects only the existence of connectivity between two ASes; not the actual number of links, the capacity of links, or traffic volume. Moreover, the topology of the collected AS graph largely depends on the observation method and the resulting topological characteristics may differ.
Faloutsos et al. report simple power-laws hold in the Internet AS topology [32] . Later Chen et al. show that the degree distribution of AS topology does not follow strict power-law but heavy-tailed [33] . Carmi et al. investigate the structure of Internet AS graph by the k-shell decomposition method [34] . They divide the Internet into three components: [36] . They show that the Internet AS topology can be reconstructed with the degree correlation when d = 3. Oliveira et al. proposes a model that explains the topology dynamics as a consistent-rate birth and death process [3] . Its model identifies topology changes in observed data, and its inference is statistically significant. Dhamdhere and Dovrolis observe linear growth trend in terms of ASes over ten years [4] , while Magoni and Pansiot examine the exponential growth during 1997-2000 [37] .
We analyze the community structure of two AS graphs and compare them. One is produced by Dhamdhere and Dovrolis (which we refer simply as (D)) [4] and the other is by Oliveira et al. First, we compare the basic topological characteristics of the two AS graphs. Figure 6(a) shows the degree distribution of two AS graphs. We present that their degree distributions follow power-law; the exponents are 2.15 (D) and 1.93 (O). We obtain similarly close values of clustering coefficients and assortativity (Figures 6(b) and (c) ). The analysis of these three topological characteristics support that two AS graphs are similar structurally. Using Kwak's consistent community identification method [1] , we identify 47 communities in (D) and 49 in (O). We plot the size distribution of communities in Figure 6 (d). Note that there is a difference of about 5, 500 in the number of nodes between two graphs and thus their communication size distributions cannot be perfectly aligned.
The first question we raise about the communities in the AS graph is whether all the nodes in a community are from a single country or not. Are the communities geographically bounded? Dhamdhere and Dovrolis publish the location of the company managing each AS by using WHOIS queries [4] . We use the country code from their dataset and map ASes to countries.
In Figure 6 (c), we plot the number of ASes in a country. The 191 countries have at least one AS. We find that the geographical location of ASes is highly skewed. By the number of ASes, the top ranked country is the United States. It contains 11, 084 ASes in (D) and 11, 019 ASes in (O). Considering that the 2nd ranked country of Russia has only 1, 528 ASes in (D) and 1, 512 in ASes (O), the concentration of ASes ni United States is significant. Top 10% of countries contain 88% of ASes, and top 20% of countries contain 95% of ASes. On the other hand, the proportion of countries containing only a single AS is about 20% in both AS graphs, and, furthermore, half of the countries have fewer than 10 ASes.
We depict the number of countries in each AS community in Figure 6 (d). The communities with fewer than 100 ASes have ASes from fewer than 5 countries, while the number of countries rapidly grows in the communities of higher than 100 ASes. We consider two reasons for low locality in large communities. One is the high proportion of countries that have only a few ASes; 20% of countries have only one AS. These ASes always fall in a community with ASes from different countries, and the geographical locality decreases. The other is economically and politically motivated alignment between countries, such as EU. The ASes in Europe densely connect to each other, and African ASes also densely connect to European ASes probably due to strong economic ties. In Europe AS 1299 (TeliaNet Global Network) and AS 3257 (TINET) are the two major ASes. They connect ASes of 48 and 56 countries, respectively. They both fall into R7 in Figure 5 (e), which rightly reflects the important role these ASes play in regional Internet business sectors.
Meunier et al. report that intermediate communities produced in the greedy agglomerative process of the Louvain method can be useful to understand the structure of a network [26] . Following their lead, we investigate the subcommunities of the largest community in the AS graph. We observe that the sub-community sizes are just one-tenth of the largest community. Also the number of countries in a community decreases similarly. This indicates that Louvain method begins with a geographically concentrated community in early stage and gradually merges near communities step by step. In Section II-C we give an overview of z-P analysis of the twelve networks. Here we verify how a structural role of each AS defined in the z-P space matches the conventional classification. Oliveira et al. classify ASes into four classes based on the number of customers; a tier 1, a large ISP, a small ISP and a stub. We find some correlations between classes in z-P space and the classification by Oliveira. First, tier-1 ASes and large ISPs are mostly classified as R7. Nineteen out of top 20 ASes listed in the AS ranking page of CAIDA [38] are also in R7. A node in R7, by definition, connects well to other nodes in its own community and also to other communities. This matches the definitions of tier-1 by Oliveira and top ASes by CAIDA. Second, an AS of a small ISP is distributed in non-hub regions. This implies that most ASes of a small ISP are clustered with ASes of tier-1 or large ISPes, since the zscore is defined as the relative proportion of within-community degree. Finally, most stubs are classified as R1. They have few links to other ASes, and their z-scores and participation coefficients are low.
IV. CONCLUSION
In this paper we have investigated mesoscale structural characteristics of communities in networks. We have found that community size distributions do not have a uniform distribution; some (Orkut and Cyworld) follow power-law and other do not. However, the question about the origin of the power-law nature in community size remains. Using two AS graphs for community validation, we demonstrate that roles defined in the z-P analysis match closely those that ASes play regionally and offer more detailed view. We believe this work is just a first step towards much research into structural properties of network topologies and will continue our investigation in this direction.
