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Motivated by the statistical applications, the asymptotic behavior of certain functionals of a 
branching process with immigration, {X,,}, is studied. The main results concern the critical case. 
A functional limit theorem for X ,,$,,/n is established. The rate of growth for T,, =I::; (X,+1)-’ 
is examined and found to depend on whether the process is transient or recurrent. Some 
convergence theorems for the supercritical case are also included. 
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1. Introduction 
Let {X,,} be a branching process with immigration defined by 
x”=xi-’ Y,,j+I,, n-1,2,..., (1.1) 
,=1 
where {Y,, j} and {I,,} are independent sequences of i.i.d. nonnegative, integer valued 
random variables and X0 is a nonnegative, integer valued random variable which 
is independent of { Y,,j} and {I,,}. When m = E( Y1,,) < ~0, the process {X,,} is referred 
to as subcritical if m < 1, critical if m = 1 and supercritical if m > 1. 
The study of {Xn} dates back to Smoluchowski (1916), and there is a substantial 
literature on asymptotic behavior of functionals of {X,}. However, in an attempt 
(Wei and Winnicki, 1987) to solve a long standing estimation problem raised by 
Heyde and Seneta (1974) we encounter several new functionals which were not 
investigated before. These functionals are related to the ordinary and weighted 
conditional least squares estimators of the means m and h = E(Z,). 
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Assume that A < ~0 and let s,, be the u-field generated by {X0, x,j, I,: 1 s i c n, 
l<j<oo}. Then by (l.l), 
x,=E(X,~~~_,)+E,=I1lX”~l+h+E,, n=l,2,..., (1.2) 
where 
X ,,-I 
En= C (Yn,j-Wl)+In-A. (1.3) j=l 
The least squares estimators for m and A based on the regression equation (1.2) are 
r+i, = i x, i x;_, 
[ i=* i=l -n i, xixi-l]/[ (,j, xi-l)2-n ,j, xf-*] (1.4) 
and 
ii, = ; x,-,x, i x,_,- i x;_, i 
[ 
x. 
i=l i=, i=l i=l l]/[(~*xi-1)2-n~,X:-‘]. 
(1.5) 
These and closely related estimators were proposed and studied for the subcritical 
case (Heyde and Seneta, 1972, 1974; Quine, 1976; Klimko and Nelson, 1978; and 
Venkataraman, 1982). The problem raised by Heyde and Seneta is to provide a 
unified estimation theory which would allow inference without knowing the range 
of m. In the subcritical case the process {X,} is essentially stationary and ergodic 
(cf. Remark 2.9) and the estimation theory in this case is completely parallel to the 
analogous results for linear time series. However, in general, even consistency of 
&, and I,, is in question. 
Furthermore, if 0 < u2 = E( Y,,, - m)2<oo and O< b2= E(I, -A)2<a, then 
E(+Fn_,) = u'X,,_,+ 6’. (1.6) 
In view of the Gauss-Markov theorem this heterogeneity of the conditional variances 
of the “error” process {E,} suggests that &r, and i,, may not be efficient. Therefore, 
we are led to consider stabilizing the conditional variances by assigning weights to 
(1.2). If we multiply both sides of (1.2) by the weights (1-t X,,_l))1’2, then the 
resulting weighted least squares estimators are 
~ Xi ~ (l+Xi~l)-‘-n ~ Xi(l+Xi_,)-’ i=l i=, i=, 1 
. i (1+X,_,) i (1+X,-,)-‘-n2 
[ I 
--I 
i=I i=l 
and 
/in= jJ Xi_* i Xj(l+Xj_*)-‘- i Xi i Xi_*(l+Xj_i)-’ 
[ i=l i=l i=, i=l I 
(1.7) 
i (l+Xi_,) i (1+Xi_i)-‘-n2 1 
-1 
. (1.8) i=l i=l 
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Hence, in order to analyze Gi,, and i,, we have to study not only the functional 
C:=i Xi, which appears in (1.4)-(1.5), but also a new functional T,, =Cycl (1 +Xi_,)p’ 
in (1.7) and (1.8). 
Section 2 is devoted to a study of the critical case. We first prove a weak 
convergence result for the random element X[,,,/n in D+[O, cc) (Theorem 2.1). The 
limit is characterized as a diffusion process. Our results extend those of Kawazu 
and Watanabe (1971) and Mellein (1983b) on convergence of finite dimensional 
distributions and Lindvall (1972), who proved functional convergence for the 
nonimmigration process. The continuous mapping theorem is then used to derive 
as simple corollaries limiting results for nPkP’ C:=r X” (Corollary 2.2). These func- 
tional convergence results are used in a companion paper (Wei and Winnicki (1987)) 
to obtain asymptotic properties of the weighted least squares estimators of m and A. 
The study of the functional T,, = I:=, (1 +X,_,)-’ is tied to another aspect of the 
process: in the critical case, {X,} is transient or null recurrent according as T = 
2A/a2> 1 or 7 d 1. The normalizing factor l/n in the weak convergence result 
mentioned above does not reflect this dichotomy. (However, the boundary behavior 
of the limiting diffusion does depend on T). The rate of growth of the functional 
T, turns out to depend on 7. More precisely, in the transient case (7 > l), with the 
help of martingale theory, T,,/log n is shown to converge in probability to (A - 
a2/2)-’ (Theorem 2.12). In the case r < 1, using the recurrent Markov chain tech- 
niques (viz. Athreya and Ney (1978)), n’-’ T, is proved to converge in distribution 
to a multiple of a Mittag-Leffler distribution (Theorem 2.18). The case 7 = 1 seems 
to be more difficult; only some upper and lower bounds are given (Theorem 2.22). 
In Section 3, devoted to the supercritical case, a weak convergence result in R” 
with metric d(x, y) =I:, 22’1x, -y,l/(l +[.xi -yil) is given (Theorem 3.1). Our 
approach differs from the one used by Heyde and Brown (1971) in the study of the 
ordinary, nonimmigration branching process. In order to apply the continuous 
mapping theorem to functionals such as h(x) =Cp,, m-‘x,, they introduce a new 
metric. As a consequence, they need a tightness argument. In our approach, this is 
replaced by a simple probabilistic lemma. In particular, we are able to rederive an 
analogue of the Central Limit Theorem (Heyde and Seneta (1971) and Corollary 
3.4 below) as well as some weak convergence results of statistical relevance. 
2. Critical case 
Let D’[O, ~0) be the space of nonnegative functions on [0, ~0) which are right 
continuous and have left limits. We equip D+[O, 00) with the Skorohod topology. 
For the definition of this topology and the associated theory of weak convergence, 
the reader is referred to Ethier and Kurtz (1986). Now let Yn(t) = X,,,,,/n. It is clear 
that Y,, is a sequence of random elements that take values in D+[O, a). We also 
denote by 2 a nonnegative diffusion process with generator 
Af(x)=;c+*xf"(x)+Af'(x), f~ C:[O,a), (2.1) 
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where C”p[O, CO) is the space of infinitely differentiable functions on [O,OO) which 
have compact supports (cf. Ikeda and Watanabe (1981)). 
Theorem 2.1. Assume that m = 1, a2< ~0 and b2 < ~0. Then Y, + Y (weakly in 
D+[O, CO)), where Y is a di@sion with generator (2.1) and Y(0) = 0. 
Proof. The theorem can be shown by an argument similar to that in Ethier and 
Kurtz (1986, Chapter 9, Theorem 1.3). We only indicate below the necessary 
modifications. Observe that {Xj/n,j 3 0) is a Markov chain with values in E,, = 
{I/n: Z=O, 1,. . .}. For eachfE CF[O, OO), define 
(2.2) 
Since Y,,(O) = X,,/ n + 0 a.s., it is sufficient to show that 
lim sup la,(x)1 =O, 
n-03 xtE,, 
(2.3) 
where 
~,(x)=n(A,f(x)-f(x))-$a2xf”(x)-hf’(x). 
If we define S, = n-“2(CJzI ( Y,, j - 1) + I,), then 
&,(X)=E S&x( 1 - v){f”(x+ v&/&J -f”(x)} dv 1 (2.4) 
and 
xES~, = (+‘x + ( b2 + A “)/ n. (2.5) 
Using (2.4), (2.5) and an argument similar to that on pages 388-389 of Ethier and 
Kurtz (1986), (2.3) follows. 
Remark 2.2. Convergence of finite dimensional distributions of the sequence of 
processes Y,, was considered by Kawazu and Watanabe (1971) and Mellein (1982a, 
1983b). Functional convergence for the nonimmigration branching process condi- 
tioned on nonextinction was first proved by Lindvall (1972). Our result can be 
viewed as an extension of these earlier works. It is well known (cf. Ikeda and 
Watanabe (1981, p. 222)) that the diffusion process 2 determined by (2.1) satisfies 
E(e-“Z”‘IZ(0) =x) = (1 +;V2+S)-2h/u2 e-=/(i+(i/2)~2~0, s 20. 
We note that this is a special case of the Laplace transform of the transition function 
of the limiting process proposed by Kawazu and Watanabe (1971, Theorem 2.3). 
Their limiting process reduces to ours when a2 < cc and A < 03. 
C.Z. Wei, J. Winnicki / Branching process wifh immigrdon 265 
Furthermore, applying the Markov property and an induction argument, it is not 
difficult to see that the multivariate Laplace transform &,(s, , . . . , s,; t, , . . . , t,) of 
the joint distribution of ( Y( tl), . . . , Y(tm)), 0 s t, <. . * < t,, is given by the recursive 
relation 
&(.q; tl) = (1 +;a2t,s,)~2”‘“?, (2.6) 
~m(S,,...,S,;tl,...,tm) 
= &-l(S,, . . . > ~rn~2, G-1 +%n/[l +fa2(L - Lhml; t1,. . . , LJ 
. [l-t$2(fm -tm_*)S,]~2*‘~Z, 
where s, 2 0, . . . , S, ~0 and m > 1. Mellein (1983b, Lemma 5) characterized the 
limiting diffusion process by giving its joint finite-dimensional densities and it can 
be checked that their corresponding Lapalce transforms are given by (2.6). 
Corollary 2.3. Assume that m = 1, a2 < CO and b2 <co. Then for k = 1,2, . . . , 
n -k-l i x?+, Yk( t) dt. (2.7) 
i=O 
Proof. This follows immediately by the continuous mapping theorem. 
Remark 2.4. The invariance principle in Rkt’ can be used to prove joint convergence 
X,/n, K2 jJ Xi,. . . , nPkml 
i=O 
j. x:) : ( Y(l), I,,’ y(t) dt,. . . , j-’ y”(t) df). 
0 
(2.8) 
This form of Corolary 2.3 is most useful for statistical applications. 
Remark 2.5. Pakes (1972) proved that nP2 Cycl X, converges in distribution and 
gave the Laplace transform of the limiting distribution. Mellein (1983b) showed 
that this limiting Laplace transform coincides with the Laplace transform of 
Ji Y(t) dt. Corollary 2.3 for k = 1 explains the connection between these results. 
Theorem 2.1 provides a functional limit result that enables one to obtain limiting 
distributions for certain functionals of the process {X,,}. However, this theorem is 
not applicable to the functional T, =~~~~ l/(1 +Xk). In order to study the 
asymptotic behavior of T,, we will need a few preparatory lemmas. The first lemma 
characterizes {X,} as a Markov chain. We introduce some notation. Let K = 
inf{j 2 0: P[I, =j] > 0}, let p,(i,j) = P(X, =jjX, = i) be the n-step transition prob- 
abilities, let C, = {j: p,( i, j) > 0 for some n > 0} and denote by G, j = crZp=, pn( i,j) 
the Green function of {Xn}. 
Lemma 2.6. Assume that 
O<P(Y,,,=O)<l and P(I,=O)<l. (2.9) 
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Then K E Ci and C, = Ci for all i 3 0. Consequently, C, is an irreducible, aperiodic set 
and for n > 1, X,, has its support on C,. 
Remark 2.7. Parts of this result were stated without proof by Seneta (1969), Pakes 
(1975b) and Qume (1976). The lemma implies that in the non-supercritical case 
(m s 1) a nondegenerate branching process with immigration is an irreducible 
aperiodic Markov chain on C,. It is not difficult to see that Lemma 2.6 can be 
obtained by an argument similar to that in Lemma 2 of Kesten, Ney and Spitzer 
(1966). We also omit the proof. 
We next formulate a coupling result for the critical branching process with 
immigration. 
Lemma 2.8. Assume that m = 1 and P( Y,,, = 1) < 1. Then for any probability distribu- 
tion {qi, i = 0, 1, . . .} concentrated on nonnegative integers, there exists a branching 
process with immigration (2,) such that P(Z,,= i) = qi, i = 0, 1,. . . , and P(X, = Z, 
eventually) = 1. 
Proof. Let Z, be an independent of { Y,,, j} and { 1,) random variable with distribution 
(4:) and define the process {Z,,} by 
Z “+,= 1 Y,+,,;+1,+, for n=O, l,.. . 
i=l 
Consider first the case Z,, = 0. In this case, X, -Z,, is an ordinary Galton-Watson 
process with offspring numbers Y+ and the initial population size X0. Under our 
assumptions, it is well known that the extinction probability of {X,, - Z,,} is 1. Hence 
P( X, - Z, = 0 eventually) = P( X, = Z, eventually) = 1. 
The case of general Z, now follows since both X, and Z,, eventually coincide with 
the process started at zero. 
Remark 2.9. Lemma 2.8 remains valid when m < 1. It is well known that in this 
case (under the assumption that E(log+(l,)) < ~0) the process has a unique limiting 
stationary distribution. Lemma 2.8 is then a consequence of the more general 
coupling property true of any aperiodic positive recurrent Markov chain (cf. 
Griffeath (1975), Nummelin (1984)). However, this simple fact has important appli- 
cations in the study of asymptotic properties of the statistics related to {X,,}. In 
particular, it shows that no loss of generality is entailed by assuming that X0 has 
the limiting, stationary distribution of the process. This results in a considerable 
simplification and clarification of the proofs of the Central Limit Theorem and the 
Law of the Iterated Logarithm for the estimators of m and h in the subcritical case. 
Earlier authors (Heyde and Seneta (1972, 1974), Quine (1976)) had to use special 
arguments to get around the problem that given an arbitrary initial distribution, the 
process {X,,} is, in general, not stationary. The above observation removes this 
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obstacle and ensures that the usual limit theorems for the sum of stationary martin- 
gale increments are applicable. For another application see Wei and Winnicki (1987). 
In the context of the present paper (m = l), Lemma 2.8 will allow us to assume, 
without loss of generality, that X0 = const. = K = inf{j 2 0: P[ I, =j] > O}. 
Recall the notation r = 2h/a’. 
Lemma 2.10. Assume that m = 1, O< u2 < ~0, b2 < 00, andE( Y:,l log+ Yi,i) <CO. 711en 
P,(i,j)-pjKT as n+co, (2.10) 
where {pj} is an invariant measure for {X,,} with pu, > 0 and 
~;-(((~~/2)~~(7))-‘n’~’ asj-+co. (2.11) 
Zf T> 1, 
Gi,j+(A-~2/2))’ asj+oo. (2.12) 
Proof. When K =O, (2.10) is due to Pakes (1972) while (2.11) and (2.12) are due 
to Mellein (1982b, 1983a). For the general case, observe that X,, 2 K a.s. for n 3 1 and 
X,,_K 
X n+l- K= C Y,+i j+,+ 2. Z,z+i-~+ i Y,+i,, . (2.13) 
,j= 1 ( j=l > 
Hence {X, -K, n 2 l} is a branching process with immigration. The immigration 
process ZL = Z, - K +cj(;, Y,,, ; has mean A - K f rnK = A. Thus the value of T is 
not affected under the transformation (2.13). Since P(ZL = 0) 3 
P(Z, = K) nT=, P( Y,, j = 0) > 0, (2.10)-(2.12) are valid for the process {X, -K, n 2 1) 
by Pakes’ and Mellein’s results, and consequently also for the process {X,}. 
Corollary 2.11. Assume that 
m=l, O<a2<oo, O<b2<oo and E(Y:,,log+ Y,,,)<co. (2.14) 
Then C, is a null recurrent class when TG 1 and transient otherwise. 
Proof. The assumptions m = 1, c2> 0 and b2> 0 imply (2.9). Hence Lemma 2.6 is 
applicable and C, is an irreducible and aperiodic class. Now by (2.10), 
Cz=‘=, &(K, K) = co or <co according as 7 s 1 or 7) 1. This completes our proof. 
By Lemma 2.8 (cf. Remark 2.9) we can (and shall) assume for 
section that X0= K. We also recall that 9” is the g-field generated 
1 s is n, 1 =~j}. We will now formulate a fundamental but far from 
of T, = C;:; l/(X, + 1). 
the rest of this 
by {X0, yi,j, Zi, 
trivial property 
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Theorem 2.12. Suppose that (2.14) holds. Then T,, + ~0 a.s. 
Proof. By Corollary 2.11, {X,,} is either null recurrent or transient. In the recurrent 
case, it is obvious that T, + cc a.s. In the transient case, we have that 
X,+00 a.s. (2.15) 
Define 
&&=(x,+1) 
A 
n-l 
fl [l+A/(Xi+l)l . 
i=O I 
It is not difficult to check that {M,,, S,,} is a positive martingale. By the martingale 
convergence theorem (Hall and Heyde, 1980, p. 58), M,, converges a.s. Using (2.15) 
this in turn implies that 
i [l+h/(Xi+l)]+oo a.s. 
I=0 
From the theory of infinite product, we have that 
i h/(X,+l)+co as 
i=O 
This completes our proof. 
The next two lemmas, needed to obtain the rate of growth of T,,, are of independent 
interest. 
Lemma 2.13. Assume that (2.14) holds. If r> 1, then for any nonnegative and 
nonincreasing function f defined on (0, 1, . . .}, such that CT=:=, f( n) < 00, we have 
I? Ef(X)<~ (2.16) 
n=O 
and 
(2.17) 
Proof. It is clear that (2.17) follows from (2.16). Now, 
Z Ef(X,)= Z f(j) f PC-K =A= YF f(j)GK,j<a 
n=O j=O n=O ,=o 
using (2.12) of Lemma 2.10. 
Lemma 2.14. Assume that (2.14) holds. I~T > 1 andforsome S > 0, E( Y::“) <CO, then 
X,/X,_, + 1 a.s. (2.18) 
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Proof. Since X, + 00 as., it is sufficient to show that 
(X,,-X,,~,),(X._,+l)=~~~’ Y,,,/(X,~,+l)+I,,/(X,~,+l)-rO as. 
i;l 
Note that for any F > 0, by the conditional Markov’s inequality and Lemma 2.13, 
: P(IJ(X,-1 + l)> &l~P,) GE~’ f E(Ii)/(l+X,_,)‘<cC a.s. 
n=l ,1 = 1 
By the conditional Borel-Cantelli lemma (Hall and Heyde, 1980, p. 32), 
1,/(X,_, + 1) + 0 a.s. 
Now, using the fact that EICf=, ( Y,,, - 1)12+’ = O(l’+“‘) (Chow and Teicher, 1978, 
p. 357), there is a constant K > 0 such that 
I I )E sn-, 1 
1+ x,_,)z+8 I 1 seI 
S C(‘+‘)K 1 Xt,T4’“/(1 +Xn-I)2+’ <a3 a.s. 
?I=, 
by Lemma 2.13. 
Applying the conditional Borel-Cantelli lemma again, 
X I/ -I 
C (Y,,,-1)/(X,-,+1)+0 a.s. 
i=, 
This completes our proof. 
The following theorem, not to be used in the sequel, is a refinement of Lemma 
2.14 under a higher moment assumption. It is an analogue of the law of the Iterated 
Logarithm studied by Heyde and Seneta (1971) for the supercritical case. 
Theorem 2.15. Assume that (2.14) holds. If r > 1 and E ( Y$“) < co for some 0 < S < 1, 
then 
lim sup (X, - X,_,(/(2rr’X,_, log X_,)” = 1 a.s. 
n-s 
(To avoid ambiguity when X, d 1, we interpret X,, as X,, v 2. This applies also to 
the proof below.) 
Proof. By an argument similar to that in the proof of Lemma 2.14, it is enough to 
show that 
lim sup xi I ( Y,, j - I) 
I/ 
(2fl’X,_, log X+,)” = 1 a.s. (2.19) 
n+S j=1 
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Using a result on moderate deviations due to Rubin and Sethuraman (1965, theorem 
4), we obtain that for -6/g ( E < 618, 
P 
(I 
“E’ ( Y,,j - 1) /(2a2X,_, log Xn_r)“2> 1+ & sn_, 
j=l I ) 
- {X’,l_:“‘*(l + E)(T log X,P,)“2}-’ a.s. as n -+ co. 
By Theorem 2.12 and Lemma 2.13, 
: {x(nl_:EQ+ E)(?? log xJ’2}-’ 
n=, 
converges or diverges a.s. according to whether E > 0 or -1 < E < 0. Thus, (2.19) 
follows from the conditional Borel-Cantelli lemma. 
We will now resume our study of the functional T, = C:li (1 +X,)-l. We first 
study the rate of growth of T, in the transient case. 
Theorem 2.16. Assume that (2.14) holds. If7 > 1 and E( Y::“) < aforsome 0 < 6 < 1, 
then 
TJlog n : 
( '7 
h-q . (2.20) 
Before we prove this theorem, let us recall a local martingale convergence theorem 
due to Chow (1965). The proof of this result can be found in Hall and Heyde (1980, 
Theorem 2.17). 
Lemma 2.17. Let 1~ p G 2, let {E,} be a sequence of martingale diflerences, with 
respect to an increasing sequence of u-Jields { 3,,} and S, = C:=, Ed. Then 
S,, converges U.S. on the set f E(~ei~p~~i-I)<~ 
I 
(2.21) 
i=l 
and 
> a.s. on the set (2.22) 
Proof of Theorem 2.16. By Theorem 2.1, X,/n A Y(1). Since Y(1) has a gamma 
distribution by (2.6), Y( 1) > 0 a.s. and consequently 
P 
log(X,+,)llog n + 1. 
Observe that 
(2.23) 
n 
1 10g[(Xi+l)/(X~-~+l)]=log(x~+l)-log(xO+l)~ 
i=l 
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In view of this identity, (2.23) and Theorem 2.12, in order to prove (2.20), it is 
sufficient to show that 
i log[(Xi+l)/(Xj_,+l)]/T,+h-a2/2 as. 
i=l 
(2.24) 
Now let ui = (X, -Xi-,)/(X,_, + 1). Note that by Lemma 2.14, Uj + 0 a.s. The Taylor 
expansion gives 
log[(xi+l)/(xi-,+l)]=log[l+Ui]= ui-~u~+z.$, (2.25) 
where vi =f~;(l+@)~ and ]0i(G 1~~1. W e are going to prove (2.24) by showing that 
i u,/T,+h a.s., 
i=l 
(2.26) 
,i, uf/ T, -+ a2 a.s., (2.27) 
and 
i vi/T,+0 a.s. 
,=, 
(2.28) 
To show (2.26) is equivalent to proving that 
(2.29) 
Note that {CL, (Xi -Xi-r - A)/( 1 +X,-r), Pn} is a martingale. Hence, (2.29) follows 
from (2.22) of Lemma 2.17, theorem 2.12 and the fact that 
1 ~ E((Xi-Xi~*-h)21~j~,) (1+Xi_,)2 i=l I/ 
= $ (Xi-,a2+ b2)/( 1 +X,_,)‘= 0( T,) a.s. 
i=, 
For (2.27), we first note that 
Since by Lemma 2.13, 
(Xj-X,_1)2zxf’ (x,i_1)2+2x5’ ‘C’ (y,j-l)( Y,,,-1) 
j=1 /=2j=1 
+21, x~l(y,.j-l)+I: 
j=* 
= Qi,+2Qj2+2Qi~+If, say. (2.30) 
E f If/(l+Xi_1)2=b2 ; E(l+X,_,)-‘<co, 
i=l ,=l 
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we have that Czl If/(1 +Xj-,)2<~ as. and 
i 1~/(1+Xi_,)2=O(T,) as. 
i=l 
(2.31) 
It is not difficult to check that {C:=, Qi3/( 1+ Xi-i)2, S,,} is a martingale with 
f E(Qf31.F_,)/(1+Xi-,)4=(A2+b2)~2f XiP,/(1+XiP,)4<~ as., 
i=2 i=2 
by Lemma 2.13. Consequently, 
it, Qi3’(1 + xi_,)2 = O( T,) 
a.s. 
(2.32) 
Now, by the independence of Yi,j and Y,,, for j Z 1, {Cyzl Qi2/(1 t-X,_,)‘, S,,} is an 
L2-martingale such that 
f E(Qhl~i_,),(l+Xi-,)‘=~ .[ Xi_i(Xi_,-1)/(X~_~+1)4<o0 a.s., 
i=2 I 2 
by Lemma 2.13. Thus, 
i$2 Qi2/(1+Xi--1)2=o(Tn) a.s. (2.33) 
In view of (2.30)-(2.33), in order to obtain (2.27) it is sufficient to show that 
5 (Oil-a2Xi_l)/(l+Xj~,)2=0(T,) a.s. 
i=2 
or, more strongly, 
f (Qi~-a2Xi_,)/(1+Xi~,)2 converges a.s. 
i=2 
(2.34) 
Clearly, {C:=, (Qii -a’X,_,)/(l +Xi_,)2, S,,} is a martingale. By the fact that 
E ;:I [( Yl.i-1)2-U2] 1+s’2=0(tl) 
(Chow and Teicher, 1978, p. 361), 
f E[lQi,-a2xi_,~““‘219i-1]/(1+Xi_l)2+s~K ,%xi_,/(l+xiP,)“” 
i=2 
<cc a.s. 
by Lemma 2.13 and K denoting a constant. By Lemma 2.17 with p = 1+ 6/2, (2.34) 
follows. 
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Finally, let us prove (2.28). As observed earlier, u, + 0 a.s. Consequently, & + 0 
a.s. and by Toeplitz’ lemma and (2.27), 
i Vj=f;i, Uf[Ui(l+Si)3]=O(i~l U:)=O(T,) a.s. 
i=l 
This completes our proof. 
We now turn to the recurrent case. 
Theorem 2.18. Assume that (2.14) holds. If r < 1, then for some constant c > 0, 
d 
n r-l Tn -+ cW,-T, (2.35) 
where W, (0 G q < 1) is a random variable having the Mittag- Lefler distribution with 
parameter q, i.e. 
I 
xcc 
P( w, <x) = (Trq)y’ 1 (-l)‘-’ sin[nqr(qj+ l)]y-i/j! dy. 
0 j=l 
Before proving this theorem, we will formulate a lemma from Pakes (1971). Note 
that although Pakes deals only with the case K = 0, the same proof works for the 
general case using Lemma 2.10. 
Lemma 2.19. Assume that (2.14) holds and 7~ 1. Let a, = n’-’ if T< 1 and log n 
otherwise. Then for some c > 0, 
a,’ 2 I[X, = K]: cw,_,. 
i=o 
(2.36) 
Proof of Theorem 2.18. By Corollary 2.11, T < 1 implies that {X,,} is null recurrent. 
Let S, = 0 and Si = inf{ n: n > S,_, , X, = K}. Since we assumed that X0 = K a.s., by 
Theorem 6.1 of Athreya and Ney (1978) the sequence {e$} defined by 
( 
s,-1 
+i= E C I[X,=i] 
j=O I 
is an invariant measure for {X,}. This invariant measure is unique up to a multiplica- 
tive constant. By (2.11) of Lemma 2.10, for some positive constant K 
4i - Ki’-’ as i -+ Co. (2.37) 
For n = 1,2,. . . , let 5, =Cr:S,:_, (X,+1)-‘. It is known (Chung, 1967, p. 84) that 
{&} are i.i.d. random variables. By (2.37), 
E(e,)= f (i+l)-‘4i<c0. 
,=O 
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Now define 
N,,=SUp{i: &<?I}= i I[&=K]. 
k=l 
Then by the Strong Law of Large Numbers and the recurrence of {X,,}, we have 
that N,, -, co a.s. and 
t:I 5i/Nn + E(51) a.s. (2.38) 
Observe that 
This and (2.38) imply that 
i (Xi+l)-‘/Nn+E([,) as. 
i=O 
(2.39) 
The conclusion (2.35) therefore follows from Lemma 2.19 and the fact that 
n’-‘T,=(n’-‘NJ 
( 
i (x,+1)-’ N, 
i=l I > 
Corollary 2.20. Assume that (2.14) holds and T < 1. Let {&} be an invariant measure 
of {X,,}. Suppose thatfand g are two functions on (0, 1, . . .} such that 
Then 
iIiof(xil / 
iijo g(X)+ ifof(i)4% j. g(i)4 as- I 
Proof. The proof used to show (2.39) yields 
Corollary 2.21. Assume that (2.14) holds and 7 < 1. Let (40 be an invariant measure 
of {X,} and let f be a function on (0, 1, . . .} such that Cy=“=, 1 f(i)l& <co. Then for any 
a>l-Twehave 
n7 i$of(Xi)+O t2.S. (2.40) 
In particular, nP T,, + 0 a.s. 
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Proof. Using Corollary 2.20 with g(i) = &, and (2.11), 
itof. 
/ 
ii0 Z[Xi = K]+ i%f(i)&/& a-s- 
Hence it is sufficient to show that 
” 
1 z[xi = K] = O(n”) a.S. 
i=O 
By Kronecker’s Lemma, this would follow if we can prove that 
f i-az[xi=K]<a a.s. 
i=O 
But 
f ip”E(z[xi=K])<q 
i=O 
by (2.10). 
While Theorems 2.16 and 2.18 provide exact growth rates for T,, in the cases r> 1 
and T < 1, the case T = 1 appears to be more difficult. The following theorem gives 
only a partial result. 
Theorem 2.22. Assume that (2.14) holds and T = 1. Then 
T,/log n : cc (2.41) 
and for any (Y > 0, 
n-*T., + 0 a.s. (2.42) 
Proof. We will show (2.42) first. Let U,, be a sequence of i.i.d. random variables 
which are uniformly distributed over [0, l] and are independent of { Y,,i, Z,, n 2 1, i 2 
1). (If necessary, we can enlarge the probability space so that {U,,} can be defined.) 
Given LY > 0, choose O<p < 1 such that p+ (Y > 1. Define 
z:, = Z,Z[ u, =s p] 
and 
x:, = xi-’ Y,,, + z;, x:,=0. 
i=l 
Clearly, X, 2 XL a.s. and 7’= [2E(ZL)]/var( Y,,,) =2pA/a2=p. Thus, by Corollary 
2.20 
T,c f: (1+X:)-‘=o(n”) a.s. 
i=O 
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Now let us show (2.41). Given M > 0, we can find O< q < 1 such that q-’ > M. 
Define a sequence of i.i.d. random variables J, such that {.Z,,} is independent of 
{ yn,i, It73 n zl,i~l} and P{.Z,,=l}=l-P{J,,=O}=q. Also define 
z,= c Y,,,+z,+J,, z,=x,. 
i=l 
Clearly, Z, 2 X,, a.s. and 2E(Zn+J,,)/var( Yn,i) =2(A +q)/m2> 1. By Theorem 2.15, 
; (l+Zi)-‘/logn:(A+q-~2/2)-‘=q-1>M. 
i=O 
Hence 
This completes our proof. 
Remark 2.23. When r < 1, Theorem 2.18 and Lemma 2.19 imply that I:=, Z[X, = K] 
and T, have the same order n’-‘. For the case T = 1, Lemma 2.19 implies that the 
order of Cy=, Z[Xi = K] is log n. However, (2.41) indicates that the order of T, should 
be larger. This is due to the fact that for T = 1 
f (l+i)-‘&=oo, 
i=l 
(2.43) 
where {pi} is an invariant measure for {X,,}. Note that (2.43) follows from (2.11) 
and (2.41) can be obtained using (2.36), (2.43) and the arguments in the proof of 
Theorem 2.18. Our approach has the advantage that if one is able to show that 
(2.20) holds a.s. then (2.41) would also hold a.s. 
Remark 2.24. Pakes (1975a, p. 15) conjectures that for T = 1, there is a constant 
c>Osuchthat E(l+X,,-‘-- c log n/n. If this conjecture is true then the exact order 
of T, would appear to be (log n)‘. But the convergence type of the possible limiting 
result is still unknown. 
3. Supercritical case 
It is known (Seneta, 1970) that if 
m> 1, O<a2<co and O<h<co, 
then there is a positive random variable V such that 
lim m-*X, = V a.s. 
n-m 
(3.1) 
(3.2) 
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This can be viewed as a Strong Law. In this section we will derive limiting distribution 
results for some functionals of {X,}. 
Let KY” denote the space of real sequences n = (x1, x2,. . .) with metric 
Let C2 be the Bore1 u-field generated by d. For each sequence of random variables 
H,,, consider the random elements r,, = {mi} and I = {n} on (R”, 3) defined by 
(x,-,+1 - mxn_i - H,_,+,)/(x,_,+ l)r’*, i= 1,. . . ) n, 
Yni = 
0, otherwise, 
(3.3) 
and 
Y,, are i.i.d. random variables distributed as N(0, v2). (3.4) 
Theorem 3.1. Assume that (3.1) holds and EIH,I = O(m”“). Then 
r,, + r weakly in R”. (3.5) 
Proof. It is known (Billingsley, 1968, p. 19) that in (W”, 33) (3.5) is equivalent to 
the weak convergence of {Yn,i, 1 G i c T} for all integers r> 0. Fix r> 0. Since 
Elln-i+ll + EIHn-i+lI = O(m “‘*), by (3.2), (InPi+, - H,_,+,)/(X,_i+ 1)“2 = o,(l) for 
1 d is T. Hence we only have to consider the case H,, = Z,, or the case 
Ynr = z[lGi=sn] xtmr ( Yn_i+,,j- m)/(X,_;+ 1)1’2. (3.6) 
j=l 
Now we can use the same argument as that in Theorem 1 of Heyde and Brown 
(1971) to complete our proof. 
Note that in the proof of Theorem 1 of Heyde and Brown (1971), not only finite 
dimensional convergence is established but also a tightness result, which is not 
required in our proof of theorem 3.1. This is due to the fact that they topologize 
KY” with the metric p, where 
(3.7) 
and in (W”, p) finite dimensional Bore1 subsets do not form a convergence determin- 
ing class. Their use of the metric p is motivated by the following application. First 
note that the process {zn} they consider is a nonimmigration branching process 
and the random element they study is W, = ( W,,, , Wn2,. . .) with W, = Xn,j - Xn,j_l 
and X,,, j = (m-‘&+j - T?,,)/( 1 + %,,)I’*. Letting W = lim,,,%n/m”, they use their 
weak convergence result to derive asymptotic normality for m”( W- mmn%,,)/ 
(1+&“. This leads them to consider the mapping h(x) =lim ~up~_~C/n=i Xj. 
Since h is continuous under p, the desired conclusion follows from the continuous 
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mapping theorem. Although h is not continuous under d, the following simple 
lemma (Billingsley, 1968, p. 28) can be used to replace the tightness arguments and 
provide results for more general functionals (cf. Corollary 3.3). 
Lemma 3.2. Assume that for each n, random variables V,, U,,,, U,,, . . . are dejned 
on the same probability space. Suppose that, for each j, 
d 
Uj, + Uj asn+a, (3.8) 
d 
Uj+ U as n+co. 
and, for each E > 0, 
(3.9) 
lim lim SUP P( 1 Ujn - V, 12 E) = 0. 
j-cc rl+oo 
(3.10) 
d 
Then V,--+ Uas n+co. 
Corollary 3.3. Assume that (3.1) holds and EIH,,I = o(m”‘*). Let {c,} be a sequence 
of real numbers such that CT=, lcil (~0. Then as n + co, 
ii, Ci(X~_i+~-mX,-i-H,-i+~)/(X,_,+l)”’~ N( 0, U* E Ci>. (3.11) 
i=l 
Proof. It is not difficult to see that 
Hence we only have to consider the case Z-I,, = I,. For each j, let 
ujn = f: CiYnir Uj = f: ciyi and U = F ci yi 
i=l i=l i=l 
where yni and yi are defined by (3.6) and (3.4) respectively. By Theorem 3.1, (3.8) 
holds. It is obvious that (3.9) holds with U = N(0, a2 Cy=, cf). Now observe that 
for j 3 n, Uj, = U,,, and for 1 s j < n, by Chebyshev’s inequality, we have that 
p((q,-U,,I> E)~EI~,-U,,I~/E*=W~/&* i CfE[Xn-i/(X,-i+l)I 
i=j+l 
Hence (3.10) holds with V,, = U,,,. Applying Lemma 3.2, we obtain Corollary 3.3. 
The following analogue of the Central Limit Theorem was obtained using a direct 
method by Heyde and Seneta (1971). We derive it as a consequence of our approach. 
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Corollary 3.4. Assume that (3.1) holds and b2 < 00. Then as n + ~0, 
m”(V-m-“X~)/(1+X.,)1/2~ N(0, (m-l)-‘fr’). (3.12) 
Proof. Observe that 
m”( V- m-“X,) = lim mn(mn-(n+i)X,+, - m-“X,) 
iho0 
(3.13) 
= f m-i-l 
Cxni-i+l - mX+, - Zn+,+l) + F mpi-lZn+i+l. 
i=O i=O 
By (3.1), (3.2) and the fact that E(Z,) = A, 
; mp,P1 
Zn+i+l/(l +Xn-1)“2 = o,(l). (3.14) 
i=O 
Let U = N(0, a2/(m - 1)) and for each n and j, define 
ZJj, = t mpip’(Xn+i+, - mX,+i - Z,+i+l)/( 1 +X,_,)1’2, 
i=O 
Uj=N(0,Pja2) withp,=(l-m-‘-‘)/(m-1) 
and 
Since 
V, = f m-i-‘(X,+i+, - mX,+i - Z,+i+,)/(l +Xn_,)1’2_ 
i=O 
Ujn = f: K-‘Y,+,,j_i[(Xn+i+ 1)/(X,_, + l)]“‘, 
i=O 
where yn,; is defined by (3.6), and in view of (3.2) and Theorem 3.1, 
d 
uj* + uj as n+co. 
It is obvious that 
d 
Uj+ U asj+oo. 
Now, 
0 
2 co 
E/Z.&- Vn12= z C m-2iE[X,+i/(l+X,_,)] 
i=j+l 
and 
E(X,+,]X,_,) = m’+lXn_l+(mi+‘- l)A/(m - 1). 
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Thus 
2 
[l+h/(m-1)] ; &+I 
i=j+l 
and consequently (3.10) holds. By Lemma 3.2, (3.13) and (3.14), (3.12) follows. 
The case (Y = 1 of the following theorem is used by Wei and Winnicki (1987) to 
prove that the conditional least squares estimator of m has a normal limit law. 
Theorem 3.5. Assume that (3.1) holds. Then for any (Y > -i, as n + 03, 
[ 
Y? (xi-*+1) 1 
--a--1/2 n 
C (Xi_l+l)U(Xj-mXj_*-A)~ N(0,fif12). 
i=l i=l 
where /3 = (m - 1)2”“/( m2*+’ - 1). 
Proof. By (3.2) we have that 
lim m-n i (Xi_l+l)= V/(m-1) a.s. 
n_oO i=l 
Therefore, if we can show 
i& [(Xi_,+l)a+“2-(mi-‘V) “+“2](Xi - mX,_, - h)/(Xi_, + 1)“2 
= 0,(m”(a+l/2)), 
then (3.15) is equivalent to 
(3.15) 
(3.16) 
(3.17) 
m* F-1 
--a-1/2 n 
m-l 
Cm (i-‘)(a+“2)(Xi - mXi_, - A)/(Xi_, + 1)ri2: N(0, j3a2), 
i=l 
(3.18) 
or 
(m - 1)01+‘12 i m-(“-if’)(a+‘/2)(Xi - mX,_, - A)/(X,_, + 1)ri2: N(0, @a’). 
i=l 
(3.19) 
But (3.19) is a direct consequence of Corollary 3.3 with H,, =A and c, = 
[(m - l)mn]--(a+l/2)* 
It remains to prove (3.17). By the Cauchy-Schwarz inequality 
i [(Xi_,+1)“~“2-(~i~1V)“t1’2](X~-~Xi_,-A)/(Xi_l+1)1’2 
i=l 
< A1/2B1/2 
n n , (3.20) 
where 
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and 
B 
n 
= i m’“““+‘/2’ (X,-, - mX,_, - h)2/(X,_, + 1) 
i=l 
BY (3.2) 
(i-l)(a+l/2) 
> 
= O(mf7(a+l/2)) a.s. 
281 
(3.21) 
Also, E(B,) =O(rr~“(~+“~)). Hence B, =O,(m n(a+“2)). From this, (3.21) and (3.20), 
(3.17) follows. 
This completes our proof. 
Acknowledgement 
The authors would like to thank the referee for suggesting several references and 
improvements to an earlier version of this paper. 
References 
K.B. Athreya, and P.E. Ney, Branching Processes (Springer-Verlag, New York, 1972). 
K.B. Athreya, and P.E. Ney, A new approach to the limit theory of recurrent Markov chains, Trans. 
Amer. Math. Sot. 245 (1978) 493-501. 
P. Billingsley, Convergence of Probability Measures (Wiley, New York, 1968). 
Y.S. Chow, Local convergence of martingales and the law of large numbers, Ann. Math. Statist. 36 
(1965) 552-558. 
Y.S. Chow and H. Teicher, Probability Theory (Springer-Verlag, New York, 1978). 
K.L. Chung, Markov Chains with Stationary Transition Probabilities (Springer-Verlag, New York, 1967). 
S.N. Ethier and T.G. Kurtz, Markov Processes: Characterization and Convergence (Wiley, New York, 
1986). 
D. Griffeath. A maximal coupling for Markov chains, Z. Wahrsch. Verw. Geb. 31 (1975) 95-106. 
P. Hall, and C.C. Heyde, Martingale limit Theory and its Application (Academic Press, New York, 1980). 
CC. Heyde and B.M. Brown, An invariance principle and some convergence rate results for branching 
processes, Z. Wahrsch. Verw. Geb. 20 (1971) 271-278. 
C.C. Heyde, and E. Seneta, Analogues of classical limit theorems for the supercritical Galton-Watson 
process with immigration, Math. Biosc. 11 (1971) 249-259. 
C.C. Heyde, and E. Seneta, Estimation theory for growth and immigration rates in a multiplicative 
process, J. Appl. Prob. 4 (1972) 235-256. 
C.C. Heyde, and E. Seneta, Notes on “Estimation theory for growth and immigration rates in a 
multiplicative process”, J. Appl. Prob. 11 (1974) 572-577. 
N. Ikeda, and S. Watanabe, Stochastic Differential Equations and Diffusion Processes (North-Holland, 
New York, 1981). 
282 C.Z Wei, J. Winnicki / Branching process with immigration 
K. Kawazu, and S. Watanabe, Branching processes with immigration and related limit theorems, Theor. 
Prob. Appl. 16 (1971) 36-54. 
H. Kesten, P. Ney, and F. Spitzer. The Galton-Watson process with mean one and finite variance, Theor. 
Prob. Appl. 11 (1966) 513-540. 
L.A. Klimko, and P.I. Nelson. On conditional least squares estimation for stochastic processes. Ann. 
Statist. 6, (1978) 629-642. 
T. Lindvall, Convergence of critical Galton-Watson branching processes, J. Appl. Prob. 9 (1972) 445-450. 
B. Mellein, Diffusion limits of conditioned critical Galton-Watson processes, Rev. Colomb. Mat. 16 
(1982a) 125-140. 
B. Mellein, Local limit theorems for the critical Galton-Watson process with immigration, Rev. Colomb. 
Mat. 16 (1982b) 31-56. 
B. Mellein, Green function behaviour of critical Galton-Watson process with immigration, Bol. Sot. 
Bras. Mat. 14 (1983a) 17-25. 
B. Mellein, Kac functionals of diffusion processes approximating critical branching processes, in: B. 
Gomez et al., eds., Stochastic Processes Applied to Physics and Other Related Fields. World Sci. 
Pub., Singapore (1983b). 
E. Nummelin, General Irreducible Markov Chains and Non-negative Operators (Cambridge Univ. Press, 
Cambridge, 1984). 
A.G. Pakes, On the critical Galton-Watson process with immigration, J. Austral. Math. Sot. 12 (1971) 
416-482. 
A.G. Pakes, Further results on the critical Galton-Watson process with immigration, J. Austral. Math. 
Sot. 13 (1972) 277-290. 
A.G. Pakes, Non-parametric estimation in the Galton-Watson process, Math. Biosc. 26 (1975a) 1-18. 
A.G. Pakes, Some results for non-supercritical Galton-Watson process with immigration, Math. Biosc. 
24 (1975b) 71-92. 
M.P. Quine, Asymptotic results for estimators in a subcritical branching process with immigration, Ann. 
Prob. 4 (1976) 319-325. 
H. Rubin, and J. Sethuraman, Probabilities of moderate deviations, Sankhya A27 (1965) 325-346. 
E. Seneta, Functional equations and the Galton-Watson process, Adv. Appl. Prob. 1 (1969) l-42. 
E. Seneta, A note on the supercritical Galton-Watson process with immigration, Math. Biosc. 6 (1970) 
305-311. 
M. Smoluchowski, Drei vortrage uber diffusion Brownsche bewegung und wagulation von kolloidtelchen, 
Physik. Zeits. 17 (1916) 557-585. 
K.N. Venkataraman, A time series approach to the study of the simple subcritical Galton-Watson process 
with immigration, Adv. Appl. Prob. 14 (1982) l-20. 
C.Z. Wei, and J. Winnicki, (1987), A unified estimation theory for the branching process with immigration, 
Technical Report, University of Maryland (1987). 
