The existens of a polynomial algorithm for nding a cycle covering a given set of vertices in a semicomplete multipartite digraph (if it exists) was conjectured by Bang-Jensen, Gutin and Yeo in 4]. The analog problem for semicomplete bipartite digraphs was conjectured by Bang-Jensen and Manoussakis in 5]. We prove the conjecture from 4] in the a rmative, which also implies the conjecture from 5]. We furthermore give a polynomial algorithm to nd a cycle covering a given set of vertices in a semicomplete bipartite digraph, which is the longest of all such cycles, and we conjecture that such an algorithm also exists for semicomplete multipartite digraphs.
Introduction
A semicomplete multipartite digraph (abbreviated to SMD) is a digraph D = (V (D); A(D)) for which the vertices of V (D) can be partitioned into a number, k 2, of subsets (called color classes) such that every pair of vertices from the same color class are non-adjacent and every pair of vertices from di erent color classes are adjacent (i.e. there is at least one arc between them). Two well-known special cases are semicomplete digraphs (when k = jV (D)j) and semicomplete bipartite digraphs (when k = 2), which is abbreviated to SBD. It is well-known that there is a cycle including a set of vertices in a semicomplete digraph, of order n, if and only if the vertices lie in the same strong component. Furthermore we can in O(n 2 ) time nd a cycle including all the vertices of such a strong component. This implies that we in O(n 2 ) time can nd a cycle covering a given set of vertices in a semicomplete digraph (if it exists) and which is the longest of all such cycles.
Bang-Jensen and Manoussakis conjectured that there was a polynomial algorithm to nd a cycle covering a given set of vertices in a SBD. In this paper we prove two generalization of this conjecture: (1) There is a O(jV (D)j 5 ) time algorithm which nds a cycle covering a given set of vertices in a SBD, D, (if it exists) and which is the longest of all such cycles; (2) There is a O(jV (D)j 5 ) time algorithm which nds a cycle covering a given set of vertices in a SMD. In 4] it is conjectured that there is a polynomial algorithm for nding a cycle covering a given set of vertices in a SMD, which we therefore also prove in the a rmative.
To prove the existens of such algorithms, we use the main result from 16] by Yeo, which in turn uses the results from 2] by Bang-Jensen, Gutin and Huang. The main result obtained in 16] has many other nice consequences: Every diregular SMD is Hamiltonian. If the size of the largest independent set in a k-strong SMD D is at most 2k and D has a factor, then D is Hamiltonian. Any set of k vertices in a k-strong SMD lie on a common cycle. See furthermore 3, 4] for other applications of 16].
In 4] Bang-Jensen, Gutin and Yeo prove the existens of a polynomial algorithm for nding a Hamilton cycle in a SMD (if it exists). This polynomial algorithm is somewhat more complicated, and was discovered several years later, then the equivalent polynomial algorithm for SBD (see 13] ). In 4] the following conjecture is stated. In this paper we prove conjecture 1.2 for the more restricted class of SBD's, which gives support for conjecture 1.2.
A digraph is called quasi-transitive if for any triple x; y; z of distinct vertices of D, such that xy and yz are arcs of D there is at least one arc from x to z or from z to x. The O(jV (D) 5 ) time bound found in this paper, is identical to the time bound found for equivalent algorithms for quasi-transitive digraphs. In 1] Bang-Jensen and Gutin, give a O(jV (D)j 5 ) time algorithm for nding a cycle covering a given set of vertices, in a quasi-transitive digraph D, and which is the longest of all such cycles (they in fact prove a slightly more general result).
Terminology and preliminaries
We shall assume that the reader is familiar with the standard terminology on digraphs and refer the reader to 8] for terminology not discussed here.
In this section, D denotes a digraph, x and y are distinct vertices of D, X and Y are disjoint sets of vertices in D and Q and R are vertex disjoint subgraphs of D.
Every cycle and path is assumed simple and directed. A k-path-cycle subgraph F of D is a collection of k paths P 1 ; P 2 ; :::; P k and a number of cycles Z 1 ; Z 2 ; :::; Z s in D (s 0), all vertex disjoint. We shall write F = P 1 P 2 ::: P k Z 1 Z 2 ::: Z s (we always list the paths before the cycles). A (X; Y )-maximal k-path-cycle subgraph, F, is a k-path-cycle subgraph where X V (F ) and jY \ V (F )j jY \ V (F 0 )j, for all k-path-cycle subgraphs, F 0 , with X V (F 0 ). A cycle subgraph is equivalent to a 0-path-cycle subgraph. If F = C 1 C 2 : : : C t is a cycle subgraph and C is a cycle with V (C )\V (F ) = ;, then F C denotes the cycle subgraph C 1 C 2 : : : C t C . Furthermore we shall say that C 0 2 F, if C 0 is a cycle in the cycle subgraph F.
If there is an arc from x to y then we say that x dominates y and write x!y.
We write X!Y if x!y for every pair x 2 X, y 2 Y of adjacent vertices. If X!Y , then there may be a pair x 2 X, y 2 Y such that both x!y and y!x. We write X)Y (X strongly dominates Y ) if there is no arc from Y to X (note that ther may be non-adjacent vertices, x 2 X and y 2 Y , even if X)Y ).
A path starting at x and terminating at y is an (x; y)?path. An (x; y)?path P is a (Q; R)-path if x 2 V (Q), y 2 V (R) and V (P ) \ (V (Q) V (R)) = fx; yg. Let F be a subgraph of D containing both Q and R. A (Q; R) F -path P is a (Q; R)-path with jV (P ) \ V (F)j = 2. D is strongly connected (or just strong) if there exists an (x; y)?path in D for every ordered pair of distinct vertices fx; yg of D.
If P is a path containing a subpath from x to y we let P x; y] denote that subpath. Similarly, if C is a cycle containing vertices x and y, C x; y] denotes the subpath of C from x to y. DhQi is the subgraph induced by the vertices in Q. We 
Let C be a cycle containing the vertex x and the vertex set X (note we only allow C to be a cycle, not a path). Then, x + C (x ? C ) denotes the successor (predecessor, resp.) of x on C. Moreover, X + C = fx + C : x 2 Xg, X ? C = fx ? C : x 2 Xg. When the cycle C is determined from the context, we shall usually omit the subscript C. Semicomplete multipartite digraphs (SMD's) and semicomplete bipartite digraphs (SBD's) were described in the introduction. if x is a vertex in a SMD, then V c (x) will denote the color class (i.e. maximal independent set), which x belongs to.
We conclude this section with the following de nition. We now obtain the desired 1-path-cycle subgraph, by deleting z from F. . As the proof of Theorem 4.4 requires an algorithm, we will rst describe this algorithm, and give a lemma before we complete the proof of Theorem 4.4. The algorithm, consists of the following three steps. This was the desired algorithm. The algorithm would also work if we deleted the rst line in step 3, and changed the notation accordingly. However this would also complicate the notation in the proofs. Before we prove that the algorithm has the desired properties, we need the following lemma. Proof of (a): This follows immediately from Theorem 4.1 (iv). Proof of (b): We will prove (b) by induction. Clearly (b) is true when we have executed step 2 for the rst time, as then X F in , jY \ V (F in )j = k max and F out = ;.
If we entered step 2 from ( ), then V ( To prove the second part of (d), assume that it is false and that there exists a x 2 V (C v ) and a y 2 R i \V (C i ), such that x!y. This is however a contradiction against the rst part, since y ? 6 2 R i . Assume for the sake of contradiction that (ii) is false, and that there is a 1-pathcycle F 0 = P 0 C 0 1 : : : C 0 t 0 and integer i, as described in (ii). Let P 0 = p 0 1 p 0 2 : : : p 0 l , and observe that just before we enter ( ) in step 3, with the value i, we have p 0 1 2 W and p 0 l 2 Q. It is now an easy exercise to check that F 0 would imply that the algorithm would enter ( ) and not ( ) in step 3, which is a contradiction. Therefore (ii) holds.
We will now show that (i) holds. Let P = p 1 1 and x a have in-and out-degree one, x ? 1 has out-degree zero and in-degree one and x a has in-degree zero and out-degree one. Thus the digraph described is a spanning 1-path-cycle subgraph of DhV (C t 
(ii)
. This shows that T \ S = ;. Since S \ T = ; we get S L t \ X \ V (C t ), which proves (i). From the de nition of S we get that S)V (C t )?S ? and W S ? , which proves (ii) and (iii). To prove (iv) let u 2 V (D)?V (F )? L t such that S6 )u. Let s 2 S be arbitrary with u!s. We must have ( L t \ R)6 )u, since otherwise s 2 T which is a contradiction. Let q 2 ( L t \ R) be arbitrary such that u!q. If there is a (C t ; u)-path, P, in D ? V (R), then Pq is a (C t ; R)-path, with q ? 6 2 L t which is a contradiction against Theorem 4.3. Therefore, if S6 )u then there is no (C t ; u)-path in D ? V (R). This proves (iv).
Proof of (v) Let L t be de ned as in Theorem 4.3. let S be de ned as above and let C be a cycle covering X. Let ChV (D) ? V (R)i = P 1 P 2 : : : P f , where P 1 ; : : : ; P f are pairwise vertex disjoint paths. We may without loss of generality assume that there exists an integer, l, such that V (P i ) \ V (C t ) 6 = ;, for 1 i l and V (P i ) \ V (C t ) = ;, for l + 1 i f. Let v i be the last vertex from C t on the path P i (i = 1; 2; : : : ; l), and let u i be the rst vertex from C t on the path P i (i = 1; 2; : : : ; l). Finally let r i be the predecessor of u i in C. We will now show the following four statements: (by the de nition of W and by (iii)). This shows the rst part.
By (i), we obtain that S X, which implies that S V (C). Since v i 2 S ? (for i = 1; 2; : : : ; l) and jSj = jS ? j, there are l vertices from S whose predecessor on C is not from S ? . By ( ) they must be fu 1 ; u 2 ; : : : ; u l g, which shows the second part. The construction of C 0 , implies that X V (C 0 ), and by ( ) we obtain that jV (C 0 )\ Y j jV (C) \ Y j. Furthermore from the construction of C 0 , we obtain that C 0 is F-canonical. This completes the proof. .
Main Algorithm
The following theorem is the main result of this paper. We continue this process until we either obtain a cycle, or we prove that there is no cycle covering X. The correctness of the algorithm is seen from (a) and (b). By (c) we observe that the set E, which is used in the transformation, decreases in size for every iteration. This implies that we use Theorem 4. We have shown that if D is a SBD and X V (D), then there is a polynomial algorithm for nding a cycle covering X (if it exists), and which is the longest of all such cycles. This result gives support for the above conjecture.
Finally we conclude this section with a conjecture which, if true, would imply all the other conjectures mentioned in this section.
