For the design and optimization of multistage assembly processes, a computationally cheap mathematical model that links design parameters with the final product dimensional quality is highly desirable. We propose a systematic approach to building a surrogate model of simulations of multistage assembly processes. At the heart of this approach is a multiple-input-multiple-output surrogate modeling framework that uses a recently developed integrated emulation technique. The unique feature of this technique is that the surrogate models for multiple outputs are fitted simultaneously. The corresponding experimental design issues are also addressed. The proposed method provides good prediction accuracy and requires minimal physical knowledge of the underlying system. The effectiveness of the method is demonstrated through a case study.
Introduction
As a critical stage in manufacturing, assembly process joins individual parts together to form functional products. Dimensional quality of the assembled products is a crucial factor influencing the final product functionality and customer satisfaction. Therefore, dimensional variation reduction has long been an important issue in the design of product assembly systems. A well-designed assembly system should achieve dimensional variation reduction at a minimal cost in order to provide the products with greater competitiveness in the market.
To design an assembly process with good dimensional quality, a model to link the dimensional quality of the final product with various design and process parameters, such as nominal locations of fixture locators, is essential. For an assembly process, such a model can be used to evaluate various design alternatives and predict final dimensional quality of the product. This type of model can be included as an evaluating core into an optimization loop to find the optimal design parameters. Existing methods for building such models can be roughly categorized into three types: (1) computer simulation models, (2) physical models based on kinematic analysis, and (3) surrogate models based on computer simulation.
Commercially available computer softwares, such as 3DCS ANALYST and VIS VSA, can be used to build complex assembly models and provide results close to reality. Monte Carlo simulation is often used to estimate variations of dimensional errors. Running such computer models can be time-consuming given the complex nature of multistage assembly systems. Furthermore, the simulation model is built for a specific design configuration while optimization requires easy reconfiguration of the model so that a number of design alternatives can be evaluated. This can be difficult in practice for simulation models that only allow manual adjustment. For the above reasons, computer simulation models are primarily used for design validation purpose and not ideal for design optimization.
The second type of model relates product dimensional quality with design parameters and process errors through kinematic analysis of part-part and part-fixture interactions and has been studied extensively in the literature [1] [2] [3] [4] [5] [6] . Since a multistage assembly process consists of multiple stations and involves a large number of design parameters, the physical models are first built at the station level, and then linked together. Closed-form mathematical formulas are derived and the model can be evaluated quickly. As these models are derived based on physical laws, the entire assembly process has to be thoroughly studied. In a multistage assembly process, large numbers of design parameters and the complexity of the process make the model building process very timeconsuming, tedious, and error-prone. Therefore, in practice, these models are often used under fixed fixture layouts for tolerance analysis/synthesis and fault diagnosis (e.g., Refs. [7] [8] [9] ), with relatively few other applications such as fixture layout design (e.g., Refs. [10, 11] ) and active control [12] .
The third type of model, i.e., a surrogate model based on computer simulation, is situated in the middle of the two types discussed above. First, a set of carefully designed computer simulations are conducted to obtain training data. A surrogate model built based on the training data is then used as a predictor for untried designs. This method has several advantages over the first two types of models. First of all, it is conceptually simple and very flexible; the modeling complexity does not increase much for complicated locating schemes and it can be implemented whenever training data can be obtained from computer simulation, irrespective of the complexity of the underlying process. Second, it does not require detailed analytical derivations of the underlying physical system. Third, surrogate models are expressed in closedform mathematical formulas and can be evaluated quickly. Because of these advantages, surrogate modeling has drawn some attention recently. Kim and Ding developed a data-mining methods guided approach for fixture layout design using feature functions as surrogate of the objective function [13] . Huang et al. proposed a yield surrogate model based approach for tolerance synthesis in multistation manufacturing systems under fixed fixture layout [7] . The surrogate models in their work are not built for directly linking design parameters with final product dimensional variations. Loose et al. developed a hybrid approach to building a surrogate model for assembly processes [14] . In their method, the mathematical structure of the model is first derived based on physical principles, and then the model parameters are fitted using the training dataset obtained through computer simulation. This method is limited to 3-2-1 fixture layout and, like the second type of model, the model derivation is lengthy, tedious and error-prone. Beyond these research works that are specifically targeted on assembly process modeling, it is also possible to apply generic surrogate modeling techniques to the multistage assembly process. For example, Kriging has been one of the most popular surrogate modeling techniques applied to many engineering problems [15] [16] [17] [18] . However, the conventional Kriging model deals with univariate output and thus a large number of Kriging models have to be built for the multistage assembly process because of the large number of quality measurements. The multivariate nature of assembly processes calls for a more viable approach for surrogate modeling.
To fill this gap, we propose a generic multi-input and multioutput surrogate modeling method for multistage assembly processes. The method directly links the fixture layout design with the dimensional quality of final product. The generic model structure as used in Kriging is adopted and thus minimal physical derivation is needed. It can also be applied to various assembly process configurations as long as their computer simulation models are available. A recently developed integrated emulation method based on Gaussian process [19] , denoted as gaussian process model for qualitative and quantitative factors (GPQQ), is used to capture the relationships among multiple inputs and multiple outputs simultaneously. GPQQ allows the information contained in the training data to be extracted to a larger extend by sharing information across different response levels, which lead to improved prediction accuracy. Several specific issues in the design of experiments are addressed. This approach will be compared with a conventional Kriging approach and validated in a case study.
The proposed model has a mathematical expression explicitly relating product dimensional quality with both design parameters (fixture layout) and process errors (locator deviations). Besides design optimization, it can also be used for a number of other purposes related with propagation of process variations such as: (1) tolerance synthesis for allocating tolerance to different error sources (e.g., Refs. [7, 8] ; (2) fault diagnosis to identify root causes (e.g., Ref. [9] ); (3) optimal sensor distribution for maximizing system diagnosability at minimal cost (e.g., Ref. [20] ).
The remainder of this paper is organized as follows. In Sec. 2, we will give a detailed description of the problem. Section 3 describes the surrogate modeling approach for rigid body assembly processes. The modeling for a multistage assembly system is presented in Sec. 4. Section 5 shows a case study to validate the proposed method. Section 6 concludes the paper.
Problem Formulation
A typical multistage assembly process is illustrated in Fig. 1 . To limit the scope, only rigid body assembly processes are considered in this paper. However, the methods developed could be applied to compliant assembly cases as well through simple extensions, as long as a computer simulation is available. In this figure To establish a model linking design parameters with product dimensional quality, we need two sets of coordinates: a fixed world coordinate system, WCS and a local coordinate system, LCS that is attached to each part. On each part, a reference point is chosen as the origin of its LCS. In this way, the spatial deviation of a part in the WCS with respect to its nominal location, which is a direct measure of the dimensional quality of the final assembly, can then be represented by the deviation of its LCS relative to WCS. Under the assumption of frictionless point contact of locators to the workpiece and following [21] , we consider a generic locating scheme for a 3D rigid body with six locators. Let l i be the position vector of ith locator in WCS, then L ¼ ½l T is an 18 Â 1 vector containing the information of the fixture layout. Define the spatial location of the workpiece as a 6 Â 1 vector q 0 in WCS, which contains three translational and three rotational parameters of the workpiece in the three-dimensional space. The detailed definition of q 0 can be found in Ref. [21] . Then, spatial deviation of the workpiece, dq 0 , is a nonlinear function of L and locator deviations dL dq 0 ¼ hðL; dLÞ (1) The workpiece deviation is linked with fixture layout and locator deviations by the above function describing the part-fixture interaction. Based on Eq. (1), a surrogate model can be built to emulate function hðÁ; ÁÞ using input L; dL, and output dq 0 from computer simulations. Equation (1) implies that the product dimensional quality dq 0 is only influenced by the nominal locations and the deviations of the fixture locators. In reality, the geometric accuracy of the part itself will also influence the final dimensional quality. However, it is known that in most assembly processes, the part inaccuracy can be viewed as equivalent to certain fixture locator deviation [5] . For this reason, we will only consider L and dL as the independent variables in Eq. (1) . Under the usual assumption that the locator deviations dL are much smaller compared to size of the workpiece, Eq. (1) can be simplified to the following linear form [21] 
wherehðLÞ is a 6 Â 18 matrix whose entries are complicated nonlinear functions of L andhðLÞ can be further decomposed as ÀJ À1 U L . The matrix U L contains outgoing norms of all the surface points where locators make contact with the workpiece and J is known as the Jacobian matrix, which contains information of the fixture layout under nominal condition and characterizes the kinematics of the workpiece-fixture system. When the workpiece is deterministically located, the Jacobian matrix is nonsingular [21] . The matrix U L acts as a projection matrix that converts the positional error of a locator to the translational error along the contact point's normal direction.
Comparing with Eq. (1), the special structure in Eq. (2) simplifies the surrogate modeling task significantly because we can build a surrogate model for functionhðÁÞ depending on L only; then the surrogate model for dq 0 can be obtained by simply multiplying hðLÞ with dL. Furthermore, we knowhðLÞ ¼ À J À1 U L and U L only depends on the norm directions of the contacting points between the part and locators, rather than specific locations of the locators. In other words, if the locators fall on the same planes in two design configurations, then the U L matrices of these two design configurations are the same even the positions of these locators are different within the planes. Thus, in most practical design scenarios, we can treat U L as constant and we need to focus only on the J matrix in the surrogate model building. Based on computer simulations, the surrogate modeling procedure for a single part using Eq. (2) can be briefly described as follows: (i) Generate carefully designed inputs L and dL; (ii) Run computer simulations to obtain output, which is the workpiece deviation dq 0 ; (iii) Calculate entry values of J À1 through Eq. (2); (iv) build surrogate models for J
À1
. The above modeling procedure can be illustrated using Fig. 2 .
Once surrogate models for individual parts have been built using the above procedure, we can link all these submodels together to obtain the system level surrogate model through analysis of part-part interactions and station-station interactions. There are several challenges in building surrogate models for variation propagation in multistage assembly systems. First of all, the number of fixture locators in an assembly system can be very large. For example, a typical car body assembly can consist of 200-250 sheet metal parts assembled in 60-100 assembly stations with 1700-2100 locators [1, 22] . Simultaneous modeling of all design parameters is not feasible and hence a divide-and-conquer procedure must be used to keep the problem at a manageable level. Second, the surrogate modeling of Eq. (2) is a problem with multiple responses (all entries in J À1 need to be modeled), unlike the conventional surrogate modeling problems which are usually univariate. Third, a carefully designed experiment needs to be developed to take advantage of the linear structure in Eq. (2) when modeling the multi-input-multi-output system.
In Secs. 4 and 5, we will show how the proposed surrogate modeling procedure can overcome these difficulties and how to link submodels together.
Surrogate Modeling for a Single Stage Assembly Process
The locating problem of a rigid body workpiece serves as the foundation of modeling a multistage assembly process. In this section, we will develop a surrogate modeling approach for modeling a single workpiece-fixture system.
Kriging
Modeling for a Single Workpiece-Fixture System. As mentioned earlier, the Jacobian matrix is a function of locator nominal locations L. Hence, the inverse Jacobian matrix also depends on L, i.e., each entry in the 6 Â 6 J À1 matrix is a scalar function of L. Define dU ¼ U L dL, then dU is a 6 Â 1 vector containing deviations of locating points along the normal directions of their corresponding contact points. To take advantage of the linear relationship dq 0 ¼ ÀJ À1 dU in the computer simulation, for each designed fixture layout, we let dU
, where s is a small scalar representing the magnitude of the locator deviation along contact point normal direction, e i is a 6 Â 1 vector with ith element being 1 and all others being 0. This allows us to obtain the ith column of J À1 , and hence the entire J À1 matrix by varying e i . Given a fixture layout L, we can obtain its J À1 matrix using this method. If we generate an n-run design through Latin hypercube sampling (LHS, [23] 
n can be obtained through computer simulation. Let the ith row jth column entry in J À1 be denoted as g ij ðLÞ, which is a scalar function of L and i, j ¼ 1, 2, …, 6. Then each g ij ðLÞ can be modeled through Kriging based on the N design runs, hence building a surrogate model for J À1 ¼ fg ij ðLÞg. Kriging models the response as a regression part for global trend plus a Gaussian random process for local perturbation [18] , i.e.,
where f(L) is a set of prespecified regression functions, b is a vector containing corresponding regression parameters, and the residual e(L) is assumed to follow a stationary Gaussian random process with zero mean. A correlation structure is defined for the Gaussian random process that assumes input points nearer to each other have higher correlations. Parameters in the model are often estimated using maximum likelihood method. Kriging has been implemented in various readily available packages such as the MATLAB toolbox DACE [24] . It needs to be pointed out that although L has 18 free parameters, the actual number is usually smaller in practice because some of the less interested parameters may be predetermined and some others may be inherently invariant in the system configuration.
Integrated Emulation for a Single Workpiece-Fixture
System. The surrogate modeling procedure described in Sec. 3.1 is straightforward but not favorable in this application. First of all, the method is very messy because a separate Kriging model has to be built for each entry in J À1 , thus resulting in a large number of fitted models. Second, individual fitting of each entry in J À1 ignores the similarities among them, which in fact can be used to improve prediction performance. Therefore, a better way is to use an integrated emulation technique for building a surrogate model of J À1 . For a multivariate system, instead of modeling each response separately, a multivariate emulation technique can model all the responses from different levels as a combined dataset. By incorporating the cross-correlations between different response levels into the model, the multivariate emulation approach can improve the prediction accuracy by borrowing information from other levels.
The idea of integrated emulation can be demonstrated through the simple example in Fig. 3 . In this figure, y 1 and y 2 are two unknown functions that bear some similarity and defined in the same design space x. In order to emulate the functions, we evaluate the two functions at training sites x 11 , x 12 , x 13 and x 21 , x 22 , x 23 , respectively. Following a conventional surrogate modeling procedure, we can build a surrogate model for each function based on its responses at the three design points. However, if we consider the similarity between the two functions, modeling of y 1 can use information not only from its own responses at x 11 , x 12 , x 13 , but also from responses of y 2 at x 21 , x 22 , x 23 with some penalty depending on their degree of similarity. In this way, we borrow information from y 2 to help construct a better model for y 1 . Similarly, information can be borrowed from y 1 when modeling y 2 . This integrated approach essentially increases the number of observations for a function without actually requiring more observations and hence improve the model prediction accuracy. Higher similarity between the two functions will give the integrated model better prediction accuracy.
3.2.1 Brief Introduction to the GPQQ Method. As introduced earlier, the GPQQ method will be used for surrogate modeling due to its high efficiency and ease of implementation. Before using this method to emulate J À1 in Eq. (2), it is necessary to briefly introduce it first.
In Ref. [19] , the method is presented as an integrated emulation method for computer experiments with both qualitative and quantitative factors. Modeling a multivariate response system can be treated as a special case for the GPQQ method if we add an artificial qualitative factor to indicate different response levels (referred to as categories in the paper). For example, to emulate the two functions in Fig. 3 using an integrated approach, apart from the quantitative input x, we add a qualitative factor with two levels, each corresponding to a different function.
Assume there are m response levels (m functions defined over the same input space) and let w ¼ (L T , c) T (c ¼ 1, …, m) denote the input at the cth level with fixture layout L. Similar to that of Kriging in Eq. (3), the scalar response y of the simulation model at an input value w is modeled as
where f ðwÞ ¼ ðf 1 ðwÞ; …; f p ðwÞÞ T is a set of p user-specified regression functions, b ¼ ðb 1 ; …; b p Þ T is a vector of unknown coefficients and the residual e(w) is assumed to be a stationary Gaussian process with mean 0 and variance r 2 . For any two input values w j ¼ ðL
mÞ, the correlation between e(w 1 ) and e(w 2 ) is defined to be
where s c1;c2 ðjs c1;c2 j 1Þ is the cross-correlation between two response levels c 1 and c 2 , KðL 1 ; L 2 Þ is the spatial correlation between two fixture layout designs, and / i are roughness parameters. Essentially, s c1;c2 serves as a penalty term for borrowing training samples from c 2 into the modeling of c 1 , and vice versa.
As an extreme case, if response levels c 1 and c 2 are exactly the same (i.e., they always produce the same value with the same input L), we have s c1;c2 ¼ 1. Define an m Â m matrix T whose rth row and sth column entry is s r;s , r, s ¼ 1, 2, …, m. Then T must be a positive definite matrix with unit diagonal elements so that Eq. (5) can be a valid correlation function. To guarantee this property, a parametric construction of T has been used in the GPQQ method. Details of the parametric construction can be found in Ref. [19] . Note that the correlation function defined in Eq. (5) implies response surfaces at different levels exhibit similar behavior in terms of spatial correlation. While there are some other possible ways to define the correlation function, the proposed form is simple and effective, with clear physical meanings of the parameters involved; its effectiveness has been demonstrated in the literature [19, 25] . Specifically, the artificial qualitative factor c is the index for entries in J À1 , hence m ¼ 36 in this case. By using the GPQQ method, entries in the J À1 matrix can be collectively modeled together and this model is expected to provide better prediction than separately modeling each entry as described in Sec. 3.1.
Experimental Design and Model Fitting.
Since the GPQQ method improves its prediction accuracy of one entry in J À1 by borrowing strength from other entries with different input L, the design sites for different entries need to be different so that we can get maximum benefit from this method. To understand this, let us consider the design where all entries in J À1 are evaluated at a common set of L inputs. In this case, the design sites for the ith entry would be (
Note that the n designs of L are the same for all 36 entries and there are totally 36n design sites yielding 36n responses. For the simple example illustrated in Fig. 3 , such a design implies x 11 ¼ x 21 , x 12 ¼ x 22 , and x 13 ¼ x 23 . Under this design structure, the correlation matrix R (whose ith row jth column entry is the correlation between ith and jth inputs as defined in Eq. (5)) in the GPQQ model is the Kronecker product (denoted by ) of the cross-correlation matrix and spatial correlation matrix
where H is the n Â n spatial correlation matrix whose (j 1 , j 2 )th entry is K(L j1 , L j2 ) and T is the m Â m cross-correlation matrix whose (r, s)th entry is s r,s . As these three matrices are all positive definite, from the property of Kronecker product, we have
For the GPQQ model, the empirical best linear unbiased predictor (EBLUP) of y for any untried input value w 0 iŝ
wherer 0 ¼ ðcorðeðw 0 Þ; eðw 11 ÞÞ; …; corðeðw 0 Þ; eðw mn ÞÞÞ T , F ¼ ðf ðw 11 Þ; …; f ðw mn ÞÞ T , y is the mn Â 1 vector containing responses 
where e i is an m Â 1 vector whose ith entry is 1 and all other entries 0, and O is a n Â 1 vector with all 0 entries. If we plug the result of Eq. (10) into predictor Eq. (8), it is clear that only the training samples from the ith entry are actually used in the prediction of y(w 0 ), i.e., the part of y that corresponds to the nonzero part in the 1 Â mn vectorr
À1 . Therefore, the prediction of w 0 from the ith entry does not borrow strength from training samples of other entries. Based on this result, the GPQQ method loses its major advantage under this specific design structure and it should therefore be avoided. However, it needs to point out that this result does not mean the integrated emulation approach will produce exactly the same prediction values as Kriging since they will have different estimated values of parameters. Whether the integrated approach can provide any benefit over the univariate approach under such design is a complicated issue that extends beyond the scope of this paper. In general, to take full advantage of the GPQQ method, different entries in J À1 should be evaluated with different input L.
Another issue in the experimental design is that the workpiece can be very sensitive to locator errors under some extreme fixture layout designs: it can have very large deviations even with small locator errors. This can be illustrated using a simple example shown in Fig. 4 . A block is deterministically located by six locators as shown in the figure. The fixture layout on the right is different from that on the left by only the nominal location of locator L 3 . Assume L 3 in both layouts have a deviation of the same magnitude DL along the z direction. The resulting deviation of workpiece on the right will be much larger than that on the left because the nominal positions of L 1 , L 2 , and L 3 on the right are almost collinear.
Based on the relationship in Eq. (2), such fixture layout designs can lead to extremely large entries in J À1 and cause formidable difficulty for the GPQQ method. A simple remedy is to remove them by setting limit on the magnitude of entries in J À1 . Based on Eq. (2), any large entry in J À1 indicates high sensitivity of the workpiece to certain locator error. As the first three rows and last three rows in J À1 correspond to different types of errors with distinct units in dq 0 (translational and rotational errors), two different limits may be set for them. In practice, they generally correspond to physically meaningless designs that will be prescreened at the experimental design stage and hence will not enter the optimization cycle. Some simple ad hoc prescreening rules can be found in Refs. [14, 26] . An alternative, yet more complex, method to build surrogate models for response surface with nonstationarity is using a treed model, i.e., design space is partitioned into smaller regions and local models are built (e.g., Ref. [27] ).
For the reasons stated above, we suggest the experimental design proceed as follows:
(1) Using LHS, generate n fixture layout designs for L.
(2) For each fixture layout design, set dU ¼ se 1 as the locator deviation and run computer simulation to obtain workpiece deviation dq 0 . Obtain the first column entries of J À1 as Àdq 0 =s. Check if any design has entries in Àdq 0 =s larger than the set limits. If none, go to step 4); remove them if there are (assume n 0 designs are removed, n 0 ( n). (3) Generate n 0 new designs based on LHS and check again following step 2). If none is removed, proceed to step 4); if there are still undesirable designs in the newly generated designs, repeat the above process until all n designs obtained contain no large entries. (4) Repeat steps (1)-(3) to obtain the remaining five columns in J À1 by setting e i for the ith column, a different set of n training sites should be generated each time.
The above design procedure ensures that the six entries in each row of J À1 are evaluated with different fixture layouts, and hence we can expect improved prediction accuracy from the integrated emulation approach. It should be noted that the entries in the same column are evaluated at the same n sites. This is due to the fact that under a given fixture layout, by setting dU ¼ se i , we always obtain the entire ith column through ðJ À1 Þ i ¼ Àdq 0 =s. Hence, by the results shown in Eq. (10), it is suggested to model each row of J À1 separately using GPQQ instead of modeling all the 36 entries together
where G i is a GPQQ surrogate model for the ith row of J À1 and dependent upon locator nominal locations. Hence, the number of entries modeled by each GPQQ model is six. In this way, we can still take advantage of the GPQQ method as a better integrated predictor against separately fitted Kriging models for individual entries in the matrix. Also, comparing with modeling 36 entries altogether, modeling each row separately can significantly reduce the total number of observations used to fit the GPQQ model. This Note that the method used for generating design points, LHS, can handle only rectangular design regions. In practice, the design region may be irregular such as door panel frames. Constructing space-filling designs for computer experiments in irregular regions is often a difficult task and limited work has been done. Stinstra et al. and Trosset developed algorithms to construct maximin designs in nonrectangular regions [28, 29] . Chuang and Huang constructed uniform designs in any convex design region [30] . One simple solution to construct designs in irregular regions is to discretize the region into grids. Another issue associated with experimental design is to choose a suitable number n so that the response surface can be well approximated with reasonable amount of computation. The adequate number of simulation runs for model fitting depends on the complexity of the response surface, which is determined by the configuration of the workpiece-fixture system and hence unique to all systems. We suggest n be determined by cross-validation with a preset error limit such as 5%.
Linking Submodels for Multistage Assembly Process
In this section, we will show how to link submodels for individual parts together. Without loss of generality, we assume parts are assembled together in a sequential way at each station. In each operation, a new part will be added to an existing part/subassembly that is completely constrained by its fixture. The new part can either be constrained by fixture or the mating feature from an existing part, or both. The two parts will then be permanently joined together as a new subassembly. This subassembly can be joined by another new part in the similar way. This process can continue until all parts have been assembled at one station. At the end of one station, all the assembled parts have been permanently joined together to form a subassembly. Then, the subassembly is transferred to the next station to be assembled with more coming parts. In this process, two types of errors dominate the part dimensional variation: fixture-induced error and reorientation-induced error. Here, we focus on the deviation of an arbitrary part P at the kth station. If Part P is a newly joined part at the kth station, then we can model its deviation by simply following the procedures introduced in Sec. 3. If it has already joined the assembly at a previous station and transferred to the kth station as a part contained within a subassembly, its accumulated part deviation at the kth station, denoted as Dq P ðkÞ in WCS, can be modeled through the following relationship [2, 6] 
where E P F ðkÞ is the fixture-induced error and E P R ðkÞ the reorientation-induced error on Part P. E P F ðkÞ is caused by errors of the locators constraining the subassembly, following [6] , we have
where E SA F ðkÞ is the fixture-induced error of the subassembly and Q P SA is the matrix that transforms the deviation of subassembly LCS to the deviation of LCS attached to Part P. Let ðx where I 3Â3 is a 3 Â 3 identity matrix and O 3Â3 is a 3 Â 3 zero matrix. The fixture-induced error on the subassembly can be obtained through Eq. (2)
where DU SA is the deviation of subassembly locators along their contacting points' normal directions at the kth station. E P R ðkÞ is caused by errors of the subassembly locating points at the (k-1)th station. The reorientation error occurs when the subassembly locating point errors are reset to zero after transferred to the next station. Figure 5 gives a simple example to demonstrate the concept of reorientation error. At Station 1, a locator error causes a corresponding deviation in Part B and then Part B is welded with Part A to form a subassembly. The subassembly is then transferred to Station 2 and located by another set of fixture. Even there is no locator error at Station 2, Part A still deviates from its nominal position because of the Part B location error at Station 1.
In fact, E P R ðkÞ is a special case of fixture-induced error and it can be generalized into E P F ðkÞ. Define DD SA ðk À 1Þ as errors of the locating points on the subassembly along normal directions at the (k-1)th station, the reorientation error can be calculated as [6] 
Plugging Eqs. (13), (15), and (16) into Eq. (12), we obtain
In Eq. (17), DD SA ðk À 1Þ can be obtained from the (k-1)th station, and we can use the procedures described in Sec. 3 to build surrogate model for ðJ SA ðkÞÞ À1 . By following the procedures above, we will be able to link all the part-level submodels together and construct an overall surrogate model for the entire assembly process. The chain-like linear relationship in Eq. (12) will finally lead to an overall model structure in the following generic linear form where y is a vector consisting of part deviations at the final station, C is a coefficient matrix dependent upon fixture layouts and other process/product parameters at all stations, f is a vector containing all locator deviations. It can be seen that, under small error assumption, the final part dimensional errors have nonlinear relationships with fixture layout and linear relationships with fixture locator deviations. Based on Eq. (18), the variance of part errors can be calculated under a given fixture layout as
Equation (19) shows that the error variances can be obtained directly through closed-form expressions rather than Monte Carlo simulation based results from computer simulation, which significantly reduces computational load. As discussed before, the model can be used for design optimization for fixture layout, as well as several other purposes such as tolerance analysis/synthesis, optimal sensor distribution, and fault diagnosis for multistage assembly systems.
Case Study
In this section, a case study is used to demonstrate the proposed method. In the case study, the proposed method will be compared with the Kriging approach introduced in Sec. 3.1 based on 3DCS computer simulation results.
Model Setup.
The case study is a four-part, three station assembly process shown in Fig. 6 . At the first station, Part 1 and Part 2 are assembled together to form a subassembly SA1. SA1 is then transferred to the second station and joined with Part 3 to form a larger subassembly SA2. Finally, SA2 is transferred to the third station and joined with Part 4 to form the final assembly. The shaded areas in Fig. 6 indicate active mating features during assembly process. A measurement point P M has been added to Part 3 as it is the furthest down the assembly stream and susceptible to all upstream errors.
The involvement of mating features in this example can be solved by introducing the concept of virtual locators-imaginary locators that provide equivalent constraints as the mating feature. In Fig. 6 at Station 1, the matching of the mating features on Part These mating locators interact with Part 2 just like physical locators; the only difference is that they cannot move independently but always stay on the plane defined by Part 1. Similar ideas can be applied to Stations 2 and 3. In this way, the constraint provided by mating features can be generalized into equivalent physical locators and modeled accordingly. The deviation of a virtual locator can be calculated based on the positional error of the part it is attached to. Define P ¼ ½P x ; P y ; P z T as coordinates of a point expressed in the part LCS, then DP, the deviation of this point due to the part deviation, Dq part , can be determined as [5] DP ¼ Throughout the entire assembly process, there are 24 physical locators and 9 virtual locators involved. The design parameters considered in this case study are listed in Table 1 along with their design regions. Coordinates of virtual locators and some other fixed locators that are not considered as design parameters are given in Table 2 . The assembly process is modeled through the proposed method based on all the design parameters listed in Table 1 . For each part/ subassembly where a surrogate model is built, we follow procedures described in Sec. 3.2.2 with n ¼ 100.
Model Derivation.
In this section, the proposed method is applied to the assembly process example to build a surrogate model linking product dimensional quality with locator nominal locations and deviations.
At Station The modeling process and error flow are demonstrated in Fig. 7 . Since a submodel is required for each part at each station to provide prediction for its deviation (denoted by boxes with solid lines), it can be observed from the figure that there are nine such submodels in the entire assembly process. However, the actual surrogate modeling procedure described in Sec. 3 only needs to be performed six times because a subassembly (denoted by boxes with dotted lines) is a single rigid workpiece, and submodels for the parts within the subassembly are derived from the same subassembly surrogate model. For example, at Station 2, Part 1 is included within subassembly SA1 and its model is given by 
Again, models for Part 1 and 2 at Station 1 and Part 4 at Station 3 have similar forms as (23) . Based on the figure, it is also clear that the deviation of Part 4, Dq P4 ð3Þ, is influenced by all the upstream errors through virtual locator error from SA2. The impact of all those errors on Dq P4 ð3Þ is hence captured by the model.
Model Validation.
To validate the model, another 50 fixture layout designs are generated using LHS and the locator deviations are set to 60.1. For each of the newly generated designs, the deviation of a measuring point P M on Part 4 is predicted using the surrogate model. Following the suggestion in Ref. [31] , the departure of the estimated values from the computer simulated values is assessed using the following criteria:
where y is the 150 Â 1 vector containing coordinate deviations of P M for the 50 new designs obtained through computer simulation, y is the average value of y,ŷ is the model predicted values of y, and 1 is a 150 Â 1 vector with all 1 s. Ifŷ is close to y, R 2 will be close to 1. Based on the validation results, the R 2 value of Kriging approach is 0.75 and that of the proposed method is 0.97. In addition, Table 3 lists the R 2 values of Part 1 and Part 2 deviations at all three stations. In this table, the y vector in Eq. (24) stacks the part deviation vector Dq for the 50 new designs (due to the different units of the three translational errors and three rotational errors in Dq, only the three translational errors are used in the calculation).
Clearly, the proposed method based on integrated emulation can provide much better prediction accuracy than individually fitted Kriging surrogate model. It can be seen from the table that the prediction accuracy of Kriging deteriorates at a much faster rate through the stations than the proposed method. Additionally, the model provides a direct way of calculating variance of part errors, as previously given in Eq. (19) . In this particular example, the time needed to obtain part error variances at the final station for the proposed model is only about 1/16 of that for the DCS simulation model (assume 1000 simulation runs for variance estimation). Consider the high dimension of the design space, particularly if the scale of the assembly system increases, this can lead to significant time saving for fixture layout optimization.
Conclusions
In this paper, a general framework for building surrogate models of dimensional variation propagation in a multistage assembly process has been developed. Due to the multi-input-multi-output nature of assembly processes, this method uses an integrated emulation technique to provide an efficient solution with higher prediction accuracy. A special design scheme has been proposed to take full advantage of the GPQQ emulation technique. To keep each surrogate model at a manageable scale, a submodel has been built for each part and linked together based on known linear relationships of part-part interactions and station-station interactions. This divide-and-conquer approach makes sure the complexity of model building will not increase dramatically with the scale of the assembly process. The proposed method has been compared with conventional Kriging surrogate modeling based on computer simulation results in the case study. The results show that the proposed method gives significantly better prediction accuracy.
It needs to be pointed out that the prediction power of surrogate models generally cannot be expected to exceed that of the models derived based on physical principles. However, the design optimization of assembly process generally does not need to find the optimal set of design parameters and it would be sufficient if the model can capture the general profile and trend of the response surface. Considering the benefits provided by surrogate modeling approaches, the method offers a good tradeoff between prediction accuracy and model complexity. 
