The parabolic systems of equations describe (at least) 
Introduction
Inverse problems for partial differential equations are investigated since last 20 years. There exist many papers concerning some kinds of these problems e.g. problems with unknown source function for parabolic equations. In problems of this kind, the unknown functions are determined from overspecified boundary data. Basic concepts and results were achieved by J. R. Cannon and his colaborators (cf.
[1], [2] , [3] , [4] , [5] ). Other methods used in inverse problems are based on fixed point theorems e.g. results obtained by M.S. Pilant and W. Rundell ([6] ), W. Rundell and Hong -Ming Yin ( [7] ) and others. Background informations about inverse problems for differential equations of parabolic type are contained in A. Friedman's book [8] .
The cardinal inconvenience of methods used in above mentioned papers consists in the fact that, even in the case of very simple inverse problems we obtain only existence and uniqueness theorems, but we are not able to construct this solution effectively.
The main purpose of this paper is to show connections between some kinds of inverse problems for parabolic systems of equations or pseudoparabolic equations of third order in one dimensional space variable case and respective systems of Volterra or Fredholm integral equations. Solutions of integral equations determine solutions of inverse problems. Problem Al. Find a function u(x,t) satisfying system (1.1) in ft and boundary conditions (1.3) (f, f^, f^, <p are given functions).
• Let M(x,t) be a matrix-valued function defined by the formula (2.1) for A = D. Then we can formulate following theorem. u(x,t) = u^x,^ +u 2 (x,t) +u 3 (x,t) + u 4 (x,t) where
Proof. The proof results from elementary calculations (cf. [16] , [19] ).
. Now, we consider second auxiliary problem (mixed Fourier problem for the parabolic system (1.1)).
Problem A2. Find a function u(x,t) satisfying system (1.1)
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in il and boundary conditions (1.5) (f, f , f 2# 0 are given functions).
• Let IM(x,t) be a matrix-valued function defined by the formula (2.1) for A = ID/4. The following theorem holds true: Theorem 3. If the functions f , f 2 , f satisfy assumptions a) -c) of Theorem 2 then the solution of A2 can be written in the form (2. 7) u(x,t) = u^Xft) +u 2 (x,t) +u 3 (x,t) + u 4 (x,t) where
10) u 3 (x,t)-J J [|((jp5,t) + M(f±^,t) -M(*=S=i ft ) -
For details of proof we refer to [18] .
• We consider third auxiliary problem (first Fourier problem for the parabolic system (1.1)).
Problem A3. Find a function u(x,t) satisfying system (1.1) in CÎ and boundary conditions (1.6) (f, f 1 , f 2 , <f> are given functions).
• Let W(x,t) be a matrix-valued function defined by the formula (2.1) for « = ID. The following theorem holds: Theorem 4. If the functions f , f 2 , </>, f satisfy assumptions a) -c) of Theorem 2 then the solution of A3 can be written in the form (2. 12) u(x,t) = u^Xjt) +u 2 (x,t) +u 3 (x,t) +u 4 (x,t) where
Proof. The proof results from elementary calculations (cf.
[16], [19] ).
•
Solution of inverse problems (PI), (P2), (P3)
A. Solution of (PI) problem
Now we assume that unknown function f(t) is continuous on
After this substitution problem (PI) can be transformed to the homogeneous case of the auxiliary problem (Al) for the function v(x,t):
for (x,t) € n, subject to the boundary conditions v x (0,t) = f x (t) for t e (0,T),
for x e (0,1).
It follows immediately from theorem 2 that v(x,t) can be written in the form (2.2) (for f = 0) i.e. From nonlocal condition (1.4'), as in the previous problem, we obtain equation h'(t) = ID-(v^(x Q ,t) -f x (t)) +x Q f(t). Hence (3.8) v^(x Q ,t) = f x (t) +D"
-(h'(t) -x Q f (t) ) .forte (0,T)
From (3.6), (3.5) and (3.7) it follows that v(x,t) can be written in the form
where $(x,t) depends only on given functions f^, f 2 , <j> by the formula $(x,t) = u x (x,t) +u 2 (x,t) +u 3 (x,t) where u 1# u 2 , u 3 are defined by (2.8), (2.9), (2.10). Now, we differentiate both sides of (3.9) with respect to x for x = x . We obtain o (3.10
Combining (3.8) and (3.10) we reduce our problem to the following integral equation Other assumptions will be specified below. Differentiating (6.1) with respect to x and substituting x = x Q we obtain following equation (6.9) (1 + W x (x 0 ,t,t)) g(t) = u£ x (x 0 ,t) + t + u^x(x 0 ,t) + »¿(x 0 ,t) +X [N^(x 0 ,T),t) -AÏT (x Q ,T),t) ]g(T)) dT).
= -S [-W(-V-,t-s) + W (-^-,t-s) ]-f (s) ds . 0 * *
Combining (3.11) and (3.12) we obtain system of Volterra inte gral equations of the second kind with respect to function f(t) (3.13) ID-f^t) +h'(t) -x Q f(t) =D-*£(x 0 ,t) + t x -1 x +1 + D/2 J [-M(--, t-s) + IM(--T-, t-s)]-f(
It follows immediately from the assumption of Theorem 8 and from properties of Riemann function (cf. [12] ) that the solution of (6.9) exists and is of class C 
