An improved particle swarm optimization algorithm is proposed to tune the parameters of fractional order PID controller in this paper. The fitness function is set based on the performance index of the system in time domain. In the process of iteration, partial particles are re-initialized when they evolved slower than the others. Meanwhile, the adaptive inertia weight value is adopted to get the optimal solution by globally searching. Finally, applying the proposed fractional PID controller into a typical servo control system, the simulation results indicate that the parameter tuning method based on improved particle swarm optimization has better convergence speed. The control system with fractional PID algorithm has better performance-short adjusting time, fast rising velocity, strong anti-jamming capability, at the same time, this fractional PID controller could be better than standard particle swarm optimization algorithm and genetic algorithm.
1.INTRODUCTION
In recent years, the studies of fractional order calculus have drawn great attention in science and technology engineering. Many scientists have become aware of the potential value of fractional order calculus in the field of control theory (Chen et al.,2008; Caponetto et al.,2013; Kesavan et al.,2016) and made some remarkable achievements, such as the stability analysis of fractional order systems, fractional system identification, fractional signal processing and the design of fractional order controllers.
For fractional PID controllers problem, Podlubny (1999) proposed a generalization of the PID controller, which included an integrator of order and a differentiator of order. Fractional order PID controllers have more parameters to be tuned and makes it more complex but it can provide more flexibility in the design. Compared with the traditional PID controller, the fractional order PID controller has the property of high accuracy and robustness. There are many methods to tune the parameters of the fractional order PID controllers, such as time domain method, frequency domain method, intelligent optimization method, and so on.
Over the years, several methods have been proposed for the parameter tuning of fractional order PID controllers. Valrio and da Costa (2006) used the classical ZieglerNichols tuning rules, and the results showed that it can provide better performance compared with the integral PIDs. An optimal tuning method based on the design constrains under sensitivity index was presented by Zhou et al., (2014) . A design method of fractional order PID controller based on Bode's ideal transfer function was proposed by Zhao et al., (2014) , and the simulation results showed that the system can provide a better performance in time domain and robustness against the parameters perturbation. Zhang et al., (2014) proposed an improved artificial bee optimization for fractional order PID controllers and shows promising results. A particle swarm optimization algorithm for fractional order PID controller is proposed by Zwe-Lee (2004) and Zamani et al., (2009) , and by applying it into an automatic voltage regulator, the result shows that the system has achieved higher efficiency and well robust performance. Li and Wang (2010) proposed an improved DE optimization algorithm for the fractional controllers which has the property of better control performance and fast convergence rate. Based on particle swarm optimization algorithm, a fractional order PID predictive functional controllers is designed which improves the dynamic performance (Guo et al.,2014) . Chang and Chen (2009) proposed a novel adaptive genetic algorithm for the multi-objective optimization design of a fractional PID controller.
The particle swarm optimization algorithm is widely used and effective for solving some nonlinear, non-differentiable and multi-extremes complex optimization problems. However the classical particle swarm optimization is easy to fall into local optima. This paper proposed an improved particle swarm optimization for fractional order PID controller. In the process of iteration, good lattice points principle is adopted to initialize the swarm. In order to avoid local optima, partial particles are re-initialized in certain proportion. Meanwhile, the inertia weight is adaptive adjusted for the swarm to avoid local optima and accelerate the convergence rate. Finally, the proposed method is applied into a typical servo control system for simulation.
The paper is organized as follows. Section 2 presents the basic idea of fractional PID controllers and its digital implementation. Section 3 outlines a procedure for the design of particle swarm optimization and several improved aspects. In section 4, the improved particle swarm optimization algorithm for the fractional controllers is applied into a typical servo control system. Finally, section 5 draws the main conclusions and addresses perspectives to future developments.
2.FRACTIONAL PID CONTROLLER
Fractional order PIDs are also known as PI λ D μ controllers, where λ and μ are the integration and differentiation orders. The value of λ and μ can be positive or negative corresponding to differentiation and integration respectively. The output of fractional PID controllers is a linear combination of the input, the derivative of the input and the integrative of the input. Its transfer function may be given as follows:
The control schema considered is shown in Figure 2 
Where,
3.THE MODIFIED PARTICLE SWARM OPTIMIZATION METHOD

Particle swarm optimization
Particle swarm optimization (PSO) is first introduced by Kennedy (2010 and 2001) and Eberhart (2010) , which is one of the modern heuristic algorithms. It was developed through simulation of a simplified social system and has been found to be robust in solving continuous nonlinear optimization problems. The method is developed from research on bird swarm flocking. It searches the optima through iterated update. The particle swarm optimization algorithm can be easily implemented and has stable convergence characteristic with good computational efficiency compared with other evolutionary computation methods.
A group of particles are initialized in the search space. In the iteration of k, the position and velocity of the i-th particle is as follows:
In PSO, it is assumed that each particle can memorize the best position found in history. The best position has been found by the whole swarm termed global best, and it has been found by each particle, known as personal best. P g (k) and P i (k) represent the global best position of the swarm and the i-th particle respectively.
The learning mechanisms in the canonical PSO can be summarized as follows:
Where k is the generation number, V in (t) and X in (t) represent the velocity and position of the i-th particle. N is the dimension of the search space; w is the inertia weight factor, c 1 and c 2 are the acceleration constant; r 1 and r 2 are two random vectors within [0,1], 
Improved particle swarm optimization
A group of particles are initialized in the evaluating space. In order to overcome the problems of premature convergence, good-point set is applied to optimize the current best position of the swarm (Xiao et al.,2009) . It can find the global optima and contribute to the population periodicity.
The particle swarm approach to the best position through iterative arithmetic of their position and speed in the search space. Additionally, an adaptive inertia weight value and re-initialization strategy is adopted to avoid the local optima. In each iteration process, twenty percent of the particles are re-initialized randomly according to their performance.
Suitable selection of inertia weight w leads to a balance between global and local explorations, thus it requires less iteration on average to find a sufficiently optimal solution. The value of w often decreases linearly from about 0.9 to 0.4 during a running process. In general, the inertia weight w is set according to the following equation:
In this paper, the inertia weight value of each particle is modified according to their fitness. Where ww is the sorting number of the swarm, and Num is the scale of the swarm. So the weight value can be adaptive adjusted. Therefore, the particles who perform better would have smaller weight value to improve their searching accuracy, and the particles who perform worse would have bigger weight value to enhance their searching ability in global.
An improved particle swarm optimization for fractional-order PID controllers
The fractional order PID controller consists of five parameters: the proportional (k p ), integral gain (k i ), derivative gain (k d ), the order of integrator (λ) and differentiator (μ) are treated as a particle. The aim is to search the optimal parameters in the fivedimensional space. In theory, parameters tuning is based on objective function. Generally, system error depends on objection functions, such as integral of absolute error and integral of squared-error. They are often employed in controller design process since they can be easily evaluated analytically. However, their performance criterion can be insufficient in terms of maximum overshoot, settling time and steady-state error when is used alone. Hence, we considered a cost function J(t) which includes the maximum overshoot sigma, control signal u(t) and steady-state error e(t). Moreover, Sigma and magnitude of u are limited which can ensure the operation voltage not damage the actuator. The specified objective function for the position control can be designed as
The function of fitness is given by fitness J 
Where,w 1 , w 2 and w 3 are the weighting coefficients.
The step of the improved fractional PID controllers
Step 1) Specify the lower and upper bounds of the five parameters. And the individual of the population including the number of particles, the inertia weight value, the acceleration constant, the speed and position, etc. in the group can be initialized according to good lattice points principle.
Step 2) Calculate the evaluation value of each individual in the population using the evaluation function given by (13).
Step 3) For every particle of the particle swarm, make a comparison of its current fitness and its best fitness, if better, updating and refreshing it.
Step 4) Partial particles that evolve slower than the others are re-initialized and replacedby new particles.
Step 5) In this algorithm, the velocity and position of the particle swarm are updated according to Equations (10) and (11).
Step 6) If the stop condition or the maximum number of generation is satisfied, go to step 2 and continue to iterate.
Step 7) The latest Pg is obtained for an optimized controller.
Simulation analysis
In order to validate the effectiveness of particle swarm optimization control for fractional order PID controller, the US Kollmorgen servo motors (Model M-205-B)produced by PMSM is selected.
For PMSM, it can be assumed:(1) Stator winding is Y-connected and the winding current is symmetrical three-phase sine wave current; (2)The motor eddy current and hysteresis losses are ignored; (3) The stator field is sinusoidal distributed without regard to harmonics and saturation; (4) No damper for the winding rotor. Based on the above assumptions, the mathematical model for the PMSM in d-q axes coordinate system can be given as follows:
The function of the stator flux is as follows
The function of the stator voltage is as follows
The electromagnetic torque equation is as follows
The equation of motion is as follows The purpose of vector control is to improve the performance of torque control. Vector control often used three-phase stator coordinate system (ABC coordinate system), the coordinate system and synchronously rotating coordinate system (d-q coordinate system). The three phase stator coordinate system is a coordinate system that each stator winding axis of the coordinate system is 120 degree. The three-phase are denoted as A-phase, B-phase and C-phase respectively. The α-β coordinate system is the stationary coordinate system, which α-axis coincides with the axis A shaft, β-axis counterclockwise leading α axis 120 degree space power angle, d-q coordinate system is fixed to the rotor coordinate system, which is located on the d-axis rotor pole axis, q-axis counterclockwise leading the d-axis electric space angle. 
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Design of current loop controller design
The d q -axis voltage equations are coupled with each other and influenced by EMF. In addition, the electromagnetic time constant of the system is far less than the electromagnetic time constant. In order to simplify the analysis, the potential impact of voltage equation can be simplified as a function passed as follows when the motor speed and counter are ignored.
The current loop controller adopted PID control is designed and the transfer function is as follows
The control block diagram of current loop is as follows
The controller is designed according to the pole-zero cancellation design principle. Let
Then, the transfer function of the current loop can be obtained as follows:
Here, the desired closed loop time constant T cj =L j /(k pj k pwm k f ), the current controller proportional and integral gains are as follows respectively.
/ ( )
The closed-loop transfer function of the current loop is
The design of the speed loop controller
And the diagram of the speed loop controller is as follows The traditional PI controller is as follows
Where, k pw is the proportional gain, T iw is the differential gain and T u is the filter time constant of the controller.
Figure.5 shows that C T is the torque current coefficient, C T =1.5p n Ψr,k w speed feedback coefficient, velocity loop controller design.
The speed controller is designed according to Bode diagram method is as follows
w=8. Substituting the above parameters into the loop transfer function of the speed controller, we can get 
Fgure3 shows a block diagram of PMSM vector control, in order to achieve vector control, the ABC motor phase current need to be converted to dq current system for current regulation. 
The simulink simulation is shown in Figure6. The stator current vector is decomposed into d-q coordinate system in two mutually orthogonal current components when vector control IS carried on, namely the excitation current component i d and the torque current component i q . In order to achieve the torque current linearization, the control strategy of that i d equals zero is used, so the electromagnetic torque of the motor is simplified equation
And we can get
It can be seen that the electromagnetic torque T e and q-axis current i q of the permanent magnet synchronous motor is of linear relationship. Therefore, we can control the motor torque by adjusting the amplitude of the three-phase stator currents.
The simulink simulation of speed electrical servo system is shown in Figure 9 . Figure 9 shows that the fractional PID controller based on improved particle swarm optimization is superior to the conventional PID and the fractional PID controller based on standard particle swarm optimization algorithm optimization. Figure 10 . Velocity response curve with three controllers Figure 11 . Error curve with three controllers Figure 10 and 11 show the velocity response curve and the error curve for three methods, the fractional order PID controller based on improved PSO has better convergence performance. 
Experiment research
Based on the PMSM speed control system of the experiment, the parameters are the same as those in Section 4. The experimental platform is shown in Figure 12 .
Figure 12. PMSM speed system hardware platform
When the speed is set as 500r/min. The figure 13 shows that the improved PSO for fractional order PID control has better dynamic performance and stability than standard PSO Fractional order PID control and integer order PID control. Figure 13 .The PMSM speed system hardware platform
CONCLUSIONS
As the particle swarm optimization has the capability of parallel searching, this paper proposed an adaptive inertia weight value and dynamic updating strategy for the
