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In the last 20 years, meta-analysis has become a very popular and useful research methodology to integrate the results of a set of empirical studies about a given topic. To carry out a meta-analysis an effectsize index has to be selected to translate the results of every study into a common metric.
When the focus of a study is to compare the performance of two groups (e.g., treated vs. control, male vs. female, trained vs. nontrained) on a continuous dependent variable, the effect-size index most usually applied is the standardized mean difference, d, defined as the difference between the means of the two groups divided by a within-group standard deviation estimate. Substantial meta-analytic literature has been devoted to showing the properties of this index, its sampling variance, how to obtain confidence intervals on the weighted mean effect size obtained from it, its statistical significance, homogeneity tests, and how to search for variables that moderate it (Cooper, 1998; Cooper & Hedges, 1994; Hedges & Olkin, 1985; Lipsey & Wilson, 2001; Rosenthal, 1991) .
However, in social and behavioral research it is also very common to find studies using dichotomous outcome measures or continuous variables that have been dichotomized. Here we focus on dichotomized variables, that is to say, variables that represent constructs continuous in nature, although being measured as a dichotomy. This definition includes studies in which the researchers apply a cutpoint, Y c , on a quantitative variable, as well as those in which they directly measure the dependent variable as a dichotomy although there is an underlying continuous construct. For many outcome measures, this is a reasonable assumption. For example, studies about the effectiveness of the treatment of tobacco addiction can measure the results as the number of cigarettes smoked in a day or as a dichotomy (tobacco abstinence vs. nonabstinence). In the field of delinquency treatment, studies can record recidivism into crime as a dichotomy (recidivist vs. nonrecidivist) or, for example, as the number of police contacts after prison release. In education, the performance of students on an exam can be measured continuously as the number of points scored or dichotomously as passing versus failing the exam.
In these cases, the study results can be summarized as a 2 × 2 contingency table, where two groups are crossed with the two outcomes, giving four possible cell frequencies, as shown in Table 1 . With n E and n C being the sample sizes, O 1E and O 1C being the success frequencies, and p E ‫ס‬ O 1E /n E and p C ‫ס‬ O 1C /n C being the success proportions in the experimental and control groups, respectively, different effect-size indices have been proposed to represent the effect magnitude (Fleiss, 1981 (Fleiss, , 1994 Laird & Mosteller, 1990; Lipsey & Wilson, 2001; Rosenthal, 1994 Rosenthal, , 2000 Shadish & Haddock, 1994) . The first purpose of the present article is to explore the properties of these indices.
Three effect-size indices have been applied often: (a) the risk difference, p E − p C , the raw difference between the two success (or failure) proportions; (b) the risk ratio, p E /p C , the ratio between the two proportions, and (c) the odds ratio, p E (1 − p C )/p C (1 − p E ), the relative odds that one will be more successful than the other. Of the three indices, the odds ratio is the best one for most situations because of its good statistical properties (Fleiss, 1994; Haddock, Rindskopf, & Shadish, 1998) , although risk difference and risk ratio can also be good alternatives under certain conditions (Deeks & Altman, 2001; Hasselblad, Mosteller, et al., 1995; Sánchez-Meca & Marín-Martínez, 2000 . In particular, these three indices have been applied in meta-analyses in the health sciences, because in this field it is very common to find research issues in which the outcome is always measured as a dichotomous (or dichotomized) variable.
More commonly, some of the studies in a metaanalysis present results comparing the performance of two groups on continuous outcome variables, other studies present them on dichotomized variables, and some studies include both continuous and dichotomized variables. In these cases, if some effect-size indices are computed as d, and others as an odds ratio, risk ratio, or risk difference, some means of converting all these diverse indices to a common effect size is necessary to integrate all the results into a single average effect size. Consequently, a second purpose of the present article is to evaluate different methods for converting different effect-size indices into the d metric.
1
These cases are often handled in one of the following ways. A dichotomous version of the standardized mean difference that has been commonly applied consists of calculating the difference between success (or failure) proportions in experimental and control groups and dividing it by an estimate of within-group standard deviation (Fleiss, 1981) ; this index could be named the standardized proportion difference, d p , and in many cases it underestimates the population standardized mean difference (Fleiss, 1994; Haddock et al., 1998) .
Another strategy consists of computing the phi coefficient, , from each one of the 2 × 2 tables and sometimes also transforming it into a standardized mean difference, d , by means of the typical r to d translation formulas (e.g., Hedges & Olkin, 1985; Rosenthal, 1991) . In this case, phi coefficients also underestimate the population correlation coefficient and, therefore, d indices would also underestimate the meta-analytic results (Fleiss, 1994; Haddock et al., 1998) . Conversely, some meta-analysts transform ev-1 Whitehead, Bailey, and Elbourne (1999) proposed another strategy consisting of estimating the log odds ratio in each study with continuous measures assuming normal (or log-normal) distributions. The method requires a cutpoint, Y c , for obtaining the standard normal (or log-normal) distribution function for experimental and control groups, p E and p C , in every study. Then, the log odds ratio estimates so obtained can be quantitatively integrated with the log odds ratios obtained from the dichotomous outcomes. This strategy is especially useful when all of the studies with continuous outcomes included in the meta-analysis have used the same scale, allowing the same cutpoint to be applied in all of the studies. However, when the different studies have used different measures and scales, it would be difficult (and arbitrary) to define the cutpoints needed for estimating the log odds ratios. Another problem in this strategy is the loss of information produced in the process of dichotomizing variables (Dominici & Parmigiani, 2000) . Therefore, provided that meta-analyses in educational and behavioral sciences routinely include different measures and scales of the same construct, this strategy is not practical. Only recently have the problems of the phi coefficient and standardized-proportion-difference statistics applied to 2 × 2 tables been discussed in the social and behavioral sciences (Fleiss, 1994; Haddock et al., 1998; Lipsey & Wilson, 2001) . Currently, several alternative strategies better than those involving d p and d indices can be applied to transform different effectsize indices into the d metric. One of the strategies is the correction of the attenuation in the d p and d indices that arises because of the dichotomization of the underlying continuous variable (Becker & Thorndike, 1988; Hunter & Schmidt, 1990; Lipsey & Wilson, 2001 ). Other strategies are based on the assumption of the logistic distribution or on the arcsine transformation. In this article we compare the performance of seven translation formulas that put a variety of indices on the d scale.
A third question addressed in this article is that of the sampling variance of the effect-size indices. In meta-analysis, such sampling variances are important because the meta-analytic statistical models usually weight each effect size by its inverse variance. When the dependent variable is dichotomized, a loss of information is produced that affects the accuracy of the effect size. The formulas derived from statistical theory for estimating the sampling variance of each effect-size index have to reflect the cost of dichotomization in terms of accuracy. Therefore, it is expected that the sampling variances of the transformed indices will be larger than that of the standardized mean difference, d.
In summary, then, this article uses Monte Carlo simulation to examine the performance of seven different strategies for obtaining a d index when the dependent variable has been dichotomized. On the basis of past research, the normal distribution is the most usual assumption for data in the empirical studies; so we compared the bias and the sampling variance of the different effect-size indices assuming that the two populations are normally distributed. To check the robustness of these effect estimators, we have also included several conditions representing nonnormal distributions. Several factors in the simulation were manipulated: the population standardized mean difference, ␦, the value of the cutpoint, Y c , to dichotomize the distributions, the sample size, the imbalance between sample sizes, and the relationship between sample sizes and success proportions. It was expected that d p and d would underestimate the population standardized mean difference, that the remaining indices would offer a better performance, and that indices based on normal distributions would present the best results when normality is assumed. In any case, the influence of varying all of these factors on the performance of these effect-size indices is a question that has not been yet studied.
Effect-Size Indices for Summarizing 2 × 2 Tables
We assume that the population contains two continuous distributions (those of experimental and control groups) with E and C as experimental and control population means, respectively, with being the common population standard deviation. Thus, the parametric effect size between experimental and control groups is defined as the standardized mean difference, ␦, and is computed as .
(12) Cohen (1988, p. 181) proposed the arcsine translation of the success proportion in a 2 × 2 table, p E and p C , for obtaining an effect size in the d metric:
Following Lipsey and Wilson (2001, p. 56) , we expected that d asin would underestimate the population effect size, unless the population distributions were very skew. The sampling variance of d asin is approximated by (Rosenthal, 1994, p. 238) . A fourth index is based on the odds ratio. Assuming logistic distributions and homogeneous variances, Hasselblad and Hedges (1995, Equation 5, p. 170 ; see also Chinn, 2000) proposed transforming the log odds ratio into d by 
(e.g., Shadish & Haddock, 1994, Equation 18-11, p. 269) , with the precaution of adding 0.5 to all cell frequencies when any of them is 0. Under these assumptions, the log odds ratio is just the constant /√3 ‫ס‬ 
ͬ (17) (Hasselblad & Hedges, 1995) . An effect size similar to d HH was proposed by Cox (1970) and cited in Haddock et al. (1998) . It consists of dividing the log odds ratio by the constant 1.65:
and its sampling variance is estimated as
However, most primary studies assume a normal distribution in the underlying populations, and under these conditions, the performance of the preceding effect-size indices based on the logit transformation can differ. Two effect-size indices based on the normal distribution assumption are the probit transformation and the biserial-phi coefficient. Glass, McGaw, and Smith (1981) proposed the probit transformation to obtain an effect-size index in the d metric. Let p E and p C be the success proportions in experimental and control groups, respectively, obtained from the 2 × 2 table in a given study. The probit transformation, d Probit , is obtained by Glass et al., 1981, p. 138) , z E and z C being the inverse of the standard normal distribution function for p E and
Assuming normal distributions, d Probit will be an unbiased estimator of the population standardized mean difference. The sampling variance of d Probit is estimated as (Rosenthal, 1994, p. 238) . Another option that assumes normal distributions to summarize the results of a 2 × 2 table consists of calculating the biserial-phi correlation coefficient, bis , and translating it into the d index by a typical r to d translation formula (e.g., Hedges & Olkin, 1985; Rosenthal, 1991) . This correlation coefficient was proposed by Thorndike (1949 Thorndike ( , 1982 ; see also Becker & Thorndike, 1988) in the field of psychometrics. The biserial-phi correlation is an unbiased estimate of the point-biserial correlation when the continuous variable has been dichotomized. It can be also defined as a correction of the underestimation produced by the phi coefficient, this correction being the same as that proposed in Hunter and Schmidt (1990; see also Lipsey & Wilson, 2001, p. 111) . The estimator is created by multiplying the phi coefficient by the same multiplier used in creating the biserial. Therefore, the biserial-phi coefficient can be obtained from the 2 × 2 table by
Becker & Thorndike, 1988, p. 525 (Rosenthal, 1994, Equation 16-29, p. 239) , with df ‫ס‬ n E + n C − 2. It is expected that d bis will be an unbiased estimator of the population standardized mean difference. The sampling variance of d bis is estimated by means of the delta method as We have assumed such a condition because most primary studies make this assumption. In fact, although the normality assumption is often not tested, researchers routinely apply parametric statistical tests based on normal distributions. However, when the meta-analyst considers that logistic or other distributions are more realistic, then the results of our simulations should be interpreted very cautiously. To explore the performance of these effect indices under nonnormal distributions, we have added a few conditions representing skewed distributions.
An Example
To clarify the computational formulas of the different effect-size indices proposed and their sampling variances, we have developed a numerical example by randomly generating two samples of n E ‫ס‬ n C ‫ס‬ 20 from two normal distributions [Y iE ∼ N(42, 16); Y iC ∼ N(40, 16) ] with parametric effect size, ␦ ‫ס‬ (42 − 40)/4 ‫ס‬ 0.50. Applying the cutpoint Y c ‫ס‬ 41 for classifying, into success versus failure, the scores of the two groups, we obtained the 2 × 2 table presented in Table 2 . Tables 3 and 4 present the calculations for the seven effect-size indices and their sampling variances, respectively.
As expected, the three indices that showed the Calculations of d index and its sampling variance Table 2 d p index
0.3864 ͑0.204͒ = 0.259 
Method
The simulation study was programmed in Gauss (Aptech Systems, 1992) . Two normally distributed populations with homogeneous variances were defined, N( E , 2 ) and N( C , 2 ), where E and C are the experimental and control population means, respectively, and is the common standard deviation. The population standardized mean difference, ␦, was ͬ=0. 1653
. We assumed 2 ‫ס‬ 1, C ‫ס‬ 0, and consequently, E ‫ס‬ ␦. Furthermore, one cutpoint, Y c , dichotomized the continuous variable into two levels. Pairs of independent random samples of sizes n E and n C were generated from these populations.
Each pair of generated samples simulated the data in a primary research study, which we expressed in two metrics: the quantitative scores and the data dichotomized into two levels, over and under the cutpoint, forming a 2 × 2 table. When any of the cell frequencies in the 2 × 2 table was zero, 0.5 was added to all of them to avoid problems in the computation of the effect indices. For the quantitative scores the d index and its sampling variance were computed (Equations 4 and 6). For the dichotomized data the
Probit , and d bis indices were computed (Equations 7, 11, 13, 15, 18, 20 , and 23, respectively) along with their sampling variances (Equations 9, 12, 14, 17, 19, 21, and 24, respectively) .
The following factors were manipulated in the simulations: (a) the total sample size of each study, N ‫ס‬ n E + n C , with values 48, 60, and 100; (b) the ratio between sample sizes of the two groups in each study, with three conditions n E ‫ס‬ n C , n E ‫ס‬ 2n C , and n E ‫ס‬ 4n C ; (c) in cases of unequal sample size, whether the experimental or control groups had the largest sample size; (d) following Cohen (1988) , the value of the population standardized mean difference, with values of ␦ ‫ס‬ 0.2, 0.5, and 0.8; and (e) the value of the cutpoint. The cutpoint was manipulated in the following way: for ␦ ‫ס‬ 0.2, Y c ‫ס‬ 0.1; for ␦ ‫ס‬ 0.5, Y c ‫ס‬ 0.1, 0.25, and 0.4; and for ␦ ‫ס‬ 0.8, Y c ‫ס‬ 0.1, 0.4, and 0.7. To simplify the presentation of the results, we completely crossed all of the manipulated factors for only ␦ ‫ס‬ 0.5, as it can be considered the effect of a medium magnitude following Cohen (1988) . So, only 71 of the 105 possible combinations among the different factors manipulated were reported (see Table  5 ). In particular, several combinations of ratios between sample sizes, the cutpoint, and the relation between sample size and the experimental and control means were excluded. Additional analyses across the full set of 105 conditions showed results with the same trends found to the 71 conditions reported here.
For each one of the 71 conditions, 10,000 replications were generated.
bis , and d Probit indices were computed in each of these replications. The bias of each of the eight indices was assessed as the difference between the mean of the 10,000 empirical values of each index and the population standardized mean difference ␦. On the other hand, the variability of the indices was assessed by the mean squared difference of each of the eight indices with respect to ␦, across the 10,000 replications of the same condition. Finally, the formulas for estimating the sampling variances of the eight indices were computed in each replication (Equations 6, 9, 12, 14, 17, 19, 21, and 24) , and their values averaged over the 10,000 replicates of the same condition.
To begin an exploration of the performance of the effect indices under departures from the normality assumption, we included nine additional conditions in 2 ‫ס‬ 1, C ‫ס‬ 0, and E ‫ס‬ ␦, we transformed each simulated experimental observation by adding the desired population mean. For each of the nine conditions, 10,000 replications were generated, and the bias of the eight indices was computed in the same way as for the simulations under the normality assumption.
Results
First, we show the results of bias and sampling variances assuming normal distributions, and next we focus on the results for nonnormal distributions. Tables 6 and 7 show the bias of the different estimators calculated as the difference between the mean of each estimator over the 10,000 replicates and the population standardized mean difference ␦, assuming normal distributions. Therefore, positive values reflect an overestimation of ␦, whereas negative values imply the opposite.
Bias of the Estimators
The standardized mean difference index d is the only effect-size estimator in our simulation study that was calculated on the continuous values before dichotomizing the dependent variable. So, it was included only for comparison purposes. As expected, the d index exhibited the best performance in all of the conditions (for ␦ ‫ס‬ 0.2, bias ‫ס‬ 0.0005; for ␦ ‫ס‬ 0.5, bias ‫ס‬ 0.0002; and for ␦ ‫ס‬ 0.8, bias ‫ס‬ −0.0003).
The seven other effect-size indices represent different alternatives for estimating the population standardized mean difference when the dependent variable has been dichotomized. From these, the d Cox index showed the best performance in most of the conditions (for ␦ ‫ס‬ 0.2, bias ‫ס‬ 0.0025; for ␦ ‫ס‬ 0.5, bias ‫ס‬ 0.0076; and for ␦ ‫ס‬ 0.8, bias ‫ס‬ 0.0238), although with a very slight overestimation of ␦. The d Probit index performed second best (for ␦ ‫ס‬ 0.2, bias ‫ס‬ 0.0084; for ␦ ‫ס‬ 0.5, bias ‫ס‬ 0.0189; and for ␦ ‫ס‬ 0.8, bias ‫ס‬ 0.0293), but it slightly overestimated ␦, its overestimation rising as ␦ increased. In fact, as shown in Tables 6 and 7 Of the different manipulated factors, the magnitude of the parametric effect size ␦ was the only one with a clear influence on the bias of the estimators, with the exception of the unbiased d index. As ␦ increased, the overestimation of d Cox , d Probit , and d bis increased, and the underestimation of d HH , d p , d , and d asin also increased; the magnitude of this trend being different for each of the indices. As a consequence, the discrepancies among the indices are more pronounced for ␦ ‫ס‬ 0.8 than for ␦ ‫ס‬ 0.2. This trend was especially pronounced for d bis , its overestimation of ␦ being remarkably large, in particular with cutpoint Y c ‫ס‬ 0.1 and imbalanced sample sizes for which the larger sample was assigned to the larger mean (that in our simulation always belonged to the experimental population). The poorest performance of d bis happened under the conditions with the largest distance between the cutpoint and the parameter ␦, and unbalanced sample sizes. On the other hand, neither the total sample size, the n E :n C ratio, the cutpoint, nor the relationship between sample size and the experimental and control means seemed to clearly affect the bias of the other effect-size estimators.
Sampling Variance of the Estimators
To compare the variances of the different estimators, for every manipulated condition we calculated the mean squared difference between each estimator and the population effect size ␦ for the 10,000 replicates. Note that as the bias of the estimator increases, this mean squared difference differs from the variance obtained, taking into account the empirical mean of the 10,000 replicates. However, when the purpose of the different effect-size indices is to estimate the same parameter (the population standardized mean difference ␦), the deviations of interest are those with respect to the true parameter, ␦ in our study. Tables 8-13 show the sampling variances of the estimators with respect to ␦. As expected, the d index was the most efficient of the indices because it was the only one using all of the quantitative information in the dependent variable (for ␦ ‫ס‬ 0.2, variance ‫ס‬ 0.0712; for ␦ ‫ס‬ 0.5, variance ‫ס‬ 0.0756; and for ␦ ‫ס‬ 0.8, variance ‫ס‬ 0.0770). In the remaining indices, the cost of dichotomization implies a loss of information and, as a consequence, a loss of accuracy in the estimators. In effect, all of the indices showed higher sampling variances than that of the d index. Several factors affected the variances of the estimators. First, there was a direct relationship between the magnitude of the parameter ␦ and the values of the empirical variances for all of the effect-size indices. This trend was due to the larger bias of the indices as ␦ increased, as shown in the previous section. As expected, the larger the sample size, the lower the empirical variances. The imbalance between the sample sizes of experimental and control groups also affected the variances. In particular, the variances increased as the imbalance increased. Neither the relationship between the sample sizes and the experimental and control means nor the cutpoint seemed to affect the variances in a clear way. An exception was the variance of d bis , where for ␦ ‫ס‬ 0.8, Y c ‫ס‬ 0.1, and unbalanced sample sizes with the lowest sample size assigned to the control group, the largest variances occurred. For example, with n E ‫ס‬ n C ‫ס‬ 24, the empirical variance was 0.2690, whereas with n E ‫ס‬ 32 and n C ‫ס‬ 16, the variance was 0.3927 (Table 12 ). The higher variance is a consequence of the greater overestimation of d bis under these conditions.
Another objective of our simulation study was to examine the sampling variance formulas derived from statistical theory for the effect-size indices. The performance of some of the formulas has never been tested yet is crucial for their role in weighting every single effect size by its inverse variance. Tables 8-13   Table 10 Empirical (and Theoretical) show (in parentheses) the results of applying the formulas in each of the manipulated conditions, the values in the table being the means across the 10,000 replicates. As expected, the d index showed optimal sampling variance estimation, being very close to both the empirical variance and the mean variance from the formula (Equation 6) in all of the conditions. Table 10 ). It can be assumed that the discrepancies are negligible and also due to the slight bias of the estimators that was noted in the previous section. The formula for the variance of d bis (Equation 24) estimated the empirical variance well for ␦ ‫ס‬ 0.2 and ␦ ‫ס‬ 0.5, in all conditions. However, with ␦ ‫ס‬ 0.8 it suffered a more irregular performance; in particular, with Y c ‫ס‬ 0.1 and unbalanced sample sizes, the variance obtained by the formula was clearly larger than the empirical value. For example, for ␦ ‫ס‬ 0.8, Y c ‫ס‬ 0.1, n E ‫ס‬ 32 and n C ‫ס‬ 16, the mean variance with the formula was 0.5179, whereas the empirical variance was 0.3927 (see Table 12 ).
Finally, the formulas of the variances for d p , d , and d asin (Equations 9, 12, and 14, respectively) systematically underestimated the empirical variances, the magnitude of such a deviation being higher as ␦ increased. This result is explained by the bias of these indices as estimators of ␦, which also increased with the magnitude of ␦, as noted in the previous section.
Nonnormal Distributions
Although the main focus of this article was testing the performance of different effect-size indices under the normality assumption, we have included a few conditions in which this assumption is not met to tentatively explore the robustness of these indices to violations of the normal distribution. There are many different ways for data to be nonnormally distributed, Table 14 shows the bias of the different effect-size indices in respect to ␦ for the nine simulated conditions of population distribution ␦ and cutpoint Y c . As a point of reference, the table also includes the bias of the effect indices assuming normal distributions (skewness ‫ס‬ 0 and kurtosis ‫ס‬ 0). The simulated shapes of the distributions made it possible to explore the effect on the bias of increasing the degree of skewness (values of 0, 0.5, and 0.75) while the kurtosis was kept constant with value 0 and to compare these results with the ones in a more realistic condition in which the values of skewness and kurtosis differ from 0 (skewness ‫ס‬ 1.75 and kurtosis ‫ס‬ 3.75). The most robust of the indices was d, which was scarcely affected by changes in the shape of the distributions, its estimated bias being very close to zero. On the other hand, the negative bias of d p , d , d asin , and d HH indices was greater as the skewness increased, and the slightly positive bias of d Cox , d Probit , and d bis indices seemed to first decrease and then change to a greater and greater negative bias as the skewness increased. As in the case of normal distributions, the magnitude of the population effect size affected the bias of the effect indices, the latter increasing as the former also increased.
Comparing the performance of the indices in the adverse (slightly nonnormal) conditions, we found that the d p , d , and d asin indices performed much as they did under normal distributions, showing the largest bias, with systematically negative values [average bias across the nine nonnormal conditions: Bias(d p ) 
Discussion
The purpose of this article was to examine the performance of different effect-size indices that quantify the results of a 2 × 2 table in the d metric. These indices are very useful in meta-analysis, in particular when the meta-analyst finds that studies contain a mixture of continuous and dichotomized dependent variables. In this article we have carried out a Monte The d bis index presents a good performance with a low or medium magnitude in the parametric effect size but remarkably overestimates population standardized mean differences of a large magnitude. Further, under these conditions the formula for estimating the sample variance of d bis (Equation 24 ) also overestimates the empirical variance. Therefore, d bis should be used only when the meta-analyst can safely assume that the population effect sizes are of a small or medium magnitude.
The d HH index slightly underestimated the population effect size as expected, although its sampling variance (Equation 17) performed well. The underestimation occurred because the d HH index rescales the log odds ratio by dividing it by 1.81, which is the standard deviation of the logistic distribution. On the other hand, d Cox rescales the log odds ratio by dividing it by 1.65, which produces estimates closer to the normal distribution. As a consequence, if the metaanalyst can assume normality, d Cox and d Probit are preferable to the other indices examined here.
The d p , d , and d asin indices had the poorest performance, systematically underestimating the population effect size, and their formulas for computing the sampling variances (Equations 9, 12, and 14, respectively) also slightly underestimated the empirical variances. However, the sampling variances of these three indices were clearly lower than those of the d Cox , d Probit , d HH , and d bis indices. This is because the latter indices correct the artifact of dichotomizing continuous outcomes, introducing a multiplier constant that increases the sampling variance of the estimator, whereas the d p , d , and d asin indices do not correct the negative bias due to dichotomization. As a consequence, use of these indices is ill-advised in all conditions because of their systematic negative bias. In summary, under the normal-distribution assumption, d Cox and d Probit offer the best results and would be the indices of choice when the meta-analyst can reasonably assume such a distribution.
Although the performance of the indices under nonnormal distributions was beyond the scope of this article, we added in our simulation a few conditions in which the degree of skewness was manipulated. Taking into account that the manipulated conditions were not representative of the universe of possible nonnormal distributions, we found that as the degree of skewness increased, the negative bias of the d A limitation for generalizing the results of our simulation study was to assume normal distributions in most of conditions. However, primary studies in social and behavioral sciences routinely apply parametric statistical tests that imply normality. Therefore, the purpose of our article was to offer initial empirical evidence of the performance of several effect-size indices under the most usually assumed conditions. Future research is needed to examine the performance of the effect-size indices under other distributions, where the index of choice might be different than d Cox or d Probit . For example, it is important to know the performance of these indices under very skewed and/or heteroskedastic distributions and extreme success (or failure) proportions that can appear in real data.
2
With nonnormal distributions, the standardized mean difference probably will not be the best population effect-size index to reveal the effect magnitude between two populations and, as a consequence, the effect indices tested here would not work well either. In these cases it should be more advisable to apply other effect indices, such as the nonparametric effect sizes proposed by Kraemer and Andrews (1982) and Hedges and Olkin (1985) . One problem is that these indices require the individual data for the two samples, and this information is rarely reported in the studies. Therefore, the meta-analyst will face serious limitations when applying these indices.
In any case, the meta-analyst should include a moderator variable for testing whether there are differences between the d indices obtained from the studies with continuous outcomes and the ones with dichotomized outcomes (Lipsey & Wilson, 2001) . If there are no differences between the two d metrics, it should be advisable to maintain all of the studies in a same meta-analysis, but if there are differences between them, a better solution could be not mixing studies with continuous and dichotomized outcomes but doing two separate meta-analyses, one for the studies with outcomes measured continuously (e.g., using d indices) and another one for the studies with dichotomized outcomes using some of the effect-size indices presented here, or also odds ratios, risk ratios, or risk differences.
It is important to note that the focus of our article was how to obtain an effect-size index in the d metric from a single study when the outcome has been dichotomized, to integrate it in a meta-analysis in which some of the studies reported their results continuously and others reported them dichotomized. A different, but related, problem occurs when the meta-analyst finds studies with continuous outcomes and studies with true dichotomies. In this case there are two different sets of parameters: the population means (and standard deviations) for the continuous outcomes and the population proportions for the dichotomous outcomes. If the meta-analyst wants to mix all of the studies in the same meta-analysis, the effect-size indices treated here for dichotomized outcomes could be tentatively used on the true dichotomies, with the caution of including a moderator variable for testing possible differences between the two d metrics.
In summary, although more research is needed to know the performance of these effect indices under other conditions and distribution assumptions, our results can help, on the one hand, to select the effectsize index in future meta-analyses that include dichotomous and/or dichotomized variables and, on the other hand, to assess possible underestimations of the population effect size in past meta-analyses that have used such effect-size indices as d p , d asin , d , or .
2 Extreme proportions would happen when the cutpoint is far from both the experimental and control means, E and C . In our simulations we have found no effect of the cutpoint on the bias and sampling variance of the effect-size indices. However, our simulations only included cutpoints placed between the two means, giving rise to not very extreme proportions. So, to explore the possible influence of the cutpoint on the bias of the effect-size indices, we have carried out additional simulations moving the cutpoint to extreme positions. In particular, assuming normality, n E ‫ס‬ n C ‫ס‬ 30, and ␦ ‫ס‬ 0.5 ( E 0.5, C ‫ס‬ 0, and ‫ס‬ 1), we have examined the bias of the d Cox , and it was of 27.2%, 7.8%, and 15.6% for the d Cox , d Probit , and d HH indices, respectively. For practical purposes, we have found a good performance for the three effect indices even when the cutpoint is so extreme that it could give rise to very small cell frequencies (for example, with O 1E ‫ס‬ 1 and O 1C ‫ס‬ 0). So, although more research is needed to examine the robustness of these effect-size indices, our results show that, in general, they are a good solution for translating into the d metric the results of studies with dichotomized outcomes.
