This paper will present two types ofneural networks applied to IC lithography : the feedforward network with backpropagation and the abductive information modeling (polynomial) network. The inputs are various desired photoresist mask patterns while the corresponding outputs are the parameters that are used to generate these patterns. Results are shown for the one-dimensional case with three exposures made while varying different combinations oftwo ofthe three parameters, amplitude, period and phase. Tradeoffs between the two types of networks when applied to this application are discussed.
INTRODUCTION
The continuing trend in the semiconductor industry is towards ever smaller critical dimension integrated circuit(IC) structures on ever larger die sizes. To realize such smaller critical dimensions, there is a need for improvement in the field of lithography.
One method that has shown encouraging results without an extensive development of resources is multiple exposure interferometric lithography . This method uses the interference effects between two coherent laser beams to create grating patterns in photoresist. With the addition ofmultiple exposures, and variations in amplitude, period, phase, and orientation, highly complex IC mask patterns have been developed. The advantage of this method is that it overcomes the traditional limits to both resolution and depth of field. However, since the photoresist exposure and development process is highly nonlinear, there is no known method for determining the exposure parameters, given the desired mask structure. This paper will discuss how neural networks can be used to fmd the values of the period, phase, and amplitude at each exposure, given an input of desired line profiles or mask patterns. Thus the neural networks can be considered as learning the solution to a multiparameter nonlinear inverse problem. First, the lithography model will be discussed.
THE LITHOGRAPHY MODEL
The cumulative exposure pattern resulting due to multiple exposures at different periods, phases, and amplitudes is given as follows:
Here p is the position vector, e is the amplitude of the ith exposure, O, is the phase, and q is the wave vector or spatial frequency for the ith exposure, where for a single exposure pattern, 2z q --,with d = period.
The model we used for the photoresist is as follows and incorporates both exposure and development. The normalized photoresist thickness for a positive photoresist is
(2) where k = Photoresist sensitivity, E0 = minimum exposure to clear photoresist after development, and n = coordination number that affects the development rate. For the above model, some values for the terms were taken from Ref. 2, and the rest were found by experimenting with the model and comparing results to those shown in Ref. 1. Various data sets were studied before setting the values for the sampling rate and intensity in order to avoid aliasing and over exposure of the photoresist, so that a rich variety of samples could be used. Fig. 1 illustrates some ofthe 1-D mask patterns generated using the models with 3 exposures taken. The 2 parameters varied are the periods for the first and third exposure. As can be seen by the equation, there are nonlinearities present in this model, and so neural networks are an ideal tool to use in fmding the parameters. The two types of neural networks that were applied to this problem were back propagation using the Levenberg-Marquardt algorithm, and the abductive polynomial modeling network, a close relative ofthe Group Method for Data Handling (GMDH) .
BACK PROPAGATION NEURAL NETWORK
The back propagation neural network was used due to its simplicity and capability to learn sequentially from training patterns. The Levenberg-Marquardt method was used to minimize the sum of squares of errors. This method was implemented for its speed and reliability.
The network is trained to achieve the least sum of square errors, where the error is measured as the difference between the actual output and the desired output. One popular method is to use the generalized delta learning rule which utilizes the gradient descent method. The Levenberg-Marquardt algorithm uses a combination ofthe gradient descent method and the Gauss-Newton method. The Levenberg-Marquardt update rule is
where J is the Jacobian matrix of derivatives of each error with respect to each weight, .t is a scalar and e is an error vector. If j.t is large, the equation acts like the gradient descent , while if it is small, it approximates the GaussNewton method. The Gauss-Newton method is faster and more accurate near an error minimum since it implements a quadratic approximation to the function, while gradient descent works faster away from the minimum, as it uses a linear approximation to the function4 . Therefore, j. is reduced as the error is reduced.
The algorithm was implemented on a feed-forward neural network with one hidden layer. The nodes in the hidden layer used the sigmoidal activation function while the output nodes implemented the linear activation function. Biases were also used in both the hidden node and the output node. The number ofnodes to be used and the number of inputs needed were decided upon after studying the data and the performance ofthe network. This set ofneural networks was implemented using the Neural Network Toolbox in Matlab.
ABDUCTIVE MODELLNG NETWORK
The abductive modeling network is based on the theory of GMDH (group method of data handling)3, abduction, and neural networks. The network is composed ofa layered feed-forward network that computes polynomial functions of a set ofparallel inputs in order to generate an output. It is similar to back propagation neural networks only in this aspect. Also, the nodes used here are fewer and more powerful.
In the basic GMDH method, each pair of input variables is modeled to get a prediction of the output y using quadratic equations. A decision rule is then used to choose only the best fitting polynomials for the training data. The outputs ofthis reduced set ofpolynomials are then applied as inputs to the second layer ofthe model. These polynomial input pairs are then again fitted to the data using quadratic equations and the best set of equations are saved for the next layer. This continues until the predictability power of the equations is poorer than the previous set, as tested by a computing criteria. What results is a higher order polynomial that does not include the large set of coefficients typical of polynomial networks.
Commercial software called the Abductive Information Modeler(AIM) was used to implement the abductive modeling networks. AIM uses up to third degree polynomials unlike GMDH, which uses up to second order polynomials. In AIM, the output of any given element (node) can be fed into subsequent layers, together with the original input variables. A separate network is developed to map the inputs to each output. Networks are synthesized until the computing criteria, predicted squared error(PSE), is minimized, where PSE = FSE (fitting square error) + KP (Complexity Penalty).
The KP is determined by the equation
where K, N and S are determined by the database of examples used to synthesize the network . Here K is the total number of coefficients, N is the number of training patterns, and s is an a priori estimate of the true unknown model error variance.
As N goes up or S goes down, AIM can fit the data with more confidence and more complexity. The CPM is the complexity penalty multiplier which helps fmd the best value for KP. A higher value of CPM increases the impact ofthe penalty term, thus resulting in a less complex network, whereas a lower value of CPM reduces the penalty and allows for a more complex network to be built3. 4.1 Development of a network model AIM develops the layered networks using various elements or nodes. There are seven basic nodes of which only the ones used in the results will be discussed. The algebraic form of each node will be shown, where w,, are the coefficients determined by AIM and x,. are the input variables. which are shown as follows: Doubles-(2 input variables) = wo + (w1x1)+ (w2x2 )+ (w3x )+ (w4x )+ (w5x1x2 )+ (w6x)+ (w7x).
Triples-(3 input variables)
= wo + (w1x1)+ (w2x2)+ (w3x3)+ (w4x )+ (w5x)+ (w6x)+ (w7x1x2) (w8x1x3)+ (w9x2x3)+ (w10x1x2x3)+ (w11x)+ (w12x)+ (w13x)
The doubles and triples are all third-order polynomials and all their terms do not have to be used . The triples are also 3-input variable functions, unlike GMDH which has only up to 2 variable functions. Also, the output of any given node can be fed into subsequent layers together with the original input variables, whereas the GMDH algorithm only allows variables from the previous layer.
After developing the network using AIM, it was encoded into a C subroutine to be tested and used.
RESULTS
Both the back propagation and abductive modeling networks were applied to l-D mask patterns generated from three exposures, where 2 ofnine possible parameters (amplitudes el, e2 and e3 periods dl, d2 and d3, and phases 01 , 02 and 03) were varied. The 2-D variable parameter space was a grid sampled in a rastered fashion, and for each parameter pair, an input thickness function was calculated using Eqs. (1) and (2), while holding the other 7 parameters constant These sample photoresist line profiles constituted the training set, and the testing set was obtained in the same manner using off-grid parameter values. The line profiles were sampled uniformly at 30 points to make up the 30 input values to each neural network. Table 1 shows the values of each parameter for the cases being shown. First, the results obtained for back propagation will be presented, where the SSE (Sum Squared Error) = 0.01 for the training data.
In case 1, the parameters dl and d3 were varied. Fig. 2 shows the results ofrunning the training data through the trained network, while Fig. 3 shows the results with the testing data. There were 15 x 15 225 samples in the dl -d3 parameter space. Fig. 2-(a) shows dl varying linearly from 0.52 to 1.5 at each sampled value of d3 while Fig. 2-(b) shows the same result with the 15 values ofd3 along the vertical axis and dl varying linearly for each value ofd3. As can be seen, the network outputs and ideal results are almost identical. Figs. 3-(a) and 3-(b) show test results for dl and d3, respectively, when the other parameter is held constant and off-grid samples are used. The interpolation results are good for larger parameter values (lower spatial frequencies) but poor for the smaller values. Fig. 4 shows the test results for case 2, where 01 and d3 were the parameters of interest. The training results are not shown, as they were similarly as good as case 1. Again, interpolation results were good for only a portion of the parameter range, and the network was more sensitive to the phase parameter, 01, than the period parameter, d3. Case 2 was also tested on a straight line in the 01-d3 space (Fig. 5) . The result is shown to oscillate around the actual data. Fig. 6 shows the test results of one of the harder cases, where 01-02 were varied.
The trainingtook a lot more iterations, but the test results were generally good. Next, the abductive modeling results, with comparisons to backpropagation, will be presented. Fig. 7 shows the two networks that were created for case 1 , where two periods were varied. The complexity penalty factor used for all cases was KP = 0.6. It was decided upon as it was almost halfway between the simple network with KP = 1 and the most complex network with KP = 0.1. The run time for training the networks also increased when KP was decreased. The a values are the input line profile samples that the network used, 30 maximum. Fig. 8 shows the training results. It can be seen that the training error for AIM was higher than for backpropagation. Since AIM has two networks for the two outputs, there were two sets of errors. For node 1 ,the SSE = 0.099 while for node 2, the SSE = 0.45. Fig. 9 shows the results obtained when testing the network as shown in Table 1 for case 1. It can be seen that the interpolation errors are less than those obtained from backpropagation. Fig. 10 shows the networks obtained for case 2, where T stands for Triple. The networks obtained from AIM are a lot more complex for this case as compared to case 1 . Figs. 1 1 and 12 show the testing results for case 2. The errors obtained for the network were as follows: SSE for node 1=7.65, while for node 2=0.2. Note that these test results for interpolation were better than the backpropagation test results (Fig. 5) . The fmal set of results to be shown is for case 3, which was the phase-phase network. This was a difficult case for the networks to learn as shown by the complex networks generated. Fig. 13 shows these networks. The test results can be seen in Fig. 14 . The errors for these networks were as follows. For node 1, SSE =17.1 ; for node 2, SSE = 13.5. The test results for the networks showed better performance for ei in the AIM result and better results for 2 in backpropagation.
In order to see how the networks were actually performing when the output parameter values were in error, the actual and test input patterns were generated and overlaid for a typical bad result in case 1. 
CONCLUSION
In conclusion, the following points can be stated about applying the two types of networks. 1. Although abductive polynomial modeling seems to be more powerful, since it gave better interpolation results, it does use 2 distinct parallel networks to develop two output nodes. However, it does not require much storage space to run an application once it is developed as it uses just a few polynomial equations to map the inputs to the outputs. The network also used only a subset ofthe input line profile samples in the results shown. This can be changed if the network is made more complex by changing the acceptable error value. More input points may be used then. 2. The results obtained from back propagation are still fairly accurate and the main advantage is that two networks are not needed to get two output nodes. One drawback is that more storage space is needed to store all the weights when used as an application. Also, the training time is longer in comparison to abductive modeling, and all the input line profile samples must be used. The backpropagation result can sometimes be improved by adding more training patterns and increasing the number ofhidden nodes, especially in this "noiseless" case.
Further work is still needed in order to develop highly complex 2-D patterns and in order to improve the networks used, but this work does show the potential capability of this kind of multiparameter inverse application.
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