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Abstract
In this article, we develop Stein characterization for two-sided tempered stable distributions using its
characteristic function. It enables us to give the Stein characterizations for normal, gamma, Laplace,
product of two normal, difference of two gamma, and variance-gamma distributions from the existing
literature. Further, it also enables us to give the Stein characterizations for truncated Le´vy flight, CGMY,
KoBol, and bilateral-gamma distributions. We prove the existence of additive size bias for the one-sided
case of tempered stable distributions, in particular, the gamma distribution. We also show that the Stein
characterization for the convolution of independent tempered stable distributions can be derived from its
characteristic function. Finally, we derive an error bound for tempered stable approximation.
Keywords : Tempered stable distributions; Variance-gamma distributions; Stein’s method; Semigroup ap-
proach; Characteristic function approach.
1 Introduction
Stein’s method introduced by Charles Stein [33] is a powerful approach to derive the bounds for normal
approximation. The simplicity of this method can be seen in the following procedure. The method can be
outlined as follows. For Z ∼ N(0, 1),
E
(
f ′(Z)− Zf(Z)
)
= 0, (1)
where f is any real-valued absolutely continuous function such that Ef ′(Z) < ∞. This characterization
leads us to the Stein equation
f ′(x)− xf(x) = h(x) − Eh(Z), (2)
where the test function h is real-valued. Evaluating both sides of (2) by replacing x with a random variable
Y and taking expectation give
E
(
f ′(Y )− Y f(Y )
)
= Eh(Y )− Eh(Z). (3)
From (3) the quantity |Eh(Y )−Eh(Z)| = |E (f ′(Y )− Y f(Y )) | can be bound by solving the Stein equation
(2). For more details on Stein’s method, we refer to the reader the monograph [9].
Over the years, Stein’s method has become one of the most efficient tool for deriving bounds on the distance
between two distributions and approximations to other classical distributions (see, [8, 17, 21, 28]).
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Stein’s method for various families of distributions is also keen interest for researchers such as Pearson [36],
variance-gamma [19, 20, 18], discrete Gibbs measure [27, 13] family and so on. Recently, Arras and Houdre´
[3, 4], Chen et. al. [10, 11], Upadhye and Barman [5], Xu [38] have developed Stein’s method for stable
distributions. It is clear from the above articles that the derivation of Stein’s method for the stable family
is not straightforward due to its lack of symmetry and heavy-tailed behavior. These authors use different
approaches with various assumptions to derive Stein’s method for the stable family.
Due to the fat tails of stable distributions, the moments of stable distributions do not exist for α ∈ (0, 1),
where α is the stability parameter. Tempered stable distributions (TSD) are first introduced by Koponen
[25] by tempering the tail properties of the stable distributions. TSD has mean, variance, exponential
moments, and each TSD converges weakly to the stable distribution, whenever the tempering parame-
ters tend to zero. For more details on TSD, we refer to the reader [24]. Therefore TSD is an interesting
family of distributions for researchers in probability theory as well as financial mathematics, see [6, 7, 30, 35].
Researchers in probability theory have widely studied the Stein’s method for normal [33], gamma [28],
Laplace [29], product-normal [22] and variance-gamma [19, 20] distributions. Ku¨chlar and Tappe [26] define
two-sided and one-sided TSD as a six-parameter and three-parameter family of probability distributions, re-
spectively. Again, TSD include many sub-family of distributions, such as CGMY, KoBol, bilateral-gamma,
also the variance-gamma distributions, and as the special or limiting cases, the normal, gamma, Laplace,
the product of two normal and difference of two gamma distributions. Therefore, it is of interest to develop
the Stein’s method for TSD.
In this article, we develop Stein characterization for two-sided TSD using the characteristic function (cf)
approach. This enables us to give the Stein characterizations for normal, gamma, Laplace, product of two
normal, difference of two gamma and variance-gamma distributions from the existing literature. Further, it
also enables us to give the Stein characterizations for truncated Le´vy flight, CGMY, KoBol and bilateral-
gamma distributions. Next, we prove the existence of additive size bias for the one-sided case of TSD, in
particular, the gamma distribution. We also show that the Stein characterization for the convolution of
independent TSD can be derived from its cf. The solution to the Stein equation and its properties are
derived using semigroup approach. Finally, we derive an error bound between the suitably scaled sum of
independent random variables and a tempered stable random variable on Wasserstein-2 distance.
The organization of this article is as follows. Section 2 introduces some notations and preliminaries. In
Section 3 we state our results and their relevance to the existing literature on Stein characterization for
TSD, in particular, for a sub-family of TSD, namely, the variance-gamma distributions. Next, we discuss
about the Stein characterization for the convolution of two independent TSDs. We compute an error bound
on Wasserstein-2 distance for TSD approximations. In Section 4, we provide proofs of the results stated in
Section 3.
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2 Notations and Preliminaries
Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with parameters α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1). Then,
its cf is given by
φ(t) = exp
{∫
R
(eitu − 1)ν(du)
}
, t ∈ R, (4)
where ν is the Le´vy measure given by
ν(du) =
(
α+
u1+β+
e−λ
+u1(0,∞)(u) +
α−
|u|1+β−
e−λ
−|u|1(−∞,0)(u)
)
du. (5)
With appropriate choice of parameters, TSD covers truncated Le´vy flight, CGMY, KoBol, variance-gamma,
bilateral-gamma distributions and others in the existing literature, see [26]. The random variable X with cf
representation (4) and the Le´vy measure given in (5) is known as two-sided TSD. The two-sided TSD lead
to the family of one-sided TSD as its limiting cases, which we list in the following proposition.
Proposition 2.1. Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with parameters α+, λ+, α−, λ− ∈ (0,∞) and
β+, β− ∈ [0, 1).
(i) If α− → 0+, then the limiting distribution of X has positive support, and can be characterized as
one-sided TSD with parameters α+, λ+ ∈ (0,∞) and β+ ∈ [0, 1) (we write X ∼ TSD1(α
+, β+, λ+)
(say)). It has cf given by (4), with the Le´vy measure
ν(du) =
α+
u1+β+
e−λ
+u1(0,∞)(u)du. (6)
(ii) If α+ → 0+, then the limiting distribution of X has negative support, and can be characterized as
one-sided TSD with parameters α−, λ− ∈ (0,∞) and β− ∈ [0, 1) (we write X ∼ TSD2(α
−, β−, λ−)
(say)). It has cf given by (4), with the Le´vy measure
ν(du) =
α−
u1+β−
e−λ
−u1(−∞,0)(u)du. (7)
Remark 2.2. (i) Let X ∼ TSD1(α
+, 0, λ+) with parameters α+, λ+ ∈ (0,∞). Then, X ∼ Gamma(α+, λ+).
(ii) Let X ∼ TSD2(α
−, 0, λ−) with parameters α−, λ− ∈ (0,∞). Then, −X ∼ Gamma(α−, λ−).
(iii) It is known that the densities of stable distributions do not exist for α ∈ (0, 1), where α is the stability
parameter (see, p.33, [1]). Indeed, non-Gaussian stable distributions have heavy tails and they are
asymptotically equivalent to Pareto distribution (see, [16]). TSD are designed by tempering the tail
properties of the stable distributions (see, Remark 2.3, [26]). However, the density function of TSD
may not be available in closed form but, Ku¨chler and Tappe [Section 7, [26]] have shown that there
exist a density function for each TSD with “nice” asymptotic properties.
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Next, we define various characterizations for the variance-gamma distributions (VGD) in terms of its cf.
Definition 2.3. (Ku¨chlar and Tappe [26]) Let X ∼ TSD(α, 0, λ+;α, 0, λ−) where α, λ+, λ− ∈ (0,∞), and
cf is given by (4) with the Le´vy measure
νV GD(du) =
(
α
u
e−λ
+u1(0,∞)(u) +
α
|u|
e−λ
−|u|1(−∞,0)(u)
)
du.
Then, the random variable X is said to have a VGD.
Definition 2.4. (Finlay and Seneta [15]) Let X ∼ V GD1(µ, α, λ
+, λ−) (say) where µ ∈ R and α, λ+, λ− ∈
(0,∞). It has cf given by
φV GD1(t) = e
itµ
(
1− it
(
1
λ+
−
1
λ−
)
+
t2
λ+λ−
)−α
. (8)
Then, the random variable X is said to have a VGD.
Definition 2.5. Let X ∼ V GD2(µ, σ
2, r, θ) (say) where µ, θ ∈ R and σ2, r ∈ (0,∞). It has cf given by
φV GD2(t) = e
itµ
(
1− i2θt+ σ2t2
)− r
2 . (9)
Then, the random variable X is said to have VGD.
Remark 2.6. For µ = 0, the cf representations (8) and (4) (for νV GD defined in Definition 2.3) are
exactly same by suitably adjusting the parameters. Again, by parametrizing the parameters on (8) as σ2 =
1
λ+λ−
,
(
1
λ+
− 1
λ−
)
= 2θ, α = r2 , one can get the cf of VGD in the form (9).
Next, we list the special and limiting cases of VGD in the following proposition.
Proposition 2.7. (i) Let µ ∈ R, σ2 > 0 and a random variable Xr has distribution V GD2(µ,
σ2
r
, r, 0)
with cf (9). Then, Xr converges to N(µ, σ
2), whenever r →∞.
(ii) Let α, λ > 0 and a random variable Xσ has distribution V GD2(0, σ
2, 2α, (2λ)−1) with cf (9). Then,
Xσ converges to Gamma(α, λ), whenever σ → 0.
(iii) Let X ∼ N(0, σ2X) and Y ∼ N(0, σ
2
Y ) are two independent normal random variables. Then, XY
follows V GD2(0, σ
2
Xσ
2
Y , 1, 0).
(iv) Let µ ∈ R, σ2 > 0, then the distribution of V GD2(µ, σ
2, 2, 0) has Laplace(µ, σ2) distribution.
Remark 2.8. In Proposition 1.3 of [19], it is shown that, Laplace distribution is a member of the class of
VGD and that the normal and gamma distributions occur as limiting cases. The difference of two dependent
gamma distributions and the product of two dependent normal distributions are also seen to be in the class
of VGD. All the special or limiting cases of VGD are derived by Gaunt [19] using the density of VGD. On
the other hand, in Proposition 2.7, we claim that special or limiting cases of VGD can also be derived using
its cf.
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Next, we define the self-decomposable property.
Definition 2.9. (p.4, [37]) Let X be a random variable with cf φ(t). Then, X is said to have self-
decomposable property if for any γ ∈ (0, 1),
φγ(t) =
φ(t)
φ(γt)
, t ∈ R
is also a cf for the same distribution.
Lemma 2.10. Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with parameters α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈
[0, 1). Then, X has the self-decomposable property.
Next, we introduce null array, and a fundamental result on infinitely divisible distributions (IDD).
Definition 2.11. (Arteaga and Sato [2]) A double sequence of random variables {Yni : i = 1, 2, . . . , rn;n ∈
N} on R is called a null array on R if, for each fixed n, Yn1, Yn2 . . . , Ynrn are independent and if, for each
ǫ > 0,
lim
n→∞
max
1≤i≤rn
P (|Yni| > ǫ) = 0, and
the sums Sn =
∑rn
i=1 Yni are called the row sums.
The following proposition is one of the fundamental result on IDD.
Proposition 2.12. (Arteaga and Sato [2]) Each IDD is the limit of the row sum of a null array.
Remark 2.13. Observe that, TSD are infinitely divisible, see Ku¨chlar and Tappe [26]. Therefore, for
appropriate choice of row sum of a null array, Sn, it can be shown that the limiting distribution of Sn is a
TSD (for details on convergence to IDD, we refer to the reader Theorem 15.3, Sato [32] ).
Next, we define function spaces required to develop Stein’s method for TSD.
• Let C∞b (R) := {f : R→ R| f is bounded and infinitely differentiable}. Then,
FX := {f ∈ C
∞
b (R)
∣∣ ‖f‖m,n <∞ and f (k)(x)→ 0 as x→ ±∞, k = 0, 1, 2, . . .},
where ‖f‖m,n := supx∈R
∣∣xmdnf(x)
dxn
| for m,n ∈ N. Let f ∈ FX . Then, its Fourier transform is defined
as
fˆ(u) =
1
2π
∫
R
e−iuxf(x)dx for all u ∈ R, and
the Fourier inverse formula gives
f(x) =
1
2π
∫
R
eiuxfˆ(u)du for each x ∈ R.
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• Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with parameters α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1).
By Remark 2.2, density of TSD exist. Let p(x, α+, β+, λ+;α−, β−, λ−) be the density for X. Then,
Lq(X) is defined for all q ≥ 1 by
L
q(X) =
{
f ∈ FX
∣∣∣∣
(∫
R
(
f(x)p(x, α+, β+, λ+;α−, β−, λ−)
)q
dx
) 1
q
<∞
}
.
We use semigroup approach to develop Stein’s method for TSD. Next, we define C0 semigroup on L
q(X),
q ≥ 1, and its infinitesimal generator.
Definition 2.14. A semigroup Pt : R+ → L
q(X), q ≥ 1 is said to be a C0 semigroup if it satisfies
(i) Pt+s = PtPs for all t, s ≥ 0,
(ii) limt→0+ Ptf = f for all f ∈ FX , and
the infinitesimal generator A of Pt is defined by, A(f) = limt→0+
Pt(f)−P0(f)
t
, where f ∈ FX .
Finally, we define Wasserstein-2 distance, which is used TSD approximation problem. For any two random
variables X and Y
dW2(Y,X) = sup
h∈H2
|E[h(Y )− E[h(X)]| , (10)
where H2 is the class of all bounded Lipschitz second order differentiable functions and h satisfies ||h
′|| ≤
1. Throughout the article, we use ||f || = supx∈R |f(x)| and X ∼ TSD(α
+, β+, λ+;α−, β−, λ−) with
α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1).
3 Results
In this section, we present components of Stein’s method for TSD. First, we present a Stein characterization
for TSD.
Theorem 3.1. Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1).
Then,
E
(
Xf ′(X) − α+
∫ ∞
0
e−λ
+uf ′(X + u)
uβ+
du+ α−
∫ ∞
0
e−λ
−uf ′(X − u)
uβ−
du
)
= 0, f ∈ FX . (11)
Remark 3.2. We prove the Stein identity for TSD using cf approach (see, [37]). Also, observe that several
classes of distributions such as variance-gamma, bilateral-gamma, CGMY, and KoBol can be viewed as TSD.
Stein identity for these classes of distributions can be easily derived using (11).
Next, we present a corollary of Theorem 3.1, which provides a Stein characterization for VGD.
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Corollary 3.3. Let X ∼ V GD2(0, σ
2, r, θ) for θ ∈ R and r, σ2 ∈ (0,∞) with cf (9). Then,
E
(
σ2Xf ′′(X) +
{
σ2r + 2θX
}
f ′(X) + {rθ −X} f(X)
)
= 0, f ∈ FX . (12)
Remark 3.4. (i) Observe that the Stein identitiy by Gaunt [19], and our Stein identity (12) exactly
matches, whenever the location parameter µ = 0. Note that the derivation of Stein identity given in
[19] is by modifying the density approach developed by Stein et. al. [34], and the density of VGD
is usually written in terms of modified Bessel function. Therefore, the derivation of Stein identity
using density approach is not straightforward (see [19]). However, we show that using cf approach the
derivation of Stein identity is less cumbersome.
(ii) We also observe that a Stein identity for V GD2(0,
σ2
r
, r, 0) is given by
E
(
σ2
r
Xf ′′(X) + σ2f ′(X)−Xf(X)
)
= 0,
which in the limit r →∞ is the Stein identity for classical N(0, σ2).
(iii) Taking r = 1, σ2 = σ2Xσ
2
Y and θ = 0, the identity (12) reduces to
E
(
σ2Xσ
2
Y
(
Xf ′′(X) + f ′(X)
)
−Xf(X)
)
= 0,
which is the Stein identity for products of independent N(0, σ2X) and N(0.σ
2
Y ), see [23].
(iv) We can also deduce Stein identities for symmetrized-gamma or symmetric case of variance-gamma,
Laplace, gamma distributions by Corollary 3.3.
Next, we state a corollary for one-sided TSD which provides a characterization for gamma distribution.
Corollary 3.5. Let X ∼ TSD1(α, 0, λ) with parameters α, λ ∈ (0,∞). Then,
EXf ′(X) = EXE
(
f ′(X) +
1
λ
f ′′(X + Y )
)
, f ∈ FX , (13)
where Y is a random variable having exponential distribution with parameter λ, independent of X.
Remark 3.6. (i) Note that, Corollary 3.5 claims the existence of an additive exponential size-bias (see,
[31]) distribution for the gamma distribution.
(ii) The Stein identity for gamma distribution is first introduced by Luk (Subsection 2.2, [21]) using Barbour
generator approach [30] without additive size-biased distribution. The Stein identity given in (Lemma
2.9, [21]) is for χ22(n+1) distribution with additive size-bias distribution. Under the assumptions of Luk
[21], both identities can be retrieved from Corollary 3.5.
Next, we state a proposition, which can be found in Ku¨chlar and Tappe [26], it shows that the independent
tempered stable random variables are closed under addition, substraction and scalar multiplication.
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Proposition 3.7. The following statements are valid for TSD.
(i) Let Xi ∼ TSD(α
+
i , β
+, λ+;α−i , β
−, λ−) with α+i , λ
+, α−i , λ
− ∈ (0,∞) and β+, β− ∈ [0, 1); i = 1, 2
are two independent random variables. Then,
X1 +X2 ∼ TSD(α
+
1 + α
+
2 , β
+, λ+;α−1 + α
−
2 , β
−, λ−)
(ii) Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1). Then, for
any constant c > 0
cX ∼ TSD(α+cβ
+
, β+, λ+/c;α−cβ
−
, β−, λ−/c).
(iii) Let X1 ∼ TSD1(α1, β1, λ1) and X2 ∼ TSD1(α2, β2, λ2) with αi, λi ∈ (0,∞) and βi ∈ [0, 1); i = 1, 2
are two independent random variables. Then,
X1 −X2 ∼ TSD(α1, β1, λ1;α2, β2, λ2).
Remark 3.8. (i) Observe that, one can easily find the Stein identity for the sum of two independent TSD
using Theorem 3.1, along with Proposition 3.7 of (i). It also allows to demonstrate the Stein identity
for the finite sum of independent TSD.
(ii) Note that tempered stable random variable with positive constant multiplication is also tempered stable,
but its distribution is not straightforward. Due to cf approach and Theorem 3.1, it effortlessly allows
us to derive Stein identity for such cases.
(iii) It can be shown that X1 +X3 ∼ TSD(α1, β1, λ1;α2, β2, λ2), where X3 ∼ TSD2(α2, β2, λ2) by simply
adjusting Proposition 3.7 of (iii). Therefore, each two-sided TSD is sum or difference of two inde-
pendent one-sided TSD. Thus, one might be interested in Stein identity for sum or difference of two
one-sided TSD. Then, Theorem 3.1 provides Stein identity for the sum or difference of two indepen-
dent one sided TSD. As for example, let X1 ∼ TSD1(α1, 0, λ1) and X2 ∼ TSD1(α2, 0, λ2) are two
independent random variables. Then, the Stein identity of their difference reduces to the identity of
bilateral-gamma, further with α1 = α2, the variance-gamma distributions.
The next step in the Stein’s method is to set the Stein equation. In view of Theorem 3.1, the Stein operator
for TSD is given by
AX(f)(x) = −xf
′(x) + α+
∫ ∞
0
e−λ
+uf ′(x+ u)
uβ+
du− α−
∫ ∞
0
e−λ
−uf ′(x− u)
uβ−
du, f ∈ FX . (14)
Recall that, X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1) and
h ∈ HX (a class of functions depends on the choice of metric) with E|h(X)| <∞. Then, the Stein equation
to the corresponding Stein operator (14) is given by
AX(f)(x) = h(x)− E(h(X)). (15)
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Next, we find a solution to the Stein equation (15) for TSD. We apply the semigroup approach as discussed
earlier. The semigroup approach for solving the Stein equation is developed by Barbour [5], and Arras and
Houdre´ [37] generalized it for IDD with first finite moment. Next, we construct a suitable semigroup to
solve the Stein equation (15).
Lemma 3.9. Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1). Let
(Pt)t≥0 be a family of operators defined by
Pt(f)(x) =
1
2π
∫
R
fˆ(ξ)eiξxe
−t φ(ξ)
φ(e−tξ)
dξ, f ∈ FX . (16)
Then, (Pt)t≥0 is a C0 semigroup on L
q(X), q ≥ 1, and its infinitesimal generator A is defined for all f ∈ FX
and for all x ∈ R by
A(f)(x) = −xf ′(x) + α+
∫ ∞
0
e−λ
+uf ′(x+ u)
uβ+
du− α−
∫ ∞
0
e−λ
−uf ′(x− u)
uβ−
du. (17)
.
Now, we can represent a solution to the Stein equation for TSD given in (15) by the above semigroup.
Theorem 3.10. Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1).
Let
fh(x) = −
∫ ∞
0
(Pt(h)(x) − E(h(X)))dt, h ∈ H2. (18)
Then, for all x ∈ R,
AX(fh(x)) = h(x) − E(h(X)).
The proof of Theorem 3.10 is easily follows from Barbour [5].
The next step is to estimate some nice properties to the solution, fh to find an error bound for TSD
approximation problem.
Theorem 3.11. The solution to the Stein equation, fh given in (18) has the following estimates
||f ′h|| ≤ ||h
′|| and ||f ′′h || ≤
1
2
||h′′||, h ∈ H2. (19)
Remark 3.12. Gaunt [19, 20] and Do¨bler et. al. [12] propose various methods for bounding solution to the
Stein equations that allows them to derive properties of solution to the Stein equation, in particular for a
subfamily of TSD, namely the variance-gamma. However, we simply derive the properties of solution to the
Stein equation for TSD using its self-decomposable property, see Lemma 2.10.
Next, we present an error bound on Wasserstein-2 distance between X, having TSD and a suitable random
variable. To derive the approximation bound for TSD, we suitably modify the kernel decomposition approach
developed by Xu [38] on Wasserstein-1 distance for symmetric-stable approximation.
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Theorem 3.13. Let Sn be the row sums of a null array as defined in Definition 2.11. Then,
dW2(Sn,X) ≤


||h′′||
2
rn∑
i=1
∫ N
−N
∣∣∣∣Kα+,β+,λ+(t,N)rn −Ki(t,N)
∣∣∣∣ dt+RN,n β+ = β− ∈ (0, 1).
||h′′||
2
rn∑
i=1
∫ N
−N
|Ki(t,N)|dt+Rα+,λ+,n β
+ = β− = 0, λ+ = λ−, α+ = α−,
(20)
where N > 0 is an arbitrary number,
Kα+,β+,λ+(t,N) =
α+
λ+β+
(
|t|−β
+
−N−β
+
)
,
Ki(t,N) = E
[
Yni1{0≤t≤Yni≤N} − Yni1{−N≤Yni≤t≤0}
]
,
RN,n = ||h
′||
(
rn∑
i=1
E|Yni|+
2α+
λ+
∫
|u|>N
du
|u|1+β+
+
5α+Γ(1− β+)
(λ+)1−β+
+
α−Γ(1− β+)
(λ−)1−β+
)
,
and Rα+,λ+,n = ||h
′||
(
2α+
λ+
+
rn∑
i=1
E|Yni|
)
.
Remark 3.14. Observe that, the tempered stable approximation for β+ = β− = 0 leads to bilateral gamma,
and further with α+ = α−, λ+ = λ− symmetric variance-gamma appximations, which have been studied
widely by authors, see [14, 18, 19, 20]. In these articles, authors use properties of modified Bessel function
to derive an error bound for symmetric variance-gamma approximation on Wasserstein distance. However,
we simply use the integral calculus to derive our bound.
4 Proofs
4.1 Proof of Theorem 3.1
Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with α+, λ+, α−, λ− ∈ (0,∞) and β+, β− ∈ [0, 1). Taking logarithm
on both sides of its cf (4), we have
log φ(t) = α+
∫ ∞
0
(eitu − 1)e−λ
+u
u1+β+
du+ α−
∫ 0
−∞
(eitu − 1)e−λ
−|u|
|u|1+β−
du (21)
Differentiating (21) with respect to t, we have
φ′(t) =
[
α+
∫ ∞
0
iueitue−λ
+u
u1+β+
du+ α−
∫ 0
−∞
iueitue−λ
−|u|
u1+β−
du
]
φ(t). (22)
Let p(x, α+, β+, λ+;α−, β−, λ−) be a density of TSD. Then,
φ(t) =
∫
R
eitxp(x, α+, β+, λ+;α−, β−, λ−)dx and φ′(t) =
∫
R
ixeitxp(x, α+, β+, λ+;α−, β−, λ−)dx. (23)
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From (22) and (23), we have
∫
R
xeitxp(x, α+, β+, λ+;α−, β−, λ−)dx = α+
∫
R
∫ ∞
0
ueitue−λ
+ueitxp(x, α+, β+, λ+;α−, β−, λ−)
u1+β+
dudx
+ α−
∫
R
∫ 0
−∞
ueitue−λ
−|u|eitxp(x, α+, β+, λ+;α−, β−, λ−)
|u|1+β−
dudx
= α+
∫
R
∫ ∞
0
eit(u+x)e−λ
+up(x, α+, β+, λ+;α−, β−, λ−)
uβ+
dudx
+ α−
∫
R
∫ 0
−∞
ueit(u+x)e−λ
−|u|p(x, α+, β+, λ+;α−, β−, λ−)
|u|1+β−
dudx
= α+I1 + α
−I2 (say) (24)
Observe that,
I1 =
∫
R
∫ ∞
0
eitze−λ
+up(z − u, α+, β+, λ+;α−, β−, λ−)
uβ+
dudz
=
∫
R
∫ ∞
0
eitxe−λ
+up(x− u, α+, β+, λ+;α−, β−, λ−)
uβ+
dudx
=
∫
R
eitx
∫ ∞
0
e−λ
+up(x− u, α+, β+, λ+;α−, β−, λ−)
uβ+
dudx.
Similarly,
I2 = −
∫
R
eitx
∫ ∞
0
e−λ
+up(x+ u, α+, β+, λ+;α−, β−, λ−)
uβ+
dudx
Hence, by applying inverse Fourier transform to (24), we get
xp(x, α+, β+, λ+;α−, β−, λ−) = α+
∫ ∞
0
e−λ
+up(x− u, α+, β+, λ+;α−, β−, λ−)
uβ+
du
− α−
∫ ∞
0
e−λ
−up(x+ u, α+, β+, λ+;α−, β−, λ−)
uβ+
du (25)
Let g ∈ FX . Multiplying (25) by g(x) and integrating it over R, we have
E
(
Xg(X) − α+
∫ ∞
0
e−λ
+ug(X + u)
uβ+
du+ α−
∫ ∞
0
e−λ
−ug(X − u)
uβ−
du
)
= 0 (26)
Since g ∈ FX , let f(x) be an anti-derivative for g(x). So, replacing g(x) by f
′(x) in (26), we get our desired
Stein identity for TSD. Hence, the Theorem is proved.
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4.2 Proof of Corollary 3.3
By Definition 2.3 and Theorem 3.1, it is easy to find a characterizing identity for VGD as
EXf(X) = αE
∫ ∞
0
(
e−λ
+uf(X + u)− e−λ
−uf(X − u)
)
du, f ∈ FX . (27)
As f ∈ FX , it is also possible to write down the identity (27) for VGD one of the following form
(a) EXf ′(X) = αE
∫ ∞
0
(
e−λ
+uf ′(X + u)− e−λ
−uf ′(X − u)
)
du, (28a)
(b) EXf ′′(X) = αE
∫ ∞
0
(
e−λ
+uf ′′(X + u)− e−λ
−uf ′′(X − u)
)
du. (28b)
Applying integration by parts formula on the right hand side of (27) and suitably adjusting the integrals,
we have
EXf(X) = α
(
1
λ+
−
1
λ−
)
Ef(X) + α
(
1
λ+
−
1
λ−
)
E
∫ ∞
0
(
e−λ
+uf ′(X + u)− e−λ
−uf ′(X − u)
)
du
+
α
λ−
E
∫ ∞
0
e−λ
+uf ′(X + u)du+
α
λ+
E
∫ ∞
0
e−λ
−uf ′(X − u)du
= α
(
1
λ+
−
1
λ−
)
Ef(X) + α
(
1
λ+
−
1
λ−
)
E
∫ ∞
0
(
e−λ
+uf ′(X + u)− e−λ
−uf ′(X − u)
)
du
+
2α
λ+λ−
Ef ′(X) +
α
λ+λ−
E
∫ ∞
0
(
e−λ
+uf ′′(X + u)− e−λ
−uf ′′(X − u)
)
du. (29)
Now, applying the identity relations (28a) and (28b) on (29), we obtain
E
(
1
λ+λ−
Xf ′′(X) +
{
2α
λ+λ−
+ ΛX
}
f ′(X) + (αΛ−X) f(X)
)
= 0,
where Λ =
(
1
λ+
− 1
λ−
)
, f ∈ FX . Setting the parameters
σ2 =
1
λ+λ−
,
(
1
λ+
−
1
λ−
)
= 2θ, α =
r
2
,
we get the identity as desired. Hence, the Corollary is proved.
4.3 Proof of Corollary 3.5
Let X ∼ TSD1(α, 0, λ) with α, λ > 0. Then by Remark 2.2, X has gamma distribution with parameters α
and λ. Following the steps of Theorem 3.1, one can find its Stein identity as
EXf ′(X) = αE
(∫ ∞
0
e−λuf ′(X + u)du
)
(30)
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Note that, EX = α
λ
. Applying integration by parts formula on the right hand side of (30), we have
EXf ′(X) = E
(
α
λ
f ′(X) +
α
λ
∫ ∞
0
e−λuf ′′(X + u)du
)
= EXE
(
f ′(X) +
∫ ∞
0
e−λuf ′′(X + u)du
)
= EXE
(
f ′(X) +
1
λ
f ′′(X + Y )
)
,
where Y is exponential random variable with parameter λ, independent of X.
Hence the result.
4.4 Proof of Lemma 3.9
To prove Lemma 3.9, we require the following proposition.
Proposition 4.1. Let X ∼ TSD(α+, β+, λ+;α−, β−, λ−) with cf (4). Then, for all x, ξ 6= 0,
lim
t→0+
1
t
(
eiξx(e
−t−1) φ(ξ)
φ(e−tξ)
− 1
)
=
[
−x+ α+
∫ ∞
0
eiξuue−λ
+u
u1+β+
du+ α−
∫ 0
−∞
eiξuue−λ
−|u|
|u|1+β+
du
]
(iξ). (31)
Proof . Observe that, for t ≥ 0,
φ(ξ)
φ(e−tξ)
= exp
{
α+
∫ ∞
0
(eiξu − eie
−tξu)e−λ
+u
u1+β+
du+ α−
∫ 0
−∞
(eiξu − eie
−tξu)e−λ
−|u|
|u|1+β−
du
}
Substituting this result in the LHS of (31) and using L’Hospital rule the result follows.
Let us now begin the proof of Lemma 3.9.
Claim 1.
(
Pt
)
t≥0
is a C0 semigroup.
Note that, for each f ∈ FX , P0 = f(x) and limt→∞ Pt(f)(x) = Ef(X). Let s, t ≥ 0, we have
Pt+s(f)(x) =
1
2π
∫
R
fˆ(ξ)eiξxe
−(t+s) φ(ξ)
φ(e−(t+s)ξ)
dξ.
Again,
Pt(Ps(f))(x) =
1
2π
∫
R
P̂s(f)(ξ)e
iξxe−t φ(ξ)
φ(e−tξ)
dξ
=
1
2π
∫
R
fˆ(ξ)eiξxe
−(t+s) φ(ξ)
φ(e−(t+s)ξ)
dξ.
This proves the claim.
Claim 2. The infinitesimal generator for this semigroup, A is defined for all f ∈ FX and for all x ∈ R by
A(f)(x) = −xf ′(x) + α+
∫ ∞
0
e−λ
+uf ′(x+ u)
uβ+
du− α−
∫ ∞
0
e−λ
−uf ′(x− u)
uβ−
du.
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By definition,
A(f)(x) = lim
t→0+
1
t
(
Pt(f)(x)− f(x)
)
=
1
2π
lim
t→0+
∫
R
fˆ(ξ)eiξx
1
t
(
eiξx(e
−t−1) φ(ξ)
φ(e−tξ)
− 1
)
dξ
=
1
2π
∫
R
fˆ(ξ)eiξx
[
−x+ α+
∫ ∞
0
eiξuue−λ
+u
u1+β+
du+ α−
∫ 0
−∞
eiξuue−λ
−|u|
|u|1+β+
du
]
(iξ)dξ.
Now applying inverse Fourier transform, we get our desired result.
4.5 Proof of Theorem 3.11.
Let X ′ be a tempered stable random variable with cf φe−t(ξ), t ≥ 0. Since X is self-decomposable, there
exists a function p1 such that
φe−t(ξ) =
φ(ξ)
φ(e−tξ)
=
∫
R
eiuξp1(u, α
+, β+, λ+;α−, β−, λ−)du, t ≥ 0,
and therefore,
Pt(f)(x) =
∫
R
f(y + e−tx)p1(y, α
+, β+, λ+;α−, β−, λ−)dy. (32)
Also,
d
dx
(Pt(h)(x)) = e
−t
∫
R
h′(xe−t + y)p1(y, α
+, β+, λ+;α−, β−, λ−)dy,
and
d2
dx2
(Pt(h)(x)) = e
−2t
∫
R
h′′(xe−t + y)p1(y, α
+, β+, λ+;α−, β−, λ−)dy. (33)
By definition of H2, fh is well-defined. Since,
|Pt(h)(x) − Eh(X)| =
∣∣∣∣
∫
R
h(y + e−tx)p1(y, α
+, β+, λ+;α−, β−, λ−)dy −
∫
R
h(y)p(y, α+, β+, λ+;α−, β−, λ−)dy
∣∣∣∣
≤ e−t|x|||h′||+ dW2(X
′,X).
It can be easily seen that fh is twice differentiable. Hence, ‖f
′
h‖ ≤ ‖h
′‖ and ‖f ′′h‖ ≤
1
2 ‖h
′′‖ .
4.6 Proof of Theorem 3.13.
Let Sn(i) = Sn − Ynri . The proof of Theorem 3.13 splits into two parts.
(i) β+ = β− ∈ (0, 1)
To derive an error bound, for TSD approximation, we need to go through three Lemmas which are as follows.
14
Lemma 4.2. For all f ∈ FX and N > 0, we have,
E
[
Snf
′(Sn)
]
=
rn∑
i=1
∫ N
−N
E
[
Ki(t,N)f
′′(Sn(i) + t)
]
dt+R1, (34)
where Ki(t,N) = E
[
Yni1{0≤t≤Yni≤N} − Yni1{−N≤Yni≤t≤0}
]
, and
R1 =
rn∑
i=1
E
[
Ynif
′(Sn)1{|Yni|>N} + Ynif
′(Sn(i))1{|Yni|≤N}
]
.
Proof . Since Ynr1 , Ynr2 , . . . Ynrn are independent. Then, for each i, we have
E[Snf
′(Sn)] =
rn∑
i=1
E[Ynif
′(Sn)]
=
rn∑
i=1
E
{
Yni
[
f ′(Sn)− f
′(Sn(i))
]}
+
rn∑
i=1
EYnif
′(Sn(i))
=
rn∑
i=1
J (i) +R1,
where
J (i) = E
[
Yni
{
f ′(Sn)− f
′(Sn(i))
}]
1{|Yni|≤N},
R1 =
rn∑
i=1
E
[
Yni
{
f ′(Sn)− f
′(Sn(i)))
}]
1{|Yni|>N} +
rn∑
i=1
EYnif
′(Sn(i))
=
rn∑
i=1
E
[
Ynif
′(Sn)1{|Yni|>N} + Ynif
′(Sn(i))1{|Yni|≤N}
]
.
For J (i), we have
J (i) = E
[
Yni{f
′(Sn)− f
′(Sn(i)))}
]
1{|Yni|≤N}
= E
{
Yni
[∫ Yni
0
f ′′((Sn(i) + t))dt
]
1{|Yni|≤N}
}
= E
{
Yni
[∫ ∞
−∞
f ′′(Sn(i) + t)
(
1{0≤t≤Yni} − 1{Yni≤t≤0}
)
dt
]
1{|Yni|≤N}
}
=
∫ ∞
−∞
E
[
f ′′(Sn(i) + t)dt
]
E
[
Yni
(
1{0≤t≤Yni} − 1{Yni≤t≤0}
)
Yni1{|Yni|≤N}
]
=
∫ N
−N
Ki(t,N)E
[
f ′′(Sn(i) + t)dt
]
.
Combining all the above results, we obtain our desired lemma.
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Lemma 4.3. For all x ∈ R, let ∆ : FX → R+ be an operator defined by
∆f(x) =
α+
λ+
∫ ∞
0
f ′(x+ u)− f ′(x− u)
u1+β+
du. (35)
Then, for all x ∈ R,
∆f(x) =
∫ N
−N
Kα+,β+,λ+(t,N)f
′′(x+ t)dt+R2(x)
where N > 0 is any arbitrary number and
Kα+,β+,λ+(t,N) =
α+
λ+β+
(
|t|−β
+
−N−β
+
)
R2(x) =
α+
λ+
∫
|u|>N
f ′(x+ u)− f ′(x)
sgn(u)|u|1+β+
du.
Proof . we write (35) as
∆f(x) = T1(x)− T2(x) +R2(x),
with
T1(x) =
α+
λ+
∫ N
0
f ′(x+ u)− f ′(x)
u1+β+
du
T2(x) =
α+
λ+
∫ 0
−N
f ′(x+ u)− f ′(x)
(−u)1+β+
du
R2(x) =
α+
λ+
∫ ∞
N
f ′(x+ u)− f ′(x)
u1+β+
du
−
α+
λ+
∫ −N
−∞
f ′(x+ u)− f ′(x)
(−u)1+β+
du.
Note that,
T1(x) =
∫ N
0
α+
λ+u1+β+
∫ u
0
f ′′(x+ t)dtdu
=
∫ ∞
0
∫ u
0
α+
λ+u1+β
+ f
′′(x+ t)1{0≤t≤u≤N}dtdu
=
α+
λ+β+
∫ N
0
(
t−β
+
−N−β
+
)
f ′′(x+ t)dt.
Similarly, we have
T2(x) =
−α+
λ+β+
∫ 0
−N
(
(−t)−β
+
−N−β
+
)
f ′′(x+ t)dt.
Combining the above relations T1(x), T2(x) and R2(x), we conclude our lemma.
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Lemma 4.4. For all x ∈ R, define
A0f(x) = −xf
′(x) + α+
∫ ∞
0
e−λ
+u(f ′(x+ u)− f ′(x− u))
uβ+
du.
Then, the following inequality holds:
E [A0f(Sn)] ≤
rn∑
i=1
∫ N
−N
E
(
Kα+,β+,λ+(t,N)
rn
−Ki(t,N)
)
f ′′(Sn(i) + t)dt
−R1 +
1
rn
rn∑
i=1
E(R2(Sn(i))) +R3,
where R1 and R2(x) are defined in Lemmas 4.2 and 4.3 respectively, and
R3 =
α+
rn
rn∑
i=1
E
∫ ∞
0
[
e−λ
+u (f ′(Sn + u)− f
′(Sn − u))
u1+β
+ −
e−λ
+u (f ′(Sn(i) + u)− f
′(Sn(i) − u))
u1+β
+
]
du.
Proof . Observe that
α+
∫ ∞
0
e−λ
+u(f ′(x+ u)− f ′(x− u))
uβ+
du ≤
α+
λ+
∫ ∞
0
f ′(x+ u)− f ′(x− u)
u1+β+
du
= ∆f(x)
By Lemmas 4.2 and 4.3, we have
E[A0f(Sn)] ≤ E
(
−Snf
′(Sn) + ∆f(Sn(i))
)
+R3
=
rn∑
i=1
∫ N
−N
E
(
Kα+,β+,λ+(t,N)
rn
−Ki(t,N)
)
f ′′(Sn(i) + t)dt
−R1 +
1
rn
rn∑
i=1
E(R2(Sn(i))) +R3
Hence, the lemma is proved.
Proof of the Theorem 3.13 By (15), we have
E[h(Sn)− h(X)] = E
(
−Snf
′(Sn) + α
+
∫ ∞
0
e−λ
+uf ′(Sn + u)
uβ+
du− α−
∫ ∞
0
e−λ
−uf ′(Sn − u)
uβ−
du
)
= E (A0f(Sn)) + E
(∫ ∞
0
(
α+e−λ
+u − α−e−λ
−u
uβ+
)
f ′(Sn − u)du
)
.
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To bound E[h(Sn)− h(X)], it is sufficient to find an upper bound of right hand side of the above result. By
Lemma 4.4 and Theorem 3.11, we have∣∣∣∣∣
rn∑
i=1
∫ N
−N
E
(
Kα+,β+,λ+(t,N)
rn
−Ki(t,N)
)
f ′′(Sn(i) + t)dt
∣∣∣∣∣
≤
1
2
||h′′||
n∑
i=1
∫ N
−N
∣∣∣∣Kα+,β+,λ+(t,N)n −Ki(t,N)
∣∣∣∣ , and
|R1| =
∣∣∣∣∣
rn∑
i=1
E
[
Ynif
′(Sn)1{|Yni|>N} + Ynif
′(Sn(i))1{|Yni|≤N}
]∣∣∣∣∣
≤ ||h′||
rn∑
i=1
E|Yni|.
From Lemma 4.3, we have
∣∣ 1
rn
rn∑
i=1
E(R2(Sn(i)))
∣∣ ≤ α+
rnλ+
n∑
i=1
E
∫
|u|>N
∣∣f ′(Sn(i) + u)− f ′(Sn(i))∣∣
|u|1+β+
du
≤
2α+
λ+
||h′||
∫
|u|>N
du
|u|1+β+
.
For R3, we have
|R3| ≤ 4α
+||h′||
∫ ∞
0
du
uβ+eλ+u
=
4α+Γ(1− β+)
(λ+)1−β+
||h′||.
Also, ∣∣∣∣∣E
(∫ ∞
0
(
α+e−λ
+u − α−e−λ
−u
uβ+
)
f ′(Sn − u)du
)∣∣∣∣∣ ≤ ||h′||
∫ ∞
0
∣∣∣∣∣α
+e−λ
+u − α−e−λ
−u
uβ+
∣∣∣∣∣ du
≤
(
α+Γ(1− β+)
(λ+)1−β
+ +
α−Γ(1− β+)
(λ−)1−β
+
)
||h′||
Combining all the above estimates, we obtain our desired inequality of the theorem.
(ii) β+ = β− = 0, α+ = α− and λ+ = λ−
By (15), we have
E[h(Sn)− h(X)] = E
(
−Snf
′(Sn) + α
+
∫ ∞
0
e−λ
+uf ′(Sn + u)du− α
+
∫ ∞
0
e−λ
+uf ′(Sn − u)du
)
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To bound E[h(Sn)− h(X)], it is sufficient to find an upper bound of right hand side of the above result. By
Lemma 4.2 and Theorem 3.11, we have
E
∣∣Snf ′(Sn)∣∣ ≤ ||h′′||
2
rn∑
i=1
∫ N
−N
|Ki(t,N)|dt + ||h
′||
rn∑
i=1
E|Yni|, and
E
∣∣∣∣α+
∫ ∞
0
e−λ
+uf ′(Sn + u)du− α
+
∫ ∞
0
e−λ
+uf ′(Sn − u)du
∣∣∣∣ ≤ 2α+||h′||
∫ ∞
0
e−λ
+udu
≤
2α+
λ+
||h′||.
Combining all the above estimates, we obtain our desired inequality of the theorem.
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