Abstract. We compute the analytic torsion of a bounded generalized cone by generalizing the computational methods of M. Spreafico and using the symmetry in the de Rham complex, as established by M. Lesch. We evaluate our result in lower dimensions and further provide a separate computation of analytic torsion of a bounded generalized cone over S 1 , since the standard cone over the sphere is simply a flat disc.
Introduction
Torsion invariants for manifolds which are not simply connected were introduced by K. Reidemeister in [Re1, Re2] and generalized to higher dimensions by W. Franz in [Fr] . Using the introduced torsion invariants the authors obtained a full PL-classification of lens spaces. The Reidemeister-Franz torsion, short − the Reidemeister torsion, was the first invariant of manifolds which was not a homotopy invariant.
The Reidemeister-Franz definition of torsion invariants was extended later to smooth manifolds by J. H. Whitehead in [Wh] and G. de Rham in [Rh] . With their construction G. de Rham further proved that a spherical Clifford-Klein manifold is determined up to isometry by its fundamental group and its Reidemeister torsion.
The Reidemeister-Franz torsion is a combinatorial invariant and can be constructed using a cell-decomposition or a triangulation of the underlying manifold. The combinatorial invariance under subdivisions was established by J. Milnor in [Mi] , see also [RS] . It is therefore a topological invariant of M , however not a homotopy invariant.
There is a series of results relating combinatorial and analytic objects, among them the Atiyah-Singer Index Theorem. In view of these results it is natural to ask for the analytic counterpart of the combinatorial Reidemeister torsion. Such an analytic torsion was introduced by D. B. Ray and I. M. Singer in [RS] in form of a weighted product of zeta-regularized determinants of Laplace operators on differential forms.
The zeta-regularized determinant of a Laplace Operator is a spectral invariant which very quickly became an object of interest on its own in differential and conformal geometry, studied in particular as a function of metrics for appropriate geometric operators. Further it plays a role in mathematical physics where it gives a regularization procedure of functional path integrals (partition function), see [H] .
In their work D.B. Ray and I. M. Singer provided some motivation why the analytic torsion should equal the combinatorial invariant. The celebrated Cheeger-Müller Theorem, established independently by J. Cheeger in [Ch] and W. Müller in [Mu1] , proved equality between the analytic Ray-Singer torsion and the combinatorial Reidemeister torsion for any smooth closed manifold with an orthogonal representation of its fundamental group.
The proofs of J. Cheeger and W. Müller use different approaches. The first author in principle studied the behaviour of the Ray-Singer torsion under surgery. The second author used combinatorial parametrices and approximation theory of Dodziuk [Do] to reduce the problem to trivial representations, treating this problem then by surgeries.
Note a different approach of Burghelea-Friedlander-Kappeler in [BFK] and BismutZhang in [BZ1] , who obtained a new proof of the result by J. Cheeger and W. Müller using Witten deformation of the de Rham complex via a Morse function.
The study of the analytic torsion of Ray and Singer has taken the following natural steps. The setup of a closed Riemannian manifold with its marking point − the Cheeger Müller Theorem, was followed by the discussion of compact manifolds with smooth boundary. In the context of smooth compact manifolds with boundary a Cheeger-Müller type result was established in the work of W. Lück [Lü] and S. Vishik [V] .
While the first author reduced the discussion to the known Cheeger-Müller Theorem on closed manifolds via the closed double construction, the second author gave an independent proof of the Cheeger-Müller Theorem on smooth compact manifolds with and without boundary by establishing gluing property of the analytic torsion.
Both proofs work under the assumption of product metric structures near the boundary. However by the anomaly formula in [BM] the assumption of product metric structures can be relaxed.
The next natural step in the study of analytic torsion is the treatment of Riemannian manifolds with singularities. We are interested in the simplest case, the conical singularity. The analysis and the geometry of spaces with conical singularities were developped in the classical works of J. Cheeger in [Ch1] and [Ch2] . This setup is modelled by a bounded generalized cone M = (0, 1] × N over a closed Riemannian manifold (N, g N ) with the Riemannian metric
The analytic Ray-Singer Torsion is shown in [Dar] to exist on a bounded generalized cone and the natural question arises whether one can establish a Cheeger-Müller type theorem in the singular setup, as well. Following [L, Problem 5.3] , the idea is to reduce via the gluing formula of Vishik [V] the comparison of Ray-Singer and p-Reidemeister torsion (intersection torsion, cf. [Dar] ) on compact manifolds with conical singularities to a comparison on a bounded generalized cone.
The presented computation of analytic torsion on a bounded generalized cone solves problem posed in [L, Problem 5.3] . We have provided the general answer to the question in Theorems 8.1 and 8.2 and obtained as an example explicit results in two and in three dimensions in Corollaries 8.3 and 8.4.
After the computation of the analytic torsion of a bounded generalized cone one faces the problem of comparing it to the intersection torsion in the "right" perversityp. However the complex form of the result for the analytic torsion at least complicates the comparison with the topological counterpart.
In the actual computation of the analytic torsion of a bounded generalized cone, we use the approach of M. Spreafico [S] , combined with elements of [BKD] , together with an observation of symmetry in the de Rham complex by M. Lesch in [L3] .
In fact J.S. Dowker and K. Kirsten provided in [DK] some explicit results for a bounded generalized cone M = (0, 1] × N , giving formulas which related the zetadeterminants of form-valued Laplacians, essentially self-adjoint at the cone singularity and with Dirichlet or generalized Neumann conditions at the cone base, to the spectral information on the base manifold N . So, in the manner of [Ch2] , they reduced analysis on the cone to that on its base.
Theoretically these results can be composed directly into a formula for the analytic torsion. However this approach would disregard the subtle symmetry of the de Rham complex of a bounded generalized cone, which was derived by M. Lesch in [L3] . Furthermore the formulas obtained this way turn out to be rather ineffective.
We present here an approach that does make use of the symmetry of the de Rham complex and leads to expressions that are easier to evaluate. The calculations are performed for any dimension ≥ 2 with an overall general result for the analytic torsion of a bounded generalized cone. Further calculations are possible only by specifying the base manifold N . In Subsection 8 we provide explicit results in three and in two dimensions.
The computation is performed for simplicity under an additional assumption of a scaled metric g M , such that the form-valued Laplacians are essentially self-adjoint at the cone singularity. This apparent gap can be considered as closed by the discussion in [BV1] .
For a bounded generalized cone of dimension two, over a one-dimensional sphere, one needs to introduce an additional parameter in the Riemannian cone metric in order to deal with bounded generalized cone and not simply with a flat disc D 1 . There is no need to evaluate the symmetry of the de Rham complex in this case. The calculations of [S] can be generalized to this setup in a straightforward way, which is done in Section 9.
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The Scalar Analytic Torsion
Consider a bounded generalized cone M = (0, 1] × N over a closed oriented Riemannian manifold (N, g N ) of dimension dim N = n, with the Riemannian metric on M given by a warped product
Consider the exterior derivatives and their formal adjoints on differential forms with compact support in the interior of M : 
The minimal and the maximal extensions of the exterior derivative give rise to selfadjoint extensions of the associated Laplace operator k . We are interested in the relative self-adjoint extension of k , defined as follows:
We will only need the following well-known result, which is a direct application of [L1, Proposition 1.4.7] Theorem 2.1. The self-adjoint operator rel k is discrete with the zeta-function For a compact oriented Riemannian manifold X m the scalar analytic torsion ( [RS] ) is defined by log T (X) := 1 2
where ζ k (s) denotes the zeta-function of the Laplacian on k-forms of X, with relative or the absolute boundary conditions posed at ∂X. On compact Riemannian manifolds the zeta-functions ζ k (s) extend meromorphically to C with s = 0 being regular, so the definition makes sense.
On the bounded generalized cone M the zeta-functions ζ(s, rel k ) possibly have a simple pole at s = 0. However we have the following result of A.Dar: Theorem 2.2. [Dar] The meromorphic function
is regular at s = 0. Thus the analytic torsion T rel (M ) := exp(T (M, s = 0)) of a bounded generalized cone exists.
Thus even though the zeta-functions ζ(s, rel k ) need not be regular at s = 0, their residua at s = 0 cancel in the alternating weighted sum T (M, s).
The statement extends to general compact manifolds with isolated conical singularities. A compact manifold with a conical singularity is a Riemannian manifold (M 1 ∪ N U, g) partitioned by a compact hypersurface N , such that M 1 is a compact manifold with boundary N and U is isometric to (0, ] × N with the metric over U being of the following form
In this article we compute for the bounded generalized cone M the analytic continuation of log T (M, s) to s = 0 by means of a decomposition of the de Rham complex. We perform the computations under an isometric identification below.
The volume forms on M and N , associated to the Riemannian metrics g M and g N , are related as follows:
Consider as in [BS, (5. 2)] the following separation of variables map, which is linear and bijective:
where φ k , φ k−1 are identified with their pullback to M under the natural projection π : (0, 1] × N → N onto the second factor, and x is the canonical coordinate on (0, 1]. Here Ω k 0 (M ) denotes differential forms of degree k = 0, .., n + 1 with compact support in the interior of M . The separation of variables map Ψ k extends to an isometry with respect to the L 2 -scalar products, induced by the volume forms vol(g M ) and vol(g N ).
Proposition 2.3. The separation of variables map (2.3) extends to an isometric identification of L 2 −Hilbert spaces
Under this identification we obtain for the exterior derivative, as in [BS, (5.5 
where c k = (−1) k (k − n/2) and d k,N denotes the exterior derivative on differential forms over N of degree k. Taking adjoints we find
Consider now the Gauss-Bonnet operator D + GB mapping forms of even degree to forms of odd degree. The Gauss-Bonnet operator acting on forms of odd degree is simply the formal adjoint D
t . With respect to Ψ + := ⊕Ψ 2k and Ψ − := ⊕Ψ 2k+1 the relevant operators take the following form:
. where S 0 is a first order elliptic differential operator on Ω * (N ). The transformed Gauss-Bonnet operators in (2.6) are regular singular in the sense of [BS] and [Br, Section 3] . Moreover, the Laplace Operator on k-forms over M transforms to
where A k is a symmetric differential operator of order two, a restriction of
The non-product situation on the bounded generalized cone M is pushed into the x-dependence of the tangential part of the Laplacian.
We continue below under the isometric transformation Φ. In particular the de Rham complex and the associated Laplace operators are considered in their equivalent form under the isometry.
Decomposition of the de Rham complex
Following [L3] , we decompose the de Rham complex of M into a direct sum of subcomplexes of two types. The first type of the subcomplexes is given as follows.
t and we obtain a subcomplex of the de Rham complex: 
By [BV1, Theorem 4.10] 
Next we compute the associated Laplacians
with its scalar part f ∈ C ∞ 0 (0, 1). We continue under this identification from here on.
The second type of the subcomplexes comes from the harmonics on the base manifold N and is given as follows. Consider H k (N ) and fix an orthonormal ba-
t and we obtain a subcomplex of the de Rham complex
where the action of d is identified with its scalar action. We continue under this identification. As for the subcomplex (3.1), separating out the subcomplex above is compatible with the relative boundary conditions by [BV1, Theorem 4 .10]. Hence we obtain for the induced self-adjoint extensions
By the Hodge decomposition on the base manifold N the de Rham complex (Ω * 0 (M ), d) decomposes completely into subcomplexes of the two types above. This decomposition gives in each degree k a compatible decomposition for rel k , as observed [BV1, Theorem 4.10] . In the language of [W2] we have a decomposition into reducing subspaces of the Laplacians. Hence the Laplacians rel k induce selfadjoint relative extensions of the Laplacians of the subcomplexes. In particular each subcomplex contributes to the function in (2.2) as follows.
The relative boundary conditions turn the complex (3.1) of the first type into a Hilbert complex (see [BL1] ) of the following general form:
By the specific form of the subcomplex we have the following relation between the zeta-functions corresponding to the Laplacians of the subcomplex
From the spectral relation (3.10) we deduce that the contribution of the subcomplex H to the function T (M, s) amounts to
Since there are in fact infinitely many subcomplexes of the first type, we first have to add up the contributions for Re(s) large and then continue the sum analytically to s = 0. Then the derivative at zero gives the contribution to T (M ).
For the contribution of the subcomplexes (3.6) of the second kind to the analytic torsion, note that the relative boundary conditions turn the complex of second type into a Hilbert complex of the following general form:
There are only finitely many such subcomplexes, since dim H * (N ) < ∞. Hence we obtain directly for the contribution to log T (M ) from each of such subcomplexes
Symmetry in the Decomposition
In this section we present a symmetry of the de Rham complex on a model cone, as elaborated by M. Lesch in [L3] . Consider the subcomplexes (3.1) of the first type
with the associated Laplacians (identified with their scalar action) 
Now we discuss the relative boundary conditions for , we obtain
The values f (1), f (1) are well-defined since D( Next we consider the twin-subcomplex, associated to the subcomplex discussed above. Let φ := * N ψ ∈ Ω n−k (N ). Put
Again the subspace
is invariant under the action of d and d
t and in fact we obtain a complex
By computing explicitly the action of the exterior derivative (2.4) on the basis elements ξ i we obtain
As for the first subcomplex we compute the relevant Laplacians:
where the operators are identified with their scalar actions. As before, separating out the subcomplex above, we decompose rel n−k±1 , rel n−k compatibly. Hence the relative boundary conditions induce self-adjoint extensions
of the Laplacians φ 0 , φ 2 respectively. Under the scaling assumption of (4.2) the relative boundary conditions for this pair of operators are computed to
with [BV1, Proposition 4.5] . As before the values f (1), f (1) are well-defined since
So in total we obtain four self-adjoint operators, which differ only by their boundary conditions. Unfortunately the differences in the domains do not allow to cancel the contribution of the two twin-subcomplexes to the analytic torsion. However the symmetry still allows us to perform explicit computations.
Recall that ψ was chosen to be a normalized coclosed η-eigenform on N of degree k and φ = * N ψ. Denote the dependence of the generating forms ψ and φ on the eigenvalue η by ψ(η) and φ(η). Introduce further the notation
where all eigenvalues are counted according to their multiplicities. Using this notation we now introduce the following zeta-functions for Re(s) 0
The D-subscript is aimed to point out that the zeta-functions in the sum are associated to Laplacians with Dirichlet boundary conditions at x = 1. Similarly the N -subscripts point out the generalized Neumann boundary conditions at x = 1, which are however different for (s) are by Theorem 2.1 holomorphic for Re(s) sufficiently large, since they sum over eigenvalues of rel * but with lower multiplicities. In view of (3.11), which describes the contribution to analytic torsion from the subcomplexes, we set for Re(s) large
Further simplifications (notably Proposition 6.8) take place throughout the discussion, so that an effective result can be obtained in the end.
Below we provide the analytic continuation of ζ k (s) to s = 0 for any fixed degree k < dim N − 1 and compute (−1) k ζ k (0). The contribution coming from the subcomplexes of the second type (3.6), induced by the harmonic forms on the base N , is not included in ζ k (s) and will be determined explicitly in a separate discussion.
Remark 4.4. The total contribution of subcomplexes (3.1) of first type to the logarithmic scalar analytic torsion log T (M ) of the odd-dimensional bounded generalized cone M is given by 1 2
For an even-dimensional cone M the zeta-function ζ k (s) counts in the degree k = (n − 1)/2 each subcomplex of type (3.1) twice. Thus the total contribution of subcomplexes of first type to log T (M ) is given by
where the first sum is set to zero for dim M = n + 1 = 2.
Some auxiliary analysis
Fix a real number ν > 1 and consider the following differential operator
. By the choice ν > 1 the operator l ν is in the limit point case at x = 0 and hence its maximal and the minimal extensions coincide at x = 0. Therefore we only need to fix boundary conditions at x = 1 to define a self-adjoint extension of l ν . Put for
where α = ∞ defines the Dirichlet boundary conditions at x = 1 and α = 1/2 − the pure Neumann boundary conditions at x = 1.
where this result is restated. For semi-boundedness of L ν (α) note that the potential (ν 2 − 1/4)/x 2 is positive. Hence it suffices to discuss semi-boundedness of −d 2 /dx 2 under different boundary conditions. By [W2, Theorem 8.24 ] all the self-adjoint extensions of
Hence L ν (α) is indeed semi-bounded. It remains to identify the lower bound in the case α 2 < ν 2 and α = ∞. For this consider any
, which implies that f is continuously differentiable at (0, 1) and f, f extend continuously to x = 1. Moreover we infer from [BV1, Proposition 2.10 (iii)] the asymptotic behaviour
, as x → 0. We compute via integration by parts for any ∈ R with 2 < ν 2 :
. Now the asymptotics of f (x) and f (x) as x → 0 implies together with f ≡ 0:
Evaluation of the conditions at x = 1 for L ν (α) with α = ∞ or α 2 < ν 2 proves the statement. 
where c 1 , c 2 are constants and J ν , Y ν denote Bessel functions of first and second kind, respectively. For ν > 1 the asymptotic behaviour of f ∈ D(l ν,max ) is given by
. Taking in account the boundary conditions for L ν (α) with at α = ∞ or α 2 < ν 2 , we deduce correspondence between zeros of J α ν (z) and eigenvalues of L ν (α). Hence by Proposition 5.1 we deduce the statements about the zeros of J α ν (z), up to the statement on the symmetry of zeros, which follows simply from the standard infinite series representation of Bessel functions. 
Next consider the zeta-function ζ(s, L ν (α)), α ∈ R * associated to the self-adjoint realization L ν (α) of l ν . It is well-known, see [L, Theorem 1.1] that the zeta-function extends meromorphically to C with the analytic representation given by the Mellin transform of the heat trace:
where P is the projection on the orthogonal complement of the null space of L ν (α). The heat operator exp(−tL ν (α)) is defined by the spectral theorem and is a bounded smoothing operator with finite trace Tr L 2 (e −tLν (α) P ) of standard polylogarithmic asymptotics as t → 0+, see [Ch, Theorem 2.1] . We can write for t > 0
where the contour Λ shall encircle all non-zero eigenvalues of the semi-bounded L ν (α), α ∈ R * and be counter-clockwise oriented, in analogy to Figure 1 below. Now, following [S] , we obtain an integral representation for ζ(s, L ν (α)) in a computationally convenient form. Introduce a numbering (λ n ) of the eigenvalues of L ν (α) and observe
where we fix henceforth the branch of logarithm in C\R + with 0 ≤ Im log z < 2π. We continue with this branch of logarithm throughout the section. Integrating now by parts first in λ, then in t we obtain In analogy to the constructions of [S] we obtain for the zeta-functions ζ
N be a bounded generalized cone. Let the metric on the base manifold N be scaled as in (4.2) such that the non-zero eigenvalues of the form-valued Laplacians on N are bigger than 1. Denote by k,ccl,N the Laplace Operator on coclosed k-forms on N . Let
Then we obtain with (j ν,i ) i∈N being the positive zeros of the Bessel function J ν (z)
Proof. Consider for η ∈ Spec k,ccl,N \{0} the operators
, defined in (3.5) and (4.3). Under the identification with their scalar parts we have
where ν := η + (k + 1/2 − n/2) 2 . By scaling of the metric on N we have ν > 1 and hence the self-adjoint extensions 
where j ν,i are the positive zeros of J ν (z). This series is well-defined for Re(s) large by Theorem 2.1, since
0,rel ) as direct sum components of rel * have the same spectrum as rel * , but with lower multiplicities in general.
Due to the uniform convergence of integrals and series we obtain with similar computations as for (5.2) an integral representation for this sum:
Note that the contour Λ c , defined in (6.1) encircles all eigenvalues of
by construction, since the operators are positive by Corollary 5.3.
Then we obtain for l = 1, 2
where ( j ν,l,i ) i∈N are the positive zeros of J
, defined in (3.5) and (4.3), which contribute to the zeta-functions ζ k N1 (s) and ζ k N2 (s) correspondingly. Under the identification with their scalar parts we have
where ν := η + (k + 1/2 − n/2) 2 . By scaling of the metric on N we have ν > 1 and hence the self-adjoint extensions
2,rel and
2,rel are determined only by their generalized Neumann boundary conditions at x = 1. Recall
Note for any degree k and any ν ∈ F k
Hence by Corollary 5.2 we obtain for l = 1, 2:
where j ν,l,i are the positive zeros of J N l ,k ν (z) for l = 1, 2. This series is well-defined for Re(s) large by Theorem 2.1, since
2,rel as direct sum components of rel * have the same spectrum as rel * , but with lower multiplicities in general.
Note that the contour Λ c encircles all the possible eigenvalues of
2,rel by construction, since the operators are positive by Corollary 5.3.
N be a bounded generalized cone. Let the metric on N be scaled as in (4.2) such that the non-zero eigenvalues of the form-valued Laplacians on N are bigger than 1. Then we obtain with Definition 4.2 in the notation of Propositions 6.1 and 6.2
For dim M even we compute with z :
Proof. Recall for convenience the definition of ζ k (s) in Definition 4.2 In order to simplify notation we put (recall c j := (−1) j (j − n/2))
Now we present t D,k ν (λ) and t N l ,k ν (λ), l = 1, 2 in terms of special functions. This can be done by referring to tables of Bessel functions in [GRA] or [AS] . However in the context of the paper it is more appropriate to derive the presentation from results on zeta-regularized determinants. Here we follow the approach of [L, Section 4 .2] in a slightly different setting.
The original setting of [L, (4.22) ] provides an infinite product representation for I ν (z). We apply its approach in order to derive the corresponding result for I N ν (z) := αI ν (z) + zI ν (z), with α ∈ {±α k } and ν ∈ F k .
Consider now the following regular-singular Sturm-Liouville operator and its selfadjoint extension with α ∈ {±α k } and ν ∈ F k
Note we have α 2 < ν 2 by construction and in particular α = −ν. Thus we find by Proposition 5.1 that ker L ν (α) = {0} and
Denote by φ(x, z), ψ(x, z) the solutions of (l ν + z 2 )f = 0, normalized in the sense of [L, (1.38a) , (1.38b)] at x = 0 and x = 1, respectively. The general solution to (l ν + z 2 )f = 0 is of the following form
Applying the normalizing conditions of [L, (1.38a) , (1.38b)] we obtain straightforwardly
Finally by [L, Proposition 4 .6] we obtain with {λ n } n∈N being a counting of the eigenvalues of L ν (α):
Since ker L ν (α) = {0}, for all n ∈ N we have λ n = 0. Denote the positive zeros of J N ν (z) := αJ ν (z) + zJ ν (z) by ( j ν,i ) i∈N . Note in the notation of Proposition 6.2
Using the product formula (6.12) and [L, Theorem 1 .2] applied to L ν (α) + z 2 , we compute in view of (6.11)
The original computations of [L, (4.22) ] provide an analogous result for I ν (z)
where j ν,i are the positive zeros of J ν (z). Finally in view of the series representations for t D,k ν (λ) and t N l ,k ν (λ), l = 1, 2 derived in Propositions 6.1 and 6.2 we obtain with
where α l = α k if l = 1 and α l = −α k if l = 2. Putting together these two results we obtain with Definition 4.2 the statement of the corollary. Now we turn to the discussion of T k (s, λ). For this we introduce the following zeta-function for Re(s) large:
where ν ∈ F k are counted with their multiplicities and the second equality is clear, since ν ∈ F k are positive. Recall that ν ∈ F k solves
and hence ζ k,N (2s) is simply the zeta-function of k,ccl,N + (k + 1/2 − n/2) 2 . By standard theory ζ(2s) extends (note that ζ(2s) can be presented by an alternating sum of zeta functions of j,N + (k + 1/2 − n/2) 2 , j = 0, .., k) to a meromorphic function with possible simple poles at the usual locations {(n − p)/2|p ∈ N} and s = 0 being a regular point. Thus the 1/ν r dependence in t k ν (λ) causes a nonanalytic behaviour of T k (s, λ) at s = 0 for r = 1, .., n, since
possesses possibly a pole at s = 0. Therefore the first n = dim N leading terms in the asymptotic expansion of t k ν (λ) for large orders ν are to be removed. We put (6.16) In order to get explicit expressions for f k r (λ) we need following expansions of Besselfunctions for large order ν, see [O, Section 9] :
where we put z := √ −λ, t := (1+z 2 ) −1/2 and η := 1/t+log(z/(1+1/t)). Recall that λ ∈ Λ c , defined in (6.1). The induced z = √ −λ is contained in {z ∈ C||arg(z)| < π/2} ∪ {ix|x ∈ (−1, 1)}. This is precisely the region of validity for these asymptotic expansions, determined in [O, (7.18) ].
Same expansions are quoted in [BKD, Section 3] . In particular we have as in [BKD, (3.15) ] the following expansion in terms of orders (6.18) where D r (t) and M r (t, ±α k ) are polynomial in t. Using these series representations we prove the following result.
Lemma 6.4. For dim M being odd we have with z := √ −λ, t :
For dim M being even we have in the same notation
Proof. We get by the series representation (6.17) and (6.18) the following expansions for large orders ν:
Furthermore, with ν > |α k | for ν ∈ F k we obtain
Hence in total we obtain an expansion for t k ν (λ) in terms of orders ν:
From here the explicit result for f k r (λ) follows by its definition.
From the integral representation (6.10) we find that the singular behaviour enters the zeta-function in form of
We compute explicitly this contribution coming from f k r (λ) in terms of the polynomial structure of M r and D r . It can be derived from (6.17) and (6.18), see also [BKD, (3.7) , (3.16)], that the polynomial structure of M r and D r is given by
Lemma 6.5. For dim M odd we obtain
For dim M even we obtain
Proof. Observe from [GRA, 8.353.3] by substituting the new variable x = λ − 1, with a > 0:
Using now the relation between the incomplete Gamma function and the probability integral 
and for dim M even
Proof. For large argument λ we obtain
Therefore the polynomials M r (t, ±α k ) and D r (t), having no constant terms, are of asymptotics O (−λ) −1/2 for large λ. Hence directly from Lemma 6.4 we obtain in odd dimensions for large λ
In even dimensions we get (6.20) It remains to identify explicitly the asymptotics of t k ν (λ). Note by [AS, p. 377 ] the following expansions for large arguments and fixed order:
These expansions hold for |arg(z)| < π/2 and in particular for z = √ −λ with λ ∈ Λ c large, where Λ c is defined in (6.1). Further observe for such z = √ −λ, λ ∈ Λ c large:
Together with the expansions of the Bessel-functions we obtain for t k ν (λ) defined in Corollary 6.3
Recall the definition of p k ν (λ) in (6.16). Combining this with (6.19) and (6.20) we obtain the desired result.
Definition 6.7. With the coefficients a k ν and b k ν defined in Proposition 6.6, we set for Re(s) 0
Now the last step towards the evaluation of the zeta-function of Corollary 6.3 is the discussion of
At this point the advantage of taking in account the symmetry of the de Rham complex is particularly visible:
Proposition 6.8.
Proof. As λ → 0 we find that t = (1−λ) −1/2 tends to 1. Since as in [BGKE, (4.24)]
we find with Lemma 6.4 that in both the even-and odd-dimensional case f k r (λ) → 0 as λ → 0. Thus we simply need to study the behaviour of t k ν (λ) defined in Corollary 6.3 for small arguments. The results follow from the asymptotic behaviour of Bessel functions of second order for small arguments which holds without further restrictions on z
Using the relation I ν (z) = 1 2 (I ν+1 (z) + I ν−1 (z) we compute as |z| → 0
The result now follows from the explicit form of t k ν (λ).
Remark 6.9. The statement of Proposition 6.8 shows an obvious advantage of taking in account the symmetry of the de Rham complex. Now we have all the ingredients together, since by analogous arguments as in [S, Section 4 .1] the total zeta-function of Corollary 6.3 is given as follows:
where the last term vanishes with its derivative at s = 0. Simply by inserting the results of Lemma 6.5, Proposition 6.6, Proposition 6.8 together with Definition 6.7 into the above expression we obtain the following proposition:
Proposition 6.10. Continue in the setting of Corollary 6.3. Up to a term of the form s 2 h(s)/Γ(s + 1), which vanishes with its derivative at s = 0, the zeta-function ζ k (s) from Definition 4.2 is given in odd dimensions by
In even dimensions we obtain
Corollary 6.11. With ζ k,N (s, a) := ν∈F k (ν +a) −s we deduce for odd dimensions
and for even dimensions
Proof. First we consider a major building brick of the expressions in Proposition 6.10. Here we follow the approach of [BKD, Section 11] . Put for α ∈ {±α k }
Since the zeta-function ζ k,N (s) = ν∈F k ν −s converges absolutely for Re(s) ≥ n + 1, n = dim N , the sum above converges for s = 0. In order to evaluate K(0), introduce a regularization parameter z as follows:
where we have introduced
, is holomorphic and extends meromorphically to C, since it is the zeta-function of k,ccl,N + α. Note that for α ∈ {±α k } and ν ∈ F k we have α = −ν, so no zero mode appears in the zeta function ζ k,N (z, α). In particular K 0 (z) is meromorphic in z ∈ C and by construction
With the same arguments as in [BKD, Section 11] we arrive at
where PPζ k,N (r) denotes the constant term in the asymptotics of ζ k,N (s) near the pole singularity s = r. This result corresponds to the result obtained in [BKD, p.388] , where the factors 1/2 in front of ζ k,N (0) and 2 in front of Res ζ k,N (i), as present in [BKD] , do not appear here because of a different notation: here we have set ζ k,N (s) = ν −s instead of ν −2s .
In fact K(0) enters the calculations twice: with α = α k and α = −α k . In the odd-dimensional case both expressions are subtracted from each other, in the evendimensional case they are added up. Furthermore we compute straightforwardly
We infer from (6.21)
This leads after several cancellations to the desired result in odd dimensions. In even dimensions the result follows by a straightforward evaluation of the derivative at zero for the remaining component:
Contribution from the Subcomplexes II
It remains to identify the contribution to the analytic torsion coming from the subcomplexes (3.6) of second type, induced by the harmonics on the base manifold N . The necessary calculations are provided in [L3] and are repeated here for completeness. Recall the explicit form of these subcomplexes
where {u i } is an orthonormal basis of dim H k (N ) . With respect to the generators 0 ⊕ u i and u i ⊕ 0 we obtain for the action of the exterior derivative
By compatibility of the induced decomposition we have (cf. (3.8))
Consider, in the notation of Section 5, for any ν ∈ R and α ∈ R ∪ {∞} the operator
) with the following self-adjoint extension:
Here L ν (α = 1/2) denotes the self-adjoint extension of l ν with pure Neumann boundary conditions at x = 1. Furthermore L ν (∞) is the extension with Dirichlet boundary conditions at x = 1. As a consequence of [BV1, Proposition 2.7] we have
It is well-known, see also [L, Theorem 1.1] and [L, (1.37) ], that the zeta-function of L ν (α) extends meromorphically to C and is regular at the origin. We abbreviate
Then the contribution to the analytic torsion coming from harmonics on the base manifold is given due to the formula (3.12) as follows:
. By a combination of [BV1, Proposition 2.5, 2.7] , which determine the maximal and the minimal domains of d p , we obtain for ν ≥ 0
Hence we find
Comparing both operators we deduce the statement on the spectrum, since all nonzero eigenvalues of the operators are simple by similar arguments as in Corollary 5.2.
Proof. The assumption α + ν = 0 implies with [BV1, Corollary 3.11] , which is a consequence of [L, Theorem 1 
Moreover we have by [BV1, Corollary 3.12] , which in the present setup is a consequence of [L, Theorem 1 
Consequently we obtain for α
Taking logarithms we get the result.
log(2l + 1).
Proof. Apply Proposition 7.2 to L ν+1 (ν + 1), ν ≥ 0. We obtain
where for the second equality we used Proposition 7.1. We iterate the equality with ν = k − 1/2 and obtain
with Dirichlet boundary conditions. Its spectrum is given by (n 2 π 2 ) n∈N . Thus we obtain with ζ R (0) = −1/2 and ζ R (0) = −1/2 log 2π
Now we finally compute the contribution from harmonics on the base: Then the contribution to the analytic torsion coming from harmonics on the base manifold is given as follows. For dim M odd the contribution amounts to
For dim M even the contribution amounts to 1 2
Proof. We infer from (7.2) for the contribution of the harmonics on the base manifold
We obtain by Poincare duality on the base manifold N
Inserting the result of Proposition 7.3 into the expressions above, we obtain the statement.
Total Result and Formulas in lower Dimensions
Patching together the results of the both preceeding sections we can now provide a complete formula for the analytic torsion of a bounded generalized cone. In fact we simply have to add up the results of Theorem 7.4 and Corollary 6.11. In even dimensions one has to be careful in the middle degree, as explained in Remark 4.4.
N be an odd-dimensional bounded generalized cone over a closed oriented Riemannian manifold (N, g N ). Let the metric on the base manifold N be scaled such that the non-zero eigenvalues of the form-valued Laplacians on N are bigger than one. Introduce the notation n = dim N, α k = (n − 1)/2 − k and
Then the logarithm of the scalar analytic torsion of M is given by
N be an even-dimensional bounded generalized cone over a closed oriented Riemannian manifold (N, g N ). Let the metric on the base manifold N be scaled such that the non-zero eigenvalues of the form-valued Laplacians on N are bigger than one. Introduce the notation n = dim N, α k = (n − 1)/2 − k and
The formula could not be made further explicit due to presence of coefficients x r,b and z r,b (±α k ), arising from the polynomials
which were introduced in the expansions (6.17) and (6.18). These polynomials can be computed explicitly for any given order r ∈ N. To point out the applicability of the general results we pursue explicit computations in dimension two and three. We continue in the notation of the theorems above.
Corollary 8.3. Let M be a two-dimensional bounded generalized cone of length one over a closed oriented manifold N with a metric scaled as in Theorem 8.2. Then the analytic torsion of M is given by
In the special case of N = S 1 we obtain log T (M ) = 1 2 (− log π − 1) .
Proof. In the two-dimensional case the general formula of Theorem 8.2 reduces to the following expression:
We further need the values Γ (1)
This leads together with α 0 = 1/2 in the three-dimensional case to the following formula
Obvious cancellations in the formula above prove the result.
9. Analytic torsion of a cone over S
1
The preceeding computations reduce in the two-dimensional case simply to the computation of the analytic torsion of a disc. In order to deal with a generalized bounded cone in two dimensions, which is not simply a flat disc, we need to introduce an additional parameter in the Riemannian metric. So in two dimensions the setup is as follows.
be a bounded generalized cone over S 1 of angle arcsec(ν) and length 1, with a fixed orientation and with a fixed parameter ν ≥ 1. The main result of our discussion in this part of the presentation is then the following theorem:
Theorem 9.1. The analytic torsion T (M ) of a bounded generalized cone M of length R and angle arcsec ν > 0 over S 1 is given by 2 log T (M ) = − log(πR 2 ) + log ν − 1 ν .
This result corresponds precisely to the result obtained in Corollary 8.3 for the special case ν = 1 (for R = 1). In fact this result can also be derived from [BGKE, Section 5] . This setup was considered by Spreafico in [S] . However [S] deals only with Dirichlet boundary conditions at the cone base. So we extend his approach to the Neumann boundary conditions in order to obtain an overall result for the analytic torsion of this specific cone manifold. We proceed as follows.
Denote forms with compact support in the interior of M by Ω * 0 (M ). The associated de Rham complex is given by
Consider the following maps
where φ is identified with its pullback to M under the natural projection π : (0, R]× N → N onto the second factor, and x is the canonical coordinate on (0, R]. We find
where θ is the local variable on the one-dimensional sphere. In fact both maps Ψ 0 and Ψ 2 extend to isometries on the L 2 −completion of the spaces, by similar arguments as behind Proposition 2.3. Now consider the minimal extensions In order to identify the boundary conditions for 0 rel and 2 rel at the cone singularity, observe that by [BL2, Theorem 3.7] the ideal boundary conditions for the de Rham complex are uniquely determined at the cone singularity. Further [BL2, Lemma 3.1] shows that the corresponding extension coincides with the Friedrich's extension at the cone singularity. We infer from [BS3, Theorem 6.1] The first operator with Dirichlet boundary conditions at the cone base is already elaborated in [S] . We adapt their approach to deal with the second operator with generalized Neumann boundary conditions at the cone base. The scalar analytic torsion of the bounded generalized cone is then given in terms of both results 2 log T (M ) = ζ 2 rel (0) − ζ 0 rel (0).
Note that the Laplacian (−∂ 2 θ ) on S 1 has a discrete spectrum n 2 , n ∈ Z, where the eigenvalues n 2 are of multiplicity two, up to the eigenvalue n 2 = 0 of multiplicity one.
Consider now a µ-eigenform φ of 2 rel . Since eigenforms of (−∂ 2 θ ) on S 1 are smooth, the projection of φ for any fixed x ∈ (0, R] onto some n 2 −eigenspace of (−∂ Hence for the purpose of spectrum computation we can assume without loss of generality the µ−eigenform φ to lie in a n 2 −eigenspace of (−∂ Since we are not interested in zero-eigenvalues, the relevant eigenvalues are by Corollary 5.2 given as follows:
λ n,k = j νn,k R with j νn,k being the positive zeros of J νn (z). We obtain in view of the multiplicities of the n 2 −eigenvalues of (−∂ = − 1 2 log 2π − 3 2 log R + log 2.
Proof. The values j 0,k are zeros of J 0 (z). Since J 0 (z) = −J 1 (z) they are also zeros of J 1 (z). Using [S, Lemma 1 (b) ] and its application on [S, p.361] we obtain in the notation therein We proceed with explicit calculations by presenting t n (λ) in terms of special functions. Using the infinite product expansion (6.13) we obtain the following result for the derivative of the modified Bessel function of first kind: The associated function T (s, λ) from (9.2) is however not analytic at s = 0. The 1/νn-dependence in t n (λ) causes non-analytic behaviour. We put t n (λ) =: p n (λ) + 1 νn f (λ), P (s, λ) = ∞ n=1 (νn) −2s p n (λ). (9.4) To get explicit expressions for P (s, λ) and f (λ) we use asymptotic expansion of the Bessel-functions for large order from [O] , in analogy to Lemma 6.4. We obtain in the notation of (6.18) with z = √ −λ and t = 1/ √ 1 − λ:
where we inferred the explicit form of M 1 (t, 0) from (8.1). We obtain for p n (λ) p n (λ) = − log I νn (νnz) + log(νnz) νn−1 − log 2 νn Γ(νn)− − 1 νn 3 8 t − 7 24 t 3 . (9.5) As in Lemma 6.5 we compute the contribution coming from f (λ). Proof. Observe from [GRA, 8.353.3] Using now the relation between the incomplete Gamma function and the probability integral ∞ 0 t s−1 Γ(a, t)dt = Γ(s + a) s
