A structure for image subsampling by means of base tilings is introduced. When repeatedly applying the subsampling scheme, the resulting support areas approach a fractal, which is described and analyzed using iterated function systems. The subsampling scheme can be easily implemented and is suitable in, e.g., hierarchical image processing and image coding schemes such as wavelet coding. For hexagonally sampled images a hierarchical subsampling structure is given which yields near-hexagonal regions with fractal borders.
Introduction
The most often utilized way of subsampling an image is to independently subsample one dimension at the time, which yields a downsampling factor that is the product of two integers. However there exist more degrees of freedom that can be exploited when subsampling the plane. One example is alternating quincunx subsampling, see Fig. 1 , which has a subsampling factor of 2. We will here introduce new ways of subsampling the plane.
The motivation for seeking new subsampling structures comes from hierarchical image processing where the subsampling factor, hereafter denoted S S F , The e ect of quincunx subsampling, which subsamples the plane a factor of 2 in each iteration, is seen when going from left to middle and from middle to right.
-3 -2 -1 0 1 2 3 Figure 2 : Decision tree for a motion vector estimated by hierarchical block matching in 1 dimension using a search area of 3 and an S S F of 2. The scheme is redundant since some motion vectors are possible to obtain using di erent vector combinations. a ects the computational complexity. An image pyramid I i ; i = 0; : : : ; l contains images of sizes wh; wh SSF ; wh SSF 2 ; : : : ; wh SSF l where w denotes width and h height. The total number of pixels in the image pyramid is less than wh
Non-redundant processing is motivated for minimization of computing time.
As an example of redundant image processing, consider hierarchical block matching using a 3x3 search area at each level and an S S F of 4. Many motion vectors can be found through di erent combinations of choices, see the one-dimensional example in Fig. 2 . This can in some cases make it possible to recover from an erroneous decision, but since there is an asymmetry among the motion vectors, the zero vector, e.g., being possible to reach only through a unique combination of choices, the error recovery properties coming from the redundancy of this scheme is of limited value. Error robustness can be handled more systematically by other methods.
For non-redundant but complete processing, e.g.motion estimation that can nd every motion vector in exactly one way, the number of matching operations at each level and spatial position in the image should be S S F . To minimize the total number of operations, which is proportional to whSSF 1? 1 
SSF
, an S S F of 2 is optimal, which can be obtained by quincunx subsampling or one-dimensional subsampling along one dimension at the time. There are however situations where it is advantageous to search more locations in each iteration, an important example being hierarchical motion estimation on a Cartesian grid where it is desirable to search the zero vector and displacements to the right, left, up and down. This sets a lower limit on the S S F of 5, but if conventional subsampling is used the S S F has to be raised to 9, which raises the computational complexity by 62%. It is however possible to use a subsampling factor of 5, which will result in search regions having fractal shape.
Studies of hierarchical decompositions of hexagonally sampled images is biologically motivated since the retina uses a hexagonal sampling pattern and the human visual system utilizes pyramidal representations. Hexagons are also ideal for tiling the plane so that the intra-tile correlation is maximized. Fractal tilings of the plane have earlier been treated mathematically in 1{13], from a computer graphics perspective in 14], and from an image representation / human vision approach in 15{19]. We will here make a clear connection to image subsampling, an important concept being anchored subsampling, which will be described in Section 2.1. Anchored subsampling results in a coordinate system that remains aligned with the coordinate system of the original image. As analysis tools we will use concepts from the theory of fractals.
In the following section we will start by showing in detail how the subsampling is performed for a subsampling factor of 5, introducing spiraling and anchored subsampling. Thereafter we go towards discussing fractal subsampling on a Cartesian grid in general. The next section treats subsampling on a hexagonal grid. Conclusions are given in the last section.
2 Subdivisions on a Cartesian Grid
Koch Regions
Consider the tiling of the plane shown in Fig. 3 . It is clear that keeping the central point of each tile gives a subsampling of the plane with a factor of 5. The new sample points form an orthogonal grid, with its axes tilted an angle of arctan 1 2 relative to the original axes. Since the new sample points lie on an orthogonal grid it is possible to again do the same subsampling operation. Choosing again the same orientation shift gives an orthogonal coordinate system tilted 2 arctan 1 2 , which we will in the sequel call spiraling subsampling. Choosing the alternate orientation shift tilts the coordinate system back to the same orientation as the original, and this will be called anchored subsampling, see After a number of iterations the regions belonging to each sample will obtain fractal qualities, see Fig. 5 , which shows the regions for spiraling and anchored subsampling.
The fractal qualities of the downsampling system can be explained, using theory that can be found in 20] . Note that the same image is created as support regions in the spiraling downsampling system as the attractor of the Iterated Functions System (IFS): The IFS is visualized in Fig. 6 .
Also the support regions generated by the anchored subsampling system can be generated by an IFS, but since the functions alter between even and odd iterations, we have to use an IFS containing 25 functions, each iteration of the IFS corresponding to two subsamplings by a factor of 5. The IFS of the anchored subsampling scheme is shown in Fig. 7 .
The fractal dimension of the subsampling areas is 2 for both the spiraling and the anchored subsampling scheme, since they tile the plane. The borderline between the subsampling regions 1 have a fractal dimension which can be investigated by generating an IFS that generate a quarter of the four-fold symmetric boundary.
For the spiraling scheme an IFS that accomplishes this is For the anchored subsampling scheme we can build an IFS that generates a fourth of the border using 9 functions, each with a contractivity factor of 5, yielding the fractal dimension D = log 3 log p 5 , the same as for the spiraling scheme. There are of course many more permutations of left-right choices than the extreme cases spiraling and anchored subsampling, we believe that all of them have equal qualities, since the fractal dimension of the edges of spiraling and anchored subsampling are the same.
The \Lenna" test-image subsampled a factor of 625 by anchored subsampling by a factor of ve in each iteration is shown in Fig. 9 and the same test image subsampled a factor of 625 by independent subsampling, giving square blocks, is also shown in Fig. 9 . In both images the mean of each block is used as reconstruction value.
Rhomb-like Fractal Regions
With Rhomb-like regions we mean areas generated by base tiles according to (2) Figure 9 : Left: the \Lenna" test image in resolution 500 pixels x 500 pixels downsampled a factor of 625 using anchored subsampling. Right: The same test image downsampled by the same factor using independent vertical and horizontal subsampling.
If we also generate an IFS that describes part of the boundary, the fractal dimension of the boundary, D rk , can be derived from
The Koch region resulting from hierarchical subsampling with a factor 5 is the rst in the series of rhomb-like fractal regions. With increasing k, the fractal dimension diminishes so that the regions become closer to an ordinary, non-fractal rhomb.
A General Condition for the Existence of Hierarchical Subsampling on a Cartesian Grid
There exist more subsampling schemes than those that have been described in sections 2.1 and 2.2. In 16] an S S F of 10 was used in an image codec modeling the human visual system. The condition for existence of a hierarchical subsampling on a Cartesian grid yielding subsampling regions that tile the plane, is that the subsampling factor, S S F , is the square of the distance, c, between the coordinate points at level i, expressed in the coordinates of level i ?1. This can be generalized to any dimension, d, giving the formula
Since, in the two-dimensional case, Table 1 for a and b up to 5. It is easy to show that an in nite number of base tiles yielding S S F as subsampling factor exist, if the base tiles are allowed to have parts spread out far from their origin.
Subdivisions on a Hexagonal Grid
The hexagonal grid, shown in Fig. 11 , has optimal performance for dividing the plane into regions that tile the plane and have the highest inter-region correlation.
Hexagonal sampling also has biological implications since it is the sampling scheme used in the retina, especially in the central part. 
Gosper Regions
The \ owsnake", a modi cation of the Koch snow ake which makes it tile the plane was given by William Gosper and presented by Gardner in 5]. It is also described by Mandelbrot 12] and Stevens 14] .
Gosper regions are generated by hierarchical spiraling subsampling using the base tiling shown in Fig. 12 which subsamples the plane with a factor of seven. The IFS for the spiraling subsampling scheme is shown if Fig.13 . The support regions of the anchored subsampling scheme is shown in Fig. 14 .
Subsampling of this type was discussed in 15]. In 17] a lter bank for image decomposition using a lowpass lter, 3 highpass lters having odd symmetry, and 3 highpass lters having even symmetry was derived. In 18] a QMF strategy for lter design was adopted yielding circular symmetry also for the highpass lters. 
Hexagon-like Fractal Regions
Merging hexagons so that they form a larger hexagon is not possible; it is however possible to approach the hexagonal shape by using a larger subsampling factor. We will here show how to construct these hexagon-like fractal regions. Consider a base tile made up of 6 pyramids with base k, and a central point, see Fig. 15 . It is easily veri ed that these base tiles ll the plane.
The number of pixels in the basic tile area, and thus the subsampling factor S S F hk is S S F hk = 3(k 2 + k) + 1 (6) From generating an IFS function that describes a part of the boundary, it can be seen that the fractal dimension D hk can be written D hk = 2 log(2k + 1) log(3(k 2 + k) + 1) :
We notice that the dimension of the edge goes towards 1 with increasing k. The Gosper regions is a special case of hexagon-like fractal tilings, generated by k=1 and having S S F h1 = 7 and D h1 = 1:12915; the next hexagon-like fractal tiling, generated by k = 2, has S S F h2 = 19 and D h2 = 1:09321.
Fudge akes
For hierarchical image processing it is advantageous to have a low subsampling factor in order to keep the computational load down. An SSF of three is obtained using the base tiling shown in Fig. 16 , which generates a fudge ake when iterated 12]. Its low subsampling factor and modest fractal dimension makes it an interesting subsampling pattern. 
A General Condition for the Existence of Hierarchical Subsampling on a Hexagonal Grid
The condition for existence of a hierarchical subsampling on a hexagonal grid yielding subsampling regions that tile the plane, is that the subsampling factor, S S F , is the square of the distance, c, between the coordinate points at level i, Table 2 for a and b up to 5. It can be shown that an in nite number of base tiles yielding S S F as subsampling factor exist.
Conclusions
We have shown other ways to subsample the image plane than the well-known separable and quincunx structures. The structures can be used for hierarchical image processing, in which case the base tilings giving low subsampling factors are the most interesting for keeping computational load down.
For wavelet coding many of the structures described are interesting, but substantial work will have to be invested in lter design and evaluation.
The near-hexagonal structure is also interesting since there has been a lack of ways to subsample the hexagonal pattern so that the hexagonal structure is preserved. It is well-suited in schemes where spatial resolution varies with position, e.g., as a function of eccentricity from the optical axis.
