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Abstract
We show that the l vertex disjoint paths problem between l pairs of vertices can be solved in linear time for co-graphs but is
NP-complete for graphs of clique-width at most 6 and NLC-width at most 4. The NP-completeness follows from the fact that the
line graph of a graph of tree-width k has clique-width at most 2k + 2 and NLC-width at most k + 2, and a result by Nishizeki et al.
[The edge-disjoint paths problem is NP-complete for series-parallel graphs, Discrete Appl. Math. 115 (2001) 177–186]. The vertex
disjoint paths problem is the ﬁrst graph problem shown to be NP-complete on graphs of bounded clique-width but solvable in linear
time on co-graphs and graphs of bounded tree-width. Additionally, we show that the r vertex disjoint paths problem between each of
l pairs of vertices can be solved in polynomial time for co-graphs, if l is given to the input, and for graphs of bounded clique-width,
if l is ﬁxed.
© 2006 Elsevier B.V. All rights reserved.
Keywords: NLC-width; Clique-width; Tree-width; Line graphs; Vertex disjoint paths; Edge disjoint paths
1. Introduction
The clique-width of a graph is an integer that measures the complexity of its composition by means of certain
operations on vertex-labeled graphs [8]. These operations are the vertex disjoint union, the addition of edges between
vertices controlled by a label pair, and the relabeling of vertices. The NLC-width of a graph is deﬁned similarly in
terms of closely related operations [29]. Every graph of clique-width at most k has NLC-width at most k and every
graph of NLC-width at most k has clique-width at most 2k [18]. The only essential difference between the composition
mechanisms of clique-width bounded graphs and NLC-width bounded graphs is the addition of edges. In an NLC-width
composition the addition of edges is combined with the union operation. This union operation applied to two graphs
G and J is controlled by a set S of label pairs such that for every pair (a, b) ∈ S all vertices of G labeled by a will be
connected with all vertices of J labeled by b. Both concepts are useful, because it is sometimes much more comfortable
to use NLC-width expressions instead of clique-width expressions and vice versa, respectively.
Clique-width and NLC-width bounded graphs are particularly interesting from an algorithmic point of view. A lot
of NP-complete graph problems can be solved in polynomial time for graphs of bounded clique-width. For example,
all graph properties which are expressible in monadic second order logic with quantiﬁcations over vertices and vertex
sets (MSO1-logic) are decidable in linear time on clique-width bounded graphs, if a corresponding decomposition for
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the graph is given as an input [7]. Recently, Oum and Seymour have shown that such a decomposition can be found
in polynomial time [23]. The MSO1-logic has been extended by counting mechanisms which allow the expressibility
of optimization problems concerning maximal or minimal vertex sets [7]. All graph problems expressible in extended
MSO1-logic can be solved in polynomial time on clique-width bounded graphs. Furthermore, there are a lot of NP-
complete graph problems which are not expressible in extended MSO1-logic like Hamiltonicity, partition problems,
and bounded degree subgraph problems but which can also be solved in polynomial time on clique-width bounded
graphs [9,20,28].
If a graph G has clique-width (NLC-width) at most k then the edge complement G has clique-width at most 2k
(NLC-width at most k) [8,29]. Distance hereditary graphs have clique-width at most 3 [15]. The set of all graphs of
clique-width at most 2 or NLC-width 1 is the set of all labeled co-graphs. Brandstädt et al. have analyzed the clique-
width of graphs deﬁned by forbidden one-vertex extensions of P4 [3]. The clique-width and NLC-width of permutation
graphs, interval graphs, grids and planar graphs is not bounded [15]. An arbitrary graph with n vertices has clique-width
at most n− r , if 2r < n− r , and NLC-width at most n/2 [18]. Every graph of tree-width 1 at most k has clique-width
at most 3 · 2k−1 [6]. In [16], it is shown that every graph of clique-width or NLC-width k which does not contain the
complete bipartite graph Kn,n for some n > 1 as a subgraph has tree-width at most 3k(n − 1) − 1. The recognition
problem for graphs of clique-width or NLC-width at most k is still open for k4 and k3, respectively. Deciding
whether a graph has clique-width of at most 3 is decidable in polynomial time [4]. Deciding whether a graph has
NLC-width of at most 2 is also decidable in polynomial time [19]. Further, deciding whether a graph has clique-width
of at most 2 or NLC-width 1 is decidable in linear time [5]. The clique-width of tree-width bounded graphs is also
computable in linear time [10]. Recently, it has been shown that minimizing NLC-width and minimizing clique-width
are NP-complete [17,13,14].
In this paper, we analyze the problem of ﬁnding vertex disjoint paths. Given l pairs of vertices (s1, t1), . . . , (sl, tl)
and l integers r1, . . . , rl , we consider the problem of ﬁnding ri paths between si and ti for i = 1, . . . , l that are all
mutually vertex disjoint. The vertex disjoint paths problem can be solved in polynomial time if l is ﬁxed, i.e., not part
of the input, and ri = 1 for i = 1, . . . , l, [25]. It is NP-complete for l = 2 if r1 and r2 are unbounded [11]. It is also
NP-complete if the number l of vertex pairs is unbounded but ri = 1 for i = 1, . . . , l [21].
In Section 3, we show that the vertex disjoint paths problem for co-graphs can be solved in linear time for ri = 1,
1 i l, and in polynomial time for unbounded ris. We give also a polynomial time solution on graphs of bounded
clique-width if the number of pairs l is ﬁxed. We are not interested to estimate the exact running time of this algorithm,
which is exponential in the number l of vertex pairs and the number k of used labels.
Nishizeki et al. have shown in [22] that the edge disjoint paths problem is NP-complete for graphs of tree-width at
most 2. The edge disjoint paths problem for a graph G can be solved with an algorithm for the vertex disjoint paths
problem on the line graph of G. The line graph of a graph G has a vertex for every edge of G and an edge between two
vertices if the corresponding edges of G are adjacent. In Section 4, we show that the line graph of a graph of tree-width
k has clique-width at most 2k + 2 and NLC-width at most k + 2. This implies our main result that the vertex disjoint
paths problem where all ri = 1 is NP-complete for graphs of clique-width at most 6 and NLC-width at most 4. This
is the ﬁrst NP-complete graph problem shown to be NP-complete for graphs of bounded clique-width but solvable in
linear time for co-graphs and graphs of bounded tree-width [27]. Thus, it is the ﬁrst problem that separates co-graphs
and clique-width bounded graphs from a complexity point of view.
2. Preliminaries
Let [k] := {1, . . . , k} be the set of all integers between 1 and k. We work with ﬁnite undirected labeled graphs
G = (VG,EG, labG), where VG is a ﬁnite set of vertices labeled by some mapping labG : VG → [k] and EG ⊆
{{u, v} | u, v ∈ VG, u = v} is a ﬁnite set of edges. A labeled graph J = (VJ , EJ , labJ ) is a subgraph of G
if VJ ⊆ VG, EJ ⊆ EG and labJ (u) = labG(u) for all u ∈ VJ . J is an induced subgraph of G if additionally
EJ = {{u, v} ∈ EG | u, v ∈ VJ }. The labeled graph consisting of a single vertex labeled by a ∈ [k] is denoted by •a .
The notion of clique-width for labeled graphs is deﬁned by Courcelle and Olariu in [8].
1 See Robertson and Seymour [24] for a deﬁnition of tree-width.
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Deﬁnition 1 (Clique-width, [8]). Let k be some positive integer. The class CWk of labeled graphs is recursively deﬁned
as follows.
(1) The single vertex graph •a for some a ∈ [k] is in CWk .
(2) Let G = (VG,EG, labG) ∈ CWk and J = (VJ , EJ , labJ ) ∈ CWk be two vertex disjoint labeled graphs. Then
GJ := (V ′, E′, lab′) deﬁned by V ′ := VG ∪ VJ , E′ := EG ∪ EJ , and
lab′(u) :=
{
labG(u) if u ∈ VG
labJ (u) if u ∈ VJ for all u ∈ V
′
is in CWk .
(3) Let a, b ∈ [k] be two distinct integers and G = (VG,EG, labG) ∈ CWk be a labeled graph then
(a) a→b(G) := (VG,EG, lab′) deﬁned by
lab′(u) :=
{
labG(u) if labG(u) = a
b if labG(u) = a for all u ∈ VG
is in CWk and
(b) a,b(G) := (VG,E′, labG) deﬁned by
E′ := EG ∪ {{u, v} | u, v ∈ VG, u = v, lab(u) = a, lab(v) = b}
is in CWk .
The notion of NLC-width 2 of labeled graphs is deﬁned by Wanke in [29].
Deﬁnition 2 (NLC-width, [29]). Let k be some positive integer. The classNLCk of labeled graphs is recursively deﬁned
as follows.
(1) The single vertex graph •a for some a ∈ [k] is in NLCk .
(2) Let G = (VG,EG, labG) ∈ NLCk and J = (VJ , EJ , labJ ) ∈ NLCk be two vertex disjoint labeled graphs and
S ⊆ [k]2, then G ×S J := (V ′, E′, lab′) deﬁned by V ′ := VG ∪ VJ ,
E′ := EG ∪ EJ ∪ {{u, v} | u ∈ VG, v ∈ VJ , (labG(u), labJ (v)) ∈ S},
and
lab′(u) :=
{
labG(u) if u ∈ VG
labJ (u) if u ∈ VJ for all u ∈ V
′
is in NLCk .
(3) Let G = (VG,EG, labG) ∈ NLCk and R : [k] → [k] be a function, then ◦R(G) := (VG,EG, lab′) deﬁned by
lab′(u) := R(labG(u)), for all u ∈ VG is in NLCk .
The clique-width (NLC-width) of a labeledgraphG is the least integer k such thatG ∈ CWk (G ∈ NLCk , respectively).
An expression X built with the operations •a,, a→b, a,b for integers a, b ∈ [k] is called a clique-width k-expression.
An expression X built with the operations •a,×S, ◦R for a ∈ [k], S ⊆ [k]2, and R : [k] → [k] is called an NLC-width
k-expression. The graph deﬁned by expression X is denoted by val(X).
Every clique-width expression (NLC-width expression) has by its recursive deﬁnition a tree structure which we call
the clique-width expression tree (NLC-width expression tree, respectively).
The following two clique-width expressions X1 and X2 deﬁne the labeled graphs G1 and G2 of Fig. 1.
X1 = 1,2((2→1(1,2(•1•2)))•2),
X2 = 1→2(2,3(((1,2(•1•2))(1,2(•1•2)))•3))
2 The abbreviation NLC results from the node label controlled embedding mechanism originally deﬁned for graph grammars.
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Fig. 1. Two labeled graphs G1 and G2 deﬁned by expressions X1 and X3 and by expressions X2 and X4, respectively.
The following two NLC-width expressions X3 and X4 also deﬁne the labeled graphs G1 and G2 of Fig. 1.
X3 = (•1 ×{(1,1)} •1) ×{(1,2)} •2,
X4 = ◦{(1,2),(2,2),(3,3)}(((•1 ×{(1,2)} •2) ×∅ (•1 ×{(1,2)} •2)) ×{(2,3)} •3).
A path p of length r − 1 in a graph G = (VG,EG, labG) is a sequence of r vertices p = (u1, . . . , ur ) such that
{ui, ui+1} ∈ EG for i = 1, . . . , r − 1 is an edge of G. Two paths p = (u1, . . . , ur ) and q = (v1, . . . , vr ′) are vertex
disjoint if {u2, . . . , ur−1} ∩ {v1, . . . , vr ′ } = ∅ and {u1, . . . , ur} ∩ {v2, . . . , vr ′−1} = ∅. That is, the inner vertices of p
do not occur in q, and vice versa.
We analyze the following decision problem.
PROBLEM: Vertex Disjoint Paths.
INSTANCE: Graph G = (VG,EG, labG), l vertex pairs (s1, t1), . . . , (sl, tl), all s1, . . . , sl and t1, . . . , tl distinct, and l
positive integers r1, . . . , rl .
QUESTION: Is there a set of mutually vertex disjoint paths containing ri paths between si and ti for i = 1, . . . , l?
The restriction that all s1, . . . , sl and t1, . . . , tl are distinct is not essential but simpliﬁes the proofs.
3. Polynomial time solutions
We ﬁrst show that the vertex disjoint paths problem can be solved efﬁciently for co-graphs, i.e., for graphs of
clique-width at most 2 and graphs of NLC-width 1.
Let G be a co-graph deﬁned by some NLC-width 1-expression X. Expression X can be found for a given graph
G in linear time using any linear time recognition algorithm for co-graphs that computes the co-tree for G, see for
example [5].
The vertices of the vertex pairs (s1, t1), . . . , (sl, tl) are called terminal vertices and all other vertices are called
free vertices. We assume that the terminal vertices are explicitly speciﬁed in the NLC-width 1-expression X. That is,
we know which sub-expression •1 of X represents terminal vertex si or ti for 1 i l.
It is well known that a graph is a co-graph if and only if it has no induced P4, i.e., it has no induced path with 4
vertices. That is, to solve the vertex disjoint paths problem for co-graphs, we only have to look for paths that consist
of exactly two or three vertices, the start vertex si , at most one free vertex ui , and the target vertex ti , for 1 i l.
Theorem 3. The vertex disjoint paths problem where ri = 1 for i = 1, . . . , l is decidable in linear time for co-graphs.
Proof. Let X be an NLC-width 1-expression that deﬁnes co-graph G. We ﬁrst check whether two terminal vertices si
and ti are connected by an edge. This can be done in linear time by checking all edges of G. If two terminal vertices
are connected by an edge, we remove the corresponding two leaves from X. The resulting expression X still deﬁnes
a co-graph.
Next we look whether two non-adjacent terminal vertices si and ti are connected by a path of length 2 via some
free vertex ui . Such a path (si, ui, ti) of length two, where si and ti are not adjacent in G, can only by constructed in a
composition step of the form Y ×{(1,1)} Z, where either val(Y ) or val(Z) contains both terminal vertices si, ti and the
other graph val(Z) or val(Y ), respectively, contains the free vertex ui . Since in an NLC-width 1-expression all vertices
have the same label, every vertex of val(Y ) will be connected by operation Y ×{(1,1)} Z with every vertex of val(Z),
and vice versa.
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Fig. 2. An example of the bipartite graph H for a given co-graph G and r1 = 2, r2 = 2. The bold edges in H form a matching of size four.
Let G′ be the induced subgraph of G represented by a subexpression X′ of X. Then let
(1) R(X′) be the total number of vertex pairs si , ti , 1 i l, contained in G′,
(2) F(X′) be the total number of free vertices in G′, and
(3) M(X′) be the maximal number of vertex disjoint paths (si, ui, ti), 1 i l, in subgraph G′ with free vertices ui
of G′.
The graph deﬁned by X has a solution for the vertex disjoint paths problem if and only if R(X) = M(X). The
numbers R(X′) for all subexpressions X′ can recursively be computed in linear time with respect to the size of the
expression tree of X, by computing the nearest common ancestors for all pairs si ,ti , see for example [1]. (The linear time
algorithm of [1] computes for a given tree a labeling of the vertices of size O(log(n)) such that the nearest common
ancestor of two leaves can be found in constant time.) All numbers F(X′) for all subexpressions X′ can obviously also
recursively be computed in linear time with respect to the size of the expression tree of X. The numbers M(X′) for all
subexpressions X′ can be computed recursively as follows:
• M(•1) = 0.
• M(Y ×∅ Z) = M(Y) + M(Z).
The operation ×∅ does not create any new edge and thus no new path.
• M(Y ×{(1,1)} Z) = M(Y) + M(Z) + min{R(Y ) − M(Y), F (Z) − M(Z)} + min{R(Z) − M(Z), F (Y ) − M(Y)}.
F (Z)−M(Z) free vertices of val(Z) can be used to realize some of the still missing R(Y )−M(Y) paths in val(Y ),
and vice versa.
This can be done in linear time by traversing bottom-up the NLC-width 1-expression X. Note that R(X′) and F(X′)
can also be computed simultaneously with M(X′). 
We next introduce a polynomial time solution for the vertex disjoint paths problem on co-graphs for unbounded ris.
Theorem 4. The vertex disjoint paths problem is decidable in polynomial time for co-graphs.
Proof. We are only interested in paths of length 2. If two terminal vertices si, ti , 1 i l, are adjacent, we decrement
ri by one. Then we deﬁne a bipartite graph H as follows. H has a vertex wi,j for 1 i l and 1jri and a vertex vk
for every free vertex uk of G. Vertex vk of H is connected with all vertices wi,j , 1 i l, 1jri , in H if and only if
free vertex uk of G is adjacent to si and ti in G. Fig. 2 shows an example.
Graph H is bipartite and can be constructed in polynomial time O(|VG|2) from G. Graph G has ri paths of length
2 between si and ti , 1 i l, if and only if H has a matching of size
∑
i=1,...,l ri . A maximum matching in bipartite
graphs with n vertices and m edges can be found in time O(
√
n · m · log(n2/m)/ log(n)), see for example [12]. 
Now we introduce a polynomial time solution for the vertex disjoint paths problem on clique-width bounded graphs
for a ﬁxed number l of vertex pairs.
Our polynomial time algorithm for the l vertex disjoint paths problem for ﬁxed integers l is based on the following
general scheme [29,9]. Let be a graph problem for labeled graphs. If there is a mapping F that maps each clique-width
k-expression X onto some structure F(X) such that for all clique-width k-expressions X, Y
(1) the size of F(X) is polynomially bounded in the size of X,
(2) the answer to  for val(X) is computable in polynomial time from F(X),
(3) F(•a) is computable in time O(1),
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Fig. 3. The subgraph H ′ of H speciﬁes for l = 3, r12, and r24 the following sets M = 〈〈2, 3〉, 〈2, 3〉, 〈4, 4〉, 〈4, 4〉〉,
N1 = {(s1, 1), (s2, 1), (t2, 2)}, N2 = 〈(s1, 1), (s1, 1), (s2, 1), (t2, 3), (t2, 3)〉, N3 = 〈(s2, t2), (s2, t2)〉. The integers represent the labels of
the vertices.
(4) F(XY ) is computable in polynomial time from F(X) and F(Y ), and
(5) F(a,b(X)) and F(a→b(X)) are computable in polynomial time from F(X)
then for every clique-width k-expression X, the answer to for val(X) is computable in polynomial time from X. This
works also for NLC-width k-expressions built with the operations •a , ×S , and ◦R instead of •a ,, a,b, and a→b. In
this case F(X ×S Y ) has to be computable in polynomial time from F(X) and F(Y ), and ◦R(X) has to be computable
in polynomial time from F(X). For examples see [29,9,20].
In the proof of the following theorem, we use the notion of a multi set, i.e., a set that may have several equal elements.
For a multi set with elements x1, . . . , xn we write
M = 〈x1, . . . , xn〉.
There is no order on the elements ofM. The number how often an element x occurs inM is denoted by (M, x).
Two multi setsM1 andM2 are called equal if for every element x ∈M1 ∪M2, (M1, x) = (M2, x), otherwise
they are called different. The empty multi set is denoted by 〈〉.
Theorem 5. The vertex disjoint paths problem for a ﬁxed number l of vertex pairs can be solved in polynomial time
for graphs of bounded clique-width.
Proof. Let G = val(X) for some clique-width k-expression X. Again, we are only interested in paths of length 2. If
two terminal vertices si, ti , 1 i l, are adjacent, we decrement ri by one.
Let H = (VH ,EH , labH ) be an arbitrary induced subgraph of G. H can be characterized with respect to the vertex
disjoint paths problem as follows. Consider every subset E′ ⊆ EH such that subgraph H ′ = (VH ,E′, labH ) of H
satisﬁes the following properties.
(1) Every free vertex in H ′ has degree at most 2 and every terminal vertex si and ti , 1 i l, has degree at most ri .
(2) Terminal vertices are not adjacent in H ′.
(3) Every simple cycle in H ′ has exactly two distinct terminal vertices si, ti for some i, 1 i l.
(4) If there is a path in H ′ between two distinct terminal vertices then one of them has to be si and the other has to be
ti , for some i, 1 i l.
Fig. 3 shows an example of subgraph H ′ of H. For every such subset E′ we deﬁne three multi setsM, N2,N3 and
a usual set N1 as follows.
(1) Deﬁnition of multi setM:
M contains a two element multi set 〈a, b〉, a, b ∈ [k], for every maximal path p in H ′ such that all vertices of p
are free and the both end vertices (not necessarily distinct) of p are labeled by a and b, respectively, and of degree
1.
(2) Deﬁnition of set N1:
N1 has a pair (u, c), u ∈ {s1, . . . , sl, t1, . . . , tl}, c ∈ [k], if H ′ contains the terminal vertex u labeled by c.
(3) Deﬁnition of multi set N2:
N2 has a pair (u, c), u ∈ {s1, . . . , sl, t1, . . . , tl}, c ∈ [k], for every path in H ′ from terminal vertex u via free
vertices to a free vertex of degree 1 labeled by c.
(4) Deﬁnition of multi set N3:
N3 has a vertex pair (si, ti), 1 i l, for every simple path in H ′ from terminal vertex si via free vertices (at least
one) to terminal vertex ti .
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Multi setM has at most |VH | multi sets of size 2, because these multi sets represent mutually vertex disjoint paths.
There are k(k+1)/2 multi sets 〈a, b〉, a, b ∈ [k]. Since every multi set 〈a, b〉 can occur inM at most |VH | times, there
are at most (|VH | + 1)k(k+1)/2 distinct multi setsM.
Set N1 has at most 2 · l pairs, one for each terminal vertex. Since every terminal vertex has one of the k labels, there
are at most (k + 1)2·l distinct sets N1.
Multi set N2 has at most |VH | pairs. There are 2 · l · k pairs (u, c), u ∈ {s1, . . . , sl, t1, . . . , tl}, c ∈ [k]. Since every
pair (si, c) and every pair (ti , c) can occur in N2 at most ri times and 0ri |VH |, there are at most (|VH | + 1)2·l·k
distinct multi sets N2.
Multi set N3 has at most
∑l
i=1 ri vertex pairs. Since every vertex pair (si, ti) occurs in N3 at most ri times and
0ri |VH |, there are at most (|VH | + 1)l distinct multi sets N3.
Note that all these estimations are not tight.
Let Y be a clique-width k-expression that deﬁnes H. Then let F(Y ) be the set of all 4-tuples (M, N1,N2,N3)
deﬁned by all subsets E′ of EH as above. The estimation above shows that there are at most
(|VH | + 1)(k/k+1)/2 · (k + 1)2·l · (|VH | + 1)2·l·k · (|VH | + 1)l
distinct 4-tuples (M, N1,N2,N3). Thus, every set F(Y ) has a size which is polynomially bounded in |VH | for ﬁxed
integers l and k.
The sets F(•a), F(X1X2), F(a,b(X1)) and F(a→b(X1)) for a, b ∈ [k] and clique-width k-expressions X1 and
X2 are computable as follows.
(1) If •a deﬁnes a terminal vertex u, then let
F(•a) = {(〈〉, {(u, a)}, 〈〉, 〈〉)}
otherwise, if u is a free vertex, let
F(•a) = {(〈a, a〉,∅, 〈〉, 〈〉)}.
(2) F(X1X2) = {(M′ ∪M′′, N ′1 ∪ N ′′1 ,N ′2 ∪N ′′2 ,N ′3 ∪N ′′3 ) |
(M′, N ′1,N ′2,N ′3) ∈ F(X1), (M′′, N ′′1 ,N ′′2 ,N ′′3 ) ∈ F(X2)}.(3) F(a,b(X1)) can be computed from F(X1) as follows. Starting with D = F(X1), extend set D by all 4-tuples
which can be obtained from a 4-tuple (M, N1,N2,N3) already contained in D as follows.
(a) Replace inM two multi sets 〈a, a′〉 and 〈b, b′〉 for some a′, b′ ∈ [k] by multi set 〈a′, b′〉, or
(b) remove a multi set 〈b, c〉 (or 〈a, c〉) fromM for some c ∈ [k] and insert a new pair (u, c) intoN2, if N1 has a
tuple (u, a) (or (u, b), respectively) such thatN2 andN3 together have at most ri tuples with terminal vertex
u, or
(c) remove a tuple (u, a) (or (u, b)) from N2 for some terminal vertex u and a multi set 〈b, c〉 (or 〈a, c〉,
respectively) fromM for some c ∈ [k] and insert tuple (u, c) into N2, or
(d) remove two tuples (si, a), (ti , b) or (ti , a), (si, b) from N2 for some 1 i l and insert a new pair (si, ti)
into N3.
If D cannot be extended by further 4-tuples, then set D represents F(a,b(X1)).
(4) F(a→b(X1)) = {(a→b(M), a→b(N1), a→b(N2),N3) | (M, N1,N2,N3) ∈ F(X1)} where
a→b(M)= 〈〈a→b(a′), a→b(b′)〉 | 〈a′, b′〉 ∈M〉,
a→b(N1)= {(u, a→b(c)) | (u, c) ∈ N1},
a→b(N2)= 〈(u, a→b(c)) | (u, c) ∈ N2〉,
where
a→b(c) =
{
b if a = c
c if a = c for all c ∈ [k].
It is easy to see that there are ri , 1 i l, vertex disjoint paths of length 2 in val(X) between the two terminal
vertices si and ti if and only if F(X) has a 4-tuple (M, N1,N2,N3) such that N3 has ri vertex pairs (si, ti). It is also
easy to see that all the computations above can be done in polynomial time if k and l are assumed to be ﬁxed. This
completes the proof of the theorem. 
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4. NP-completeness
If we consider edge disjoint paths instead of vertex disjoint paths, then we get the edge disjoint paths problem. The
edge disjoint paths problem for a graph G can be solved with an algorithm for the vertex disjoint paths problem applied
to the line graph of G. The line graph of a graph G = (VG,EG) has a vertex for every edge of G and an edge between
two vertices if the corresponding edges in G have a common vertex. The edge disjoint paths problem for ri = 1 and
i = 1, . . . , l is NP-complete even for series parallel graphs, see [22], and thus for graphs of tree-width at most 2.
We now show that the line graph of a graph of tree-width at most k has NLC-width at most k+2. Graphs of tree-width
at most k are also characterized as partial k-trees [26]. A partial k-tree is a subgraph of a k-tree which can recursively
deﬁned as follows. The complete graph with k vertices is a k-tree. If G is a k-tree then the graph obtained by inserting
a new vertex u and k edges between u and the vertices of a k vertex complete subgraph of G is again a k-tree.
Theorem 6. The line graph of a partial k-tree has NLC-width at most k + 2.
Proof. It sufﬁces to show that the line graph of a k-tree G has NLC-width at most k + 2, because the line graph of
every subgraph of G is an induced subgraph of the line graph of G, and the set of all graphs of NLC-width at most
k + 2 is closed under induced subgraphs.
LetG = (VG,EG) be a k-treewith n vertices. Let o = (u1, . . . , un) be an order of the n vertices of G. LetN−(G, o, i)
and N+(G, o, i) for i = 1, . . . , n be the set of neighbors uj of vertex ui with j < i and j > i, respectively. That is,
N−(G, o, i) := {uj | {ui, uj } ∈ EG ∧ j < i}
and
N+(G, o, i) := {uj | {uj , ui} ∈ EG ∧ j > i}.
A vertex order (u1, . . . , un) for G is called a perfect elimination order (PEO) for G if the vertices of N+(G, o, i) for
i = 1, . . . , n induce a complete subgraph of G.
There is always a PEO o = (u1, . . . , un) for G such that the vertices of every N+(G, o, i) for i = 1, . . . , n − k
induce a k vertex complete subgraph and the vertices of every N+(G, o, i) for i = n − k + 1, . . . , n induce an n − i
vertex complete subgraph of G. Here we can use, for example, the reverse order on the set of the vertices, derived from
the recursive deﬁnition of the k-tree starting with a k vertex complete graph.
Let o = (u1, . . . , un) be a perfect elimination order for a k-tree G. The structure of G can be characterized by the
tree T (G, o) = (VT , ET ) deﬁned as follows.
VT := VG,
ET := {{ui, uj } ∈ EG | i < j ∧ ∀j ′, i < j ′ < j, {ui, uj ′ } ∈ EG}.
The graph T (G, o) is a tree, because every vertex ui , i < n, of T (G, o) is adjacent with exactly one vertex uj
with j > i.
Let col be a k+ 1-coloring of G, i.e., col : VG → [k+ 1] is a mapping with col(ui) = col(uj ) for all {ui, uj } ∈ EG.
It is easy to see that each k-tree is k + 1 colorable if we assign to ui any color of [k + 1] not used by the vertices of
N+(G, o, i).
We now recursively deﬁne for i = 1, . . . , n an NLC-width k + 2-expression Xi as follows. Let
N−(T (G, o), o, i) = {uj1 , . . . , ujm}
and
N+(G, o, i) = {ul1 , . . . , ulr }.
Note that {uj1 , . . . , ujm} is deﬁned by the tree T (G, o) and {ul1 , . . . , ulr } is deﬁned by G.
(1) If m = 1 then let Yi = Xj1 . If m > 1 then let
Yi = Xj1 ×I · · · ×I Xjm,
where I = {(s, s) | s ∈ [k + 1]}.
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The Graph val(Yi) is the vertex disjoint union of m graphs
val(Xj1), . . . , val(Xjm),
where equal labeled vertices from different graphs are joined by an edge. Note that relation I uses only the labels
1, . . . , k + 1. The label k + 2 is exclusively used for the vertices that will not be connected with other vertices in
any further composition step.
(2) If r > 0 then let Zi be an NLC-width k + 1-expression that deﬁnes a complete graph with r vertices labeled by
col(ul1), . . . , col(ulr ). Note that these rk labels are distinct and do not include the color col(ui) of ui .
(3) Then we deﬁne
Xi =
⎧⎨
⎩
◦ R(Yi ×S Zi) if m > 0 and r > 0,
Zi if m = 0 and r > 0,
◦ R(Yi) if m > 0 and r = 0.
where
S = {(s, s) | s ∈ [k + 1] − {col(ui)}} ∪ {(col(ui), s) | s ∈ [k + 1]}
and
R(s) =
{
s if s = col(ui),
k + 2 if s = col(ui).
Fig. 4 includes a complete example of such a composition.
It remains to show that the NLC-width k + 2-expression Xn deﬁnes the line graph of the k-tree G.
By the deﬁnition ofZi for i = 1, . . . , n there is a one-to-one correspondence between the edges of G and the vertices
of the graph deﬁned by Xi . We say, the vertex of the graph deﬁned by Zi which is labeled by s represents the edge
between ui and the unique vertex of N+(G, o, i) colored by s. In this way, there is also a one-to-one correspondence
between the edges of G and the vertices of the graph deﬁned by Xn, although all labels are ﬁnally changed into label
k + 2. The vertices in the graph deﬁned by Xi which are labeled by some label of [k + 1] will represent exactly those
edges of G with one end vertex from {u1, . . . , ui} and one end vertex from {ui+1, . . . , un}.
Let us describe more precisely the graphs that the expressions Xi deﬁne for i = 1, . . . , n. Let Gi , 1 in, be the
subgraph of G induced by the vertices {u1, . . . , ui}. Let G′i be the connected component of Gi to which ui belongs,
and let G˜i be the graph G′i extended by all the edges (and their end vertices) of G that have exactly one end vertex in
G′i . A simple induction on i will show that Xi deﬁnes the line graph of G˜i .
Basis: Let i = 1.
The graph G˜1 consists of 1 + |N+(G, o, 1)| vertices and |N+(G, o, 1)| edges between u1 and the vertices from
N+(G, o, 1). The graph val(X1) deﬁnes a complete graph with |N+(G, o, 1)| vertices labeled by the colors of the
vertices of N+(G, o, 1). The graph deﬁned by X1 obviously represents the line graph of G˜1.
Induction: Let i > 1.
Let N−(T (G, o), o, i) = {uj1 , . . . , vjm} and N+(G, o, i) = {ul1 , . . . , ulr }. If m = 0, then as in the case where
i = 1, G˜i consists of 1+|N+(G, o, i)| vertices and |N+(G, o, i)| edges between ui and the vertices fromN+(G, o, i).
Here also, expression Xi deﬁnes a complete graph with |N+(G, o, i)| vertices labeled by the colors of the vertices
of N+(G, o, i).
Ifm > 0, then we ﬁrst deﬁne an expression Yi for the union of all the graphs deﬁned by the expressionsXj1 , . . . , Xjm
inwhich equal labeled vertices from different graphs are connected by edges. These equal labeled vertices from different
graphs have to be connected by edges because they will represent edges with one end vertex from {u1, . . . , ui−1} and
the same end vertex from {ui, . . . , un}.
By the inductive hypothesis and the additionally inserted edges, expression Yi ×S Zi now deﬁnes a graph that
represents the line graph of G˜i . The relation S connects a vertex u of the graph deﬁned by Yi and a vertex v of the graph
deﬁned by Zi if the following hold true.
(1) Both vertices have the same label from [k + 1].
Then u and v represent two adjacent edges {ui′ , uj ′ } and {ui, uj ′ } of G, respectively, where i′ < i < j ′.
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Fig. 4. A 2-tree G and its line-graph H. The normal indices of the vertices of G represent a perfect elimination order. The italic indices represent a
3-coloring. The ﬁgure additionally shows the tree T (G, o) and all labeled graphs of the NLC-width 4-expressions X1 to X9. The italic indices at
the vertices of val(X1) to val(X9) are the labels of the vertices. Vertices without indices have label 4, which is not used to create edges.
(2) The label of u is the color col(ui) of ui in G.
Then u represents an edge {ui′ , ui} of G, where i′ < i. These edges are all adjacent with the edges represented by
the vertices of the graph deﬁned by Zi .
The ﬁnal relabeling ◦R changes label col(ui) into label k + 2, because the vertices labeled by col(ui) now represent
only edges e of G such that for all edges adjacent to e both end vertices are already contained in the graph deﬁned
by Xi .
Since G˜n is the graph G, we have deﬁned an NLC-width k + 2-expression for the line graph of G. 
For a given graphG = (VG,EG), l vertex pairs (u1, v1), . . . , (ul, vl), and l integers r1, . . . , rl letG′ = (VG′ , EG′) be
the graph G with 2 · l additional vertices u′1, . . . , u′l , v′1, . . . , v′l and 2 · l additional edges {u′1, u1}, . . . , {u′l , ul}, {v′1, v1}
, . . . , {v′l , vl, }. Let H be the line graph of G′ and si and ti be the vertices of H that represents the edge {u′i , ui} and{v′i , vi}, 1 i l, of G′. Then there are ri mutually vertex disjoint paths in H between si and ti for i = 1, . . . , l if and
only if there are ri mutually edge disjoint paths in G between ui and vi for i = 1, . . . , l. If G is a partial 2-tree then G′
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is a partial 2-tree. Since the problem of ﬁnding edge disjoint paths, where all ri = 1, is NP-complete for partial 2-tree,
see [22], we have shown the following theorem.
Theorem 7. The vertex disjoint paths problem is NP-complete for graphs of NLC-width at most 4.
Consider the NLC-width k + 2-expressions Xi , 1 in, deﬁned for a k-tree G with n vertices as in the proof
of Theorem 6. A simple induction on i shows that for every NLC-width k + 2-expression Xi there is an equivalent
clique-width 2 · k + 2-expression X′i .
For i = 1 there is even a clique-width k + 1-expression X′1 equivalent to X1, because val(X1) has at most k vertices
labeled by k labels from [k + 1].
For i > 1, an equivalent clique-width expression Y ′i for Yi = Xj1 ×I · · · ×I Xjm can easily be deﬁned by the
clique-width expressions X′j1 , . . . , X
′
jm
deﬁned for Xj1 , . . . , Xjm and k auxiliary labels, because for t = 1, . . . , m the
vertices of every val(X′jt ) are labeled by labels from [k + 2], where label col(ujt ) ∈ [k + 1] is not used by the vertices
of val(X′jt ) and label k + 2 is not involved in any edge creation.
The clique-width expression X′i for Xi = ◦R(Yi ×S Zi) can ﬁnally be deﬁned by clique-width expression Y ′i deﬁned
for Yi and k auxiliary labels, because clique val(Zi) has at most k vertices.
This implies the next corollary.
Corollary 8.
(1) The line graph of a partial k-tree has clique-width at most 2k + 2.
(2) The vertex disjoint paths problem is NP-complete for graphs of clique-width at most 6.
5. Conclusions
We have shown that the vertex disjoint paths problem where all ri = 1 can be solved in linear time for co-graphs
but is NP-complete for graphs of NLC-width at most 4 and graphs of clique-width at most 6. For graphs of bounded
tree-width the vertex disjoint paths problem can also be solved in linear time, see [27]. This is the ﬁrst NP-complete
graph problem shown to be NP-complete for graphs of bounded clique-width but solvable in linear time for co-graphs
and graphs of bounded tree-width. Thus, it is the ﬁrst problem that separates co-graphs and clique-width bounded
graphs from a complexity point of view.
Theorem 6 also implies that the chromatic index of a graph of bounded tree-width can be solved in polynomial time,
because the chromatic number problem for NLC-width and clique-width bounded graphs can be solved in polynomial
time [9]. This re-proves a result by Bodlaender [2].
Note also that the proof of Theorem 6 is constructive, i.e., an NLC-width expression and clique-width expression
can simply be constructed from a given partial k-tree.
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