ABSTRACT Network defense and attack problems can be modeled as network interdictions. In this paper, we consider a new version of the network interdiction problem that optimizes the interdictor's resource consumption while limiting network capacities (e.g., the shortest path) to a specified threshold. Interdictors would balance the interdiction performance and resource consumption when maximizing the performance costs too much. The most frequently-used technique is to relax the maximization restraint to certain specified threshold; however, the known algorithms provide little help in calculating the threshold restraint. We present a novel model named minimizing the interdiction resource with goal threshold based on the shortest path interdiction problem and propose two basic algorithms to solve it based on Benders decomposition and Lagrange duality, respectively. To consider the situation of complete interdiction and that of a large threshold, a corresponding set-covering algorithm and a Lagrange approximate algorithm are presented. Computational experiments show that decomposition-based algorithms generally perform better on small-world networks while duality-based algorithms perform better on regular grid networks. Analyses on network property sensitivity show that the decomposition-based algorithms are sensitive to the threshold value while the duality-based algorithms become weaker as the interdiction increment grows. Furthermore, we evaluate the performance of these two basic algorithms on a real-world Chicago transportation network. The result illustrates a significant advance; both algorithms can compute an optimal strategy for problems that scale up to real-world sizes.
I. INTRODUCTION
Important network defense and attack problems can be modeled as network interdictions [1] . Network interdiction is a special class of network flow problems that are among the most studied topics in combinatorial optimization, computer science and operations research. Network interdiction usually involves two entities, a defender and an attacker, who compete in a special case of a Stackelberg game [2] . The attacker operates on the network and seeks to optimize a certain network capacity (e.g., the shortest path or maximum flow), while the defender (interdictor) attempts to reduce the attacker's network capacity by interdicting (or destroying) some arcs or nodes using limited available resources. Generally, two basic models of network interdiction are considered: maximum-flow network interdiction (MXFI) and shortest path network interdiction (SPNI). For example, Wood [3] modeled the network interdiction problem as Maximizing the Shortest Path (MXSP). In MXSP, the attacker attempts to travel along the shortest path through a capacitated network from one origin to one destination, and the interdicting player (i.e., the defender) analyzes edges in the network to maximize the length of this shortest path. However, the defender has limited resources for increasing the distance between targeted elements; therefore, the defender cannot separate the source and sink node by targeting the minimum-cut set.
Recently, interdiction models have been widely applied to diverse areas involving competition, such as supply chain networks [4] , facilities fortification [5] , nuclear smuggling interdiction [6] , transportation networks [7] and electrical grid analysis [8] , [9] . Wollmer [10] first introduced the interdiction model during the Vietnam War to investigate destroying an enemy's supply chain lines by removing network arcs.
Yates et.al [11] assessed the effectiveness of k−shortest path sets and examined an approximation method to a modified shortest path network interdiction problem. Steinrauf [12] and Wood [3] showed that MXFI can be formulated as an integer program (IP) and provided two mathematical programming techniques. Typically, bi-level programming models with opposing objective functions are introduced as the mathematical frameworks of interdiction [13] . Such algorithms and models should take full advantage of the special structural properties of network flows [14] and the max-min conflict. Bi-level mixed-integer programming assumes that the leader chooses actions and that the follower observes the leader's actions and then reacts optimally [15] . Hence, this problem is inherently suitable for adversarial settings such as an interdiction game.
Fulkerson and Harding [16] extended network interdiction to shortest path interdiction, in which the arcs' lengths increase linearly with the amount of interdiction resources allocated. Israeli and Wood [17] presented more general binary models able to handle multiple resources without requiring the variable x (the interdiction vector) to be continuous.
Zhang and Fan [18] concentrated on calculating several critical budgets for interdiction of multicommodity network flows and studying the effects of interdiction changes on the budgets. Matuschke et al. [19] presented a new robust optimization model to maximize the flow rate after surviving an interdiction attack. Cormican et al. [20] studied a stochastic extension in which the result of an attempted interdiction was unknown or where some data were uncertain. Bertsimas et al. [21] introduced the randomized network interdiction problem, which allowed the interdictor to use randomness to select the arcs to be removed. Bayrak and Baily [22] proposed a shortest path network interdiction model with asymmetric information.
Network interdiction problems have been addressed in the field of network game theory as well [23] , [24] . Tsai et al. [25] developed a linear program, RANGER, to efficiently create optimal marginal distributions for placing checkpoints in urban road networks. Jain et al. [26] presented a double oracle algorithm called SNARES that computed optimal solutions for both the defender and the attacker in network security problems. Game theory helps to extend the network interdiction model to multiple targets with different target values. In addition, the concept of an equilibrium solution such as Nash equilibrium or strong Stackelberg equilibrium can assist in generating mixed strategies.
Regarding solving methods, Philips [27] presented several pseudo-polynomial time algorithms using dynamic programming for interdiction of undirected planar networks. Derbes [28] provided a technique based on Lagrangian relaxation that is effective in approximately solving network interdiction. Held et al. [29] introduced Benders decomposition method to schedule the interdiction of stochastic network problem and improve the speed using a ''flow dispersion heuristic.'' Israeli and Wood [17] introduced super-valid inequalities and local search procedures to speed up their bi-level mixed-integer programming (BLMIP) approach. Gutin et al. [30] developed a novel continuous-time model of interdiction on PERT networks to show that the problem can be solved using mixed integer programming (MIP).
In addition to the exact algorithms above, some intelligent and approximate algorithms have been proposed to obtain faster and more scalable solutions to the SPNI problem [31] , [32] . Chestnut and Zenklusen [33] studied approximation in network interdiction problems. Dai and Poh [34] presented a genetic algorithm to solve network interdiction by minimizing the maximum flow of commodities through a capacitated network injected by an opponent. Janjarassuk and Nakrachata-Amon [35] proposed a simulated annealing algorithm to solve the stochastic network interdiction problem.
However, these models have a significant problem. The interdiction resource budget lies in the constraints rather than in the objective function; therefore, the optimal solution may consume to many resources. Considering that some interdiction actions can be extremely expensive in the real world, resource consumption must be considered. Addressing the simplest special case of SPNI, the k-most-vital-arcs problem [36] , Bar-noy et al. [37] proved that both the most vital vertices problem and the most vital edges problem are NP-hard. Wood [3] proved that MXSP is also NP-complete even when the arc interdiction requires exactly one unit of resource. Furthermore, Disser and Matuschke [38] discussed the complexity theory of computing a robust flow and showed that the k−robust flow problem is NP-hard when k is not bounded.
When the interdiction resource is vital and expensive, resource consumption optimization should be included in the objective function, thereby forming a new bi-objective, bilevel model-which is even more difficult to solve. Here, we consider an alternative way to balance the interdiction performance with the resources consumed. Decision makers tend to reduce the capacity of the adversary's network to a certain threshold when maximizing the performance requires extra resources. The known frameworks are not equipped to address situations in which the goal of interdiction is restricted to a certain level. However, a threshold formulation can be useful. For example, military commanders must either (i) pre-plan for extremely expensive interdiction resources (e.g., missile strikes, air attacks), or (ii) accept a trade-off between cost and effectiveness.
In this paper, we develop a general framework for shortest path interdiction under a threshold as an extension of the shortest path network interdiction problem. A goal threshold is introduced to form a mixed-integer problem denoted as a basic Minimizing the Interdiction Resource with Goal Threshold (MIRGT) model. As the new MIRGT problem is at least NP-complete, we propose several algorithms to help solve both the basic MIRGT model and its variations. First, based on the dual formulation of the shortest path problem [14] , the basic dual algorithm MIRGT-D is devised, in which VOLUME 6, 2018 the threshold constraint is directly expressed by dual variables. Considering the case of a large threshold, a Lagrange relaxation approximate algorithm MIRGT-L is introduced that improves on Golden's simple linear problem (LP) [39] by not requiring the variable x to be continuous. Directly solving an MIP through linear-programming-based branch and bound can be extremely slow even for modest-sized problems [17] . Thus, inspired by Cormican's [20] solution of the MXFI, we apply Benders decomposition to solve MIRGT. We then present the basic algorithm MIRGT-B, which is based on Benders decomposition, and discuss its relationship to the original model, MIRGT. We also analyze the properties of the basic decomposition algorithm, which is useful for reducing iterations and achieving faster convergence. To enhance the efficiency of the decomposition algorithms, several forms are introduced to handle more specific instances. The generalized set-covering decomposition algorithm MIRGT-C is introduced to handle complete interdiction or large delay cases based on the discussed properties of MIRGT-B. An analytical and empirical analysis of the algorithms' performance is conducted on various artificially generated network types. In addition, a real world Chicago sketch road network is used to test and verify the scalability of the algorithms on realistic problem sizes.
The rest of this paper is organized as follows. In Section II, we define the system model and formulate the MIRGT model as the basic framework. In Section III, we provide two basic methodologies to solve the basic system model and then extend these two specified algorithms to handle large interdiction thresholds and complete interdiction situations. Section IV presents a series of computational empirical studies and discusses algorithm performances on different types of networks and real-world road maps. Finally, concluding remarks and suggestions for future work are given in Section V.
II. BASIC SYSTEM MODEL A. PROBLEM DEFINITION
Similar to MXSP in [17] , the Minimizing Interdiction Resource with Goal Threshold (MIRGT) problem is defined on a directed graph G = (N , A) , where N represents the vertex set and A represents the arc set. Here, s and t denote the source and sink nodes, respectively. The nominal length of arc k = (i, j) ∈ A is c k ≥ 0. Interdiction increases the arc's length to c k + d k , where d k > 0, if arc k is interdicted. When d k is sufficiently large, the model turns into the complete interdiction problem, meaning that the interdiction actions completely destroy the arcs or nodes, making them unusable or impassable. r k ≥ 0 is the available resource or cost required to interdict arc k. FS(i)(RS(i)) represents the arc set directed out of (into) node i. We define x k as the interdiction variable, where x k = 1 when arc k is interdicted by the leader; otherwise, x k = 0. Similarly, we define y k as the response variable, where y k = 1 when the follower travels arc k; otherwise, y k = 0.
B. FORMULATION
The mathematical formulation of MIRGT is defined as follows: Problem:
MIRGT: Minimize the resource consumed to increase the shortest s−t path length to a certain minimum thresholdd.
Indices:
i ∈ N : nodes in G (s is the source node and t the sink)
the goal threshold of the shortest path Variables:
x k = 1 when arc k is interdicted by the leader; otherwise, x k = 0 ; y k = 1 when arc k is travelled by the follower; otherwise, y k = 0 Formulation:
where min x,y k∈A
s.t.
The first constraint (2) ensures that the shortest path of the original network exceeds the thresholdd, while the second (3) ensures that y is an s − t path. Obviously, the optimal solution of MXSP must be a feasible solution of MIRGT.
In fact, if each simple path between s and t in network G can be enumerated explicitly, another formulation of MIRGT can be constructed as follows:
Where D = diag(d). y ∈ {0, 1} |A| denotes the s − t arcpath incidence vector corresponding to an s − t path, P (i.e. y k = 1 implies that arc k is in P; otherwise y k = 0). Y denotes the collection of arc-path incidence vectors corresponding to all simple s − t paths in G. For simplicity, we refer to k∈P c k + x k d k as the interdicted path length of arc path P, y as a path and Y as "a set of paths". The validity of MIRGT-B lies in the fact that after the shortest path exceeds the threshold, no path can be shorter than that. Thus, when the network is small, there are plenty of Y -generating algorithms that can enumerate all simple paths, making the model easy to solve. However, because the number of feasible paths in graphs grows exponentially with the number of nodes, it is impractical (both calculation and time costs) to generate all the possible s − t paths for most real world networks, which makes solving the MIRGT-B problem either inefficient or impossible. Thus, new algorithms must be designed to handle large-scale networks.
III. SOLUTION METHODOLOGY
In this section, we propose two basic algorithms to solve the MIRGT model based on Lagrange duality and Benders decomposition, respectively. To consider the situation of a large threshold and that of complete interdiction, a corresponding Lagrange approximate algorithm and a set-covering algorithm are presented. Fig. 1 depicts the structure of this section and the logic of proposed algorithms.
A. BASIC DUAL ALGORITHM REFORMULATION
Golden [39] assumed a linear cost function for lengthening arcs and turned the problem into a minimum-cost-flow model. Here, we modify Golden's original approach and present a more general model using the dual form of the shortest path problem. We devise new techniques to capitalize on the special max-min and shortest-path structure of the shortest path interdiction problem. First, MIRGT is built as MIRGT-D, providing a dual formulation of the shortest path problem:
The decision variable π (x) denotes the shortest path length from the source to the target node x (when π(s) = 0). The decision variable x k determines whether interdiction is conducted on arc k. It is easy to add the threshold constraint with the help of π (x), which functions as the first constraint in (8) . The second constraint in (8) ensures that π (x) is the shortest path from s to x after interdiction.
The following MIRGT-DM (9-10) is the matrix form of MIRGT-D for network G, which has m nodes and n arcs, respectively:
where 
B. LAGRANGE SLACK ALGORITHM BASED ON DUALITY
In this section, we perform Lagrange relaxation on the matrix format-MIRGT-DM. The key idea of Lagrange relaxation is to remove the additional constraints by adding penalty terms to the cost function. The multiplier of the penalty is called the Lagrange multiplier, which punishes violations of the removed constraints per unit. The key point of Lagrange relaxation is choosing the Lagrange multiplier that causes the minimum value of the Lagrange function under the remaining constraints be the lower bound of the original problem. Because we intend to use branch and bound to solve the programming problem, it is of great importance to obtain a tight lower bound for this algorithm. Thus, we hope to find a better lower bound by modifying the Lagrange multiplier. Here, we take z ≥ 0, λ ≥ 0 and f n×1 ≥ 0 as the Lagrange multipliers and define a Lagrange function (11) through Lagrange relaxation:
Moreover, the corresponding x happens to be the optimal solution the of original problem. Then, we check the lower bound of L(x, z, f ). Thus, by uniting the like terms, we obtain equation (12):
For x k ∈ {0, 1}, ∀k ∈ A, we note that x ∈ D, and we can define the lower bound by equation (13):
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For x ≥ 0,π ≥ 0, the following two equations (14) and (15) are established as follows:
and
Now, we can draw the lower bound
The dual form of MIRGT-D, denoted as MIRGT-L, is as follows (17)- (18):
i.e.
By using the complementary slackness conditions in (22), we can extract the optimal solution x from the dual variables f ij and z:
The great advantage of Lagrange relaxation is that it can also eliminate the integer constraints when eliminating the additional constraint. In the Lagrange function, it is immaterial whether the variable meeting the flow balance is linear or integer; thus, the interval constraint can be replaced by the original integer constraint-which is the main difference between this model and Golden's linear model. Note that the main constraints are consistent with the minimum cost flow constraints. When the threshold is large enough to dominate the objective function, the model approximates a minimumcost-flow problem. In that way, the dual variable f k is the cost flow on arc k, and z can be considered the flow on the artificial return arc from t to s.
C. BASIC DECOMPOSITION ALGORITHM
We present a basic decomposition algorithm for [MIRGT-B] based on Benders decomposition [40] in this section. The main idea of Benders decomposition is to separate variables, which generates two relatively independent problems denoted as the Master problem and the Subproblem, respectively. Each problem has its own variable and the other variable is fixed. These two separated problems can easily be directly solved, and the results can be passed between the problems iteratively. The iteration does not terminate until a convergence condition is satisfied. Similar to Benders decomposition, the decomposition formulation here is as follows: The main logic of algorithm 1 is as follows. Whend <d (i.e. the threshold is lower than the full interdiction case), not all of the simple paths in G must be interdicted in order to achieve the goal threshold. Consequently, the iteration will end before |Ŷ | = |Y |, and we only have to solve [Master(Ŷ )] in each iteration, which has fewer constraints than [MIRGT-B]. Whend ≥d, there is a possibility that the iteration will end with |Ŷ | = |Y |. Hence, the problem degrades into the MXSP problem, and we can only try to maximize the shortest path, because the threshold can hardly help in such a circumstance. The processes of algorithm 1 is further illustrated in Fig.2 LetÝ denote the collection of all simple arc paths in G whose lengths are shorter thand. Then, we have the following theorem: Proof: First, observe the following: 1) Step 2 will always find a new arc pathŷ (ŷ ∈Ý andŷ ∈ Y ) with the shortest interdicted length under the current interdiction planx. If it does not, thenŷ ∈Ŷ , which means that the length ofŷ under current interdiction planx is equal to or greater thand (guaranteed by constraints in [Master(Ŷ )]). Because the arc pathŷ is also the shortest path under the currentx (guaranteed by the objective of [Sub(x)]), no s − t path in Y is shorter thand underx. Therefore, the interdiction goal is achieved, and the algorithm terminates (Step 2).
2)
Step 3 guarantees that all arc paths inŶ are no shorter thand underx. This guarantee is obvious because it corresponds to the constraints of [Master(Ŷ )]. 3) Because shared arcs may exist between simple paths in G, there is a chance in Step 3 that the current interdiction planx would also cause the interdicted lengths of some pathsý (ý ∈ Y andý ∈Ŷ ) equal to or greater thañ d.
As a result, in each iteration of Step 2 and
Step 3, at least one new arc pathŷ (ŷ ∈ Y andŷ ∈Ŷ ) will be added whose interdicted path length is equal to or greater thand. Hence, the iteration will end in m ≤ |Y | rounds.
Theorem 2: For any Benders cut c Tŷ + x T Dŷ ≥d in the Master problem, the inequalityŷ T x ≥ 1 is constantly established.
Proof: Because the interdiction and reaction vector pair (x,ŷ) generated from c Tŷ + x T Dŷ ≥d is known, we can set d = c Tŷ + x T Dŷ and assume that the presentx is a nonoptimal solution while denoting x * as the optimal solution. Then, we obtaind ≤ c Tŷ + x * T Dŷ. Notice thatŷ
Hence, the current interdiction plan causes the increment to be less than threshold, which conflicts with what is known. The iteration ends when dx ≥d, which results in a nonoptimal solution where dx <d. When the iterations generate non-optimal solutions, the inequalityŷ T x ≥ 1 is established for the optimal x * .
Theorem 2 implies that we must find interdiction plan x againstŷ to match the threshold constraint by increasing x T Dŷ sufficiently when the present pair (x,ŷ) fails in dx ≥d.
Theorem 3:XŶ represent the series of interdiction and reaction vector pairs, respectively. Assuming that the vector pair is (x,ŷ) ∈XŶ and we defineỹ = (diag(1 −x))ŷ; then, in the Master problemỹ T x ≥ 1. Proof: Before meeting the threshold, to counteract the follower's plan, if the leader can find another, longer path different fromŷ, he must attempt to interdict those arcs onŷ without any interdiction (which we denote asỹ = (diag(1 − x))ŷ ), forcing the follower to give up the present chosenŷ and choose another, longer path.
Here, we point out that Theorem 3 is stronger than Theorem 2; however, the inequalities generated from both Theorem 2 and 3 are useful. After each iteration, we obtain at least one of each type of inequality, which can be used VOLUME 6, 2018 to tighten or improve the algorithm's convergence speed. Furthermore, based on these theorems, we can present the Set Covering Algorithm on Decomposition.
D. SET COVERING ALGORITHM ON DECOMPOSITION
The two algorithms mentioned above perform well when the interdiction increment d k is small; however, later experiments show that such algorithms are sensitive to the increment value. In addition, the algorithms above mainly focus on partial interdiction, which incrementally modifies the corresponding interdicted arcs or nodes; however, the interdiction actions themselves can completely destroy the arcs or nodes. The most traditional method for addressing this situation is to assign a sufficiently large number M to d k , but this approach greatly affects algorithm performance. Considering complete interdiction cases, we develop a Set Covering Algorithm on Decomposition to eliminate the effects of the incremental interdiction d k .
The basic thought is to eliminate the items of d k ; therefore, we transform the Master problem into a set-covering problem denoted as Master-A and seek feasible solutions:
The constraintsỹ T x ≥ 1 are referred to as covering constraints. These constraints imply that the leader must interdict some arcs that are in the follower's optimal response but have not been interdicted to force the follower to change a path other thanŷ. Then, based on [Master-A], we build a standard set-covering problem (SCP) that optimizes the resources consumed if and only if Master-A is feasible. The iterations of this solution ensure that the total path length increases until it matches the threshold under the new interdiction plan. This new model of the Master problem (Master-C) is as follows:
Then, the Set Covering Algorithm on Decomposition MIRGT-C is as follows:
Obviously, the algorithm terminates when no path inXŶ can be interdicted in a better way, which means that the leader cannot force the follower to accept a worse plan. If interdiction plans exist that can cut the source node from the sink, the algorithm would terminate earlier. But under the no-M condition, the convergence speed can be slow, which requires other heuristic techniques (e.g., local search techniques) to reduce the number of iterations and speed convergence.
IV. COMPUTATIONAL EXPERIMENTS A. TEST PROBLEMS AND ENVIRONMENT
A set of artificially generated random, small-world and regular grid networks are used as test problems to illustrate the
Algorithm 2 The Set Covering Algorithm on Decomposition Input: Problem instances of MIRGT

Output:
The optimal interdiction plan x
Step 1. 1)x ← 1, solve Sub(x) to obtaind; 2) Ifd <d, thenXŶ ← ∅,x ← 0: go to Step 2; 3) Otherwise, the problem degrades into either the minimum cut problem or MXSP.
Step 2.
1) Solve Sub(x) forŷ and dx: 2) If dx ≥d, go to Step 4; 3) otherwise,XŶ ←XŶ ∪ (x,ŷ): go to Step 3 Step 3.
1) Solve Master-C forx and rŶ 2) Go to Step 2 Step 4. Print the optimal interdiction planx and r * and terminate.
algorithmic performances in MIRGT as well as a real-world case involving a transportation network.
We selected the well-known Erdös-Rényi model [41] to be the random network test problems. In an ER random graph G (N , p) , the arc number is not fixed, but the connection probability between any of the N nodes is fixed to p. For the small-world case, we selected the Kleinberg Model [42] for testing, which has long hops between the nodes. Finally, the simulated regular networks are m × n grid networks of m rows and n columns, respectively. Each node at grid position (r, c) has a probability p of connecting to neighbor nodes at grid positions (r −1, c−1), (r −1, c), (r −1, c+1), (r, c−1), (r, c+1), (r +1, c−1), (r +1, c), (r +1, c+1) if a node exists at that position. For the MIRGT problems, we set nodes (1, 1) and (m, n) as the source and sink nodes, respectively, which are assumed to be uninterdictable. In addition, the integer normal length c k , the interdiction increment d k and the resource consumption r k for each interdictable arc are assumed to be integers that are uniformly distributed on [1, c] , [1, d] and [1, r] , respectively. Under these assumptions, we created 10 instances by randomly generating different values of c, d, andr parameters for each test set.
The real-world transportation network case is the Chicago Stretch Road Network [43] , which contains 933 nodes and 2,950 arcs. Here, the network is assumed to be undirected; the length of arc c k is an approximate integer of the real distance between two nodes; and the interdiction increment d k and resource consumption r k are linearly proportional to the node degrees.
The algorithms presented above are coded using the MAT-LAB toolbox YALMIP [13] and the COMPLEX 12.5 callable library. The tests were executed on an IBM computer with an Intel(R) Core(TM) i5-4210M CPU @ 2.60 Ghz with 4 GB RAM under a Windows 7 operating system. 
B. ALGORITHM PERFORMANCE ON DIFFERENT TYPES OF NETWORKS 1) RANDOM ER NETWORK
We set d k = 2 (for MIRGT-C, we set M = 2, 000 for complete interdiction), we tested the algorithms on the random ER networks of different scales with an arc connection probability of 0.5. Table 1 shows the computational results of the algorithms executed on random ER networks: m(n) denotes random ER networks of m nodes and n arcs.
Note that network m(n) denotes a random network with m nodes and n arcs; GT is short for Goal Threshold; and the time (T(s)) is the average runtime for 10 instances in CPU seconds. A double hyphen ("-") indicates that at least one instance could not be solved in the allotted time.
Algorithms MIRGT-B and MIRGT-C are based on iteration, but the latter's constraints are less stringent, which increases the number of iterations at the cost of eliminating d k . The dual algorithms MIRGT-D and MIRGT-L model the problem as a MIP, which can be solved by branch and bound techniques. Therefore, when the network scale is small, the solution speed is quite good for all the algorithms. However, as the network scale increases, the number of constraints increases quickly, which causes the solving program to run out of memory. The duality based MIRGT-D performs slightly better than does the decomposition based MIRGT-B; this performance advantage becomes increasingly clear as the network scale grows. This result reveals that the dual methods are less sensitive to the network scale than the other methods.
2) KLEINBERG SMALL-WORLD NETWORK
We set d k = 2 (for MIRGT-C, we set M = 2, 000 for complete interdiction) and tested the algorithms on random Kleinberg networks of different scales, where the network attributes were p = 1, q = 2, α = 2. Table 2 shows the execution times of the algorithms on the random Kleinberg networks, where m(n) denotes a Kleinberg network of m nodes and n arcs.
Basically, all the algorithms performed well on the Kleinberg small-world networks. The existence of long-range arcs in Kleinberg network models results in a high probability that hop arcs exist near the source and sink nodes, causing the interdiction plan to be relatively fixed and reducing the solution time substantially. Small-world networks feature large clustering coefficients and short average distances. The distances between nodes within clusters and the jump distances between two points (i.e., the number of edges connecting two points on the shortest path) are small. The tested algorithms-especially the decomposition algorithms-execute quickly on this type of network. The iterations rarely exceed 10 due to the short average distances of the features mentioned above.
3) REGULAR GRID NETWORK
We set d k = 2 (for MIRGT-C, we set M = 2, 000 for complete interdiction) and tested the algorithms on random regular grid networks of different scales with an arc connection probability of 1. Here, m × n represents a regular grid network with m rows and n columns. Different thresholds can affect the performance, and the efficiency decreases rapidly as the threshold approaches the upper bound of the network. Hence, we set GT =d = (d + d)/2 to minimize the effects of different threshold values. Table 3 shows the results of executing the algorithms on these regular grid networks.
MIRGT-B cannot compete with MIRGT-D as the threshold increases. However, the parameter values can greatly affect algorithmic performance as discussed next.
C. SENSITIVITY ANALYSIS OF PARAMETERS ON ALGORITHMS 1) THE IMPACT OF VARIATIONS IN THE INTERDICTION INCREMENT D K
As mentioned above, different interdiction increments of d k can affect the algorithms' performances. We fixed the other VOLUME 6, 2018 attributes and varied d k from 2 to 10. The results of the algorithms on random Kleinberg networks are listed in Table 4 : Tables 5 and 6 show the effects of different d k values on MIRGT-B and MIRGT-D, respectively. For convenience, we adopted a medium (10 × 10) random grid network (with 100 nodes and 684 arcs) as the test network withd = (d + d)/2, c = 10, r = 5 and tested the algorithms' efficiency under different interdiction increments.
In a previous study, Fullkerson and Harding [16] required the variable x of dual algorithms to be continuous, making that model a simple LP model. In contrast, we tighten x ≥ 1 to the integer constraint x ∈ {0, 1} to generate a MIP model that can be solved by branch and bound techniques. As shown in Table 6 , the dual algorithm MIRGT-D fails because of the restrictions from weak linear relaxation as the value of d k grows. Therefore, MIRGT-D of duality is unsuitable for complete interdiction instances; however, when the increment is small, the dual algorithm MIRGT-D performs quite well.
2) IMPACT OF THE INTERDICTION GOAL THRESHOLD
Using the same 10×10 grid network described above, we also tested MIRGT-B and MIRGT-D under different goal thresholds. As shown in Fig.3 , the resource consumed grows as the threshold increases. The solution time curve matches the trend of the algorithms' iterations curve, which indicates that the iteration algorithms' solution times are closely tied to the required number of iterations.
Through repeated experiments, we found that the threshold value primarily affects the decomposition algorithm. As the threshold grows, the attacker must select more arcs to interdict, which leads to more feasible solutions for constraint c Tŷ + x T Dy ≥d in the Master problem. The decomposition algorithm forces the shortest path generated from the subproblems to increase as iteration proceeds; thus, the increase of the threshold simultaneously increases the number of iterations, which leads to the increase in the solution time. Fig.4 shows a further comparison of the sensitivity between MIRGT-D and MIRGT-B for threshold values.
MIRGT-D is less affected by threshold variations than is MIRGT-B. When threshold has a small value near the lower bound, MIRGT-D is superior. However, as the threshold increases, MIRGT-B gradually gains an advantage due to its insensitivity to the threshold value. Note that MIRGT-B requires approximately 3 seconds to initialize its solver the first time; this time is included in the solution time. 
3) ALGORITHM FEASIBILITY FOR COMPLETE INTERDICTION INSTANCES
In the complete interdiction condition, as discussed above, the value of M can cause the algorithms to become fragile and sensitive. Hence, we adopt the set covering algorithm MIRGT-C to handle complete interdiction. Setting M = 10, 000 and using the 10 × 10 test grid network described above, we added an artificial source node connected to all the nodes in the first column and a sink node connected to all the nodes in the last column. The new added arcs have a length of 0 and are uninterdictable. Table 7 shows the computational results of the algorithms when solving complete interdiction cases.
Note that in Table 7 , the t(N ) values in the MIRGT-B and MIRGT-C columns indicate the average solution time t(s) and number of iterations N , respectively, while a hyphen (''-'') indicates that at least one instance was unsolvable. The NaN (t) in the MIRGT-D column indicates that although the algorithm terminates at time t, it does not return an answer. Table 7 shows that both MIRGT-B and MIRGT-D fail when the goal threshold grows; the dual algorithm MIRGT-D becomes even weaker for complete interdiction cases. Therefore, MIRGT-C is a feasible way to handle such situations, although it would benefit from techniques that could reduce the iterations.
D. TESTS ON A REAL-WORLD ROAD NETWORK
The real-world test data comes from the Chicago Sketch Road Network [43] shown in Fig.5 . This network contains 933 nodes and 2,950 arcs. This network is assumed to be an undirected graph; the arc lengths are integer approximations of the actual road lengths. The interdiction increment is a fixed length (see Table 8 ), and resource consumption is linearly proportional to the node degrees.
The size of transportation networks usually lies between those of small-world and regular grid networks. Table 8 shows some simple tests performed on the Chicago Network with different d k values.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we define a novel variant of the shortest-path network interdiction problem, MIRGT, which takes a goal threshold constraint into consideration. An evader attempts to traverse the network from a starting vertex s to a target vertex t along the shortest path, while the interdictor attempts to force the evader's shortest path to be above a given threshold by interdicting some of the arcs. The objective of the interdictor is to minimize the resources consumed during interdiction. The interdiction actions on arcs can either increase their effective length or completely destroy them. The goal threshold can be seen as trade-off between the cost of resource consumption and maximizing the completion of the objective.
We first formulate MIRGT as a standard mixed integer bi-level programming problem. Then, we present two basic solving algorithms: MIRGT-D, based on Lagrange duality, and MIRGT-B, based on Benders decomposition. Of these duality based algorithms, MIRGT-D takes full advantage of the dual representation of the shortest path; therefore, LP-based branch and bound approaches are applied. In contrast, by performing Lagrangian relaxation on MIRGT-D, we obtain an approximate algorithm MIRGT-L, which is helpful in large threshold cases. The computational experiments show that MIRGT-L is slightly faster than MIRGT-D when it is solvable. The decomposition-based MIRGT-B algorithm turns the problem into an iteration of alternate simple shortest-path problems united by a common Master problem. Network property sensitivity analysis shows that MIRGT-B and MIRGT-D are both ineffective when the interdiction delays are large; therefore, these approaches are little help on complete interdiction cases. The theoretical analysis on the solution properties of the decomposition based algorithm MIRGT-B inspired the design of a set covering algorithm called MIRGT-C. MIRGT-C eliminates the effect of the interdiction increment at the cost of increased iteration; however, it is useful for complete interdiction problems or cases with large delays.
Our computational experiments show that the network type, topology, attributes and scale can all greatly affect the algorithms' performances. Decomposition algorithms are more sensitive to threshold values while dual algorithms grow weaker as the interdiction increment increases. When tested on a real-world transportation network whose size lies between regular and small-world networks, both algorithms have their own advantages. Finally, our model can be applied to other network fields such as social network analysis.
Basic decomposition algorithms perform poorlyespecially when the delays are large. Generally, there are two ways to improve the performance: reducing the number of iterations or improving the efficiency of solving sub-problems. Each iteration can generate more restrictions through better responses or through local search techniques, both of which help to reduce the number of iterations. A double oracle framework is a potential and recommendable approach given its success in security games. The effects of attributes should also be analyzed quantitatively. We hope to find novel techniques to mitigate the effects of attributes. Uncertainty could also be introduced to analyze stochastic interdiction, in which the interdictor or evader's behavior can be represented by random variables, or where both sides have limited knowledge of each other. Furthermore, our models could be extended to bi-layered network interdiction where the interbedded relationship can be modeled. Interdependence and cascading failures would greatly increase the complexity. In addition, game theory is another perspective for solving such Stackelberg games. YABING ZHA received the Ph.D. degree in control science and engineering from the National University of Defense Technology (NUDT), Changsha, China, in 1995. He is currently a Professor of control science and technology with the College of Systems Engineering, NUDT. His research interests include systems simulation and human behavior modeling. VOLUME 6, 2018 
