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1Introduction
The mechanical behavior of homogeneous solids and structures is well understood, at leastin the low frequency range, for regular geometries and limited loading amplitudes. Only
a few mechanical parameters are required and computations can be performed very efficiently
with Finite Element methods, for instance. When mechanical properties are heterogeneous and
smaller geometrical details appear, the parameterization of the mechanical problems becomes
more intricate, both in terms of number of degrees of freedom and number of parameters to be
defined. The computational cost increases dramatically and many engineering systems cannot
be simulated. In particular regimes, however, homogenization or other asymptotic behaviors
come into play. Coarser (and well justified mathematically) models can then be used, providing
both for cheaper computational approaches and simpler physical analyses of the behavior of the
mechanical systems.
This manuscript discusses some of these particular situations, referred to as multiscale me-
chanical problems. Two aspects will be considered: (i) construction of upscaled (homogenized)
models and parameters from the knowledge of a micro-scale model, and (ii) numerical cou-
pling of a given micro-scale model with its upscaled counterpart. This report focuses mainly
on stochastic models, for which parameters, geometry, loading and/or boundary conditions are
modeled as random fields or variables. The solutions of the micro-scale models are then stochas-
tic, although the upscaled models are often deterministic.
The main objective of this document is to present the research I conducted during the last
thirteen years (from the beginning of my Ph.D. studies). However, this research needed to be put
in perspective. A lot of the work presented in this document is therefore not mine, but necessary
to fill the gaps in between aspects and research areas I considered. The final overall impression
is therefore maybe closer to a general review in the fields of coupling and upscaling of stochastic
models rather than a report on the research I personally conducted. To balance this impression,
my personal publications are highlighted in blue color and listed in a separate bibliography.
1.1 Examples of stochastic multiscale problems
Before defining more precisely the notion of multiscale problems (Section 1.2), we describe in
this section a few examples of multiscale engineering problems. They should be seen as the
motivation for the development of the mathematical and numerical techniques described in the
remainder of the document. We introduce for each of them the governing equations and the
scientific and technological issues, as well as the characteristic dimensions that control their mul-
tiscale character: the wave length λ, the characteristic size over which the material properties
fluctuate `c (or correlation length in a stochastic setting) and the propagation length L (or source-
observation distance).
1.1.1 Wave propagation in geophysical media
Wave propagation in geophysical media has a wide range of applications. At the global scale
(see Figure 1.1), where λ ≈ 100 km, `c ≈ 100 − 10000 km and L ≈ 10000 km, geophysicists
are interested in understanding the nature, properties and evolution of the deep Earth, locating
the epicenter of earthquakes and estimating the large scale influence of seismic events. At the
regional scale (see Figure 1.2), where λ ≈ 100 m, `c ≈ 0.1− 1000 m and L ≈ 1000 m, seismic to-
mography is heavily used by the petroleum and mining industries to locate potential exploitation
sites.
1
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Figure 1.1 – Example of horizontal heterogeneity at the global scale: geology map of the surface of the Earth. Taken
from Charles (2008).
The original Marmousi
model was created by a con-
sortium led by the Institut
Français du Pétrole (IFP) in
1988. Since its creation, the
model and its acoustic finite-
difference synthetic data have
been used by hundreds of
researchers throughout the
world for a multitude of geo-
physical purposes, and to this
day remains one of the most
published geophysical data sets. The advancement in com-
puter hardware capabilities since the late 1980s has made it
possible to perform a major upgrade to the model and data
set, thereby extending the usefulness of the model for, hope-
fully, some time to come. This paper outlines the creation
of an updated and upgraded Marmousi model and data set
which we have named Marmousi2.
We based the new model on the original Marmousi struc-
ture, but extended it in width and depth, and made it fully
elastic. We generated high-frequency, high-fidelity, elastic,
finite-difference synthetics using a state-of-the-art model-
ing code made available by Lawrence Livermore National
Laboratory as part of a U.S. Department of Energy research
project. We simulated streamer, OBC, and VSP multicom-
ponent shot records with offsets up to 15 km.
We have found these data suitable for a wide variety of
geophysical research including calibration of velocity analy-
sis, seismic migration, AVO analysis, impedance inversion,
multiple attenuation, and multicomponent imaging. As part
of this project, the Marmousi2 model and data set are avail-
able to other researchers throughout the world.
The Marmousi2 structural model. We created the Mar-
mousi2 model by first reconstructing the original Marmousi
model. The original Sierra Geophysical format horizon files
have been lost with the passage of time, so we needed to
recreate the horizon segments from the gridded represen-
tations of the model provided to us by colleagues at IFP.
Once these horizons were regenerated, we expanded
the model from 9.2 km to 17 km in width and from 3 km to
3.5 km in depth to better simulate long-offset acquisition in
a deepwater setting (Figure 1). The original Marmousi model
is close to the center of Marmousi2. We extended the hori-
zons in the original model to fit the expanded model and
added 41 new horizons, bringing the total number of hori-
zons in Marmousi2 to 199. Since we are interested in eval-
uating amplitude preservation for AVO analysis, the
augmented Marmousi2 model now includes several addi-
tional structurally simple, but stratigraphically complex fea-
tures outside the original zone of complex structure (Figure
2). We also inserted several reservoirs to explicitly model
channels and other hydrocarbon traps in both the original
and new part of the Marmousi2 model.
Since deepwater exploration (including OBC acquisi-
tion) is now of significant interest, we replaced the previ-
ous ~32-m water layer with a 450-m water layer. For the same
reasons, the original “hard water bottom” effect was reduced
by adding two flat transitional layers with thicknesses of 25
m and 30 m above the original water bottom. As a result,
the original Marmousi structures are approximately 473 m
deeper in Marmousi2.
We did not change layer thicknesses from the original
Marmousi2: An elastic upgrade for Marmousi
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Figure 1. P-wave velocity
for (a) original Marmousi
and (b) Marmousi2. Model
is shown to scale without
vertical exaggeration.
Figure 1.2 – Example of vertical heterogeneity at the local scale: P-wave velocity for the Marmousi2 model. Taken
from Martin et al. (2006). The red box indicates the correspondance with a previous Marmousi model.
Elastic wave propagation describes the evolution (in a domain Ω and over a time interval
(0, T)) of a displacement field u(x, t) driven by the following equation:
ρ(x)u¨(x, t)−∇ · σ(x, t) = f(x, t) (1.1)
when submitted to loading f(x, t) and initial conditions u(x, t = 0) = u0(x) and u˙(x, t = 0) =
v0(x). The stress tensor σ(x, t) = C(x) : e(x, t) is related to the strain tensor e = ∇⊗s u(x, t)
through the constitutive tensor C(x). At the free surface Γfs, a homogeneous Neumann boundary
condition σ ·n = 0 is considered. The material behavior is often considered as isotropic. The wave
equation is then parameterized with the P-wave velocity cP and S-wave velocity cS. Based on
laboratory experiments for materials composing the continental crust (Christensen and Mooney
1995, Christensen 1996, Kenter et al. 2007), characteristic values of the parameters in the crust
are cP/cS = 1.768 ≈
√
3. Using piecewise-homogeneous models, and after inverting for the
wave velocities, experimental observations of the initial phase of the seismograms and the low
frequency part of their spectrum (below approximately 1 Hz) can often be well reproduced (Nolet
2008, Weber and Münch 2014).
However, higher frequency signals and the later portions of the seismograms have proven
more difficult to model. Indeed, the composite mineralogy of the crust and the presence of
fractures of various sizes induce large fluctuations around the average values of the mechani-
cal parameters (Simmons and Wang 1971, Moos and Zoback 1983). For instance, values greater
than cP/cS = 2.4 have been found in some sedimentary rocks (Kenter et al. 2007). These het-
erogeneities at different scales have a complex influence on the waveforms (Hong et al. 2005).
Scatterers transfer part of the coherent energy into incoherent signal. This results in an apparent
attenuation (Wu 1982, Frenje and Juhlin 2000) and the creation of a seemingly random wave train
behind the coherent pulses: the so-called coda (Herraiz and Espinosa 1987). As can be observed
on Figure 1.3, the duration of this coda is much larger than that of the seismic event that created
it and its shape is relatively independent of the seismic source. Whereas the first arrivals are dif-
ferent from one station to the other, the amplitude of the signals at long lapse times is identical
for all source-to-station distances. The directionality of the coda is also more isotropic than that
of the coherent pulses (Paul et al. 2005, Schisselé et al. 2005, Imperatori and Mai 2013, Galluzzo
et al. 2015). The scattering character of the coda was first identified in the pioneering works
of Aki (1969) and Aki and Chouet (1975). Considering the characteristic dimensions mentionned
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Fig. 1.1 (a) Epicenter (star) of an MW 4:8 earthquake with 55.3 km in focal depth and Hi-net
stations (reversed triangles) of NIED in Honshu, Japan. (b) Velocity seismograms (horizontal
transverse component) arranged from bottom to top by increasing epicentral distance, where the
gain is the same for all the traces. (c) Magnification of 200 times
each other independent of epicentral distance at large lapse times. Aki (1969) first
focused interest on the appearance of continuous wave trains in the tail portion
of individual seismograms of local earthquakes as direct evidence of the random
heterogeneity of the lithosphere. These wave trains, which Aki named “coda,” look
Figure 1.3 – (a) Epicenter (star) of an MW 4.8 earthquake with 55.3 k in focal depth and Hi-net stations (reversed
triangles) in Honshu, Japan. (b) Velocity seismogra s (horizontal transv rse component) arranged from bottom to top
by increasing epicentral distance, where the gain is the same for all the traces. (c) Magnification of 200 times. Taken
from Sato et al. (2012).
above, random models offer a powerful tool for parameterizing the heterogeneity and discussing
their influence on the wave field.
Using well-log data collected in various areas of the world, several authors (Wu et al. 1994,
Kneib 1995, Holliger 1996, Shiomi et al. 1997) have constructed random models for these fields
of mechanical properties (see Fig. 1.4), including correlation models between P- and S-wave ve-
locities (Birch 1961). Most of these authors measure a relative standard deviation close to 5%,
but the consensus is not so clear about the correlation length, which is measured between 1 m
and 100 m. Besides this direct evidence based on well-log data, hundreds of travel-time tomog-
raphy campaigns over the years have proven that the crust is heterogeneous on scales of 1 km
to 10 km (Schilt et al. 1979, Aki and Lee 1976, Aki et al. 1976, Zhang and Thurber 2003, Zhao
et al. 2009, Takemura et al. 2015). Combining regional and global methods, Meschede and Ro-
manowicz (2015) identified the power-spectrum of heterogeneities over the range 200-20000 km,
while Nakata and Beroza (2015) fit a power-spectrum centered on 100 m. In geotechnics, Cone
Penetrometer Tests (Fenton 1999) and Spectral Analysis of Surface Waves tests (Schevenels et al.
2008) have identified correlation lengths of the order of 1 m in the vertical direction and of
10− 100 m in the horizontal direction (see a review of various studies in Phoon and Kulhawy
(1999)). Using these random models and powerful 3D elastic wave propagation solvers, it be-
comes possible to obtain reliable wave fields for increasingly higher frequency and larger dis-
tances (see for instance Pitarka and Ichinose (2009), O’Brien and Bean (2009), Hartzell et al.
(2010), Kumagai et al. (2011), Takemura and Furumura (2013), Imperatori and Mai (2013), Take-
mura et al. (2015)). Unfortunately, these direct methods remain too expensive to use for the
characteristic dimensions mentioned at the beginning of this section.
From both experimental observations and numerical simulations, it is clear that the displace-
ment field in the coda is extremely sensitive to small fluctuations of the mechanical parameters,
geometry and loading. It hence cannot be considered a relevant parameter for identification.
Contrarily, the amplitude of the coda appeared over the years as a stable regional feature, and re-
searchers focused their attention on the diffusion model originally proposed by Aki and Chouet
(1975). In the single scattering approximation, this model describes the evolution of the energy
density a(x, t,ω) in a unit frequency band around ω as a diffusion equation with diffusivity D
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Data are from: 
(1) Global average,from the analysis of mode splitting of free oscillation (SLEEP, N. U., R. J. GELLER, and 
S. STEIN, 1981, Bull. Seis. Soc. Amer. 71, 183-197) 
(2) Lower mantle, from body wave inversion (spherical harmonics, K = 4, L = 6), (DzlEWONSKI, A. M., 
1984, J. Geophys. Res. 89, 5929-5952) 
(3) Lower mantle, from body wave tomography (5 ~ • 5 ~ cell) (CLAYTON, R. M. and P. COMER, 1984, 
Mathematical Geophysics) 
(4) Upper mantle, from surface wave waveform inversion (WOODHOUSE, J. H. and A. M. DZIEWONSKI, 
1984, J. Geophys Res. 89, 5953-5986) 
(5) Upper mantle (Pacific plate), from surface wave full-wave inversion (Rytov approximation) 
(YOMOGIDA, K. and K. AKI, 1987, Geophys. J. R. Astr. Soc. 88, 161-204) 
(6) Upper mantle (USA),from travel time inversion (ROMANOWICZ, B. A., t979, Geophys. J. R. Astr. Soc. 
57, 479-506) 
(7) Asthenosphere (Central USA, 125 225 km deep), from travel time inversion (COCKERHAM, U. S., and 
O. L. ELLSWORTH, 1979, EOS, Trans. AGU 60, 875 and RAIKES, S. A., Geophys. J. R. Astr. Soc. 63, 
187-216) 
(8) Upper mantle (Southern California), from body wave tomography ( 3 0 x 3 0 •  50km cell) 
(HUMPHREYS, E., R. W. CLAYTON and B. H. HAt3ER, 1984, Geophys. Res. Letters 11, 625~527) 
(9) Upper mantle, a summary, from travel time inversion (AKI, K., 1981, Tectonophysics 75, 31-40) 
(10) Lithosphere, from transmission fluctuation at LASA (AKI, K., 1973, J. Geophys. Res. 78, 1334-1346 
and CAPON, J., 1974, Bull. Seis. Soc. Am. 64, 235-266) 
(11) Lithosphere, from transmission fluctuation at NORSAR (BERTEUSSEN, K. m., A. CHRISTOFFERSSON, 
E. S. HUSEBYE, and A. DAHLE, 1975, Geophys. J. R. Astr. Soc. 42, 403-417) 
(12) Lithosphere, form transmission fluctuation at NORSAR (FLATTI~, S. M. and R. S. Wu, 1988, 
J. Geophys. Res. 93, 6601-6614) 
(13) Lithosphere, from coda wave analysis (SA'rO, H., 1984, J. Geophys. Res. 89, 1221-1241) 
(14) Lithosphere, from coda wave analysis (Wu. R. S. and K. AKI, 1985, J. Geophys. Res. 90, 10261- 
10273) 
(15) Crust,from acoustic welt-log (SuzUKI,  H.,  R. IKEDA, T. MIKOSPI1BA, S. KINOSHITA, H.  SATO, and H. 
TAKAHASHI, 1981, Rev. Res. Disast. Prev. 65, 1-162) 
(16) Crust, from acoustic well-log (Wu, R. S., 1982, Geophys. Res. Lett. 9, 9-12) 
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scattering coefficient gm, which is the effective isotropic scattering coefficient in the
multiple scattering regime of nonisotropic scattering process as will be discussed in
Chap. 7.
Reported g0 values in the lithosphere are distributed from 10!3 km!1 to 5 !
10!2 km!1 around 10!2 km!1 for the frequency range of 1 " 30Hz. A large value
of g0 # 1 km!1 was found from the analysis of artificial explosions on an active
volcano (Yamamoto and Sato 2010). From the analysis of lunar quakes by using
the diffusion model, the g0-value estimated ranges from 0:05 to 0:5 km!1 (Dainty
and Tokso¨z 1981). Lee et al. (2003, 2006) analyzed coda envelopes of regional
earthquakes before and after the ScS arrival around 900 s in lapse time from
the origin time using the numerically simulated envelopes based on the multiple
isotropic scattering model with the PREM model for velocity and total attenuation.
They reported lower g0-values in the 4 s and 10 s period bands in the upper mantle
compared with those in the lithosphere. The g0-value becomes much smaller in
the lower mantle. For comparison, the g0-value of long-period Rayleigh waves
propagating completely around the earth is of the order of 10!6 km!1, which is
much smaller than those of S-waves in short periods in the lithosphere (Sato and
Nohechi 2001).
On the basis of the stochastic wave theory for random media, there have been
measurements of the power spectral density function (PSDF) P.m/ of the fractional
velocity fluctuation ıV .x/=V0. Figure 1.4 summarizes recent measurements of the
Fig. 1.4 Measurements of the PSDF of the fractional velocity fluctuation in the lithosphere
and mantle: Teleseismic P-wave envelopesW 1.1 Upper mantle, 1.2 Lower mantle (0:5! 2:5Hz)
(Shearer and Earle 2004), 2 Baltic Shield (0:5! 5Hz) (Hock et al. 2000). S-wave envelopesW
3.1, 3.2, 3.3 Fore-arc, Japan (2! 16Hz) (Saito et al. 2002, 2005; Takahashi et al. 2009), 4.1,
4.2 Kurikoma and Iwate volcanoes (2! 16Hz, 20! 60 km in depth), NE Japan (Takahashi et al.
2009), 5.1, 5.2 Scattering loss and S-coda excitation (1! 30Hz) (Sato 1984a, 1990), 6 Crust,
Norway (2! 10Hz) (Przybilla et al. 2009). P- and S-wave envelopesW 7 Upper crust, Nikko, Japan
(8!16Hz) (Yoshimoto et al. 1997b). Gray bar shows the corresponding frequency range for 4 km/s
velocity
Figure 1.4 – (left) Strength-scale distribution of heterogeneities in the Earth (taken from Wu nd Aki (1988b), based
on data from the literature, see Wu and Aki (1988b) for the full list of references, indicated by small numbers). (Right)
Measurements of the power spectral density function of the fractional velocity fluctuation in he lithosphere and mantle
in diff re t regions of th world nd at different depths, based on P and S waves envelopes (taken from Sato et al. (2012),
based on data taken fro a variety of papers, see Sato et al. (2012) for details).
and intrinsic attenuation Qi:
∂a
∂t
= ∇ · D∇a− ω
Qi
a. (1.2)
Its solution (in 3D) reads a(x, t,ω) = a0(ω) exp(−|x|2/4Dt − ωt/Qi)/(4piDt)3/2, where a0(ω)
is the total input energy. More complex models have also been proposed based on a multiple
scattering setting. In particular, the so-called radiative transfer equations, as well as multiple-
scattering diffusion model have been widely studied (see Ryzhik et al. (1996) for the theory,
Gaebler et al. (2015) for an example of identification and Shearer (2007) for the specific case of
the deep Earth). Subsequently, many experimental campaigns have focused on the exponential
decay rate of th envelopes, denoted as coda attenuation Q−1c (see for instance (Nishigami 2000,
Calvet et al. 2013) and a review of identified values in (Sato et al. 2012, Chapter 3)). These models
proved very efficient to simulate wave envelopes at large distances (Sato et al. 2012)).
Scientifically, there remains to clarify the relation between the diffusion parameters and the
statistics of the wave velocities, in particular when considering fully elastic models, for which
P- and S-wave energies are coupled, or when scale separation cannot be assumed, as well as to
derive comprehensive inversion schemes that take into account both the coherent and incoherent
parts of the signal. Also, due to geological formation processes and other phenomena, anisotropy
is very important in the crust (Helbig and Thomsen 2005, Tsvankin et al. 2010). This makes the
relation between wave propagation parameters and diffusion parameters much more complex.
As we have observed enormous differences between propagation in isotropic and anisotropic
media for the same level of fluctuation of the constitutive tensor (Ta et al. 2010), this feature
can however not be ignored. Indeed, Fig. 1.5 illustrates wave fields obtained by propagation
within two heterogeneous media, with similar average isotropic behavior and fluctuations levels,
but locally isotropic or anisotropic. The description of the two wave fields is clearly different
although the difference between the two media is extremely small in amplitude.
1.1.2 Vibrations in a ballasted railway track
The ballast is the uppermost layer of the railway track superstructure (Fig. 1.6). It is made
of coarse crushed stone, whose size distribution lies in the range `c ≈ 25− 50 mm (Fig. 1.7).
Depending on the velocity of the trains, the wavelength in the ballast lies in the range λ ≈
1− 10 m. This ballast layer plays an important role in the transmission and repartition of static
and dynamic train loads (L ≈ 40 cm), the absorption of mechanical and acoustical vibrations (L ≈
100 m), and the drainage of rain water (Indraratna et al. 2011). The noise and vibration impact
on the environment can be important for all types of trains: heavy freight coaches, whose low
frequency influence in the soil carries far away; high-velocity trains, that generate high amplitude
excitations; and even tramways, which stand very close to surrounding buildings. With time and
the repeated passage of trains, the ballast layer settles down. This induces a leveling defect of
the track and may force the train companies to locally reduce the velocity of the passing trains
for the comfort and security of passengers. These defects are therefore regularly controlled, and
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Figure 1.5 – Temporal evolution (from left to right) of the velocity amplitude at the free surface of random half-spaces
with the same isotropic average and strength of heterogeneities σ2. The upper medium is locally anisotropic everywhere
while the lower medium is locally isotropic everywhere. Taken from Ta et al. (2010).
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Figure 2.2 Typical section of a ballasted rail track.
which are evenly spaced along the length of track. Rails must be stiff enough to support
train loading without excessive deflection between the sleepers and may also serve as
electric signal conductors and ground lines for electric power trains [2].
The vertical and lateral profiles of the track assembly and the wheel-rail inter-
action govern the smoothness of traffic movement as the wheels roll over the track.
Consequently, any appreciable defect on the rail or wheel surface can cause an exces-
sive magnitude of stress concentration (dynamic) on the track structure when the trains
are running fast. Excessive dynamic loads caused by rail or wheel surface imperfec-
tions are detrimental to other components of the track structure, because design for
imperfections is difficult to incorporate.
Rail sections may be connected by bolted joints or welding. With bolted joints,
the rails are connected with drilled plates called ‘fishplates’. The inevitable discon-
tinuity resulting from this type of joint can cause vibration and additional dynamic
load, which apart from reducing passenger comfort may cause accelerated failure
around the joint. The combination of impact load and reduced rail stiffness at the
joints produces extremely high stresses on the ballast and subgrade layers which
exacerbates the rate of ballast degradation, subsequent fouling and track settlement.
Numerous track problems are found at bolted rail joints where frequent mainte-
nance is required. Therefore, in most important passenger and heavily used freight
lines, bolted joints are now being replaced by continuously welded rail (CWR), as
described by Selig and Waters [2]. CWR has several advantages, including substan-
tial savings in maintenance due to the elimination of joint wear and batter, improved
riding quality, reduced wear and tear on rolling stock, and reduction in substructure
damage [2].
2.2.2 Fastening system
Steel fasteners are used to hold the rails firmly on top of the sleepers to ensure they
do not move vertically, longitudinally, or laterally [2]. Various types of steel fastening
systems are used by different railway component manufacturers throughout the world,
depending on the type of sleeper (concrete vs timber) and geometry of rail section.
The main components of a fastening system commonly include coach screws to
hold the baseplate to the sleeper, clip bolts, rigid sleeper clips, and spring washers and
nuts [1]. In addition, rail pads are often employed on top of the sleepers to dampen
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Figure 1.6 – Typical section of a ballasted railway track. Taken from Indraratna et al. (2011)
costly maintenance operations are organized. The modeling of the ballast aims at improving the
understanding of he mecha ical behavior of th track system and providing clues to mitigate the
issues listed above (see for instance Heckl et al. (1996), Connolly et al. (2014) or Panunzio et al.
(2016)). It represents a challenging task because the ballast exhibits various distincts behaviors
(such as transition between fluid-like and solid-like behavior) depending on the applied stresses
and strains. The important heterogeneity of the granular ballast is also challenging in dynamical
observations because relativ mplitudes of the c herent and oda parts of the signal are heavily
dependent on the ratio e = λ/`c, as illustrated in Fig. 1.8.
The relative displacements between two grains in the ballast are much larger in general than
the strains withi one grain. Models can then be constructed (Lim and McDowell 2005) where
each grain of the ballast is rigid body with a complex sh pe (Lu and McDowell 2007, Ahmed
et al. 2015). At this local scale, the static variables are the contact forces Fk` and moments M
k
`
between grains k and ` and the kinematic variables are the rigid body movements of the grains,
parameterized by the translation uk and rotation θk of grain k. T ey verify
∑
`
Fk` = mku¨k ∀k, ∑
`
Mk` = Ikθ¨k ∀k, (u˙k − u˙`) · nk` ≤ 0 ∀k, ` (1.3)
where mk and Ik are respectively the mass and inertia tensor of grain k and nk` is the normal exte-
rior to grain k at the contact point with grain `. These equations are complemented with friction
laws that control the interaction of each grain with its neighbors. These models have given rise to
various numerical implementations, among which the Discrete Element Method (DEM) (Cundall
and Strack 1979) and the Non-Smooth Contact Dynamics method (NSCD) (Moreau 1989). In the
DEM, the non-interpenetration condition at the interface between two grains is relaxed through
a stiff non-linear repulsion law. This gives rise to an explicit scheme in time, which requires
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Figure 15.3 Ballast particle size distribution limit curves according to French Railways (modified after
Profillidis, [12]).
Table 15.6 Ballast gradation used by the British
Railways (after Profillidis, [12]).
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15.3 GRADATION EFFECTS ON SETTLEMENT AND
BALLAST BREAKAGE
To evaluate the effects of particle size distribution on the deformation and degradation
behaviour of ballast, Indraratna et al. [13] conducted cyclic triaxial tests on four
different gradations of ballast, as shown in Figure 15.4. Cylindrical ballast specimens
were subjected to an effective confining pressure of 45 kPa. To simulate the train axle
loads running at high speed, cyclic loading with a maximum deviator stress qmax of
300 kPa was applied on the ballast specimens at a frequency of 20Hz.
Figure 15.5 shows the effects of grain size distribution on the axial and volumetric
strains of ballast under cyclic loading. The test results reveal that very uniform to
uniform samples give higher axial and volumetric strains. This is attributed to the looser
states of the specimens prior to cyclic loading. In contrast, gap-graded and moderately-
graded distributions provided denser packing with a higher co-ordination number.
Therefore, these gradations provided higher shear strength and thus, decreased the
settlement.
Figure 15.6 illustrates the relationship between the uniformity coefficient (Cu) and
particle breakage. The test results indicate that ballast breakage decreases as the value
ofCu increases, with the exception of the gap graded specimen. The gap-graded ballast
© 2011 by Taylor and Francis Group, LLC
Figure 1.7 – (Left) ballasted railway track in California1. (Right) French standard ballast gradations (taken from In-
draratna et al. (2011)).VOLUME 82, NUMBER 9 PHY S I CA L REV I EW LE T T ER S 1 MARCH 1999
FIG. 1. Ultrasonic signals measured by a 12-mm-diam transducer in glass bead packings of different sizes under external normal
stress P ≠ 0.75 MPa at (a) d ≠ 0.2 0.3 mm, (b) d ≠ 0.4 0.8 mm, (c) d ≠ 1.5 6 0.15 mm. E and R corr spond, respectively,
to the coherent ballistic pulse and its echo reflected from the bottom and top surfaces. S is associated with multiply scattered sound
waves. The inset of (a) shows a schematic diagram of the apparatus: T a d D are, respectively, the ultrasonic emitter and detector.
Note the different time scale in (a).
using a digital oscilloscope and sent to a microcomputer
for processing.
Figure 1 illustrates ultrasonic signals transmitted
through packings of beads of three different sizes (obtained
from Centraver): (a) Polydisperse d ≠ 0.2 0.3 mm; (b)
polydisperse d ≠ 0.4 0.8 mm; (c) d ≠ 1.5 6 0.15 mm,
under an external load P ≠ 0.75 MPa. They are detected
with the large transducer, placed at the same reduced
distance Lyd ¯ 18 away from the source. To ascertain
that the ultrasound propagates from one grain to its
neighbors only through their mutual contacts and not via
air, we have checked that no ultrasonic signal is detected
at vanishing external load. This test, together with the
sound velocity measurements described below (Fig. 4),
ensures that sound transmission through the interstitial
fluid, i.e., Biot’s slow wave [9], is not involved in our
experiments.
We first investigate the features common to all of
the signals. Let us, for example, focus on the packing
of intermediate size beads sd ≠ 0.4 0.8 mmd. As seen
in Fig. 1b, the detected ultrasonic signal is basically
composed of two parts: (i) an early well-defined short
pulse, which we label E, (ii) closely followed by an
irregular signal, S, which spreads over a time interval of
hundreds of ms. We determine a time of flight associated
with the arrival of the E pulse front, measured at an
amplitude of 5% of the peak-to-peak one, from which we
obtain a velocity, Veff ≠ 1070 6 30 mys. By performing
a separate spectral analysis of E and S, we find (Fig. 2)
that E carries a rather narrow band of low frequencies,
while S has a broadband strongly irregular high frequency
spectrum.
On the other hand, we have investigated the effect of
detector size. Figure 3a shows the signal detected by the
small (2 mm wide) transducer on a packing of the same
beads under the same load as in Fig. 1b. It is clearly
seen that reducing the detector size leads to a considerable
enhancement of the amplitude of S relative to E. Note
that the irregular temporal fluctuations associated with S
remain stable over the duration (typically ,1 min) of an
experimental run. We have ascertained this by checking
the reproducibility of the signal as well as its stability
against the number (50 to 100) of repetitive averaging.
That is, no “aging effect” is observ d on this time scale.
However, a weak evolution of the signals is identifiable
on much longer time scales. A systematic study of this
effect is in progress.
A fundamental difference between E and S lies in their
sensitivity to changes in packing configurations. This
appears when comparing a first signal measured under
a static load P with that detected after performing a
“loading cycle,” i.e., complete unloading, then reloading
to the same P level. As illustrated in Fig. 3, S is highly
nonreproducible, i.e., configuration sensitive. However,
E exhibits a reversible behavior. More precisely, we
characterize its degree of reproducibility by adjusting the
reloading level to the value P0 which yields the best
superposition between the two E signals. We find that
DPyP ≠ sP0 2 PdyP is always no more than a few
percent—for example, for the 0.4–0.8 mm bead packings
at P ¯ 0.75 MPa, DPyP # 4%.
From these experimental results, we can reasonably
infer that E is a self-averaging signal, which thus probes
sound propagation in an equivalent effective medium.
This we confirm by determining its group velocity Vg
from the phase spectrum of E alone, as windowed out
of the total signal. This analysis is performed without
deconvoluting the excitation pulse: Indeed, the known
electric input pulse shape does not give any direct
access to the excitation energy really injected through the
transducer-granular medium inhomogeneous contact. The
frequency dependence of the phase is linear, indicating
FIG. 2. Spectra of the E and S signals windowed from the
total temporal response. The spectrum of the injected pulse
(source) is given for comparison.
1864
Figure 1.8 – Ultrasonic signals measured by a 12-mm-diameter transducer in glass packings of different sizes under
external normal stress P = 0.75 MPa at (a) d = 0.2− 0.3 mm, (b) d = 0.4− 0.8 mm and (c) d = 1.5± 0.15 mm. E
and R correspond, respectively, to th coherent ballistic pulse and its echo reflected from the bottom and top surfaces. S
is associated with multiply scattered sound waves. The inset of (a) shows a schematic diagram of the appara us: T and
D are, respectively, the ultrasonic emitter and detector. Note the different time scale in (a). Taken fr m Jia et al. (1999).
very small time steps and needs to handle the changes in the topo gy. The NSCD method can
deal with multiple contacts and velocity changes within a single time step and reformulates the
non-interpenetration condition as a quadratic optimization problem. It yields an implicit scheme,
which remains stable for larger time steps, although the scalabil ty of the parallel i plementa-
tions of these models is not sufficient (Renouf et al. 2004, Thi Minh Phuong t al. 2011, Alart et al.
2012). The results obtained with these granular approaches are able to reproduce the solid to liq-
uid transition and the inelastic deformations of the ballast (Radjai et al. 1996; 1998, Azéma et al.
2009) as well as the seemingly random patterns of contact forces (Liu et al. 1995, Bagi 2003) that
can be observed experimentally at that scale (Drescher and de Josselin de Jong 1972). Because
of the numerical issues mentioned above, however, these models cannot reproduce dynamical
phenomena involving the passage of a train over a large portion of a track. Also, the requirement
of inputing a precise geometry (Shin and Santamarina 2013) and initial position of the seemingly
random assembly of grains is straining for most industrial applications, although large databases
of digitized ballast grains have been created (Azéma et al. 2009).
An alternative pproach consists in modeling the ballast as a continuous medium, using th
equation (1.1), and considering the stress tensor σ(x, t) as the static variable and the displace-
ment field u(x, t) as the kinematical variable. To accommodate both solid and fluid behaviors, a
viscoelastic constitutive relation can for instance be proposed:
σ = −pI+ 2µ
(
e− Tre
3
I
)
+ ηe˙, (1.4)
where p is the pressure2, e˙ is the strain rate and η is the (dynamic) viscosity. For incompressible
materials, this relation is complemented by ∇ · u = Tre = 0, while we have p = −(λ+ 2µ/3)Tre
for compressible materials. The stress tensor can be derived from the contact forces net-
work (Weber 1966, Satake 1968, Bardet and Vardoulakis 2001, Moreau 2001, de Saxcé et al.
2004, Nguyen et al. 2012) and the strain tensor can b evaluated from the displacement of the
1taken from http://www.zscale.org/.
2To keep with the classical notations in mechanical engineering, tractions are assumed positive.
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Fig. 6. The same as for Fig. 5, for the case of 3D numerical simulations.
R. Paolucci et al. / Soil Dynamics and Earthquake Engineering 23 (2003) 425–433 431
Fig. 6. The same as for Fig. 5, for the case of 3D numerical simulations.
R. Paolucci et al. / Soil Dynamics and Earthquake Engineering 23 (2003) 425–433 431
Figure 1.9 – Comparison of 3D simulated vertical velocities with observations on and at 50 m from the track. Taken
from Paolucci et al. (2003).
Figure 1.10 – Localization in a ballasted railway track: comparison between the amplitude of the velocity field resulting
from a moving load for a homogeneous (left) or heterogeneous (right) ballast layers. Taken from de Abreu Corrêa et al.
(2016).
grains (Tsuchikura and Satake 1998, Kuhn 1999, Cambou et al. 2000, Bagi 2006, Rothenburg and
Kruyt 2009, Durán et al. 2010), but the relation between the parameters of the continuum and
granular models is still a difficult question, except in some geometrically simplified settings. For
instance, homogenization of random packings of spheres has been considered in Brandt (1955),
Digby (1981), Walton (1987), Chang and Lun (1992), Chang et al. (1995), Jenkins et al. (2005),
Agnolin and Roux (2008). Because they allow to simulate larger ballasted tracks as well as their
surrounding environnement, these approaches have been preferred for dynamic analyses, where
the influence of the passing train on the environment is evaluated (Paolucci et al. 2003, Lombaert
et al. 2006). Unfortunately, large amplitude differences are found between the simulated and
measured accelerations, in particular away from the track (see Figure 1.9).
To retain the capability of these continuum models to simulate wave fields over large dis-
tances while retaining some of the heterogeneity of the force network which is essential for the
reproduction of its mechanical behavior, we recently introduced a heterogeneous continuum ap-
proach (see Fig. 1.10 and de Abreu Corrêa et al. (2016)). The Young’s modulus is modeled as a
random field whose statistical parameters are either identified from granular simulations or ob-
tained from geometrical data such as the average grain size. The heterogeneities in the medium
create an apparent damping that is compatible with the observations of Figure 1.9.
1.1.3 Damage in polycrystalline materials
Polycrystalline materials are random assemblies of crystalline grains. Within each grain, the ori-
entation of the lattice is homogeneous, while pileups of dislocations (linear defects) at the grain
boundaries induce large disorientations between neighboring grain (see Fig. 1.11). They include
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establish the conditional distributions of the marks from the best-fit
tessellation sample. The approach taken is to divide the mark data
into Ng groups, which are grouped according to the average distance
of the closest Nn nucleation sites for a given mark. The group
boundaries are determined such that all the groups have the same
amount of data. For this example Ng ¼ 5 is chosen because it is
the largest number of groups to obtain sufficiently resolved empiri-
cal PDFs given the limited amount of data, and Nn ¼ 5 because it is
heuristically determined to sufficiently identify the dependence of
the marks on the nucleation site configuration.
The vector (intra-grain) components of the marks exhibit statis-
tical dependence. The velocity components per grain are strongly
correlated with an average correlation coefficient of :85. A negative
correlation is observed between the Euler angles U0 and u02 of the
ellipsoid orientation having a correlation coefficient of ":6. All
other parameter pairs have correlation coefficient smaller than
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Fig. 13. Empirical PDFs morphological features and image of simulated EGT model: (a) grain size (lm3) PDF, (b) best-fit ellipsoid ratio AB PDF, (c) best-fit ellipsoid ratio
A
C PDF,
(d) number of neighbors per grain PMF and (e) realization of EGT model.
K. Teferra, L. Graham-Brady / Computational Materials Science 102 (2015) 57–67 65
Figure 1.11 – (Left) Electron BackScatter Diffraction image of an austenitic stainless steel 316L sample (2×2 mm2),
where the color is related to the local orientation of the crystal lattice (adapted from Mu (2011)). (Right) Probability
density function of the grain volume in a Nickel IN100 superalloy sample (black line), along with those obtained fro
two reconstructions of the same sample (taken from Teferra and Graham-Brady (2015)).
most of the metals and many ceramics, so that they are found in almost all fields of engineering
and industry, with systems undergoing a wide variety of loading conditions. Examples include
motors designed to run millions of cycles under high thermal stress and nuclear plants confining
walls undergoing cyclic irradiation and thermal loads. At the design stage, understanding the
influence of the micro-scale structure on the behavior and damage of the macro-scale samples is
fundamental (Hirsekorn 1990, Cuitiño and Ortiz 1993) to create new materials. In many indus-
tries, the choice of material is the key to innovation and competitiveness. Once in use, or during
elaboration, non-destructive testing of polycrystalline materials with ultrasounds is very appeal-
ing to monitor the appearance of damage, and this requires to clarify the influence of texture and
small-scale defects on the global features of the wave field at the macro-scale (Dubois et al. 1998).
Most phenomena of importance for damage take place within one grain or at the interface
between two grains. At that scale, dislocations dy a ic models (Hi th and Lothe 1982, Fivel
and Forest 2004) can be used, where dislocations segments d` are followed individually while the
crystal in which they evolve is treated as a continuum. The plastic deformation is the consequence
of the collective displacements of enormous amounts of dislocations (the order of magnitude
ranges from 1010− 1016 m/m3 in al minum to 106 m/m3 in silicon) under the external loads and
the stresses they create by straining the crystal lat ice. The Peach-Koehler force driving the motion
of each dislocation segment is (σ · b) × d`, where b is the Burger vector, characteristic of the
dislocation considered, and the stress σ includes the elastic field g nerated by ll other dislocati
segments in the crystal and the external load, as well as various (approximate) corrections for
local curvature of the dislocation, presence of defects, interfaces and boundaries. The stress field
induced by a single dislocation segment is computed analytically, assuming that the latter is a
linear defect in an elastic continuum medium. The movement of individual dislocation segments
is then evolved in time using material-dependent equations of motions. Efficient simulation codes
are available (Devincre et al. 2011) that can routinely simulate a few percent of plastic strain in a
single grain with several hundred dislocations (Vattré et al. 2014). Note that the consideration of
transient loadings is not possible yet in these approaches.
At the inter-granular scale, the number of dislocations increases dramatically so that they
cannot be followed individually anymore. It is then possible to introduce continuous fields of
dislocation density ρsd(x) for each gliding plane s and to use them as internal variables in a non-
linear constitutive model of continuum mechanics. Based on physical considerations regarding
the displacement of actual dislocations, a hardening law can be introduced to follow the evolu-
tion of these dislocation densities (Evers et al. 2002, Cheong and Busso 2004, Fivel and Forest
2004, Ma et al. 2006). The plastic strain rate evolution is then given by:
e˙p =
N
∑
s=1
γ˙s(σ, ρsd)bˆ
s ⊗s ns (1.5)
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where bˆs is the normalized Burger vector for gliding plane s and ns the normal to that plane.
Combined with the resolved shear stresses τs = ns · σ · bˆs, this model can be used to describe
the internal work in a classical Finite Element formulation. Phenomenological models exist (see
for instance Cuitiño and Ortiz (1993) for a general review of computational approaches for con-
tinuum models of crystal plasticity), but the model described here is appealing because the link
with the underlying physical phenomena is explicit, even though the dislocations are not fol-
lowed individually. Numerically, these models can be solved efficiently for several hundreds of
grains (Roters et al. 2011), although the number of internal variables limits somehow the possibil-
ities. Also, creating meshed samples whose statistics are representative of real grains is an issue
(see for instance Lochmann et al. (2006), Redenbach (2009), Teferra and Graham-Brady (2015)).
When interested in the non-destructive testing of polycrystalline samples or in the design of
new materials, the scale to be considered is even larger. These crystal plasticity simulations are
then out of reach, and upscaling techniques have to be considered. In statics, a large body of
literature is dedicated to homogenization for polycrystalline materials (Hirsekorn 1990, Paroni
2000), either constructing bounds on homogenized coefficients (Chinh 2006) or computing these
coefficients using numerical techniques (Bishop et al. 2015). Some researchers also concentrate
on the construction of stochastic models at the meso-scale (Guilleminot et al. 2011, Lucas et al.
2015). In dynamics, early works concerning ultrasound probing techniques (with frequency in
the order of ≈ 1 MHz) evaluated heuristically the influence of microstructure on the propagation
of ultrasound (Mason and McSkimin 1947, Papadakis 1964; 1965, Murthy 2001). Later, models
based on the Bourret approximation (Grigorev and Shemergor 1981), on second-order perturba-
tion (Stanke and Kino 1984, Hirsekorn 1985), or on diffusion models (Sayers 1985, Guo et al. 1985,
Weaver 1990a) were proposed for different frequency ranges. Interestingly, the diffusion models
developed in the polycrystalline community are similar to those described earlier for geophysical
media (see for instance the comparison in Turner (1998)).
1.2 Definition of multiscale problems
The three examples described in the previous section all have in common that there exist various
models to represent the same physical phenomenon: (i) wave propagation, radiative transfer or
diffusion for geophysics; (ii) granular methods or wave propagation in a continuum medium for
ballasted railway tracks; and (iii) dislocation dynamics, crystal plasticity or diffusion for polycrys-
talline materials. Different models means here both different equations and different parameters,
but also different unknown variables: displacement fields for wave equation and crystal plasticity,
modal energy densities for radiative transfer equation and diffusion, and discrete displacements
for granular methods and dislocation dynamics. We will call multiscale problems such problems
that can be modeled in at least two different manners.
One of the two models has a richer kinematical description than the other, for example because
parameters and solutions fluctuate more rapidly in space and time or because it includes internal
variables. This model will be denoted micro-scale model. The model with the coarsest kinemat-
ical description will be called macro-scale model. The term mesoscale model can be used when
three scales are available for the same multiscale problem. Alternatively, length or time scales can
be used to differentiate between macro- and micro-scale models (as is proposed for instance in (E
2011, Fig. 1.5) or (Fivel and Forest 2004, Fig. 1)), but these definitions become ubiquitous in wave
propagation problems as there are then three length scales (wave length λ, characteristic size of
the heterogeneities `c and propagation length L) and time and space variables are coupled in a
non-trivial manner. Different relative values for these three characteristic lengths yield different
upscaling behaviors. The behaviors whose transition is at least partially understood theoretically
are summarized in Fig. 1.12 (see also (Wu and Aki 1988b, Fig. 2)). Section 3 will describe the
different regimes in detail.
The engineering problems of the previous section also have in common that at least one model
of each involves a random material: random mechanical properties in geophysical media; ran-
dom shapes and assembly of grains for the ballast; and random initial state of dislocation as well
as random orientation and shape of the grains for polycrystalline materials. The choice of con-
sidering only stochastic applications is driven by personal scientific interest as well as the need
to limit the scope of this document. The field of multiscale modeling for deterministic problems
is well developed, and most techniques have actually been developed in that setting before their
10 Chapter 1. Introduction
Figure 1.12 – Classification of the different upscaling regimes by order of magnitude of the characteristic size ratios
e = λ/`c and 1/η = L/λ.
stochastic counterpart. However, stochastic models are sufficiently specific and powerful tools to
be worthy of a separate treatment. All references, descriptions, models and techniques will there-
fore be strongly biased towards the stochastic direction in this document, even though interesting
deterministic counterparts might exist.
Historically, the different models of a multiscale problem are usually derived heuristically
and independently. Based on experimental results at the appropriate scale, researchers intro-
duce models and the corresponding parameters to explain and reproduce the observations. Only
later are the two models paired up and their parameters related. For instance, temperature and
the heat equation were used in engineering (and everyday life) long before molecular dynamics
models were discovered, and the latter were derived from a different experimental information
than temperature measurements at the macro-scale. Today, a full ladder of consistent models has
been constructed, from quantum mechanics to continuum modeling of gases, through molecular
dynamics and kinetic theory of gases (E 2011). Likewise, seismologists measured Q coefficients
and wave velocities independently before the link between the wave equation and the diffusion
equation was mathematically formulated. The derivation of the macro-scale equation and pa-
rameters based on the those of the micro-scale model is called upscaling (or homogenization).
The inverse process is called downscaling. In the later case, however, it is often necessary to add
information not contained in the macro-scale model itself.
One of the main interests of understanding in a mathematically precise way the transition
from one model to the other gives insight into both models. Indeed, the link between the vari-
ables and parameters of the two models gives more physical understanding into what they rep-
resent. The process of changing scales also provides guidelines on the limits of each of the mod-
els. Homogenization has been widely investigated in statics (see the monographs Milton (2002)
and Torquato (2001), respectively for deterministic and stochastic media, among many others), as
well as in the dynamics case (see for example Chernov (1960), Ishimaru (1978), Rytov et al. (1989),
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Table 1.1 – Influence of boundary conditions, loading and quantities of interest on the choice of scale for modeling
(assuming upscaling is actually possible). The grey area indicates the most interesting case in multiscale modeling.
quantity of interest
at micro-scale at macro-scale
boundary conditions,
mechanical parameters
and loading
at micro-scale micro-scale model macro-scale orcoupled model
at macro-scale macro-scale model macro-scale modelwith downscaling
Sheng (2006), Fouque et al. (2007)). Different communities have been involved: engineers and
material scientists interested in designing optimized composites and micro-structures (Ostoja-
Starzewski 2007, Auriault et al. 2010, Hornung 2012), geophysicists confronted to the variability
of the real world (Flatté et al. 1979, Sato et al. 2012), and mathematicians, exploring different
notions of asymptotic analysis (Bensoussan et al. 1978, Dal Maso 1993, Tartar 2009). Recently,
this field of research has gained new momentum, with the wide scientific and industrial interests
for meta-materials. We will discuss in Section 3 different techniques and results, with a partic-
ular emphasis on upscaling of wave propagation in random media, and highlighting our own
contributions to the field.
The use of one or another of the models available for a multiscale problem is highly dependent
on the scale at which the parameters (including boundary conditions, mechanical parameters and
loading) and quantities of interest are defined. Table 1.1 summarizes different possibilities. When
parameters and quantities of interest live at the same scale, it is generally the scale that is chosen
for the modeling. When the parameters are provided at the macro-scale while we are interested
in a micro-scale quantity of interest, only the macro-scale model is available because not enough
information is available to drive the micro-scale model. However, it is still possible to derive
a macro-scale quantity of interest and perform downscaling, that is to say to locally introduce
information to retrieve the quantity of interest at the micro-scale. The most interesting situation
(from a numerical point of view) is when the parameters are provided at the micro-scale while we
are interested in a macro-scale quantity of interest. In some cases, it might be possible to derive
the macro-scale equivalent parameters and to simply use a full macro-scale model. In other
cases, one might use a full micro-scale model to derive the micro-scale quantity of interest, before
estimating the quantity of interest at the macro-scale. When the latter is too computationally
expensive, one must use a coupled model, keeping both models on appropriate parts of the
domain (Efendiev and Hou 2009, E 2011, Fish 2014). When considering such a coupled model,
two situations arise, whether the (macro-scale) quantity of interest is sensitive to features of the
micro-scale model everywhere or only from a limited area of the domain. In the latter case, the
micro-scale is used only in that area. The scientific question behind coupling is then how to
mathematically formulate the coupling at the interface between the macro-scale and micro-scale
domains so that accurate solutions can be obtained numerically. In the former case, hypotheses
of separation of scale are introduced to localize micro-scale patches everywhere and couple them
to the macro-scale. The scientific question is then rather how to choose appropriate boundary
conditions around the micro-scale patches for the macro-scale quantity of interest to be accurate.
In both cases, the understanding of the upscaling process between the two models helps a lot
in understanding the most appropriate way to couple the two models. Section 2 will review in
details the existing techniques for coupling of multiscale models, with a particular emphasis on
methods adapted to the coupling of stochastic models.
1.3 Robust multiscale numerical modeling
Multiscale analysis is an exercise in simplifying complex physical phenomena and parameteri-
zations. As such, the question of error estimation is fundamental to determine when and where
a micro-scale model can be replaced by its upscaled version. In the continuity of error estima-
tion for deterministic problems (Babuška and Rheinboldt 1978a;b, Zienkiewicz and Zhu 1987,
Ainsworth and Oden 2000, Ladevèze and Pelle 2005, Wiberg and Díez 2006), the numerical
analysis for stochastic (mono-scale) problems has been widely discussed, either through a pri-
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Figure 1.13 – Two realizations of a material parameter field (first and third images from the left), and corresponding
meshes with maps of the element sizes (second and fourth images from the left). White corresponds to higher material
parameters values and larger element sizes.
ori (Caflisch 1998, Babuška et al. 2010, Foo et al. 2008, Bespalov et al. 2012, Charrier 2012, Shi and
Zhang 2012, Zhang and Gunzburger 2012), a posteriori (Deb et al. 2001, Mathelin and le Maître
2007, Chamoin et al. 2012), or goal-oriented estimates (Oden et al. 2005, Ladevèze and Florentin
2006, Matthies 2008, Butler et al. 2011, Florentin and Diez 2012). Specific error estimators have
been designed for the Monte-Carlo method and the collocation method. As we will see in Sec-
tion 3.1.3, some upscaling techniques allow for a clear derivation of a priori errors in various
norms. Most of the multiscale coupling schemes have also been endowed with a priori error es-
timators (see for instance (E 2011, Section 6.7) as well as Section 2.2 of this document, or Givon
and Kevrekidis (2008), Liu (2010) for multiscale problems with multiple time scales). A posteriori
error estimation is less common for multiscale problems, in particular in the context of stochastic
problems. In any case, a review of numerical analysis and error estimation goes beyond the scope
of this document, and I will only list below my limited contributions to the field.
My first works in error estimation were performed during my post-doctoral studies at the
Laboratori de Càlcul Numèric (Barcelona, Spain), in the context of deterministic Finite Element
analyses (Cottereau et al. 2009; 2010b). More recently, we proposed (Cottereau and Díez 2015) an
error estimation tool for Monte Carlo approximations of stochastic partial differential equations
that allows to adapt a priori the mesh for each sample (see Fig. 1.13). During the Ph.D. studies
of Cedric Zaccardi, that I co-advised with L. Chamoin and H. Ben Dhia, we proposed an error
estimation tool (Zaccardi et al. 2013) for the stochastic-deterministic coupling scheme that will be
described in Section 2.4. I am currently co-advising with B. Tie and D. Aubry the Ph.D. thesis of
Wen Xu on error estimation and adaptivity for multiscale wave propagation problems.
Beyond error estimation, I have consistently tried to perform large scale and efficient numer-
ical implementations of the algorithms and techniques that I developed (See Appendix A). This
includes considering purely algorithmic aspects, such as introducing distributed-memory parallel
implementations whenever possible, but also following particular development options: (i) using
open source guidelines and licenses, (ii) ensuring the availability of the software, (iii) using ver-
sion control and other development tools, and (iv) constructing test-cases and error estimation
tools. Needless to say, these development options are cruelly time-consuming, but I believe they
are necessary to reach the level of robustness that is needed for research.
1.4 Funding
Table 1.2 summarizes the funding that I received in the past years. Besides the CPU allocations
provided by CINES, I should also acknowledge the help provided by the people at Mésocentre
de Calcul de l’École Centrale, where most of the computations presented in this manuscript were
performed.
Table 1.3 and 1.4 list the post-doctoral and Ph.D. students that I (co-)advised, or am currently
(co-)advising, along with their funding. I thank them heartily for their involvement and passion.
Note that I am the lead adviser for all the Ph.D. students co-advised with D. Clouteau, except for
T. Okhulkova and A. Svay.
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Table 1.2 – List of funding projects and bodies, sorted by type and starting date.
Acronym Type Funding body dates PI
BriScAr Academic Digiteo 2009-2012 R. Cottereau
TYCHE Academic ANR 2011-2013 C. Soize (MSME)
Academic F2M 2012-2013 E. Savin (ONERA)
Academic CAPES-COFECUB 2014- R. Cottereau
SINAPS@ Academic ANR 2014- C. Berge (CEA)
CouESt Academic ANR 2015- R. Cottereau
Industrial EDF R&D 2003- D. Clouteau
Industrial SNCF R&D 2010- R. Cottereau
Industrial INERIS 2010-2014 D. Clouteau
Industrial PetroBras 2012-2013 A. L. G. A. Coutinho
Industrial RATP 2014- G. Puel
Industrial Tractebel 2014- R. Cottereau
CPU Allocation CINES (Jade) 2010 R. Cottereau
CPU Allocation CINES (Occigen) 2015 R. Cottereau
Table 1.3 – Advised post-doctoral students. Funding refers either to a project name (Table 1.2) or to a funding body.
Name Subject Dates Funding
T. Milanetto Schlittler Numerical coupling of stochastic 2015- CouESt
models of polycrystalline materials
M. Taro Coupling of wave propagation solvers for 2016- SINAPS@
large-scale soil-structure interaction problems
Table 1.4 – Co-advised Ph.D. students. Funding refers either to a project name (Table 1.2) or to a funding body.
Name Title (tentative) Dates co-adviser(s) Funding
Stochastic-deterministic coupling in defended H. Ben Dhia
C. Zaccardi the Arlequin framework, and error Jan. 21st, & L. Chamoin BriScAr
estimations in quantity of interest 2013
Influence of statistical parameters defended
S. Khazaie on elastic wave scattering: Feb. 23rd D. Clouteau MENRT
theoretical and numerical approaches 2015
Integration of uncertainty and definition defended INERIS
T. Okhulkova of critical thresholds in the procedure Dec. 15th D. Clouteau (CIFRE)
of CO2 storage risk assessment 2015
Modeling of the spatial variability F. Lopez- EDF
A. Svay of seismic ground motions for 2013 – Caballero (CIFRE)
soil-structure interaction applications & D. Clouteau
L. de Carvalho Seismic wave propagation 2014 – D. Clouteau SINAPS@
Paludo in heterogeneous non-linear media
Relevant numerical methods for B. Tie Chinese
W. Xu meso-scale wave propagation 2014 – & D. Aubry Science
in heterogeneous media Council
A. Panunzio Stochastic modeling 2015 – G. Puel RATP
for rail maintenance (CIFRE)
L. de Abreu Non-linear stochastic model 2015 – D. Clouteau SNCF
Corrêa of a ballasted railway track
M. Hammami Integrated methodologies for the 2015 – D. Clouteau Tractebel
dynamic analysis of concrete dams (CIFRE)

2Coupling of stochastic models
Let us consider a particular physical problem and assume that it can be studied through ei-ther one of two different models, denoted micro-scale and macro-scale models, and defined
for simplicity through weak formulations1. For instance, a micro-scale solution um is defined
through: find um ∈ Vm such that
am(um, v; pm) = fm(v; pm), ∀v ∈ Vm, (2.1)
where the definition of the triplet (bilinear form am, linear form fm, functional space Vm) con-
stitutes the micro-scale model. The linear and bilinear forms depend on a set of micro-scale
parameters pm. In all the cases that we consider, the functional space can be separated with ap-
propriate tensor structure in a deterministic functional space for the deterministic variables and
a stochastic space. For instance, considering a (static) elastic problem defined on domain Ω with
a (homogeneous) stiffness parameter modeled as a random variable, the functional space might
be separated as Vm = H1(Ω)⊗ L2(Θ,R), with (Θ, T ,P) a suitable probability space.
Likewise, and when available, a macro-scale solution uM is defined through: find uM ∈ VM
such that
aM(uM, v; pM) = fM(v; pM), ∀v ∈ VM. (2.2)
By definition, the space VM is coarser than the space Vm in the sense that the functions v ∈ Vm
provide a richer kinematical description than the functions v ∈ Vm. We assume that the micro-
scale and macro-scale models are coherent in the sense that they represent the same physical
phenomenon and predict the same behavior at the macro-scale (see Section 1.2).
As discussed in the introduction, a coupled model is constructed when a macro-scale quantity
of interest cannot be properly evaluated based only on the macro-scale model. Two situations
arise, depending whether the quantity of interest is sensitive to features of the micro-scale model
everywhere or only a limited area is influential. In the former case (see the leftmost plot in
Fig. 2.1), the micro-scale is needed everywhere so the only chance for numerical gain is through
the introduction of some scale separation and localization of the micro-scale model on small
patches. This situation will be considered in Section 2.1. When only a localized area needs to be
treated with the micro-scale model, different numerical techniques can be used depending on the
dimensionality of the modeling and coupling areas. For instance, point and surface details can
be modeled with partition of unity techniques (see the second plot of Fig. 2.1 and Section 2.2).
When the micro-scale model is supported on a volume, it is possible to couple the micro-scale
and macro-scale models either through a surface or a volume (see the rightmost plots of Fig. 2.1
and Sections 2.3 and 2.4, respectively). We explore these different types of coupling one after the
other in the different sections of this chapter.
As in the rest of this document, we focus mainly on stochastic models. However, thanks to the
tensor structure mentioned above, extensions of deterministic coupling techniques to stochastic
problems is often natural. In that case, the deterministic coupling technique will be presented
for simplicity, and the extension to the stochastic case will only be mentioned briefly. More
references about the coupling of deterministic models can be found in the review on the dynamics
of structures coupled with elastic media (Clouteau et al. 2013), included in a special issue of the
Journal of Sound and Vibration on advanced methods in structural dynamics (Clouteau and
Cottereau 2013). More references about coupling of atomistic (or more generally non-local) to
1Note that we concentrate in this chapter on the coupling of the two models, assuming that both are given. Derivation
of a macro-scale model from a given micro-scale model will be considered in Chapter 3.
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Figure 2.1 – Different types of coupling between a micro-scale model (dark grey shade), supported on Vm, and a
macro-scale model (light gray shade), supported on VM: (from left to right) micro-scale model embedded everywhere;
geometrically-supported details; interface coupling; volume coupling.
continuum (local) models can be found in Curtin and Miller (2003). Other general reviews about
coupled multi-scale problems include Brandt (2002), Geers et al. (2010) and (E 2011, Chapters 6-
7). As earlier, I should remind that this document is presented in the format of a general review,
although my personal contributions appear in blue. The latter are found in Section 2.3.2 on
random models of boundary impedances, in Section 2.3.3 on the use of parameterized models
for coupling, and in Section 2.4 on volume coupling.
2.1 Embedded micro-scale model
We first consider the case when the macro-scale quantity of interest is sensitive to features of the
micro-scale model everywhere. In particular, this situation incorporates the case when the consti-
tutive relation at the macro-scale lacks micro-scale mechanisms that would control its behavior.
In that case, no macro-scale model is introduced and the techniques purely aim at reducing the
numerical complexity by appropriate multi-grid treatments. The simulation of the full micro-
scale model is therefore replaced by a (possibly large) sequence of smaller (in time and space)
micro-scale models, such that the overall numerical cost is smaller. Existing techniques differ
mainly by the definition of the patches over which the micro-scale simulations are performed.
The first class of techniques (see Section 2.1.1) considers groups of elements of a coarse mesh as
patches and includes the Generalized Finite Element Method (GFEM) of Babuška and Osborn
(1983), the Residual Free Bubbles (RFB) of Brezzi and Russo (1994), the Variational Multiscale
Method (VMS) of Hughes (1995) and the Multiscale Finite Element Method (MsFEM) of Hou
and Wu (1997). These methods basically introduce for the micro-scale problem a coarse mesh
and functional space VM and enrich the latter with functions solving the micro-scale equations
on the patches with appropriate boundary conditions. The second class of techniques (see Sec-
tion 2.1.2) includes the Quasi-Continuum (QC) method of Tadmor et al. (1996), the FE2 method
of Feyel (1999) and the Heterogeneous Multiscale Method (HMM) of E and Engquist (2003). These
methods consider the same coarse mesh and functional space VM, and additionally introduce a
macro-scale functional, which is integrated by solving local micro-scale problems centered on the
integration points. Discussion of these approaches with examples taken from the lower scales
(quantum mechanics and molecular dynamics in particular) can be found in (E 2011, Chapter 6).
2.1.1 Element-based embedding (GFEM, RFB, VMS, MsFEM)
We first consider methods that introduce a coarse mesh and enrich the corresponding functional
space VM with functions computed using the micro-scale model over patches of elements of that
coarse mesh. Several methods (see Table 2.1 for a summary) share common features2, that we
discuss here following the framework developed for the VMS in Hughes (1995). The micro-
scale functional space is decomposed into the orthogonal sum Vm = VM ⊕ V ′, where the coarse
space VM typically includes FEM linear functions over the coarse mesh, and V ′ is a refined space
chosen depending on the micro-scale problem at hand. Decomposing the solution um = uM + u′
accordingly, and testing Eq. (2.1) respectively with functions of the two spaces, the micro-scale
problem is decomposed in: find (uM, u′) ∈ VM × V ′ such that:{
am(uM + u′, v; pm) = fm(v; pm), ∀v ∈ VM
am(u′, v; pm) = fm(v; pm)− am(uM, v; pm), ∀v ∈ V ′
(2.3)
2The emphasize is put here on these common features. Differences, that I personally consider more technical than
fundamental, are discussed in Arbogast and Boyd (2006), Nolen et al. (2008) and Yu and Yue (2011).
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The second equation is used to define the value of the micro-scale fluctuation as a function of
the macro-scale solution u′(uM). The definition of the fluctuation is then incorporated in the first
equation to define the macro-scale solution: find uM ∈ VM such that:
am(uM + u′(uM), v; pm) = fm(v; pm), ∀v ∈ VM (2.4)
The key difficulty lies in the definition of the mapping between u′ and uM, which is a priori
a problem of the same complexity as the original problem of Eq. (2.1). So the entire numeri-
cal gain lies in the localization of this large-scale problem into a large set of smaller problems.
Note that, in general, u′ fluctuates rapidly (at the micro-scale) so that integration of the terms
am(u′(uM), v; pm) must be treated with care.
Table 2.1 – Element-based multi-scale methods (K denotes an element of the coarse mesh with vertices xi and P(K)p
represents a space of polynomial of order p over K)
Name Reference Boundary conditions
for the local problems
GFEM (Babuška and Osborn 1983) v∂K = 0 (1D)
RFB (Brezzi and Russo 1994) v∂K = 0
VMS (Hughes 1995) v∂K ∈ P(K)p
MsFEM (Hou and Wu 1997) vi(xj) = δij and ∂⊥(σ∂K · n⊥) = 0
The simplest proposal for such localization consists in choosing for V ′ a space of RFB
(see Brezzi and Russo (1994) or Babuška and Osborn (1983) in 1D). These functions verify
the second line of Eq. (2.3) with unit right hand side and homogeneous Dirichlet conditions
at the boundary of the elements of the coarse mesh. For diffusion problems with a het-
erogeneous parameter fluctuating at scale e, this RFB approximation yields error estimates
‖ue − (uM + u′)‖H1 ≤ C(e + H +
√
e/H)‖f‖L2 , where C is a constant, H is the typical size of
the coarse mesh, and ue is the exact solution. As soon as e  H, this approximation is therefore
controlled only by the size of the coarse elements. Otherwise, and in particular in the resonating
case when e ≈ H, the method may behave quite dramatically. The classical RFB can be comple-
mented with edge- and vertex-bubble functions, that verify non-homogeneous (in general poly-
nomial) Dirichlet conditions on the edges and the vertices, respectively, of the elements (Hughes
et al. 1998). In the MsFEM (Hou and Wu 1997), mixed boundary conditions are considered for
the element problems: boundary conditions corresponding to a projection along the edge of the
equilibrium equation, and point-wise homogeneous Dirichlet conditions at the vertices of the
elements (see Table 2.1). This yields functions that are oscillating along the edge of the element
(although continuous from one element to the next) and error estimates (Hou et al. 1999) of the
form ‖ue − (uM + u′)‖H1 ≤ C(H‖f‖L2 +
√
e/H).
In a series of papers, Zabaras and co-authors extended the VMS to various problems with
stochastic parameters (advection diffusion and incompressible Navier-Stokes (Velamur Asokan
and Zabaras 2005) and diffusion (Ganapathysubramanian and Zabaras 2007)) by enforcing almost
sure homogeneous boundary conditions at the boundary of the elements for the computation of
the local problems. Although the multi-scale approach is the same in all papers, different numer-
ical techniques are discussed for the solution of the stochastic equations: either Stochastic Finite
Elements (Velamur Asokan and Zabaras 2006) or collocation based techniques (Ganapathysub-
ramanian and Zabaras 2007). Xu (2007) proposed an extension to stochastic problems where,
as in Velamur Asokan and Zabaras (2006), the boundary conditions for the local problems are
enforced almost surely. Finally, it is also possible to use homogeneous Neumann boundary
conditions (see Gao et al. (2015), for instance, where harmonic analysis of wave propagation in
anisotropic heterogeneous media is considered). These conditions do not imply that the com-
puted micro-scale functions are continuous at the macro-scale, so the Partition of Unity Method
(PUM, see Section 2.2 for details) is used to retrieve the continuity of the basis functions.
In all these methods, the influence of the boundary conditions can be minimized by comput-
ing the functions of V ′ over larger domains than the simple elements that are later used on. This
approach is called oversampling (Nolen et al. 2008, Gao et al. 2015). Model reduction is also often
used to reduce the computational burden of the local problems (see for instance Efendiev et al.
(2013)), which becomes particularly important for stochastic problems (Ganapathysubramanian
and Zabaras 2009).
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2.1.2 Quadrature-based embedding (HMM, FE2, QC)
The second class of methods starts from slightly more information than the previous, as the func-
tional form of the macro-scale model (Eq. (2.2)) is assumed to be known, although the values of
the parameters pM are unknown. The integrals appearing in the weak formulation are evaluated
using some Gaussian quadrature, as shown here for the left-hand side:
aM(uM, v; pM) =
∫
Ω
aintgdM (uM, v; pM)dx ≈
Ng
∑
g=1
ωga
intgd
M (uM(xg), v(xg); pM) (2.5)
where the {ωg}1≤g≤Ng and {xg}1≤g≤Ng are the Ng Gauss weights and points and aintgdM (·, ·; ·)
denotes the integrand of the bilinear form aM(·, ·; ·). Unfortunately, when the parameters pM are
not explicitly known, these integrands cannot be evaluated.
The general idea of the HMM (E and Engquist 2003) consists in evaluating these point-wise
quantities through the solution of a micro-scale problem over a patch Ωxg centered on position
xg and with chosen boundary conditions:
aM(uM, v; pM) ≈
Ng
∑
g=1
ωga
intgd
M (uM(um[Ωxg ; pm])), v(xg);pM) (2.6)
For instance, for a diffusion problem with a heterogeneous parameter fluctuating at scale e,
one might evaluate the fluxes appearing in the integrand through the solution of a micro-scale
problem with Dirichlet boundary conditions inherited from the value of the macro-scale functions
v ∈ VM in the vicinity of xg (linear if linear Finite Elements are used for the solution of the
macro-scale problem). Although the knowledge of the functional form of the macro-scale model
aintgdM (·, ·; ·) is required, this approach bypasses the need to evaluate the parameters of the macro-
scale model. For the multi-scale diffusion problem, error estimates of the form ‖ue − uHMM‖H1 ≤
C(H + e/h + h) can be obtained (E et al. 2005), where H is the size of the macro-scale elements,
and h is the size of the patch around xg. Specific a priori error estimators for the random diffusion
problem are described in E et al. (2005) and a posteriori error estimators are discussed in Abdulle
and Nonnenmacher (2009). It is possible to extend the HMM to the wave equation (Engquist
et al. 2011). Long-time behavior, where diffusive effects appear (see Section 3.3.4), are considered
in Engquist et al. (2012) and Abdulle et al. (2014). Error estimation is considered in Abdulle et al.
(2014) and Arjmand and Runborg (2014).
As the HMM aims at being general in formulation, it includes various earlier methods.
Among those, the FE2 method (Feyel 1999, Feyel and Chaboche 2000) was mainly applied in
a Finite Element Context for mechanical problems, and the QC method (Tadmor et al. 1996) was
mainly used for continuum-discrete formulations. The HMM also includes the many instances
of computational homogenization, that go back at least to Renard and Marmonier (1987) and are
still in wide use today (see for instance Babuška et al. (2014) where three-scales computational
homogenization is applied to the low-frequency wave equation with random parameters). For
this latter class, a priori error estimates are discussed in Guedes and Kikuchi (1990) and Babuška
et al. (2014).
The main differences between the quadrature-based methods and the element-based methods
lie in: (i) the information required to use the methods, and (ii) the patches over which the micro-
scale problems are localized. Indeed, the element-based methods do not need any information on
the macro-scale model, since everything is solved at the micro-scale model, while the quadrature-
based methods require at least the knowledge on the functional form of the macro-scale model
(compare the functionals appearing in Eq. (2.3) and (2.6)). Concerning the patches, those of
the element-based methods are constrained to follow the coarse mesh because they are used to
define conformal basis functions for the weak formulation. In the quadrature-based methods,
the patches can be chosen with more freedom. In particular, they do not necessarily cover the
entire domain when their size is smaller than the distance between quadrature points. This last
difference is reflected in the error estimates introduced above: they have a similar structure, but
with a separate parameter for the micro-scale size in the quadrature-based methods. On the
other hand, many features of the two methods are similar. In particular, the main approximation
comes through the introduction of chosen boundary conditions, and over-sampling can be used
to reduce the impact of this choice.
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2.2 Geometrically-supported details (PUM, XFEM)
We now consider the case when the macro-scale quantity of interest is only sensitive to features
of the micro-scale model within a limited portion of the full domain. Before moving to more
general situations in the next sections, we address here specifically the situation when the sub-
domain where the macro-scale model is not sufficient has a lower dimensionality than the full
domain (second plot from the left in Fig. 2.1). For example, it might be necessary to introduce a
micro-scale model close to the tip of a fracture within a globally macro-scale continuum model.
Likewise, it might be interesting to introduce a specific micro-scale model along the edge of
a dislocation within a linear model of dislocation dynamics or a boundary layer behavior in a
continuum mechanics model. It is interesting to address separately the situation when the micro-
scale support has lower dimensionality than the macro-scale support because the corresponding
gradients, which are often used in classical coupling schemes, might be difficult to evaluate in
general or be numerically unstable.
The partition of unity method (PUM, proposed by Melenk and Babuška (1996)) allows to
enrich locally the macro-scale functional space VM of Eq. (2.2) with functions known to solve
the micro-scale problem (2.1) in the vicinity of the geometrical detail by using a partition of
unity. Such a partition is a set of smooth non-negative functions P = {Pi(x), 1 ≤ i ≤ NP} with
suppPi(x) = Ωi and ∑
NP
i=1 Pi(x) = 1, for all x ∈ Ω, and defined over a set of overlapping patches
Ωi covering the domain (∪iΩi = Ω). For instance the hat functions of the linear FEM form a
partition of unity over the patches of elements that are in contact with a node (sometimes called
"stars", see Cottereau et al. (2009)). Considering functions ψ(x) that have good approximation
properties for the micro-scale problem but are defined only locally or are non-conformal globally,
the PUM consists in using the set of approximation functions ψP = {ψ(x)Pi(x), suppψ ∩Ωi 6=
∅}. This set inherits the approximation property of ψ(x) and the conformal character and the
smoothness of the partition of unity functions. Note that these approximating functions are
usually not polynomial over the coarse-scale elements so that iterative quadrature schemes or
sub-integration must be set up.
When the micro-scale approximating functions ψ(x) are discontinuous along a line or sur-
face, the PUM is usually called eXtended Finite Element Method (XFEM, see for instance Moës
et al. (1999) for discontinuities in the function itself and Chessa and Belytschko (2003) or Cot-
tereau et al. (2010c) for discontinuities in the derivative). This approach has been used3 to model
random interfaces and boundaries (Ghanem and Brzakala 1996, Nouy and Clément 2010). The
differences between the approaches stand in the discretization of the interface, the random vari-
ables being the coefficients of the XFEM discretization of the interface, or the coefficients of its
Karhunen-Loève expansion. Alternative (and similar) techniques include a stochastic version of
the fictitious domain approach (Canuto and Kozubek 2007), embedding the domain in a larger
one and enforcing weakly the boundary condition through Lagrange multipliers, and the con-
struction of a (random) mapping from the random domain onto a deterministic domain, which
modifies (through the Jacobian) the weak formulation (Xiu and Tartakovsky 2006).
2.3 Interface coupling
Still in the case when the macro-scale quantity of interest is only sensitive to features of the micro-
scale model within a limited portion of the full domain, we now consider the non-overlapping
case (third plot from the left in Fig. 2.1). The full domain Ω is separated into two non-overlapping
subdomains ΩM and Ωm, supporting respectively the macro-scale and micro-scale models, and
the interface between the two models is the surface ∂ΩM ∩ ∂Ωm. This is the field of classical non-
overlapping domain decomposition techniques, that we present in Section 2.3.1, with a special
focus on their applications to stochastic problems. We also discuss two more specific cases,
that are of special interest in practical applications and allow for more particular treatments. In
Section 2.3.2, when the support of the quantity of interest if included in the micro-scale domain,
the macro-scale model can be condensed on the interface and modeled as a boundary impedance
operator. In Section 2.3.3, when both the micro- and macro-scale models are parameterized
3Note that, as observed in Díez et al. (2012; 2013), XFEM modeling of two-phase diffusion improves the approximation
of the displacement field, but not that of the gradient at the interface.
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instances of the same model, coupling can be performed simply by considering a single model
with heterogeneous parameters.
2.3.1 Non-overlapping domain decomposition methods
Domain decomposition techniques have been developed in the context of the numerical approxi-
mation of partial differential equations over large-scale clusters of computers (Dolean et al. 2015).
In their non-overlapping versions, the operators exchanging information about the solutions are
supported over surfaces. They can be described based on the following coupled formulation4:
find (uM, um, φ) ∈ VM × Vm × Vc such that
aM(uM, v; pM) + C(φ,ΠM(v)) = fM(v; pM), ∀v ∈ VM
am(um, v; pm)− C(φ,Πm(v)) = fm(v; pm), ∀v ∈ Vm
C(v,ΠM(uM)−Πm(um)) = 0, ∀v ∈ Vc
, (2.7)
where C is a coupling operator supported on the interface Γ, designed to select in what sense the
equality of the two solutions is weakly enforced, and the projection operators ΠM and Πm restrict
the functions to their trace on Γ and are also necessary to compare different physical quantities,
such as for instance when discrete and continuum models are coupled. Domain decomposition
methods can be differentiated based on the kind of iterative scheme selected for the solution
of Eq. (2.7), for instance enforcing strongly the last line of Eq. (2.7) to obtain a scheme posed
directly in terms of the displacement at the interface uM|Γ = um|Γ, or actually computing the
Lagrange multiplier φ as an intermediary step (Farhat and Roux 1991). Examples of applications
of similar techniques include the coupling of the spectral element method with a modal solu-
tion through regularized Dirichlet-to-Neumann operators in time for elastic wave propagation in
global Earth models (Capdeville et al. 2003) and the application (although with little scalability)
to granular assemblies solved through implicit schemes (Alart et al. 2012). Note that so-called
ghost forces (Curtin and Miller 2003) arise when long-range models (such as particle models) are
coupled to local ones (such as classical continuum models). These issues are related to a loss of
equilibrium depending on the position of the interface, and have to be treated with care.
Concerning stochastic models, Chevreuil et al. (2013) proposed a domain decomposition
method with C(u, v) = E
[∫
Γ uvdx
]
and selected the coupling space Vc as the space of square in-
tegrable functions defined on the probabilistic space with values inH−1/2(Γ). This work assumes
that the sources of uncertainty are localized within each subdomain, and tensor approximations
of the (stochastic) functional spaces (following Nouy (2009)) are then constructed locally on each
subdomain:
ui =∑
k
αi,kψi,kx (x)ψ
i,k
m (θm)ψ
i,k
M (θM), i ∈ {m, M}, (2.8)
although both sets of sources of randomness θM and θm are used in the construction of the tensor
bases in each of the two subdomains. Another version of the same formulation is proposed
in Hadigol et al. (2014), with slightly different tensor approximations and algorithmic details. A
hierarchical approach can also be chosen (Arnst et al. 2014) where a separate representation is
constructed in each subdomain based only on the local source of randomness, and the coefficients
of that representation are then made to depend on the random germs of the other domain
ui =∑
k
αi,k(θ∼i)ψi,kx (x)ψ
i,k
i (θi), i ∈ {m, M}, ∼ i ∈ {M, m}, (2.9)
during the solution of the coupled problem. Depending on the particular cases at hand, it is not
clear which of the two approaches yields the largest reduction in global numerical complexity.
2.3.2 Random models of boundary impedances
In many fields of application, as civil engineering or aeronautics, engineers have to design struc-
tures that are in contact with unbounded domains (see Fig. 2.2). In these applications, only the
structure is really of interest for the engineers, and the exterior domain is important only through
4This formulation is the same for volume coupling in Section 2.4, with the coupling operator C supported on a surface
instead of a volume.
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Figure 2.2 – Coupling of a bounded structure of interestΩm to an unbounded exterior domainΩM through a boundary
Γ (left) and two applications: seismic design of a nuclear reactor building (center) and a dam (right). The center and
right figures are taken from the manual of Boundary Element software MISS.
its Steklov-Poincaré operator, also called equivalent stiffness or boundary impedance in elastody-
namics, or Schur complement in a discretized setting. As the spatial support of the operator aM is
unbounded, while that of the Steklov-Poincaré operator is Γ, it appears interesting to perform the
random modeling directly in terms of the latter. This was done in a series of papers (Cottereau
et al. 2005; 2006; 2007a) with applications in earthquake (Cottereau et al. 2007b) and railway
engineering (Ropars and Desceliers 2015).
The construction follows the nonparametric approach, originally introduced in structural vi-
bration problems for the modeling of matrices of mass, damping and stiffness (Soize 2000; 2001).
The maximum entropy principle (Shannon 1948, Jaynes 1957) is used to construct a random
model of a so-called "hidden variables models" (Chabas and Soize 1987) of the impedance, which
is essentially a rational approximation (in terms of the frequency) of the impedance operator.
The structure of the hidden variables model and the use of the Maximum Entropy principle
ensure that the random boundary impedance is almost surely symmetric, stable, and corre-
sponds to a causal function in the time domain. The random model is constructed based on
a mean impedance operator and a set of dispersion parameters that can be identified from exper-
iments (Soize 2005, Arnst and Ghanem 2008).
The essential building block that allows to construct an adequate rational approximation of
the operator is a two steps process: (i) a matrix-valued rational approximation (with common
denominator) is identified using any appropriate optimization technique, and (ii) three matrices
M, D and K, similar to mass, damping and stiffness matrices, are identified such that the Schur
complement of S(ω) = −ω2M + jωD + K is the boundary impedance matrix:
Z(ω) ≈ N(ω)
d(ω)
= SΓ(ω)− Sc(ω)Sh(ω)−1Sc(ω)T , (2.10)
where Si(ω) = −ω2Mi + jωDi + Ki for i ∈ {Γ, c, h}, Γ refers to the boundary diagonal block,
h to the interior diagonal block, and c to the coupling part of the matrices. This rational ap-
proximation has been later used to construct approximate formulas for the dynamic stiffness of
pile groups (Taherzadeh et al. 2009) but could potentially also allow to construct efficient pre-
conditioners for more classical domain decomposition methods (Dolean et al. 2015), or derive
local approximations of boundary operators for absorbing boundary conditions (Magoulès and
Harari 2006).
The method described in this section is called non-parametric in the sense that it is not re-
lated to the construction (or identification) of the random model of any mechanical parameter
(such as the Lamé coefficients). The latter would require a solver of the type presented in Sec-
tion 2.3.1. It is sometimes acknowledged that non-parametric approaches have the possibility
of representing both parametric uncertainties (on specific mechanical variables and parameters)
and modeling errors (arising from the choice of an inappropriate model), while parametric ap-
proaches can only account for parametric uncertainties. In Cottereau et al. (2008), we constructed
a parametric model of the impedance matrix for which the modeling error was expected to be
important for some elements and negligible for others. It was then possible to identify the dis-
persion parameters of the nonparametric model from the parametric model, using only the latter
elements.
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2.3.3 Parameterized models
Another particular case of interest is that of parameterized models, in which both micro-scale
and macro-scale models are represented by the same partial differential equations, with the only
difference standing in the value of the parameters. For instance, the (quasi-static) Stokes equation
for the velocity v(x) and pressure p(x) in domain Ω reads: find (v, p) ∈ [H10(Ω)]d × L2(Ω)/R
such that: {
−∇ · (ν∇sv) +∇p = ρg
∇ · v = 0 (2.11)
with appropriate boundary conditions. In these equations, ν is the viscosity of the fluid, ρ its
density and g is the gravitational acceleration vector. Stokes equations are used to model the
flow of a fluid in which advective forces are small compared with viscous forces (low Reynolds
number). Darcy’s law is an alternative for the modeling of filtration of an incompressible fluid
through a porous medium5, which states: find (v, p) ∈ [H1(Ω)]d ×L2(Ω)/R such that:{
νM0v+∇p = ρg
∇ · v = 0 (2.12)
with appropriate boundary conditions. Both these models are parameterized versions of the
Brinkman equation, which states: find (v, p) ∈ [H10(Ω)]d ×L2(Ω)/R such that:{
−∇ · (ν∇sv) + νσ2 M0v+∇p = ρg
∇ · v = 0 (2.13)
with appropriate boundary conditions. Indeed, when choosing ν finite and ν/σ2 ≈ 0, the Stokes
equation is retrieved, and when choosing ν ≈ 0 and ν/σ2 finite, the Darcy equation is obtained6.
Note that considering the coupling of parameterized models in particular implies that the un-
knowns to be solved on both sides of the interface are the same.
Coupling between two instances of a parameterized model can be performed by simply using
any method designed for equations with heterogeneous parameters. For instance, in Cottereau
and Díez (2011), the XFEM is used to solve the Darcy-Stokes coupling problem, with an appli-
cation to the erosion of a fluid-saturated sand around the foot of a pier (see Fig. 2.3). Note that,
in the context of penalization of fictitious domain methods, the coupling of a Stokes flow with
a Darcy’s law (with a Neumann boundary condition on the pressure) can be seen (Angot et al.
1999) as an L2 penalization of the Stokes flow, while the coupling with a Brinkman equation can
be seen as an H1 penalization. Although this approach seems to be efficient for a large class
of coupled problems, I am not aware of any example of application to stochastic models in the
literature.
2.4 Volume coupling
Still interested in situations when the macro-scale quantity of interest is only sensitive to features
of the micro-scale model within a limited portion of the full domain, we finally consider the
overlapping case (rightmost plot in Fig. 2.1). This time, the subdomains ΩM and Ωm overlap
and the interface between the two models is the volume ΩM ∩Ωm. In this section, we introduce
the Arlequin framework (Ben Dhia 1998, Ben Dhia and Rateau 2001; 2005, Ben Dhia 2008), for
5Note that it is usually introduced in terms of the specific discharge q = Φv, the piezometric head h = z+ p/ρ|g| and
the permeability K = ρ|g|ΦM−10 /ν, where Φ is the volumetric porosity (Darcy 1856).
6Interestingly, asymptotic analysis shows that a 3D Stokes flow within a medium with periodic inclusions (with
homogeneous Dirichlet boundary conditions at the solid-fluid interfaces) is well described by: (i) a Brinkman model if
the size e of the periodicity cell and the size ae of the obstacles both tend to zero, such that the ratio σ2e = e3/ae tends to a
constant value 0 < σ2 < +∞ (Allaire 1991a); and (ii) a Darcy equation if the rate of convergence of the size of the matrix
ae is larger asymptotically (σ = 0) (Allaire 1991b). More precisely, the rescaled solution (ve/σ2e , pe) of Stokes equation on
the periodic problems with cell size e can be shown to converge to the solution of the Darcy problem. The scaling of ve by
σ2e should be understood in the sense that, for a small enough e, the Stokes problem for ve really gives the same solution
as Darcy’s law with a coefficient νM0/σ2e . In that context, the linear term in v in the balance of momentum represents a
homogenized drag force of the obstacles on the fluid, and the tensor M0 only depends on the shape of the matrix in the
periodicity cell.
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Figure 2.3 – Evolution (from left to right and up to down) of the fluid-sand interface at the foot of a pier. The
pier is represented by the dark cylinder, while the greyish surface is the interface between the fluid (above) and the
fluid-saturated sans (below). Taken from Cottereau and Díez (2011).
which extensions were proposed both for the stochastic-deterministic case (Cottereau et al. 2010a;
2011) and the stochastic-stochastic case (see Chamoin et al. (2008) and Le Guennec et al. (2014)).
Other (deterministic) applications of the Arlequin method include the coupling of granular and
continuum models (Gavoille et al. 2007, Wellmann and Wriggers 2012), and of heterogeneous
wave propagation solvers (Gavoille et al. 2007, Marchais et al. 2012, Ghanem et al. 2013, Ben
Dhia and Abben 2015). Similar approaches include the bridging domain method, where a L2
coupling operator is considered (Belytschko and Xiao 2003, Xiao and Belytschko 2004), and the
work of Degond and Jin (2005), which enforces the coupling equation strongly.
In the Arlequin framework, the coupling problem reads: find (uM, um, φ) ∈ VM × Vm × Vc
such that 
aαM(uM, v; pM) + C(φ,ΠM(v)) = f
β
M(v; pM), ∀v ∈ VM
aαm(um, v; pm)− C(φ,Πm(v)) = f βm(v; pm), ∀v ∈ Vm
C(v,ΠM(uM)−Πm(um)) = 0, ∀v ∈ Vc
, (2.14)
where the forms aαM and f
β
M, on the one hand, and a
α
m and f
β
m, on the other hand, are the
forms appearing in the classical weak formulations for each model, weighted by functions that
partition the energy between the two available models. More specifically, for a stochastic diffusion
model (with random diffusion parameter km(x)) coupled to a homogenized diffusion model
(with effective diffusion parameter KM), these forms are:
aαM(u, v) =
∫
ΩM
αM(x)KM∇u · ∇v dx, aαm(u, v) = E
[∫
Ωm
αm(x)km(x) ∇u · ∇v dx
]
, (2.15)
with similar partitioning for the loading terms (possibly with different functions βM(x) and
βm(x)). These weight functions allow to split appropriately the total energy among the two
models. For instance, they verify (see Fig. 2.4 for an illustration in 1D) αm(x) + αM(x) = 1 wher-
ever they are both defined and αm(x) = 1 or αM(x) = 1 wherever only one of the two is defined.
Further, they allow to put more emphasis on the micro-scale model where it is defined and not
coupled to the macro-scale model. The coupling operator C is taken as the stochastic extension of
the H1(Ωc) scalar product: C(u, v) = E
[∫
Ωc
(
u · v+ `2∇u : ∇v) dx], where the constant length
` is introduced to weight relatively the L2 and H1 parts of the scalar product (see Ben Dhia (2008)
for a discussion on the robustness of the method with respect to the choice of `). The support of
the coupling operator C and the introduction of the weighting functions are the main difference
between Eq. (2.7) for interface coupling and Eq. (2.14) for volume coupling.
For a coupled scalar diffusion problem with homogeneous Dirichlet conditions on ∂ΩM (Cot-
tereau et al. 2011), the functional spaces are VM = H10(ΩM), Vm = L2(Θ,H1(Ωm)) (assuming
that Ωm is strictly embedded in Ω), and
Vc = H1(Ωc)⊕L2(Θ,R) =
{
ψ(x) + θIc(x)|ψ ∈ H1(Ωc), θ ∈ L2(Θ,R)
}
. (2.16)
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Figure 2.4 – Example of αm and αM functions in a 1D setting. The e represents a small value, typically e = 0.01 in
numerical implementations. Modified from Néron et al. (2015).
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Figure 2.5 – Gradient of a 1D micro-scale mono-model solution (left), of the macro-scale mono-model solution (center),
and of the coupled model (right), with Ωc = [0.1, 0.2]: average (dashed lines), 90%-confidence interval (grey shades)
and one realization (solid lines). Taken from Le Guennec et al. (2014).
In the scalar case, the indicator function I(x) is such that Ic(x ∈ Ωc) = 1 and Ic(x /∈ Ωc) = 0.
Hence the mediator space Vc can be seen as composed of functions with a spatially-varying
ensemble average and perfectly spatially-correlated randomness. The fluctuations in space of the
random part actually follow the generator of the kernel of the acoustic operator. For the vector
case, the function I(x) would include all the rigid body motions, so that the mediator space
would be the superposition of a space-fluctuating average and of six rigid-body movements with
random coefficients. In the case we are considering here, the projectors ΠM and Πm can be simply
taken as identity and left aside. As in the case of surface coupling, they are necessary when the
unknown fields of the two models are defined on different spaces, for instance when considering
the coupling of a random elastic continuum model with a deterministic beam model (Cottereau
2013b). Here, thanks to the specific structure of the space Vc, the last equality of the system (2.14)
can be written equivalently, ∀ψ ∈ H1(Ωc) and ∀θ ∈ L2(Θ,R),
C(Ψ, uM − um) = C(E [Ψ] , uM −E [um])−E
[
θ
∫
Ωc
(um −E [um]) dx
]
= 0. (2.17)
Therefore, this condition imposes that the (ensemble) average of the micro-scale solution E [um]
should follow the macro-scale solution uM almost surely in space, and that the variability of the
space-averaged random variable
∫
Ωc
(um −E [um])dx should vanish almost surely. In Chamoin
et al. (2008), a larger coupling space was considered Vc = L2(Θ,H1(Ωc)), similar to that used
by Chevreuil et al. (2013) in interface coupling (although supported over Ωc). This choice imposes
much stronger conditions on the continuity of the micro-scale and macro-scale solutions than
what is obtained with the choice of Eq. (2.16). In the case when two stochastic models are
coupled, as done in Le Guennec et al. (2014), it is clear that the point-wise variances of the two
models should not be equal (compare the two leftmost plots in Fig. 2.5, corresponding to mono-
model solutions). Hence, this property should not be enforced erroneously (see the rightmost
plot of Fig. 2.5) by the coupling scheme using Eq. (2.16).
The stability of the coupled problem (2.14) for the random diffusion problem was proven
in Cottereau et al. (2011). Numerical approximation of the solutions can be performed either
with Monte Carlo sampling of the random space or by a spectral approach. An a posteriori
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error estimation method is proposed in Zaccardi et al. (2013), that includes separation of error
sources due to meshes, number of Monte Carlo samples, and size of the micro-scale model patch.
Finally, an iterative non-intrusive (in the sense that already-existing model-dependent and model-
optimized numerical schemes and software can be re-used) approach is described in Néron et al.
(2015).
One of the major interests of considering volume coupling with respect to interface coupling
is that a numerical patch of a micro-scale model can be imprinted on a pre-existing macro-scale
model by simply modifying the parameters of that pre-existing model. In particular, the mesh,
which is one of the most time-consuming task in the modeling of industrial problems, may
remain unmodified. One of the drawbacks is the need to solve systems with potentially higher
number of degrees of freedom since both the micro-scale and macro-scale models are discretized
in the coupling area (although this remains marginal if the patch size is much smaller than the
model size). Another drawback comes from the requirement to integrate micro-scale functions on
macro-scale meshes, due to the integration of mixed operators defined on both micro-scale and
macro-scale functional spaces (see the functions appearing in the coupling operator of Eq. (2.14)).
As with the embedded methods of Section 2.1, this requires to devote special attention to the
quadratures used to integrate the integrals of the weak formulations. Note that the introduction
of volume coupling does not relieve the issue of ghost forces, which must still be treated with
care (Chamoin et al. 2010, Wellmann and Wriggers 2012).

3Stochastic upscaling
In this chapter, we concentrate on the upscaling of micro-scale models, defined by the triplet
(bilinear form am, linear form fm, functional space Vm) in Eq. (2.1), and the derivation of the
corresponding macro-scale models, defined by the triplet (aM, fM, VM) in Eq. (2.2). The macro-
scale model can be called either homogenized, upscaled or effective model. In the simplest
case, the functional form of the equations and loads is conserved through upscaling, with only
a modification of the parameters. In more complicated situations, as was already seen with the
derivation of Brinkman and Darcy models from Stokes model in footnote 6 of Sec. 2.3.3, the
functional form of aM is also different from that of am.
The most obvious interest of such upscaling process lies in general in a strong reduction of
number of degrees of freedom. This is for instance clear when removing the small-scale fluctua-
tions of the parameter of a diffusion problem, which usually allows to coarsen dramatically the
mesh, and potentially leads to enormous savings of computational power. It may also provide
interesting insights into the physical understanding of the system under study. For instance, fol-
lowing the phase of every little wriggle of a high frequency wave propagating in a heterogeneous
medium might hide a general diffusion pattern of the energy. This is particularly important when
designing new materials and structures (so-called meta-materials), optimized to present specific
macro-scale behaviors. Finally and optimally, the upscaling process should also set clear bounds
to each specific upscaled behavior. This is unfortunately not always possible, and one is often left
with bounds defined as asymptotic limits.
We focus more specifically in this chapter on the wave equation in random media (for the
micro-scale model), with a wide range of upscaled behaviors that were summarized in Fig. 1.12.
The different situations are controlled by the relative ratios of the wave length λ, correlation
length of the heterogeneities `c and propagation length L, as well as by the amplitude of the
fluctuations of the heterogeneities σ2. We separate these regimes in two classes1: low-frequency
homogenization for η = λ/L ≈ 1 (that we describe in Section 3.2), and high-frequency ho-
mogenization for η  1 (that we consider in Section 3.3). We discuss localization separately in
Section 3.4, and begin the chapter with a general discussion on upscaling techniques (Section 3.1).
General books and reviews about upscaling in random media include Chernov (1960), Ishimaru
(1978), Rytov et al. (1989) and van Rossum and Nieuwenhuizen (1999) with more emphasis on
electromagnetics, Torquato (2001) for composite materials and Sato et al. (2012) for geophysics.
My personal contributions are found in Section 3.2.1 with the development of a novel numerical
homogenization technique in statics, in Section 3.3.3 with theoretical and numerical contribu-
tions to the radiative transfer equation in anisotropic elastic media, and in Section 3.4 with the
numerical observation of localization in ballasted railway tracks.
3.1 Upscaling techniques
This section introduces some upscaling techniques for the wave equation in random media. We
concentrate here on the techniques themselves and describe the upscaled regimes they allow to
obtain in the following sections. For particular regimes (in particular in the low frequency and for
weak heterogeneities), the same result can be obtained with different techniques. In other cases,
the same technique with different parameters can yield different regimes. For instance, multiscale
1Another customary classification relies rather on `c/λ: Rayleigh regime for low values `c/λ  1, Rayleigh-Gans
regime for mid-values `c/λ ≈ 1, and stochastic regime for higher values `c/λ 1.
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expansion (Section 3.1.3) allows to derive both the low-frequency effective wave equation and the
radiative transfer equation in a higher frequency range.
3.1.1 Single scattering approximation (Born and Rytov approximations)
One of the simplest upscaling technique consists in the single scattering approximation. In that
context, the primary waves (solution of the equation with homogeneous mechanical proper-
ties) are assumed unmodified during their propagation through the inhomogeneous region, and
contribute to the scattered field by a single reflection on the inhomogeneities. The constitutive
tensor is written C(x) = C0 + σC1(x), with a small standard deviation σ  1, and the density
is assumed homogeneous for simplicity2. The solution field is then expanded in terms of σ:
u(x, t) = u0(x, t) + σu1(x, t) + σ2u2(x, t) + o
(
σ2
)
. Introducing this expansion in the wave equa-
tion (1.1), we obtain a series of problems:
ρ0u¨0(x, t)−∇ · (C0 : ∇⊗ u0(x, t)) = f(x, t)
ρ0u¨1(x, t)−∇ · (C0 : ∇⊗ u1(x, t)) = ∇ · (C1(x) : ∇⊗ u0(x, t))
...
, (3.1)
that can be solved sequentially. The solution of the first equation represents the incident field in a
homogeneous medium, while the solution of the second equation is the singly-scattered field on
the heterogeneities. The solution at first order uBorn = u0 + σu1, obtained with only the first two
equations is called the Born approximation (Sato et al. 2012, Chapter 4). Statistics on the intensity
E [uBorn ⊗ uBorn] and an equivalent attenuation can then be estimated by simple calculus (Shapiro
and Kneib 1993). Scattering cross-sections can also be obtained by considering the specific case
of a plane wave incident on the heterogeneity (Sato 1984).
The Rytov approximation (Ishimaru 1978, Chapter 6) is a slightly different occurence of the
single scattering approximation, where the phase of the solution is expanded rather than the
amplitude: u(x, t) ≈ u0(x, t) exp(σψ1(x, t) + σ2ψ2(x, t) + ...). Introducing this expansion in the
wave equation (1.1), and after some algebraic manipulations, we obtain
ρ0u¨0(x, t)−∇ · (C0 : ∇⊗ u0(x, t)) = f(x, t)
ρ0 ¨(u0ψ1)−∇ · (C0 : ∇⊗ (u0ψ1)) = ∇ · (C1(x) : ∇⊗ u0(x, t))
...
. (3.2)
The Rytov approximation is obtained by considering the first order solution uRytov =
u0(x, t) exp(σψ1(x, t). Observing that the term u0ψ1 in the Rytov approximation is equal to the
term u1 in the Born approximation (compare the second lines of Eq. (3.1) and Eq. (3.2)), and ex-
panding the exponential in powers of σ 1, we see that uRytov = uBorn + σ2ψ21u0/2+ o
(
σ2
)
. The
two approximations therefore only coincide up to the first order in σ. There has been some de-
bate (Keller 1969, Oristaglio 1985, Woodward 1989, Cairns and Wolf 1990) over which of the two
approximations was better, and the consensus seems to be that the Born approximation describes
the reflected energy better while the Rytov approximation performs better in the description of
the transmitted energy.
These two approximations have been widely used in geophysics (Sato 1984, Shapiro and
Kneib 1993, Sato et al. 2012) and the modeling of ultrasounds in polycrystalline materials (Li
and Rokhlin 2015), either directly or through approximations of scattering cross-sections. In-
terestingly, we have used the Born approximation to derive an efficient error indicator for mesh
adaptivity in the context of Monte Carlo solutions of stochastic partial differential equations (Cot-
tereau and Díez 2015) . Although very appealing for their simplicity, these approaches are rather
limited. Indeed, there is a hidden assumption that λ/L ≈ 1 and `c/L ≈ 1, since they are not con-
sidered influential in the asymptotic expansions. Other authors have proposed to use the Born
approximation directly, with no formal derivation from the full wave equation, but checking its
validity a posteriori through conservation of energy. However, the mathematical foundation of
such approach appears debatable.
2Considering a heterogeneous density yields an obvious extension of the results presented here, as long as the density
fluctuations are also very small: ρ(x) = ρ0 + σρρ1(x), with σρ  1.
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3.1.2 Mean field approximation (Dyson and Bethe-Salpeter equations)
The mean field approximation technique (see Karal and Keller (1964), Frisch (1966), Willis (1997),
Sheng (2006, Chapter 3) or Sato et al. (2012, Chapter 7), and (Stanke and Kino 1984) for the
consideration of anisotropic media) is a different upscaling technique, based on the Lippmann-
Schwinger formalism. The integral form of the wave equation (1.1) is considered:
u(x, t) = u0(x, t)− σ
∫ T
0
∫
Ω
G0(x, t; y, s)∇ · (C1(y) : ∇⊗ u(y, s))dyds (3.3)
where G0(x, t; y, s) is the homogeneous Green’s function, that is to say the solution of the wave
equation with chosen homogeneous properties C0 and unit impulse load δ(s)δ(y) at y and s,
and u0(x, t) is the solution of the homogeneous wave equation for loading f, that is to say
u0(x, t) =
∫ T
0
∫
Ω G0(x, t; y, s)ρ(y)f(y, s)dyds. This equation can be rewritten, using obvious oper-
ator notations:
u = u0 − G0Λσu. (3.4)
This equation is exact whatever the choice of homogeneous tensor C0, and does not require any
assumption on the order of magnitude of σ. Replacing the true solution u in the right hand side
of Eq. (3.4) by the solution u0 would yield the Born approximation seen in the previous section,
and be valid only for σ  1. The mean field approximation technique does not perform such
simplification, but rather looks for an approximation only of the average of the solution u or of
higher moments of that solution. In the sense that it looks for equation of upscaled quantities of
interest, it is more of an upscaling technique than the single scattering approximation, that was
trying to approximate the full solution.
Using Feynman diagrams or the regularization method (Frisch 1966), one obtains the Dyson
equation (Dyson 1949a;b), that drives the coherent wave:
E [u] = u0 + G0ME [u] , (3.5)
where the operator M is called the mass operator3 or self-energy. Although this formulation is
appealing for its simplicity, the operator M is defined (see for instance (Frisch 1966, Eq. (9-20)))
as a formal expansion involving moments and cross-correlations of various orders of the random
operator Λσ. The series does not contain obvious secular terms (although no formal proof is
available), but a necessary condition for its convergence is that σ`2c  λ2. A slightly different
formulation is given in Willis (1997; 2012) that incorporates a dependency on the average strain
and the average velocity accounts for any kind of fluctuations of both constitutive tensor and
density, and possible nonlinearities at the micro-scale. Using similar ideas as Dyson, the equation
driving the behavior of the intensity, the so-called Bethe-Salpeter equation (Salpeter and Bethe
1951), can also be derived:
E [u⊗ u] = E [u]⊗E [u] + (G0 ⊗ G0)ΓE [u⊗ u] . (3.6)
Γ is sometimes called the intensity operator, and is likewise defined as a formal infinite sum (see
for instance (Frisch 1966, Eq. (9-21)) for the precise definition).
When the mass operator is known exactly, the Dyson equation can be solved through a Fourier
transformation. Otherwise, the operator must be approximated by the first terms of its sum.
Truncation at the first order leads to the Bourret approximation of the Dyson equation (Bourret
1962) and the so-called ladder approximation for the Bethe-Salpeter equation (See Lombaert and
Clouteau (2006) for an example in the field of seismic engineering). When the mass operator is
independent of the wave number k, for instance with point-like scatterers or with finite-volume
scatterers with `c/λ  1, the Coherent Potential Approximation and Spectral Function Ap-
proach (Sheng 2006) provide self-consistent techniques4 to identify upscaled coefficient of the
wave equation by seeking those that yield no average scattering. For sparse (σ2  1) distribu-
tions of small (`c  λ) scatterers, the Foldy (or Foldy-Lax) approximation simplifies the mass
operator by considering all second-order scatterings except those involving self-interaction on the
same scatterers.
3This name comes from the quantum physics community (see Sheng (2006) for instance) and does not have any relation
with a mechanical mass.
4However, they do not provide any a priori proof of existence.
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3.1.3 Multiple scale analysis
Multiple scale techniques try to control potential secular terms in the previous expansions by in-
troducing additional independent scale variables in the formulation. The dependency on the scale
variable (for instance, space x in the example below) in the micro-scale operator and variables
is separated into a slow scale x and a fast scale x/η, with η  1, which are then considered as
independent. Convergence analysis of the sequence of solution parameterized by η allows, when
it exists, to derive the equation driving the behavior of the slow part of the solution (see Papan-
icolaou and Varadhan (1981) for details in a stochastic setting). The parameters of that equation
(the homogenized coefficients) are also obtained in the convergence process.
Considering the wave equation (1.1), we therefore introduce a small parameter η  1 and
assume that the parameters ρ(x/η) and C(x/η) fluctuate at the fast scale x/η while the loading
f(x, t) fluctuates at the slow scale x (which corresponds to assuming `c  λ ≈ L). The solution
u(x, x/η, t) then fluctuates at both scale x and x/η. Removing the dependency on time t for
simplicity, the wave equation reads:
ρ
(
x
η
)
u¨
(
x,
x
η
)
−∇ ·C
(
x
η
)
: ∇⊗s u
(
x,
x
η
)
= f(x) (3.7)
Assuming independence of the two variables x and y = x/η, the derivation operator is writ-
ten ∇ = η−1∇y +∇x, and the expansion of the solution in powers of η: u(x, y) = u0(x, y) +
ηu1(x, y) + η2u2(x, y) + ..., yields a series of equations:
∇y ·C : ∇y ⊗s u0 = 0
∇y ·C : ∇y ⊗s u1 = −∇y ·C : ∇x ⊗s u0 −∇x ·C : ∇y ⊗s u0
∇y ·C : ∇y ⊗s u2 = f− ρu¨0 −∇y ·C : ∇x ⊗s u1 −∇x ·C : (∇x ⊗s u0 +∇y ⊗s u1)
. (3.8)
The first equation indicates that the macroscale solution u0 does not depend on the microscale
variable y. Hence, ∇x · C : ∇y ⊗s u0(x, y) = 0 in the second equation, and the corrector u1
is linearly related to ∇x ⊗s u0 through a proportionality (third-order) tensor W(y) that can be
explicitly constructed: u1 = ∇x ⊗s u0 : W = ∑ij ∂xi u0,jWij. Finally the third equation admits a
solution only if a certain solvability condition is satisfied, and this condition yields the equation
driving the upscaled solution u0(x). In the periodic case, this condition (the Fredholm alterna-
tive) is simply that the integral of the right hand side over the periodic cell should vanish. In the
stochastic case, the solvability condition requires hypotheses of stationarity, ergodicity and uni-
form ellipticity of tensor C (see for instance Papanicolaou and Varadhan (1981)). In the rapidly
fluctuating case (`c  λ) we have considered here, the upscaled equation is then the following
wave equation:
ρ∗u¨0(x)−∇x ·C∗ : ∇x ⊗s u0(x) = ρ0f(x) (3.9)
where the homogenized density is simply ρ∗ = E [ρ(y)] and the fourth-order homogenized tensor
C∗ is given by
C∗ijk` = E
[
(ei ⊗ ej +∇y ⊗s Wij) : C(y) : (ek ⊗ e` +∇y ⊗s Wk`)
]
, (3.10)
where the {ei}1≤i≤d are the unit vectors of Rd.
The so-called corrector tensor W(y) is only implicitly defined, so its actual evaluation may
be computationally demanding. In the simplest case when the properties C are periodic, its
computation involves the solution of a partial differential equation supported only on the periodic
cell. When considering a random model of properties, the corrector problem is supported on the
full domain Ω. For properties fluctuating at both scales C(x, x/η), a corrector problem should
be set around each position x. In all cases, once computed, the corrector tensor can be used to
improve the solution u0, fluctuating only at the slow scale, with the first order term ηu1, which
fluctuates on the rapid scale: u∗(x, x/η) = u0(x) + η∇x ⊗s u0(x) : W(x, x/η). In the static case,
the displacement field u∗(x) converges (as a function of η) in H1(Ω) norm to the solution u(x)
of Eq. (3.7), while u0(x) converges only in L2(Ω) norm.
In the example given here, we obtain a homogenized partial differential equation that has
the same form as the initial one. Only the parameters have been homogenized. However, this
is not always the case. In particular, applying this technique on the transport equation for the
Wigner transform of u yields a radiative transfer equation (see Section 3.3.3). Note also that the
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implicit assumption that the amplitude of fluctuations of C is of order σ ≈ 1 can be challenged
depending on the example at hand. For instance, it is necessary to consider σ ≈ √λ/L  1
to obtain the radiative transfer equation. Finally, similar scale decomposition can be performed
with the time variable, yielding homogenization in time (Guenounni and Aubry 1986, Devulder
et al. 2010, Fish et al. 2012).
Rigorous mathematical justification of the asymptotic expansion above can be performed in
various manners. For instance, in the energy method (see Tartar (2009) for a general exposition
and Kozlov (1980), Yurinskii (1980) and Papanicolaou and Varadhan (1981) for the stochastic
setting), convergence (in η) is proven for the product of the solution field u(x, x/η) with the pa-
rameter field C(x/η), both weakly converging, by using a weak formulation with a specifically
designed set of functions oscillating at rate η. These functions are the elements of the correc-
tor tensor W(y). Other frameworks can be considered for the convergence analysis, potentially
with relaxed hypotheses (periodicity, ergodicity, linearity) on the parameters. For instance, Γ-
convergence relates to the convergence of sequences of integral functionals (see Dal Maso (1993)
for the stochastic setting) while G- (or H-) convergence studies the convergence of elliptic opera-
tors (see Zhikov et al. (1979) for the stochastic setting). More specific results in random settings
include Sab (1992) (for linear and non-linear elasticity) and Bourgeat et al. (1994) (two-scale con-
vergence in the mean).
3.1.4 Other approaches
Although emphasis was set on three particular techniques above, many other methods exist
for more specialized cases. For critical phenomena (such as localization, see Section 3.4), it
is sometimes possible to study the upscaling process through renormalization group analysis.
In that approach, a family of operators is constructed, which possesses the structure of a group
under the chosen upscaling operations. Fixed points then provide insights on the critical behavior
(see E (2011, Section 2.6) or Sepehrinia et al. (2008)). Matched asymptotic techniques apply to
problems with boundary or internal layers, including shocks. Asymptotic solutions are sought
separately in the bulk and on the boundary, and later reconstructed by postulating continuity at
some small distance for the boundary (see (E 2011, Section 2.1) for more details). Finally, Fouque
et al. (2007) present detailed analytical results in the upscaling of wave propagation in 1D random
media in a wide range of ratios of λ, `c and L using advanced random processes tools. Theses
results can be extended to 3D media, but only for mono-dimensional randomness, such as in
randomly layered soils or layered composite materials.
In this chapter (and entire document), we concentrate on the upscaling of stochastic problems.
We will therefore leave aside discussions related to upscaling of waves in periodic media, using
Bloch waves in particular (Bensoussan et al. 1978, Chapter 14). This includes the interesting
literature on upscaling in the non-separated regime (λ ≈ `c), where Craster et al. (2010) and
Boutin et al. (2012) propose to seek the solution as the slow modulation of a rapidly-fluctuating
eigenmode of the periodic cell. Finally, we will also leave aside upscaling techniques that are
essentially numerical, such as wavelet-based numerical homogenization (Brewster and Beylkin
1995, Dorobantu and Engquist 1998, Engquist and Runborg 2001). These techniques do not yield
homogenized equation but rather allow to compute the solution of a micro-scale problem in an
efficient manner by the condensation of the discretized operators. More techniques of numerical
homogenization were already discussed in Section 2.1.2.
3.2 Upscaling in the low-frequency range (η ≈ 1)
We now turn to results obtained in particular regimes. We start with the low-frequency regime,
where η = λ/L ≈ 1, either in statics (λ, L→ ∞) or dynamics (λ and L finite). These two regimes
have been the most widely studied because both the micro-scale and upscaled equations are wave
propagation equations. We then move on to regimes where the correlation length is larger with
respect to the wavelength.
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3.2.1 (Static) homogenization (e = ∞, σ2 ≈ 1)
In statics, the developments of Section 3.1.3 apply, just removing the inertial term. Hence, starting
from an elliptic equation as Eq. (3.7) without the inertial term, one obtains Eq. (3.9), also without
the inertial term. The definition of the upscaled constitutive tensor is given in Eq. (3.10). The the-
oretical question of finding the upscaled equation being solved, the only issue stands in the com-
putation of the upscaled tensor C∗. Besides some particular cases for which analytical (layered
random media in particular) or specific numerical solutions are available (see for instance Blanc
et al. (2007) and Le Bris (2010) in a random quasi-periodic setting), this computational problem
is often expensive. Indeed, the prediction of the effective tensor involves the solution of a cor-
rector problem which is a priori posed on a domain of infinite size. In order to approximate the
effective tensor through numerical simulations, the domain therefore has to be truncated at some
finite distance and boundary conditions to be introduced. It has been proven (Sab 1992, Bourgeat
and Piatnitski 2004) that, whatever the choice of boundary conditions, the limit of the estimated
tensor was indeed the effective tensor. However, convergence with respect to the size of the
domain may be very slow. Alternatively, it is also possible (see Sab (1992), Kanit et al. (2003))
to use a smaller domain and perform averages over several realizations of the random medium.
Several authors5 have followed this path (see for instance Povirk (1995), Gusev (1997), Roberts
and Garboczi (2000) or Zeman and Šejnoha (2001)), even implementing schemes to accelerate
convergence (through angular averaging in Meille and Garboczi (2001) among others, or through
the use of antithetic variables in Costaouec et al. (2011)). Even though these schemes converge
(in terms of the random dimension) for finite size-domains, they do so to biased values. And
these biases only vanish when the size of the domain becomes very large (with respect to the
correlation length).
In Cottereau (2013;b; 2014), we introduced a numerical strategy to compute the homogenized
tensor of a random medium. It allows to extend the size of the domain in a cost-effective manner
and to play simultaneously with the size of the domain and the discretization along the ran-
dom dimension (number of Monte Carlo samples) to yield the effective tensor. This is achieved
through the coupling of the random microstructure with a homogenized macrostructure, the
characteristics of which are updated iteratively using a self-consistent approach (see Fig. 3.1).
Using this coupled approach, the size of the complex microstructure is limited, while the bound-
ary conditions are pushed away and their influence limited through the tentative homogenized
medium. In the 2D scalar case with a continuously fluctuating parameter following a log-normal
first-order marginal density, where the homogenized tensor does not depend on the correlation
structure or other high-order moments of the parameter field, it was shown that boundary ef-
fects completely disappeared (see Fig. 3.2). The main feature of the coupling strategy is that it
really couples the random microstructure with the deterministic homogenized model, and not
each (deterministic) realization of the random medium with a homogenized model, in a fully
independent manner. Hence, the ergodicity of the random medium is used in full to accelerate
convergence and minimize the bias introduced by the finite size of the domain. The idea of
coupling the microstructure to a homogenized medium to limit the influence of the boundary
conditions was already developed in Héraud et al. (1998) and Haddadi et al. (2003), but with
three major differences: (1) the microstructure is here random, while it was deterministic (and
heterogeneous) in the previous papers, (2) the coupling is here made over a volume rather than
along a surface, and (3) the approach is coupled to an iterative scheme in order to identify the
value of the effective tensor, while it was previously only used to perform direct computations,
for a given value of the homogenized tensor. Note also that Cancès et al. (2015) use a similar
embedding to derive efficient approximation technique for the corrector problem for a particular
type of binary microstructure.
Leaving aside the approximation of the corrector problem, it is also possible to rewrite the
upscaled tensor definition in Eq. (3.10) as a minimization problem and to derive bounds for that
tensor. Many different bounds have been derived, usually with a trade-off between generality
(application to a wide range of microstructure and incorporation of more or less precise infor-
mation on the micro-structure) and accuracy (distance between lower and upper bounds). The
books of Torquato (2001) and Milton (2002) review a large set of these bounds.
5Note that, to the best of my knowledge, the very effective FFT method of Moulinec and Suquet (1998) has not been
extended yet to stochastic homogenization, although an obvious Monte Carlo extension could be considered.
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Proposed approach [Cottereau, 2013]
Stochastic-Deterministic scalar coupling
Algorithm
Initialization: K0    E[k]I;
while kKi  Ki 1k > criterion do
choice of modulus: K    Ki;
resolution of Arlequin stochastic-deterministic coupled system and estimation of (u, u, );
update of Ki+1 so as to minimize
R
⌦1
kru  Ikdx
)
c J. Schwartz
R. Cottereau (ECP-CNRS) Non-intrusive coupling of stochastic models Beijing Jiaotong University, Nov. ’14 25 / 30
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We first compute and plot the value of the potential
R
D
|1  @xu✏|dx (which is minimized through
the iterative loop of algorithm 1), as a function of the tentative homogenized coefficient K✏ for the
effective model, for a correlation length ✏ = `c/L = 10, and n = 10 different ensembles ofN = 103
realizations of the random medium. As can be observed in Figure 6, this potential seems well
adapted for the purpose of pinpointing the right value of the homogenized tensor. It is well behaved,
with no local minima and one global minimum. Also, the n = 10 ensembles of realizations yield
similar curves.
Figure 6. Value of the potential
R
D
|1  @xu✏|dx as a function of the coefficient of the tentative homogenized
medium, for ✏ = 10, and for n = 10 different ensembles of 104 realizations of the random medium.
We then consider the dependence of the method on the choice of the homogenized tensor used to
initialize the iterative process of algorithm 1. We therefore compute estimates of the homogenized
tensor for n = 3 different ensembles of N = 103 realizations of a random medium with ✏ = 1,
for different values of the initial value K0. These estimates are grouped in table I, along with the
numbers of iterations required for convergence. It is observed that the estimate is independent (to the
order of criterion) of the initial value. The only difference lies in the number of iterations required
to attain that convergence. Unless one chooses values that are one order of magnitude away from
the exact value, the convergence is obtained (for criterion = 10 2) in around 7 iterations.
Table I. Arlequin estimate K✏N obtained for different values of the initial coefficient K0 initializing the
optimization in algorithm 1, and corresponding number of iterations for convergence. The computations
are performed for three different ensembles of N = 103 Monte Carlo realizations, a correlation length
✏ = `c/L = 1, and a relative tolerance on both the value and the argument of the potential function of
criterion = 10 2.
Initial values 0.1 0.8 1.0 1.2 5.0 10.0
Final value 0.985 0.985 0.982 0.981 0.985 0.985
Nb iterations 11 6 6 8 11 11
Final value 0.994 0.994 0.991 0.990 0.994 0.994
Nb iterations 11 6 6 8 11 11
Final value 1.022 1.020 1.028 1.024 1.022 1.022
Nb iterations 11 6 6 8 11 11
We now consider the issue of cost, following on with the discussion at the end of Section 4. Each
Arlequin estimate will require the solution of a coupled problem with more degrees of freedom
that those involved in the computation of the KUBC and SUBC estimates. Note, however, that we
will consider a uniform mesh with intervals of size 0.1 for the entire domain D, whatever the value
of ✏, and the same meshes as for the KUBC and SUBC computations for the random domain D.
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Figure 3.1 – Principle of the homogenization method in Cottereau (2013): e microstructure (left) is surr unded by a
homogenized medium (center), and an optimization scheme finds the homogenized coefficient by mi i izing the elastic
energy (right). The rightmost plot is taken from Cottereau (2013) and the polycrystalline image from Schwartz (2011).
Figure 3.2 – Convergence of the Arlequin estimate (black pluses) for different sizes of the computing box: (left)
`c/L = 10, (center) `c/L = 1, and (right) `c/L = 0.1) as a function of the numbers of Monte Carlo trials, and
comparison with the coefficients obtained for Dirichlet (light grey crosses) and Neumann (light grey circles) boundary
conditions. The dashed and solid lines indicate respectively the values of the arithmetic and harmonic averages. Taken
from Cottereau (2013).
3.2.2 Dynamic homogenization (e 1, σ2 ≈ 1)
In the 1950s, a series of papers discussed the upscaling of wave propagation equations in layered
media (see Postma (1955) among others). This research was r oted in actual seismic measure-
ments showing anisotropy of the propagated wave field (Uhrig and van Melle 1955), and aimed
at revealing the origin of anisotropy in geophysical materials (Backus 1962). Interest in this field
was later renewed with the appearance of layered composite materials (see Willis (1997) or Mil-
ton (2002), among many others). These papers proved that a horizontally-layered medium with
locally isotropic behavior can be upscaled as a homogeneous transversely isotropic medium, pro-
vided that λ  `c, where `c corresponds to the layer thickness. Although applicable to full 3D
problems, the formalism in these original papers was simplified by the consideration only of
mono-dimensional heterogeneity (that is to say layering along a fixed direction with fluctuations
in the thicknesses and/or properties in each layer) and alignment with the principal directions.
Most of these early results were not explicitly considering random media, although periodic-
ity was not necessarily a required argument, and replaced with a loose definition of statistical
homogeneity.
As discussed in Section 3.2.1, for general fluctuations (not limited to layered media), upscal-
ing of a wave equation in the low-frequency (λ ≈ L) and rapidly fluctuating (λ  `c) regime
yields also a wave equation, with homogenized coefficients. The homogenized density is simply
the arithmetic average of the micro-scale density. The homogenized elastic tensor C is defined in
Eq. (3.10), as in statics. These results can be obtained using the asymptotic expansion technique,
as in Section 3.1.3, or equivalently using the mean-field approximation (Frisch 1967, Chapter 17a),
or advanced techniques based on stochastic processes in layered media (Fouque et al. 2007, Chap-
ter 4). This regime of low-frequency homogenization has been known for a long time, and was
considered anew with the numerical experiments in Capdeville and Marigo (2007) and Capdev-
ille et al. (2010). The explicit recognition that the upscaling results remain correct when the
constitutive tensor fluctuates at both the rapid ex and slow x scales allowed to compute partially
upscaled density and constitutive tensor in a non-periodic case. Indeed, the results presented
in Section 3.1.3 extend naturally to that case, although Eq. (3.10) must be approximated around
each local position x using a spatial filter and extension operator, practically solving each time
a different corrector problem. It is a computationally intensive approach, although the corrector
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Motivation
Low frequency regime : `c <<   ⇡ L
Wave equation with homogenized coe cients [Capdeville et al., 2010]
⇢e↵@ttu = r ·
⇣
Ce↵(x) : r⌦ u
⌘
+ ⇢e↵ f
Ce↵(x) is anisotropic because of spatial variation, even for locally isotropic material.
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Figure 7. Kinetic energy snapshot at t = 1.4 s in the Marmousi2 model for an explosion located at x0 = t(8 km, −100m) (red diamond). The blue diamond is
the receiver location used in Figs 9 and 20.
Figure 8. Sample of the spectral element mesh (black lines) used here. All physical discontinuities (grey lines) arematched by amesh interface. The background
colour is the S-wave velocity with the same colour code as for Fig. 6.
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Figure 19. Sample of the spectral element mesh (black lines) used to solve the wave equation with the order 0 homogenizedMarmousi2 model. The background
colour is the corresponding order 0 homogenized S velocity with the same colour code as for Fig. 18.
Figure 20. Left column graphs: velocity traces recorded at receiver 48. The reference solution (black line) is compared to the velocity filtering upscaled model
(green line) and to the order 0 homogenized solution (red line). Both vertical (top graph) and horizontal (bottom graph) components are shown. Right column
graphs: residuals between the reference solution and the order 0 homogenized solution (red line) and between the reference solution and the velocity filtering
upscaled model (green line) for both vertical (top graph) and horizontal components (bottom graph).
media). Once this is done, the homogenization expansion is similar
to the one of classical two-scale periodic homogenization. In the
general case, it is not possible to go beyond the calculation of the
leading order of the expansion, and that of the first-order corrector.
This nevertheless allows to find an effective medium to any general
elastic medium with fast variations in all spatial directions. It also
allows to retrieve the leading order corrector to a moment tensor
source type aswell as the first-order correction at a receiver location,
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colour is the corr sp nding order 0 homogenized S v locity with the sam colour code as for Fig. 18.
Figure 20. Left column graphs: velocity traces recorded at r ceiver 48. The refer nce solution (black line) is compared to the velocity filtering upscaled model
(green line) and to the order 0 homogenized solution (red line). Both vertical (top graph) and horizontal (bottom graph) components are shown. Right column
graphs: residual between th reference solution and the order 0 homogenized solution (red line) and between th reference solution and the velocity filtering
upscaled model (green line) for both vertical (top graph) and horizontal components (bottom graph).
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Figure 19. Sample of the spectral elem nt mesh (black lines) u ed to solve th wave equation with the orde 0 hom genizedMarmousi2 model. The background
colour is the correspondi g orde 0 hom genized S velocity with the same colour code as for Fig. 18.
Figure 20. Left column graphs: velocity traces r corded at receiver 48. The referenc solution (black line) is compared to the velocity filtering upscaled model
(green li e) and to the orde 0 hom genized solution (red line). Both vertical (top graph) and horizontal (bottom graph) components are shown. Right column
graphs: residuals betw en the referenc solution a d the orde 0 hom genized solution (red line) an bet n th r fere c s lution a d th vel city filtering
upscaled model (green li e) for both vertical (top graph) and horizontal components (bottom graph).
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Figure 19. Sample of the spectral element mesh (black lines) used to solve the wave equation with the order 0 homogenizedMarmousi2 model. The background
colour is the corresponding order 0 homogenized S velocity with the same colour code as for Fig. 18.
Figure 20. Left column graphs: v l city traces recorded at receiver 48. The reference solution (black line) is compared to the velocity filtering upscaled model
(green line) and to the order 0 homogenized solution (red line). Both vertical (top graph) and horizontal (bottom graph) components are shown. Right column
graphs: r siduals between the reference solution and the order 0 homogenized solution (red line) and between the reference solution and the velocity filtering
upscaled model (green line) for both vertical (top graph) and horizontal components (bottom graph).
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Figure 3.3 – Seismic wave propagation in 2D Marmousi models: with all layers accurately meshed (left mesh and
green line in the rightmost plot), or with an upscaled model, continuously fluctuating and anisotropic everywhere
(center mesh and red line in the right ost plot). Taken from Capdeville et al. (2010).
problems are formulated in statics. The properties of the upscaled medium fluctuate in space (at
the slow scale x) and are everywhere anisotropic, even though the original medium was locally
isotropic everywhere. Capdeville et al. (2010) solved the classical Marmousi benchmark problem
(see Fig. 3.3) either directly, with layers much smaller than the wave length, or with an upscaled
model. In the expected frequency range, the results of the two simulations are remarkably simi-
lar6.
3.2.3 No - epa ated hom g niz ion ( ≈ 1, σ2 ≈ 1 r σ2  1)
When the wavelength decreases, relative to the correlation length, separation of scales cannot
be assumed anymore7. This lack of se aration of scales induces non-locality of the cons itutive
relations for the ensemble-averaged stress field (Willis 1997; 2012), and simple classical upscaled
models ca not be formulated in general. We discuss in this sectio particular situations when
partia upsca ing can s ill be obtai ed. No e h t the developments presented here were de-
veloped only in periodic media, but they are expected to apply to random media in a rather
straightforward fashion.
A first case, lready hinted at in the previous section, consists t upscaling only the high-
frequency part of the mechanical properties. This consists in separating the mechanical properties
into a slowly-fluctuating part (for instance Cs) and a rapidly-fluctuating part (C f ) through a well
chosen filter F e0 :
Cs(x) = F e0(C), C f (x, ex) = (I−F e0)(C). (3.11)
The filter is parameterized by e0 = λ/`0c , with `0c the typical size of the smallest fluctuations that
should be homogenized. Essentially, the rapidly-fluctuating properties C f are then homogenized,
while the slowly-fluctuating part Cs is left untouched. The choice of filter F e0 and length scale e0
can be done at will, but separation of scales is required for homogenization to take place, so that
the wavelength should be large in the sense that `0c  λ. The optimal choice of filter in terms of
separation of frequencies would be a Heaviside low-pass filter in the wavenumber domain, but
it would imply an infinite support in the space domain, so smoother filters are advocated. See
Capdeville et al. (2013), Yvonnet and Bonnet (2014) or Capdeville and Cance (2015) for a general
discussion on the choice of filters and Laptev (2009) for a discussion on the related question of
the extension of C f into a periodic function in ex, in the case of periodic homogenization.
To try and actually address the non-separated case, Boutin and Auriault (1993) extended the
asymptotic developments of Section 3.1.3 further than the second order in 1/e and analyzed
the corrections induced by the higher order terms on a plane wave crossing the heterogeneous
domain. The higher-order terms verify for i ≥ 2:
∇y ·C : ∇y ⊗s ui+1 = −∇y ·C : ∇x ⊗s ui −∇x ·C : (∇x ⊗s ui−1 +∇y ⊗s ui) (3.12)
6Interestingly, one of the original motivation of this work was to simplify the meshing problem, which is difficult
when very small layers must be meshed with hexahedra. With the smooth model obtained after the upscaling process, a
structured mesh becomes sufficient, with a substantial decrease of the number of degrees of freedom (compare the two
meshes of Fig. 3.3).
7As the upscaling results are only asymptotic, the ratio e = λ/`c for which upscaling cannot be applied anymore is
not defined precisely. Some authors (see Helbig (1984) for instance) have tried to be more specific about these limits using
numerical simulations, but the results are necessarily heavily dependent on the particular example at hand.
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Figure 3.4 – Normalized dispersion curves for: (left plot) a water tank filled with glass beads (white solid line) and
water (white dashed line), and (right plot) a colloidal suspension of solid spheres (comparison of the model, in colors,
with experimental measurements, in black dots). Taken from Page et al. (1996) and Jing et al. (1991), respectively.
The elasticity equations are transformed with non-local elasticity and non-local mass, the latter
induced by a fluctuating density, which is not considered in the equations above. The successive
corrections are seen respectively as modifications of the polarization, dispersion of the wave
velocity, and attenuation of the wave. This last effect in particular is seen as interesting because
it is readily observable in experimental measurements. Although these equations are expected to
apply for lower ratios λ/`c ≈ 1 than classical homogenization, they are still based on asymptotic
expansion, and hence valid only for relatively large λ/`c.
A last interesting situation should be considered, called co-dynamics by Auriault and Boutin
(2012). It corresponds to the case when, in a bi-phasic material, one of the constituents is in
the classical low-frequency homogenization regime λ1  `1c , while a resonating regime λ2 ≈ `2c
is reached for the other one. This discrepancy can be due either to a large difference in the
geometry, through a large discrepancy of `1c and `2c , or in the local wave velocities, that induce
a large discrepancy of λ1 and λ2. The effects of the micro-scale may be dramatic when local
resonances in the cell are indeed reached. Examples that can be treated with this approach
include the modification of a seismic signal by its passage through a city (Boutin et al. 2014),
pressure waves through a periodic array of acoustic cavities connected to the matrix through
very small ducts (Boutin 2013), bending and extension waves with very different wave velocity
within a reticulated array (Chesnais et al. 2012) or the appearance of a second pressure wave
above a certain frequency in poro-elastic materials (Auriault et al. 2010, Chapter 14). Using an
extension of the mean-field approximation technique, the strangely low group velocity of acoustic
waves in water tank filled with glass beads (Page et al. 1996) and the appearance of two acoustic
modes in colloidal suspensions of solid spheres (Jing et al. 1991; 1992) were likewise explained
(see Fig. 3.4). Note that there are relations between this regime and the localization regime (see
Section 3.4), and their respective limits are debated.
3.2.4 Parabolic equation (Markov approximation, e 1, σ2 ≈ e)
Finally, when the correlation length increases even more (λ `c), scattering occurs mainly in the
forward direction. It then becomes possible to use the parabolic approximation. It was originally
developed for optical waves and acoustic waves (see (Tappert 1977) for a review of applications
in heterogeneous deterministic media and Klyatskin and Tatarskii (1970) for early consideration
of random media). It considers slowly varying and weakly heterogeneous media (σ2 ≈ e  1)
and additionally introduces a small scattering angle assumption. The latter implies that the wave
field amplitude is smoother along the propagation direction than perpendicular to it, and that
backscattering is neglected. The parabolic approximation explains rather well the broadening
with distance of the envelopes of the first wave arrivals (see Figure 3.5 for example). It cannot
however be used to describe the coda as its validity decreases with time and distance, when the
small scattering angle approximation becomes erroneous. This approximation has been widely
used in geophysics and the exploration industry, in the context of classical migration analysis8.
8In the context of deterministic media, it has also been used to derive absorbing boundary conditions (Bamberger et al.
1988a), building on the fact that backscattered wave are are neglected in this approximation.
36 Chapter 3. Stochastic upscaling
364 9 Parabolic Equation and Envelope Synthesis Based on the Markov Approximation
Fig. 9.20 Comparison of FD envelopes (gray curves) and Markov envelopes including the
wandering effect (solid curves) in 2-D random media characterized by a Gaussian ACF with
" D 0:05, a D 5 km and V0 D 4 km/s for the cylindrical radiation of a 2 Hz Ricker wavelet
from a point source. (Fehler et al. 2000, copyright by the Seismological Society of America)
distance. There is a peak delay from the onset and the envelope width is much larger
than the source duration of the 2 Hz Ricker wavelet.
In Fig. 9.20, gray curves show RMS FD-envelopes at different travel distances.
The peak delay from the onset and the envelope width increase with increasing travel
distance. We find a small excitation of coda waves, which are late-arriving waves
that have been scattered at wide angles by short-wavelength spectral components of
random inhomogeneities.
von Ka´rma´n-type ACF Case
Then, Saito et al. (2003) numerically simulated wavefields for the isotropic radiation
of a 2 Hz Ricker wavelet from a point source through 50 realizations of 2-D
von Ka´rma´n-type random media. Different PSDFs of random media are shown in
Fig. 9.21a. As shown by gray curves in Figs. 9.21b, the maximum peak value of
ensemble-average FD envelope decreases, the peak delay from the onset increases,
and the time width is broadened as travel distance increases. The excitation of coda
waves in media with ! D 0:1 is larger than that in media with ! D 1:0 at each
distance because of the difference in short wavelength (large wavenumber) spectral
components, which are responsible for wide-angle scattering.
9.2.4.2 Markov Approximation for a Cylindrical Wavelet Using TFMCF
The Markov approximation for scalar waves in 2-D random media can be solved in
a similar way as the 3-D case. For scalar waves radiated from a point source at the
origin in a homogeneous medium, a cylindrical solution is H.1/0 .k0r/, which has an
asymptotic solution
p
2=."k0r/ exp .ik0r ! "=4/ in the far-field, r " 1=k0. For
Figure 3.5 – Comparison of Finite Difference envelopes (gray curves, based on the wave equation) and Markov
envelopes (solid curves, based on the parabolic approximation) in 2-D random media characterized by a Gaussian
autocor elation with 5% fluctuations and velocity 4 km/s for the cylindric l radiation of a 2 Hz Ricker wavelet from a
point source. Taken from Fehler et al. (2000), with a copyright from the Seismological Society of America.
Following Hudson (1980), the behavior of a quasi-plane wave u = u˜(x, k,ω) exp i(k · x −
ωt)is studied. The wave propagates along a constant direction kˆ, and the weak heterogeneity
hypothesis implies |k|2 = (ω/cP)2 +O
(
e2
)
. The small scattering angle approximation is written
as9 |∂ku˜i|/|∇⊥u˜i| = O
(
e
)
for any component u˜i of u˜. Using the asymptotic approximation in
Eq. (1.1) with homogeneous right hand side, and with these scalings, one obtains at the lowest
order a parabolic equation for the longitudinal component of the displacement amplitude u˜k =
u˜0 · kˆ:
2i|k|∂ku˜k + ∆⊥u˜k + g(k,λ, µ)u˜k = 0. (3.13)
where g(k,λ, µ) is a complicated (and explicit) function of the mechanical parameters and the
wave vector, and dependent on the mechanical heterogeneities. The transverse components u˜⊥ =
u˜0 − u˜kkˆ can then be retrieved through i|k|(λ+ µ)u˜⊥ = ∇⊥(λu˜k) + µ∇⊥u˜k. Being scalar and
parabolic, Eq. (3.13) is relatively simple to approximate numerically. Other approaches with
similar hypotheses but posed in term of P and S potentials (Landers and Claerbout 1972, McCoy
1977) allow to consider conversions between P and S waves. A comparison of the different
approaches is presented in Wales and McCoy (1983). A simpler approach, considering only S
waves, is presented in Sato (1989), and extended in Fehler et al. (2000) and Saito et al. (2002) to
spherical waves. Higher orders in e can also be considered to go further away from the small
scattering angle hypothesis (see Bamberger et al. (1988b) or Samuelides (1998) for instance).
In the case of a random medium, the average displacement field is o eled by Eq. (3.13)
and additional approximations are introduced to treat the correlated ter s. In random media,
this setting is often denoted as Markov approximation (Rytov et al. 1989), based on the local
approximation of the last term, which allows to write the gradient of the field as a function only
of the local position, as with Markov processes. Using additional assumptions, Sato et al. (2012)
proposed the following analytical solution:
E [u˜k] = u˜0 exp
(
−|k|2`cσ2xk
)
. (3.14)
The coherent signal therefore decays exponentially along the propagation path. It vanishes over
a so-called localization length `loc = 1/(|k|2`cσ2), which decreases with increasing correlation
length, strength of the heterogeneities and frequency. It is also possible to derive an equation for
the intensity E
[
uku∗k
]
as a function of time, which is the mean square envelope of the signals
plotted in Fig. 3.5. Many authors (see Saito et al. (2003), Korn and Sato (2005), Sato and Fehler
(2007) among others, see also (Sato et al. 2012, Section 9.2.4) for a review) have presented compar-
isons of such mean-square envelopes and wave propagation results (usually computed with the
Finite Difference Method) in the appropriate frequency range. This allows to explore cases that
a e further away from the theory, s ch as with a f ee surface (Emoto et al. 2010) or non-isotropic
9The operators ∂k = kˆ · ∇ and ∇⊥ = ∇ − kˆ∂k represent space derivations along the propagation direction and
perpendicular to it.
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Figure 3.6 – The energy limit of a strongly oscillating sequence: the oscillating function uη(x) (thin line), the mean
function u(x) (thick line), and the square-root limit
√
u(x)2 + a(x)2/2 (thick dashed line). Taken from Baydoun et al.
(2014), after Savin (2013).
media (Sato et al. 2012, section 9.3.7). Note that, although interesting from a modeling point
of view, the interest of this upscaling regime in terms of predictive power is limited. Indeed,
its range of validity is within the predictive range of direct computational solution of the wave
equation.
3.3 Upscaling in the high-frequency range (η  1)
In the previous section, we have analyzed the low-frequency situation, in which the propagation
distance is not large with respect to the wavelength. Even with relatively large fluctuations of
the mechanical properties, the overall scattering remained limited and the coherent part of the
displacement field was the appropriate quantity of interest. When longer propagation paths are
considered (L  λ), this scattering builds up and the coherent energy is not predominant any-
more. The phase of the displacement field is then heavily dependent on the particular realization
of the random medium, while the energy density (quadratic observable) often remains statisti-
cally stable. Section 3.3.1 introduces the Wigner measure, which is the appropriate mathematical
tool to describe that energy density. It is then shown in the subsequent sections that it verifies
a transport equation (Section 3.3.2), a radiative transfer equation (Section 3.3.3) or a diffusion
equation (Section 3.3.4), depending on the regime considered.
3.3.1 Energy density and Wigner measure
To motivate the interest of quadratic observables for high frequency waves in heterogeneous
media, let us consider the following displacement field (taken from Savin (2013), see Fig. 3.6)
uη(x) = u(x) + a(x) sin(x/η). It oscillates rapidly at scale (η  1) with an amplitude a(x) about
its slowly fluctuating average u(x). Although it does not converge strongly when η → 0, its
square still converges weakly. Indeed, for any continuous function φ with compact support on R,
we have limη→0
∫
R
φ(x)(uη(x))2dx =
∫
R
φ(x)((u(x))2 + (a(x))2)/2dx, so that the "energy" asso-
ciated with uη(x) admits a limit given by u(x)2 + a(x)2/2. Note that the limit still retains infor-
mation on the amplitude of the small-scale features while the small-scale fluctuations themselves
have vanished. Hence, this quadratic quantity is more amenable to simulation and experimental
investigation than uη(x). Note also that these quadratic observables are classical in science, as
they are at play when replacing quantum waves, which are spatially varying fields solutions of
the Schrödinger equation, by classical mechanics, described by position and momentum in phase
space.
In elastodynamics, the most obvious energy quantities are the high-frequency strain energy
Vη(t) :=
∫
Ω Ceη : eη dx/2 and kinetic energy Tη(t) :=
∫
Ω ρ|∂tuη |2 dx/2. Without dissipation, the
total energy Vη(t) + Tη(t) is of course conserved in time (∂t(Vη + Tη) = 0), but more localized
quantities, such as (Ceη : eη) and ρ|∂tuη |2, would be interesting to describe more accurately the
state of the system. Unfortunately, these quantities do not verify obvious closed-form equations.
The Wigner measure was shown to be the appropriate tool, providing for a localized description
of energy (see below Eq. (3.17) and (3.18)) while at the same time following a closed-form equa-
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tion (see next sections for different examples). More details can be found in Gérard et al. (1997),
Martinez (2002) and Bal et al. (2010).
For a given vector field uη , the Wigner measure W[uη ] is constructed as the weak limit of the
Wigner transform Wη [uη , uη ]⇀η→0 W[uη ]. This transform is defined by
Wη [u, v](x, k) =
1
(2pi)3
∫
R3
eik·yu
(
x− η
2
y
)
⊗ v
(
x− η
2
y
)∗
dy . (3.15)
For instance, the Wigner measure of a strongly converging (in L2(R3)) uη(x) is |u(x)|2δ(k). The
Wigner measure of η−d/2u(x/η) (for a compactly supported u(x)) is (2pi)−d|u˜(k)|2δ(x), where
u˜(k) is the Fourier transform of u(x). The Wigner measure of A(x) exp(iS(x)/η) with smooth
amplitude and phase functions is W(x, k) = |A(x)|2δ(k−∇S(x)).
The Wigner measure is a sort of localized energy density, resolved in wavenumber. Indeed, it
is such that for any matrix observable φ with smooth and compactly supported coefficients:
lim
η→0
(φ(x, ηD)uη , uη)L2 = Tr
∫
R3×R3
φ(x, k)W[uη ](dx, dk) . (3.16)
where D denotes the space derivative operator and ϕ(x, k) is the symbol of φ(x, y). In partic-
ular, for elastodynamics applications, the high-frequency strain energy may be estimated with
φ(x, k) ≡ ρ(x)Γ(x, k):
lim
η→0
Vη(t) = 12
∫
Ω×R3
ρ(x)Γ(x, k) : W[uη(x, t)](dx, dk) , (3.17)
where Γ(x, k) is the Christhoffel tensor of the medium. Similarly, the kinetic energy is estimated
with φ(x, k) ≡ ρ(x)D2t I:
lim
η→0
Tη(t) = 12
∫
Ω×R3
ρ(x)TrW[η∂tuη(x, t)](dx, dk) . (3.18)
Note however that the Wigner measure is only informative at the chosen scale η because it cannot
capture oscillations at any other scale. If the fluctuations of uη are faster than the scale of the
Wigner transform, the Wigner transform vanishes in the limit, while if they are slower, the Wigner
limit is the same as if there were no fluctuations at all.
3.3.2 Fokker-Planck equations (e 1, σ2 ≈ η  1)
Now equipped with this measure of the energy associated with the displacement field uη(x, t), it
is possible to derive10 transport equations associated to the propagation of high frequency waves
in a medium with slowly fluctuating material properties (`c  λ). Rescaling the time and space
variables in the wave equation (1.1) by η, a series of equations for the Wigner measure W[uη ] are
obtained using multiscale analysis in η (Section 3.1.3). The leading order term yields dispersion
equations, fluctuating slowly in space with the mechanical properties. The Wigner measure is
then projected along the eigenmodes of the Christoffel tensor, introducing the specific intensities
aα(t, x, k):
W(t,ω, x, k) =
R
∑
α=1
pα(x, k)aα(t, x, k)p∗α(x, k)δ
(
ω2 −ω2α(x, k)
)
, (3.19)
where the pα(x, k) and ω2α(x, k) are respectively the eigenvectors and eigenvalues of the slowly
fluctuating Christoffel tensor Γ(x, k) = ∑3α=1 ω
2
α(x, k)pα(x, k)p∗α(x, k), and R is the number of
different eigenvalues. When the eigenvalue ωα is simple (as with the P mode in an isotropic
medium), the eigenmode pα is a vector and the specific intensity aα is a scalar. Otherwise (as
with the S modes for an isotropic medium), both the eigenmode and the specific intensity are
matrices. If all eigenvalues are simple, R = 3. Otherwise, R < 3.
10See for instance (Ryzhik et al. 1996, Section 3) for the derivation for acoustics, electromagnetic and elastodynamics,
in terms of first-order hyperbolic systems or Bal (2005) or (Savin 2010, Appendix A) for a direct derivation in terms of
second-order hyperbolic systems.
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The next order terms of the equation for the Wigner measure yield Liouville equations for the
specific intensities:
∂taα(t, x, k) + {ωα(x, k), aα(t, x, k)}+ [Nα(x, k), aα(t, x, k)] = 0 . (3.20)
Here, the Lie bracket is such that [A, B] = AB − BA and the Poisson bracket is such that
{A, B} = ∇kA · ∇xB−∇xA · ∇kB. The matrices Nα(x, k) are skew-symmetric and vanish when
the eigenvalue ωα is simple. Note that the equations for different specific intensities are uncou-
pled although the various polarizations of multiple eigenvalues are coupled through the matrices
Nα(x, k). These matrices describe the rotation of the polarization vector with the slow fluctuations
of the medium, and can hence be removed by an appropriate choice of basis for the projection
of the Wigner measure. Note, finally, that the coupling terms also vanish when writing the
equations in terms of the total energy of each mode aα = Tr(aα):
∂taα(t, x, k) + {ωα(x, k), aα(t, x, k)} = 0 . (3.21)
Let us consider the exemple where, although heterogeneous, the medium is everywhere
isotropic. Then, the Wigner measure is projected along a simple P-mode, with ωP(x, k) = cP(x)|k|
and pP = kˆ, and a double S-mode, with ωS(x, k) = cS(x)|k| and pS is any vector perpendicular to
kˆ. The Liouville equations for the two modes (considering only the modes propagating towards
the "positive" direction) are then:{
∂taP + cP(x)kˆ · ∇xaP − |k|∇xcP · ∇kaP = 0
∂taS + cS(x)kˆ · ∇xaS − |k|∇xcS · ∇kaS = 0
(3.22)
These Liouville equations generalize the classical ray method (Cˇervený 2005, Cˇervený et al. 2007).
It consists in decomposing a wave in wave packets or elementary waves and choosing an a priori
ansatz for each of them in the form u = u˜ exp(iS(x)/η). The phase S(x) is then shown to verify an
eikonal equation, while the amplitude u˜ verifies a transport equation with fluctuating coefficients
depending on the phase.
We now consider a random medium with weak heterogeneities, of amplitude σ ≈ √η, and
still slowly fluctuating (λ  `c). The average of the solution of the previous equation can be
shown (Bal et al. 2003) to converge to the solution of a Fokker-Planck equation. For the P-mode
considered above, and assuming for simplicity of exposition that the background P-velocity cP is
homogeneous and that the correlation structure RcP(|x|) is isotropic, that Fokker-Planck equation
reads:
∂tE [aP] + cPkˆ · ∇xE [aP]−∇k · (d(k)∇kE [aP]) = 0 , (3.23)
where the diffusion matrix is d(k) = d0|k|2(I− kˆ⊗ kˆ)/cP where d0 =
∫
R+
R′cP(`)d`/`.
3.3.3 Radiative Transfer Equations (e ≈ 1, σ2 ≈ η  1)
We now consider random heterogeneities of the mechanical properties with the same amplitude
σ ≈ √η, but this time with faster oscillations `c ≈ λ. A similar multiple scale expansion in the
variable η is performed. The leading order term provides a dispersion equation that motivates the
projection of the Wigner measure W(t,ω, x, k) along the eigenmodes of the Christoffel tensor and
introduce the specific intensities aα(t, x, k). Note however that the eigenmodes and eigenvalues
considered here are those of the background medium C0(x). They may fluctutate in space, but
only at a slow pace (spatial period much larger than the wavelength).
After averaging, the higher order terms of the equation for the Wigner measure yield the
radiative transfer equations for the ensemble-averaged specific intensities:
∂tE [aα(t, x, k)] + {ωα(x, k),E [aα(t, x, k)]}+ [Nα(x, k),E [aα(t, x, k)]] =
R
∑
β=1
∫
R3
σαβ(x, k, q)
[
E
[
aβ(t, x, q)
]]
δ(ωβ(x, q)−ωα(x, k)) dq(2pi)3
− Σα(x, k)E [aα(t, x, k)]−E [aα(t, x, k)]Σ∗α(x, k) . (3.24)
The differential scattering cross sections σαβ(x, k, q) and total scattering cross sections Σα(x, k) are
constructed explicitly as functions of the power spectrum SC(k) of the mechanical parameters of
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Figure 3.7 – Normalized total scattering cross-sections for single crystal nickel (cubic anisotropy, left figure) and
celestite (SrSO4, orthotrope, right figure). Taken from Baydoun et al. (2014).
the wave equation (see Baydoun et al. (2014) for the formulas). Note that the Radiative Transfer
Equation and the Liouville equations (3.21) only differ through the right-hand side, where the
heterogeneities couple the energies carried by different modes of propagation. While the different
specific intensities were not interacting in the Liouville equation (although different polarizations
of the same mode were indeed coupled), the interactions of the wave with the medium is much
stronger in Radiative Transfer due to the proximity of the wavelength and the correlation length.
The Radiative Transfer Equations (3.24) above generalize Eqs. (4.32) of Ryzhik et al. (1996) to
arbitrary anisotropy of the elastic medium, in that the differential and total scattering cross-
sections we have derived embed all possible cases of elastic constitutive models. Examples of
specific scattering cross sections for different classical anisotropies can be found in Baydoun et al.
(2014) (see Fig. 3.7 for single crystal nickel and celestite). The influence of the correlation function
on the differential and total scattering cross sections is described in detail in Khazaie et al. (2016a)
in the elastic case (with isotropic background).
The Radiative Transfer Equations have been derived using multiple scale expansion (see for
instance Ryzhik et al. (1996) or Baydoun et al. (2014)) and the Bethe-Salpeter equation (see Rytov
et al. (1989), Weaver (1990a) or Margerin (2006)). Some analytical solutions are described in Wu
(1985), Zeng (1991), Sato (1993) and Paasschens (1997) for particular cases. The elastic appli-
cations of this theory are mainly found in geophysics (see Shang and Gao (1988), Wu and Aki
(1988a), Zheng et al. (1991), Sato (1994), Gusev and Abubakirov (1996), among many other) for the
generation of synthetic seismogram envelopes and for the non-intrusive testing of polycrystalline
materials with ultrasounds (Weaver 1990a, Turner and Weaver 1994).
3.3.4 Diffusion regime (e 1 or e ≈ 1, σ2 ≈ η  1, late times)
In the previous two sections, both the time and space variables were rescaled by η for the asymp-
totic analysis. Essentially, this linearity between space and time meant that we were trying to
observe the high-frequency behavior in the vicinity of the main pulse. In this section, we try to
understand what happens in the late coda of the signal, where the time variable is much larger
than the first-arrival of the waves. This behavior is obtained by asymptotic analysis starting ei-
ther from the Fokker-Planck equation (Section 3.3.2, with e  1) or from the Radiative Transfer
Equation (Section 3.3.3, with e ≈ 1), and considering a scaling of space with η and time with
η2. Note that a diffusion model can also be retrieved from the wave equation in the white noise
regime, where e  1, η  1 and the heterogeneities are strong σ2 ≈ 1. It will not be discussed
here because its mathematical analysis is restricted to layered media.
With the chosen rescaling in time and space, the solutions of the Fokker-Planck equation can
be shown (Bal et al. 2010) to converge to those of a diffusion equation:
∂tE [aP(t, x, k)]−∇x · (D(|k|)∇xE [aP(t, x, k)]) = 0 , (3.25)
where the diffusion matrix is D(|k|) = ∫
Sd−1 kˆ⊗ χ(k)dS(kˆ)/|Sd−1|, Sd−1 is the unit sphere in d
dimensions, |Sd−1| its surface area, and the correctors χ(k) are the mean-zero solutions of the
equation ∇k · (d(k)∇kχ) = −k. Note that, after integration, the diffusion matrix still depends
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Figure 3.9: Temporal variation of h||curl u(x)||2i/h(div u(x))2i calculated over the whole slices. Red, green, cyan
and purple colors correspond respectively to the slices at z = 0 m, z =  250 m, z =  500 m and z =  1000 m. The
thick and thin black lines correspond respectively to the analytical values on full space and over the free surface.
Left and right plots correspond respectively to the low-pass white noise and exponential correlation models.
this purpose, an energy analysis is done over some horizontal slices at five di↵erent depths of
z = 0, 250, 500, 1000 m. The results are depicted in Figure 3.9 for both low-pass white noise
(left plot) and exponential (right plot) correlations. This figure shows the temporal variation of
the space-averaged ratio h||curl u(x)||2i/h(div u(x))2i where hi denotes a spatial averaging over
the slice only. It can be observed that for the slice in the free surface (red curve), the energy
ratio converges to the analytical value of K2Rsurface = 2 (thin black line). For the other slices, the
stabilization occurs at a value lying between K2Rsurface = 2 and 2K
5 = 4.2 (thick black line) but
closer to the full-space stabilization value.
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Figure 3.10: Temporal variation of
hµ(x)2 ||curl u(x)||2i
h (x)+2µ(x)2 (div u(x))2i (solid curves) and
µ
 +2µ ·
h||curl u(x)||2i
h(div u(x))2i (dashed curves)
calculated over the whole slices. Red, green, cyan and purple colors correspond respectively to the slices at z = 0 m,
z =  250 m, z =  500 m and z =  1000 m. The thick and thin black lines correspond respectively to the analytical
values on full space and over the free surface. Note that the dashed curves are almost hidden by the solid ones.
Left and right plots correspond respectively to the low-pass white noise and exponential correlation models.
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Figure 3.9: Tempo al variation of h||curl u(x)||2i/h(div u(x))2i calculat d over the whole slic s. R d, green, cyan
and purple colo s correspond respectively to the slices at z = 0 m, z =  250 m, z =  500 m and z =  1000 m. The
thick and thin black lines correspond respectively to the an ytical values on full space and over the free surface.
Left and right plots correspond respectively to the low-pass wh t noise and exponential correlation models.
this purpose, an energy analysis is d ne over some horizontal slices at five di↵erent depths of
z = 0, 2 , 50 , 1000 m. The results are d picted in Figure 3.9 for b th low-pass white noise
(lef plot) and exponential (righ pl t) correlations. This figure hows the temporal variation of
the space-averaged ratio h||curl u(x)||2i/h(div u(x))2i w ere hi denotes a spatial averaging over
the slice only. It can e observed that for the slice in th free surface (red curve), the energy
ratio converges to the analytical value of K2Rsurface = 2 (thin b ack line). For other slices, the
stab lization occurs at a value lying b tween K2Rsurface = 2 and 2K
5 = 4.2 (thick b ack line) but
closer to the full-space stab lization value.
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z =  250 m, z =  500 m and z =  1000 m. The thick a d thin black lines correspond respectively to the an ytical
values on full space and over the free surface. Note that the ashed curves are almost hidden by the solid ones.
Left and right plots correspond respectively to the low-pass wh t noise and exponential correlation models.
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Figure 3.8 – Temporal evolution of the ratio of S-wave e ergy to P-w v e ergy av raged over slices of a half-space
at different depths. The red curve corresponds to the surface, while the others are computed at 250 m intervals (the
wavelength is λ ≈ 100 m). The black thick and thin lines correspond to the theoretical equipartition ratios for the
full space and half space, r spectivel . Left and right plots correspond respec ively to the low-pa s white noise and
exponential correlation models. Taken from Khazaie et al. (2016).
on the norm of th wave um r |k|, since t e ntegration was only p form d on the different
possible directions kˆ. Through d, defined in Eq. (3.23), the diffusion matrix D(|k|) depends on
the covariance of the slowly-fluctuating random properties of the medium.
Starting from the Radiative Transfer Equation (see Ryzhik et al. (1996) for the multiscale anal-
ysis and Weaver (1990a) for the Bethe-Salpeter formalism), we observe that the energy is scattered
equally among all modes (equipartition state), that the S waves are depolarized, and that the en-
ergy densities are independent of the direction of the wave vector (isotropic). In particular, for an
isotropic background (where the energy densities are separated into P and S modes), this means
that
E [aP(t, x, k)] = φ(t, x, |k|), E [aS(t, x, k)] = φ(t, x, |k|/K)I, (3.26)
where the scalar potential φ follows a diffusion equation:
∂φ
∂t
= ∇ · (D(|k|)∇φ) , (3.27)
where the diffusion parameter D(|k|) can be computed explicitly as a function of the power spec-
trum of the rapidly fluctuating random fields of Lamé parameters and ensity (Ryzhik et al. 1996,
Eq. (5.46)). Note that in this regime of rapidly-fluctuating parameters, the interaction between
the energy m des is much s ronge than in the regime conside ed above, so that the diffusion
equation obtained is the same for both modes, while two independent diffusion equations were
obtained in the previous case.
One essential property of the diffusion regime is the equipartition of energies. In the case of
an elastic full space, it means that the ratio of energy of the P waves EP to the energy of the S
waves ES stabilizes around a value that is independent of the detail of the microstructure. This
value actually depends only on the wave velocity ratio (in 3D):
ES
EP = 2
(
cP
cS
)3
. (3.28)
Equipartition has been observed experimentally many times (Shapiro et al. 2000, Hennino et al.
2001, Galluzzo et al. 2015). Numerically, it has been observed both for full space and half spaces,
where the Rayleigh mode must be considered, so that Eq. (3.28) is modified (see Figure 3.8,
taken from Khazaie et al. (2016)). Note however that the numerical observation of equipartition
for elastic spaces is not trivial because it requires the simulation over very large dimensions.
Hence it has been necessary to develop efficient wave propagation solvers (see Section A.3) and
random field generation schemes (see Section A.2) to perform these simulations. Note also that
the equipartition property is not specific to the diffusion regime, which additionally requires that
the energy depend only on |k|.
The diffusion regime has been used in experiments far before its relation with the wave equa-
tion was understood. Indeed, the exponential decrease of the envelope of the coda waves was
early on identified to be a characteristic of the material rather than of the source, and to be well
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reproduced by the solution of a diffusion equation. Diffusion models were used to model the
results of observations made in geophysical media (Aki and Chouet 1975, Turner 1998), polycrys-
talline materials (Guo et al. 1985, Weaver 1990a, Turner and Weaver 1994), concrete (Anugonda
et al. 2001) or granular media (Jia et al. 1999, Weaver and Sachse 1995, Tournat and Gusev 2009).
Norris (2008) discusses anisotropic diffusion in elastic solids and characterizes the directional
diffusion of energy for different type of anisotropy at the upper scale. Anisotropy was shown
numerically to have a dramatic effect on the long-time patterns (see Fig. 1.5, taken from Ta et al.
(2010;b)).
Finally, the Statistical Energy Analysis (SEA, Hodges and Woodhouse (1986), Lyon and DeJong
(1995)), widely used in the vibration engineering community, is related to these diffusion models
(Savin 2013). The main difference is that the diffusion models we consider are continuous, while
a structure is viewed in the SEA as a discrete set of coupled sub-systems. Mean total and kinetic
energies for each mode are entered in a balance equation, with assumptions on the flows of
energy between two sub-systems. In the rare cases when the SEA is mathematically justified, it
relies on strong hypotheses of equipartition of energy among the modes and incoherence of the
different modal contributions.
3.4 Localization
In 1977, Philipp Anderson was granted the Nobel prize (with Nevill Mott and John van Fleck) for
his explanation of a critical phenomenon in electron diffusion: the metal-insulator transition (An-
derson 1958). He modeled it by observing that, above a certain concentration of scattering defects
in a crystal, electrons do not simply diffuse less effectively, they become bound to a subregion
of the crystal. This phenomenon became known as strong localization, or Anderson localization.
It is characterized by an exponential decay in space of the wave intensity away from the source,
and is stationary in time (in the absence of damping). As all critical phenomena, dimension plays
a crucial role, with low-dimensional systems being more prone to localization.
After this observation in quantum physics, localization was recognized also for classical
waves, from light transmission to room acoustics (Anderson 1985, Lagendijk et al. 2009, Sheng
2006). Localization of ultrasounds in a heterogeneous plate is reported for instance in Lobkis
and Weaver (2008) (see also Weaver (1990b) ). It is seen as a gap, stationary in time, between
the energy levels close and away from the source (see the center plot of Figure 3.9, where the
exponential decay is due to material damping). The authors also report (rightmost plot) that lo-
calization takes place only at relatively low wavelengths λ. Localization also plays an important
role for many structural engineering systems, such as rotor blades, pipelines or large space struc-
tures. Often, it appears in the form of small deviations from periodicity that drastically modify
the dynamical behavior of the system. It was very widely studied for mistuning of rotor blades
in particular (see Feiner and Griffin (2004) for instance). More recently, a large community gath-
ers around the developments of dynamic meta-materials, that mimic negative mass of a system
through internal resonance (see for instance the work of Fang et al. (2006), Yang et al. (2008), Liu
et al. (2011), Zheludev and Kivshar (2012), Chesnais et al. (2012), Boutin (2013)) Finally, while
most experimental observations have been made on 1D or 2D systems (beams and plates among
them, but also for Rayleigh waves (Garber et al. 2000), or along seismic faults (Igel et al. 2002,
Hillers et al. 2014)), which are more prone to localization, Hu et al. (2008) have also reported
recently the observation of localization of ultrasounds in a 3D granular system.
Besides Anderson localization, experiments report another type of spatial focusing of the
energy: coherent backscattering, also called weak localization. It is seen as a doubling of the
intensity within a wavelength of the source compared to the rest of the medium. The physical
explanation of weak localization is that, when waves propagate in a random medium over long
distances (larger than the mean free path `∗) and undergo multiple diffractions, wave packets
arrive at a given point uncorrelated in general. However, if the arrival point is the source itself
(in which case the wave path is a closed loop), there are always two wave packets that arrive cor-
related: those who have followed opposite paths along the loop. Hence, intensity builds on the
interaction of these wave packets and is the double of the general intensity. Experimental obser-
vation of weak localization include that of Larose et al. (2004) for Rayleigh waves in a volcano in
France (see Figure 3.10). As expected, the doubling of the intensity takes place over a wavelength
around the source. Also, localization is observed to settle in only after a characteristic time,
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measurements5,9 are in systems for which only the boundary
is accessible; dependence on x is not ascertainable. Bound-
aries further complicate interpretations of measurements, as
radiative losses there are not negligible; a full treatment of
these requires a dynamic theory for localized transport20–26 in
statistically inhomogeneous media.
The system studied here has been designed to permit
transient measurements in the interior of a localizing struc-
ture, to have minimal absorption, and to have no radiative
losses from its boundaries. These features, as will be seen,
permit unequivocal conclusions.
II. A HETEROGENEOUS PLATE
We consider diffuse wave transport in the structure in-
troduced earlier1 and pictured in Fig. 1. A 30.5!30.5
!0.6 cm3 aluminum plate has been machined with hundreds
of scalloped cuts. The cuts, illustrated in Fig. 2, provide the
random scattering; they also break the plate’s up/down sym-
metry. The plate is chemically polished after machining in
order to reduce its internal friction. Ultrasound with frequen-
cies up to 900 kHz is introduced by broadband transient pi-
ezoelectric excitation and detected piezoelectrically at vari-
ous other points as a function of time. Nominal shear
wavelengths for these frequencies range from 25 mm at
80 kHz to 3 mm at 1 MHz. If the plate were homogeneous,
without scatterers, it would be well described in terms of the
Lamb and SH modes of guided wave propagation.27 Below
250 kHz, there are only three such modes. Below about
100 kHz, one of these three is simple Kirchoff bending, and
two are Poisson-plate longitudinal and shear waves with in-
plane material displacements. A homogeneous plate at higher
frequencies is a thick waveguide, with many Lamb and SH
modes of propagation. It is not particularly helpful to think in
terms of these waves for the cut plate, however, as strong
scattering complicates notions of independent modes of
propagation or definite wavelengths.
It is difficult to estimate mean free paths in the plate of
Fig. 1. At a very high frequency, a picture based on ray
trajectories suggests that ! is approximately a few millime-
ters. Thus the Ioffe–Regel parameter k! is larger than 1, and
localization is unlikely to be observed in a sample of only
30 cm. At a moderate frequency, e.g., 500 kHz, nominal
wavelengths are 6 mm and are comparable to mean free
paths. If this estimate of the mean free path is valid at
200 kHz, where nominal k is 0.25 mm−1, the Ioffe–Regel
parameter is about unity, and localization is plausible.
At very low frequency where wavelengths are long com-
pared to the microscale, the plate should appear as effec-
tively homogeneous. Here the parameter ! becomes larger
than ". At a low enough frequency, the Ioffe–Regel param-
eter must therefore be large, and localization effects must
disappear. Localization should be confined to a finite fre-
quency band.
The earlier work studied diffuse transport in this plate in
the regime from 150 to 800 kHz and over time periods from
0 to 16 ms !and in one case to 50 ms" as limited by absorp-
tion and by the finite record length of the digitizer. As pre-
dicted by the above arguments, we saw diffusive transport at
the higher frequencies and anomalously weak transport at
lower frequencies. The behavior was equivocal. It was not
clear if the transport had ceased within the times studied or if
the plate required more time to reach its asymptotic localized
state. We now revisit this system with various improvements
designed to permit an unambiguous conclusion that the
structure is Anderson localized.
III. SIGNAL PROCESSING
The signal received and amplified at a point x after an
impulse is applied to a source transducer at position xs is
given by
V!t" = T1!t" ! G!x!,x!s,t" ! T2!t" , !1"
where ! represents a temporal convolution and the functions
T describe transduction from voltage to force !T2" of the
transducer at xs and from displacement to voltage !T1" of the
transducer at x. T varies between transducers but is the same
if the transducer is used as a source or a receiver. That trans-
duction T is independent of the structure and position follows
from weak coupling. G is the elastodynamic Green’s func-
tion relating dynamic force at one point to material displace-
ment response at another. We recognize that spectral power
density in V !essentially the square of its short-time Fourier
transform" is a surrogate for energy density in the structure
near x, and we construct a quantity we call E!x ,xs , t , f" de-
fined by
FIG. 1. The structure is an aluminum plate of dimensions 30.5!30.5
!0.6 cm3 cut with hundreds of scalloped slits. The four pin transducers are
attached to co-axial cables.
FIG. 2. The scalloped slits are cut with a circular saw of diameter of 10 cm
and thickness of 1 mm. The slits just pierce the opposite side of the plate.
J. Acoust. Soc. Am., Vol. 124, No. 6, December 2008 O. I. Lobkis and R. L. Weaver: Anderson localization of ultrasound 3529
are several microseconds, a length of time that waves in a
homogeneous plate would propagate tens of meters. It is
clear that the multiple scattering has significantly slowed the
transport relative to the ballistic case. Fits to classical diffu-
sion !not shown" suggest diffusivity D=20 cm2 /ms for the
data of Fig. 6!a" and D=25 cm2 /ms for the data of Fig. 6!b".
At lower frequencies, the behavior is qualitatively dif-
ferent !Fig. 7". Early times show a behavior similar to that
seen at early times in Fig. 6. But at late times the transport
has ceased; equipartition is not achieved. The ratio R ap-
proaches a constant. In the most severe case !195 kHz, r
=30 cm", the asymptotic ratio is 12, showing that a steady
state is chiev d with 12 times more energy d nsity near the
source than at distance. In spite of an energy density gradi-
ent, there is no further transport. This late time r gime was
n t accessible i the previous experiments.1 Putting the plate
in a vacuum chamber to reduce the losses and using digitiz-
ers with deep r memory have permitted access to times as
late as 200 ms. This may be compar d with the 16–50 ms
range achieved in the previo s work. The difficulties in the
earlier analyses can now be attributed to simply having had
insufficient time to resolve the asymptote.
The late time behavior at low frequencies, as in Fig. 7, is
not a simple exponential. This curvature is familiar from
other experiments31 where it was shown to be caused by
different modes, even at essentially the same frequency, hav-
ing different absorption rates. This was in turn caused by the
presence of a small number of distinct decay channels, as
opposed to a continuous distribution thereof.32 It may be that
the loss channels in the plate tend to be concentrated at a
finite number of sites, perhaps sites with particularly large
plastic damage from the machining. Another possibility is
that the concentrated loss mechanisms are the transducers
themselves. The matter is intriguing but not critical for the
present purposes. The decay rates and curvatures of the dis-
tant and adjacent energies are virtually identical, thus permit-
ting unambiguous determination of relative asymptotic en-
ergy densities.
The asymptotic ratio may be considered a measure of
localization. Figure 8 shows the difference of late time loga-
rithms as a function of frequency f and distance r. The ratio
of the distance r to this logarithm is an estimate of localiza-
tion length. This implies a localization length of 12 cm at
195 kHz. As anticipated from the arguments above regarding
k times mean free path, the gap peaks at a frequency of about
200 kHz and diminishes both below and above this. Local-
ization is observed over the expected finite band.
V. CONCLUSIONS
Ultrasound in the highly heterogeneous plate pictured in
Fig. 1 has been shown to Anderson localize over a finite
frequency band. In accord with theoretical expectations, clas-
sical diffusion is seen at high frequencies; localization is
seen at others. Structures like this will permit studies of lo-
calization near boundaries, transport dynamics in the pres-
ence of localization, and fidelity in localizing systems.
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FIG. 7. !a" Energy transport is very different in a frequency bin centered on
195 kHz !full width of 80 kHz". Here it is plotted for a distance r=30 cm.
Early time diffusive behavior ceases at about 30 ms, leaving an energy
density that is about 12 times greater adjacent to the source than at distance.
!b" Energy densities at 195 kHz and a distance r=15 cm show, as in !a",
early time diffusion followed by an absence of transport at late times.
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FIG. 8. The asymptotic gap, ln R averaged over late times, is plotted vs
frequency for several source receiver separations r.
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are several microseconds, a length of time that waves in a
homogeneous plate would propagate tens of meters. It is
clear that the multiple scattering has significantly slowed the
transport relative to the ballistic cas . Fits to classical diffu-
sion !not shown" suggest diff sivity D=20 cm2 /ms for th
data of Fig. 6!a" nd D=25 cm2 /ms for the ata of Fig. 6!b".
At lower frequencies, the behavior is qualitatively dif-
ferent !Fig. 7". Early times show a behavior similar to that
seen at early times in Fig. 6. But at late times the transport
has ceased; equipartition is no achieved. The ratio R ap-
proaches a constant. In the most severe case !195 kHz, r
=30 cm", the asymptotic ratio is 12, showing that a steady
state is achieved with 12 times more energy density near the
source than at distance. In spite of an energy density gradi-
ent, there is no further transport. This lat time regime was
not acce sibl in the previou experiments.1 Putting the plate
in a v cuum hamber to reduce the losses and using digitiz-
ers with deeper memory have permitted acc ss to tim s as
late as 200 ms. This may be compared with the 16–50 ms
range achieved in the previous work. The difficulties in the
earlier analyses can now be attributed to simply having had
insufficient time to resolve the asymptote.
The late time behavior at low frequencies, as in Fig. 7, is
not a simple exponential. This curvature is familiar from
other experiments31 where it was shown to be caused by
different modes, even at essentially the same frequency, hav-
ing different absorption rates. This was in turn caused by the
presence of a small number of distinct decay channels, as
opposed to a continuous dist ibution thereof.32 It may be that
the loss channels in the plate tend to be concentrated at a
finite number of sites, perhaps sites with particula ly large
plastic damage from the machining. Another possibility is
that the concentrated loss mechanisms are the transducers
themselves. The matter is intriguing but not critical for the
present purposes. The decay rates and curvatures of the dis-
tant and adjacent energies are virtually identical, thus permit-
ting unambiguous determination of relative asymptotic en-
ergy densities.
The asymptotic ratio may be considered a measure of
localization. Figure 8 shows the difference of late time loga-
rithms as a function of frequency f and distance r. The ratio
of the distance r to this logarithm is an estimate of localiza-
tion length. This mplies a localization length of 12 cm at
195 kHz. As anticip ted from the argum ts above regardi g
k times mean free path, the gap peaks at a frequency of about
200 kHz and diminishes both below and above this. Local-
ization is observed over the expected finite band.
V. CONCLUSIONS
Ultrasound in the highly heterogeneous plate pictured in
Fig. 1 has been shown to Anderson localize over a finite
frequency band. In accord with theoretical expectations, clas-
sical diffusion is seen at high frequencies; localization is
seen at others. Structures like this will permit studies of lo-
calization near boundari s, transport dynamics in the pres-
ence of localization, and fidelity in localizing sys ems.
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FIG. 7. !a" Energy transport is very different in a frequency bin centered on
195 kHz !full width of 80 kHz". Here it is plotted for a distance r=30 cm.
Early time diffusive behavior ceases at about 30 ms, leaving an energy
density that is bout 12 times greater adjacent to the source than at distance.
!b" Energy densities at 195 kHz and a distance r=15 cm show, as in !a",
early time diffusion followed by an absence of transport at late times.
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FIG. 8. The asymptotic gap, ln R averaged over late times, is plotted vs
frequency for several source receiver separations r.
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Figure 3.9 – Anderson localization of ultrasounds in a plate: experimental setup (left), energy as a function of time
for at two different distances from the source (center) and as a function of the excitation fr quen y (right). Taken
from Lobkis and Weaver (2008).
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We report the observation of weak localization of seismic waves in a natural environment. It emerges
as a doubling of the seismic energy around the source within a spot of the width of a wavelength, which
is several tens of meters in our case. The characteristic time for its onset is the scattering mean-free time
that quantifies the internal heterogeneity.
DOI: 10.1103/PhysRevLett.93.048501 PACS numbers: 91.30.Fn, 42.25.Dd, 46.40.Cd, 91.30.Tb
Weak localization (WL) is a manifestation of interfer-
ence of multiply scattered waves in disordered media and
was first discovered 20 years ago in quantum physics. It
was recognized to be at the origin of novel features in the
electronic magnetoresistance at low temperatures [1–3],
and a genuine explosion of mesoscopic physics followed.
The discovery of WL constituted the desired counter-
example of the one-century old assertion that multiple
scattering of waves destroys wave phenomena, reducing it
conveniently to classical radiative transfer, where waves
are treated similar to hard spheres colliding with ob-
stacles. In optics [4–6] and in acoustics [7] the effect is
better known as coherent backscattering, where it was
shown to be an accurate way to measure transport
mean-free paths or diffusion constants. This feature finds
its origin in the constructive interference between long
reciprocal paths in wave scattering [8,9]. This enhances
the probability to return to the source by a factor of
exactly 2, which results in the local energy density en-
hancement by the same factor. In seismic experiments, we
expect WL to appear as an enhancement of seismic en-
ergy in the vicinity of a source [10,11].
In the heterogeneous Earth, the wave propagation be-
comes complex and wave scattering results in a ‘‘seismic
coda’’ [12], which forms the tail of the seismograms. The
coda is not always processed, because it is believed not to
contain any structural information that is easily extract-
able using standard imaging techniques. Nevertheless,
coda energy decay is widely recognized to be sensitive
to the regional geological environment. During the past
two decades, radiative transfer was successfully intro-
duced to model the energy decay of coda waves [12]. It
describes the transport of the wave energy in space and
time, but does not take into account phase information.
Radiative transfer predicts the equipartition of waves
among different modes [13] which has been observed
[14], leading to new approaches for processing coda waves
[15,16]. However, the WL effect has never been observed
in seismology. The aim of this work is to show the
relevance of mesoscopic physics to seismology and its
necessity to interpret observed seismic records. In this
Letter, we present the first observation of WL of seismic
waves.
The seismic experiments were undertaken at the Puy
des Goules volcano (central France).Volcanoes are known
to be very heterogeneous and might guarantee multiple
scattering [17]. A sketch of the experimental s tup i
displayed in Fig. 1. We have measured the vertical ground
motion using a linear array of 23 geophones separated by
2.5 m. The ground motion is the result of a sledgehammer
strike at time t ! 0 on a 20 cm" 20 cm aluminum plate
which was repeated 50 times for each location.
FIG. 1 (color online). Experimental s tup. Solid and dashed
arrows illustrate reciprocal scattered wave paths.
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receiver every 5 m along the array, which provides a total
of 12 different configurations. For a diffuse field, the
correl tio length is !=2 [20], which implies that each
of the e measurements corresponds to an i dependent
source-receiv r configuration for wavelengths of 10 m
or less. For larger wavelengths, statistical correlations
still persist, which may degrade the ensemble-averaging
process.
To evaluate the spa ial enhancement of energy S!!r",
we normaliz the average energy hECi around the source
by its measured average value hEDi sufficiently far away
(15 m) from the source where the ergy density is
independent of the source-receiver distance!r. The theo-
r ti al rediction for S!!r" at the free surf c f an elastic
body was obtained in [19]. The vertical force generates
both bulk and Rayleigh waves, which undergo mode co -
versions resulting in equipartition in phase space [13,14].
While both waves play a part in the dynamics of scatter-
ing, the Rayleigh waves dominate the local energy at the
free surface once equipartition is established. As a result,
the rigorous expression obtained in Ref. [19] can be
approximated by the profile predicted for 2D random
media [21]:
S!!r" # hECihEDi $ 1% J
2
0!2"!r=!"; (2)
where ! is the wavelength of the predominant Rayleigh
waves and J0 is the Bessel function. Note that for the
near-field regime the size of the WL spot is independent
of elapsed time t, contrary to the far field regime [7].
The energy distribution E!t" at each sensor is inte-
grated over one sliding window of one cycle duration.
The dynamics are studied by analyzing the signals in
nonoverlapping time windows of 0.4 s duration. In each
window, E!t" is normalized at each time t by the maxi-
mum over the array, and then averaged over the 12
configurations with equal !r. This procedure compen-
sates for the exponential decay of the total energy, and
provides an unbiased average over the different strikes.
Finally, we integrate the normalized, averaged energy
hE!t;!r"i over the entire time window. S is then computed
from Eq. (2).
In Fig. 3, we plot the seismic energy around 20 Hz
measured in the coda as a function of source-sensor
distance, and for three specific 0.4 s windows. Around
0.3 s only simply reflected waves are recorded and no
energy enhancement is visible around the source. The
remaining fluctuations are ascribed to the incomplete
suppression of speckle. As from 0.7 s, WL is observed
with a gradually increasing enhancement factor at the
source. After 1.7 s, the profile including the enhancement
factor 2 has stabilized, as predicted by the theory for WL
in the near field. Therefore, we attribute this enhancement
to WL. According to Eq. (2), the spot has a spatial extent
equal to the wavelength !. This gives the estimate c &
260 m=s for the p se vel city f the Rayleigh waves
around 20 Hz. Since at l st two scatteri g ev nts ar
nec ssary to ge erate the enhancement effect, the ise of
the enhancem nt factor corresponds to the transition
from the simple t the multiple scattering regime. It
was v rified in numerical st dies [10] that the character-
istic time governing the rise of the enhancement factor is
the scattering mean-free time #. W thus conclude that
this important time scale is of the order of 0.7 s around
20 Hz. For a velocity c & 300 m=s, this implies a scatter-
ing mean-free path ‘ $ 200 m. We emphasize that this
parameter is very difficult to measure with traditional
techniques based on attenuation studies because absorp-
tion is hard to separate from scattering effects.
We have finally studied the frequency dependence of
WL. To this end, the seismograms were filtered in three
consecutive frequency bands, and the energy profiles were
computed as above, though now averaged over the entire
coda that exhibits the stabilization of the enhancement S
(Fig. 4). Three different WL widths are observed. The
values for the wavelengths estimated from a fit to Eq. (2)
have been indicated. We have separately measured the
wavelength of Rayleigh waves from a dispersion analysis
of direct arrivals in the original records. Both estimates
of the wavelength are consistent and indicate a significant
dispersion due to the depth dependence of elastic proper-
ties. As a result, the spatial width of WL depends non-
trivially upon frequency. Future studies might even
reveal the frequency dependence of the scattering mean-
free path ‘, which would provide precious information on
the nature of the heterogeneity.
In conclusion, we have observed weak localization of
seismic waves in a shallow volcanic structure, both in
space and time. The observation is in good agreement
with the near-field theory for weak localization, which
predicts a size of one wavelength for the enhancement
spot. The study of this effect turns out to offer a unique
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FIG. 3. Energy ratio S!!r" around 20 Hz as a function of
source-receiver distance !r for thr e different lapse times. The
WL effec sets in at a time of roughly 0.7 s , and is fully
stabilized at 1.7 .
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opportunity to measure the scattering mean-free time
without the bias of absorption. We found an estimate of
200 m for the mean-free path for seismic waves around
20 Hz. Though relatively easy to set up, our experiment
reveals the mesoscopic nature of seismic waves that have
traveled hundreds of meters for Rayleigh waves, and even
many kilometers for the compressional waves. As has
een the case in na physics and in co loid phy ics,
mesoscopic physics may open up new fields of investiga-
tion and application in seismology.
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Figure 3.10 – Weak localization of seismic waves: experimental setup (left), energy as a function of distance from the
source at different times (c nter) and diff r nt fr quencies (right). On he rightmost plot, the dashed-d ted lines are
based on the theory by Trégourès and van Tiggel n (2002). Tak n rom Larose et al. (2004).
necess ry for he wav s to go into m ltipl cattering mode (see the center plot of Figure 3.10).
At shorter times, the height of the peak can b evaluated usin specific approximati ns (see for
example (Sheng 2006, Chapter 6) or Trégourès and van Tigg len (2002)).
Although the physics of localizatio are r t er well u erstood and t has been observed
in many experiments, there is still tod y no g n ral heory deriving localization from the wave
equation. Some elements of theory have been derived in the self-consistent framework (Vollhardt
and Wölfle 1980) and using scaling theory (Abrahams et al. 1979, MacKinnon and Kramer 1983),
or by deriving a position-dependent diffusion in a bounded medium (Cherroret and Skipetrov
2008). Interesting insights can be found in the ideas of Filoche and Mayboroda (2012), who
derive frequency- e endent boundaries for t e localized modes that explain the transition from
localized to ext nded state. Ioffe nd Regel (1960) derived a crit rion for localization based on the
comparison of wavelength and mean free path: 2pi`∗ ≈ λ. However, an extensive theory exists
only in 1D, with the works of Scott (1985) and Pierre (1990) for chains of springs, Li and Wang
(2006) for an elastic beam, and the very complete mathematical analysis of Fouque et al. (2007)
both for weakly and strongly scattering media. The theory is valid for λ, `c  L and `2c  λ2/σ2
and proposes a localization length proportional to `2c /(λσ2). The influence of anisotropy on
localization phenomena is obvi usly neither well understood.
In a recen work with Ph.D. student Lucio d Abreu Corrêa (de Abreu Corrêa et al. 2016;a),
and in the framework of a project with SNCF, we observed localization in numerical simulations
of the passage of a train over a ballast layer. The two images in Figure 1.10 correspond to sim-
ulations of the same numerical model, except for the material properties of the ballasted layer,
which are homogeneous in the left image and heterogeneous in the right image. It is clear from
Figure 1.10, where the colors indicate th magnitude of th displacement field, that localization
takes place ithin the ballast. A the en rgy remains trapped close to the s urce, the effect of lo-
caliz tion on structures can be easil mistaken for that of damping. Indeed, very high (Rayleigh)
damping ratios are used in the railway industry to reproduce the experimental observations far
from the track. This numerical observation is also consistent with the observation that, in recent
years, with the increased velocity of the trains, ballast has undergone faster degradation than
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foreseen. The dispersion curves present slow waves similar to those observed in localization in
granular media (Jing et al. 1991, Page et al. 1996, Mouraille and Luding 2008).
4Perspectives
I described in this document both my contributions and a general review on the research in the
fields of coupling and upscaling of elastostatics and elastodynamics models in random media. I
list below a few directions of research I intend to explore in the next coming years. Contrarily to
the rest of the document, this part is very personal and does not pretend to present an exhaustive
list of unsolved problems in the field.
Homogenization at boundaries through numerical coupling techniques. While classical ho-
mogenization is only defined for unbounded domains (or, equivalently, infinitely small fluctua-
tions of the mechanical parameters), all real problems come with boundaries. Considering the
homogenization of a model with boundaries requires in principle setting an altogether different
problem, where the sample includes a boundary whose geometrical size is taken to the limit
with the microstructure. Several authors considered periodic and non-periodic free surfaces in
statics and dynamics (see for instance Capdeville and Marigo (2013), and references therein),
while Huang and Maradudin (1987), for example, considered random gratings. The appearance
of boundary layers in fluids is a consequence of the homogeneous Dirichlet condition at a rigid
boundary (E 2011, Section 2.1). For a Navier-Stokes flow around inclusions with homogeneous
Dirichlet boundary conditions, Allaire (1991a) derived the Darcy equation. For a different rela-
tive convergence rate of the geometrical size of the cell and the inclusion, Allaire (1991b) derived
the Brinkmann equation. Although many cases have been treated in the literature, there are still
many cases where upscaling of boundary conditions is difficult, at least analytically. For the Ra-
diative Transfer Equation in particular, deriving the boundary or interface conditions from those
of the wave equation is a complicated problem, mainly because of the appearance of guided
waves along the interface (see for instance Savin (2013) and references therein). However, the be-
havior at the boundary is often crucial for industrial applications. It might be appealing therefore
to introduce numerical coupling techniques as a general alternative to the derivation of homog-
enization boundary conditions. The bulk of the domain could be upscaled while the vicinity of
the boundary would be modeled at the micro-scale.
Homogenization of non-linear problems and modeling of apparent damping. The multiple-
scale analysis described in Section 3.1.3 is constructive in the sense that no pre-existing infor-
mation is needed on the homogenized tensor to derive it. Even though this technique is not
always fully mathematically correct, it provides the initial insight that allows to use more power-
ful and less intuitive methods (Γ-, G- or H-convergence for instance) to prove that the guess was
indeed correct. Unfortunately, multiple-scale analysis does not work for non-linear materials. So,
even though the theoretical material exist to deal with the upscaling of non-linear and random
problems, very few explicit results can be found and numerical simulations are often the only
alternative (Kouznetsova et al. 2001, Miehe and Koch 2002, Geers et al. 2010, Clément et al. 2012).
Preliminary results in (Jehel and Cottereau 2015) show the influence of upscaling and hetero-
geneity on the apparent complexity of the constitutive relation of a concrete beam. Likewise, we
illustrated in (de Abreu Corrêa et al. 2016) that apparent damping away from a ballasted railway
track might be due to the influence of heterogeneity (through localization) rather than any kind
of true non-linear constitutive relation. Generally, heterogeneity in the material is transferring
energy from the coherent to the incoherent field, therefore creating apparent damping. It is a
crucial aspect that should clearly be further analyzed.
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Coupling of wave propagation and kinetic models - PMLs in random media. Most coupling
techniques consider the same type of equation at both scales, with differences only in the mate-
rial parameters (rapidly-fluctuating at the micro-scale and slowly-fluctuating at the macro-scale)
and/or the mesh size. However, some authors tackle the more interesting case of heterogeneous
models, where the variables are different for the two models. Beam models are for instance easily
coupled to continuum mechanics models (see Cottereau (2014) and references therein). Shorter
and Langley (2005) describe the coupling of a Statistical Energy Analysis model with a wave
propagation model. Degond et al. (2006) describe the incorporation of kinetic models effects in a
fluid model. General coupling of Radiative Transfer Equation, Diffusion models and wave prop-
agation models is a priori possible within the Arlequin framework, and would interesting per se to
include source or boundary details (faults for instance) in a large scale domain. Besides this di-
rect use, a very appealing use of such a coupling technique would be the creation of an absorbing
layer (similar to Perfectly Matched Layers) for wave propagation in random media. The design of
absorbing layers for random media is a difficult problem because, unlike in homogeneous media,
energy might be reflected back from the exterior of the domain. Some type of assumption must
therefore be made to decide what energy is to be sent back and RTE or diffusion models might
just provide this assumption. Such a PML would the first to be created for wave propagation in
random media.
Multiscale inversion in geophysical media. The identification of mechanical properties of the
Earth can be performed at different scales and using different models. For instance, inversion
based on the wave equation (Fichtner 2012, Haned et al. 2016) provides detailed maps of the wave
velocities at the global scale (Koelemeijer et al. 2016), based mostly on the first arrivals of the
waves. Using the decay rate of the envelope of the wave fields, Radiative Transfer and diffusion
models can be used to derive coda Q coefficients (Margerin et al. 1999, Takahashi et al. 2009,
Calvet et al. 2013). Unfortunately, inverse problems are not well-posed, and it is difficult to obtain
details on the fluctuations of the mechanical properties based only on one type of information
restrained to the surface of the Earth. An interesting alternative would come from considering
both informations (first arrivals and coda) to identify simultaneously the velocity field and the
Q coefficient. As the theoretical relationship between the two is known (Section 3.3.4), the use
of combined information is expected to improve the solvability of the inverse problem. This
is similar to the approach we are currently implementing in the ANR project CouESt for the
multiscale identification of models of polycrystalline materials, but in a dynamical context.
Appendices
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ASoftware list
The programs and libraries listed below are some of which I participated in developing. Only the
software that is developed with a focus on scalability over large number of processors is listed.
Most of the development was performed by Ph.D students and post-doctoral fellows (with a
particular mention to T. Milanetto Schlittler for the development of CArl and L. de Carvalho
Paludo for RandomField) and researchers and engineers (with a particular mention to L. Aubry
at CEA for the development of SEM3D).
A.1 CArl (Code Arlequin)
CArl is a 2D and 3D implementation of the Arlequin framework for the numerical approximation
of coupled multi-scale problems. As those problems usually involve specific parameterization
and solvers, care is being take to re-use pre-existing specialized software. In particular, only the
solution of the coupling equation (last line of Eq. 2.14) is actually approximated with CArl, while
the solution of the other two equations is requested from model-specific software. An iterative
solver, described in Néron et al. (2015), allows to decompose the process into a step that is sent to
outside software for solving and a step that is solved locally. To construct the coupling matrices,
which involve integration of functions over heterogeneous meshes, the meshes are intersected
and quadrature rules are built on the intersected elements. The intersection is constructed with
an algorithm by Gander and Japhet (2008).
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Figure 11: Influence of local geometrical details by embedding local reduced models (Mises
stress at t = T/4; top: monomodel approach; bottom multimodel simulation)
dimensions are 100 mm ◊ 100 mm. As in the previous example, no body force
f is considered, but a sinusoidal-cycle linear force F with an amplitude of 5
MPa is prescribed on the right side. The time interval I = (0, T ) with T = 1 s
is discretized using 100 time steps. The material is linear elastic and isotropic
with a Young modulus E = 210 GPa and a Poisson coe cient ‹ = 0.3.
The same procedure than for the previous case is followed and Figure 13
shows that the various local patches can be embedded in the simulation to
study the influence of di erent shapes and, for example, chose a design which
satisfies some prescribed conditions such as the limit of elasticity.
5. Conclusion
In this paper, we investigated the coupling of reduced models for the simula-
tion of structures involving localized geometrical details. For that purpose, we
used the Arlequin method to setup a convenient framework to deal with mul-
timodel problems and the LATIN strategy to solve the models independently.
This approach allows a very flexible solution of the initial problem. Indeed,
di erent codes can be used to solve the various models and di erent approaches
can be mixed. Herein, the idea was to use the Proper Generalized Decompo-
sition to reduce the computational cost of the models and the promising first
19
Figure A.1 – Influence of local geometrical details on stress concentration: comparison of round shape (left column) and
square shape (right column), and comparison between mono-model solutions (upper row) and CArl coupled solutions
(lower row). Taken from Néron et al. (2015).
The code is available in 2D in Matlab, with a 2D and 3D parallel C++ implementation currently
under way. Fig. A.1 compares 2D results obtained with the Matlab implementation of CArl to
those obtained with corresponding mono-models. Fig. A.2 presents results obtained for the
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analysis of a polycrystalline material under uniform strain. It is distributed under CeCiLL C
licence and freely available on GitHub. The C++ implementation uses CGAL, BLAS, HDF5 and
MPI libraries. Both implementations work only for triangular and tetrahedral elements.
Sujet : Re: Anniversaire
De : Thiago Milanetto Schlittler <thiagoms3@gmail.com>
Date : 15/02/2016 18:46
Pour : Régis Cottereau <regis.cottereau@centralesupelec.fr>
   Ok, après avoir trouvé et corrigé quelques (plusieurs) bugs, ça a l’air mieux
maintenant. Il y a encore un truc bizarre - la somme des éléments de la matrice de
couplage est proche, mais pas tout à fait identique, aux volume de la maille
d’intersections fois la constante de couplage s’il y a un trou dans la zone de couplage.
Ça pose des problèmes pour un des cas test, qui n’arrive même pas à converger pour
le premier solve d’un système linéaire, utilisé à l’initialisation de LATIN. 
   Sinon, même sur un seul proc, libMesh tourne deux fois plus rapidement que
FreeFem++ sur le même cas et utilise mois de mémoire (peut-être parce que je peut
manipuler les matrices avec des vraies bibliothèques :D ).
À demain!
Thiago
On 08 Feb 2016, at 16:17, Thiago Milanetto Schlittler <thiagoms3@gmail.com>
wrote:
Hum … ok, je vais tester pour le cas linéaire et ajouter un flag pour éviter des
accidents non-linéaires …
On 08 Feb 2016, at 15:30, Régis Cottereau <regis.cottereau@centralesupelec.fr>
wrote:
l'histoire du barycentrique, c'est juste un cas particulier pour les fonctions
linéaires par éléments... la fonction de mapping dont tu parles fait peut être ça
naturellement ...
Le 08/02/2016 15:26, Thiago Milanetto Schlittler a écrit :
Oui c’est plus clair. J’ai trouvé une fonction de libMesh qui fait le mapping
d’une série de points dans le espace physique au espace de référence d’un
élément donnée (ou vice-versa). Il me faut juste trouver où dans libMesh je
peut convertir les valeurs “cartésiens” du espace de référence aux coordonnées
barycentriques.
À plus,
Thiago
On 08 Feb 2016, at 00:13, Régis Cottereau
<regis.cottereau@centralesupelec.fr
Figure A.2 – Global (left plot) and local (right plot) models of a polycrystalline material under uniform strain.
A.2 RandomField
There are essentially two classes of techniqu s to generate r alizations of stationary random
fields with chosen first-order marginal density and autocovariance R(x), either generating in the
space domain or in the spectral domain. Both rely on the generation of a Gaussian random field
g(x) and its subsequent transformation through a point-wise non-linear map (e.g., the Rosenblatt
(1952) transform) into the desired first-order marginal density. In the case of generation in the
space domain (Rue 2001), a covariance matrix R is as embled, such that Rij = R(xi − xj), where
the {xi}1≤i≤Np are the Np points where the random field is to be generated. The most compu-
tationally intensive part of the generation algorithm in space is the Cholesky factorization of R,
which scales as O(N3p) in the general case, but can be improved to sub-O(N2p) using a polyno-
mial approximation of the Cholesky factor (Chow and Saad 2014). On the other hand, working in
the wave number domain, the spectral representation technique (Shinozuka and Deodatis 1991)
expands the random field g(x) as:
g(x) = ∑
n≤N
√
2S(kn)|∆k| cos (kn · x+ φˆn) (A.1)
where the spectral domain k is discretized over a regular grid of size N = [Nx, Ny, Nz] and
indexed by n = [nx, ny, nz], S(kn) is the power spectral density of the random field (Fourier
transform of R(x)), |∆k| is the unit volume in the spectral domain and the random variables φˆn
are the independent elements of a N-dimensional random variable with uniform density over
[0, 2pi]. The complexity of that generation scheme in the space domain is O(N2p) and can be
improved to O(Np log Np)) using the Fast Fourier Transform (Shinozuka and Deodatis 1991).
As the generation schemes are all super-linear, they cannot generate fields that span many
correlation length in every direction. The scalability issue can be solved (de Carvalho Paludo
et al. 2016) by generating realizations of g(x) over the entire domain as superpositions of I smaller
independent realizations gi(x) supported on overlapping subdomains Ωi of Ω:
g(x) =∑
i∈I
√
ψi(x)gi(x). (A.2)
where the set of functions ψi(x) forms a partition of unity of Ω (that is to say ∑i∈Iψi(x) = 1 for
any x ∈ Ω), supported by the set of subdomains Ωi. Using this approach, the complexity becomes
O(np log(np)) where np = Np/P and P is the number of processors. Essentially, this means that
the scheme is O(1) when we consider a constant number of points per processor. The overlap in
Eq. (A.2) involves an approximation that does not alter the average and variance of the resulting
field g(x) (de Carvalho Paludo et al. 2016). The influence on the correlation structure depends
on the overlap, relative to the correlation length. Theory and numerical tests have shown (de
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Figure A.3 – Example of 3D random field generated over 512 processors using the localized approach. The cube edge
length is 300 times the correlation length. The generation time was 30 minutes (Wall time).
Carvalho Paludo et al. 2016) that a transition volume of 5 to 10 correlation length is enough to
make statistics homogeneous over the whole domain.
An illustration of Eq. (A.2) is presented in Fig. A.4 for two processors in 1D. The first proces-
sor generates a field g1(x) over [0− 125] km, the second processor generates a field g2(x) over
[25− 150] km, and the overlap is [25− 125] km. The partition of unity is composed of linear
functions ψ1(x) and ψ2(x) = 1− ψ1(x) in the overlap. The upper plots of Fig. A.4 present in
thin continuous lines the two fields g1(x) (top left) and g2(x) (top right), as well as the functions√
ψ1(x) (top left) and
√
ψ2(x) (top right) in dotted lines. The lower plot of Fig. A.4 presents the
field g(x) reconstructed over [0− 150] km using Eq. (A.2). Finally, an example of a 3D realization
is presented in Figure A.3.
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Figure A.4 – Generation of two independent samples (thin solid lines) g1(x) (top left) and g2(x) (top right), with
their respective weight functions
√
ψ1(x) and
√
ψ2(x) (dashed lines). The thick solid lines represent the products√
ψ1(x)g1(x) (top left) and
√
ψ2(x)g2(x) (top left) and the reconstructed global random field g(x) (lower plot) given
by Eq. (A.2). Taken from†Camata et al. (2016).
The library is implemented in Fortran 90, and uses MPI and HDF5 libraries. It is distributed
under CeCiLL C licence and freely available on GitHub. It provides generation routines for
incorporation in other software (such as SEM3D, see Sec. A.3), based on either (i) Eq. (A.1),
(ii) the corresponding FFT formula or (iii) an optimized routine for isotropic correlation kernels.
It allows to choose between many correlation kernels and for non-linear transformation into
various first-order marginal densities. A limited scaling study is provided in Table A.1.
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Table A.1 – Weak scalability analysis for random field generation using RandomField library (performed on Igloo, an
Altix ICE 8400 LX machine with 800 cores at 2.66GHZ).
Cores Nodes Generation Time [s]Standard Localized
16 4× 106 227 320
128 32× 106 1778 375
512 13× 107 6761 388
A.3 SEM (Spectral Element Method)
SEM is 2D and 3D a wave propagation solver based on the spectral element method (Cohen
2001, Canuto et al. 2006). It is mainly used for the simulation of seismic wave propagation
in the Earth (within project SINAPS@, see Berge-Thierry et al. (2016) for a description of the
main objectives of the project), although it is also being used for dam engineering and soil-fluid-
structure interaction (through the Ph.D. thesis of M. Hammami, funded by Tractebel), and railway
engineering (through the Ph.D. thesis of L. de Abreu Corrêa, funded by SNCF). The current
version accounts for the propagation of wave in heterogeneous solids (elastic and viscoelastic,
isotropic or anisotropic) and (acoustic) fluids. Random materials can be considered through the
library RandomField (see Sec. A.2). Unbounded domains are modeled with Perfectly Matched
Layers (Berenger 1994), in a stress-velocity formulation (Festa and Vilotte 2005).
Figure A.5 – Simulation of a kinematical fault (dislocation over 15 × 15 km2) in a region around Ulaan Bator
(Mongolia), including topography, sedimentary basin and attenuation. The simulation included 20× 106 elements
(1.4× 109 degrees of freedom) and lasted one week over 2048 processors of machine Tera100. Taken from Guillot et al.
(2014).
A pre-processor distributed with the solver can create automatically structured meshes, and
also provides the capability to use complex geometries (surface topography, material interfaces)
through a reader for various classical mesh file formats, such as Abaqus or Ideas (UNV). This pre-
processor provides domain decomposition capabilities, based on the METIS library, for parallel
solution on large scale clusters. Note that the method is restricted to quadrilateral meshes in
2D and hexahedral meshes in 3D, both conformal. The restriction may be issue when complex
geometries are considered.
In the spectral element method (SEM), the approximation in space of Eq. (1.1) is performed
using Lagrange polynomials of high order (typically order 5 to 7) over each element of the mesh.
The nodes of the Lagrange polynomials are those of the Gauss-Lobatto-Legendre (GLL) quadra-
ture so that Ni(xi) = 1, and Ni(xj 6=i) = 0 for all polynomials Ni and quadrature points xi. The
stiffness matrix K is defined by Kij =
∫
Ω∇Ni : C : ∇NjdΩ. The mass matrix M is defined
by Mij =
∫
Ω ρNi ·NjdΩ. The integrals are evaluated with the GLL quadrature corresponding
to the nodes of the polynomials so the mass matrix is naturally diagonal. For time discretiza-
tion, we consider a second-order explicit scheme. This scheme is conditionally stable under the
Courant-Friedrich-Levy (CFL) condition ∆t ≤ αh/vP, where h is the smallest distance between
two GLL nodes, vP is the largest wave velocity (P-wave velocity for isotropic materials), and α is a
safeguard constant, usually taken as α = 0.2 for SEM simulations (Meza Fajardo 2007, Cupillard
et al. 2012). Table A.2 shows good scalability of the solver up to 4096 cores for a 3D simulation of
wave propagation in a homogeneous space with 7 GLL nodes in each direction and element and
with no PMLs (Camata et al. 2016).
The code is mainly written in Fortran 90, with large parts in C++ and python. It uses libraries
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Table A.2 – Weak scalability analysis for wave propagation with SEM3D (performed on Tera100, a a BULL machine
equipped with almost 140,000 Intel Xeon 7500 processor cores). The time indicated are per time step.
Cores DOFs Elements Average Time [s] Minimum Time [s]
32 36,026,967 55,296 0.204 0.198
128 141,137,643 221,184 0.212 0.200
512 558,508,233 884,736 0.256 0.208
4096 4,527,010,569 7,077,888 0.362 0.256
BLAS, MPI and HDF5. Although initially developed at Institut de Physique du Globe de Paris,
this software is currently developed jointly by Commissariat à l’Énergie Atomique, Institut de
Physique du Globe de Paris and CentraleSupélec. It is available under a CeCiLL C licence,
but not currently distributed outside the participants to project SINAPS@. Its development is
currently funded mainly by project SINAPS@.
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