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Abstract
We show that under certain conditions there is a one to one correspondence between weighted bounded solutions of a
linear Volterra dierence equation with unbounded delay and its perturbation. This correspondence is elevated to asymptotic
equivalence under suitable conditions. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
We consider the Volterra dierence systems with unbounded delay
x(n+ 1) =
nX
s=−1
K(n− s)x(s); n>n0>0; (1.1)
y(n+ 1) =
nX
s=−1
fK(n− s) + D(n; s)gy(s); n>n0>0; (1.2)
where K(n − s) and D(n; s) are q  q matrices dened for n 2 Z+:=f0; 1; 2; : : :g; s 2 Z:=
f: : : ;−1; 0; 1; : : :g with n>s:
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In [7] Elaydi et al. considered the asymptotic equivalence between bounded solution under the
hypothesis that system (1.1) possesses an ordinary dichotomy under additional assumptions.
We are interested in the asymptotic equivalence of weighted bounded solutions of Eq. (1.1) and its
perturbation (1.2). Thus, we also obtain a correspondence between unbounded solutions.
The theory of asymptotic equivalence in ordinary dierence equations have been initiated by
Poincare [19] and Perron [13]. Recent contributions were made by many authors including Coman
[3], Evgrafov [8], Benzaid and Lutz [1], Trench [20], Pinto [2,15], Drozdowicz and Popenda [4],
Elaydi [5], Elaydi and Gyori [6]. Similar results in functional dierential equations have been studied
in several papers (see [9,17,18]).
2. Preliminaries
Let  : Z+ ! R be an arbitrary positive increasing sequence. Henceforth, the following assumption
is made on K(n):
(H:1)
1X
n=0
jK(n)j(n)<1:
In view of assumption (H.1), system (1.1) can be considered as linear functional dierence equation
on the Banach space
B =

 : Z− ! Cq= sup
n2Z
j(−n)j(n)−1<1

endowed with the norm
jjjj= sup
n2Z+
j(−n)j(n)−1;  2 B:
Indeed, system (1.1) can be written as a linear functional dierence equation of the form
x(n+ 1) = F(xn); (2.1)
where F() : B ! Cq is dened by
F() =
1X
j=0
K(j)(−j);  2 B
and xn is a function in B dened by
xn(s) = x(n+ s); s 2 Z−:
We will denote by x the B-valued function on [n0;1) dened by n! xn.
Let T (n) denote the solution operator of Eq. (2.1). Then T (n)=xn(). Moreover, we will denote
by x(; ) the solution of Eq. (2.1) satisfying x(s; ) = (s), for s 2 Z−:=f: : : ;−2;−1; 0g. It can
be easily veried that
T (n+ m) = T (n)T (m); n; m 2 Z+:
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On the other hand, we deduce that T (n) : B ! B is a bounded linear operator. In fact, proceeding
by induction, assume that
jjT (j)jj6cjjjjj; j = 0; : : : ; n− 1;
where cj is a positive constant.
For each 06t6n− n0 − 1, we obtain that j(T (n))(−t)j(t)−16[jjF jj(t)−1cn−(t+1)]jjjj and for
t>n; j(T (n))(−t)j(t)−16jjjj: For t=n−n0; : : : ; n−1 choose ct such that j(T (−n))(−t)j(t)−16
ctjjjj: Let cn=maxfjjF jj(t)−1cn−(t+1); cj; 1g where the maximun is taken on 06t6n−n0−1; n−n06
j6n− 1. This implies that, jjT (n)jj6cnjjjj:
Let P be a projection on B. Then B can be written as a direct sum B = S  U where S and
U are closed subspaces of B such that P is a projection from B to S. We introduce the following
concept:
Denition 2.1. We say that the system of linear functional dierence equations (2.1) admits a
(k1; k2)-dichotomy i there exists a projection P and a positive constant Mi (i = 1; 2) such that
(i) S and U are invariant for T (n);
(ii) jjT (n− m)Pjj6M1k1(n)k1(m)−1; n>m;
(iii) T (n) is extendable for n 2 Z on U as a group, U is invariant and jjT (n − m)(I − P)jj6
M2k2(n)k2(m)−1; m>n:
This concept has been introduced by Pinto in [14] and several results show its usefulness. See
[10,11,15].
Denition 2.2. We shall say that the (k1; k2)-dichotomy is compensated i there exists a positive
constant C>1 such that
k1(n)k1(m)−16Ck2(n)k2(m)−1; n>m:
Set
E0(t) =
(
I; k  k the identity matrix if t = 0;
0; k  k the zero matrix if t 6= 0;
and
G(n; s) =
(
T (n− s− 1)P if n− 1>s;
−T (n− s− 1)(I − P) if s>n− 1;
is the Green function associated to Eq. (2.1).
In what follows, we denote by [(n)]() the value of (n) 2 B at  2 Z− for any functions
 : [n0;1)! B and any n>n0. As usual, a function x is k-bounded i x(n)k(n− 1)−1 is bounded.
We need the following:
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Lemma 2.3. Suppose that Eq. (2:1) possesses a (k1; k2)-dichotomy which is compensated and As-
sumption (H:1) holds. In addition; assume that condition (H:2) is veried i.e.
(H:2) M
1X
s=n0
 
sX
=n0
ki(s)−1ki(− 1)jD(s; )j(0)
+
n0−1X
=−1
ki(s)−1ki(n0 − 1)jD(s; )j(n0 − )
!
< 1;
where
M :=maxf(0)−1CM1; (0)−1CM2g;
and C is the constant of Denition 2:2. Then; for each solution x(n) of (1:1) on [n0;1) such that
x is ki-bounded (i=1; 2) there exists a unique ki-bounded (i=1; 2) function  : [n0;1)! B such
that
(n) = xn +
1X
s=n0
G(n; s)E0
 
sX
=n0
D(s; )[()](0) +
n0−1X
=−1
D(s; )[(n0)](− n0)
!
: (2.2)
Proof. We will show the result for k2-bounded solutions, the result for k1 is quite similar. Let x(n)
be a solution of (1.1) such that x is k2-bounded and denote by X the Banach space of all k2-bounded
functions  : [n0;1)! B endowed with the norm
jjjjX = supfjj(n)jjk2(n− 1)−1=n>n0g:
For any  2 X let 
 be the operator

(n) = xn +
1X
s=no
G(n; s)E0
 
sX
=n0
D(s; )[()](0) +
n0−1X
=−1
D(s; )[(n0)](− n0)
!
:
Using the compensation property, we have for ;  2 X the following estimate:
jj(
)(n)− (
)(n)jj
6(0)−1M1
n−1X
s=n0
k1(n− 1)k1(s)−1
 
sX
=n0
jD(s; )j j[()− ()](0)j
+
n0−1X
=−1
jD(s; )j j[(n0)− (n0)](− n0)j
!
+(0)−1M2
1X
s=n
k2(n− 1)k2(s)−1
 
sX
=n0
jD(s; )j j[()− ()](0)j
+
n0−1X
=−1
jD(s; )j j[(n0)− (n0)](− n0)j
!
6M
n−1X
s=n0
k2(n− 1)k2(s)−1
 
sX
=n0
jD(s; )j jj()− ()jj(0)
+
n0−1X
=−1
jD(s; )j jj(n0)− (n0)jj(n0 − )
!
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+M
1X
s=n
k2(n− 1)k2(s)−1
 
sX
=n0
jD(s; )j jj()− ()jj(0)
+
n0−1X
=−1
jD(s; )j jj(n0)− (n0)jj(n0 − )
!
6M jj− jjX k2(n− 1)
 1X
s=n0
sX
=n0
k2(s)−1k2(− 1)jD(s; )j(0)
+
1X
s=n0
n0−1X
=−1
k2(s)−1k2(n0 − 1)jD(s; )j(n0 − )
!
:
Thus we infer that 
 is a contraction by (H.2), and hence 
 has a unique xed point, say , in X .
Clearly,  satises relation (2.2). This completes the proof.
We conclude this section with the following (see Lemma 2 [7]):
Lemma 2.4. Assume that a function z : [;1)! B satises the relation
z(n) = T (n− )z() +
n−1X
s=
T (n− 1− s)E0p(s); n>
and dene a function y : Z! Cq by
y(n) =
(
[z(n)](0) if n>;
[z()](n− ) if n<:
Then y(n) satises the equation
y(n+ 1) =
nX
s=−1
K(n− s)y(s) + p(n); n>;
together with the relation yn = z(n); n>:
3. Asymptotic behavior
In this section we are going to study Eqs. (1.1) and (1.2) by proving that under certain conditions
there is a one to one correspondence between weighted bounded solutions of (1.1) and its perturbation
(1.2). This correspondence is elevated to asymptotic equivalence under additional assumptions.
Theorem 3.1. Under the hypotheses of Lemma 2:1; for any solution xi(n) of (1:1) on [n0;1); such
that xi is ki-bounded (i = 1; 2) there exists a unique solution y
i(n) of (1:2) on [n0;1) such that
yi is ki-bounded (i = 1; 2) and
yin = x
i
n +
1X
s=n0
G(n; s)E0
 
sX
=−1
D(s; )yi()
!
; n>n0: (3.1)
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Conversely; for any solution yi(n) of (1:2) on [n0;1) such that yi is ki-bounded (i = 1; 2) there
exists a solution xi(n) of (1:1) on [n0;1) such that xi is ki-bounded (i = 1; 2) satisfying (3:1).
Proof. We will prove the case i = 2. Let x(n) be any solution of (1.1) on [n0;1) such that x is
k2-bounded and let  : [n0;1)! B be the k2-bounded function ensured in Lemma 2.3, we get
(n) = T (n− n0)(n0) +
n−1X
s=n0
T (n− 1− s)E0p(s);
where
p(s) =
sX
=n0
D(s; )[()](0) +
n0−1X
=−1
D(s; )[(n0)](− n0):
Let
y(n) =
(
[(n)](0) if n>n0;
[(n0)](n− n0) if n<n0:
Applying Lemma 2.4 we can see that y(n) is solution of (1.2) and yn= (n). This implies that y is
solution such that y is k2-bounded and satises (3.1). Conversely, let y(n) be a solution of (1.2)
on [n0;1) such that y is k2-bounded. From Theorem 2.3 [12] we get
yn = T (n− n0)yn0 +
n−1X
s=n0
T (n− 1− s)E0
 
sX
=−1
D(s; )y()
!
; n>n0:
Dene the function  : [n0;1)! B by
(n) = yn −
1X
s=n0
G(n; s)E0
 
sX
=−1
D(s; )y()
!
; n>n0:
We obtain (see [7]) that (n) = T (n− n0)(n0), for n>n0.
Let
x(n) =
(
[(n)](0) if n>n0;
[(n0)](n− n0) if n<n0:
Applying Lemma 2.4 with p(n)  0, we see that x(n) is solution of (1.1) and xn = (n). It can be
easily veried that x is k2-bounded. In fact, using (H.2) we have
jj(n)jjk2(n− 1)−16 jjynjjk2(n− 1)−1 +M
 1X
s=n0
sX
=−1
k2(s)−1jD(s; )j jy()j
!
6 2 Sup
n>n0
(jjynjjk2(n− 1)−1):
The k1-bounded result is similar. This completes the proof.
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Theorem 3.2. Under the hypotheses of Lemma 2:3. Moreover; suppose that condition (H:3) is
veried i.e.
(H:3) lim
n!1 k1(n)
−1T (n)P = 0:
Then there is a one to one correspondence between solutions xi(n) of (1:1) on [n0;1) such that xi
is ki-bounded (i=1; 2) and solutions yi(n) of (1:2) on [n0;1) such that yi is ki-bounded (i=1; 2);
and the asymptotic relation
yi(n) = xi(n) + o(ki(n− 1)); n!1; (3.2)
hold.
Proof. Let x(n) be a solution of (1.1) on [n0;1) such that x is k2-bounded. From Theorem 3.1
there exists a solution y(n) of (1.2) on [n0;1) such that y is k2-bounded which satises (3.1). Let
n>m, then
yn = xn +
m−1X
s=n0
T (n− 1− s)PE0
 
sX
=−1
D(s; )y()
!
+  (n; m); (3.3)
where
 (n; m) =
n−1X
s=m
T (n− 1− s)PE0
 
sX
=−1
D(s; )y()
!
−
1X
s=n
T (n− 1− s)(I − P)E0
 
sX
=−1
D(s; )y()
!
:
We infer that
jj (n; m)jjk2(n− 1)−16M
1X
s=m
sX
=−1
k2(s)−1jD(s; )j jy()j
6MR
1X
s=m
 
sX
=n0
k2(s)−1k2(− 1)jD(s; )j (0)
+
n0−1X
=−1
k2(s)−1k2(n0 − 1)jD(s; )j(n0 − )
!
;
where R= Supn>n0 (jjynjjk2(n− 1)−1):
Hence for m suciently large
 (n; m) = o(k2(n− 1)): (3.4)
On the other hand, we have the following estimate:∥∥∥∥∥k2(n− 1)−1
m−1X
s=n0
T (n− 1− s)PE0
 
sX
=−1
D(s; )y()
!∥∥∥∥∥
6(0)−1k2(n− 1)−1jjT (n− 1)Pjj
m−1X
s=n0
sX
=−1
jjT (−s)jj jD(s; )j jy()j: (3.5)
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From expressions (3.3){(3.5) and since limn!1 k2(n)−1T (n)P = 0 by (H.3), we get (3.2). The k1-
statements can be demostrated in a similar way.
Example. Consider the following Volterra dierence system with unbounded delay:
y(n+ 1) = Ay(n) + b
nX
s=−1
a(n)B(n− s)y(s); n>n0>0: (3.6)
Let A= diag(; 3; 3), where > 1; B(n) be a matrix 3 3 such that
2n0
1X
j=1
jB(j)j(j)< 1
and b be a real number and a(s) a sequence such that
(2jbj=(2 − 1))(0)−1
 1X
s=n0
ja(s)j
!
< 1:
A computation shows that the homogeneous system x(n+ 1) = Ax(n) admits a (k1; k2)-dichotomy
which is compensated with k1(n) = 2n, k2(n) = 3n and projection P = diag(1; 0; 0).
We observe that
sX
=n0
k1(s)−1k1(− 1)jD(s; )j(0)6 jbjja(s)j
sX
j=0
k1(j + 1)−1jB(j)j(j)
6 jbjja(s)j
sX
j=0
k1(j + 1)−1
and
n0−1X
=−1
k1(s)−1k1(n0 − 1)jD(s; )j(n0 − )6 jbjja(s)jk1(s+ 1)−1
0
@2n0 1X
j=1
jB(j)j(j)
1
A
6 jbjja(s)jk1(s+ 1)−1:
Therefore,
(0)−1
1X
s=n0
 
sX
=n0
k1(s)−1k1(− 1)jD(s; )j(0) +
n0−1X
=−1
k1(s)−1k1(n0 − 1)jD(s; )j(n0 − )
!
62jbj(0)−1
1X
s=n0
ja(s)j
sX
j=0
k1(j + 1)−16(2jbj=(2 − 1))(0)−1
 1X
s=n0
ja(s)j
!
< 1:
Then Theorem 3.2 establishes that there is a one to one correspondence between solution xi(n)
of homogeneous system x(n + 1) = Ax(n) on [n0;1) such that xi is ki-bounded (i = 1; 2) and
solutions yi(n) of (3.6) on [n0;1) such that yi is ki-bounded (i=1; 2), and the asymptotic relation
yi(n) = xi(n) + o(ki(n− 1)); n!1; holds.
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Apparently, we have lost a good relation for the solution x(n)=ne1. However, taking k1(n)=(1+)n
for > 0 small, the relation obtained is y(n) = n(e1 + no(1)); n!1. In this way, we can study
any matrix A=diag(1; 2; 3) and to obtain the family of solutions yi(n) in correspondence to each
solution xi(n) = ni ei (i = 1; 2) of x(n+ 1) = Ax(n) (see [16]).
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