Ion implantation induced damage accumulation is crucial to the simulation of silicon processing. We present a physically based damage accumulation model, implemented in a nonlattice atomistic kinetic Monte Carlo simulator, that can simulate a diverse range of interesting experimental observations. The model is able to reproduce the ion-mass dependent silicon amorphous-crystalline transition temperature of a range of ions from C to Xe, the amorphous layer thickness for a range of amorphizing implants, the superlinear increase in damage accumulation with dose, and the two-layered damage distribution observed along the path of a high-energy ion. In addition, this model is able to distinguish between dynamic annealing and post-cryogenic implantation annealing, whereby dynamic annealing is more effective in removing damage than post-cryogenic implantation annealing at the same temperature.
I. INTRODUCTION
Ion implantation processing is a field of considerable scientific and technological interest, as it is a standard process in the fabrication of integrated circuits, for purposes such as the controlled doping of silicon and for preamorphization implants. 1 In crystalline semiconductor materials, understanding and modeling of the ion implantation induced damage accumulation is crucial to the simulation of silicon processing. For example, it is important to predict the position of the amorphous-crystalline interface as it impacts damage evolution during the subsequent annealing step, with significant consequences on dopant diffusion and activation. 2 However, modeling of damage accumulation is difficult due to the complex variety of damage induced by ion implantation and the many interdependent implantation parameters, such as ion mass, 3, 4 dose, 5, 6 dose rate, 3, 7, 8 and substrate temperature. 3, 8 A single accurate model should be capable of properly accounting for experimental observations, taking into account ion mass effects and the dynamic annealing process that results in the experimentally observed dose rate and substrate temperature effects. In addition, the model should be implemented in a manner efficient for practical devicesized process simulations.
Damage accumulation due to subsequent implantation cascades is a competition between damage generation and dynamic annealing. Both mechanisms are dependent on implantation parameters. An increase in dose rate increases the rate of damage generation, while an increase in substrate temperature increases the rate of annihilation of defects, thereby reducing the effective rate of damage accumulation. 9 In trying to understand the complex mechanism of damage accumulation, various experimental 10 and theoretical works 11 have pointed to a continuous range of activation energies for the recrystallization of the highly disordered damage pockets induced by the ion implantation process. Molecular dynamics ͑MD͒ study of implantation cascades in silicon shows that a single ion can result in the production of amorphous pockets, as well as isolated point defects and small clusters, with only interstitial ͑I͒ or vacancy ͑V͒ defects. 11 The resulting damage can vary in configuration, size, and shape, with a strong dependence on ion mass. Further recrystallization of the amorphous pockets by annealing shows that larger pockets have larger effective activation energy of recrystallization, indicating greater stability against recrystallization. Moreover, MD simulations based on a bond defect, also known as an IV pair, have shown that IV pairs that are isolated or scattered recombine very quickly, but, in high concentration, the IV pairs can interact to form more stable structures that accumulate, giving rise to amorphization. 12 Experimental studies also show a consistent understanding of damage accumulation. The apparent activation energies for the amorphous-crystalline phase transition for C ͑12 u͒ to Xe ͑132 u͒ have been determined to range from 0.7 eV ͑for C͒ to 1.7 eV ͑for Xe͒, increasing with ion mass 3 ͑see Fig. 1͒ . Nanocalorimetry experiments also suggest that the continuous rate of heat release can be explained by the annealing of a collection of highly disordered pockets. 10 We have already presented a damage accumulation model that can reproduce the silicon amorphous-crystalline transition temperature for C, Si, and Ge ion implants. 13 In short, the model is implemented in a nonlattice atomistic kinetic Monte Carlo simulator 14 and is based on ion-implant whereby the amorphous pocket recrystallization rate ͑shrink-age rate͒ is characterized by the effective size of the amorphous pockets, s = min͑n , m͒. In this model, damage can nucleate from isolated IV pairs, I 2 and V 2 , resulting in more complex amorphous pockets, I n V m , and further building up to amorphization. The self-consistent treatment of pure I, V clusters, and amorphous pockets I n V m allows for the model to account for the contribution of damage from point defects, amorphous pockets, and pure clusters. In this work, we extend the capability of the model to reproduce the amorphous-crystalline transition temperatures from C to Xe and show that the model can provide accurate prediction of the amophous layer thickness and is able to simulate results consistent with experimental observations of dose and temperature effects.
II. MODEL
One of the initial tasks in modeling amorphization is to establish the amorphization threshold. Values of the amorphization threshold obtained from the literature vary widely from 5% to 50% of the atomic density of silicon, with no systematic dependence on ion species or implant energy ͑see Ref. 15 and references therein͒.
The accumulation of amorphous pockets is assumed to give rise to locally, fully amorphized regions where the defect concentration ͑I+V͒ reaches the amorphization threshold. Due to dynamic annealing, the critical minimum dose for amorphization is a strong function of implant temperature. For a given ion, the critical amorphization dose increases with implant temperature. Hence, the amorphization threshold used in the model has to be determined from low temperature ͑100 K͒ implantation experiments, 16 whereby dynamic annealing can be assumed to be negligible.
Based on experiments, the critical amorphization doses required to produce a continuous amorphous layer for 200 keV B and P and 300 keV Sb implanted at 100 K and 1. Fig. 2͑b͒ shows highly damaged but still nonamorphized silicon substrate resulting from implantation up to half the critical dose. Notice that the same amorphization threshold is able to reproduce the critical amorphization doses for implant ions of different masses, from light B to heavy Sb ions.
In this model, an amorphous pocket ͑AP͒ of size s is assumed to shrink to ͑s −1͒ at a rate given by ␣s ␤ exp͓−E act ͑s͒ / kT͔. The experimental data from Ref. 3 are used to determine the model parameters. The experimental data correspond to the amorphous-crystalline transition temperatures, as a function of dose rate, for ͑100͒ Si implanted with 80 keV ions to a dose of 1 ϫ 10 15 cm −2 for Si, Ar, Ge, Kr, and Xe, and 2 ϫ 10 15 cm −2 for C. In the simulations, the transition temperatures were determined as the maximum temperature that results in a buried continuous amorphous layer, as is consistent with the experimental procedure. The single set of parameters used is ␣ =3ϫ 10 −4 cm −2 , ␤ = 1.0, and recrystallization activation energy as a function of size, as shown in Fig. 3 . The maximum recrystallization activation energy is taken to be 2.7 eV, which is equal to that of a planar amorphous-crystalline interface of a fully amorphized region. 17 Although it was possible to fit one type of ion with different activation energy functions by varying the appropriate prefactor, the constraints imposed by the wide range of ion masses used in the calibration left practically no room for arbitrary assignments. Namely, with other activation energy assignments, there was insufficient temperature discrimination at either the high or low ion mass ends. Figure 4 shows the best fit lines obtained from simulations of each ion. The model is able to very accurately reproduce all the experimental data for different ion masses, dose rates, and implant temperatures. In the case of noble gas implant simulations, the amorphization threshold was found to be lower than expected, and we interpret this peculiar behavior in terms of the lattice weakening effect of these non-bonding atoms. Although Ar has an ion mass between Si and Ge, its simulated transition temperature using the same activation energy function ͑as shown in Fig. 3͒ was lower than the experimental value. The dashed line in Fig. 4 represents the simulated amorphous-crystalline transition temperature for Ar using the standard procedure. This means that Ar amorphizes Si more easily than expected based on ion mass effect alone. This conjecture was clearly confirmed ͑see Fig. 1͒ when we plot the experimental activation energies from Ref. 3 as a function of ion mass. We attribute this additional effect to the non-bonding character of noble gas atoms, compared to the group IV elements. The presence of these non-bonding atoms weakens the silicon lattice locally and, in consequence, the lattice collapses to the amorphous state before the regular amorphization threshold is reached. This silicon lattice weakening effect by noble gas atoms has been verified by MD studies on silicon sputtering yield with Ar ions. 18 Assuming a linear dependence with non-bonding atom concentration, we assign a certain "already amorphized" volume ͑V am = 1.5 nm 3 ͒ to each implanted noble gas ion, so that they can effectively lower the amount of cascade-generated damage necessary to reach the amorphization threshold. As a first approximation, the same V am volume was assumed for Ar, Kr, and Xe. Although the number of implanted noble gas ions ͑as well as V am ͒ is the same in all cases ͑same dose͒, both the experimental data ͑see Fig. 1͒ and our simulations suggest that this chemical ͑non-bonding atoms͒ effect becomes negligible for heavy noble gas ions. This can be understood by the fact that the transition temperature ͑and the corresponding activation energy͒ is such that the excess damage is annealed out. For a light noble gas ion like Ar, V am is comparable to this excess damage per cascade, but it is negligible compared to the excess damage of a heavy ion cascade. Therefore, there is almost no difference in the temperature and activation energy needed to anneal out the excess damage for a heavy ion whether it is a noble gas ͑non-bonding atom͒ or not. We have also verified that the model predicts the saturation of the amorphous fraction for an 80 keV Ne ͑20 u͒ implant at a dose of 1 ϫ 10 15 cm −2 , in agreement with room temperature experimental data.
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III. RESULTS AND DISCUSSION
The amorphous-crystalline transition can be understood as the critical balance between damage generation and dynamic annealing. For a given implant condition, amorphization is not possible above the critical amorphous-crystalline transition temperature. For Si, this critical amorphouscrystalline transition temperature is close to room temperature. 3, 7 Therefore, in this temperature range, the annealing time as determined by the dose rate will have a significant influence on the damage, which could range from minimally defected to fully amorphized. As dose rate increases, the time between the arrival of overlapping cascades decreases, reducing the rate of dynamic annealing, thereby resulting in increased damage accumulation. The nucleation of a buried, continuous amorphous layer and, ultimately, its thickness depend on the dose rate and substrate temperature, especially under conditions where dynamic defect annealing is significant. The simulations are comparable with experimental cross-sectional transmission electron microscopy ͑TEM͒ micrographs shown in Ref. 20 . At a dose of 1 ϫ 10 15 cm −2 , a buried amorphous layer is formed. The amorphous layer increases in thickness with increasing dose, reaching the surface at a dose of 5 ϫ 10 15 cm −2 . In addition, the morphology of the amorphouscrystalline interface is also well-represented in the simulations. Due to damage straggling and dynamic annealing, a transition zone containing both amorphous and crystalline material exists, instead of an absolutely planar interface. Experimentally, the width of the transition zone has been observed to decrease with increasing amorphous layer thickness. 20 This is also reproduced by the simulations shown in Fig. 5 .
A. Amorphous layer thickness
From a practical, technological point of view, accurate prediction of the depth of the amorphous layer is important, especially for Ge preamorphization implant ͑PAI͒. This is because the formation of p-type ultra-shallow junction is often preceded by a Ge PAI step. This limits channeling of the subsequent low-energy B, so that the as-implanted B profile is shallower and more abrupt. The main drawback of this approach is the presence of residual defects in the end-ofrange ͑EOR͒ region, just beyond the original amorphouscrystalline interface. 21 As the number of the interstitials stored in the EOR after recrystallization critically depends on the position of the amorphous-crystalline interface, 22 accurate simulation of the amorphous layer thickness is crucial as it impacts damage evolution during the subsequent annealing step. Figure 6 shows the amorphous layer thickness for a range of Ge PAI conditions. Ge is implanted up to a dose of 1 ϫ 10 15 cm −2 in all cases, for a range of energy from 2 to 30 keV. Since temperature and dose rate are not specified from the various references, [23] [24] [25] [26] room temperature and a dose rate of 1 ϫ 10 13 cm −2 s −1 were used in all the simulations. When specified, the experimental characterization methods by Rutherford backscattering spectrometry ͑RBS͒ or crosssectional transmission electron microscopy ͑x-TEM͒ are indicated in Fig. 6 . As the amorphous-crystalline transition temperature for 80 keV, 1 ϫ 10 15 cm −2 Ge implant is much higher than room temperature, 3 it can be deduced that damage accumulation and amorphization for Ge implantation for the simulated conditions were not very sensitive to dose rate and temperature effects. A test was done for 20 keV Ge implant simulation. By varying the dose rate over an order of magnitude ͑10 12 −10 14 cm −2 s −1 ͒, the change in amorphous layer thickness is about ±3 nm, or less than 10%. Figure 7 shows the amorphous layer thickness resulting from Ge PAI as a function of dose. Here 150 keV Ge was implanted to doses ranging from 1 ϫ 10 15 to 8 ϫ 10 15 cm −2 . As temperature and dose rate were not specified in the experimental procedure, 27 room temperature and a dose rate of 1 ϫ 10 13 cm −2 s −1 were again assumed for the simulations. The discrepancy of between 3% and 11% between the simulated and experimental amorphous layer thickness may be attributed to the unspecified conditions of temperature and dose rate. However, it should be noted that this discrepancy increases with increase in dose. This can be expected as an increase in dose is likely to result in increased beam heating 28 and thereby increase in dynamic annealing. Figure 8 shows the experimental 5 and simulated results for damage accumulation as a function of dose for 100 keV Si implant at room temperature. A dose rate of 5 ϫ 10 12 cm −2 s −1 was used in the simulations, consistent with the experimental procedure, which states that less than 1.2 ϫ 10 13 cm −2 s −1 was used. Initially, damage from low dose implantation increases slowly with dose, until a critical dose ͑2 ϫ 10 14 cm −2 ͒ is reached. This is because the damage ͑amorphous pockets͒ generated is relatively dilute and is not stable enough, therefore it is easily recrystallized by dynamic annealing. Subsequently, damage increases sharply within a narrow dose range, as the amorphous pockets become more stable, such that the rate of dynamic annealing is less than the rate of damage generation, resulting in effective damage accumulation. Finally, damage saturates as amorphization is reached, and further implantation only widens the amorphous layer.
B. Dose effect
An interesting feature that can be observed from Fig. 8 is the nature of the defect structures. Two different types of defect structures can be distinguished from simulations. They are, namely, the amorphous pockets and amorphous regions, which show different dose dependence. Initially, the dominant damage is the amorphous pocket. As the amorphous pockets increase in concentration, localized amorphous regions nucleate at a certain point ͑dose Ϸ2 ϫ 10 14 cm −2 ͒. After the nucleation of localized amorphized regions, the amorphous damage becomes increasingly more dominant at the expense of the amorphous pockets. From Fig. 8 , it can be seen that the proportion of the defect types from simulation is remarkably consistent with experimental observations by Holland et al., 5 whereby the amorphous pockets ͑I n V m ͒ in this model are actually the defects identified as divacancies in theirs. According to the authors, the divacancy-type defects are considered to be defect types that anneal around 250°C.
Another experimental observation that can be reproduced by this model is the damage distribution with increasing dose. Under certain implant conditions, two distinct damage layers may be observed in silicon samples by RBS. 29, 30 For example, for the damage accumulation in silicon induced by high energy ͑1.25 MeV͒ Si implant at room temperature, damage increases with dose up to amorphization near the EOR, while in the near surface region, damage saturates at a low level. 30 Holland et al. 30 suggested that the near surface low level damage saturation could be explained by a homogeneous nucleation and growth damage accumulation model, whereby a dynamic balance exists between the various defect reactions considered relevant at room temperature. The various simple defect reactions include interstitial-vacancy recombination, defect clustering forming I 2 and V 2 , and cluster recombination through point defect capture. The high damage region near the EOR was attributed to the imbalance in interstitials and vacancies, due to additional atoms during implantation and the spatial separation of Frenkel pairs created during ion impact. As a result, amorphous Si nucleates, further upsetting the balance between the simple defect reactions, eventually leading to amorphization. Figure 9 shows the simulated damage profile resulting from a high energy ͑1 MeV͒ Si implantation at room temperature at various doses. Based on this damage accumulation model, the two distinct damage layers were clearly reproduced. At a depth of around 1 m, damage increases with dose until amorphization occurs at a dose of 1 ϫ 10 15 cm −2 . At this depth, damage accumulates slowly up to a dose of 4 ϫ 10 14 cm −2 . Beyond 4 ϫ 10 14 cm −2 , there is a sudden growth of damage accumulation up to amorphization. This is in contrast with the near surface region, where damage accumulation increases slowly with dose up to 6 ϫ 10 14 cm −2 and subsequently saturates at a level regardless of the increase in implantation dose. Once a buried amorphous layer is nucleated, subsequent implantation would cause it to expand and extend toward the near surface region. 
C. Temperature effect
As mentioned, temperature has a significant effect on damage accumulation, such that the critical dose of amorphization is a strong function of the implant temperature. Besides the temperature dependence on implantation damage, another temperature effect that had been studied was the difference between dynamic annealing during the implantation and the post-implant annealing of cryogenic temperature implantation. Westmoreland et al. 31 had shown that the anneal behavior of the damage created in Si by 200 keV B ions is a strong function of temperature. More importantly, it was found that dynamic annealing during implantation was more effective than annealing at the same temperature following a cryogenic temperature implantation. Figure 10 shows the simulated normalized damage as a function of temperature for 80 keV C implantation at a dose rate of 5 ϫ 10 12 cm −2 s −1 . For implantation with dynamic annealing, implantations were carried out at various temperatures up to a dose of 1 ϫ 10 15 cm −2 . Post-annealing of cryogenic temperature implantations were simulated by implanting at −150°C and subsequently annealing at various temperatures for 10 min after each implantation. All data have been scaled to unity at low temperature ͑0°C͒.
For a dose of 1 ϫ 10 15 cm −2 , 0°C is the amorphouscrystalline phase transition temperature of C implanted at 80 keV and 5 ϫ 10 12 cm −2 s −1 , whereby a buried continuous amorphous layer is formed. Implantations at higher temperatures result in damaged Si, but not enough to cause a transition into amorphous phase. Figure 10 shows that the total normalized damage as a result of dynamic annealing is a strong function of temperature between 0°C and room temperature. Damage decreases with increase in temperature due to the higher rate of dynamic annealing.
As for the cryogenic implants, implantation at −150°C was done up to a lower dose of 2 ϫ 10 14 cm −2 to prevent transition into amorphous phase. As a continuous amorphous layer of Si will recrystallize epitaxially at around 550°C, it would be inappropriate to subject an amorphous layer to subsequent anneals at different temperatures. It can be seen from Fig. 10 that the damage resulting from cryogenic implantation is more stable, such that subsequent annealing removes a smaller proportion of the damage than dynamic annealing at the same temperature.
The difference between dynamic annealing and postimplantation annealing of cryogenic implantation is apparent in this model. Figure 11 shows the 2D color map of the amorphous pockets composition under different implantation and annealing conditions. The color represents the concentration of I's and V's in amorphous pockets of a given com- position ͑I, V axes͒. Figure 11͑a͒ shows the color map of amorphous pockets composition generated by implantation at cryogenic temperature. At this low temperature, amorphous pockets are not recrystallized and are allowed to grow to large sizes. The amorphous pockets generated are well balanced in I and V composition, with a small net balance toward the V axis, indicating a deficit of atoms in the amorphous pockets, in agreement with MD study. 32 Not shown in the color map is the presence of a higher amount of isolated interstitial point defects compared to vacancy point defects, also in agreement with Ref. 32 . Figure 11͑b͒ shows the color map of amorphous pocket composition after a subsequent annealing at 20°C for 10 min. Only the smaller amorphous pockets ͑with lower activation energy of recrystallization͒ are annealed, while the larger amorphous pockets remain stable. Figure 11͑c͒ shows that when implantation is carried out at 20°C, dynamic annealing of the amorphous pockets takes place between successive cascades. Hence, amorphous pockets are not allowed to grow to large sizes. Once an amorphous pocket with a net excess of I's or V's has been completely recrystallized, the local I and V imbalance results in growing population of small, pure I͑I n V 0 ͒ and V͑I 0 V m ͒ clusters. During implantation, the pure clusters can transform back into an I n V m amorphous pockets and have a chance of recrystallizing if a defect of an opposite type is within its capture radius. This allows for a self-consistent treatment of pure clusters and amorphous pockets.
Based on this model, cryogenic temperature implantation allows amorphous pockets to grow to large sizes. Therefore, the damage will be more stable against a given temperature anneal than the damage generated by the same implantation at the same given temperature, in which the amorphous pockets are not allowed to grow as big ͑and, thereby, as stable͒ due to dynamic annealing.
IV. CONCLUSIONS
In this work, we have developed a damage accumulation model up to amorphization that is based on the annealing behavior of the amorphous pockets, with the activation energy of recrystallization as a function of the size of the amorphous pockets. This model does not critically depend on the stability of the isolated IV pair, since damage can also nucleate from I 2 and V 2 , resulting in more complex amorphous pockets ͑I n V m ͒. Furthermore, it accounts for the contribution of damage from point defects, amorphous pockets, and pure clusters. A number of interesting experimental observations, showing the ion-mass, dose rate, dose, and temperature effects, have been reproduced. In summary, this model has been able to reproduce the ion-mass dependent silicon amorphous-crystalline transition temperature for a wide range of ions, from C to Xe, as a function of dose rate. Thickness of the amorphous layers are well-simulated in a range of amorphizing conditions. In terms of the dose effect, the proportion of amorphous pockets and amorphous damage has been consistently reproduced as a function of dose. In addition, the two-layered damage distribution along the path of a high-energy ion can be simulated, as is consistent with experimental observations. Lastly, this model is able to show that dynamic annealing is more effective at removing damage than post-cryogenic implantation annealing at the same temperature, as amorphous pockets are allowed to grow to larger ͑and more stable͒ sizes during cryogenic implantation, than is allowed by dynamic annealing. 
