Abstract. We consider a system of two porous medium equations defined on two different components of the real line, which are connected by the nonlinear contact condition
Introduction
Let 0 < m, σ < 1 be given. Consider the equations (u m ) t − u xx = 0 − < x < 0 , 0 < t < T, (1.1) (v σ ) t − v xx = 0 0 < x < , 0 < t < T (1.2)
for large > 0, where nonnegative u = u(x, t), v = v(x, t) satisfy the following contact conditions for x = 0 u x (0, t) = v x (0, t) 0 < t < T, (1.3) v(0, t) = M u ω (0, t) 0 < t < T (1.4) for given 0 < M, ω < ∞, and boundary and initial conditions, respectively, u x (− , t) = v x ( , t) = 0 0 < t < T , ( It is well known, see [6] , ( [2] ), that the equation (1.1) with the initial function (1.6) has the explicit solution u(x, t) = 1 λ 1/m (t)
1 − x + 2λ(0) λ(t) and thus, u given by (1.8) and v ≡ 0 is the solution of our problem (1.1)-(1.7) until ξ(t) = λ(t) − 2λ(0) (1.9) reaches 0, i.e. for T = T * ≡ 2 (1+m)/m − 1. Let us formally define ξ(t) for t > T * as ξ(t) ≡ sup{x ∈ [0, ] : v(x, t) > 0} and call it the (right hand) interface.
The main concern of this paper is to deal with the following questions:
-Is problem (1.1)-(1.7) well possed also for T > T * ?
-What is the behaviour of the interface x = ξ(t) when it crosses x = 0 ?
We introduce a proper notion of a weak solution to Problem (1.1)-(1.7) and we prove the existence and comparison principle for arbitrarily large 0 < T < ∞. To prove uniqueness we apply the method of variable doubling, a tool which has been introduced by Kruzkov [13] , according to F. Otto [17] . This is done for more general initial functions and contact relations, respectively. To study qualitative behaviour of the interface we restrict ourselves to a special value of the exponent ω in (1.4) ω = m + 1 σ + 1 and we set = ∞. Thus we shall analyze the Cauchy problem with a particular choice of initial functions given by u 0 (x) = (−ax) 1/(1−m) , a > 0 for x ≤ 0 and v 0 (x) = 0 for any x ≥ 0, which reflect the behaviour of the solution (1.8) in a neighbourhood of the interface ξ(T * ) when it crosses x = 0. We establish an existence result for the Cauchy problem, but we have not succeeded to prove its uniqueness yet.
Just the uniqueness is the principal part in proving the existence of a selfsimilar solution to the Cauchy problem. Assuming the uniqueness we prove that u(x, t) = t 1/(1−m) w x t , v(x, t) = t ω/(1−m) h x t α for ω given above and α = 1 − mσ (1 + σ) (1 − m) .
Here w, h are weak solutions of the following problem as x → −∞ .
    
We prove that there exists ζ > 0 such that h(x) = 0 ∀x ≥ ζ and h(x) > 0 for x ∈ [0, ζ). Hence ξ(t) = ζt α .
Our study was motivated by the mathematical modelling of dermal and transdermal drug delivery [14] . The enthalpy formulation of a free boundary problem in a twocomponent domain in one space dimension reads in [14] as follows.
(b − (u)) t − u xx = 0 − < x < 0 , 0 < t < T, (b + (u)) t − v xx = 0 0 < x < , 0 < t < T with the contact conditions u x (0, t) = v x (0, t) , v(0, t) = ψ(u(0, t)) 0 < t < T,
complemented by boundary and initial conditions as above. Here b − , b + and ψ are supposed to consist of continuous monotone functions and a step function. We have tried to regularize the problem and we replaced b − , b + and ψ by continuous functions. In order to preserve the property of the finite speed of propagation we have chosen the porous media type approximation and we arrived at our problem.
The reader is referred to the papers of D.G. Aronson [2] - [4] and J.L. Vázquez [18] for a wide source of references concerning the porous medium equation.
Let us finish this section by introducing some notation. We write u m instead of |u| m sign u. To keep the notation short we set Q − = (− , 0)×(0, T ), Q + = (0, )×(0, T ),
Problem on bounded components
Given a continuous and strongly monotone increasing function ψ : R → R , ψ(0) = 0, consider now
where u 0 and v 0 are given nonnegative and bounded functions.
We refer to Problem (P L ) if conditions (2.3) and (2.4) on S are replaced by the approximation
This condition preserves (2.3), moreover it is expected that (2.4) is approximated as L → ∞.
We continue this section by making precise the meaning of a solution of the problem (2.1)-(2.7). Definition 2.1 (a) A couple (u, v) is called subsolution of Problem (P) with initial data (u 0 , v 0 ) if the following three conditions are fulfilled:
(ii) the weak differential inequality
holds for some g ∈ L 2 (0, T ) and for all nonnegative ϕ = (ϕ
is satisfied almost everywhere on S.
(b) A couple (u, v) is called supersolution of Problem (P) with initial data (u 0 , v 0 ) if the following three conditions are fulfilled:
is both sub-and supersolution.
Note, that condition (2.3) is already included in the definition of a weak solution if (2.9) and (2.11) are supposed to hold only for test functions with ϕ + (0, t) = ϕ − (0, t) (cf. [11] ). Then g disappears. Hence our definition requires some more regularity at x = 0, which is proven in Theorem 4.3. Especially, if u x , v x have a trace at x = 0, then (2.9) and (2.11) mean (b) (u, v) fulfils (i) and (iii) of Definition 2.1 and satisfies the relation
Proof: (a) ⇒ (b): Obviously, the integral on S in (ii) disappears if ϕ ∈ L 2 (0, T ;Ṽ ). This yields (2.12). Furthermore, we obtain (2.13) if we test the relation for (u, v) with ϕ = ((1 − χ δ )ω , 0) where χ δ (x) = min{ 1 δ |x|, 1} (δ > 0), and pass δ → 0.
is an admissible test function in relation (2.12), which yields
Then by Lebesgue's theorem and relation (2.12) we have (I δ ) → 0 as δ → 0. By means of (2.13) this yields
Take now ω − and ω + which do not necessary coincide on S. Then properties (2.13) and (2.15) imply condition (ii) of Definition 2.1 by a limit process δ → 0 in (2.14), first for C 1 -test functions, but by a density argument also for all test functions from the definition.
2
We finish this section with the corresponding explanation of a solution of Problem (P L ).
Uniqueness due to F. Otto
In the paper [11] the authors prove a comparison theorem for problems (P L ) and (P) with regularized data by means of solving a dual problem. It was not possible to extend this method to degenerated equations like porous medium with contact conditions (2.3), (2.4). Now we are able to prove comparison theorems for our problems (P) and (P L ) by the method of doubling of variables, which was introduced by S.N. Kružkov [13] for conservation laws and was developed by J. Carrillo [7] , [8] and F. Otto [17] to prove comparison theorems and uniqueness for degenerate parabolic equations. The basis for our results is an adaption of the theorem of Felix Otto (cf. [17, formula (15) ]) to our problem. Our contribution is to manage the contact conditions between the two components.
Consider the following two cases (C1) Let (u 1 , v 1 ) and (u 2 , v 2 ) fulfil condition (i) of Definition 2.1 and the relation
(C2) Let (u 1 , v 1 ) and (u 2 , v 2 ) be sub-resp. supersolution of Problem (P L ) or (P) with initial data (u 10 , v 10 ) resp. (u 20 , v 20 ). Then we set
Case (C1) is needed in the proof of Lemma 4.1. In the following we use the notation
[w] + = max{w, 0} and sign
holds for all nonnegative α ∈ C ∞ 0 ((−∞, T )).
Proof: Since the proof in a wide range follows the proof of the theorem in Otto [17] we only sketch some ideas and pay attention especially on the additional items.
We start with some smooth nondecreasing approximation η δ : R → R of [·] + and define
Let (u, v) = (u 1 , v 1 ) be a subsolution (case(C2)) with initial data (u 0 , v 0 ) or fulfil relation (3.1) (case(C1)), and (ū,v) ∈ V be fixed. Then we test the relation with
, which has to be regularized with respect to t in order to be an admissible test function. Otto proves in [17, Lemma 1] the chain rule for
which leads to
). An similar inequality holds for a supersolution. Now we carry out the doubling of time variable. Let t 1 denote the time variable of (u 1 , v 1 ) and t 2 denote the time variable of (u 2 , v 2 ), then we extend (
3), and integrate the inequality over t 2 ∈ (0, T ). The same is done with the inequality corresponding to
, and integrate over t 1 ∈ (0, T ). Taking the difference and a space-independent test function γ(x, t 1 , t 2 ) = γ(t 1 , t 2 ) we arrive at
The items containing second order derivatives of η δ are nonnegative and can be omitted. Next we want to let δ → 0. Then
+ , hence we obtain the analogue to [17, formula (36) 
The last step is to choose nonnegative α ∈ C ∞ 0 ((−∞, T )) and φ ∈ C ∞ 0 (R) with unit mass and insert
into the above inequality. In order to pass to the limit ε → 0 it is appropriate to substitute τ = t 1 − t 2 . Since all items are bounded with respect to t and the shift operator
we have no problems to send τ → 0. Thus, it is straightforward now to come to (3.2).
Now we are able to prove comparison results and L 1 -contraction for problems (P L ) and (P). Theorem 3.2 (i) Let (u 1 , v 1 ) and (u 2 , v 2 ) be weak solutions of Problem (P L ) or Problem (P), resp., with initial functions (u 10 , v 10 ) and (u 20 , v 20 ), respectively. Then for almost all t ∈ [0, T ],
(ii) Let (u, v) be a subsolution and (u, v) a supersolution of Problem (P L ) or Problem (P), resp., with initial data (u 0 , v 0 ) and
The crucial point to prove the result by means of Theorem 3.1 is the conclusion that the integral on S on the left hand side of (3.2) is nonnegative and can be omitted. Indeed, if (u, v) and u, v) are sub-resp. supersolutions of Problem (P), then it satisfies (2.10), hence
because of the monotonicity of ψ, and the corresponding integral disappears. Otherwise, if (u, v) and u, v) are sub-resp. supersolutions of Problem (P L ), due to Definition 2.2 the corresponding integral has the form
It is easy to check that this integral is nonnegative for nonnegative α because of monotonicity of ψ again. Hence, since
Testing now with a smooth approximation of α δ (t) = min{1,
Since the right hand side vanishes this proves (ii).
(i) is now an easy consequence of (3.6). 2 Corollary 3.1 Let (u, v) be a weak solutions of Problem (P L ) or Problem (P), resp., with initial values (u 0 , v 0 ) and c − , c + be nonnegative constants with c
Clearly, (0, 0) is a subsolution and (c − , c + ) is a supersolution.
Existence
Existence of solutions to more general nonlinear parabolic problems in a multi-component domain with contact condition (2.3),(2.4) is investigated by the authors in their paper [11] . However, there is a restriction 0 < κ ≤ ψ ≤ K which we want to overcome in order to deal with the special ψ(u) = M u ω from the introduction. This special kind of ψ is needed for the rescaling method in the last section. Moreover, the assumptions in [11] on the parabolic nonlinearity b(u) t , despite including free boundary problems, do not really cover the case b(u) = u m . Hence, we have to introduce some new ideas, but in general we follow the concept of [11] to prove existence of solutions to our problems.
We start with Problem (P L ). This problem approximates the contact condition of Problem (P) and yields a solution of Problem (P) as L → ∞. Therefore, in the proof of the following theorem we have to care that the bounds of the a priori estimates are independent on L. Although it is irrelevant for the proof we restrict oneself to nonnegative solutions. Proof:
Step 1: We regularize (P L ). For given 0 < ε
and ψ ε (·) are monotone increasing functions, a.e. differentiable and
uniformly on compact subsets of R. The corresponding problem replacing u m , v σ and [11, Theorem 3.2] . The bounds are uniform with respect to ε since a comparison result such as Theorem 3.2 and the resulting Corollary 3.1 may also be derived for Problem (P ε L ). In the next step we derive estimates for the limit process ε → 0.
Step 2: For simplicity we omit the ε and write (u, v) instead of (u ε , v ε ) again. We indicate dependence on ε and L whenever it is important. First we define special test functions
This definition of φ ± l is chosen in a way that
for both l = 1, 2. Moreover, the items
. This leads to the chain rule (see Carrillo [8, Lemma 4] )
for almost every t ∈ [0, T ], where ·, · denotes the duality between V * and V . Testing now the weak relation to (P ε L ) with φ l , l = 1, 2, we obtain
The two integrals on the first line are nonnegative and can be omitted, the integrals on the second line are uniformly bounded with respect to ε. Fix now l = 1. In view of monotonicity of φ + 1 and (4.1) the items
are nonnegative. The remaining integral of (4.2) then yields
Fixing l = 2 in (4.2) in the same way we obtain the estimates
with constants independent of ε and L.
Step 3: Before we can go to the limit ε → 0 we need some compactness with respect to t. Here we follow the concept of Alt, Luckhaus [1] . Testing (P ε L ) for fixed
where χ [t,t+h] is the characteristic function on [t, t + h], we obtain
The item on S is treated there like the elliptic part using uniform boundedness w.r.t. ε of (u ε , v ε ). We intend to apply Lemma 1.9 of [1] , however, in our case the b ε in (4.6) depend on ε, too. Note therefore, that for 0 < m, σ < 1
If the regularization b ε is chosen in such a way that |b 
with constant C(L) independent of ε. This inequality replaces 
for a subsequence ε → 0 where L remains fixed. Since (4.9) also implies strong convergence of (
, by interpolation we obtain strong convergence in L 2 (S), too. Now it is not difficult to verify that (u, v) is a solution of Problem (P L ) in the sense of Definition 2.2, which concludes the proof. Our aim is now to let L → ∞. While the estimates in step 2 of the proof of Theorem 4.1 are independent of L, i.e. these estimates hold uniformly for all L, the estimate in step 3 is useless for this aim. If the initial data have some more regularity, however, we are able to derive uniform Lipschitz continuity of (u
If, additionally, v 0 (0) = ψ(u 0 (0)) then the constant C is independent of L.
Proof: For given h > 0 we define
Obviously, (u 2 , v 2 ) is a solution of (P L ) in Ω × (h, T ). We consider the most important case v 0 = ψ(u 0 ) and extend the equation for (u, v) to Ω × (0, T ),
, we get an additional item for f ± 2 . The above relation is just (3.1). (u 1 , v 1 ) fulfils an analogue relation with same initial function but F 1 ≡ 0, f
on the left hand side of (3.2) remains nonnegative for g i = v i − ψ(u i ), i = 1, 2. Then Theorem 3.1 yields an weak Gronwall inequality which implies Proof: First we regularize the initial data by smooth functions (u 0δ , v 0δ ), uniformly bounded w.r.t. δ and possessing the regularity supposed in Lemma 4.1 including the compatibility condition v 0δ = ψ(u 0δ ) on S. Of course, this does not provide any restriction of our original initial data. Now we start with a solution (u δL , v δL ) of Problem (P L ) with initial data (u 0δ , v 0δ ) which satisfies 
for a subsequence as L → ∞. If we use test functions ϕ ∈ L 2 (0, T ;Ṽ ), i.e. ϕ − = ϕ + on S, the integral on S disappears in relation (4.11), hence by means of a limit process L → ∞ in (4.11) we see that (u δ , v δ ) fulfils relation (2.12). Moreover, in view of (4.5) it satisfies the contact condition (2.10). Thus we have proved the theorem for the regularized initial values. It remains to overcome the regularization. Consider a sequence
By Theorem 3.2 the associated (u δnL , v δnL ) have L 1 -contraction property (3.4). Integrating (3.4) over t ∈ [0, T ], due to the above convergence property as L → ∞ we obtain
for the solutions of Problem (P). Observing the uniform a priori estimates (4.3) and (4.5) as well as uniform boundedness again, this yields
Since (u δ , v δ ) fulfils (2.10) and (2.12) it does the limit (u, v), too. 2
Note that in Theorem 4.2 we have proved existence of a solution to Problem (P) in a weaker sense than proposed in Definition 2.1. However, the comparison results of Section 3 only hold for such slightly stronger solutions. Therefore it arises the question whether there is also a solution according to Definition 2.1. The answer is 'yes' if we assume the regularity of the initial data from Lemma 4.1. 
(a). Notice first that there is a function
which yields (4.12). Let now ω ∈ C 1 0 (R×(−∞, T )) be given and χ δ (x) = max{min{ 1 δ (x+δ) , 1}}. Then we test relation (2.12) with ϕ − = χ δ (x)ω(x, t), ϕ + = ω(0, t) and obtain
Because of (4.12) we can replace the last integral by − T 0 g(t) ω(0, t) dt. Then (2.13) follows from δ → 0.
. This has a physical interpretation: It means that the mass flux through the contact surface between the two components, represented by g, is equal to the change of the total mass within the second component Ω + . Since we have a no flux condition on the right hand boundary this is an evident property.
We finish this section with a return to the introduction. The initial function u 0 given by (1.6) has just the required regularity for Theorem 4.3 even on the interface x = ξ(0) = −λ(0) since 
Since it is finite for slow diffusion (m < 1) it follows that u x = (u 1−m )
1/(1−m) x = 0 at the point of degeneration u(ξ, t) = 0. Hence, the supposed regularity of the initial data appears to be not too restrictive.
Cauchy Problem
In order to investigate the qualitative behaviour of the interface at the contact line S in the succeeding section now we have to solve the Cauchy problem for our equations. Existence and uniqueness of a solution of the Cauchy problem to porous medium equation on a connected unbounded strip is proven by Oleinik, Kalashnikov and YuiLin [15] for bounded initial data. In the following we prove existence of a weak solution of the Cauchy problem including our contact condition but with unbounded initial data. Note that our initial trace u 0 belongs to the admissible growth class of [5] .
To this end, for the remaining two sections of this paper we use the notations
. If necessary, we refer to the bounded sets introduced at the end of Section 1 by Ω ± , Q ± ,T , and S T , respectively. Moreover, on the unbounded domain we use the notation X loc for the usual spaces of local integrability, i.e. f ∈ X loc iff f ϕ ∈ X for every smooth test function ϕ with bounded support. Then we consider
We assume here v 0 ≡ 0 because we are interested in the situation when the interface just arrives at x = 0. The initial function u 0 , however, should not be bounded or vanish at infinity but its growth is limited by the condition
with some positive constant a. Assume moreover, that there are monotone increasing functions
3) transfers strong monotonicity of ψ to ψ − and ψ + . In this section we prove existence of a weak solution of this problem in the following sense:
Definition 5.1 A couple (u, v) is called solution of Problem (CP) with initial data (u 0 , 0) if the following three conditions are fulfilled:
The idea to obtain a weak solution of (CP) is to approximate the initial function u 0 by approximates u 0ν with finite support, solve the corresponding problems (P) on bounded domains by (u ν , v ν ) and show that (u ν , v ν ) converge to a solution of (CP) as ν → ∞. Hence, let u 0ν ν>0 be approximates of u 0 with In order to prove convergence of (u ν , v ν ) we need a priori estimates. However, by (5.1) and (5.5), these solutions will not be uniformly bounded for all ν > 0. But by means of the comparison results of Section 3 we are able to derive local estimates which are uniform with respect to ν on bounded domains.
Lemma 5.1 Let R, T > 0 be given and ν ≥ R. Then there is a constant C = C(R, T ) independent of ν such that
holds for −R ≤ x ≤ ν and for a.e. t ∈ [0, T ].
Proof: We look for a supersolution. However, we were not succeeded in finding a supersolution to our contact problem for all x ∈ R, t > 0 which satisfies the right conditions on the contact line S. But we may construct a function which is a supersolution on a given bounded domain. Let
for some ρ > 0 and
on the contact line S as well as
on the outer boundaries. It remains to check the integral inequality. For x < 0, t > 0 one calculates
holds. Obviously, (5.6) holds for −∞ < x < −ρ. For −ρ < x < 0 we have h ρ (x) = a ρ and h ρ (x) ≤ aρ. Then (5.6) holds if
To verify this for the weak formulation, take the first integral of relation (2.12) in Definition 2.1 and integrate by parts on the domain Q − δ = (−ν, −δ) × (0, T ) for some δ > 0 in order to do not run into difficulties because of the singularity of (ū ρ ) xx at (0, 0). The additional integral
− dt is non-singular and tends to 0 as δ → 0.
The corresponding inequality forv ρ is easy to check. Thus (ū ρ ,v ρ ) is a supersolution to Problem (P) on the bounded domain Q ν,T in the sense of Definition 2.1 where g = 0. Moreover, (u, v) = (0, 0) is a subsolution. Since furthermore the initial data fulfil the estimates
This estimate is independent of ν. 2
Note that the boundedness proved in the above lemma holds for solutions of the corresponding problems (P L ), too. Namely, the supersolution (ū ρ ,v ρ ) is also a supersolution to (P L ) sincev ρ = ψ(ū ρ ).
Lemma 5.2 Let R ≥ 1, T > 0 be given and ν ≥ R. Then there are constants C(R, T ) and C(T ) independent of ν such that
Proof: For the proof of this lemma we return to the solutions (u ν,L , v ν,L ) of problems (P L ) which are constructed in Theorem 4.1 as approximates to (u ν , v ν ) on the fixed domain Q ν,T . These functions satisfy the estimates (4.3) and (4.4), however the bounds there depend on the bounds of the initial functions on Ω = Ω ν . To overcome this dependence on ν we introduce a cut-off function µ R (x) = min max{0, R + x}, 1 and repeat step 2 of the proof of Theorem 4.1 with µ R (x)φ − l (u) instead of φ − l (u). Remember that v 0ν ≡ 0. Then, instead of (4.2) we obtain
Fix now l = 1. Omitting some nonnegative items and using the convergence properties as ε → 0 at the beginning and the end of the proof of Theorem 4.1 we arrive at
The right hand side is bounded by some constant C(R) due to (5.1) and (5.5). The second integral on the left side may be transformed into
which is bounded independent of ν and L as a consequence of Lemma 5.1 and the note after it. This yields the assertion first for the approximates u ν,L , but due to independence of L of the bounds it holds also for u ν . To derive the corresponding estimate for v ν we set l = 2 and obtain
For some fixed R, e.g. R = 1, the second integral can be transformed in the same way as above using the primitive of ψ. This implies boundedness, which concludes the proof. 2
In the next lemma we prove convergence of a subsequence of (u ν , v ν ) on a given bounded domain. To this aim for given R > 2, T > 0, define
with weak topology with respect to the derivatives and strong L 2 -topology with respect to u and v.
Lemma 5.3 Let R > 2, T > 0 be given and ν ∈ V ⊂ N, where V is an unbounded index set. Then there is a subsequence
Proof: In addition to the a priori estimates from Lemma 5.1 and Lemma 5.2 we need some compactness of the set (u ν , v ν ) with respect to t. Let us suppress the subscript ν for the next few estimates. Assume ν > R and h > 0. For given t ∈ [0, T − h] we test relation (2.12) with χ [t,t+h] (τ )w ± (x) where χ A is the characteristic function of the set A and w
We choose now
where µ R is the cut-off function defined in the proof of Lemma 5.2, integrate over t ∈ [0, T − h] and obtain
The last three integrals are bounded because of the local boundedness of (u, v) due to Lemma 5.1, assumption (5.2), and the estimates of Lemma 5.4. This yields
We are prepared now to send ν → ∞. First, by Lemma 5.2 there is a subsequence (u ν k , v ν k ) converging to (u, v) weakly in X R,T . It remains to show strong convergence in L 2 (Q R−2,T ). Denote for a moment
Then, by (5.2) and Lemma 5.4, there is a subsubsequence (U ν k , V ν k ) (we denote subsequences of (ν k ) by (ν k ) again) converging to (U, V ) weakly in X R,T , too. Hence, by the estimate (5.8) we are in the situation of [1, Lemma 1.9] which yields L 1 -convergence of (b
T there is a subsequence that converges almost everywhere. Finally, this implies convergence of (u ν k , v ν k ) almost everywhere on Q R−2,T and, by uniform boundedness again, convergence in L 2 (Q R−2,T ). Proof: We use Lemma 5.3 and Cantors diagonal selection procedure. Choose monoton increasing sequences R n , T n → ∞ and consider first the set of solutions (u ν , v ν ) ∈ X R 1 ,T 1 of Problem (P) defined at the beginning of this section with ν ≥ R 1 . Due to Lemma 5.3 there is a subsequence (u ν 1,k , v ν 1,k ) converging in X R 1 ,T 1 to some (u, v). Let now
By Lemma 5.3 again, there is a subsequence (ν n+1,k ) k=1,2,... ⊂ V n such that
Since we have the continuous embedding X R n+1 ,T n+1 ⊂ X Rn,Tn it holds (ũ,ṽ) = (u, v) in X Rn,Tn . Selecting now the diagonal sequence (ν n,n ) n=1,2,... we have
Finally it is easy to see from Definition 2.1 for (u ν , v ν ) that (u, v) fulfils relation (5.4) and is a solution in the sense of Definition 5.1.
It is well-known for the porous medium equation (1.1) in a single domain that the interface has finite propagation speed in our case of slow diffusion 0 < m < 1. Of course, this property is preserved for v if the interface crosses the contact line S. We conclude this section with a proof of it. and for all λ > 0 .
After tedious but not difficult formal manipulations we have arrived at the critical exponent ω in (6.1)
for which the following statement hold. We henceforth assume the following assumption Hypothesis 6.1 Problem (CP) is uniquely solvable in the class of solutions given by Definition 5.1 above.
Remark 6.1 We have tried to prove uniqueness but we have not succeeded yet.
As a consequence of our Hypothesis 6. 
