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Resumo
A utilização de veículos autónomos subaquáticos tem vindo a crescer, por forma a realizar
algumas tarefas de risco inerente para o Ser Humano, nomeadamente em processos de manutenção
e inspeção de estruturas. Para garantir o envolvimento destes robôs no cenário pretendido, é
necessário dotá-los da capacidade de navegação autónoma. A par deste crescimento, têm sido
desenvolvidos métodos que envolvem aquisição visual por, para além de revelarem custos mais
apelativos, apresentarem resultados interessantes na operação a curtas distâncias em relação ao
fundo do mar. No entanto, é necessário alargar o estudo e continuar a desenvolver e melhorar os
métodos que recorrem a sensores visuais, dadas as características rigorosas inerentes ao ambiente
subaquático.
É possível melhorar a qualidade de navegação através do recurso a técnicas de SLAM visual.
Deste modo, este tipo de sistema permite localização e mapeamento simultâneos e apresenta como
aspeto chave a deteção de áreas revisitadas (loop closure detection), que está, ao mesmo tempo,
diretamente ligado com o sucesso da navegação.
Desta forma, na presente dissertação, pretende-se a realização de uma análise comparativa de
alguns métodos de SLAM visual para a escolha do mais apto no contexto pretendido. Posterior-
mente, pretende-se explicitar o desenvolvimento de uma abordagem de vocabulário visual online,
para o reconhecimento de locais já visitados, para que seja possível, numa fase posterior, a sua
aplicação em contexto real. Por fim, são descritos os testes realizados em cenários terrestre e su-
baquático, onde foram estudados os diversos fatores que influenciam a performance dos métodos
de SLAM visual.
A partir das experiências realizadas, verificou-se que a aprendizagem contínua representa uma
mais valia para métodos de SLAM visual que recorrem à técnica Bag-of-Words (BoW), na medida
em que permite melhorar significativamente a precisão da navegação.
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Abstract
The use of subaquatic autonomous vehicles has been growing, permitting the performance of
tasks that are of inherent risk to humans, namely in structure maintenance and inspection proces-
ses. In order to guarantee that these robots can be involved in the intended scenario, they must be
capable of navigating autonomously.
Along with the growth in usage of systems with autonomous navigation, visual acquisition
methods have also gotten more developed because, not only are they more appealing in cost, they
also show interesting results when they operate at a short distance from the sea floor. However, it
is necessary to widen the study of the subject and continue developing and improving the methods
that depend on visual sensors, given the inherently rigorous characteristics of the underwater en-
vironment.
It’s possible to improve the quality of navigation by resorting to visual SLAM techniques. This
kind of system can map and locate simultaneously and its key aspect is its detection of revisited
areas (loop closure detection), which is directly connected with successful navigation.
This dissertation includes a comparative analysis of some visual SLAM methods in order to
choose the most adequate to each context. Later on, an online visual vocabulary approach is
developed, to aid in the recognition of already visited places, expecting, at a later stage, that this
will be applicable in a real-world context. Finally, tests performed in both underwater and above
ground scenarios are described, where the several different factors that influence the visual SLAM
methods’ effectiveness were studied.
Through these experiments, it was confirmed that continuous learning is an asset for visual
SLAM methods that resort to the Bag-of-Words (BoW) technique, as it allows for a significant
improvement in the precision of navigation.
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Capítulo 1
Introdução
1.1 Contexto
A crescente utilização de veículos subaquáticos, autónomos ou remotos, está relacionada com
o facto das suas características permitirem a sua aplicação em tarefas que podem envolver situa-
ções arriscadas para o Ser Humano.
O desenvolvimento dos veículos autónomos subaquáticos (AUV) começou na década de 70 e,
desde então, o aumento da eficácia, tamanho e capacidade de memória dos computadores permi-
tiu melhorar a aptidão operativa desses veículos e, consequentemente, proporcionou um aumento
do tipo de missões que estes são capazes de realizar. Neste momento, são utilizados numa varie-
dade de tarefas como na monitorização do ambiente, inspeção oceanográfica (de infraestruturas no
fundo do mar), desminagem e recolha de dados batimétricos em ambientes marinhos ou fluviais.
Para garantir o envolvimento dos AUV em diferentes aplicações é necessário que estes sejam
capazes de navegar de forma autónoma. Consequentemente, é crucial garantir que os dados senso-
riais são obtidos e recolhidos com precisão, com o intuito de suportar uma localização e navegação
precisas e fiáveis.
Tendo em conta que no meio subaquático existe uma rápida atenuação dos sinais de frequência
mais elevados e que é um ambiente de natureza não estruturada, tem-se verificado um crescente
esforço na exploração e desenvolvimento de técnicas para a navegação de veículos subaquáticos.
Desta forma, têm-se utilizado como auxílio, técnicas de Localização e Mapeamento Simultâneos
(SLAM) onde o robô, com recurso a sensores nele incorporados, constrói um mapa coerente do
ambiente enquanto que ao mesmo tempo, determina a sua localização dentro desse mesmo mapa.
As adversidades do ambiente subaquático limitam o leque de sensores possíveis de utilizar.
Neste meio, os sinais de rádio propagam-se apenas a curtas distâncias, tornando o Global Posi-
tioning System (GPS) e as técnicas baseadas em comunicações wifi pouco apelativos, enquanto
que os sensores baseados em acústica apresentam um melhor desempenho. As câmaras não têm
estado no “centro das atenções” como sensores subaquáticos por serem afetadas pela falta de visi-
bilidade, provocada pela turbidez da água, e atenuação da luz, o que degrada as imagens adquiridas
no meio subaquático. Contudo, têm sido propostos algoritmos com recurso a este tipo de sensores
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no auxilio da navegação dos AUV, que envolvem técnicas de restauro e melhoria da qualidade das
imagens, deteção e seguimento de alvos. A eficiência da orientação visual foi provada em 2003,
no sentido em que permitiu ao AUV parar num determinado local e, posteriormente, regressar à
origem [1].
Para processos de manutenção e inspeção de estruturas, em ambiente subaquático, é necessário
que o veículo tenha a capacidade de navegar muito próximo das mesmas. Contudo, os sensores e
capacidades percetivas atuais mais comuns nos AUV, como o caso dos métodos acústicos, não são
tão vantajosas em operar a curtas distâncias uma vez que, por razões de segurança, é necessário
obter uma precisão mais elevada e uma taxa de atualização mais rápida [2]. Por esse motivo,
atualmente, os AUV ainda não executam este tipo de missões de forma online.
Neste sentido, esta dissertação visa estudar um sistema visual de navegação e mapeamento
subaquáticos simultâneos, robusto e eficaz, capaz de ser executado no próprio robô (computacio-
nalmente eficiente).
1.2 Objetivos
Esta dissertação pretende desenvolver um sistema de navegação e mapeamento subaquáticos
simultâneos, em cenários de navegação em proximidade, recorrendo a técnicas visuais de SLAM.
Pressupõe a realização dos seguintes objetivos:
• avaliação comparativa de técnicas e métodos de localização e mapeamento simultâneos, em
ambientes subaquáticos;
• estudo e desenvolvimento de um método de vocabulário visual online, para detetar áreas já
visitadas durante a navegação dos AUV;
• caracterização experimental das técnicas utilizadas, para validação dos dados de navegação
e localização obtidos;
• realização de testes para validação dos algoritmos;
• reforço das capacidades percetivas do AUV designado por MARES, que pertence ao CRAS
do INESC TEC.
1.3 Motivação
Os veículos autónomos subaquáticos auxiliam a humanidade tanto a nível de cooperação como
na realização de tarefas de forma completamente autónoma. Desta forma, é necessário que o AUV
tenha um sistema de navegação e mapeamento preciso o que, devido às características inerentes
ao ambiente subaquático, é um grande desafio.
No ambiente subaquático, a turbidez da água provoca má visibilidade, há atenuação da luz que,
consequentemente, provoca sombras, desfocagem e distorções, existem restrições no alcance e no
contraste dos objetos e a profundidade faz com que as cores percam, gradualmente, intensidade.
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Sabe-se que, embora dispendiosos, os sensores acústicos são os que apresentam melhor de-
sempenho no meio subaquático, ainda que com a possível existência de erros. Neste caso, a
localização é obtida por faixas de medição a partir do tempo de voo (TOF) dos sinais acústicos,
podendo ser realizada em relação a outro veículo subaquático/aquático ou a partir de “avisos”
colocados à superfície ou no fundo do mar.
O uso de AUV é essencial, principalmente, para aplicações em profundidade, mas os métodos
acústicos são bastante eficazes para operações a médias/longas distâncias. A hostilidade do meio
faz com que os sensores visuais sejam propensos a erros e, consequentemente, pouco utilizados.
No entanto, para além de apresentarem custos mais reduzidos, são ricos em informação e têm um
papel importante na navegação, quando se deteta objetos a curtas distâncias. Neste contexto, têm
sido apresentadas bastantes soluções que englobam a recuperação e melhoramento das imagens,
bem como diversos algoritmos para extração das características presentes nessas mesmas imagens,
que possibilitam a localização do AUV, por parte de sensores óticos.
Para que os erros de posição durante a navegação e mapeamento sejam reduzidos, é necessário
que o veículo submarino seja capaz de detetar áreas já visitadas. Com base em visão é considerado
um problema complexo, devido à quantidade de dados que precisam de ser analisados e à associa-
ção de imagens não consecutivas. Por outro lado, neste contexto, esta problemática pode tornar-se
mais acrescida, tendo em conta as dificuldades impostas pelo ambiente subaquático. Como so-
lução para a deteção de áreas revisitadas, com recurso a sensores óticos, surge o conceito de
vocabulário visual para determinar a semelhança entre imagens, sendo considerada uma aborda-
gem eficiente. Tendo em conta a natureza não estruturada do ambiente, para que o robô seja capaz
de detetar com êxito locais visitados, é essencial que o vocabulário seja construído iterativamente,
isto é, à medida que as informações visuais ficam disponíveis, embora, em longas sequências de
imagens, a criação de vocabulário online tenha inerente maiores exigências computacionais.
Assim, o desenvolvimento de um sistema visual de navegação e mapeamento subaquáticos
simultâneos robusto, preciso e computacionalmente eficiente, torna possível minimizar incertezas
e obter uma localização do robô mais fidedigna e segura, sendo esta uma necessidade concreta e
relevante para que seja possível a utilização de AUV, por longos períodos de tempo, num ambiente
subaquático, vulgarmente desconhecido e de natureza não estruturada. Desta forma, será possível
contribuir para uma melhoria de desempenho na navegação dos veículos subaquáticos, reduzindo
a perigosidade inerente à utilização de mergulhadores em atividades subaquáticas.
1.4 Contribuições
Esta dissertação apresenta como principais contribuições:
• levantamento e análise do estado da arte no que respeita à navegação close range em ambi-
ente subaquático;
• estudo e análise comparativa de soluções já existentes da técnica de Localização e Mapea-
mento Simultâneos, com recurso a dados visuais stereo;
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• seleção das técnicas de SLAM que se revelaram mais aptas para aplicações futuras;
• construção de um método de criação de vocabulário visual online e estudo das suas poten-
cialidades;
• realização de experiências e análise dos resultados de navegação em ambientes de proximi-
dade.
• colaboração na criação de um fundo subaquático para aplicar ao tanque da unidade de in-
vestigação, presente na FEUP;
1.5 Estrutura do documento
O presente documento encontra-se dividido em cinco capítulos. Neste capítulo é realizada a
introdução ao tema bem como exposta a motivação, objetivos e principais contribuições.
No capítulo 2 é apresentado o estudo da literatura realizado, no que respeita os aspetos es-
senciais para a navegação de veículos autónomos: princípios inerentes a navegação close range,
técnicas de SLAM visual e abordagens para deteção de áreas revisitadas.
No capítulo 3 é exposta uma análise comparativa de diferentes métodos de SLAM visual,
em termos de estimação, deteção de ciclos, avaliação de gastos temporais, bem como a nível de
utilização de recursos computacionais. Ainda neste capítulo pretende-se justificar a seleção da
implementação mais capaz para a realização desta técnica e, consequentemente, a mais apta a ser
utiliza em aplicações reais.
No capítulo 4 é apresentado o algoritmo de criação de vocabulário hierárquico com aprendiza-
gem contínua desenvolvido, bem como algumas das suas particularidades. São também ilustrados
testes aos fatores principais da criação da árvore, bem como testes em cenários terrestre e aquático.
No capítulo 5 são demonstradas as conclusões gerais do trabalho desenvolvido, bem como
sugestões de propostas a aplicar futuramente.
Capítulo 2
Princípios de navegação visual em
cenários close range
Neste capítulo pretende-se descrever teoricamente as abordagens inerentes ao processo de
navegação por parte de veículos autónomos. Desta forma, o capítulo apresenta não só os con-
ceitos introdutórios como também o levantamento dos principais trabalhos realizados anterior-
mente. Assim, dividiu-se este capítulo em quatro secções principais, começando por caracterizar
o meio subaquático, demonstrando parte das dificuldades encontradas na aquisição de dados (Sec-
ção 2.1), seguindo-se a apresentação dos aspetos inerentes ao processo de navegação (Secção 2.2),
bem como ao modo como a técnica de SLAM, nomeadamente visual, pode auxiliar esta tarefa
(Secção 2.3). Por fim, na Secção 2.4, retrata-se um dos aspetos essenciais para a eficiência da
navegação (deteção de áreas já visitadas).
2.1 Caracterização do meio
Em ambiente subaquático, a utilização de técnicas que envolvem sensores óticos acarreta al-
guns problemas na qualidade dos dados recolhidos. Muitas vezes, como a iluminação natural não
é suficiente nem regular, as imagens adquiridas não se encontram uniformes, o que implica res-
trições no alcance, bem como no contraste de objetos. Desta forma, a não homogeneidade das
imagens exige um processamento mais difícil e complexo [3].
De um modo geral, a degradação da qualidade de aquisição deve-se, nomeadamente, à:
• existência de vida marinha abundante, o que torna o ambiente muito dinâmico;
• espalhamento da luz, causada pela existência de partículas microscópicas, existentes na
água, que intersetam o campo de visão entre a câmara e a fonte de iluminação;
• absorção da luz, o que faz com que as cores percam gradualmente intensidade à medida que
a profundidade aumenta, persistindo os comprimentos de onda menor, ou seja, os tons de
azul;
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• existência de sombras, desfocagem e distorções, provocadas pelas partículas microscópicas
existentes;
• gama de alcance reduzida;
• inadequação da iluminação, o que torna comum o uso de iluminação artificial. No entanto,
pode provocar sombras ou diferentes contrastes, ao longo da imagem.
Para tentar colmatar estes efeitos indesejados, muitas vezes, recorre-se a técnicas de pré-
processamento que englobam a restauração e melhoramento das imagens.
Na Figura 2.1 é possível observar os efeitos do espalhamento da luz (à esquerda) bem como
a aplicação de técnicas de restauro (à direita) para melhorar a qualidade da imagem adquirida e,
consequentemente, facilitar a deteção de características relevantes.
Figura 2.1: Exemplo ilustrativo do efeito do espalhamento da luz (à esquerda) e da aplicação de
uma técnica de restauro (à direita), para melhoria da qualidade da imagem. Figuras adaptadas de
[4] e [5].
2.2 Navegação
2.2.1 Conceitos introdutórios
Os veículos autónomos subaquáticos apresentam cada vez mais potencial para revolucionar o
acesso aos oceanos, na medida em que podem executar diversas operações/missões, sendo grande
parte delas difícil e com riscos inerentes para os mergulhadores. Mais especificamente, o uso
destes veículos é essencial para aplicações que exigem proximidade ao fundo do mar como, por
exemplo, levantamento ambiental, arqueologia e inspeção [2], auxiliando na solução de problemas
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de importância relevante para a sociedade. Neste sentido, torna-se crucial que adquiram capaci-
dade de navegação de forma autónoma, em cenários close range1.
Tendo em conta a baixa largura de banda existente no meio subaquático e a não existência
de um sistema de posicionamento global, a comunicação neste meio é limitada, o que torna a
navegação nos AUV a “chave” para o sucesso. Contudo, neste contexto, representa um problema
ainda mais desafiador, devido à rápida atenuação dos sinais de frequência mais alta e à natureza
não estruturada do meio subaquático.
A navegação é considerada uma das competências mais complexas requerida por qualquer
robô móvel e, para ser possível obter um bom desempenho, requer sucesso em cada um dos mó-
dulos imprescindíveis a este processo [6]:
1. Perceção: o robô deve interpretar os sensores nele incorporados, para extrair dados signifi-
cativos;
2. Localização: o robô tem de determinar a sua posição no ambiente onde está inserido;
3. Cognição: o robô deve decidir como agir para atingir os seus objetivos;
4. Controlo de movimento: o robô deve modular as saídas do motor para atingir a trajetória
desejada.
A estimação do estado (pose do robô), obtida tendo em conta o estado anterior e informação
externa (observações), é a base de qualquer algoritmo de navegação. Assim, para que o AUV seja
capaz de navegar é necessário que, em primeiro lugar, obtenha resposta à questão “Onde estou?”
ou seja, que tenha conhecimento da sua posição exata. A tarefa de localização pode incluir a
identificação de objetos no ambiente de operação do robô e, posteriormente, o cálculo da sua
posição em relação a esses objetos. Por outro lado, o robô pode precisar (de acordo com os seus
objetivos) de construir um mapa do ambiente, para auxílio no planeamento do caminho, e, de
seguida, identificar a sua posição em relação a esse mesmo mapa.
Neste sentido, existem dois tipos de precisão: a de navegação, que mede o erro com que
o AUV se orienta a partir de um ponto para o outro, e a de localização, que retrata o erro da
forma como o AUV se localiza dentro de um mapa. Para que os dados recolhidos, por parte do
veículo na execução das suas tarefas, sejam fidedignos, ambas necessitam de ser precisas. Desta
forma, os sensores desempenham um papel fundamental em qualquer forma de localização e,
consequentemente, de navegação.
1Cenários de operação em proximidade às estruturas artificiais ou naturais.
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2.2.2 Sensores e técnicas de navegação
Segundo [7], para navegação subaquática recorre-se frequentemente aos seguintes sensores,
utilizados para estimação de estado:
• Bússola: fornece uma referência de direção delimitada globalmente, através da medição
do vetor campo magnético. Em aplicações marítimas usa-se a rotação da terra e um disco
rotativo rápido, que não é afetado por objetos metálicos, e aponta para o norte verdadeiro.
• Sensor de pressão: mede a profundidade subaquática e, como neste meio o gradiente de
pressão é muito mais íngreme, é possível alcançar alta precisão.
• Doppler Velocity Log (DVL): captura o seguimento do fundo e determina o vetor velocidade
a que o AUV se movimenta em relação ao fundo do mar (ponto de reflexão), através de
medições acústicas, em termos de mudança de frequência do som (Doppler shift). Permite
o cálculo da posição, através da integração da velocidade, enquanto estiver submerso.
• Sonar: deteta e localiza, remotamente, objetos na água através do som. Os sonares passivos
ouvem dispositivos e registam os sons emitidos pelos objetos na água, enquanto os ativos
produzem ondas sonoras, de frequências específicas, e ouvem os ecos desses sons emiti-
dos, retornados dos objetos existentes na água. Estes podem ser classificados em Imaging
Sonars, que produzem uma imagem do fundo do mar, ou Ranging Sonars, que produzem
mapas batimétricos.
• Sistema de Posicionamento Global: utilizados nos veículos de superfície. A posição é es-
timada utilizando o tempo de voo dos sinais, a partir dos satélites sincronizados. Possui
precisão dentro de vários metros e é limitado na área de trabalho.
O TOF corresponde ao tempo que o eco do sinal emitido pelo sensor demora a retornar ao
mesmo, depois de embater num objeto. Conhecendo também a velocidade de propagação
do sinal, é possível determinar a distância do sensor ao objeto.
• Unidade de Medida Inercial (IMU): estima a orientação, velocidade e forças gravitacionais
do veículo, através da combinação de acelerómetros, giroscópios e, por vezes, magnetóme-
tros. Em aplicações subaquáticas, ring laser/fibra ótica e sistemas microeletromecânicos
(MEMS) são duas categorias muito utilizadas, para o cálculo de velocidades angulares.
Contudo, qualquer sensor está sujeito a ruído e/ou efeito de aliasing. O primeiro diminui
o conteúdo de informação útil de leituras do sensor e, com isso, induz limitações em relação à
credibilidade das leituras no mesmo espaço ambiental. O aliasing, que ocorre quando as amostras
obtidas pelo sensor não são suficientes, leva à perda de informação. Consequentemente, este
efeito, influencia a navegação, porque a quantidade de informação é geralmente insuficiente para
identificar a posição do robô.
Neste sentido, em ambas as situações, é crucial realizar várias leituras e recorrer a fusão sen-
sorial, por forma a aumentar a quantidade de informação e recuperar a posição do robô. Por outro
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lado, para melhorar a navegação, podem ser estimados parâmetros como o nível da maré, corrente
de água e velocidade do som na água.
As técnicas de navegação e localização podem ser classificadas em três principais categorias,
conforme ilustrado na Figura 2.2, explicitadas em 2.2.2.1, 2.2.2.2 e 2.2.2.3.
Figura 2.2: Classificação da navegação subaquática. Figura adaptada de [7]
2.2.2.1 Dead Reckoning/Navegação Inercial
Com dead reckoning (DR) o AUV calcula a posição atual a partir de uma posição previamente
determinada e movimenta-se, com base no conhecimento da sua orientação e vetor velocidade
(medido, normalmente, com uma bússola e um sensor de velocidade de água) ou aceleração.
Contudo, apresenta erros cumulativos e, consequentemente, o erro na posição do veículo cresce
ilimitadamente ao longo da distância percorrida. Por outro lado, a presença de corrente oceânica
adiciona uma componente de velocidade no veículo que, como não é detetada pelo sensor, pode
gerar estimativas de posição incorretas [8].
A navegação inercial usa vulgarmente acelerómetros e giroscópios para o cálculo da posição
atual. Visa aperfeiçoar a estimativa DR, através da integração das medições obtidas por estes
sensores, uma vez que são capazes de proporcionar medições a uma frequência muito elevada e,
assim, reduzir a taxa de crescimento de erro de estimativa da posição, embora este ainda cresça sem
limite. Os sensores inerciais apresentam degradação das propriedades ao longo do tempo e, com
base em [7], torna-se comum usar sensores de velocidade mais lenta como forma de os calibrar,
controlar fontes de erro (como a velocidade variável do som na água) e conhecer a velocidade e
direção da corrente de água local. O desempenho de um sistema de navegação inercial (INS) é, na
grande maioria, determinado pela qualidade das suas unidades de medida.
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2.2.2.2 Navegação acústica
A energia acústica propaga-se de forma satisfatória no meio subaquático, o que torna apelativa
a utilização deste tipo de navegação nos AUV, recorrendo a duas abordagens possíveis explicitadas
de seguida.
As técnicas de navegação acústica baseiam-se na medição do tempo de voo de sinais acústicos
para, a partir dele, obter a localização.
Transponders acústicos
Correspondem a dispositivos que podem ser utilizados como balizas (beacons) para guiar o
movimento do AUV.
Inclui os métodos:
• Short baseline (SBL): o AUV localiza-se a partir de um navio à superfície que possui trans-
dutores nas extremidades opostas do casco (Figura 2.3 (a)), por triangulação dos sinais. A
precisão do posicionamento depende do comprimento do navio (baseline).
• Ultrashort baseline (USBL): o AUV localiza-se a partir de um navio à superfície que possui
no casco transdutores estreitamente espaçados (Figura 2.3 (b)).
A localização do veículo é obtida a partir da distância relativa, calculada com base no TOF,
e da altitude, determinada pela diferença de fase do sinal que chega ao transcetor.
Apresenta como limitação o alcance entre o AUV e o navio à superfície, sendo uma boa
solução quanto menor for a distância entre estes veículos [7]. É considerado um sistema
especialmente eficaz para operações de homing e docagem [8].
Ambos os métodos podem ser considerados vulneráveis, na medida em que os sinais podem
ser obstruídos (pedras ou outras formações do fundo mar) [8].
• Long baseline (LBL) e GPS intelligent buoys (GIBs): As balizas são colocadas numa ex-
tensa área de missão, na superfície ou no fundo do mar conforme a utilização de GIBs ou
LBL (Figura 2.3 (c)), respetivamente.
A localização do AUV é realizada a partir de triangulação dos sinais, tendo por base a
medição do tempo de percurso do sinal entre o veículo e cada baliza.
A triangulação corresponde ao ângulo que o sinal emitido pelo sensor faz com o seu eco,
que retorna ao sensor, depois de embater num objeto.
Na navegação LBL, antes do início da missão, as balizas são localizadas por um navio
à superfície, um helicóptero ou mesmo por um veículo à superfície [7]. É essencial ter em
consideração o tratamento de outliers, recorrendo a métodos específicos para contabilizar
e descartar/rejeitar valores discrepantes e falsos, uma vez que, por exemplo, em ambientes
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acústicos mais complexos (águas rasas), se torna difícil distinguir entre a chegada direta do
sinal ou interferências [8].
Apresenta como principal limitação o custo e o tempo associado à configuração da rede
(instalação e georreferência das balizas) e como desvantagem a dependência de um conheci-
mento preciso do perfil do som na água, com base na temperatura, salinidade, condutividade
e outros fatores [7]. Neste sentido, surge o conceito de tomografia acústica, que tem como
objetivo o uso de informação do tempo de viagem entre um ou mais veículos e o conjunto
de balizas, para estimar o perfil de velocidade do som na água e outras informações que
intervêm com a água [8].
Contudo, é considerada uma das técnicas de localização mais precisas (fornece preci-
são de posição dentro de poucos metros), robustas e confiáveis. Funciona bem em águas
profundas e com separação de balizas na ordem de alguns quilómetros (km), sendo usada
em situações de alto risco, como operações em ambientes hostis. Deffenbaugh desenvolveu
uma técnica para navegação LBL de longo alcance, em ambientes acústicos complexos e
dinâmicos (Ártico) [8].
A navegação GIBs elimina a necessidade de serem instalados “avisos” no fundo do mar,
o que reduz os custos de instalação e a necessidade de recuperação dessas balizas.
Figura 2.3: Técnicas de navegação acústica: (a) SBL; (b)USBL e (c) LBL [7]
• Single fixed beacon: o AUV localiza-se a partir de um única baliza fixa, cuja posição é
previamente conhecida (Figura 2.4). Surge como solução ao LBL, na medida em que reduz
os requisitos de infraestrutura.
A linha de base é simulada pela propagação da distância, em relação a uma única baliza,
ao longo do tempo até ser recebida a próxima atualização. Como existe apenas um ponto de
referência, irão ocorrer situações onde o veículo não observa a baliza e, consequentemente,
não se consegue localizar corretamente pois, para o efeito, utiliza sempre a referência ante-
rior. Desta forma, a trajetória do veículo tem um efeito significativo na observação do seu
estado: percursos longos em direção ou no sentido contrário à baliza, causam crescimento
ilimitado do erro da posição.
12 Princípios de navegação visual em cenários close range
Este tipo de navegação, tem sido usada para operações de homing, conforme o sistema
USBL. Por outro lado, é útil para a recuperação de um AUV que se tornou inoperável, mas
que ainda é capaz de enviar sinais de ping [7].
Figura 2.4: Técnica de navegação acústica: Single fixed beacon [7]
Modems acústicos
Correspondem, igualmente, a dispositivos que podem ser utilizados como balizas para guiar
o movimento do AUV e, consequentemente, para obter a sua localização. Contudo, neste caso,
as balizas não necessitam de estar paradas e a autonomia do veículo pode ser alcançada com o
apoio de veículos à superfície, equipados com modems acústicos ou por comunicação com equi-
pas subaquáticas. Desta forma, elimina a necessidade de instalação de balizas, que têm que ser
fixadas e localizadas antes da missão, e permite que equipas de AUV se localizem cooperativa-
mente [7]. Assim, na navegação cooperativa os veículos localizam-se através de sensores internos
e por atualização de comunicações de outros AUV.
Devido à latência inerente às medições acústicas, estas fornecem atualizações às previsões
obtidas pelos sensores propriocetivos.
2.2.2.3 Navegação geofísica
Este tipo de navegação refere-se a qualquer método que utiliza informação sobre o ambiente
externo (features) para a localização, ou seja, como referência para a navegação.
Implica o uso de sensores e processamento capazes de detetar, identificar e classificar as fea-
tures ambientais. Inclui três categorias mencionadas de seguida.
Magnética
Usa mapas de campo magnético, gerados por satélites ou navios de superfície, para a localiza-
ção. Embora não existam publicações recentes, uma equipa da Universidade de Idaho (USA) tem
vindo a mapear assinaturas magnéticas de navios da Marinha [7].
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Sonar
Deteta acusticamente, identifica e classifica features do ambiente, que podem ser usadas
como ponto de referência para a navegação. Podem ser classificados em Imaging Sonars e Ranging
Sonars. Nos Imaging Sonars, a extração de features é obtida por processamento de imagens. É
uma tecnologia relativamente robusta e inclui vários tipos de sensores [7]:
• Sidescan: feixes em leque (varredura lateral) medem a intensidade do retorno, para criar
uma imagem 2D do fundo do mar (Figura 2.5 (a)). Trabalha a velocidades relativamente
elevadas, o que permite fornecer uma área de cobertura elevada. A intensidade do re-
torno depende do tipo de fundo, isto é, objetos duros salientes retornam imagens escuras
enquanto áreas suaves (lama e areia) e sombras retornam imagens mais claras. Requer pós-
processamento para detetar as features. Atualmente, é o único método viável nos AUV.
• Forward Look: príncipio semelhante ao anterior mas, neste caso, é utilizado apenas um
único feixe, direcionado para a frente (Figura 2.5 (c)). Mapeia características verticais,
sendo capaz de se aproximar de estruturas subaquáticas a velocidades muito baixas. A
extração de features é realizada online.
• Mechanical Scanned Imaging Sonar: um feixe varre uma área pretendida, rodado através de
um ângulo de visão especifico (Figura 2.5 (d)). É mais barato que o Sidescan e a precisão
depende da atitude do AUV. No entanto, apresenta taxa de atualização lenta, logo não se
pode assumir que a posição do veículo é constante.
Com base em [7], os métodos Mechanical Scanned Imaging Sonar e o Sidescan são os
mais utilizados em aplicações de navegação subaquática.
Nos Ranging Sonars, as características podem ser extraídas quase diretamente do re-
torno. Inclui três tipos de sensores [7]:
– Echo Sounder: utiliza um único feixe estreito para determinar a profundidade por
baixo do transdutor. Representa o mar e alvos entre o transdutor e o fundo do mar.
– Profiler: usa o sensor anterior, de baixa frequência, que penetra no fundo do mar.
Fornece informações sobre os recursos do subsolo.
– Multi-Beam: baseia-se no TOF dos retornos (Figura 2.5 (b)) para construir mapas bati-
métricos a partir do processamento dos sinais, a bordo do AUV. Produz características
de batimetria a 2,5D. É utilizado para mapear grandes áreas de leito oceânico.
• Synthetic Aperture: processamento de retornos consecutivos (Figura 2.5 (e)), para construir
um vetor virtual. Apresenta alta resolução e é independente do alcance. Corresponde a uma
área ativa em investigação, mas resultados combinados com valores fornecidos por LBL
permitiram concluir que fornece capacidade de deteção notável.
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Figura 2.5: Tipos de sensores aplicados a sonares: (a) Sidescan; (b) Multi-Beam; (c) Forward
Look; (d) Mechanical Scanned Imaging Sonar e (e) Synthetic Aperture [7]
Ótica
Recorre ao uso de câmaras, monoculares ou stereo, para capturar imagens do fundo do mar
e, de seguida, combina essas imagens para navegar. Para a localização é necessário a extração e
representação das features do ambiente de envolvência do AUV, a partir de algoritmos específicos
(explicitados na secção 2.3.2).
Este tipo de navegação não tem sido muito utilizado em AUV, devido às limitações dos sis-
temas óticos em ambientes subaquáticos como, por exemplo, o facto de apresentarem gama de
alcance reduzida, suscetibilidade à dispersão e fraca visibilidade (sensíveis à iluminação). No en-
tanto, para processos de manutenção e inspeção de estruturas marítimas, é necessário que o veículo
tenha a capacidade de navegar muito próximo da estrutura. Neste sentido, as câmaras correspon-
dem a uma solução mais barata e, através delas, é possível obter maior quantidade de informação
do ambiente, quando comparadas com outros tipos de sensores. Por outro lado, e relevante para as
aplicações pretendidas, são um método bastante atraente e eficaz para deteções de curta distância,
o que as torna importantes na navegação, quando se deteta objetos próximos [1]. De acordo com
[7], que afirma que métodos de navegação ótica submarina são adequados para mapeamento de
pequena escala de ambientes ricos em características como, por exemplo, operações de inspeção
de cascos de navios ou naufrágios, é possível verificar a importância deste tipo de sensores para
operações a curta distância.
Tendo em conta que as técnicas que envolvem sensores óticos dependem da existência de
características do ambiente, é mais comum instalar câmaras de comprimento de onda visível para
ser possível chegar aos objetos de interesse [7].
Neste contexto, e de forma a incentivar o uso dos sensores óticos, em [1] foram desenvol-
vidas técnicas de navegação autónoma de AUV, usando alvos (neste caso, artificiais) detetados
visualmente. Envolve três processos:
1. Recuperação da imagem: composta por restauro, que recupera a imagem degradada quanti-
tativamente, usando modelo de degradação, e por melhoramento, que usa critérios subjetivos
qualitativos para produzir uma imagem visualmente mais agradável.
No geral, pretende recuperar a informação da cor e melhorar os resultados da etapa de
deteção de características.
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2. Deteção de características: recorre a técnicas baseadas em visão, para detetar os objetos de
interesse, explicitadas na secção 2.3.2.
3. Seguimento das características detetadas: rastreia as posições dos objetos, após a sua iden-
tificação, em frames consecutivas, para possível navegação.
Segundo [1], existem duas possíveis abordagens para o cumprimento desta etapa:
(a) Fluxo ótico, Lucas-Kanade: extrai as features de canto dos objetos detetados. A po-
sição das mesmas é estimada a partir do cálculo da velocidade de duas frames consecu-
tivas. É um dos métodos mais populares, devido à diminuição da carga computacional,
através da implementação de janelas de imagem. É bem-sucedido quando o número
de cantos é elevado; no entanto, em alguns casos, é difícil extrair um conjunto de boas
características como, por exemplo, em superfícies sem textura.
(b) Deslocamento médio: após o objeto ser detetado, as features são representadas por um
histograma de cor. Para localizar a posição da região de interesse, na frame seguinte,
calcula-se o desvio de média. É eficaz para rastrear objetos não rígidos e é bem-
sucedido, exceto em casos onde existe sobreposição de imagens, na medida em que
surge confusão na comparação de histogramas, com propriedades de cor semelhantes.
Apresenta resultados confiáveis e é considerado robusto para alterações de distância,
uma vez que é capaz de controlar mudanças de escala das regiões de interesse.
No estudo comparativo dos métodos referidos, realizado em [1], o seguimento por des-
locamento médio originou melhores resultados, conforme é percetível na Figura 2.6.
Figura 2.6: Métodos de seguimento: (a) fluxo ótico e (b) deslocamento médio [1]
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2.3 Localização e Mapeamento Simultâneos (SLAM)
Com o aumento do uso de veículos autónomos subaquáticos em diferentes aplicações,
surge a necessidade que estes possuam a capacidade de navegação, de forma autónoma. O conceito
SLAM surgiu para auxiliar a resolução do problema em locais não-estruturados e com informação
inicial reduzida.
Esta Secção pretende ilustrar os principais conceitos, etapas e implementações de estudos
anteriores, envolvidos na técnica de SLAM.
2.3.1 Conceitos introdutórios
O SLAM refere-se ao processo de construção incremental, por parte de um robô autónomo,
de um mapa coerente do ambiente onde está inserido enquanto, simultaneamente, determina a sua
localização dentro desse mesmo mapa. Este termo foi desenvolvido por Hugh Durrent-Whyte
e John J.Leonard em 1991, com base no trabalho anterior de Smith, Self and Cheeseman (1990),
sendo que as primeiras implementações foram realizadas por Moutarlier e Chatila (1989) [9]. Para
esta técnica existem dois algoritmos possíveis [7]:
• SLAM em tempo real (online SLAM): onde a pose atual é estimada ao longo da construção
do mapa;
• SLAM completo (full SLAM): onde a pose é calculada apenas no final de toda a trajetória.
Por outro lado, as implementações podem ser classificadas em:
• feature-based SLAM: onde as características são extraídas (deteção, identificação e classi-
ficação) a partir da medição de sensores e mantidas no espaço de estados. Mais especifi-
camente, na pose P1 o robô observa três características L1, L2 e L3 que, juntamente com
a pose, são armazenadas no vetor espaço de estados. Na pose seguinte, P2, apenas as no-
vas características observadas (L4 e L5) são adicionadas ao vetor e a pose é substituída,
conforme observado na Figura 2.7(a).
• view-based SLAM: onde as poses correspondentes às medições são mantidas no espaço de
estados. Por outras palavras, em cada posição o robô armazena todas as observações e, no
fim, realiza a combinação das mesmas. Na pose P3 , V3 é comparado com V2 para encontrar
o deslocamento efetuado pelo robô, visível na Figura 2.7(b).
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Figura 2.7: Implementações do processo SLAM [7]
O processo SLAM consiste em cinco partes ou fases essenciais:
1. extração de pontos de referência;
2. associação de dados;
3. estimação do estado;
4. atualização do estado;
5. atualização dos pontos de referência.
Os pontos de referência (marcos) são elementos distintos do resto do ambiente, isto é,
identificáveis no “cenário” de operação do AUV. São um requisito essencial para a aplicação do
SLAM, na medida em que correspondem aos marcadores utilizados para o robô se localizar. De-
vem ser facilmente re-observáveis, distintos uns dos outros, abundantes no ambiente, para que o
robô não fique muito tempo sem referências e corra o risco de se “perder”, e estacionários, para
que o robô consiga mapeá-los corretamente e localizar-se perante esses mesmos pontos.
Após a escolha dos marcos, é necessário um processo seguro para extrair os dados prove-
nientes dos sensores. Para o efeito existem várias alternativas possíveis, dependentes do tipo de
marcos, bem como dos sensores utilizados (lasers, óticos, acústicos).
Para a construção do mapa do ambiente, está inerente a necessidade de associação das
novas observações com as já existentes. Assim, esta fase refere-se ao processo de emparelhamento
de pontos de referência em diferentes leituras.
O robô extrai o ponto de referência e tenta associá-lo aos marcadores já existentes no mapa.
No caso do ponto de referência corresponder a um recurso já existente, é utilizado para atualizar
a posição do robô. Quando corresponde a uma nova observação, é adicionado ao mapa. Por outro
lado, caso seja um ponto de referência “falso” é rejeitado [10].
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No entanto, o robô pode associar erradamente um marco a outro já observado. Para solu-
cionar esta questão utiliza-se a abordagem do vizinho mais próximo [9]:
1. quando disponível uma nova leitura, todos os marcos visíveis são extraídos;
2. cada marco detetado é associado ao marco mais próximo visto mais do que N vezes;
3. cada par (marco detetado, marco no mapa) é processado por um teste de validação:
(a) se o par passa a validação – marco re-observado (o contador desse marco incrementa);
(b) se o par falha – marco associado como nova referência, sendo definido que foi obser-
vado uma vez (número de observações colocado a 1);
Para lidar com a incerteza inerente ao processo e às observações, podem ser utilizadas
diversas abordagens. Neste contexto, as etapas “estimação do estado”, “atualização do estado” e
“atualização dos pontos de referência” dependem do método aplicado (secção 2.3.2.1) que, por sua
vez, depende das características quer do robô quer da aplicação desejada. O processo de SLAM
descrito é ilustrado na Figura 2.8.
Figura 2.8: Etapas do processo SLAM
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2.3.2 SLAM visual
Abordagem de SLAM com recurso a sensores óticos, que tem como objetivo estimar a
trajetória da câmara enquanto reconstrói o ambiente. Esta técnica pressupõe a implementação de
algoritmos de extração de características visuais para estimação da posição do robô. Neste caso,
as características são extraídas a partir de métodos de processamento de imagem e o restante al-
goritmo é aplicado da mesma forma, de acordo com o referido anteriormente. Neste contexto, o
grande desafio é o fecho da trajetória, uma vez que implica a associação de imagens não consecu-
tivas, mas essencial para limitar o erro de estimação.
Embora a utilização de dados a partir de câmaras exija muito poder computacional e seja
propensa a erros, devido à turvidez, existência de partículas flutuantes e atenuação da luz presentes
no meio aquático, que degradam as imagens adquiridas, torna-se um método bastante apelativo
na medida em que uma imagem fornece grande quantidade de informação. Por outro lado, ao
longo dos anos, têm sido desenvolvidos algoritmos de restauração e melhoria da qualidade das
imagens para que, posteriormente, seja possível obter a posição do robô a partir da extração das
características presentes no seu ambiente de aplicação.
Os contributos para navegação subaquática seguem direções tanto a nível de abordagens
projetadas para ambientes parcialmente estruturados como para não estruturados, a partir da ex-
posição de métodos eficientes para a deteção de características (Subsecção 2.3.3).
2.3.2.1 Métodos de Estimação
No contexto do SLAM visual, são duas as metodologias predominantes: métodos baseados
em filtros e métodos baseados em keyframes, explicitadas de seguida.
Métodos baseados em filtros
Também denominados métodos probabilísticos, todas as frames são processadas por um fil-
tro, para estimar juntamente a localização das features do mapa e a pose da câmara. Fundem a
informação de todas as imagens com uma distribuição de probabilidade.
A formulação do problema teórico SLAM tem sido alvo de inúmeras abordagens, sendo as
mais populares mencionadas de seguida.
1. Extended Kalman Filter(EKF) SLAM
Lineariza o modelo do sistema, através da expansão de Taylor. Aplica o ciclo previsão-
atualização para estimar a pose e o mapa. O vetor de estado inclui a pose e as características
nela observadas. A etapa de atualização da observação exige que todos os marcos e respetiva
matriz dos dados sejam atualizados a cada observação feita.
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• Vantagens:
– funciona bem quando os recursos são abundantes e distinguíveis (um desafio no
ambiente subaquático);
– apresenta comportamento convergente, ou seja à medida que o número de marcos
o de erro diminui.
• Desvantagens:
– para mapas extensos, exige um elevado processamento computacional (aumenta
ao quadrado com o número de marcos) – problema colmatado com o recurso a
técnicas de sub mapeamento [11];
– quando os marcadores medidos pelos sensores são demasiado simples, pode pro-
vocar associação incorreta de marcos e, consequentemente, fragilidade numa si-
tuação de trajetória em ciclo (loop);
– o processo de linearização de modelos não lineares de movimento e de observação
pode originar resultados inconsistentes.
Na Tabela 2.1 são ilustradas algumas implementações em AUV.
Tabela 2.1: Aplicações em AUV do método de estimação EKF-SLAM. Adaptada de [7]
Ano Autores
2005 Ryan M.Eustice
2006 David Ribas, Pere Ridao, Juan Domingo Tardós and José Neira
2007 David Ribas, Pere Ridao, Juan Domingo Tardós and José Neira
2008
David Ribas, Pere Ridao, Juan Domingo Tardós and José Neira
J.Salvi,and Y.Petillot
J.Salvi, Y.Petillot, S.Thomas and J.Aulinas
2014
Sumei Pi, Bo He, Shujing Zhang, Rui Nian and Yue Shen
Magda Alexandra de Mesquita Meireles Ribeiro
n.d
Soren Riisgaard and Morten Rufus Blas
(SLAM for Dummies – A tutorial approach)
2. SEIF-SLAM
Inclui duas abordagens baseadas em filtros de informação: Sparse extended information
filter (SEIF) e Exactly sparse extended infomation filter (ESEIF). Preservam a consistência
da distribuição gaussiana. No caso do ESEIF-SLAM a matriz de informação é mantida com
a maioria dos elementos a zero, para evitar o problema de excesso de confiança.
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• Vantagens:
– realiza atualizações em tempo constante;
– devido à aditividade de informação, é uma boa escolha para SLAM de vários
robôs.
• Desvantagens:
– requer inversão da matriz para recuperar o mapa – processamento computacional
elevado;
– a matriz de informação precisa de ser ativada.
Na Tabela 2.2 são apresentadas algumas implementações testadas em AUV.
Tabela 2.2: Aplicações em AUV do método de estimação SEIF-SLAM [7]
Ano Autores
2006 Ryan,M.Eustice, Hanumant Singh, John J.Leonard and Matthew R.Walter
2008 Matthew R.Walter, F.Hover and John J.Leonard
3. FAST-SLAM
Baseia-se no método de Monte Carlo recursivo (Particle Filter - PF) que usa modelos de
processos não lineares e de distribuição não gaussiana. As poses e pontos de referência são
representados por partículas (pontos) no espaço de estado, ou seja, a trajetória é represen-
tada por amostras ponderadas e o mapa é obtido analiticamente. Cada partícula contém uma
estimativa da pose e todos os recursos nela observados, no entanto cada recurso é represen-
tado e atualizado por um EKF separado. É a única solução que realiza SLAM em tempo real
e SLAM completo, o que significa que estima tanto a pose atual como a trajetória completa.
• Vantagens:
– não depende da parametrização de modelos de movimento;
– tempo logarítmico no número de recursos.
• Desvantagens:
– a capacidade de fechar o loop depende do conjunto de partículas;
– a filtragem de partículas exige um elevado peso computacional - problema mini-
mizado com a redução do espaço de amostragem, através do filtro Rao-Blackwell.
Na Tabela 2.3 encontram-se algumas implementações deste método, em AUV.
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Tabela 2.3: Aplicações em AUV do método de estimação FAST-SLAM [7]
Ano Autores
2008 N.,Fairfield and D.Weffergreen
2009
S.Barkby, Stefan B.Williams, Oscar Pizarro and M.V.Jakuba
S.Barkby, Stefan B.Williams, Oscar Pizarro and M.V.Jakuba
2011 S.Barkby, Stefan B.Williams, Oscar Pizarro and M.V.Jakuba
2012 S.Barkby, Stefan B.Williams, Oscar Pizarro and M.V.Jakuba
4. GraphSLAM
É considerado um algoritmo offline, uma vez que acumula informação no uso da ex-
pansão de Taylor (distinto do EKF-SLAM), isto é, a posição é calculada apenas no final da
trajetória. Estima toda a trajetória e o mapa. As poses do robô são representadas por nós
num gráfico. As arestas que ligam os nós são modeladas com restrições de movimento e
observação. Existem várias soluções diferentes para ser aplicado: Relaxation on a mesh,
Multilevel relaxation, Iterative alignment, Square Root Smoothing and Mapping (SAM),
incremental Smoothing and Mapping (iSAM) e Hierarchical Optimization for pose Graphs
on Manifolds (HOGMAN) [7]. Embora sejam todos semelhantes, diferem na forma como a
otimização é implementada.
• Vantagens:
– as poses anteriores são atualizadas para o pós-processamento de dados;
– minimiza as restrições de processo e de observação.
• Desvantagens:
– requer muito poder computacional;
– dificuldade em recuperar covariâncias;
– as restrições de movimento e observação necessitam de ser otimizadas, para cal-
cular a distribuição espacial dos nós e as suas incertezas.
Na Tabela 2.4 é possível observar algumas implementações em AUV.
Tabela 2.4: Aplicações em AUV do método de estimação GraphSLAM [7]
Ano Autores
2004 P.Newman and J.Leonard
2011 M.F.Fallon, M.Kaesses, H.Johannsson and John J.Leonard
A escolha do método para estimar as poses do robô e o mapa está diretamente relacionada
com fatores como a memória disponível, a capacidade de processamento e o tipo de informação
sensorial.
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De acordo com o referido, os métodos EKF-SLAM e FAST-SLAM são os mais utilizados em
aplicações com AUV.
É de referir que no caso do SLAM ser realizado com uma câmara monocular, é necessário
iniciar o mapa, uma vez que a profundidade não é recuperada a partir de uma única imagem. Neste
tipo de abordagens, os pontos podem ser inicializados com elevada incerteza de profundidade, com
o uso de parametrização inversa de profundidade, que depois converge os pontos para as posições
reais [12].
Métodos baseados em keyframes
Mantêm otimizações precisas do Bundle Adjustment (BA), a partir apenas de frames selecio-
nadas (keyframes).
O BA fornece estimativas da localização da câmara, bem como uma reconstrução geométrica
do ambiente, isto é, otimiza os parâmetros da câmara e, ao mesmo tempo, otimiza as landmarks.
No entanto, é considerado inacessível para operações em tempo real, como é frequente no caso
do SLAM visual. Segundo [12], executar BA com todas as landmarks e com todas as frames não
é praticável e Strasdat et al. (2012), mostram que a abordagem mais rentável passa por manter
o máximo de landmarks possível, mantendo apenas keyframes não redundantes. Por outro lado,
deve-se inserir keyframes cuidadosamente para evitar um crescimento excessivo da complexidade
computacional [13].
Sendo assim, o algoritmo de SLAM tem que fornecer BA com:
• correspondência das observações das landmarks da cena, nas keyframes;
• seleção das keyframes sem redundância;
• configuração de keyframes e pontos, para produzir resultados precisos;
• estimação inicial das poses das keyframes e da localização dos pontos, para otimização não
linear;
• mapa local, onde a otimização é focada para alcançar escalabilidade;
• habilidade para realizar otimizações rápidas, para o fecho do loop em tempo real.
A introdução de keyframes deve ser efetuada o mais rápido possível, para garantir seguimento
mais robusto e obter movimentos da câmara (tipicamente rotações). A câmara tem de estar a
uma distância mínima a partir da landmark mais próxima do mapa, mas depende da profundidade
média das features observadas. Neste sentido, de acordo com [12] e [13], é inserida/adicionada
uma nova keyframe quando são atendidas as seguintes condições:
• passar mais de 20 frames desde a última relocalização global;
• passar mais de 20 frames desde a última inserção de keyframe;
• a frame atual reconhece, pelo menos, 50 landmarks;
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• a frame atual reconhece menos de 90% de landmarks da keyframe de referência.
Por forma a reduzir a complexidade do processo e manter uma reconstrução compacta, é es-
sencial que não existam keyframes redundantes. Assim, é necessário selecionar um critério para
as descartar. Segundo [12], keyframes cujos 90% das landmarks são observadas em menos de 3
keyframes, na mesma escala ou não, são descartadas.
Conforme já referido, com o uso de uma câmara monocular, é necessário iniciar o mapa. Para
este tipo de métodos, foi apresentada uma abordagem, proposta por Torr et al. (1999), baseada
na seleção do modelo entre a homografia, para cenas planares, e a matriz fundamental, para cenas
não-planares [12]. A homografia codifica a informação relativamente ao movimento da câmara e
da estrutura da cena, dependendo diretamente da precisão das correspondências de features entre
duas frames consecutivas. A matriz fundamental, evita a cálculo da estrutura e, deste modo, serve
para descrever a relação entre quaisquer duas imagens. No entanto, é bastante dependente do
modelo de movimento da câmara.
Por outro lado, o fecho do loop é resolvido com a otimização “pose-graph” com restrições
de similaridade. O Covisibility Graph contém informação da relação entre keyframes, em forma
de grafo, onde cada nó é uma keyframe e existe uma ligação entre duas keyframes, caso tenham
observações das mesmas landmarks, identificada com o número de pontos comuns. Para corrigir
o loop, executa-se então uma otimização “pose-graph”, que distribui o erro ao longo do gráfico,
para assegurar a coerência global.
Assim, é possível concluir que os métodos baseados em filtros desperdiçam poder computaci-
onal ao processar frames consecutivas (pouca informação nova) e acumulam erros de linearização.
Por outro lado, embora exijam mais custos, os métodos baseados em keyframes apresentam otimi-
zações da localização da câmara mais precisas, em comparação com os anteriores.
2.3.3 Aplicações subaquáticas
Segundo documentado em [14], para extração de características, utilizam-se três tipologias
de informação:
1. informação topológica tridimensional de SLAM, realizada a partir do algoritmo de SLAM;
2. informação de contexto para caracterizar as regiões de interesse (Region of interest (ROI)),
obtida através da segmentação da imagem para caracterizar as ROI;
3. extração de características dessas ROI, a partir de métodos de deteção como SIFT e SURF
(métodos abordados mais à frente).
Numa primeira fase, é realizado o pré-processamento da imagem, através da seleção de
apenas um único canal (cinzento), seguida da correção da luz não uniforme, através de técni-
cas de filtragem (correção da distorção provocada pela lente) e inicia-se a deteção de edge (Fi-
gura 2.9(b)). Posteriormente, através de processos de erosão e dilatação simultâneos, é possível
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segmentar a imagem unindo regiões e eliminando pontos/áreas irrelevantes (Figura 2.9(c)). De
seguida efetua-se uma pesquisa, na imagem binária, da maior área e segmenta-se a mesma (Fi-
gura 2.9(d)). É aplicada segmentação do canal Hue (Figura 2.9(e)), que suaviza a imagem e,
a partir da imagem resultante, é imposto um threshold (Figura 2.9(f)) e a imagem é, de novo,
segmentada (Figura 2.9(g)). Funde-se os dados de ambas as segmentações e obtém-se a ROI
(Figura 2.9(h)). Por fim, para detetar as características presentes na ROI, foi utilizado um dete-
tor SURF. O resultado desta etapa depende diretamente do anterior, isto é, caso exista ROI são
extraídas as suas características (Figura 2.9(i)), caso contrário a extração é feita na imagem total.
Figura 2.9: Processo de extração de características, através de SURF [14]
Esta abordagem fornece uma melhoria significativa na deteção de características, pelo facto de
realizar o pré-processamento da imagem antes da aplicação do algoritmo SURF. No contexto de
SLAM, torna-se bastante apelativo, na medida em que fornece uma maior certeza quanto à posição
do robô. Por outro lado, o uso de ROI reduz os constrangimentos em tempo real.
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Para efetuar a correspondência de características apenas as novas observações, cuja in-
certeza cruza com a incerteza dos pontos de referência, são verificadas como possíveis empa-
relhamentos. Desta forma, inicialmente tem-se poucos marcos e, consequentemente, incertezas
pequenas. Estes números incrementam ao longo do percurso do robô e, quando existem vários
candidatos para o emparelhamento, é necessária mais informação para ter maior certeza de qual
o emparelhamento correto. Assim, para descartar falsos emparelhamentos foi utilizado o SURF
juntamente com o Joint Compatibility Branch and Bound (JCBB), considerado um método muito
robusto por considerar localizações relativas entre características. Em SLAM, a utilização de
correspondências entre características é crucial, no sentido em que melhora significativamente a
trajetória, produzindo menos erros e incertezas.
Segundo o trabalho desenvolvido por Kim e Eustice (algoritmo “Pose-graph Visual SLAM”)
a deteção de features visuais consiste numa combinação dos algoritmos SIFT e Harris para obten-
ção da pose relativa do robô [11].
As features variam em diferentes aplicações e, por isso, têm sido desenvolvidas e aplicadas
técnicas para deteção e reconhecimento das mesmas. Neste sentido, existem duas abordagens
possíveis que incluem algoritmos específicos [1]. Mais concretamente:
1. Abordagem baseada em características
• Scale-Invariant Feature Transform (SIFT): conhecido como o detetor/descritor de
características mais confiável. Baseia-se na integração gaussiana e laplaciana (LOG) e
envolve quatro passos essenciais: (i) scale-space extrema detection, onde os candida-
tos a pontos de interesse são detetados na mudança de escala; (ii) keypoint localization,
onde são calculadas as localizações exatas dos candidatos a pontos de interesse; (iii)
orientation assignment, onde se atribui orientação a cada ponto chave, com base nos
gradientes de intensidade; (iv) keypoint descriptor, onde as descrições são geradas a
partir de vetores de gradiente juntamente com as orientações atribuídas.
• Speeded Up Robust Features (SURF): considerado uma versão simplificada do SIFT.
Com o intuito de reduzir o tempo de computação, foram adicionados dois conceitos:
para a deteção de pontos de interesse, utilizar um box filter em vez de calcular o LOG
e, para permitir otimização adicional, reduzir o comprimento do vetor de descrição
para metade (dimensão 64). Este algoritmo usa o integral da imagem para gerar o
espaço de escala, o determinante de Hessian para identificar uma ilha na imagem, a
partir da procura de máximos locais, o que o torna significativamente mais rápido e
mais preciso, e posteriormente, o descritor de pontos de interesse, em que a cada um
desses pontos é atribuída uma orientação reproduzível e um vetor de dimesão 64. Por
outro lado, retorna mais pontos de interesse em comparação com o SIFT.
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2. Abordagem baseada em modelo
O problema de deteção incide sobre os contornos dos objetos. É mais eficiente em
objetos 2D, uma vez que utiliza comparações entre o modelo e a imagem de entrada.
Com base nos estudos e testes presentes em [1], é de referir que a abordagem baseada
em características não é apta para objetos com design simples e sem textura, na medida em
que os descritores utilizados são simples e as distinções são muito pequenas para se julgar
as diferenças. Por outro lado, em relação à abordagem baseada em modelo as deteções são
bem sucedidas, mesmo com mudanças de iluminação e de fundo. Como se foca nas formas
globais e não nas características locais, proporciona melhores resultados que o anterior.
Ambas as aplicações de SLAM referidas foram conduzidas em modo offline. No entanto,
algumas situações implicam aplicações em tempo real que, neste contexto, também já foram de-
senvolvidas.
O MonoSLAM é um algoritmo em tempo real que permite a obtenção de uma trajetória 3D de
uma câmara monocular, movendo-se rapidamente através de um ambiente previamente desconhe-
cido. Foi a primeira aplicação online em robótica móvel [11].
Kim também contribuiu para este tipo de aplicações. Neste algoritmo, a deteção de pontos
de referência é realizada a partir de saliências encontradas no ambiente onde o robô se encontra
inserido e aplica duas medidas diferentes de saliência: saliência local (ou seja, intra imagem) e
saliência global (isto é, inter imagem), ambas calculadas com recurso a um paradigma de cate-
gorização de objetos, “bag-of-words” (BoW), para a representação da imagem. Para cada tipo de
saliência é representada uma curva BoW que, neste caso, consiste num histograma para a cate-
gorização do objeto. Posteriormente, os histogramas são analisados para a medida e marcação
do nível da saliência local com o intuito de avaliar a sua entropia, isto é o número de descritores
que aparecem dentro da imagem. Já para a saliência global, examina-se a ocorrência de todas as
imagens observadas anteriormente (Figura 2.10).
De referir que para imagens coloridas o canal da matriz de Hue permite distinguir a riqueza de
features do ambiente. Para tons de cinza o histograma BoW continua a funcionar corretamente,
ao contrário do histograma de intensidade [11]. O funcionamento do algoritmo explicitado fica
comprometido com a textura da imagem, o que pode impedir o reconhecimento de algum tipo de
saliências.
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Figura 2.10: Exemplo de saliência local [11]
Com o propósito de simular a visão humana nos AUV, surge o uso de câmaras stereo, com-
postas por duas lentes, na realização do SLAM, que fornecem a capacidade de capturar imagens
tridimensionais [10]. Esta implementação, em tempo real, utiliza o SURF como algoritmo de de-
teção e correspondência de features e recorre ao EKF para fundir informação baseada em câmaras,
giroscópio, DVL e Attitude and Heading Reference System (AHRS).
Neste caso, o processo SLAM envolve a extração de características nas duas imagens (uma
imagem de cada lente), como ilustrado na Figura 2.11, seguida da correspondência de caracterís-
ticas entre ambas as imagens. Por fim, com base nos resultados desta etapa, juntamente com os
parâmetros da câmara, obtidos por calibração, tem-se as coordenadas 3D dos pontos característi-
cos. Os resultados obtidos são comparados com informações de outros métodos, por forma a obter
atualização do mapa e da pose do robô (Figura 2.12).
Na visão binocular cada frame é obtida em torno de duas imagens da mesma cena. Sendo
assim, a correspondência, em visão stereo, consiste em encontrar relação de correspondência de
pontos 3D da mesma cena em duas imagens. As características são correspondências entre quatro
imagens, ou seja, imagens da lente esquerda e direita de duas frames consecutivas. Quando exis-
tem correspondências incorretas, para melhor eficiência e precisão, os pontos são eliminados, pelo
uso de homografia.
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Figura 2.11: Sistema Stereo [10]
Figura 2.12: Processo de implementação do Visual SLAM Stereo. Figura adaptada de [10]
2.4 Loop Closure Detection
2.4.1 Conceitos introdutórios
Robôs autónomos que operam em contextos reais devem ser capazes de navegar em espaços
grandes, não estruturados, dinâmicos e desconhecidos e, para isso, necessitam de construir um
mapa do seu ambiente operacional, para se localizar a si mesmos (SLAM). Um dos aspetos chave,
diretamente ligado com o sucesso da navegação, é a deteção de áreas já visitadas (fecho do loop),
para reduzir erros do mapa, isto é, limitar o erro de estimação de movimento. No contexto pre-
tendido (SLAM visual), é considerado um grande desafio, uma vez que implica a associação de
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imagens não consecutivas e solução para o problema “perceptual aliasing” 2.
As abordagens baseadas na aparência (appearance-based) são as mais populares para a de-
teção de fecho do loop, realizada pela comparação das imagens anteriores com a nova (image
to image matching), por escalar melhor em grandes ambientes [15]. Dos métodos baseados na
aparência, a técnica Bag-of-Words é a que se encontra em destaque, devido à sua alta eficiência
[12], rapidez e facilidade de implementação [16] e por ser um método muito robusto para dete-
tar semelhanças visuais entre imagens, permitindo deteção de fecho de loop eficiente, mesmo na
presença de iluminação e mudanças de perspetiva da câmara [17], com muito pouco tempo de
processamento.
A técnica BoW surgiu em 2003, por Sivic e Zisserman [18], e utiliza vocabulário visual 3 para
converter uma imagem num vetor numérico, ou seja, trata as características das imagens como
palavras. A principal dificuldade residiu na definição do conceito de vocabulário de palavras
visuais, por falta de uma correspondência imediata como no caso do vocabulário de palavras,
numa linguagem natural e, como solução, foi definida a construção do vocabulário a partir das
características extraídas de um conjunto representativo de imagens.
Desta forma, o processo é dividido em três passos:
1. deteção de features;
2. descrição de features;
3. produção das palavras visuais (vocabulário).
Mais especificamente, depois da deteção de features cada imagem é composta por vários pat-
ches locais e cada um deles é representado num vetor numérico, denominado descritor (neste
momento, cada imagem é um conjunto de vetores da mesma dimensão). Por fim, o último passo
consiste na conversão dos vetores em “codewords”, produzindo o vocabulário visual. É, então,
construído o histograma das palavras visuais, utilizado para calcular a similaridade entre imagens.
O esquema referente ao processo completo é visível na Figura 2.13.
A etapa de extração de features pode ser realizada com recurso a qualquer descritor, embora
o SURF-64 ou SURF-128 (que diferem, principalmente, na dimensão do vetor de descritores4)
sejam as escolhas usuais para a resolução do problema de deteção de loop. Por outro lado, o SURF-
64 é considerado o ideal para situações em que os objetos estão próximos da câmara e o BRIEF5
para distância média/grande [12]. Ainda neste contexto, surge o ORB6, invariante à rotação e
escala, a uma certa distância, que é considerado o mais rápido, embora diminua ligeiramente o
desempenho do algoritmo [16].
2Regiões diferentes da cena são consideradas como semelhantes, por apresentarem texturas pobres ou repetitivas
3Discretização do espaço do descritor
4http://docs.opencv.org/3.0-beta/doc/py_tutorials/py_feature2d/py_surf_intro/py_
surf_intro.html
5http://docs.opencv.org/3.0-beta/doc/py_tutorials/py_feature2d/py_brief/py_
brief.html
6http://docs.opencv.org/3.0-beta/doc/py_tutorials/py_feature2d/py_orb/py_orb.
html
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Figura 2.13: Processo de representação de uma imagem sob a técnica BoW [18]
Para a construção propriamente dita do vocabulário (última etapa), esta técnica recorre ao
método simples K-means Clustering, que aglomera, a partir de uma métrica de distância, os des-
critores encontrados em grupos cujos membros são similares de alguma forma (clusters) e calcula
a média de cada cluster para determinar o centróide.
É de referir que o vocabulário pode ser obtido a partir de abordagens offline ou online.
No primeiro caso, é construído à priori, por meio de alguns métodos de clustering, e envolve
pré-aquisição de recursos de um grande conjunto de imagens de treino. É computacionalmente
eficiente, segundo [12], caso as imagens sejam suficientemente caracterizadoras, o mesmo voca-
bulário pode ser usado para diferentes ambientes, conseguindo-se um bom desempenho. Ainda
assim, ao permanecer constante, falha ao modelar, com precisão, objetos ou cenas não presentes
durante o treino [17], o que é crítico no caso de mapeamento e navegação, uma vez que o robô
deve ser capaz de detetar com êxito situações de fecho de loop, em ambientes não controlados
ou desconhecidos. Por outro lado, os métodos típicos de clustering recorrem aos algoritmos K-
means ou K-medians 7, que exigem a definição do número de palavras pretendidas no vocabulário
por parte do utilizador. No entanto, os parâmetros adequados para um vocabulário ideal não são
encontrados de forma direta e envolve uma abordagem de tentativa e erro.
No caso de ser implementado online não requer intervenção humana nem informação à priori
do meio, no sentido em que é construído de acordo com o movimento do robô, isto é, à medida
que as informações visuais ficam disponíveis. Desta forma, o facto de evoluir iterativamente (di-
nâmico) e eliminar a necessidade de dados pré-construídos, modela de forma correta a informação
presente na cena, o que torna esta abordagem muito mais adequada para aplicações robóticas. No
7Variação do K-means clustering. Calcula a mediana de cada cluster para determinar o seu centróide.
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entanto, apresenta maiores requisitos computacionais [19], uma vez que, durante a navegação, são
extraídas novas features e adicionadas ao vocabulário visual. Em longas sequências, pode resultar
num vocabulário complexo e, consequentemente, na diminuição da eficiência computacional em-
bora este efeito possa ser parcialmente reduzido, usando técnicas de aproximação ao vizinho mais
próximo [17].
Conforme referido, quanto maior o mapa mais requisitos computacionais são exigidos para
processar os dados. Desta forma, para mapeamento online os dados de entrada devem ser pro-
cessados mais rápido do que o tempo necessário para obtê-los. No entanto, o tempo necessário
para a deteção do fecho do loop depende do tamanho do mapa e, como os robôs móveis têm re-
cursos computacionais limitados, em [15] foi proposta uma abordagem de gestão de memória,
com o objetivo de satisfazer os requisitos de processamento online, em larga escala, longo prazo e
multi-sessões de mapeamento.
Assim, segundo a arquitetura proposta, a memória é organizada em memória de curto prazo
(STM), memória de trabalho (WM) e memória de longo prazo (LTM). A primeira representa o
ponto de entrada para os novos nós adicionados ao grafo, quando são adquiridos novos dados.
Estes nós não são considerados para a deteção do fecho de loop porque, em geral, são muito
semelhantes. Quando o grafo atinge um tamanho S, o nó mais antigo é movido para a WM. Na
memória de trabalho, quando o tempo T, necessário para processar os dados, é atingido, alguns
nós do grafo são transferidos para a memória de longo prazo, tendo em conta o passo denominado
“Weight Update”, realizado na STM. A heurística usada baseia-se no tempo em que o robô está
numa área: o robô "lembra-se"mais das áreas onde passou mais tempo, ou seja, quanto mais tempo
o robô está num determinado local, maior o peso do nó. Assim, os nós mais antigos e menos
pesados são transferidos para a LTM antes dos outros. Os nós presentes na LTM não são usados
para deteção de loop e otimização do grafo. Contudo, se for detetado fecho de loop, vizinhos do
nó mais antigo podem ser transferidos, de novo, para a WM (processo denominado “Retrieval”),
para mais deteções de loop.
2.4.2 Aplicações
Embora a deteção de regiões já visitadas pelo robô, baseada em visão, seja um problema
complexo devido à quantidade de dados que precisam de ser analisados (os extratores típicos
produzem elevada quantidade de features por imagem), reduz as incertezas de movimento e de
posição na navegação e mapeamento de robôs.
Neste contexto, têm surgido algumas propostas referentes à deteção de fecho de loop, por
exemplo, através do cálculo da similaridade visual a partir de features, considerada sensível a
interferências e computacionalmente cara e, por isso, limitada para aplicações com grandes tra-
jetórias de navegação, ou por representação de imagens inteiras como observações, com recurso
à técnica BoW para deteção de semelhanças entre imagens, onde os dados que necessitam de ser
processados diminuem drasticamente, sendo uma solução robusta, computacionalmente eficiente
e apta para grandes trajetórias [17].
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Em [12] é proposto um sistema SLAM, com implementação baseada em features (2.3.3) e
método de estimação baseado em keyframes, explicitado em 2.3.2.1, que recorre a uma biblioteca
de Bag-of-Words hierárquico, implementada em C++, denominada DBoW2 (descrita em maior
detalhe no Capítulo 4), que classifica e converte imagens numa representação bag-of-words, para
obter o vocabulário visual [20]. Neste caso, o vocabulário é criado offline com descritores es-
pecíficos, extraídos a partir de um grande conjunto de imagens, e estruturado como uma árvore
para aproximação ao vizinho mais próximo – Discriminative Method. Por outro lado, juntamente
com o bag-of-words, é criado um índice inverso que armazena para cada palavra uma lista de ima-
gens onde está presente, e um índice direto que armazena convenientemente as características de
cada imagem. Esta contribuição facilita a realização de comparações apenas entre imagens que
têm alguma palavra em comum com a de “consulta” e acelera a verificação de correspondências
únicas.
Para a deteção de fecho de loop, é procurada a existência de loop em todas as keyframes,
por similaridade entre o vetor bag-of-words e todos os vizinhos do Covisibility Graph8, retendo o
valor mais baixo. Para fechar efetivamente o loop, este sistema faz otimização pose-graph9 sobre
Essencial Graph10, responsável por manter apenas as correspondências mais fortes.
A principal desvantagem dos métodos referidos é o uso de vocabulário estático, uma vez que
impossibilita o robô de detetar com sucesso situações de fecho de loop em ambientes não con-
trolados ou desconhecidos. Neste sentido, surgem propostas de construção de vocabulário online,
com o intuito de aumentar a eficiência e a precisão na navegação e mapeamento de robôs.
Em [17] é proposto um novo método para construir vocabulário visual online, tendo por base
uma construção incremental: é criado assim que as informações visuais ficam disponíveis e cons-
tantemente atualizado à medida que o robô se movimenta. É utilizada uma versão modificada da
técnica “Agglomerative Clustering”, onde cada ponto extraído corresponde a um cluster elementar
e o vocabulário é construído pela fusão desses clusters, através de uma medida de similaridade.
Mais especificamente, o processo de construção do vocabulário engloba dois passos:
1. vocabulary initialization - o vocabulário é inicializado com os clusters elementares corres-
pondentes às m primeiras imagens; os clusters são, gradualmente, fundidos até que seja
alcançada a convergência;
2. vocabulary update - À medida que o robô se move, existe mais informação visual que pre-
cisa de ser contida no vocabulário. Assim, a partir de cada bloco de m imagens, são extraí-
dos novos clusters e adicicionados ao vocabulário e o conjunto completo é fundido até que
a convergência seja atingida. Esta etapa é repetida para bloco de m novas imagens.
8Grafo com informação da relação entre keyframes.
9Otimiza os parâmetros da câmara, de modo a minimizar a função custo da ligação entre as diferentes posições do
movimento.
10Abordagem que retém do Covisibility Graph apenas as keyframes com correspondência mais forte.
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Salienta que a escalabilidade é uma propriedade relevante, isto é, à medida que o vocabulário
é atualizado é necessário assegurar que as features semelhantes estão associadas aos mesmos clus-
ters, em diferentes momentos de atualização. Assim, neste caso é assegurada através de uma nova
técnica de associação “feature-cluster”, baseada numa árvore hierárquica, considerada adequada
para vocabulários incrementais, onde a associação entre features e palavras visuais é realizada pela
comparação de cada feature com todos os clusters no vocabulário, sendo associada ao cluster mais
semelhante.
Por forma a reduzir possíveis esforços computacionais, no caso de longas sequências de ima-
gens, recorre, para além de técnicas de aproximação ao vizinho mais próximo, à supressão dos
ramos entre nós com pouca informação, através de um critério específico.
Para comprovar a sua eficiência e precisão, este método foi analisado tanto em área urbana e
formada por paisagens naturais como em ambiente subaquático, com o intuito de testar a eficiência
na descrição de ambientes naturais não estruturados, para a navegação e mapeamento de robôs
subaquáticos, sob os desafios típicos encontrados neste ambiente.
O método lida com desafios comuns encontrados no meio ambiente, como iluminação, mu-
danças de perspetiva e movimento de pessoas e carros. Detetou situações de fecho de loop com
sucesso também no início, onde o vocabulário continha pouca informação visual. Contudo, de-
monstrou pequenas falhas em situações com padrões repetitivos (árvores e terra, por exemplo),
presentes em cenários naturais, e precisão ligeiramente diminuída no ambiente subaquático, de-
vido ao “perceptual aliasing”.
Recentemente, Labbé e Michaud [15] propuseram uma abordagem SLAM, baseada em grafo
11, que lida com SLAM multi-sessão, isto é, com o facto dos robôs poderem ser desligados e
mudados para outro local, sem conhecimento. Tem inerente o problema do robô, quando é ligado,
não saber a sua posição em relação a um mapa e, como solução, propõe a inicialização de um
novo mapa com o seu próprio referencial e quando for encontrada uma localização previamente
visitada, o cálculo da transformação entre os dois mapas.
Para deteção de situação de fecho de loop, utiliza uma abordagem bag-of-words, para obter as
palavras visuais, com recurso ao descritor SURF, e utiliza um filtro Bayesian, para avaliar hipóte-
ses de fecho de loop perante todas as imagens anteriores. É detetado loop quando uma hipótese
atinge um limiar, H, pré-definido e as palavras visuais são usadas para calcular a probabilidade
requerida pelo filtro. Depois da deteção de loop, é calculada a transformação rígida entre as cor-
respondências de imagens, por RANSAC. Se for encontrado o mínimo de inliers, I, o fecho de
loop é aceite e é adicionada a ligação ao grafo.
Com o intuito de minimizar os erros de odometria, após a deteção de loop, recorre a uma abor-
dagem “Graph pose Optimization”, denominada TORO, que limita o número de nós disponíveis
a partir do grafo, para a deteção de loop e otimização do mapa, de modo a satisfazer os requisitos
online.
11Usa nós como poses, ligações como odometria e transformações de fecho de loop
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De acordo com [16], a técnica BoW, embora detete de forma eficiente a existência de fecho
de loop, sofre “perceptual aliasing”. Este problema pode ser resolvido pelo uso de abordagens
“direct features matching”, onde são usados os recursos para o cálculo de similaridade, em vez
da sua representação quantizada obtida através de clustering. Contudo, esta solução apresenta
requisitos computacionais maiores que aumentam com o aumento do tamanho do mapa, o que a
torna proibitiva para grandes mapas.
Com o intuito de superar esta limitação (“perceptual aliasing”), é proposto um método, de-
nominado Bag of Words Pairs (BoWP), que pretende melhorar o desempenho dos métodos BoW
convencionais, sem comprometer a sua simplicidade e velocidade de execução.
A abordagem assenta na criação de um vocabulário adicional, compreendendo pares de pala-
vras formados por observação da vizinhança próxima (“spatial co-occurrence information”), in-
corporado diretamente no próprio vocabulário (de palavras), com a intenção de proporcionar uma
melhor descriminação na identificação de fechos de loop. Mais especificamente, usa o método
BoW (e recorre ao descritor SURF) para representação de imagens e incorpora-lhe um dicionário
de pares de palavras, criados a partir dessas palavras quantificadas, usando a extensão de vizi-
nhança espacial. Desta forma, as palavras quantificadas e os correspondentes pares de palavras
são usados para calcular a similaridade entre a imagem pretendida e cada um dos nós existentes
no mapa. É implementado de forma online e incorpora o melhor dos métodos existentes: Kd-Tree,
para armazenar e procurar recursos, filtro Bayesian, para a tomada de decisões sobre o fecho de
loop, criação de vocabulário incremental e uso do método RANSAC, para confirmar o loop.
Segundo o documentado, os métodos já existentes baseados neste pressuposto são computa-
cionalmente caros e usados apenas na fase de verificação. Por outro lado, recorrem à divisão da
imagem em células, para ter conhecimento da vizinhança, ou à fixação de uma distância, para
decidir a vizinhança mais próxima. No entanto, estas abordagens não são invariantes a variações
de escala e impõem definição de parâmetros por parte do utilizador. Neste sentido, o método pro-
posto difere dos anteriores na medida em que combina informação para proporcionar um melhor
fecho de loop e o tamanho da vizinhança é decidido automaticamente.
Resumidamente, é composto por três etapas principais:
1. criação do vocabulário das palavras individuais;
2. criação dos pares de palavras;
3. deteção de loop.
O desempenho da deteção de situações de fecho de loop aumenta significativamente, princi-
palmente quando o dicionário é pequeno. No entanto, embora que de forma ligeira, exige maiores
requisitos computacionais e de memória, tendo em conta que é necessário criar um vocabulário
adicional. Usando features binárias, é possível reduzir o tempo computacional e requisitos de
memória mas com ligeira diminuição no desempenho.
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2.5 Conclusão
Neste capítulo foram expostos os conceitos essenciais às principais temáticas envolventes e
realizada uma análise descritiva das técnicas e metodologias associadas, já existentes.
A navegação é uma competência crucial a qualquer robô móvel e, nas condições em questão,
torna-se bastante desafiador tendo em conta as adversidades inerentes ao meio e à sua natureza
desconhecida e não estruturada. Neste contexto, de uma forma geral, os métodos acústicos são os
mais comuns e os que apresentam resultados de localização mais precisos, robustos e confiáveis,
mesmo em ambientes hostis. Por outro lado, em termos de navegação geofísica, é recorrente o
uso de sonares, com destaque para os métodos Mechanical Scanned Imaging Sonar e Sidescan.
Contudo, dadas as aplicações e finalidades pretendidas com os AUV, o uso de sensores óticos tem
aumentado, por serem atraentes e eficazes na deteção a curta distância, ao contrário dos métodos
anteriormente referidos, cuja gama de alcance é média/elevada. Para o auxílio na navegação visual,
têm surgido abordagens de restauração e melhoramento de imagens.
A construção de mapas do ambiente, conforme requerido pelos métodos de navegação geofí-
sica, não implica despesas nem problemas de instalação. No entanto não é um processo fácil, na
medida em que envolve reunir informação sobre o ambiente e combiná-la, com uma base de dados
referente a esse mesmo ambiente. Na prática, pode não ser possível construir um mapa de alta
qualidade da área de interesse, conforme é exigido para ser possível obter uma navegação precisa.
Isto remete para a questão de localização e mapeamento simultâneos (SLAM), onde um robô au-
tónomo constrói um mapa do ambiente enquanto determina a sua localização nesse mesmo mapa.
Este conceito tornou possível a navegação autónoma e o avanço na investigação deste problema
permitiu melhorias no domínio subaquático. Neste contexto, e com recurso a sensores visuais, têm
sido exploradas técnicas/abordagens para a extração das características do ambiente e, consequen-
temente, para o auxílio da determinação da localização mais fiável do robô. Neste sentido, para
que os métodos de navegação geofísica consigam alcançar erros de posição limitada, é importante
que usem alguma forma de SLAM [7] [8]. O tipo de sistema de navegação usado é altamente
dependente do tipo de operação ou missão e é imprescindível ter em consideração o tamanho da
região de interesse, bem como a precisão da localização desejada. Embora os sonares e os senso-
res óticos consigam melhores resultados com o uso de SLAM, dependendo do tipo de aplicações,
para superar as suas limitações, pode ser vantajoso combiná-los com sensores acústicos.
Uma característica fundamental do SLAM e, consequentemente, crucial para o sucesso e efi-
cácia da navegação, é a deteção de áreas visitadas previamente pelo robô. Tornou-se percetível
que, com base em visão, é um problema complexo por, entre outros aspetos, implicar lidar com
o fenómeno "perceptual aliasing". Neste contexto, é comum a utilização de vocabulário visual,
através da técnica BoW, que pode ser criado a partir de abordagens offline ou online. Embora a
segunda alternativa possa resultar num vocabulário complexo, em longas sequências, a natureza
não estruturada e desconhecida do ambiente subaquático torna essencial e vantajosa a construção
de vocabulário de forma incremental, durante o movimento do veículo. Neste sentido, surgem
metodologias capazes de diminuir o poder computacional exigido em condições específicas.
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A hostilidade do meio subaquático condiciona o tipo de sensores possíveis de utilizar. É de
realçar a falta de visibilidade, provocada pela turbidez da água, e a atenuação da luz que, conse-
quentemente, provoca sombras e distorções. Por outro lado, a profundidade induz a perda gradual
de intensidade das cores e a existência de vida marinha torna o ambiente bastante dinâmico. As
características inerentes a este ambiente dificultam o uso de sensores óticos em AUV. Contudo,
concluiu-se que cada vez mais o seu uso tem sido acrescido por serem um método capaz de adqui-
rir grande quantidade de informação e essenciais para a deteção de características do ambiente, a
curtas distâncias, o que é fulcral neste contexto dado que os AUV são utilizados, principalmente,
para aplicações em profundidade.
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Capítulo 3
Análise comparativa de algoritmos de
SLAM visual
Tendo em consideração o elevado número de métodos de SLAM visual disponíveis na lite-
ratura, torna-se crucial analisar a performance, bem como as vantagens e desvantagens de cada
método em cenários de teste semelhantes. Assim, este Capítulo encontra-se organizado em cinco
secções: visa expor o estudo realizado, em particular os métodos analisados (Secção 3.2), os ce-
nários de teste (Secção 3.3) e o procedimento usado para a avaliação e aferição da comparação
das implementações (Secção 3.4). No final do Capítulo, e tendo por base o estudo comparativo
realizado, é selecionada a técnica de SLAM visual que melhor se adequa para AUV a operar em
ambiente subaquático.
3.1 Introdução
Tendo em conta a existência de diversas implementações de SLAM visual, torna-se relevante
a seleção das que apresentam mais potencial, com o intuito de conhecer, de um modo geral, as
etapas e particularidades inerentes ao seu funcionamento. Sendo assim, o principal objetivo reside
na identificação das principais características de cada uma das implementações, determinando o(s)
método(os) com maior potencial para utilização em cenários subaquáticos.
Desta forma, este estudo pretende avaliar a performance de diversos métodos de SLAM vi-
sual, em vários cenários caracterizados por datasets públicos, com o objetivo de verificar qual a
implementação mais adequada aos objetivos propostos neste trabalho, isto é, para calcular a loca-
lização da câmara ao longo de uma determinada trajetória, tendo em consideração a sua aplicação
num sistema robótico real e, consequentemente, os requisitos computacionais, em condições de
tempo real. Adicionalmente, pretende-se averiguar a aplicabilidade para o meio aquático e, even-
tualmente, sugerir melhorias.
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3.2 Descrição dos métodos em comparação
Foram estudados os algoritmos ORB-SLAM2, RTAB-Map e S-PTAM. Esta seleção foi reali-
zada após uma avaliação da literatura e da disponibilidade das implementações, considerando as
suas principais características e resultados obtidos em experiências já realizadas.
3.2.1 ORB-SLAM2
Esta biblioteca, implementada por Mur-Artal, Tardos e Montiel em 2015 [12], é apta para
câmaras monoculares, stereo e RGB-D. É baseada em features e recorre ao extrator ORB, uma
vez que, em aplicações em tempo real, é crucial que a extração seja muito rápida (neste caso, é
necessário que ocorra em menos de 33 ms por frame). Desta forma, como extrai cantos por FAST
e usa o descritor BRIEF, é alcançada uma boa invariância a mudanças de perspetiva e iluminação
e, consequentemente, a precisão do Bundle Adjustment aumenta. Em termos de estimação de
movimento é baseada em keyframes, evitando assim um crescimento computacional excessivo.
Apresenta como pressuposto o uso das mesmas features, tanto para o mapeamento e Tracking,
como para o reconhecimento do local, por forma a permitir relocalização e fecho do loop, o que
torna o sistema mais eficiente e confiável.
Se processo de Tracking (etapa responsável por localizar a câmara em cada frame e decidir
quando inserir uma nova keyframe) for perdido, utiliza uma abordagem de reconhecimento de lo-
cal, para permitir uma relocalização da câmara em tempo real, através da conversão da frame em
bag-of-words. Utiliza o conceito de Covisibility Graph para ser possível adicionar novas keyfra-
mes e, consequentemente, obter uma reconstrução ideal do ambiente da câmara. Utiliza, ainda,
mecanismos de eliminação de keyframes e remoção de pontos, com o intuito de melhorar a esti-
mativa de movimento. Tanto a inserção/eliminação de keyframes como a remoção de pontos são
efetuadas perante o cumprimento de condições específicas. Por outro lado, o Covisibility Graph
auxilia a deteção de loop, na medida em que a existência destes é detetada por similaridade entre
o vetor bag-of-words e todos os vizinhos do Covisibility Graph. Adicionalmente, para fechar efe-
tivamente o loop em tempo real, o sistema executa otimização pose-graph sobre Essential Graph,
responsável por manter apenas as correspondências mais fortes.
O vocabulário é criado offline, com base na biblioteca DBoW2 (bag-of-words hierárquico) [20],
com descritores ORB extraídos a partir de um grande conjunto de imagens, que caracterizam o
ambiente onde o método será utilizado.
3.2.2 RTAB-Map
Esta abordagem, implementada por Labbé e Michaud em 20141, pode ser usada com um
hand-held Kinect ou com uma câmara stereo, para obter informação de movimento com 6 graus
de liberdade (6 DoF), ou com um laser, para obter informação com 3 graus de liberdade (3 DoF).
1http://introlab.github.io/rtabmap/
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É baseada em grafos (Graph-Based SLAM) e na deteção incremental de fecho de loop, capaz de
determinar se uma imagem é de uma localização anterior ou nova [15].
Para a estimativa de movimento disponibiliza uma abordagem de odometria própria, deno-
minada stereo_odometry (s_odom)2. Esta recorre a imagens stereo e calcula a odometria através
de características visuais, extraídas das imagens da câmara esquerda, juntamente com a informa-
ção de profundidade, obtida pela pesquisa e extração das mesmas características na imagem da
câmara direita. Posteriormente, a partir das correspondências de features, é utilizada uma abor-
dagem RANSAC que calcula a transformação entre as imagens (da lente esquerda) consecutivas.
Embora o método de correspondência por features seja o principal, é possível a alteração, no
ficheiro de conFiguração, para um método de correspondências baseado em Optical Flow, que es-
tima o movimento através da procura, em frames consecutivas, da intensidade de um determinado
pixel. No entanto, é importante referir que o cálculo de odometria apresenta limitações em situa-
ções de “Empty space environments”, ou seja, quando as características do ambiente estão a uma
distância da câmara superior a 4 metros, e em situaçãoes em que a sequência de imagens apresenta
egomotion elevado, o que diminui as correspondências de features em frames consecutivas3.
Deste modo, permite a incorporação de duas bibliotecas de odometria visual diferentes: FO-
VIS e viso24, sendo que ambas estimam o movimento 6 DOF da câmara. No entanto, a FOVIS ne-
cessita de uma fonte de informação de profundidade para cada pixel5. A viso2, desenvolvida para
estimar o movimento de um carro a partir de câmaras com distância focal elevada, procura minimi-
zar o erro de reprojeção das correspondências de características, no caso de câmaras stereo [21], e
recorre ao mecanismo de bucketing para garantir uma extração de features mais uniforme por toda
a imagem e facilitar a etapa de correspondência de características. Ambas as abordagens utilizam
RANSAC para descartar outliers, perante as matching obtidas. No entanto, esta implementação
não se encontra apta para rotações puras independentemente de existirem características suficien-
tes para a estimação do movimento, pois a matriz fundamental não é calculada corretamente. Por
outro lado, é assumido que a câmara se encontra sempre à mesma altura do solo pelo que, quando
tal não acontece, podem gerar-se erros na estimação do movimento. Este método apenas estima
novas posições quando deteta 6DoF entre frames consecutivas.
A deteção de loop é obtida por um filtro bayesian, que avalia hipóteses de fecho de loop sobre
todas as imagens anteriores, e através de uma abordagem bag-of-words, uma vez que as palavras
visuais são usadas para calcular a probabilidade requerida pelo filtro. Para além disto, quando um
fecho de loop é aceite, é aplicada uma abordagem de otimização, denominada Graph Optimization,
que corrige o mapa.
O vocabulário é criado online com descritores SURF, extraídos a partir de imagens RGB.
Tendo em conta que o mapeamento em larga-escala e a longo prazo é limitado pelo tamanho do
ambiente e que os recursos de computação dos robôs moveis são limitados, esta implementação
usa uma abordagem de gestão de memória que apenas considera partes do mapa, para que as
2http://wiki.ros.org/rtabmap_ros
3https://github.com/introlab/rtabmap/wiki/Kinect-mapping
4http://wiki.ros.org/rtabmap_ros/Tutorials/StereoOutdoorMapping
5http://fovis.github.io/index.html
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deteções de loop sejam sempre processadas num tempo fixo (limite), com o intuito de satisfazer
os requisitos de processamento online.
3.2.3 S-PTAM
Implementação desenvolvida de raiz, por Pire et al., com o intuito de conseguir um sistema
estereoscópico apto para auxiliar a navegação dos robôs com uma maior precisão [22].
Divide a problemática do SLAM em duas tarefas em paralelo: Tracking e Map Optimization,
a partir de duas threads que apenas partilham o mapa.
Para o Tracking utiliza o BRIEF como descritor, por ser robusto e na eventualidade das featu-
res serem detetadas e correspondidas através de pontos de vista diferentes. Usa features binárias,
o que reduz os requisitos de armazenamento e aumenta a velocidade de correspondência. Para a
sua extração recorre ao algoritmo Shi-Thomas que, embora seja considerado lento em comparação
com o FAST, impõe uma boa distribuição espacial dos pontos característicos (técnica de bucke-
ting), com supressão de não máximos. Para a estimação do movimento utiliza uma abordagem
baseada em keyframes, tendo em conta restrições especificas, onde sempre que as características
são incomparáveis se criam, por triangulação, novos pontos no mapa. Assim, estima a pose da
câmara minimizando o erro de reprojeção entre as features das imagens e os pontos do mapa
correspondentes.
No Mapping ajusta os pontos próximos que compõem o mapa, excluindo todos aqueles que
sejam considerados erróneos. Apresenta-se como um processo de manutenção independente do
Tracking, o que se torna uma vantagem a nível de tempo de processamento.
3.3 Caracterização dos cenários de teste
De forma a avaliar os métodos apresentados na Secção 3.2, foram escolhidos quatro cenários
de teste, que retratam os ambientes exteriores e interiores percebidos durante o movimento de
eventuais robôs móveis, denominados: KITTI 6, stereo_20Hz 7, Stereo_outdoorA8 e MIT Stata
Center9. Estes ambientes pretendem mostrar uma imagem clara do comportamento que será ex-
pectável para cada método de SLAM com recurso a câmaras stereo. Assim, é possível evidenciar,
de uma forma simples mas efetiva, qual é o método que apresenta um maior potencial de utilização
para a aplicação robótica descrita nesta Tese. Estes ambientes são apresentados por quatro datasets
públicos e que são vulgarmente usados para o desenvolvimento de algoritmos de processamento
visual.
Tendo em conta que uma característica fundamental do SLAM é detetar áreas visitadas anteri-
ormente (fecho do loop), para reduzir erros do mapa procurou-se selecionar datasets onde ocorre
esta situação, uma ou várias vezes.
6dataset adquirido em http://www.cvlibs.net/datasets/kitti/eval_odometry.php
7dataset adquirido em https://github.com/introlab/rtabmap/wiki/Stereo-mapping
8dataset adquirido em http://wiki.ros.org/rtabmap_ros/Tutorials/StereoOutdoorMapping
9dataset adquirido em http://projects.csail.mit.edu/stata/downloads.php
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3.3.1 KITTI
Dataset outdoor com 22 sequências stereo, armazenadas em imagens com formato PNG [23].
As trajetórias foram obtidas por um veículo em movimento, com câmaras stereo de alta resolução
incorporadas, tanto em ambiente citadino como em autoestrada, conforme visível na Figura 3.1.
Este ambiente de aquisição de imagens é relevante, na medida em que preserva a altura da câmara
para todas as trajetórias efetuadas.
Figura 3.1: Exempo ilustrativo do dataset KITTI: (a) ambiente citadino (b) autoestrada
Fornece ground-truth das primeiras 11 sequências (00-10), para possível avaliação da trajetó-
ria, e os ficheiros de calibração, tendo em conta a dimensão das imagens.
Neste caso, foram utilizadas para teste as sequências 03, 05 e 09, descritas na Tabela 3.1.
Estas ilustram trajetórias distintas, com e sem fechos de loop, e representam o ambiente citadino.
A sequência 03 apresenta uma trajetória simples, com poucas mudanças de direção e sem fecho
de loop. A sequência 05 é composta por alguns fechos de loop, enquanto a sequência 09 apresenta
apenas um fecho de loop (a trajetória termina no ponto inicial).
Tabela 3.1: Descrição das sequências do dataset KITTI utilizadas
Sequência No de imagens Fecho de loop
03 801 Não
05 2761 Sim
09 1591 Sim
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Quando testado em ROS, utilizam-se os ficheiros bag respetivos 10, que contêm os tópicos
relativos às imagens das câmaras esquerda e direita, bem como os relativos às informações de
calibração.
3.3.2 Stereo-outdoorA
O dataset foi criado com o intuito de ilustrar o mapeamento stereo do RTAB-Map, implemen-
tação SLAM descrita em 3.2.2. Tendo em conta que é testada em ROS, é fornecida a bag mas não
disponibiliza o ground-truth relativo à trajetória executada por um robô. O ficheiro bag contém
os tópicos tanto das imagens referentes às duas câmaras, como os relativos aos parâmetros de ca-
libração das mesmas. Representa um ambiente exterior (jardim), conforme observável na Figura
3.2, com trajetória caracterizada por mudanças de direção e fechos de loop. A trajetória termina
no ponto inicial.
Figura 3.2: Exempo ilustrativo do dataset Stereo-outdoorA
Para testes em ambiente externo ao ROS, extraíram-se as imagens (3734) da bag e obtiveram-
se os parâmetros de calibração através da leitura do tópico referente aos mesmos.
3.3.3 Stereo_20Hz
Dataset composto por 1036 imagens stereo, armazenadas no formato JPEG. Foi criado para
testes em ROS, sendo acompanhado com o respetivo ficheiro launch e ficheiros de calibração,
com o intuito de testar a implementação RTAB-Map em ambiente indoor. Representa um ambi-
ente interno (sala), conforme visível na Figura 3.3, e executa uma trajetória em forma de “8”11.
Assim, apresenta dois fechos de loop, sendo que a trajetória termina no ponto inicial. Não é
disponibilizado ground-truth, para validação da trajetória.
10ficheiro bag adquirido em http://www6.in.tum.de/~kloses/rvc/kitti_bags/
11https://github.com/introlab/rtabmap/wiki/Stereo-mapping
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Figura 3.3: Exempo ilustrativo do dataset stereo_20Hz
3.3.4 MIT Stata Center
Dataset indoor, que contém mais de 2,3 TB de dados, obtido a partir de um robô num edifício
académico do Massachusetts Institute of Technology, conforme visível na Figura 3.4. As traje-
tórias são executadas em longos períodos de tempo e apresentam diversas mudanças de direção.
É considerado bastante apelativo para investigadores na área de robótica e visão computacional,
tendo sido criado, principalmente, para desenvolver algoritmos de SLAM visual.
Figura 3.4: Exempo ilustrativo do dataset MIT Stata Center
É fornecido em ficheiros bag ROS, com informação stereo e respetivos parâmetros de calibra-
ção, e disponibiliza ground-truth para algumas trajetórias.
Neste caso, utilizou-se a 2012-01-27-07-37-01.bag, com 8 GB e trajetória com cerca de 56
minutos de duração. Contém um tópico com informação de odometria visual, que foi extraída e
utilizada como ground-truth. Contudo, uma vez que neste estudo é relevante avaliar a estimativa
de posições do robô, bem como a eficiência dos algoritmos na deteção de fechos de loop, foi
suficiente utilizar-se apenas uma parte da trajetória.
Para testes em ROS foi utilizada o ficheiro bag com duração de 245 s, a partir dos 5 s inici-
ais, que equivale aproximadamente a 7000 mensagens. Para testes externos a ROS, extraíram-se
as imagens (2312) referentes aos tópicos de ambas as lentes, presentes na bag, com a duração
pretendida, e obtiveram-se os parâmetros de calibração através da leitura do respetivo tópico.
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3.4 Avaliação e estudo comparativo
Nesta secção pretende-se ilustrar os testes realizados aos algoritmos em análise com os data-
sets explicitados na Secção 3.3.
As experiências foram realizadas num computador com processador i7-6700HQ @ 2,60 GHz
x 8, 16 GiB de memória RAM DDR4, placa gráfica NVIDIA GeForce GTX 970M com 3 GiB
GDDR5 e com dois discos SSD (512 GB e 240 GB). A análise do sistema ORB-SLAM2 foi
realizada no sistema operativo ubuntu 16.04, instalado no disco SSD de 240 GB. Por outro lado,
a análise dos algoritmos RTAB-Map e S-PTAM, aptos para o ROS Indigo, foi realizada numa
máquina virtual com o sistema operativo ubuntu 14.04. A máquina virtual, instalada no sistema
operativo Windows 10 no disco SSD de 512 GB, foi criada com recurso à Virtual Box com 7 GiB
de memória RAM e processador com 4 CPU.
Tendo em conta a aplicação em estudo, procura-se verificar o comportamento das diferentes
implementações em relação ao ground-truth, a nível de localização da câmara, e analisar algumas
características específicas, como o tempo de processamento, a utilização de CPU e RAM, com
o intuito de ter em atenção as exigências computacionais inerentes a cada processo. Embora as
análises tenham sido realizadas em configurações de computador diferentes, conforme referido
anteriormente, e não permita comparar diretamente os requisitos e tempo de processamento uti-
lizados, é possível ter uma ideia dos recursos consumidos. Por outro lado, tendo em conta que
muitos métodos não geram resultados a todas as frames, optou-se pelo cálculo e análise dos er-
ros final e intermédio entre a estimação obtida por cada implementação e a trajetória real, através
do método dos mínimos quadrados para as posições x e y. Para o cálculo do erro intermédio
selecionaram-se dois pontos de análise, para cada dataset, escolhendo-se uma ordenada e uma
abcissa. Desta forma, obtiveram-se os pontos de análise, em metros, de acordo com a Tabela 3.2.
Desta forma, é possível retirar conclusões mais assertivas de qual a estimativa de localização mais
próxima do pretendido.
Tabela 3.2: Pontos intermédios para a análise da estimação de movimento
KITTI MIT
Sequência 03 Sequência 056 Sequência 097
(1) (x,y) = (135,100)
(2) (x,y) = (250,155)
(1) (x,y) = (-5,200)
(2) (x,y = (10, 111)
(1) (x,y) = (58,300)
(2) (x,y) = (200, 187)
(1) (x,y) = (4,5)
(2) (x,y) = (10,5)
Serão apresentados dois tipos de experiências: em condições de tempo real (3.4.1) e ideais
(3.4.2), com o intuito de verificar qual o nível de erro induzido na trajetória, proveniente das
limitações do tempo de processamento de cada algoritmo, face à cadência de chegada de novas
imagens. Este assincronismo terá como principal consequência o não processamento de todas as
6Tendo em conta a existência de vários fechos de loop, considerou-se a última posição com valor 200 e a primeira
posição com valor 10.
7Considerou-se a primeira posição com valor 300 e a última posição com valor 200.
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frames por parte das implementações e, por isso, pretende-se avaliar como cada uma delas lida
com este aspeto em termos de estimação do movimento.
Estas experiências foram organizados por datasets isto é, foram verificadas todas as implemen-
tações para esse mesmo ambiente e retiradas as devidas conclusões face aos resultados obtidos.
Mais especificamente, começou-se pelo teste do dataset KITTI, para as sequências 03, 05 e 09,
seguindo-se o MIT. Posteriormente, serão ilustrados e analisados, de forma qualitativa, os resulta-
dos obtidos com os datasets stereo_20Hz e o Stereo_outdoorA.
Não serão apresentados resultados relativos ao dataset KITTI utilizando a implementação
RTAB-Map, com o próprio método de odometria, uma vez que, embora os movimentos sejam,
de forma geral, estimados corretamente, a escala obtida mostrou-se bastante discrepante em rela-
ção ao ground-truth. Este facto pode ser justificado pelas limitações encontradas e descritas em
(3.2.2), dado que este dataset apresenta imagens com espaço vazio e é adquirido a partir de um
veículo em movimento.
3.4.1 Estudo comparativo dos métodos em condições de tempo real
Na Figura 3.5 são observadas as trajetórias obtidas pelas implementações em estudo, referente
à sequencia 03 do dataset KITTI. É notório que o sistema RTAB-Map, com odometria forne-
cida pela implementação viso2, é o que alcança as posições intermédias da trajetória com menor
exatidão. Desta forma, a posição final estimada é muito desfasada da real. Por outro lado, a
implementação ORB-SLAM2 apresenta a melhor estimação.
Conforme visível na Tabela 3.3, é percetível que nem todas as implementaçãoes geram resul-
tados para a totalidade de frames. Na implementação RTAB-Map, pode ser justificado pelo facto
do método viso2 descartar todas as frames em que não deteta movimento com seis graus de liber-
dade. Por outro lado, a implementação S-PTAM estima o movimento apenas a partir de keyframes,
selecionadas previamente.
Tabela 3.3: Dados comparativos das trajetórias obtidas por cada implementação em condições de
tempo real para o dataset KITTI com a sequência 03
RTAB-Map
ORB-SLAM2
viso2 s_odom
S-PTAM
Frames processadas 801 270 755 338
Máximo 3,31 m 185,11 m — 7.75 m
Erro
Médio 0,67 m;0,99 m 26,32 m;5,07 m — 1,04 m;1,90 m
Tempo de processamento 1 min 31 s 1 min 34 s 40 s 1 min 21 s
CPU 32% 81% 34% 51%
RAM 1,6/15,5 GiB 1,0/6,9 GiB 0,7/6,9 GiB 0,9/6,9 GiB
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Figura 3.5: Trajetórias obtidas em condições de tempo real - KITTI (sequência 03)
Desta análise é notório que as implementações ORB-SLAM2 e S-PTAM apresentam menores
erros. Embora a última seja mais rápida a nível de processamento, é necessário ter em conside-
ração que apenas se encontra a calcular o movimento com recurso a algumas frames. A nível de
CPU, a ORB-SLAM2 apresenta uma utilização mais baixa, o que é considerado um fator impor-
tante neste tipo de implementações.
No que diz respeito à sequência 05 do dataset KITTI, perante a Figura 3.6, é possível observar
que a implementação ORB-SLAM2 é a única que estima todas as posições da câmara, deteta os
loops e, consequentemente, ajusta a sua trajetória. É visível que o sistema RTAB-Map, com odo-
metria fornecida pela implementação viso2, tenta replicar o movimento ainda com alguns desvios,
podendo ser explicados pela suscetibilidade do método a mudanças repentinas de inclinação ou de
rotação da câmara.
Tendo em conta os resultados presentes na Tabela 3.4, é seguro afirmar que a ORB-SLAM2
representa a implementação com menor erro entre a trajetória estimada e o ground-truth. A nível
de CPU destaca-se a ORB-SLAM2, embora em relação ao tempo de processamento apresente
valores superiores comparativamente com o S-PTAM. No entanto, como processa mais frames os
valores obtidos pelo ORB-SLAM2 não são muito relevantes.
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Figura 3.6: Trajetórias obtidas em condições de tempo real - KITTI (sequência 05)
Tabela 3.4: Dados comparativos das trajetórias obtidas por cada implementação em condições de
tempo real para o dataset KITTI com a sequência 05
RTAB-Map
ORB-SLAM2
viso2 s_odom
S-PTAM
Frames processadas 2761 1224 2745 1916
Máximo 1,64 m 420,91 m — 123,29 m
Erro
Médio 0,55 m;1,05 m 30,84 m;17,73 m — 33,05 m;8,41 m
Tempo de processamento 5 min 32 s 4 min 57 s 2 min 19 s 4 min 43 s
CPU 47% 57% 28% 54%
RAM 4,8/15,5 GiB 1,4/6,9 GiB 1,1/6,9 GiB 1,2/6,9 GiB
As trajetórias obtidas para a sequência 09 do dataset KITTI encontram-se representadas na
Figura 3.7, onde é possível verificar que a implementação ORB-SLAM2 é a única que estima,
ainda que com alguns desvios, todas as posições da câmara12. No caso da trajetória recolhida, não
houve deteção de loop nem ajuste de trajetória, o que pode ter causado os desvios visíveis.
12No entanto, por vezes embora o algoritmo detete o fecho de loop, o mapa local não é atualizado e o processo é
interrompido.
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Figura 3.7: Trajetórias obtidas em condições de tempo real - KITTI (sequência 09)
Em relação às restantes implementações, não é possível concluir sobre o fecho do loop uma
vez que a posição final estimada não se aproxima do ponto inicial, por serem descartadas frames
durante o trajeto. Embora seja percetível que as restantes implementações tentam acompanhar o
movimento da câmara, estas acabam por se perder ao longo do trajeto.
Através da Tabela 3.5, é possível afirmar que, mesmo sem ajuste de trajetória, a ORB-SLAM2
representa o método cuja implementação tem menor erro de estimação de movimento. É a que
exige menores recursos computacionais, no entanto em relação ao tempo de processamento apre-
senta valores mais elevados. Este facto não é relevante, no sentido em que o movimento da câ-
mara é estimado com um número de frames superior. Por outro lado, embora seja percetível que
o RTAB-Map (viso2), de uma forma geral, não estima o movimento pretendido, não foi possível
a quantificação total desse erro, uma vez que o movimento não alcançou, em nenhuma altura do
trajeto, o ponto de coordenadas (58,300) escolhido para análise.
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Tabela 3.5: Dados comparativos das trajetórias obtidas por cada implementação em condições de
tempo real para o dataset KITTI com a sequência 09
RTAB-Map
ORB-SLAM2
viso2 s_odom
S-PTAM
Frames processadas 1591 648 1557 884
Máximo 28,87 m 145,14 m — 115,06 m
Erro
Médio 11,46 m;37,62 m —;207,65 m — 60,61 m;103,25 m
Tempo de processamento 3 min 4 s 2 min 49 s 1 min 20 s 2 min 40 s
CPU 36% 55% 30% 80%
RAM 2,23/15,5 GiB 1,5/6,9 GiB 0,9/6,9 GiB 1,2/6,9 GiB
Na Figura 3.8 são observadas as trajetórias obtidas pelas implementações em estudo, referente
ao dataset MIT Stata Center.
Figura 3.8: Trajetórias obtidas em condições de tempo real - MIT Stata Center
A implementação RTAB-Map, com o próprio método de odometria, não é contemplado nos
resultados por falta de inliers. Foram alterados alguns parâmetros, referentes à extração de cor-
respondências, mas sem resultado. Este facto pode ser explicado devido à limitação existente por
parte do método de odometria quando executado em ambiente indoor. Neste dataset a existência
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de espaço livre (por exemplo, corredores), sem grande textura, não é benéfico para este método.
É notório que a implementação S-PTAM não só estima bem o movimento como deteta o loop.
A nível de escala, é a única que consegue acompanhar os valores reais. Quanto à implementação
RTAB-Map (viso2) é percetível que tenta acompanhar o movimento, nomeadamente nas mudanças
de direção. A partir de um problema ocorrido logo no início da sequência de imagens, é notório
que o primeiro incremento no eixo y não foi bem calculado. Dado que o erro das posições é
acumulativo, as restantes acabam por estar erradas. Este acontecimento pode estar diretamente
ligado ao facto de na trajetória inicial existir uma rotação elevada e rápida da câmara e, tal como
explicado anteriormente, este método de odometria é suscetível a erros sempre que isto acontece.
Através da Tabela 3.6, verifica-se que todas as implementações testadas apresentam, apro-
ximadamente, o mesmo tempo de processamento. No entanto, a nível de CPU a ORB-SLAM2
mantém-se como a que tem menores exigências computacionais. Esta implementação perdeu a
localização aquando a entrada numa área escura (sem transições de intensidade), não voltou a
relocalizar-se e, consequentemente, não detetou loop13. Assim, conclui-se que apenas foi cal-
culada de forma errada a primeira mudança de direção. Consequentemente, não foi possível a
quantificação total do erro, uma vez que o movimento não alcançou, em nenhuma altura do tra-
jeto, o ponto de coordenadas (10,5) escolhido para análise. Por outro lado, o sistema RTAB-Map
(viso2) também não detetou a existência de loop, por descartar muitas frames, devido à falta de
movimento com 6 graus de liberdade entre frames consecutivas.
Tabela 3.6: Dados comparativos das trajetórias obtidas por cada implementação em condições de
tempo real para o dataset MIT Stata Center
RTAB-Map
ORB-SLAM2
viso2
S-PTAM
Frames processadas 2312 2730 2962
Máximo 38,92 m 26,95 m 2,57 m
Erro
Médio 6,30 m;— 3,29 m;14,67 m 8,87 m;0,34 m
Tempo de processamento 4 min 47 s 4 min 23 s 4 min 10 s
CPU 33% 53% 68%
RAM 2,6/15,5 GiB 2,9/6,9 GiB 0,9/6,9 GiB
Outros cenários
Os datasets stereo_20Hz e Stereo-OutdoorA foram criados pela implementação RTAB-Map.
O primeiro foi construído com o intuito de verificar o comportamento do método em ambiente
indoor e o segundo para ilustrar as vantagens de utilizar um robô incorporado com câmara stereo
e o sensor de movimento Kinect, em ambiente exterior. Desta forma, como são disponibilizados
sem ground-truth efetuou-se apenas uma análise qualitativa, para verificar a trajetória estimada.
13É de realçar que as estimativas se encontravam do lado contrário do eixo x e, para ser possível analisar o movimento,
inverteu-se o mesmo.
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Na Figura 3.9 é possível verificar que, para o dataset stereo_20Hz, todas as implementações
apresentam estimativa da trajetória pretendida, embora com escalas bastante diferentes.
Figura 3.9: Trajetórias obtidas em condições de tempo real - stereo_20Hz
Uma vez que não foi disponibilizado ground-truth não é possível concluir a veracidade dos
resultados obtidos. De qualquer forma, tendo em conta o ambiente captado pela câmara, pode
considerar-se que a escala obtida pelo ORB-SLAM2 apresenta valores demasiado elevados. Isto
pode dever-se ao facto do vocabulário não incluir imagens de treino adequadas ao cenário em
questão, uma vez que esta implementação recorre ao vocabulário também para a estimação de mo-
vimento. Por outro lado, o RTAB-Map com odometria própria apresenta, provavelmente, pouca
variação no eixo x, que pode ser justificada por o dataset representar um ambiente interno (limi-
tação desta implementação de odometria)14.
No momento da deteção do fecho de loop, o sistema ORB-SLAM2 não consegue terminar a
estimativa da trajetória. A execução desta implementação com o dataset em questão foi repetida
algumas vezes mas o resultado não variou. No entanto, para que fosse possível obter a maioria
da trajetória foram usadas apenas 1030 frames, conforme visível na Tabela 3.7. Mais uma vez,
o viso2, embora tenha processado mais rápido, usou menos frames. No entanto, neste teste, este
facto não se torna prejudicial para a deteção do ponto final (próximo do ponto inicial), embora,
possivelmente, tenha influenciado na não deteção do fecho do loop.
Tabela 3.7: Dados comparativos das trajetórias obtidas por cada implementação em condições de
tempo real para o dataset stereo_20Hz
RTAB-Map
ORB-SLAM2
viso2 s_odom
S-PTAM
Frames processadas 1030 607 983 438
Tempo de processamento 2 min 7 s 51 s 52 s 56 s
CPU 20% 56% 50% 83%
RAM 1,6/15,5 GiB 0,8/6,9 GiB 0,9/6,9 GiB 0,9/6,9 GiB
14https://github.com/introlab/rtabmap_ros/issues/6
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Em relação ao dataset Stereo_outdoorA, a implementação ORB-SLAM2 não detetou features
a partir das primeiras 65 frames, perdeu o tracking e não se conseguiu relocalizar até ao fim da
trajetória. Possivelmente, esta situação ocorreu pelo facto do vocabulário ser criado offline e as
imagens de treino não incluírem os objetos presentes na cena em questão.
Por outro lado, o S-PTAM não encontrou features suficientes para iniciar o processo e, por este
motivo, não existem resultados visíveis na Figura 3.10, referentes a estas duas implementações.
Por contrapartida, apenas o RTAB-Map, com as duas vertentes de odometria, consegue estimar o
movimento pretendido, com escala semelhante nos dois casos. No entanto, não é possível concluir
acerca da veracidade dos dados, por não ser disponibilizado o ground-truth. Ainda assim, em
termos de fecho de loop, tendo em conta que é conhecido que a trajetória termina no ponto inicial,
é possível observar que a implementação de odometria própria apresenta melhores resultados, na
medida em que os pontos final e inicial se aproximam mais.
Figura 3.10: Trajetórias obtidas em condições de tempo real - Stereo_outdoorA
Conforme visível na Tabela 3.8, embora a utilização da implementação de odometria deno-
minada stereo_odometry exija um pouco mais de tempo de processamento, o número de frames
utilizadas para a estimação do movimento da câmara é superior.
Tabela 3.8: Dados comparativos das trajetórias obtidas por cada implementação em condições de
tempo real para o dataset Stereo-outdoorA
RTAB-Map
viso2 stereo_odometry
Frames processadas 2430 3586
Tempo de processamento 3 min 53 s 4 min 50 s
CPU 65% 76%
RAM 0,9/15,5 GiB 1,4/6,9 GiB
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3.4.2 Estudo comparativo dos métodos em condições ideais (processamento offline)
Neste estudo obtiveram-se resultados para as implementações ORB-SLAM2, RTAB-Map (com
odometria a partir do algoritmo viso2) e S-PTAM.
Tanto para a análise do RTAB-Map (viso2), como para a análise do S-PTAM, uma vez que
correm em ROS, o frame rate da publicação das mensagens relativas às imagens foi diminuído,
tendo em conta a frequência a que cada dataset publica as frames, provocando um maior espa-
çamento temporal entre a entrada de imagens, garantindo que o tempo de processamento de cada
mensagem é inferior ao tempo de chegada das mesmas.
Para a sequência 03 do dataset KITTI, os dados obtidos, tal como visível na Figura 3.11 e na
Tabela 3.9, permitiram concluir que, embora o ORB-SLAM2 continue a estimar melhor a posição,
os erros referentes ao RTAB-Map, com odometria dada pelo algoritmo viso2, tal como expectável,
melhoraram significativamente. Em relação ao S-PTAM é possível concluir que mantém uma boa
estimativa do movimento, com uma ligeira melhoria nas posições fornecidas, em comparação com
o ground-truth.
Figura 3.11: Trajetórias obtidas em condições ideais - KITTI (sequência 03)
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Tabela 3.9: Dados comparativos das trajetórias obtidas por cada implementação em condições
ideais para o dataset KITTI com a sequência 03
RTAB-Map
ORB-SLAM2
viso2
S-PTAM
Máximo 3,31 m 11,06 m 6,57 m
Erro
Médio 0,67 m/0,99 m 1,33 m/4,49 m 0,84 m/1,64 m
Mais uma vez, ao analisar os dados da Figura 3.12 e da Tabela 3.10, referentes à sequência
05 do dataset KITTI, é notório que a viso2 melhorou a qualidade da estimação do movimento.
Para além de diminuir os erros, comparativamente com a análise em condições em tempo real,
conseguiu descrever melhor toda a trajetória, encontrando os fechos de loop pretendidos. Por
outro lado, os resultados obtidos pela implementação S-PTAM melhoraram significativamente,
sendo o movimento acompanhado na totalidade e detetados todos os fechos de loop existentes.
Figura 3.12: Trajetórias obtidas em condições ideais - KITTI (sequência 05)
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Tabela 3.10: Dados comparativos das trajetórias obtidas por cada implementação em condições
ideais para o dataset KITTI com a sequência 05
RTAB-Map
ORB-SLAM2
viso2
S-PTAM
Máximo 1,64 m 47,03 m 9,17 m
Erro
Médio 0,55 m/1,05 m 16,72 m/0,88 m 3,72 m/0,98 m
De igual forma, para a sequência 09 do dataset KITTI, conforme visível na Figura 3.13 e
na Tabela 3.11, o RTAB-Map, juntamente com o algoritmo viso2 para o cálculo da odometria,
estimou de forma bastante mais adequada o trajeto pretendido, tendo sido a situação em que,
embora com um pouco mais de desvio em relação ao gound-truth, se aproximou da estimativa
obtida pelo ORB-SLAM2.
O S-PTAM melhorou significativamente a estimação, em relação ao atingido em condições de
tempo real, e foi a implementação que obteve os resultados mais satisfatórios e a única a detetar o
fecho de loop. Por esse mesmo motivo, alcançou posições mais precisas e erros menores compa-
rativamente ao ORB-SLAM2 uma vez que este método, ao não detetar loop, não ajusta a trajetória
final.
Figura 3.13: Trajetórias obtidas em condições ideais - KITTI (sequência 09)
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Tabela 3.11: Dados comparativos das trajetórias obtidas por cada implementação em condições
ideais para o dataset KITTI com a sequência 09
RTAB-Map
ORB-SLAM2
viso2
S-PTAM
Máximo 28,87 m 28,92 m 9,71 m
Erro
Médio 11,46 m/37,62 m 14,66 m/0,78 m 3,92 m/2,09 m
Conforme visível na Figura 3.14 e na Tabela 3.12, a implementação RTAB-Map, com o próprio
método de odometria, volta a não ser contemplado nos resultados por falta de inliers.
Figura 3.14: Trajetórias obtidas em condições ideais - MIT Stata Center
Tabela 3.12: Dados comparativos das trajetórias obtidas por cada implementação em condições
ideais para o dataset MIT Stata Center
RTAB-Map
ORB-SLAM2
viso2
S-PTAM
Frames processadas 2312 3286 2856
Máximo 38,92 m 34,47 m 0,71 m
Erro
Médio 6,30 m/— —/— 8,46 m/0,34 m
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É percetível que a implementação S-PTAM, tal como em condições de tempo real, estima bem
o movimento, deteta o fecho de loop, apresentando ligeiras melhorias quanto ao erro de posição.
A implementação RTAB-Map (viso2) gerou bastantes pontos discrepantes que não permitiram
analisar as posições estimadas. Desta forma, optou-se por uma diminuição não tão acentuada
da frequência, em comparação com a utilizada nas outras implementações. Tal como é visível,
e semelhante ao ocorrido online, embora processe um maior número de frames, apresenta um
problema inicial que potencia que todas as posições estimadas sejam incorretas.
Quanto ao sistema ORB-SLAM2 não foi possível obter o erro médio total, por não alcançar o
ponto de coordenadas (x,y) = (10,5) escolhido para análise. Por outro, para o RTAB-Map (viso2)
não se obteve o erro médio por não alcançar nenhum dos pontos escolhidos.
3.5 Conclusão
No que diz respeito às implementações em análise, é possível concluir que apresentam algu-
mas características de maior relevância. Na tabela 3.13 é apresentada uma síntese das mesmas
para cada uma das implementações.
Tabela 3.13: Características mais relevantes das implementações de SLAM testadas
Particularidades
ORB-SLAM2
- Usa as mesmas features para todas as tarefas (sistema mais eficiente e confiável);
- Opera em tempo real em grandes ambientes;
- Relocaliza a câmara em tempo real, com invariância a mudanças de perspetiva
e iluminação, permitindo recuperar falhas de tracking;
- Utiliza mecanismos para remoção de pontos do mapa, eliminação de keyframes
e de bucketing, para melhorar a estimativa de movimento;
- Recorre ao Essential Graph para o fecho efetivo do loop.
RTAB-Map
- Lida com SLAM multi-sessão;
- Deteta fecho de loop com abordagem incremental - vocabulário online;
- Utiliza a abordagem “Graph Pose Optimization” para correção do mapa;
- Recorre a uma abordagem de gestão de memória, para resolver requisitos
computacionais inerentes a sistemas online;
- Opera em tempo real a longo prazo, larga escala e mapeamento multi-sessão.
S-PTAM
- Apresenta um melhor desempenho em tempo real e larga escala;
- Apresenta um processo de manutenção do mapa local;
- Utiliza uma técnica de bucketing;
- Usa features binárias (aumenta o processo de deteção e correspondência
de características).
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Perante a avaliação comparativa efetuada em condições de tempo real, é percetível que a nível
de estimação de posições a implementação ORB-SLAM2 é a que apresenta melhores resultados.
Por outro lado, de uma forma geral, o RTAB-Map (com odometria obtida pelo método viso2)
apresentou piores resultados. Tanto a implementação S-PTAM como o RTAB-Map (viso2) apre-
sentam tempo de processamento menor, o que é vantajoso tendo em conta a aplicação num sistema
real, em comparação com a ORB-SLAM2. No que diz respeito à utilização de CPU, os resulta-
dos invertem-se uma vez que é a ORB-SLAM2 que apresenta menores exigências computacionais
quando comparada com a S-PTAM. Mais especificamente, é possível retirar as seguintes conclu-
sões:
• A implementação ORB-SLAM2 apresenta maioritariamente uma boa estimação das traje-
tórias pretendidas, apresentando erros inferiores em relação às outras implementações. Por
outro lado, é o que tem menor utilização de CPU, embora com tempos de processamento
maiores;
• A implementação RTAB-Map, com o método viso2, descarta muitas imagens, o que provoca
uma maior acumulação de erros e, consequentemente, não atinge a posição final pretendida.
Em termos de tempo de processamento, apresenta menores valores, o que não se torna
relevante uma vez que são consequência do descarte de frames;
• Do dataset KITTI, a implementação S-PTAM apenas apresentou uma boa estimação das
posições da câmara na trajetória mais simples. No entanto, para o dataset MIT Stata Center
foi a única a gerar resultados corretos. Por outro lado, apresenta uma elevada utilização
de CPU o que não é vantajoso neste tipo de aplicações, embora apresente um tempo de
processamento sempre menor.
Tendo em conta os resultados obtidos em condições ideais, é notório que as implementações
RTAB-Map (viso2) e S-PTAM melhoraram significativamente o seu comportamento. A última
conseguiu estimar corretamente todas as trajetórias e detetar os loop existentes. Desta forma,
diminuiu abruptamente os erros de posição equiparando-se à implementação ORB-SLAM2. Em
relação à RTAB-Map (viso2) foi notória uma melhoria mais acentuada no dataset KITTI. Através
deste processo, foi possível que a posição final se aproximasse da real e proporcionou a deteção de
loop em alguns casos. Mais resumidamente, é possível observar na Tabela 3.14 uma síntese geral
em termos de erro euclidiano final, para ambas as análises.
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Tabela 3.14: Dados comparativos dos resultados obtidos em condições de tempo real versus con-
dições ideias
ORB-SLAM2 RTAB-Map (viso2) S-PTAM
KITTI MIT KITTI MIT KITTI MIT
Erro Final
Online
03: 3,31m
05: 1,64m
09: 28,87m
38,92m
03: 185,11m
05: 420,91m
09: 145,14m
26,95m
03: 7,75m
05: 123,29m
09: 115,06m
2,57m
Offline
03: 11,06m
05: 47,03m
09: 28,92m
34,47m
03: 6,57m
05: 9,17m
09: 9,71m
0,71m
Por fim, é possível concluir que quando a relação entre as frames processadas e as frames
adquiridas é maior a performance revela-se superior. No entanto, não é linear o quanto é neces-
sário diminuir para obter resultados aceitáveis, tendo em conta as limitações de processamento
apresentadas.
Perante o descrito da análise de resultados, bem como considerando as características de cada
implementação, verifica-se que as implementações ORB-SLAM2 e S-PTAM são, de uma forma
geral, as mais completas. É importante realçar que embora o sistema S-PTAM exija maiores
requisitos computacionais em comparação com o RTAB-Map (viso2), apresenta resultados mais
fidedignos em ambas as condições e em todos os ambientes testados. Por outro lado, é de men-
cionar que o RTAB-Map com odometria stereo (s_odom), é de difícil parametrização e muito
dependente do tipo de ambiente, não sendo por isso um método de fácil generalização. Por fim,
a implementação S-PTAM é caracterizada por apresentar um melhor desempenho em tempo real
e larga escala, uma vez que minimiza a dependência entre as duas threads. No que se refere ao
ORB-SLAM2 destaca-se a eficiência e a comprovação efetiva da qualidade da deteção do fecho
de loop.
Tendo a conta a aplicabilidade deste tipo de sistemas na presente dissertação, ou seja, para
avaliação de uma técnica de vocabulário visual em situações de fecho de loop e para auxiliar na
navegação de robôs subaquáticos, surge a necessidade de selecionar a mais apta. Ambas as imple-
mentações apresentam características apelativas ao seu uso no entanto, neste contexto, destaca-se
a ORB-SLAM2, uma vez que a S-PTAM não implementa abordagem de deteção de fecho de
loop e também por a selecionada (ORB-SLAM2) demonstrar eficiência e qualidade nos resultados
relativos a este aspeto, que é crucial neste tipo de aplicações.
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Capítulo 4
Vocabulário visual com aprendizagem
contínua
Em aplicações robóticas torna-se necessário dotar os veículos da capacidade de navegação
autónoma e, consequentemente, solucionar a dificuldade em reconhecer locais visitados anterior-
mente. Uma vez que é considerado um aspeto essencial para aumentar a performance da localiza-
ção dos robôs, tem sido uma área em constante estudo e alvo de algumas melhorias, principalmente
na área de categorização de objetos, por ser a técnica recorrente para a resolução deste problema
a partir de dados visuais. No entanto, não existe grande número de métodos de SLAM visual que
recorrem a BoW para detetar loop closure e, por outro lado, a esmagadora maioria utiliza vocabu-
lários criados offline. Desta forma, torna-se crucial o desenvolvimento de métodos de vocabulário
que recorram a aprendizagem contínua, o que permite, com mais garantia, autonomia e um melhor
desempenho por parte do veículo em circunstâncias desconhecidas. Assim, este capítulo pretende
expor o método de vocabulário desenvolvido (Secção 4.2), a partir de dados visuais, bem como
apresentar os resultados obtidos, com a sua aplicação, em cenários terrestre e subaquático (Sec-
ção 4.3).
4.1 Introdução
O algoritmo apresentado tem como principal objetivo o desenvolvimento de um vocabulário
visual online, para auxiliar o reconhecimento de áreas visitadas anteriormente pelo veículo robó-
tico, e a sua validação num algoritmo de SLAM, através de diversas experiências realizadas com
ambientes terrestre e subaquático.
Em aplicações robóticas é crucial o reconhecimento de locais revisitados para melhorar a
qualidade do movimento estimado. Para esta tarefa ser alcançada com recurso a sensores visuais
são utilizados métodos de classificação de imagens, que assentam na identificação e extração de
características e consequente categorização em grupos semelhantes, como ilustrado na Figura 4.1.
Os processos de treino e recuperação de imagens envolvem, normalmente, técnicas de clus-
tering que podem levar a processos de cálculo pesados. Para ser possível alcançar velocidade e
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escalabilidade da classificação é imprescindível um algoritmo que permita um grande número de
palavras, com procedimentos de cálculo computacionalmente leves [24].
Figura 4.1: Exemplo ilustrativo de categorização de imagem. Figura adaptada de [25].
Neste contexto, é comum a definição de um vocabulário (não hierárquico) e, em seguida, a
aplicação de algoritmos de aproximação ao vizinho mais próximo, para encontrar palavras visuais
de forma eficiente. No entanto, o custo computacional de aumentar o tamanho do vocabulário é
muito elevado e, neste sentido, realça-se a abordagem hierárquica (vocabulário em árvore).
A abordagem de vocabulário em árvore representa um esquema de aprendizagem baseado
em conjuntos de palavras e em árvores de decisão, ou seja, define uma quantização hierárquica,
construída pelo algoritmo de clustering K-means. Este aglomera, a partir de uma métrica de
distância1, os descritores encontrados em grupos cujos membros são similares de alguma forma
(clusters) e calcula a média de cada cluster para determinar o centróide. Mais especificamente,
este método de criação de vocabulário visual, usa uma árvore para criar uma hierarquia de palavras
(nós folha), onde K define o fator de ramificação (branching factor) da árvore, ou seja, o número
de filhos de cada nó. Os dados são divididos em K grupos (nós), sendo atribuído a cada um deles
um conjunto de features (vetor de descritores). Este processo é aplicado de forma recursiva a
cada grupo, subdividindo cada célula de quantização em K novos filhos a partir do algoritmo de
clustering, para cada nível da árvore até ser atingido o nível de profundidade máximo L (depth
levels).
Resumidamente, a árvore é determinada nível por nível, até um número máximo de níveis
especificado, e cada divisão em K partes é definida pela distribuição dos vetores de descritores
que pertencem à célula “Pai”, conforme visível no exemplo ilustrativo da Figura 4.2.
1As métricas de distância mais utilizadas são: Euclidean, Manhattan, Chebychev e Minkowski [26]
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Figura 4.2: Exemplo ilustrativo de uma representação de vocabulário em árvore
Este tipo de abordagem atribui um peso a cada palavra, através de um método de Weighting e
de uma métrica de distância [24], de acordo com a sua relevância no conjunto de dados, ou seja,
o peso das palavras mais frequentes diminui. Assim, apresenta como particularidade a criação de
um índice inverso que armazena, para cada palavra, o conjunto de imagens onde esta está presente.
Esta característica torna-se bastante útil e vantajosa em termos de comparações, na medida em que
estas apenas são realizadas entre as imagens que apresentam alguma palavra em comum com a de
consulta.
Perante o referido, os fatores de profundidade e ramificação apresentam grande influência nos
resultados de classificação, dado que o tamanho do vocabulário é determinado pelo número de nós
folha da árvore. De igual forma, os métodos de distância e de Weighting, uma vez que determinam
a distribuição das features na árvore e a forma como as palavras são “pesadas” antes do processo
de scoring, respetivamente, também estão diretamente ligados ao sucesso obtido [24].
Esta abordagem acarreta inúmeras vantagens em comparação com os métodos de vocabulário
não hierárquicos, de onde se destaca a redução dos requisitos computacionais do processo de
clustering e o facto de permitir alta escalabilidade. Por outro lado, garante a obtenção de um
vocabulário maior e mais diferenciador, bem como uma melhoria significativa na qualidade de
recuperação, definindo um procedimento de pesquisa eficiente, de forma integrada – processo de
scoring mais flexível [27].
4.2 Aprendizagem contínua
O sistema implementado tem como intuito melhorar as capacidades percetivas de um veículo
subaquático da unidade de investigação CRAS do INESC TEC, na medida em que permite utili-
zar um sistema de SLAM para obter a localização e navegação mais precisas. Como finalidade
pretende-se a seleção de um método capaz de realizar localização e mapeamento simultâneos
(apresentada no capítulo 3), a construção de um vocabulário visual e a fusão de ambos, para medir
a performance na deteção de locais revisitados e, consequentemente, na estimação da trajetória do
robô.
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Assim, na Figura 4.3 é apresentado um diagrama com a visão geral do sistema pretendido,
onde são expostos os processos necessários ao funcionamento do sistema. Conforme visível, o
sistema é composto por três módulos, independentes entre si, o que permite uma maior facilidade
de adaptação para qualquer aplicação futura, sendo que os módulos extremos correspondem a
sistemas já implementados.
Figura 4.3: Diagrama de blocos necessários ao funcionamento do sistema
O primeiro módulo (“Aquisição de dados”), corresponde a um sistema da unidade de investi-
gação, denominado MARESye, constituído por duas câmaras e dois lasers, que adquire e fornece
dados visuais e pointclouds. É de referir que tanto as câmaras estão sincronizadas e que os dados
fornecidos pelo sistema se encontram retificados.
O módulo responsável pelo processo de SLAM, selecionado tendo por base um estudo com-
parativo explicitado no Capítulo 3, apresenta a capacidade de fornecer o conjunto de posições
sucessivas da trajetória estimada, a partir dos tópicos referentes à informação das câmaras (ima-
gens e calibração) e do ficheiro de vocabulário.
O módulo desenvolvido na presente dissertação (“Vocabulário”) tem como objetivo a constru-
ção de um vocabulário online de palavras visuais, a partir do sistema de aquisição de dados, bem
como a sua contínua disponibilização. É importante referir que, habitualmente, o vocabulário é
construído à priori com imagens de treino, independentes das processadas posteriormente pelos
algoritmos de estimação de movimento. Contudo, uma vez que, o ambiente subaquático é não es-
truturado e desconhecido, existe sempre a preocupação de o vocabulário não ter sido obtido com
imagens de treino que caracterizem fielmente o ambiente. Desta forma, torna-se imperativo que
o vocabulário possa ser construído/redefinido continuamente, isto é, à medida que navega, tendo
apenas por base as imagens que observa e que utiliza para a estimação do movimento. Inerente-
mente, o robô é dotado da capacidade de aprendizagem acumulada. Embora com o conhecimento
que esta abordagem possa implicar de um aumento da complexidade computacional (uma vez que
o vocabulário é atualizado e fornecido sempre que é recebida uma imagem nova), a mesma é es-
sencial para dotar estes veículos robóticos de uma maior autonomia na tarefa de navegação. Para
garantir a eficiência deste processo, nomeadamente a redução dos recursos computacionais ineren-
tes ao processo de clustering, recorreu-se a uma metodologia hierárquica por ser considerada mais
eficiente e produzir os resultados pretendidos com maior rapidez e escalabilidade. Neste sentido,
o vocabulário é fornecido ao módulo de SLAM.
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4.2.1 Ferramentas utilizadas
Para a realização do sistema recorreu-se a diferentes ferramentas e bibliotecas como o ambi-
ente ROS2, para facilitar a integração dos módulos, uma vez que a aquisição de dados tem por
base este metasistema, e por se tratar de uma plataforma de desenvolvimento para robôs que for-
nece, entre outras características, abstração de hardware, bibliotecas e ferramentas para auxiliar o
desenvolvimento de software. Tem por base o modelo publicador-subscritor para a comunicação
entre os módulos de funcionamento. Permite criar nós3 cuja comunicação é realizada através de
tópicos, conforme visível na Figura 4.4. Os dados publicados nos tópicos são denominados por
“mensagem” [28].
Figura 4.4: Exemplo ilustrativo de uma interação entre nós ROS
Para o processamento de dados provenientes da câmara foi utilizada a biblioteca OpenCV,
que auxilia o desenvolvimento de aplicações na área de visão computacional, na medida em que
possui, por exemplo, módulos de processamento de imagens e vídeo e fornece diversos algoritmos
(tutoriais) relacionados com calibração de câmaras, reconhecimento de objetos, entre outros4. Por
outro, é de referir que o ROS também fornece integração com esta biblioteca, o que facilita o
processo de troca de dados entre os componentes do sistema. É desenvolvida nas linguagens de
programação C/C++, mas disponibiliza suporte para Java, Python e Visual Basic.
Para a criação do vocabulário visual, utilizou-se a biblioteca DBoW2, implementada em C++,
que converte imagens numa representação bag-of-words hierárquico (vocabulário em árvore) [20].
Por outro lado, recorre ao OpenCV tanto a nível de identificação de features nas imagens como
para o sistema de armazenamento: os arquivos podem ser gravados como texto simples, em for-
mato YAML (de compatibilidade mais fácil) ou comprimido em formato “gunzip” (.gz), para
reduzir o uso do disco. Permite a utilização de qualquer tipo de descritor, mas fornece classes
aptas para trabalhar diretamente com os descritores SURF64 e BRIEF.
2http://www.ros.org/
3Processos que produzem resultados (outputs) a partir de dados (inputs)
4http://opencv.org/
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4.2.2 Algoritmo
Conforme referido, a presente dissertação tem como pressuposto o desenvolvimento de um
nó ROS capaz de construir um vocabulário de palavras visuais, para possível melhoramento do
reconhecimento de locais revisitados, por ser uma característica essencial para uma navegação
precisa.
O nó implementado é composto por duas etapas principais: inicialização e processamento de
dados, que engloba a criação e disponibilização contínuas do vocabulário.
A etapa de inicialização é responsável pela ligação entre os módulos do sistema, na medida
em que espera pelo tópico referente à publicação de imagens para que o processo seja iniciado.
Em ROS, o modelo de comunicação tem por base uma metodologia publicador-subscritor.
Mais detalhadamente, um publicador é responsável por fornecer informação (mensagem), prove-
niente de um nó, num determinado tópico e um subscritor tem interesse num determinado tipo de
dados e utiliza o tópico respetivo, enquanto este estiver ativo. Neste contexto, contempla funções
denominadas “Callback” que são chamadas de forma automática e executadas quando o tópico
pretendido está ativo, isto é, quando estão a subscrever a informação disponibilizada pelo nó res-
petivo. Após a execução da primeira etapa ser terminada, isto é, serem subscritos os tópicos
pretendidos, neste caso, o tópico referente às imagens de uma câmara, o algoritmo passa a ser
executado de forma cíclica (Callback). Desta forma, enquanto o tópico estiver ativo, isto é, en-
quanto existir nova imagem, é construído o vocabulário visual que é, recursivamente, atualizado e
disponibilizado.
No momento em que os tópicos deixam de ser publicados, isto é, quando já não existe nova
imagem, o ciclo termina o seu processamento e aguarda novas mensagens.
Por forma a ilustrar mais detalhadamente o funcionamento do nó, na Figura 4.5 é apresentado,
de forma sucinta, o esquema base do algoritmo da ROS Callback implementada.
Figura 4.5: Fluxograma do funcionamento da ROS Callback
Sempre que é recebida uma imagem, isto é, enquanto o tópico respetivo estiver ativo, são
extraídas as características da imagem, calculados os respetivos vetores de descritores e construído
e armazenado o vocabulário5.
A etapa de extração de features pode ser realizada com recurso a qualquer descritor. Neste
caso, para a sua extração e cálculo dos respetivos vetores de descritores, recorreu-se ao SURF64
por ser rápido, preciso e invariante a mudanças de perspetiva. Por outro lado, é o ideal tanto para
resolução de problemas de deteção de fechos de loop como para situações em que os objetos estão
próximos da câmara.
5Com recurso à biblioteca DBoW2.
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A partir dos descritores obtidos é construído o vocabulário visual. Inicialmente, são definidas
as variáveis necessárias à realização do processo de criação das palavras (fator de ramificação, K,
profundidade máxima, L, e método de Weighting). De seguida, é invocada a função responsável
pela construção do vocabulário hierárquico que, após a criação da raiz da árvore (“Pai”), invoca
a função responsável pela criação da árvore de vocabulário. O processo referente a esta função é
ilustrado na Figura 4.6.
Figura 4.6: Fluxograma da função de criação do vocabulário hierárquico
Conforme visível, e de acordo com o referido anteriormente, a construção da árvore de voca-
bulário depende da existência de vetores de descritores. Desta forma, após a verificação de que
estes não estão vazios é analisado o seu tamanho. Se o número de descritores for inferior ou igual
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ao fator de ramificação, K, especificado, são criados K grupos com as primeiras features, que
formam o primeiro nível de nós da árvore - primeira iteração, na medida em que cada vetor de
descritor forma um cluster.
Posteriormente, é comparado o nível atual da árvore com o nível de profundidade, L, espe-
cificado. Se forem iguais, a função é terminada e a árvore está completa. Caso o nível atual
seja inferior à profundidade pretendida, o processo é repetido com os descritores associados a
cada nó, até L ser atingido, sendo utilizada a métrica de distância Hamming [20]. Nesta situação,
como o número de descritores é superior a K, os clusters são agrupados com recurso ao algoritmo
K-means, de acordo com a Figura 4.7.
Figura 4.7: Fluxograma do método K-means
Neste caso, para o cálculo de clusters, é utilizada a técnica K-means++ para a escolha dos cen-
tros iniciais dos clusters. Esta técnica, escolhe o primeiro centro aleatoriamente mas os restantes,
até K definido, são escolhidos tendo em conta a distância mais curta de um vetor de descritores
ao centro mais próximo já escolhido. Após esta etapa, são prosseguidas as iterações do algoritmo
K-means. Desta forma, a escolha dos centros torna-se rápida e simples e é garantida uma solução
competitiva. Por outro lado, esta técnica melhora a performance do algoritmo K-means tanto a
nível de velocidade como de precisão [29]. De seguida, as features são associadas aos clusters e
comprova-se se todos os clusters estão ocupados (check convergence), isto é, se contêm features.
Após verificada a convergência, são criados os nós da árvore referentes ao nível atual (Fi-
gura 4.6.
Estando a árvore construída são criadas as palavras (nós folha). Mais especificamente, para
cada imagem são extraídos os descritores, construída uma árvore, onde é sempre garantida a esco-
lha das melhores características totais, e por fim selecionados os nós folha como palavras visuais.
Posteriormente, atribui-se pesos a cada nó da árvore que são calculados a partir do método esta-
tístico Weighting TF_IDF [20], que tem como intuito indicar a importância de uma palavra num
documento e que assenta no pressuposto de que o peso das palavras é diretamente proporcional à
sua frequência, isto é, o seu valor aumenta à medida que aumenta o número de ocorrências de uma
palavra nesse documento. Desta forma, os pesos são obtidos de acordo com as features fornecidas
em cada nó (relação logarítmica entre o número de palavras e o número de características).
Na Figura 4.8 é ilustrado o esquema da evolução temporal do vocabulário. Resumidamente,
numa primeira iteração os descritores extraídos da imagem formam os primeiros K clusters. Pos-
teriormente, para cada nova imagem são extraídos descritores e comparados com os já presentes
na árvore, que vão sendo associados a cada nó através da distância de Hamming. Desta forma, para
cada N nova imagem é construída a respetiva árvore e obtidas as palavras visuais correspondentes
(presentes nos nós folha).
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Figura 4.8: Evolução temporal da construção do vocabulário visual
É de referir que, conforme previsto por uma abordagem de vocabulário em árvore, esta bi-
blioteca cria, em paralelo com a construção do vocabulário, um índice inverso. Contudo, adi-
cionalmente, também utiliza um índice direto, responsável por armazenar, convenientemente, as
características de cada imagem. Esta particularidade permite acelerar a verificação geométrica
no sentido em que apenas são calculadas correspondências entre características que pertencem às
mesmas palavras [20].
Neste momento, o vocabulário é armazenado e disponibilizado. Neste contexto, ao contrário
do implementado pela biblioteca DBoW2, o vocabulário é constantemente atualizado e disponibi-
lizado, por forma a garantir a sua aplicabilidade online.
4.2.3 Análise dos fatores K e L
Conforme mencionado, para a construção desta estrutura de vocabulário é imprescindível a
escolha dos fatores de ramificação e profundidade da árvore (K e L, respetivamente).
De acordo com [27] , o desempenho não aumenta significativamente com o número de clusters,
na medida em que com variação de K entre 4 e 1000, a performance apenas aumenta, aproxima-
damente, 4%. Verificou-se que a performance média é obtida com 10 clusters e fixou-se este valor
de K (K = 10) para as análises efetuadas.
Em relação ao nível de profundidade, não existem garantias da influência da sua variação nos
resultados obtidos, uma vez que podem depender do tipo de ambiente (estático ou dinâmico) [30].
Assim, optou-se por utilizar diferentes níveis de árvore, variando L entre 3 e 7.
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Resumidamente, construíram-se cinco vocabulários KL, com K=10 e L ∈{3,4,5,6,7}, com o
intuito de estudar e avaliar o desempenho do vocabulário com o aumento da profundidade da
árvore, isto é, o comportamento no reconhecimento de locais revisitados.
4.3 Resultados obtidos
De modo a iniciar a validação do nó desenvolvido, recorreu-se a datasets terrestres. Neste
sentido, foram selecionados ambientes referentes ao dataset KITTI (secção 3.3.1) com existência
de situações de fecho de loop. Por outro lado, sendo pretendida a avaliação da performance do
vocabulário visual, ajustou-se a frequência de publicação das mensagens de forma a garantir o
processamento de todas as imagens.
Para a análise dos resultados, os vocabulários obtidos com o algoritmo apresentado na Sec-
ção 4.2.2 foram utilizados no sistema de SLAM selecionado à priori (Figura 4.3).
Desta forma, a partir das trajetórias obtidas, torna-se possível verificar o desempenho do vo-
cabulário com os diferentes níveis especificados, bem como analisar o seu comportamento com-
parativamente a um vocabulário, disponibilizado pela própria implementação de SLAM visual6.
Este vocabulário foi construído offline, baseado na biblioteca DBoW2, com recurso a descritores
ORB, extraídos a partir de um grande conjunto de imagens.
Por fim, analisou-se o impacto da utilização do vocabulário online, apresentado nesta tese, de
modo a comprovar que a aprendizagem acumulativa fornece um melhor desempenho por parte da
abordagem de SLAM.
Numa fase posterior, para obter dados em ambiente real, e tendo em conta que laboratório de
investigação CRAS, com pólo na FEUP, tem um tanque com dimensões 4.40x4.56x1.70m apto
para testes de validação de aplicações subaquáticas, recorreu-se ao mesmo para validar o trabalho
desenvolvido. Para aumentar o uso do tanque na área de visão e, consequentemente, a qualidade
e o realismo dos testes realizados, durante a presente dissertação, decidiu-se que seria vantajoso
incorporar um padrão semelhante ao fundo do mar, com aplicabilidade nomeadamente nas áreas de
reconhecimento de objetos, navegação visual e mapeamento. O padrão foi construído, através da
junção de múltiplas imagens, com recurso a uma técnica de mapeamento visual [3]. O resultado
foi bastante satisfatório, tal como visível na Figura 4.9, demonstrando-se apto para o objetivo
pretendido.
Assim, a partir do resultado obtido, construiu-se uma tela que cobre a maioria do tanque e que
apresenta grande textura e repetibilidade, que aumenta o realce das características. Neste contexto,
numa fase final de testes, retiraram-se dados com o sistema de aquisição MARESye de modo a ser
possível validar o algoritmo desenvolvido, em ambiente subaquático.
6https://github.com/raulmur/ORB_SLAM2/tree/master/Vocabulary
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Figura 4.9: Excerto do padrão construído para o fundo do tanque
4.3.1 Cenário terrestre
Conforme mencionado anteriormente, numa fase preliminar de validação do algoritmo desen-
volvido, utilizaram-se ambientes referentes ao dataset KITTI. Mais especificamente, recorreu-se
às sequências 05, 08 e 09, que representam o ambiente urbano, com situações de fecho de loop.
As sequências 05 e 08 apresentam trajetórias com algumas mudanças de direção, caracteri-
zadas, na maioria, por movimentos retilíneos, incluindo quatro e cinco fechos de loop, respetiva-
mente. Por outro lado, a sequência 09, embora também apresente algumas mudanças de direção,
é caracterizada pela presença de diversas flutuações de movimento e inclui uma situação de fecho
de loop no início do percurso.
4.3.1.1 Análise da estimação de movimento
No que se refere ao comportamento da implementação SLAM em relação à sequência 05
é percetível, através da Figura 4.10, que fornece uma estimativa correta da trajetória tanto com
recurso à abordagem offline como online, para a construção do vocabulário. Conforme referido,
para cada sequência de teste foram criados cinco vocabulários (L ∈{3,4,5,6,7}). Desta forma, é
ilustrada a trajetória obtida a partir do vocabulário com quatro níveis de profundidade (L = 4) por
ter sido, nesta sequência, a que obteve melhores resultados.
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Figura 4.10: Trajetórias obtidas com recurso a vocabulário offline e online - KITTI (sequência 05)
Embora bastante próximos, é possível verificar, tendo em conta a Tabela 4.1, que o movimento
estimado a partir do vocabulário offline apresenta, ligeiramente, menor erro euclidiano em relação
ao ground-truth.
Tabela 4.1: Dados comparativos das trajetórias obtidas com recurso a abordagem de vocabulário
offline e online - KITTI (sequência 05)
Vocabulário offline Vocabulário online
Máximo 2,2 m 4,4 m
Erro
Médio 1,0 m 2,6 m
Em relação à sequência 08, e semelhante ao ocorrido anteriormente, é visível, pela observação
da Figura 4.11, que é obtida uma boa estimativa de movimento com ambas as abordagens de
vocabulário. A trajetória representada foi alcançada a partir do vocabulário construído com seis
níveis de profundidade (L = 6).
Perante os dados da Tabela 4.2, a qualidade da estimação do movimento obtida com recurso
à abordagem offline apresenta ligeiramente menor erro comparativamente com a obtida com a
utilização de vocabulário online. Tal como observável, a diferença entre os valores é pequena,
apenas de cerca de 1 m no erro máximo e cerca de 60 cm no erro média, o que equivale a um
incremento de, aproximadamente, 10% do erro. Deste modo, através desta sequência verifica-se
que os resultados obtidos pela abordagem online são satisfatórios.
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Figura 4.11: Trajetórias obtidas com recurso a vocabulário offline e online - KITTI (sequência 08)
Tabela 4.2: Dados comparativos das trajetórias obtidas com recurso a abordagem de vocabulário
offline e online - KITTI (sequência 08)
Vocabulário offline Vocabulário online
Máximo 11,5 m 12,72 m
Erro
Médio 5,7 m 6,3 m
Por fim, relativamente à sequência 09 os dados mais satisfatórios foram obtidos a partir de um
vocabulário construído com três níveis de profundidade (L = 3). Perante os dados ilustrados na
Figura 4.12, é possível verificar que a estimação de movimento tendo em conta a abordagem de
vocabulário online apresenta muito melhor qualidade quando comparada com a fornecida a partir
de vocabulário construído à priori (offline), nomeadamente por, para além da sua trajetória ser em
grande mais próxima da real, conseguir detetar o ciclo. Esta situação não ocorre com o recurso ao
vocabulário offline o que, por outro lado, origina um valor maior de erro.
Segundo os dados apresentados na Tabela 4.3, é notório que a partir do vocabulário online
foram estimadas posições com erros muito menores, comparativamente com as obtidas a partir
do vocabulário construído à priori, em relação ao ground-truth. Existiu uma diminuição de erro
acentuada, no sentido em que foram obtidos melhorias na estimação em cerca de 26 m para o erro
máximo e, aproximadamente, 17 m no erro médio.
Desta forma, a abordagem de vocabulário online conseguiu diminir os erros cerca de 80% em
comparação com os obtidos a partir do vocabulário offline.
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Figura 4.12: Trajetórias obtidas com recurso a vocabulário offline e online - KITTI (sequência 09)
Tabela 4.3: Dados comparativos das trajetórias obtidas com recurso a abordagem de vocabulário
offline e online - KITTI (sequência 09)
Vocabulário offline Vocabulário online
Máximo 32,4 m 6,3 m
Erro
Médio 20,7 m 3,6 m
Embora a trajetória estimada com recurso ao vocabulário offline acompanhe o movimento
pretendido, o facto do ciclo não ser detetado leva a que não seja realizado o Bundle Adjustment, o
que pode também justificar a discrepância de valores de posições obtidas.
A abordagem de vocabulário offline é caracterizada pela pré-aquisição de features a partir
de um grande conjunto de imagens de treino, sem ter em consideração as processadas durante a
navegação do robô. Por outro lado, o facto de permanecer constante torna-o frágil na modelação
de situações não presentes durante o treino. Contrariamente, a abordagem online é caracterizada
pela eliminação de dados pré-construídos, isto é, pelo facto de ser construídaf iterativamente, à
medida que as informações visuais ficam disponíveis, durante a navegação.
Desta forma, seria expectável que os resultados obtidos com recurso ao vocabulário construído
à priori apresentassem mais incertezas quando comparados com os conseguidos pela abordagem
online. Contudo, nos primeiros ambientes (sequências 05 e 08) os resultados foram, embora com
pouca discrepância, mais satisfatórios a partir do vocabulário offline.
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Para além de recorrer ao vocabulário para a fase de deteção de loop (etapa “Loop Closing”),
a implementação ORB-SLAM2 também o utiliza para a estimação de movimento (matching de
features e relocalizaçao) como para a triangulação de novos pontos do mapa (etapa “Local Map-
ping”). Tendo em conta este facto e a realização de Bundle Adjustment aquando a deteção de
fechos loop, torna-se relevante a verificação da influência e qualidade do vocabulário na estima-
ção do movimento sem a existência deste tipo de situações. Neste sentido, selecionou-se, para
análise, um pequeno segmento da trajetória efetuada até ao momento imediatamente anterior à
ocorrência do primeiro loop, em ambas sequências (05 e 08).
De acordo com a Figura 4.13, conforme expectável, é possível verificar que a partir do voca-
bulário online as trajetórias 05 e 08 são estimadas corretamente, mesmo sem ajuste de trajetória.
Em relação ao comportamento da implementação com o vocabulário offline, seria aceitável a exis-
tência de maiores desvios em relação à trajetória real, tendo em conta a sua construção deveria
ocorrer apenas a partir de imagens independentes às processadas ao longo da trajetória.
A partir das Tabelas 4.4 e 4.5 é visível que, embora com erros ligeiramente superiores em
relação ao gound-truth, quando comparado com o vocabulário incremental, o vocabulário offline
proporciona resultados bastante satisfatórios face ao esperado.
Foi claramente notório que os resultados obtidos com ambas as abordagens foram invertidos
relativamente aos obtidos com a trajetória total, dado que neste caso a implementação online
apresentou sempre melhores valores de estimação em relação ao ground-truth. Assim, mesmo que
com resultados idênticos, a abordagem online apresentou sempre erros menores, o que significa o
bom desempenho do vocabulário online e a sua eficácia, dado que a implementação ORB-SLAM2
utiliza o vocabulário não só para a deteção de ciclo como também para a estimação de movimento.
Desta forma, é percetível que o vocabulário incremental desenvolvido está a ser comparado
com um vocabulário intensivamente construído (o disponibilizado pela própria implementação de
SLAM). Por conseguinte, é possível que este vocabulário tenha sido construído com overfitting7
aos dados reais (ground-truth).
7Termo utilizado em machine learning, quando o modelo estatístico se ajusta em demasiado ao conjunto de dados/a-
mostra.
78 Vocabulário visual com aprendizagem contínua
(a) KITTI (sequência 05)
(b) KITTI (sequência 08)
Figura 4.13: Sub-trajetórias obtidas com recurso a vocabulário offline e online
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Tabela 4.4: Dados comparativos das sub-trajetórias obtidas com recurso a abordagem de vocabu-
lário offline e online - KITTI (sequência 05)
Vocabulário offline Vocabulário online
Máximo 4,8 m 4,3 m
Erro
Médio 2,0 m 1.9 m
Tabela 4.5: Dados comparativos das sub-trajetórias obtidas com recurso a abordagem de vocabu-
lário offline e online - KITTI (sequência 08)
Vocabulário offline Vocabulário online
Máximo 10,1 m 9,9 m
Erro
Médio 7,6 m 7,4 m
Assim, é de realçar a qualidade do vocabulário online e a sua relevância em aplicações ro-
bóticas, na medida em que garante uma modelação correta da informação presente na cena e,
consequentemente, capacidade de deteção de loop em ambientes desconhecidos e não estrutura-
dos.
4.3.1.2 Análise da influência do parâmetro L
Por forma a verificar a influência do aumento do número de níveis da árvore (profundidade),
aplicaram-se os vocabulários construídos aos três ambientes do dataset, a partir da implementação
de SLAM. Assim, a partir das trajetórias obtidas é possível avaliar e analisar a performance do
vocabulário. Na Figura 4.14 é representado um gráfico com o comportamento do algoritmo (Sec-
ção 4.2.2) para cada sequência KITTI, em relação ao tamanho do vocabulário, tendo em conta o
erro médio de estimação.
A partir dos dados obtidos é visível que a variação do número de níveis da árvore de voca-
bulário influencia de forma diferente cada tipo de cenário, ou seja, o comportamento obtido pela
implementação SLAM não é o mesmo em todos os cenários, para cada L.
No caso da sequência 08 o erro, em relação ao ground-truth, diminui com o aumento do L,
embora com o nível máximo estipulado (L = 7) volte a aumentar ligeiramente. No entanto, este
facto pode ser considerado razoável, uma vez que o uso de vocabulários muito grandes torna difícil
modelar, de forma correta, o background [30]. Em relação à sequência 05 o erro do movimento
estimado diminui acentuadamente na passagem do nível três para o quatro e, a partir deste, volta
a aumentar, mantendo-se estável, com pequenas flutuações. Por fim, no que diz respeito ao com-
portamento da implementação face à sequência 09, verifica-se que o erro da trajetória estimada
aumenta com o aumento da profundidade da árvore.
É de referir que as sequências em análise (05, 08 e 09) apresentam diferentes quantidades de
imagens, ou seja, são compostas por 2761, 4071 e 1591 imagens, respetivamente. Neste sentido,
80 Vocabulário visual com aprendizagem contínua
e ainda de acordo com o gráfico representado na Figura 4.14, é percetível que o nível de profundi-
dade necessário, e consequentemente o tamanho do vocabulário, é maior quanto maior o número
de imagens, no sentido em que o erro obtido em relação trajetória real melhora (diminui).
Figura 4.14: Influência do fator de profundidade da árvore na performance do vocabulário
Analisando com maior detalhe o ambiente de cada sequência, verificou-se que todas incluem
árvores, habitações e veículos (características comuns do ambiente citadino). No caso das sequên-
cias 08 e 09 destaca-se ainda a existência de sombras. Neste contexto, de modo a caracterizar mais
especificamente o ambiente é possível referir que o trajeto efetuado tanto na sequência 05 como
na 09 apresenta habitações na sua grande maioria. Por outro lado, na sequência 08 destacam-se,
em primeiro lugar, as árvores e, de seguida, os veículos e sombras. Neste sentido, as sequências
05 e 09 são semelhantes em termos de ambiente e o nível de profundidade da árvore que origina
melhores resultados, em cada um, é próximo. Estes conjuntos de dados diferem apenas no número
de imagens processadas. Em relação à sequência 08, apresenta uma maior variedade de features e
o percurso efetuado é, relativamente, superior, comparado com o das restantes.
Assim, de uma forma geral, é possível concluir que, numa abordagem de vocabulário em
árvore, o número de níveis não é uniforme, ou seja, é dependente do cenário dos datasets. Mais
concretamente, face aos resultados obtidos, pode considerar-se que o valor de L adequado possa
estar diretamente ligado tanto à quantidade de imagens disponíveis como à diversidade de features
existentes.
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4.3.1.3 Análise do impacto da componente temporal na criação do vocabulário
Com o intuito de avaliar a influência da construção incremental do vocabulário, isto é, da expe-
riência acumulada, selecionaram-se dois pontos de controlo da sequência 08, conforme ilustrado
na Figura 4.15. O primeiro vocabulário foi construído desde o início da trajetória até ao ponto
1 enquanto o segundo, foi também construído desde o início mas até ao ponto 2 representado na
figura.
Figura 4.15: Pontos de controlo para a construção do vocabulário
Na Figura 4.16 (a) e (b) são apresentadas as trajetórias obtidas com os dois vocabulários cons-
truídos. Tal como observado, à medida que o número de informação visual aumenta o movimento
é estimado com erros menores, em relação ao ground-truth. Mais especificamente, em (b) é notó-
rio que a trajetória estimada se aproxima mais da real nomeadamente na região superior direita.
De acordo com a Tabela 4.6 é percetível, conforme esperado, que os erros em relação ao
ground-truth diminuem ao longo da trajetória (isto é, maior número de imagens processadas).
Por outro lado, pelos resultados obtidos anteriormente, verifica-se que caso o vocabulário seja
construído com todas as imagens o erro é ainda menor, tal como expectável.
Tabela 4.6: Dados comparativos do impacto do vocabulário com aprendizagem contínua
Ponto controlo 1 Ponto controlo 2
Máximo 15,1 m 12,9 m
Erro
Médio 7,5 m 6,6 m
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(a) Ponto de controlo 1
(b) Ponto de controlo 2
Figura 4.16: Trajetórias obtidas com vocabulário com aprendizagem contínua
Desta forma, comprova-se a importância da construção online de vocabulário e, consequente-
mente, o aumento do desempenho na localização e mapeamento simultâneos.
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4.3.2 Cenário subaquático
Com o intuito de validar o algoritmo desenvolvido em ambiente subaquático preparou-se um
cenário de aquisição. Mais especificamente, foram colocadas duas âncoras como ponto de controlo
próximo do canto inferior esquerdo. Por outro lado, ao longo do tanque foram sinalizados pontos
de informação de distância com o objetivo de avaliar os resultados de estimação obtidos. Na
Figura 4.17 é ilustrado o cenário de aquisição dos dados.
(a) Tanque (b) Sistema de aquisição
Figura 4.17: Cenário de aquisição de dados subaquáticos
Por forma a apresentar os resultados desta Subsecção, selecionaram-se duas trajetória obtidas
com o sistema de aquisição. A primeira é caracterizada por um movimento retilíneo que começa
no canto inferior esquerdo do tanque, passa pelas âncoras e termina poucos centímetros depois,
conforme visível no esquema representativo da Figura 4.18.
Figura 4.18: Esquema representativo da trajetória efetuada - Percurso 1
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A segunda trajetória começa no canto inferior esquerdo, passa pelas âncoras e segue em linha
reta até atingir sensivelmente dois metros desde o ponto inicial. Neste local, efetua uma mu-
dança de direção (deteção de ciclo) que mais tarde se desvia da trajetória anterior em diagonal,
aproximando-se por fim do ponto inicial, sem que haja condições de deteção de ciclo neste ponto.
Na Figura 4.19 é apresentado um esquema representativo que ilustra a referida trajetória.
Figura 4.19: Esquema representativo da trajetória efetuada - Percurso 2
4.3.2.1 Análise dos resultados obtidos
De modo a avaliar a estimação e quantificação da trajetória efetuada no percurso 1 analisou-se
o resultado obtido pela implementação ORB-SLAM2.
Na Figura 4.20 é visível que é obtida uma correta estimação do movimento, na medida em
que se replicou o comportamento efetuado aquando a aquisição. Quantitativamente, apresenta
um erro de cerca de 45 cm dado que o ponto final se encontrava a 80 cm do inicial, no que diz
respeito ao movimento referente ao eixo y. Por outro lado, em relação à quantificação do eixo x é
de realçar a escala obtida, uma vez que foi tentativa manter a câmara estável em linha reta e que a
implementação estimou uma variação de no máximo 6 cm.
Em relação à variação da altura da câmara em relação ao fundo do tanque, através da análise
da Figura 4.21, é percetível a correta estimação da coordenada z (cerca de 2 cm) pois, dada a pre-
ocupação com a estabilidade no momento de aquisição, esta distância manteve-se o mais próximo
possível.
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Figura 4.20: Trajetória subaquática obtida com o sistema ORB-SLAM2 - Percurso 1
Figura 4.21: Trajetória subaquática xyz obtida com o sistema ORB-SLAM2 - Percurso 1
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De modo a avaliar a navegação e mapeamento no percurso 2, dividiu-se esta análise em três
partes principais: estimação do movimento efetuado, quantificação do movimento e deteção de
áreas revisitadas.
Através da Figura 4.22 e tendo em conta a trajetória efetuada, é possível observar que é obtida
uma boa estimação do movimento. É de referir que esta estimação não contempla o ponto inicial
estipulado, uma vez que não foram satisfeitas as condições de inicialização nesse momento.
Figura 4.22: Trajetória subaquática obtida com o sistema ORB-SLAM2 - Percurso 2
Por outro lado, é percetível que perto do final da trajetória foi efetuada uma mudança de
direção incorreta. No entanto, este aspeto não apresenta muita relevância no sentido em que a
trajetória termina, de igual forma, próximo do ponto inicial. Como não é suposto detetar ciclo no
ponto inicial, é visível que o resultado obtido é satisfatório.
Em relação à distância da câmara ao fundo do tanque tentou-se, aquando da aquisição, manter
a mesma altura ao longo de todo o movimento. Contudo, é de realçar que existiram algumas
oscilações, ainda que pequenas, devido ao processo de aquisição. Neste contexto, na Figura 4.23
é visível a trajetória obtida também com a componente z. É percetível que, tal como esperado, o
valor de z se mantém estável ao longo da trajetória. Apresenta uma variação de cerca de 20 cm, o
que se revelou uma correta estimação.
Em relação à quantificação do movimento, é visível que a escala foi razoavelmente estimada no
sentido em que, por exemplo, entre extremidades da trajetória (Pmédio), a câmara se movimentou
cerca de 2 m e foram obtidos aproximadamente 1,6 m (ou seja, cerca de 40 cm de erro). Por outro
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lado, sabe-se que a distância entre os pontos inicial e final é cerca de 50 cm e este valor estimado
foi aproximadamente de 40 cm (isto é, 10 cm de erro).
Figura 4.23: Trajetória subaquática xyz obtida com o sistema ORB-SLAM2 - Percurso 2
Embora este ambiente seja caracterizado por várias mudanças de intensidade, que originam
um grande número de características, não apresenta muita diversidade. Por este motivo e tendo
em consideração o estudo da influência do parâmetro L em 4.3.1.2, neste caso, optou-se pela
criação de um vocabulário com quatro níveis de profundidade (L = 4). Neste sentido, ainda de
acordo com a Figura 4.22, verifica-se que são detetadas áreas revisitadas, tal como pretendido. A
primeira situação ocorre ainda nas posições iniciais, onde existem algumas oscilações antes do
movimento em direção às âncoras. De seguida, aquando a mudança de direção, após atingir cerca
de dois metros desde o início da trajetória, seria de esperar a deteção de ciclo e é percetível que foi
efetuada. Por fim, esta situação volta a ser detetada na última mudança de direção, ao aproximar-se
do ponto inicial, conforme expectável.
Assim, é possível concluir que o vocabulário construído demonstrou um bom desempenho
tanto na estimação de movimento como na deteção de ciclos.
Na Figura 4.24, é ilustrado o resultado obtido com recurso ao vocabulário offline disponibili-
zado pelo ORB-SLAM2. Uma vez que o vocabulário foi construído à priori, conforme expectável,
a trajetória é estimada de forma incorreta tanto a nível qualitativo como quantitativo. Mais especi-
ficamente, a escala obtida fica muito aquém do real, na medida em que se obteve, por exemplo, um
erro de 1,6 m entre extremidades da trajetória (Pmédio). Por outro lado, é de realçar as mudanças
de direção incorretas sendo visível, por exemplo, que a primeira mudança de direção foi efetuada
no sentido contrário (para a esquerda) à realizada pela trajetória real. Por fim, é ainda possível
salientar que, de acordo com o esperado, não são reconhecidos ciclos.
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Figura 4.24: Trajetória subaquática obtida com o sistema ORB-SLAM2, com vocabulário offline
- Percurso 2
Perante os resultados obtidos, é percetível a extrema relevância da construção de vocabulário
à medida que as informações visuais são disponíveis, isto é, à medida que o veículo navega.
Com o intuito de avaliar o comportamento do ORB-SLAM2 e a influência da utilização de uma
abordagem de deteção de ciclos, optou-se por realizar este teste na implementação S-PTAM, uma
vez que também demonstrou resultados apelativos no estudo efetuado no Capítulo 3. Por outro
lado, pretende-se comparar, em ambiente subaquático, a importância de existência de abordagem
de fecho de loop, uma vez que o S-PTAM apenas realiza consecutivamente Bundle Adjustment.
Neste contexto, na Figura 4.25, é visível a trajetória estimada por este método no mesmo cenário
(Figura 4.19).
No que diz respeito à quantificação do movimento, é de referir que, para além da escala obtida
estar aquém dos valores reais, nas extremidades os valores x e y estimados são semelhantes (ou
seja, cerca de 30 cm e 40 cm, respetivamente) o que não era pretendido, visto que o movimento
em y atingiu no máximo cerca de 2 m e o movimento em x cerca de 50 cm. Desta forma, era
suposto que o movimento em y fosse quatro vezes superior ao de x e, neste caso, foi quantificado
na mesma relação (cerca de 1:1).
É percetível que o movimento estimado acompanha corretamente as mudanças de direção até
atingir o ponto final. Sabe-se que na extremidade da trajetória seria suposto ocorrer uma mudança
de direção e, consequentemente, a deteção de ciclo. No entanto, esta mudança não foi calculada
corretamente e, por erros acumulativos, a trajetória não se conseguiu aproximar da área pretendida,
não detetando a área revisitada. Por outro lado, o movimento termina mais próximo do ponto final
do que o suposto. Na Figura 4.26 é visível a trajetória obtida também com a componente z. É
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percetível que este valor se mantém estável ao longo da trajetória com variação de cerca de 40 cm,
demonstrando uma estimativa não tão correta em comparação com a obtida pelo ORB-SLAM2.
Figura 4.25: Trajetória subaquática obtida com o sistema S-PTAM - Percurso 2
Figura 4.26: Trajetória subaquática xyz obtida com o sistema S-PTAM - Percurso 2
90 Vocabulário visual com aprendizagem contínua
Perante os resultados obtidos com ambos os sistemas de SLAM, é percetível que o ORB-
SLAM2 se destacou face ao S-PTAM, tanto a nível de estimação como de quantificação de movi-
mento. Por outro lado, no que se refere à deteção de áreas revisitadas, foi notório a discrepância
de desempenho entre as implementações, no sentido em que o ORB-SLAM2 foi capaz de dete-
tar todos os ciclos, ao contrário do S-PTAM que não detetou nenhuma área revisitada que estava
contemplada no percurso efetuado pela câmara.
Adicionalmente, é de realçar a importância da existência de abordagem de deteção de loop
face à realização iterativa de Bundle Adjustment, tendo em conta que o S-PTAM não se mostrou
apto para detetar os ciclos existentes ao longo do movimento da câmara. Em relação ao ORB-
SLAM2, sendo capaz de detetar as áreas revisitadas, realça-se a utilização do vocabulário visual
para o efeito. Assim, é percetível que o vocabulário construído apresentou bom desempenho. Este
é crucial, uma vez que o ORB-SLAM2 depende do vocabulário não só para a deteção de ciclos
mas também para a estimação de movimento.
Desta forma, é possível concluir que o método de construção de vocabulário selecionado e
implementado se mostrou crucial para os bons resultados obtidos e, por outro lado, que o estudo
efetuado no Capítulo 3 apresenta bastante relevância, uma vez que ficou comprovada a perfor-
mance do ORB-SLAM2, também em ambiente subaquático.
4.4 Conclusão
Com o presente capítulo pretendeu-se descrever a implementação do sistema desenvolvido,
algumas das suas particularidades, bem como apresentar resultados em cenário terrestre que tive-
ram principal utilidade na validação do algoritmo construído. Por fim, e de extrema relevância, foi
possível demonstrar resultados em ambiente real, isto é, em cenário subaquático, adquiridos com
um sistema já existente e no tanque do laboratório do CRAS, no pólo da FEUP.
Em primeiro lugar, após o desenvolvimento do método de criação do vocabulário visual com
aprendizagem contínua, iniciaram-se os testes de validação. Neste contexto, numa primeira fase
criaram-se vocabulários a partir de todas as imagens do movimento da câmara. Uma vez que este
método utiliza uma abordagem em árvore, de modo a obter um vocabulário maior e mais diferen-
ciador e, não descurando a eficiência computacional que esta estrutura de dados acarreta, torna-se
crucial o estudo dos parâmetros de ramificação e profundidade (K e L, respetivamente). Desta
forma, selecionou-se o valor 10 como fator de ramificação, tendo por base o estudo da literatura.
No que diz respeito ao fator de profundidade, este foi analisado perante o desempenho da imple-
mentação do ORB-SLAM2, com os diferentes vocabulários construídos. Os resultados obtidos
foram razoáveis, uma vez que se lida com erros de pequena escala em relação à total da trajetória.
No entanto, a proximidade dos resultados obtidos entre o vocabulário online implementado e o
vocabulário offline, disponibilizado pela implementação de SLAM, permitiu considerar que este
último foi construído com overfitting aos dados reais, isto é, através de todas as imagens do da-
taset. Isto não seria o pretendido, uma vez que a abordagem offline recorre apenas a imagens de
treino. No entanto, há que realçar um dos resultados obtidos (KITTI - sequência 09), pela elevada
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melhoria verificada entre os dados estimados entre a abordagem online e offline, nomeadamente
no que se refere à deteção de ciclo que não era identificada com o vocabulário disponibilizado.
Sendo assim, o erro de estimação médio diminui cerca de 80%, isto é cerca de 17 m, o que se
torna um ótimo resultado, tendo em conta o contexto de navegação. Com estes testes, em relação
ao parâmetro L foi possível verificar os seguintes aspetos:
• aumentar o valor de L não significa uma melhor performance;
• o número de níveis não é uniforme, isto é, depende do cenário de teste;
• o valor de L pode estar diretamente ligado tanto à quantidade de imagens como à diversidade
de features.
Ainda neste cenário, fica comprovado que a aprendizagem contínua apresenta bastante rele-
vância a nível de navegação e pode apresentar elevadas melhorias no que respeita aos erros de
estimação. Por outro lado, esta abordagem não requer intervenção humana nem informação à
priori do meio, no sentido em que é construído à medida do movimento do robô, o que é uma
enorme vantagem para aplicações de navegação que podem ocorrer em cenários desconhecidos e
não estruturados.
Por fim, efetuaram-se alguns testes em ambiente subaquático para verificar o algoritmo de-
senvolvido bem como o desempenho do sistema de SLAM selecionado. Neste contexto, para a
construção do vocabulário visual optou-se por utilizar quatro níveis de profundidade, uma vez que
o ambiente apresenta um grande número de características mas com pouca diversidade entre elas.
Ao testar o método de estimação com este vocabulário, verificou-se que o ORB-SLAM2 consegue
acompanhar e quantificar corretamente o movimento efetuado. Por outro lado, detetou os ciclos
existentes, ajustando nestes momentos a sua trajetória. Neste sentido, consequentemente, é possí-
vel afirmar que o vocabulário apresentou um bom desempenho uma vez que esta implementação
recorre ao vocabulário não só para detetar áreas já visitadas como também para a estimação de
movimento. Ainda neste cenário, para validar mais uma vez o comportamento do ORB-SLAM2
recorreu-se à análise do S-PTAM, onde foi possível verificar que ficou aquém do expectável, tanto
a nível de quantificação de movimento como de estimação e de deteção de ciclo, o que demonstra
que a abordagem de fecho de loop é relevante e que realizar apenas Bundle Adjustement pode não
ser suficiente.
Desta forma, é possível concluir que o método de vocabulário com aprendizagem contínua
implementado mostrou-se apto para os testes efetuados, revelando um desempenho adequado. Por
outro lado, a seleção da implementação ORB-SLAM2 para localização e mapeamento simultâneos
revelou-se a mais correta, estando de acordo com os estudos efetuados.
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Capítulo 5
Conclusões e Trabalho Futuro
5.1 Conclusão
Para os AUV a navegação apresenta extrema relevância, nomeadamente, por operarem num
ambiente desconhecido e não estruturado. Para tal é necessário construir um mapa coerente da área
de operação, surgindo assim o conceito de localização e mapeamento simultâneos, onde o veículo
constrói um mapa do ambiente e, ao mesmo tempo, determina a sua localização perante esse
mapa. Para realizar esta tarefa o recurso a sensores visuais tem aumentado, por serem atraentes e
eficazes na deteção a curta distância e pelo seu custo apelativo face aos sensores mais comuns na
área subaquática. Uma característica fundamental do SLAM e crucial para o sucesso e eficácia de
navegação é a deteção de áreas visitadas previamente pelo veículo, ou seja, deteção de ciclos. A
partir de dados visuais, geralmente, recorre-se a vocabulário visual que pode ser criado a partir de
abordagens offline e online, onde o uso do último se destaca uma vez que é construído de forma
incremental, durante o movimento do veículo.
Por forma a selecionar uma abordagem de SLAM visual apta e genérica, compararam-se as
implementações ORB-SLAM2, RTAB-Map e S-PTAM com particularidades relevantes no seu al-
goritmo. O sistema RTAB-Map embora caracterizado por lidar com SLAM multi-sessão, utilizar
abordagem “Graph Pose Otimization” para ajuste do mapa após deteção de ciclo e operar em
tempo real a longo prazo, durante a análise efetuada mostrou, com o método de odometria viso2,
muitas vezes não conseguir atingir a posição final da trajetória pretendida, o que provocou uma
maior acumulação de erros ainda que com tempo de processamento razoáveis. A implementação
S-PTAM tem como particularidades a utilização da técnica de bucketing que, juntamente com o
uso de features binárias, acelera o processo de deteção e correspondência de features. Perante os
testes realizados, foi notório que em condições ideiais (processamento offline) esta implementa-
ção apresenta resultados bastante satisfatória, tanto a nível de estimação e de deteção de ciclos
mesmo sem abordagem de deteção de loop. Por fim, a ORB-SLAM2 é um sistema eficiente e
confiável uma vez que usa as mesmas features para todas as tarefas, com uma grande capacidade
de relocalização. Durante os testes realizados demonstrou, maioritariamente, boa estimação e um
gasto computacional razoável e inferior aos restantes métodos. Tendo por base estes resultados,
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as implementações S-PTAM e ORB-SLAM2 mostraram-se as mais promissoras, embora apenas
a última consiga avaliar a técnica de vocabulário visual desenvolvida na presente dissertação, por
apresentar abordagem de deteção de loop. Por este motivo, optou-se pela seleção desta implemen-
tação, utilizando o S-PTAM apenas para validar resultados.
Ao longo desta dissertação foi construído um método de criação de vocabulário visual com
aprendizagem contínua. Por forma a validar o seu desempenho, efetuaram-se testes com datasets
terrestres, onde foram estudados os parâmetros de ramificação e profundidade (K e L) uma vez
que este método utiliza abordagem em árvore. Desta forma, consegue-se um vocabulário maior
e diferenciador, não descurando a eficiência computacional que esta estrutura de dados acarreta.
Assim, foi possível avaliar e perceber a relação entre o valor de L e a qualidade dos dados. Perante
os resultados, foi notória a boa qualidade dos vocabulários construídos, realçando o facto de cor-
rigir situações em que o ponto final é o mesmo que o ponto inicial (existência de apenas um ciclo)
onde foi possível obter um decréscimo de 80% nos erros de trajetória estimados. Por fim, foram
realizados testes em ambiente subaquático onde se demonstrou que a abordagem de vocabulário
apresenta bom desempenho e que o sistema ORB-SLAM2 se revelou adequado e comprovou ser
uma boa escolha, também neste ambiente.
De um forma geral, verificou-se que tanto o estudo da literatura inicial como a análise compa-
rativa de métodos SLAM efetuada foram relevantes para a realização da dissertação, permitindo
retirar conclusões mais concisas e alcançar os resultados finais de forma metódica. A abordagem
de vocabulário com aprendizagem contínua demonstrou qualidade nos testes efetuados e a im-
plementação selecionada para a estimação de movimento mostrou-se apta e correta no contexto
pretendido. Assim, o sistema final revelou importância e demonstrou ser possível o seu uso em
ambiente real.
5.2 Trabalho Futuro
O trabalho desenvolvido nesta dissertação cumpriu os objetivos propostos inicialmente. No
entanto, é sempre possível aumentar a robustez do sistema por forma a melhorar a sua utilização.
Tendo por base estas considerações, propõe-se como sugestão de trabalho futuro as seguintes
tarefas:
• aumentar o número de experiências realizadas em ambiente subaquático;
• melhorar o método de aprendizagem contínua, através da incorporação de abordagens base-
adas na gestão temporal das palavras de forma mais eficiente, remoção de pequenos ramos
não visitados e escalabilidade;
• analisar o impacto da alteração do descritor na construção do vocabulário visual no desem-
penho do sistema final;
• adaptar o sistema ORB-SLAM2 para que aceda ao vocabulário, disponibilizado continua-
mente, um maior número de vezes.
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