This paper deals with the existence of solutions for the class of nonlinear second order evolution equations. The regularity and a variation of solutions of the given equations are also given. As particular cases of our general formulation, some results for Volterra integrodifferential equations of the hyperbolic type are given.
Introduction
In this paper, we consider the existence and regularity of the solutions for the following semilinear wave equation:
u (t) + Au(t) = f t, u(t) + h(t), u(0)
in a Hilbert space H . Here A is the operator associated with a sesquilinear form defined on V × V and satisfying Gårding's inequality, where V is another Hilbert space such that V ⊂ H ⊂ V * (the dual space of V ). The nonlinear term f (·, x), which is a Lipschitz continuous operator with respect to x from V to H , is a semilinear version of the quasilinear one considered in [1] [2] [3] . Precise assumptions are given in the next section.
In the papers [1, 2] , they investigated some results of existence and uniqueness of solutions for some problems that are related to functional differential inclusions of second order in time, containing some hereditary characteristics. The existence and regularity for the linear heat equations, which was first investigated by Brézis [4] , has been developed as seen in Section 4.3.1 of Barbu [5] , and [6] .
As a consequence, our models for (SE) are Volterra integrodifferential equations of the hyperbolic type. These equations arise naturally in the study of viscoelasticity in Edelstein and Gurtin [7] . Our formulation of (SE) is a direct attempt to generalize some results of Webb [3] and Heard [8] , who studied problems similar to (SE) in the case when A = A(t) does not depend on t. By using the useful integral inequalities, we will show that there exists a solution for the class of nonlinear second order evolution equations by a similar method to that for the linear heat equations of [6] .
Section 2 gives some basic results on existence, uniqueness, and a representation formula of solutions for the given equation (SE) . In Section 3, we will obtain the regularity for solutions of (SE) by converting the problem into the contraction mapping principle when the nonlinear mapping f is Lipschitz continuous from R × V into H , and obtain the norm estimate of a solution of the above nonlinear equation on L 2 (0, T ; V ) ∩ W 1,2 (0, T ; H ) ∩ W 2,2 (0, T ; V * ) by using the results of its corresponding the linear part as seen in [9] . Finally a simple example to which our main result can be applied is given in Section 4.
Semilinear equations
Let H be a complex Hilbert space with inner product ( , ) and norm | · |. Let V be embedded in H as a dense subspace with inner product and norm by (( , )) and · , respectively. By considering H = H * . We may write V ⊂ H ⊂ V * where H * and V * denote the dual spaces of H and V , respectively. For l ∈ V * we denoted (l, v) by the value l(v) of l at v ∈ V . The norm of l as element of V * is given by
Therefore, we assume that V has a stronger topology than H and, for the brevity, we may regard that
Definition 2.1. Let X and Y be complex Banach spaces. An operator
Let a(u, v) be a quadratic form defined on V × V which is linear in u and antilinear in v. We make the following assumptions:
(iii) a(u, v) satisfies the Gårding's inequality, i.e.
Re a(u, u) δ u 2 , δ >0.
Then, as seen in Theorem 2.2.3 of [10] , the operator A is positive definite and self-adjoint, D(A 1/2 ) = V , and
It is also known that the operator A is a bounded linear from V to V * . The realization of A in H which is the restriction of A to D(A) = {v ∈ V : Av ∈ H } is also denoted by A, which is structured as a Hilbert space with the norm v D(A) = |Av|. Then the operator A generates an analytic semigroup in both of H and V * . Thus we have the following sequence
where each space is dense in the next one which continuous injection. If X is a Banach space and 1 < p < ∞, L p (0, T ; X) is the collection of all strongly measurable functions from (0, T ) into X the pth powers whose norms are integrable and We consider the initial value problem of the following semilinear equation
Let us introduce a new norm in V * as follows. For g, k ∈ V * , putting
in virtue of the condition of a (g, k) −1 , it satisfies the inner product properties and its norm is given by 
Proof. From the condition (iii) and (i) of a(·,·) it follows
Combining (2.2) with (2.3) we obtain the inequality and hence · * and · −1 are equivalent norms. 2
If we set X = (V × H ) T with inner product and norm given by
respectively. Noting that a(u, v) is inner product in V and a(u, u) 1/2 is equivalent to the norm u , we can also rewrite inner product and norm as
we define an inner product and norm by
respectively. Let A be an operator defined by
In virtue of Lax-Milgram theorem we can also consider as
Theorem 2.1. The linear operator A as mentioned above is the infinitesimal generator of a C 0 -group of unitary operators both X and X.
Proof. For
Noting that A is symmetric, we have that
which implies that A * = −A and therefore iA = (iA) * and iA is self adjoin t(skew self adjoint). Hence, from Stone's theorem, it follows that A is the infinitesimal generator of a C 0 -group of unitary operators on X if and only if iA is self adjoint. If
Hence, we have that
Let U(t) be a C 0 -group generated by A. For a solution of (2.4) in the wide sense, we are going to find a solution of the integral equation
Now, we consider the global existence of a solution of (2.5).
Theorem 2.2. Let us assume Assumption (F). Then for every
Proof. From Theorems 6.1.1 and 6.1.5 in [10] the problem (2.4) has a unique local solution on interval [0, T 0 ] for 0 < T 0 T . Now, we give a norm estimation of the solution of (2.4) and establish the global existence of solutions with the aid of norm estimations. So, it is enough to show that if u is solution in 0 t T 0 , then u(t) is bounded in 0 t T 0 , i.e., there exists a constant C > 0 such that
and
Therefore, from (2.5) and (2.6) we obtain that
Here, we can calculate from (2.6) that
where M = sup 0 t T U(t) . Combining two inequalities above and (2.6) it follows from Gronwall's inequality that there exists a constant c 1 such that
By the calculation similar to those in the proof of mentioned above, a solution y of
exists in some interval [T 0 , T 1 ). By lettingx(t) = x(t) for 0 t T 0 andx(t) = y(t) for T 0 t < T 1 , it is easy to see thatx is a solution in 0 t T 1 . Therefore, x can be extended to the interval [0, T 1 ] as a solution of (2.5). Let x be bounded solution of (2.1): x(t) X < C . Then, since 0 f (t,u 0 (t)) X L C for 0 t < T 0 by Assumption (F), if we put
x is continuous in 0 t T 1 and, moreover, satisfies (2.5). Hence, x can be extended to the interval [0, T 1 ] as a solution and u 0 is the desired solution. So the proof is complete. 2
L 2 -regularity for solutions
Let V and H be complex Hilbert spaces forming Gelfand triple V ⊂ H ⊂ V * with pivot space H as mentioned in Section 2.
Let T > 0. Define
whereu denote the derivative of u in the generalized sense. First, consider the following L 2 -regularity for the abstract nonlinear evolution equation
Let a(u, v) be a bounded sesquilinear form defined on V × V and satisfying Gårding's inequality:
Let A be the operator associated with the sesquilinear form a(u, v):
We begin with the following existence result (see Chapter IV of [7] ).
, T ; H ). Then the evolution equation (E) has a unique solution u ∈ W T . Moreover, we have
where C 1 is a constant depending on T .
Remark. From (E) it follows that
This section is to investigate the regularity of solutions for abstract semilinear second order initial value problem:
We assume the following hypotheses on the nonlinear term.
Assumption (F1). Let f : [0, T ] × V → H be a nonlinear mapping such that t → f (t, ·) is measurable on [0, T ] and u → f (·, u) is Lipschitz continuous on
The following lemma is from H. Brézis [4, Lemma A.5].
Lemma 3.1. Let m ∈ L 1 (0, T ; R) satisfying m(t) 0 for all t ∈ (0, T ) and a 0 be a constant. Let b be a continuous function on [0, T ] ⊂ R satisfying the following inequality:
Then,
The following lemma is one of the useful integral inequalities.
Lemma 3.2. Let b, a, m ∈ C(R + , R + ) and suppose that the following inequality: b(t) a(t) + t t 0 m(s)b(s) ds, t t 0 .
We establish the following results on a local solvability of (SE).
Theorem 3.1. Let Assumption (F1) be satisfied. Assume that h ∈ L 2 (0, T ; H ) and (u 0 , u 1 ) ∈ V × H . Then, there exists a time T 0 > 0 such that Eq. (SE) admits a unique solution
Proof. Let us fix T 0 > 0 such that
The operator F is defined on L 2 (0, T 0 ; V ) by letting F u = w be a solution of the following Cauchy problem:
Invoking Proposition 3.1, we obtain that the problem (3.3) has a unique solution w
We are going to show that the operator F is strictly contractive from L 2 (0, T 0 ; V ) to itself if the condition (3.2) is satisfied. Lemma 3.3. Let w 1 , w 2 be the solutions of (3.3) with u replaced of by u 1 , u 2 ∈ L 2 (0, T 0 ; V ), respectively. Then it holds the following inequality:
4)
where α(t) = 1 + 2te 2t .
Proof. For i = 1, 2, we consider the following equation.
Then, we have that
for t > 0. Acting on the both sides (3.6) by w 1 (t) − w 2 (t), we have
Aw(s), w (s) ds = Re Aw(t), w(t) − Re Aw(0), w(0)
and integrating (3.3) over (0, t), which implies that
which yields that
From (3.7) it follows that
Integrating (3.8) over (0, t) we have
By Gronwall's inequality of Lemma 3.2, we get
where α(t) = 1 + 2te 2t , that is,
From (3.7) and (3.9) it follows that
which implies
By using Lemma 3.1, we obtain that
From (3.10) and (3.11) it follows that
Starting from initial value u 0 (t) = u 0 , consider a sequence {u n (·)} satisfying
Then from (3.12) it follows that
Hence, we obtain that
So by virtue of the condition (3.2) the contraction principle gives that there
and hence, from (3.13) there exists
This completes the proof of the theorem. 2
Now, we give a norm estimation of the solution (SE) and establish the global existence of solutions with the aid of norm estimations.
the solution u of (SE) exists and is unique in
Furthermore, there exists a constant C 2 depending on T such that
Proof. We establish the estimates of solution. Let w be the solution of
Then, since u(t) − w(t) + A u(t) − w(t) = f t, u(t) ,
by multiplying u(t) − w(t) and using the monotonicity of A, we obtain
By the procedure similar to (3.14) we have
Then from Proposition 3.1, we have that
for some positive constant C 2 . Noting that by (F1)
and by Proposition 3.1
it is easy to obtain the norm estimate of u in W 2,2 (0, T 0 ; V * ) satisfying (3.14). Now from (3.12), (3.17) it follows that 
Applications for nonlinear evolution equations
This section deals with the existence and uniqueness of the solutions to the nonlinear Volterra integrodifferential equations of the form
where σ i (s, ξ ) are real-valued continuous functions defined in
Hear, Ω is a bounded domain in R n with smooth boundary ∂Ω. These types of equations arise in the theory of viscoelasticity, and in the study of electromagnetism in rigid nonconducting material dielectrics (see [8, 11] ). We study the initial-boundary value problem (4.1) in Ł 2 (Ω). We define the following spaces: 
Hence H 1 (Ω) is a Hilbert space.
The norm and inner product of
then, for any u ∈ D(A), Au = f and A is a positive definite self-adjoint operator.
Let
Let u be fixed if we consider the functional v) ), this function is a continuous linear. For any
that is, Au = l. The operator A is one to one mapping from H 1 0 (Ω) to H −1 (Ω). The relation of operators A and A satisfy the following that
From now on, both A and A are denoted simply by A. For any u ∈ D(A), we define the following that
Then we treat it as the initial value problem for the abstract second order equations
In (4.2), A is the positive definite self-adjoint operator in L 2 (Ω). We consider Eq. is Lipschitz continuous from L 2 (Ω) into H 1 0 (Ω), which is essential to obtain a strong solution of the case of a nonlinear partial differential equations. In this paper, we no longer require the uniform boundedness and the uniform Lipschitz condition for σ i (s, ξ ) and ∂/∂ sσ i (s, ξ ) with respect to s in the study of [8] , but instead we need L 2 -regularity properties and a variation of solutions of semilinear retarded functional differential equations. So this sufficient condition in Theorem 4.1 is more general than pevious ones.
