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Abstract 
Prior to 2005, the evidence suggested that futures markets were relatively efficient in the long 
run, but short-run inefficiencies existed in certain markets for particular periods. Recent research 
has pointed to a reduction in predictive content in several agricultural markets, but the specific 
sources of the decline are less well understood. We investigate short-run forecasting in the 
soybean futures market complex to more clearly identify predictive content and the sources of 
forecast errors. We concentrate on two-month forecast horizons using a nonlinear framework and 
1973-2016 data that allows us to identify the effects of market exuberance/pessimism and risk 
premiums on prices. A non-parametric local linear regression framework (Fan and Gijbels, 1996) 
is first applied to investigate biasness, and to guide the specification of parametric regime-
switching models in which we perform statistical testing. To identify effects of risk premiums, 
which have been difficult to estimate in a forecasting context (Frank and Garcia 2009), we use a 
realized GARCH model (Hansen, Huang and Shek 2012) that has been shown to improve 
conditional volatility modeling. We focus on the markets in the soybean complex because of 
their economic importance, and differences that exist in the nature of markets (e.g., storability). 
Also, beginning with Rausser and Carter (1983), the forecast accuracy of the soybean complex 
has been called into question, and use of our long sample period, permits us to gain perspective 
on the sources of forecast errors over time. Our preliminary data analysis for the entire period 
identified average absolute forecast errors in percentage terms to be 1.4% for soybeans, 1.0%; 
soybean meal, and 2.4% for soybean oil. 
Non-parametric and parametric findings indicate nonlinearities in efficiency and risk 
premiums are present. Depending on the level of futures prices, thresholds or regimes of 
predictive performance exist. Evidence of market exuberance/pessimism emerges in all three 
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markets. When prices are high (low), markets tend over- (under-) forecast subsequent prices. 
Differences in the regimes and sources of forecast accuracy also emerge across the markets. In 
soybeans, a low price regime is inefficient with no evidence of a risk premium, a middle regime 
is primarily affected by a risk premium, and a high price regime is affected by inefficiency and 
risk premiums. In soybean meal, a low price regime is inefficient with some evidence of a risk 
premium, and a second regime covering both middle and high prices is unbiased. In soybean oil, 
a first regime covering low and middle prices is unbiased, and a high price regime is inefficient 
without a risk premium. While results differ in the three markets, they indicate that the recent 
market booms did affect forecasting performance through exuberance and changing risk 
premiums. However, they also identify that in periods of low prices predictive content is 
primarily affected by “pessimism”. In most cases, these non-linear findings differ substantially 
from those generated in the conventional linear framework.   
On balance, the research highlights the importance of investigating the ability of futures 
markets to forecast spot prices in a non-linear context. Most research to date has ignored these 
non-linear price linkages when testing for biasness and the presence of risk premiums. Our 
research demonstrates that failure to account for these non-linear relationships can distort our 
understanding of market effectiveness. Finally, we show that the use of higher frequency data 
can be useful in identifying the presence and magnitude of risk premiums. This finding may 
make uncovering risk premiums in agricultural commodity markets more tractable in the future. 
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Chapter 1: Introduction 
As a guide to decision makers, price forecasts are vital in business, finance, economics, public 
policy, and in a variety of other fields (Diebold, 2004). In agricultural commodity markets, 
futures prices have significant forecasting and resource allocation functions. Users of agricultural 
futures markets include farmers and agribusinesses that rely on futures prices to inform and 
hedge their economic decisions, and governments that use agricultural price forecasts to enhance 
food production and food security (Tomek and Gray, 1970; Gardner, 1976; Hurt and Garcia, 
1982; Allen, 1994). USDA, for example, develops season-average price forecasting models 
based on futures prices (Hoffman, 1991). Futures prices are also used by crop insurance 
programs to set their pre-plant and harvest prices (Zulauf et al., 2014).  
Because of their importance, the degree to which futures markets provide accurate forecasts 
of subsequent prices has been investigated extensively.  A classic study, by Tomek and Gray 
(1970) introduces the idea of empirical forecasting assessment. The authors regress the futures 
prices of the new crop corn, soybean and potato futures contracts (represented by the December, 
November and November contracts, respectively) in the maturity month, on the price of the same 
contract in the previous spring. They find that futures prices in spring are unbiased forecasts of 
the futures prices in the maturity month for corn and soybean markets and for the period from 
1952 to 1968, but not for potatoes. Many studies on different agricultural commodity futures 
markets have followed, producing mixed results. While evidence tends to support that non-
storable commodity futures markets are more biased or inefficient than storable ones, the 
forecasting performance appears to be highly dependent on the specific time periods and market 
conditions (Kofi, 1973; Leuthold, 1974; Martin and Garcia, 1981; Kenyon et al., 1993; Beck, 
1994; Zulauf et al., 1999; McKenzie and Holt, 2002; Garcia and Leuthold, 2004).  
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Researchers have devoted effort to explain the reasons why futures prices are sometimes 
biased estimates of cash prices. There exist at least two explanations: risk premium and market 
failure. Risk premium is the compensation required by investors for bearing price risk from 
hedgers and has been identified as one of the most relevant factors explaining divergence 
between cash and futures prices (Keynes, 1930). However, the existence of a risk premium in 
agricultural markets is empirically controversial. Measurement of the risk premium requires 
measurement of price volatility, which constitutes a latent variable that is not directly observed. 
Fama and French (1987), Beck (1993 and 1994), McKenzie and Holt (2002) and Frank and 
Garcia (2009) have studied the relevance of agricultural risk premiums in agricultural futures 
markets using different methods and have derived contrasting conclusions, especially in non-
storable livestock markets. Market bias can also arise from the ineffective assembly, 
interpretation, and use of information. Much of this research has focused on comparing the 
accuracy of futures markets to time series forecasting models based on either past prices or 
incorporating other public information. Presumably, if the market fails to generate lower forecast 
errors, the added information in the structure of the model is not being incorporated by the 
market.  Evidence on the inefficiency of markets is also somewhat mixed. Of course, these 
assessments are influenced by the difficulty in developing models that accurately reflect complex 
commodity markets, and by the fact that traders are always looking for arbitrage opportunities 
which can shorten the duration of market biases (Garcia and Leuthold, 2004). 
Most research conclusions on agricultural commodity futures forecasting ability have been 
based on linear model specifications. But as noted, forecast ability of agricultural futures may 
vary under different market conditions so that the forecast performance may be nonlinear. 
Several studies identify nonlinearities in forecast performance which arise from price changes or 
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basis levels. For example, Martin and Garcia (1981) find that the performance of livestock 
futures is different between upward and downward trends, between seasons, and when economic 
conditions (grains market) are more volatile. Kaminsky and Kumar (1990) also find evidence 
that the forecast bias of futures prices is time-varying and positively correlated to the magnitude 
of price changes in all examined markets. Beckmann and Czudaj (2014) suggest the forecasting 
power of the futures spread (between the first and second nearby futures) is more accurate under 
backwardation than contango. 
Forecast accuracy may also be influenced by market exuberance/pessimism and the level of 
prices.  In the presence of herding and exuberance, market participants may drive prices to high 
levels which are not supported by fundamentals. Gutierrez (2013) indicates that recent 
commodity price fluctuations have raised concerns over bubbles caused by such price 
exuberance. Evidence of bubble episodes in agricultural commodity futures markets has been 
provided by Etienne et al. (2014). They show how markets over-react generating both positive 
and negative explosive episodes. In these scenarios, prices are likely to continue drifting away 
from fundamentals in the short run and affect the ability of futures prices to predict spot prices. 
In effect, traders wrongly believe prices will continue to increase (decrease) even when the price 
is extremely high (low) if exuberance/pessimism occurs. The level of prices may also influence 
forecast ability of futures markets through its effect on risk premiums. For instance, hedgers may 
be more willing to pay a premium to hedge price risk at extreme price levels. This suggests that 
depending on the level of prices both market efficiency and risk premiums may have distinct 
nonlinear effects on futures markets’ forecast ability. 
To examine whether efficiency and risk premiums depend on price levels, this research 
conducts an ex-post forecast assessment in the soybean complex using nonlinear approaches and 
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a bimonthly forecast horizon. Local linear regression methods are used to identify nonlinearities 
characterizing price behavior. Results from local linear regressions are then used to specify 
Nonlinear Generalized Autoregressive Conditional Heteroskedastic in Mean models (Nonlinear 
GARCH-M) to investigate the presence of risk premium and unbiasedness. Importantly, realized 
volatility measures are incorporated in the conditional volatility model to help identification of 
risk premiums. The analysis focuses on the soybean complex. Soybean futures are one of the 
most actively traded agricultural commodity futures contracts and Chicago Board of Trade 
(CBOT) constitutes the largest exchange for soybean futures in terms of trading volume. The U.S. 
dominant position in soybean futures trading mirrors its major role as a producer and exporter of 
soybeans. The U.S. is the world’s largest producer of soybeans with an annual production of 
3929 million bushels, representing 92% of the U.S. oilseeds production and 34% of the world 
production in the 2015/2016 marketing year according to USDA (2016). Also, the U.S. is the 
current world’s second largest exporter (after Brazil) and crusher (after China) of soybeans.  In 
the 2015/2016 marketing year, soybean meal constituted the largest source of protein meal (84%) 
used in animal feed in the U.S., while soybean oil represented the largest source (63%) of 
vegetable oil.  
A cross-market comparison within the soybean complex is important. Although these three 
futures markets are highly linked, they may not demonstrate the same degree of forecast ability. 
The close connection arises because soybean meal and soybean oil are products of soybeans, but 
the markets have different characteristics. Storability is very different: soybean oil is the most 
storable commodity, and soybean meal has no storability. Storability has been identified as a 
critical factor of market unbiasedness and efficiency in the literature, but previous research has 
paid more attention to other markets such as non-storable livestock and potatoes versus storable 
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grains, than to the soybean complex.  Production frequency is another significant distinction: 
soybean meal and oil are produced continuously, but soybeans are not. Their usages and markets 
are also different. In the U.S., soybeans are more export-oriented than oil and meal. Most 
soybeans are domestically processed into meal and oil. These different features may cause 
divergent behavior in these markets. 
While the soybean futures market has received considerable research attention, few papers 
have examined all three soybean complex markets. Rausser and Carter (1983) and Fama and 
French (1987) constitute two notable exceptions, and they find some evidence of inefficiency 
and risk premiums in the three markets. Rausser and Carter (1983) find that multivariate and 
ARIMA models generate lower forecast errors than futures markets for soybeans and soybean 
meal, but not for soybean oil. Fama and French (1987) indicate that soybeans and soybean meal 
futures markets have reliable forecasting power in one of three examined horizons (6 and 10 
months to maturity, respectively), but not in the remaining horizons (2, 6, and 10 months to 
maturity are examined). The soybean oil futures market has no forecasting power and contains 
time-varying risk premiums for all three horizons. Since the studies by Rausser and Carter (1983) 
and Fama and French (1987), published three decades ago, soy markets have undergone 
substantial changes. Among the most relevant changes are the increase in the economic 
relevance of the U.S. (and world) soybean complex, and the rapid expansion of international 
markets. U.S. farm policies have also changed over time, and a new demand source has grown 
with the use of soybean oil as a biodiesel industry feedstock. Futures markets have also changed 
over the last two decades: the market size has increased, the market composition has changed, 
and electronic trading has replaced pit trading. These underlying changes may affect the 
predictive ability of soybean complex futures markets.  
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The objective of this research is to characterize unbiasedness, efficiency, and risk premiums 
for different price levels in the soybean complex futures market. Our non-parametric and 
parametric findings indicate nonlinearities exist in efficiency and risk premiums. Evidence of 
market exuberance/pessimism emerges in all three markets. When prices are high (low), markets 
tend over- (under-) forecast subsequent prices. Differences in the regimes and sources of forecast 
accuracy also emerge across the markets.  In soybeans, a low price regime is inefficient with no 
evidence of a risk premium, a middle regime is primarily affected by a risk premium, and a high 
price regime is affected by inefficiency and risk premiums. In soybean meal, a low price regime 
is inefficient with some evidence of a risk premium, and a second regime covering both middle 
and high prices is unbiased. In soybean oil, a first regime covering low and middle prices is 
unbiased, and a high price regime is inefficient without a risk premium. While results differ in 
the three markets, they indicate that the recent market booms did affect forecasting performance 
through exuberance and changing risk premiums. However, they also identify that in periods of 
low prices predictive content is primarily affected by “pessimism”.   
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Chapter 2: Literature Review  
The forecast performance of agricultural futures contracts has been a subject of intensive 
research since the pioneering work by Tomek and Gray (1970). These authors measure the 
capacity of futures to predict cash prices by regressing the prices of the new crop futures 
contracts in the maturity month, on the price of the same contract in the previous spring. Their 
approach was adopted by Kofi (1973), Leuthold (1974), and Martin and Garcia (1981) to assess 
the efficiency of various agricultural commodity futures contracts. Failure to reject the null 
hypothesis that the intercept and the slope of the regression are zero and one, respectively, 
implies that the futures markets are good forecasters of spot prices. Tomek and Gray (1970) find 
new crop corn and soybean futures contracts to be unbiased, but new crop potato futures 
contracts to be biased for the 1952 to 1968 period. Kofi (1973) examines potatoes, cocoa, wheat, 
corn, soybeans and coffee for the 1953 to 1969 period and suggests the non-storable potato 
futures prices are less reliable than the other storable commodities. Among the storable 
commodities, coffee has the best forecasting capacity and cocoa the poorest. Soybeans futures 
are found to be unbiased forecasts. Leuthold (1974) focuses on the cattle market and suggests 
distant contracts are less accurate than nearby contracts. Martin and Garcia (1981) allow for 
some structural change and find cattle futures to perform worse than hog futures. They indicate 
performance of hog futures deteriorates when economic conditions become unstable. Kenyon et 
al. (1993) extend the sample used in Tomek and Gray’s (1970) to the 1974 to 1991 period and 
find December corn and November soybean contracts to be bad forecasts of spot prices. 
The Tomek and Gray (1970) approach relies on the assumption that both spot and futures 
prices are stationary. If this condition is not met, in early work the series were transformed either 
by first differencing or basis computation to achieve stationarity. Fama and French (1987) use a 
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basis regression to test the forecast power of different commodity markets including the soybean 
complex markets at different horizons (2, 6, and 10-month). Findings suggest that soybean and 
soybean meal futures prices have reliable forecast power at some horizons (6-month and 10-
month horizons). For soybean oil, no forecasting power is found at any of the three horizons. 
Zulauf et al. (1999) examine December corn and November soybean contracts. They compare 
results of the simple regression approach, with the results of basis regression. Data are divided 
into two periods: 1952-1972 and 1973-1997, representing the period before and after a structural 
break around 1972. The simple regression model suggests soybeans futures are biased in the 
period 1973-1997 but not in 1952-1972. However, the basis model suggests soybean futures are 
unbiased in both periods. The authors note that the model specification, including stationarity 
assumption, may affect test results. In a recent study, Chinn and Coibion (2014) use a basis 
regression and focus on the period from 1990 to 2012. Using OLS procedures, they find that the 
forecasting power of agricultural futures (corn, soybeans and wheat as a group) have declined 
since the early 2000s.  
Existing differences between future and spot prices can at least arise from two sources: the 
risk premium and ineffective collection, interpretation, and use of information. However, these 
two are not easily differentiated empirically. Researchers use different methods to model the risk 
premium. Fama and French (1987) regress the premium (futures price minus realized future spot 
price) on the basis (futures price minus spot price) for a variety of markets including the soybean 
complex. They find that, while the soybean and soybean meal markets do not contain time-
varying risk premium, the soybean oil market does. Also, Autoregressive Conditional 
Heteroskedasticity in Mean Models (ARCH-M) and their generalized versions (GARCH-M) 
(Engle et al., 1987) have been used to capture time-varying risk premiums. Beck (1993) studies 
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hogs, orange juice, soybean, and cattle markets and finds evidence of a significant time-varying 
risk premium in soybeans futures prices during the 1974-1987 period. Later, Beck (1994) 
focuses on a wide array of commodities (cattle, corn, orange juice, copper and cocoa) and applies 
co-integration techniques to address the existence of unit roots characterizing futures and cash 
prices and tests for market efficiencies and risk premium. Imposing a constant risk premium, 
findings provide no evidence of its existence for the 1966-1987 period. McKenzie and Holt 
(2002) extend Beck’s (1994) study to identify market efficiencies and time-varying risk 
premiums. They examine live cattle, hogs, corn, and soybean meal futures markets during the 
1959-1995 period. McKenzie and Holt (2002) apply a Generalized Quadratic ARCH in mean 
error-correction model (GQARCH-M-ECM) to allow for nonlinearities in conditional volatility 
and volatility effects in the conditional mean. They find the first three markets to be unbiased in 
the long run and inefficient in the short run for a 2-month forecast horizon, during the 1959-1995 
period. In contrast, soybean meal futures are found to be unbiased and efficient both in the long-
run and short-run. Also, risk premiums are found in cattle and hog futures markets. However, 
Frank and Garcia (2009) point out that McKenzie and Holt (2002) fail to consider a structural 
break occurring in 1972, so that non-stationarity may have led to inappropriate findings. Frank 
and Garcia (2009) examine the same markets in the 1972-2004 period, and find prices are 
stationary and encounter only weak evidence of a risk premium.  
Other criteria to evaluate futures performance have also been used. The efficient market 
hypothesis implies that futures forecasts lead to the lowest mean and variance in forecast errors. 
Rausser and Carter (1983) measure forecast errors of futures prices and compare the errors to the 
out-of-sample forecasting errors from other spot price forecasting models. Working on the 
soybean complex, they show their multivariate econometric models and ARIMA models 
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outperform futures contracts when it comes to forecasting soybean and soybean meal cash prices 
in a three to ten-month forecast horizon, but not when forecasting soybean oil cash prices for any 
horizon during the 1977-1980 period. Other studies test for the existence of trading profits. The 
efficient market hypothesis implies that such profits do not exist. Johnson et al. (1991) focus on 
the soybean complex spread and find significant profits above transaction costs at trade lengths 
of 5.5 months or longer. These results suggest that soybean complex futures prices are not 
efficient when forecasting distant prices. 
The studies described show that forecasting power of futures markets can change with time. 
To be more specific, both efficiency and risk premium can be time-varying and market 
participants may respond to volatility at different time horizons or frequencies. Results of risk 
premium are mixed in the literature partly because of difficulties in measuring volatility, a latent 
variable. Volatility is approximated by using a wide array of models such as GARCH models. 
However, when volatility changes quickly, standard GARCH models may have trouble 
identifying these changes. In this context, it may be advisable to extract additional information 
from high-frequency realized volatility by incorporating an additional variable, realized volatility, 
to the GARCH model. Also, previous literature has pointed out that current returns and future 
volatility can depend on each other, called the leverage effect (Nelson, 1991; Engle and Ng, 
1993). The leverage effect also refers to the observed pattern in financial markets that negative 
shocks to a market increase the future volatility more than positive shocks (Pagan, 1996; Engle, 
2004). Nelson (1991) first proposed an exponential GARCH model to capture the asymmetric 
response of volatility to innovations. Hansen et al. (2012) generalize Nelson’s work by 
combining it with the realized GARCH model. This research is the first to apply the realized 
GARCH framework to the analysis of the efficiency of agricultural futures markets. 
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Linear methods have been mainly used to assess market unbiasedness and efficiency of 
futures prices. However, asymmetries and nonlinearities have been encountered in studies of 
agricultural commodity markets. For non-storable livestock markets, Martin and Garcia (1981) 
find that forecast performance is different between upward and downward trends, between 
seasons, and when economic conditions (grains market) are more volatile. To do so, they use a 
discrete regime-switching model that differentiates between two regimes. For storable 
commodities, the basis is limited by the cost of storage in contango markets, but not in 
backwardation markets since current demand can push cash prices substantially above futures 
prices (Wright and Williams, 1991; Deaton and Laroque, 1992). Beckmann and Czudaj (2014) 
further suggest the ability of futures basis (between the first and second nearby futures) to 
forecast changes in the first nearby futures price is more accurate (slopes are higher and 
relatively close to 1) in backwardation regimes than in contango regimes by using smooth 
transition models where the transition variable is the futures basis. Kaminsky and Kumar (1990) 
examine the excess returns of futures price for several commodities including soybeans. They 
find evidence of the excess returns, thus the forecasting bias, changes over time, and the time-
varying bias is positively correlated to the magnitude of price changes in all examined markets. 
This finding also appears in other asset markets, such as the foreign exchange market. Notice 
that these studies focus on the nonlinearities which depend on price changes or basis rather than 
price levels.  
Price levels may be more important to agricultural commodities than for other financial assets. 
As high prices hurt consumers and low prices hurt farmers, governments and regulators try to 
stabilize price and also supply levels by different policies. Because extreme prices are critical 
and undesired, these events are widely studied. The 2008 world food price crisis is a bitter 
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example (Headey and Fan, 2008; Mitchell, 2008). Recent commodity price fluctuations also 
have raised concerns over prices deviating from their intrinsic values determined by market 
fundamentals, leading to market exuberance or bubbles (Gutierrez, 2013). Evidence of bubble 
episodes in agricultural commodity futures markets has been provided by Etienne et al. (2014), 
who show how markets over-react generating both positive and negative explosive episodes. 
Market exuberance and bubbles can be caused by noise traders. De Long et al. (1990) use 
theoretical models showing noise trading can lead market prices to largely deviate from 
fundamentals. Since exuberance and bubbles are often related to extreme price levels, the 
forecasting power of futures price may not be linear across different price levels.  
Most literature not only overlooks the nonlinearities in the respect if price levels, but also 
omits the nonlinearities of risk premiums. This research contributes to the literature by exploring 
nonlinearities in efficiency and risk premiums that depend on price levels. To identify these 
nonlinearities, a local linear regression approach is adopted, which is a data-driven 
nonparametric method that does not impose any a priori assumption on the behavior of data. This 
highly flexible approach allows us to uncover hidden nonlinearities which are not revealed by 
traditional methods. Theories and practices for the local linear regression are well established 
(Fan and Gijbels, 1996; Li and Racine, 2007), but these techniques have not been applied in 
agricultural commodity price analysis until recently (Serra et al., 2006; Serra and Goodwin, 2009; 
Hassouneh et al., 2012; Fan et al., 2015). However, they have not been yet applied to study 
futures market unbiasedness and efficiency. After nonlinearities are identified, Nonlinear 
GARCH-M models allow formal statistical tests of unbiasedness and risk premium to be 
conducted. This framework may permit us to assess more carefully the role that risk premiums 
play in forecasting and may further distinguish information inefficiency and risk premiums. In 
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the next section, the main characteristics of the U.S. soybean complex and the related futures 
markets are presented.   
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Chapter 3: The U.S. soybean complex 
The soybean complex consists of soybeans, soybean meal, and soybean oil. In the 2015/2016 
marketing year, 95% of the soybean domestic consumption in the U.S. was for crushing (USDA, 
2016). Since 48 pounds of soybean meal, 11 pounds of soybean oil, and 1 pound of waste can be 
produced from 60 pounds of soybeans, the value of soybean meal and oil are important 
determinants of the value of soybeans. As soybeans account for 92% of oilseeds domestic 
production, the U.S. soybean market dominates the whole U.S. oilseeds market.  
Soybean production is a risky enterprise, as many factors such as hard-to-predict weather, the 
price of corn, animal sectors, energy markets, currency markets, and domestic and international 
policies, all play a role in soybean pricing. Producers usually transfer their risks to intermediate 
elevators or traders through forward pricing. Most of the domestically used soybeans are then 
transported to crushers. Often the soybean traders are also soybean crushers.  
The soybean crushing industry is very concentrated because of economies of scale. According 
to the National Oilseed Processors Association (NOPA, 2016), twelve companies account for 
95% of the crush volume in the U.S. The soybean crushing business is also risky because 
soybean, soybean meal, and soybean oil prices are volatile. While demand for transferring risk 
mechanisms and hedging exists in the entire soybean value chain, it is particularly high for the 
intermediate soybean traders and soybean crushers.  
The fact that soybean meal and soybean oil are not differentiated products, contributes to the 
low-margin gained by the crushing business. In contrast, the two downstream industries, i.e., 
animal feed producers and cooking oil producers, have more differentiated products and higher 
margins. Also, for soybean crushers it is costly to switch from crushing soybeans to other 
oilseeds. In contrast, animal feed producers are more flexible: they can adjust the combinations 
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of grains, protein meal, and amino acids according to relative input prices and still maintain 
certain protein levels in their products. Soybean oil users (food processors, vegetable oil 
producers, and other industrial users) enjoy higher flexibility to adjust to changing prices, since 
they have a wider range of available substitutes.  
In addition to these traditional market participants, index funds also play significant roles in 
futures markets. They usually hedge assets against inflation as long buyers. They typically hold 
their positions before maturities and roll into the new nearby contracts. Among all agricultural 
futures traded in CBOT and CME, soybeans, soybean oil, and soybean meal represented the 
second, third, and fourth most traded contracts, respectively, in 2015 (CME Group, 2016). 
Considering soybean complex as a whole, its trading volume surpasses corn and is the largest. 
The magnitude of soybean complex futures trading reflects its importance in the agricultural 
sector in the U.S. and the world. As one of the dominating soybeans exporting markets and 
financial markets in the world, any biasedness and inefficiency in U.S. soybean complex markets 
will heavily affect global market participants; hence, examination of these market is warranted.  
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Chapter 4: Methods 
The main objective of the research is to characterize unbiasedness, efficiency, and risk premiums 
for different price levels in the U.S. soybean complex futures markets. To do so, a conditional 
mean and a conditional volatility model are estimated. The conditional mean model aims at 
understanding the dynamics of the relationship between futures and spot price levels, as well as 
the role of the risk premium in explaining possible deviations of the futures prices from spot 
prices. Since the risk premium represents the amount that hedgers are willing to pay to reduce 
price risk, derivation of the risk premium requires an estimation of price volatility. The 
conditional volatility model’s main role is to derive an estimate of price volatility which is 
incorporated into the conditional mean model to quantify the risk premium. In order to capture 
the different response of volatility to positive and negative market shocks, a leverage function is 
also included in the model. Because the capacity of futures prices to forecast spot prices may 
change with market conditions, nonlinearities are allowed for in the conditional mean model by 
introducing multiple regimes. 
Because non-stationary was rejected in all series, the analysis takes the specification by 
Tomek and Gray’s (1970) as a starting point to study efficiency and unbiasedness in futures 
markets. It then adds flexibility by allowing for nonlinear price adjustments. Tomek and Gray’s 
(1970) model adopts the following form: 
 𝑆𝑡 = 𝛼 + 𝛽𝐹𝑡−1 + 𝜀𝑡   (1) 
where 𝑆𝑡 is the spot price in period 𝑡,  𝐹𝑡−1 is the futures price in period 𝑡 − 1 with contract 
maturity in period 𝑡, and 𝑢𝑡 is the OLS error term. If 𝛼 = 0 and 𝛽 = 1, futures prices are 
unbiased and efficient. The method used in this research builds on this classic model to include 
all the important extensions. It allows for the futures forecast power to change depending on 
 17 
 
market conditions. Further, it attempts to explain deviations from the unbiasedness as 
inefficiency or risk premium (or both). 
First, to allow for nonlinear price links, the Tomek and Gray’s model is estimated by local 
linear techniques (Fan and Gijbels, 1996). These techniques are especially useful if the suitable 
functional form describing price links is unknown. Local estimation methods allow for multiple 
regimes and contain the abovementioned threshold and smooth threshold models as a special 
case (Martin and Garcia, 1981; Beckmann and Czudaj, 2014). Data inform and determine the 
shape of the relationship. While nonparametric models are highly flexible, interpretation and 
inference are less clear-cut than in parametric approaches. Therefore, the role of local linear 
regression models here is to assess the behavior of the prices studied and to inform specification 
and estimation of the parametric models, which are used to test for biasedness.  
Following the literature, let m(xk)=E(Yt|Xt-1=xk) be the nonparametric regression problem (Fan 
and Gijbels, 1996; Li and Racine, 2007; Silverman, 1986; Kumbhakar et al., 2007; Serra and 
Goodwin, 2009; Hassouneh et al., 2012). The main idea behind local linear regression is to 
estimate function m at point xk, using the observations that are relatively close to xk. The process 
is evaluated for each point in the sample, though one can also choose to evaluate the estimators 
at grid points of Xt-1. As recommended by Fan and Gijbels (1996), a Taylor series expansion of 
order one is used to approximate function m, which results in a local linear regression. Since the 
local linear regression method uses those observations with most information about m(xk), when 
estimating the function, weighted least squares are used to give more weight to close 
observations, relative to more distant ones. Weights are determined by a kernel function kh as 
follows: 
∑ (𝑌𝑡 − 𝛼 − 𝛽(𝑋𝑡−1 − 𝑥𝑘))
2
𝐾ℎ(𝑋𝑡−1 − 𝑥𝑘)
𝑛
𝑡=1  (2) 
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where 𝐾ℎ(𝑋𝑡−1 − 𝑥𝑘) = ∏ 𝐾(
𝑋𝑗,𝑡−1−𝑥𝑗,𝑘
ℎ𝑗
)ℎ𝑗
−1𝑑
𝑗=1  is a kernel function that weights data points in 
the given local neighborhood and ℎ𝑗  is the bandwith that controls for the size of the 
neighborhood of  𝑥𝑘. The kernel reduces the contribution of observations away from 𝑥𝑘  in the 
local least squares problem.  𝐾ℎ(𝑋𝑡−1 − 𝑥𝑘) can be either a univariate or a multivariate 
multiplicative kernel function depending on how many (𝑗) independent variables are used in the 
regression analysis.  
Local polynomial fitting techniques require taking several important decisions. First is the 
specification of the kernel function. Following Fan and Gijbels (1996), who characterize the 
Epanechnikov (1969) as an optimal weighting function, the kernel is specified as: 
𝐾 (
𝑋𝑗,𝑡−1−𝑥𝑗,𝑘
ℎ𝑗
= 𝑧) = 0.75(1 − 𝑧2)𝐼[−1,1](𝑧).  A second relevant decision is the bandwidth 
parameter, which is chosen to be ℎ𝑗 = ℎ𝑏𝑎𝑠𝑒𝑠𝑥𝑛
−0.2, where  𝑠𝑥 is the standard deviation of 
covariate 𝑋𝑗 and 𝑛 is the number of observations. ℎ𝑏𝑎𝑠𝑒 is the constant base bandwidth and is 
selected by a least squares cross-validation method that minimizes the in-sample leave-one-out 
squared prediction error: ∑ (𝑌𝑡 − ?̂?𝑡)
2𝑛
𝑡=1 . In the context of equation (1), 𝑌𝑡 = 𝑆𝑡, i. e., the 
dependent variable is the spot price in period t and the independent variable is the futures price in 
period 𝑡 − 1, i.e., 𝑋𝑡−1 = 𝐹𝑡−1.  , and the model is essentially a weighted least squares version of 
Tomek and Gray’s (1970) OLS specification. 
As identified, the results of the local linear regression are used to guide specification of the 
conditional mean model. Based on nonparametric results, the number of price behavior regimes 
needed to capture nonlinearities and the thresholds delineating these regimes are defined, and a 
preliminary nonlinear OLS model is estimated 
𝑆𝑡 = ∑ (𝛼𝑘 + 𝛽𝑘𝐹𝑡−1)𝐼𝑘,𝑡
𝐾
𝑘=1 + 𝜀𝑡, (3) 
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where 𝑆𝑡 is the spot price in period 𝑡;  𝐹𝑡−1 is the futures price in period 𝑡 − 1 with contract 
maturity in period 𝑡; 𝐼𝑘,𝑡 is a dummy that takes the value of one when futures price 𝐹𝑡−1 is in the 
k regime, otherwise it is zero. If 𝛼𝑘 = 0 and 𝛽𝑘 = 1, futures prices are considered unbiased in 
the k regime. 
GARCH effects have been widely documented in agricultural commodity markets (Goodwin 
and Schnepf, 2000; Holt and Aradhyula, 1998). It is thus important to allow for time variation in 
the conditional volatility. To assess the presence of time-varying risk premiums in the soybean 
complex futures markets, we follow Hansen et al. (2012) in that a realized GARCH in mean 
(GARCH-M) model with a log-linear specification is used to jointly model the conditional mean, 
the conditional volatility and the realized volatility. Conventional GARCH models have been 
shown to poorly capture rapid volatility changes because of the slow GARCH model adjustment. 
In this context, realized volatility measures are likely to be more informative about current 
volatility levels than squared error terms, turning them into a very useful instrument for 
modeling volatility (Hansen et al., 2012).  
The use of realized volatility in GARCH models has evolved. The first approach to use 
realized volatility to model conditional volatility is the GARCH-X model that specifies realized 
variance as a purely exogenous measure (Engle, 2002). As a result, GARCH-X models are only 
capable of forecasting returns and volatility beyond a single period into the future. Later, the 
literature changed to modeling of realized volatility measures as latent volatility processes (Engle 
and Gallo, 2006; Takahashi et al., 2009; Shephard and Sheppard, 2010; Hansen et al., 2012).  
From an empirical perspective, this research represents the first analysis to use a realized 
GARCH-M specification to assess the existence of risk premiums in agricultural futures markets. 
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It is also the first research to jointly estimate a regime-switching conditional mean model and a 
realized GARCH-M model. The joint conditional mean and volatility model is specified as: 
𝑆𝑡 = ∑ (𝛼𝑘 + 𝛽𝑘𝐹𝑡−1 + 𝜃𝑘ℎ𝑡)𝐼𝑘,𝑡
𝐾
𝑘=1 + 𝜀𝑡  (4a) 
𝑙𝑜𝑔ℎ𝑡 = 𝑐0 + ∑ 𝑐𝑖𝑙𝑜𝑔ℎ𝑡−𝑖
𝑝
𝑖=1 + ∑ 𝑟𝑗𝑙𝑜𝑔𝑣𝑡−𝑗
𝑞
𝑗=1  (4b) 
𝑙𝑜𝑔𝑣𝑡 = 𝑤0 + 𝑤1𝑙𝑜𝑔ℎ𝑡 + 𝜏(𝑧𝑡) + 𝑢𝑡  (4c) 
𝜏(𝑧𝑡) = 𝑤2𝑧𝑡 + 𝑤3(𝑧𝑡
2 − 1)    (4d) 
𝜀𝑡 = 𝑧𝑡√ℎ𝑡, 𝑧𝑡~𝑖. 𝑖. 𝑑. (0,1), 𝑢𝑡~𝑖. 𝑖. 𝑑. (0, 𝜎𝑢
2).  (4)                                  
Equation (4a) models the conditional mean with k different regimes. 𝑆𝑡 is the spot price in period 
𝑡,  𝐹𝑡−1 is the futures price in period 𝑡 − 1 with contract maturity in period 𝑡, ℎ𝑡 is the 
conditional volatility and 𝜃ℎ𝑡 is interpreted as the time-varying risk premium (McKenzie and 
Holt, 2002). 𝐼𝑘,𝑡 is a dummy that takes the value of one when futures price 𝐹𝑡−1 is in the k regime; 
otherwise it is zero. If 𝛼𝑘 = 0, 𝛽𝑘 = 1, and 𝜃𝑘 = 0, futures prices are unbiased and efficient in 
the k regime and the risk premium does not exist. Equation (4b) models conditional volatility, ℎ𝑡, 
as an autoregressive process of order 𝑖. Variable 𝑣𝑡−𝑗 is the lagged realized volatility which is 
expected to improve the estimation of ℎ𝑡. Equation (4c) relates contemporaneously the observed 
realized volatility 𝑣𝑡, to the latent volatility ℎ𝑡 . In this equation, the function 𝜏(𝑧𝑡)  allows for a 
leverage effect, permitting different responses of volatility to negative or positive shocks. The 
leverage function is specified following Hansen et al. (2012) using Hermite polynomials of 
𝜏(𝑧) = 𝑤1𝑧 + 𝑤2(𝑧
2 − 1) + 𝑤3(𝑧
3 − 3𝑧) + 𝑤4(𝑧
4 − 6𝑧2 + 3) + ⋯ and takes, as a baseline, the  
simple quadratic form 𝜏(𝑧) = 𝑤1𝑧 + 𝑤2(𝑧
2 − 1) in equation (4d). This specification is similar to 
an EGARCH structure and yields 𝐸𝜏(𝑧𝑡) = 0 for any distribution with 𝐸(𝑧𝑡) = 0 and 𝑣𝑎𝑟(𝑧𝑡) =
1.  
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The regimes in the conditional mean model are defined based on the local polynomial 
regression results, as described in the following section. Quasi-maximum-likelihood estimation 
(QMLE) is used to estimate the model and the log-likelihood function is: 𝑙(𝜀, 𝑣) =
−
1
2
∑ [log(2𝜋) + log(ℎ𝑡) + 𝜀𝑡
2 ℎ𝑡⁄ ] −
𝑛
𝑡=1
1
2
∑ [log(2𝜋) + log(𝜎𝑢
2) + 𝑢𝑡
2 𝜎𝑢
2⁄ ]𝑛𝑡=1 ,  
as detailed in Hansen et al. (2012). 
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Chapter 5: Empirical analysis 
5.1. Data description 
CBOT futures prices of soybeans, soybean meal and soybean oil from 1973 to 2016 are obtained 
from the Commodity Research Bureau (CRB). The starting date of the analysis is chosen so as 
not to include the structural break in 1972 identified by previous research (Zulauf et al., 1999; 
Frank and Garcia, 2009). This study focuses on a non-overlapping two-month-ahead forecasting 
horizon, which allows working with a sufficiently large dataset and eliminates the overlapping 
data problem. The latter arises from the overlap between observations, which creates a moving 
average process into the residuals, so that the estimation of coefficients is not efficient (Hansen 
and Hodrick, 1980).  This issue can be resolved by using adjusted standard errors as in Hansen-
Hodrick, Newey-West, and others (Fama and French, 1987; Harri and Brorsen, 2009). By using 
non-overlapping data, this paper follows McKenzie and Holt (2002) and Frank and Garcia 
(2009), and seems appropriate since we are interested in modeling the effect of risk which is 
fundamentally a function of the conditional residuals.  
Non-convergence problems have occurred in agricultural commodity markets, as futures 
prices sometimes deviate from the spot price at maturity (Irwin et al., 2011; Garcia et al., 2014). 
To avoid this problem and focus on the research objective, the future price at maturity is used to 
represent spot prices. Specifically, futures settlement prices on the first trading day of expiration 
month are used to represent the spot price (Fama and French, 1987). The futures settlement price 
on the first trading day in the month which is two months prior to expiration is used as the 
futures price and paired to spot prices. January, March, May, July, September and November 
soybean futures contracts are selected. For soybean meal and soybean oil, March, May, July, 
September and December futures contracts are chosen. There are six observations a year for 
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soybeans and five observations a year for soybean meal and oil. All prices are transformed into 
natural logarithms. The plots for spot and futures price series from 1973 to 2016 are presented in 
Figure 1.  
From 1973 to 2006, prices move within a rather constant range, characterized by substantial 
volatility yielding big price hikes and drops. Several events contributed to the observed 
fluctuations including severe weather events in the U.S. Corn Belt in 1973, 1974, 1980, 1983, 
and 1988, oil crises in 1973 and 1979, and the entrance of Russia into the global grain and 
oilseeds market in the early 1970s. The huge price increase from 2006 to 2008 took prices 
beyond that range because of the surging domestic demand for biofuel and the foreign demand 
for soybeans especially from China. Later, prices fluctuated for several years because of the 
global financial crisis and undesirable weather in the U.S. Corn Belt. In 2014 prices started to 
decline when bumper crops finally built inventories. Summary statistics are reported in Table A1 
in the Appendix. Note spot prices (at time 𝑡) and futures prices (at time 𝑡 − 1) have similar 
patterns, and are highly correlated in the three markets. Their correlations are also reported in the 
Appendix (Table A2). 
Augmented Dickey-Fuller (Dickey and Fuller, 1981), Phillips-Perron (Phillips and Perron, 
1988) and Elliott (1999) tests are performed to determine whether the prices studied have a unit 
root. As stated by Wang and Tomek (2007), in the long-run, agricultural prices are likely to be 
stationary or stationary with level breaks (Wang and Tomek, 2007). Consistently, all unit root 
test models are specified with an intercept but no trend, and optimal lags are selected using 
Akaike’s information criterion (AIC). Table 1 presents the results of the unit root tests. They all 
reject the null hypothesis of a unit root and suggest stationarity in prices in the soybean complex 
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during the period studied. Because price series are stationary, there is no need to transform them 
(i.e., to first-difference forms) in order to test for unbiasedness.  
 
Figure 1. Soybean complex price series, 1973-2016 
 
 
 
Note: All prices are in natural logs. 
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Table 1. Unit root tests 
 ADF Phillips-Perron Elliott (1999) 
Soybean spot -2.923** -2.934** -2.931** 
Soybean futures -3.253** -3.266** -3.218** 
Soybean realized volatility -5.106***    -12.974*** -5.136*** 
Meal spot -3.007** -3.021** -2.990** 
Meal futures -3.021** -3.035** -3.030** 
Meal realized volatility -7.009*** -7.042*** -7.026*** 
Oil spot -3.106** -3.121** -3.083** 
Oil futures -3.179** -3.194** -3.127** 
Oil realized volatility -5.101*** -9.196*** -3.878*** 
Note: All three tests have, as the null hypothesis, the presence of a unit root. One, two, and three asterisks indicates 
that the null hypothesis is rejected at 10%, 5%, and 1% significant levels, respectively. 
 
To measure the risk premium in the markets, an estimate of the price volatility is needed. This 
is produced through Equation (3), the realized GARCH-in mean model by Hansen et al. (2012). 
The conditional volatility is expressed on a bimonthly basis and the realized volatility is 
expressed on a daily basis.1 The daily realized volatility is used for improving the estimation of 
the bimonthly conditional volatility. A five-day average squared daily return is initially 
considered to estimate realized volatility:   
𝑣𝑡 =
1
5
∑ (𝑙𝑜𝑔𝐹𝑡,𝑑 − 𝑙𝑜𝑔𝐹𝑡,𝑑+1)
24
𝑑=0  (5) 
where 𝐹𝑡,𝑑 is the futures closing price 𝑑 days before 𝐹𝑡. Since the futures price is from the first 
trading day two months prior to the expiration month, the five daily returns used for computing 
realized volatility are from the five trading days before the day when the futures price is 
observed. For example (see Figure 2), let 𝐹𝑡−1 be the futures price of a September contract on 
July 1 (𝐹𝑡−1), then the realized volatility (𝑉𝑡−1) is calculated using five daily returns of the 
September contract prior to July 1. Similarly, 𝐹𝑡 is the futures price of the November contract on 
                                                          
1 When a standard GARCH-M framework based on bimonthly data was used, no volatility in 
mean effect was found to be statistically significant. 
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September 1, and 𝑉𝑡 is the realized volatility calculated from five daily returns of the November 
contract before September 1. Notice 𝐹𝑡−1 and 𝑉𝑡−1 are from the same contract, and 𝐹𝑡 and 𝑉𝑡 are 
from the next (two months afterward) contract. 
 
Figure 2. Example of realized volatility data 
 
 
This realized volatility measure works for soybeans and soybean meal in realized GARCH-M 
models, but not for soybean oil, leaving significant ARCH effects in the standardized residuals. 
As an alternative for the soybean oil model, an efficient range-based volatility estimator, the 
Parkinson (1980) estimator, is used as the realized volatility. The five-day average version is: 
?̃?𝑡 =
1
5
∑
1
4𝑙𝑛2
(𝑙𝑜𝑔𝐻𝑡,𝑑 − 𝑙𝑜𝑔𝐿𝑡,𝑑+1)
2 4𝑑=0  (6) 
where 𝐻𝑡,𝑑 is the intraday high of futures price in logs, 𝑑 days before 𝐹𝑡, and 𝐿𝑡,𝑑 is the intraday 
low of futures price in logs, 𝑑 days before 𝐹𝑡. All daily realized volatility estimators are 
multiplied by 42 to match a bimonthly forecasting interval using an average of 21 trading days in 
a month.  
Figure 3 presents the realized volatility plots for the prices, from 1973 to 2016. The scale of 
the vertical axes in the figure is essentially the bimonthly squared returns. The three markets 
experienced high volatility during early 1970s as a result of adjustments to severe weather events, 
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the oil crisis and the entrance of Russia into the global grain and oilseeds market. Additional 
short high-volatility periods took place in 1980s, 1990s, and 2000s; it can be seen that the peaks 
in 1983 and 1988 are correlated to the hot and dry summers in the U.S. Corn Belt. Although 
price levels and realized volatility may share some similar patterns, they do not always move 
together. For example, in the soybeans market, the correlation is 0.40 from 1973 to 1989, but 
becomes 0.01 from 1990 to 2016. Over the whole period, realized volatility is not correlated to 
price levels in the soybeans market and scarcely correlated in the soybean meal and soybean oil 
markets; their correlations are shown in Table A2 in the Appendix. Despite using different 
volatility estimators for the two markets, the correlation between realized volatility of soybean 
meal and soybean oil is 0.57. Soybeans have different numbers of observation from the other two, 
so that the correlation between realized volatility of soybeans and the others is not calculated.  
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Figure 3. Soybean complex realized volatility 
         
  
 
Note: Realized volatility for soybeans and soybean meal are based on Equation (5); the soybean oil is based on 
Equation (6). 
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5.2. Preliminary examinations 
As explained in the methods section, the linear model by Tomek and Gray (1970) represents the 
starting point of the unbiasedness and efficiency analysis. The simple OLS estimation of 
regression (1) is presented in Table 2. Unbiasedness and efficiency tests suggest soybean and 
soybean meal futures are unbiased and efficient forecasts, while there is evidence of biasedness 
in soybean oil futures at 1% significance level. Note that no autocorrelation is found in residuals 
but ARCH effects exist, which reduces reliability of standard errors and conventional tests on 
hypotheses. ARCH effects are addressed latter on with the estimation of GARCH models. 
 
Table 2. OLS estimates of Tomek and Gray (1970) model   𝑆𝑡 = 𝛼 + 𝛽𝐹𝑡−1 + 𝑢𝑡 
 Soybeans Meal Oil 
𝛼  0.279* 
(0.148) 
0.121 
(0.157) 
     0.268*** 
(0.090) 
𝛽       0.958*** 
(0.023) 
      0.978*** 
(0.029) 
     0.918*** 
(0.028) 
Unbiasedness test 
𝐻0: 𝛼 = 0, 𝛽 = 1 
1.803 
(0.167) 
0.463 
(0.630) 
   4.389** 
(0.014) 
Note: Level of significance: 1% (***), 5% (**) and 10% (*). Standard errors are shown in parentheses for 
parameters. p-values are shown in parentheses for tests. No autocorrelation is found in residuals, but ARCH 
effects exist in all three markets. 
  
These preliminary results are based on a linear framework. Local linear regression techniques 
are applied to determine whether nonlinear specifications might be informative. Selected by the 
cross-validation method that minimizes the in-sample leave-one-out squared prediction errors, 
ℎ𝑏𝑎𝑠𝑒 , the constant bandwidth is 4 for soybeans and 3 for soybean meal and soybean oil. As a 
result, the widths of the Epanechnikov kernel are 0.83, 0.67, and 0.70 for soybeans, soybean 
meal, and soybean oil, respectively. On average, 175, 121, and 121 observations are used to 
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produce the local estimations for soybeans, soybean meal and soybean oil models, respectively.  
In the left tail, the minimum number of observations used for soybeans, soybean meal, and 
soybean oil is 121, 33, and 46, respectively. In the right tail, the minimum number of observation 
for soybeans, soybean meal, soybean oil is 28, 15, and 15, respectively. Notice that soybeans 
have a higher proportion of total observations in the tails, especially in the left tail, than soybean 
meal and soybean oil. 
Soybean, soybean meal and soybean oil local linear regression results are presented in Figures 
4, 5, and 6, respectively. The X-axis measures the futures price at time 𝑡 − 1 (𝐹𝑡−1) and the Y-
axis measures the predicted spot price at time 𝑡 (𝑆𝑡). Blue dots are predicted spot prices from 
local linear regressions. The 45-degree line is a reference for unbiasedness, as it corresponds to 
equation (1) when  𝛼 = 0 and 𝛽 = 1. The distance of blue dots from the 45-degree line is thus an 
indicator of the local degree of unbiasedness of futures prices.  
For soybeans (Figure 4), notice that predicted values (blue dots) have two pronouncedly tilted 
ends, which implies relevant departure from unbiasedness in both extremes of the futures price 
distribution. More specifically, for low futures price levels, futures prices tend to under-forecast 
subsequent spot prices. In contrast, for high futures price levels, futures prices tend to over-
forecast subsequent spot prices. In the central region of the futures price distribution, the 
predicted values are close to the 45-degree line, indicating futures prices are generally unbiased 
predictors of subsequent spot prices. For soybean meal (Figure 5), the deviation from the 45-
degree line tails are less pronounced. The left tail again indicates that low futures prices 
generally under-forecast subsequent spot prices, but the deviations from the 45-degree line are 
not large. For the right tail, most of the observations are very close to the 45-degree line, except 
for one largely over-forecasting observation, suggesting that is may not be a distinct but rather an 
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outlier. In the middle, predicted values again are close to the unbiasedness. For soybean oil 
(Figure 6), the right tail is pronounced and again indicates that high futures prices tend to over-
forecast subsequent spot prices. The left tail suggests low futures prices generally under-forecast 
subsequent spot prices, but it is less pronounced (except for two observations). In the middle, 
predicted values are close to the 45-degree line again, indicating unbiasedness. 
On balance, these results suggest that while the three markets appear to be unbiased in the 
central region of the distribution, they are not always unbiased in the extremes. The three figures 
show that more observations cluster together in the left tail than in the right tail, but the right tails 
have several larger deviations. Despite differences in the degree and number of observations, left 
extremes indicate some under-forecasting behavior across the soybean complex. Since the 
deviations in the left for soybean meal and soybean oil are less pronounced, there may not form 
statistically different regimes. The right extremes show some over-forecasting behavior, which is 
pronounced for soybeans and soybean oil, so statistically different regimes are expected to be 
found there.  
While local linear regressions are fully flexible in that they allow derivation of a new set of 
parameters for equation (1) for each observation in the sample, they complicate statistical 
inference. To facilitate inference and interpretation, the information provided by the local linear 
analysis is used to define regime-switching parametric models. As suggested by the local linear 
regressions, the futures price is used as the threshold variable in the regime-switching model 
specification. More specifically, regimes are considered to reflect the different forecasting ability 
of futures prices. 
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Figure 4. Local linear regression (soybeans) 
 
Note: The X-axis is the futures price at time t-1 (𝐹𝑡−1) and the Y-axis is the predicted spot price at time t (𝑆𝑡). The 
blue dots are predicted spot price from local linear regressions, and the 45-degree line represents Y=X. 
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Figure 5.  Local linear regression (soybean meal) 
 
 
Note: The X-axis is the futures price at time t-1 (𝐹𝑡−1) and the Y-axis is the predicted spot price at time t (𝑆𝑡). 
The blue dots are predicted spot price from local linear regressions, and the 45-degree line represents Y=X. 
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Figure 6. Local linear regression (soybean oil) 
 
 
Note: The X-axis is the futures price at time t-1 (𝐹𝑡−1) and the Y-axis is the predicted spot price at time t (𝑆𝑡). 
The blue dots are predicted spot price from local linear regressions, and the 45-degree line represents Y=X. 
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5.3 Soybean results 
To parametrize the results suggested by local linear regression, we turn to a discrete regime 
switching model.2 Figure 4 suggests that observations in the two tails deviate from the 45 degree 
line, but in the central part the observations are close to the 45 degree line. We separate the 
central part from the two tails and estimate a three-regime model. Based on visual observation, 
we use prices between 6.315 and 7.26 (5.53 and 14.22 dollars per bushel when transformed to 
original price levels) as the central regime which appears to forecast efficiently. These two 
values are used as the two thresholds separating the three regimes. There are 56 observations in 
the first (low price) regime, 194 in the second (middle price) regime, and 9 in the third (high 
price) regime.3 Using the original observations in logs and these thresholds, forecast errors were 
calculated (𝑆𝑡 − 𝐹𝑡−1) for the three regimes. The average absolute forecast error in percentage 
terms is: 3.4% for first regime, 0.6% for the second regime, and 6.4% for the third regime. Recall 
that the average absolute forecast error for the entire sample is 1.4%. 
To start, a preliminary three-regime OLS model is estimated. Results are reported in the first 
column of Table 3. The coefficients 𝛼 and 𝛽 are closer to 0 and 1, respectively, in the middle 
regime than in the extreme regimes. This corresponds to the predicted values being closer to the 
45-degree line in the center of the distribution than in the extremes. The test for nonlinearity 
indicates these coefficients are significantly different across the three regimes at the 5% level of 
significance, and tests of unbiasedness show that only the middle regime is unbiased. These 
results contrast with the linear OLS model, which pointed to unbiasedness. Although 
autocorrelation is not found in residuals, ARCH effects are identified. This calls into question the 
                                                          
2 Smooth transition specifications were also considered but models failed to converge for all 
commodities. 
3 Later in a robustness subsection, sensitivity analysis for the thresholds is performed and 
discussed for all three markets.  
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significance of the tests, but importantly suggests estimation of a GARCH model is needed.  This 
will allow us to investigate the role of a time-changing risk premium as an underlying cause of 
biasedness.   
When GARCH effects and risk premiums are estimated using a three-regime standard 
GARCH-M model, risk premium terms are not significant. As noted, the literature shows the risk 
premium is not easily identified, and a higher frequency realized volatility may improve 
conditional volatility modeling. The a realized GARCH-M model, equation (4) is considered, 
and a realized GARCH-M (1,1) model has the lowest AIC and is free of autocorrelation and 
time-varying volatility in the standardized residuals. Estimates of the three-regime realized 
GARCH-M model are presented in the first column in Table 4, and corresponding test results in 
the first column in Table 5. In Table 4, a significant and positive 𝑐1 indicates that conditional 
volatility positively depends on its own lag. A significant and positive 𝑟1 suggests that 
conditional volatility positively depends on the lag of realized volatility. A significant and 
positive 𝑤1 suggests that realized volatility positively depends on the conditional volatility 
contemporaneously. A non-significant 𝑤2 and a significant 𝑤3 suggest there is no leverage effect 
in the soybean market, i.e., volatility responses to shocks only depend on the size of the shock 
but not on the sign. In Table 5, the test for nonlinearity suggests that the coefficients (𝛼, 𝛽,  𝜃) 
differ significantly in the three regimes at 1% level of significance. 
Since this three-regime model is appropriate, we can interpret other coefficients. Simple 
observation of coefficient estimates suggests that the soybeans market is biased (𝛼 ≠ 0, 𝛽 ≠ 1, 
or 𝜃 ≠ 0) in all three regimes. Examining the magnitudes of these coefficients shows that the 
intercepts 𝛼1 and 𝛼3 are farther from 0 than 𝛼2, and the slopes 𝛽1 and 𝛽3 also deviate more from 
1 than 𝛽2, which suggests that the first and the third regimes may be more biased than the second 
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regime. 𝜃2 and 𝜃3 support a time-varying risk premium in the middle and high price regimes. 
The signs of the coefficient of risk premiums (𝜃) are indicative of the composition of the futures 
market, with short hedgers dominating when theta is positive, and long hedgers dominating when 
theta is negative (McKenzie and Holt, 2002; Frank and Garcia, 2009). Given the negative sign of 
theta in all three regimes, one can conclude that, in the soybean futures market, long hedgers 
(crushers or index funds) pay risk premiums to short sellers. The signs of the risk premiums are 
consistent with Beck (1993) findings for the soybean market for the period 1974-1987.  
In the first column of Table 5, formal tests of unbiasedness and efficiency are conducted for 
each forecasting regime. While the three tests suggest that soybeans futures prices provide biased 
and inefficient forecasts in all three regimes, p-values show that the departures from the perfect 
forecast scenario are larger in the extremes than in the middle regime. This is consistent with 
coefficients 𝛼2 and 𝛽2 being closer to 0 and 1, respectively. Two results point toward the source 
of biasedness in the middle regime being more strongly related to the risk premium instead of 
inefficiency. First, compared to the three-regime OLS model, the middle regime changes from 
unbiased4 to biased after allowing for the risk premium. Second, although the middle regime is 
statistically biased, the parameter 𝛽2 is not far from 1. In the right tail (when price is high) of the 
market and since 𝛼3 is far from 0, 𝛽3 is far from 1, and the risk premium is significant, the 
biasedness may be caused by both risk premiums and inefficiency. In the left tail (when price is 
low) of the market, the biasedness is likely to come from inefficiency, given the non-significance 
of the risk premium. As noted, results of local linear regressions in Figure 4 suggest the right tail 
is over-forecasting and the left tail is under-forecasting. Given such scenarios exist in both tails, 
market participants either don’t account for mean reversion in actual prices, or traders are caught 
                                                          
4 A three-regime model with a standard GARCH also suggests the middle regime is unbiased.  
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up in the enthusiasm of high prices or in the panic/pessimism of low prices—thinking current 
high prices or low prices will continue. Considering market exuberance is usually relatively 
short-lived and mean reversion is a longer-term process, it is likely that extreme price regimes 
primarily represent short-run market sentiment.  
The predicted conditional volatility (ℎ𝑡) is shown in Figure 7. Conditional volatility reached 
the highest level in the early 1970s. Substantially high volatility levels were also reached in the 
late 1970s, the mid 1980s, and the 2000s. However, the highest conditional volatility period may 
not have the highest risk premium because the size of coefficient of risk premiums (𝜃) depends 
on price levels. Noteworthy is the fact that the absolute values of theta coefficients increase with 
increases in futures prices (|𝜃1| < | 𝜃2| < |𝜃3|), which suggests hedgers are willing to pay more 
for every unit of risk when prices increase. By using an interaction term defined as the product of 
predicted conditional volatility and the futures price, Beck (1993) also suggests risk premiums 
are larger (in absolute value) when futures prices become larger. Figure 8 presents the risk 
premiums (𝜃 ∗ ℎ𝑡) over time. Note that risk premiums became extremely large (in the absolute 
value) in 2008, which reflects the turmoil in the global grain and oilseeds market (the food crisis). 
There are several peaks after 2008, which are significantly higher than the peaks in previous 
periods. Hedgers appear to be more concerned about price risks and were willing to pay more 
premiums in these periods. The proportion that risk premiums represent of futures prices (log 
prices) are shown in Figure 9, with risk premiums being usually around 1% of futures prices and 
increasing up to 5% in 2008.  
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5.4 Soybean meal results 
Soybean meal local linear regression identifies that biasness is not pronounced in the right tail of 
the futures price distribution (Figure 5). All the observations in the upper end of the distribution 
are close to the 45-degree line, except for one observation that may be an outlier. Hence, price 
behavior for high price levels may not actually differ from the middle regime. After testing for 
the possibility of three regimes, we conclude that only two are required to represent the data5—a 
right regime (covering middle and high prices) and a left regime (low prices), and do not report 
these findings. We choose 5.09 as the futures price level to represent the threshold (162 dollars 
per short ton in the original prices) that separates the regimes. There are 46 observations in the 
left regime and 169 in the right regime. Using the original observations in logs and the thresholds, 
forecast errors were calculated (𝑆𝑡 − 𝐹𝑡−1) for the two regimes. The average absolute forecast 
error in percentage terms is: 3.2% for first regime, and 0.4% for the second regime. Recall that 
the average absolute forecast error for the entire sample is 1.0%. 
After defining the threshold, a two-regime OLS model is estimated. Results are reported in 
the second column of Table 3. As predicted by the nonparametric assessment, the coefficients 𝛼 
and 𝛽 in the right regime are close to 0 and 1, respectively, which reflects that the predicted 
values are closer to the 45-degree line in the center and the right of distribution than in the left 
tail. The test for nonlinearity suggests these coefficients are not significantly different across the 
two regimes, and tests of unbiasedness show that both regimes are unbiased. Recall results of the 
linear OLS model for the entire sample show is unbiased, and results of two regime OLS also 
suggest all regimes are unbiased and not significantly different. As in the soybean model, no 
                                                          
5 A three-regime model is also estimated. The second (middle) and the third (right) regimes are 
not found to be statistically different from each other, which is consistent with the two regime 
framework.  
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autocorrelation is found in residuals, but ARCH effects exist. So, care must be taken in 
interpreting the test findings and a GARCH type of model is estimated. 
Similar to the soybeans findings, evidence of risk premium is not found in the two-regime 
conventional GARCH-M framework. As a result, a two-regime realized GARCH-M model is 
applied to improve conditional volatility modeling. The two-regime realized GARCH-M (1,1) is 
found to have the lowest AIC, no autocorrelation, and no ARCH effects in the standardized 
residuals. Estimates of the two-regime realized GARCH-M are presented in the second column 
in Table 4, and test results in the second column in Table 5. 
In Table 4, a significant and positive 𝑐1 indicates that conditional volatility positively depends 
on its own lag. A significant and positive 𝑟1 also indicates that conditional volatility positively 
depends on the lag of realized volatility. A significant and positive 𝑤1 suggests that realized 
volatility positively depends on the conditional volatility contemporaneously. Both 𝑤2 and 𝑤3 
are significant and positive, identifying a leverage effect in which positive shocks increase 
volatility more than negative shocks. Considering soybean meal is non-storable with limited 
inventory to serve as a buffer, a positive shock which usually reflects unexpected tight supply or 
strong demand, may cause higher volatility than a negative shock which can be cushioned 
through increases in inventory. In Table 5, the test for nonlinearity suggests that the coefficients 
(𝛼, 𝛽, 𝜃) differ significantly in the two regimes at the 5% level. 
Since this two-regime model is appropriate, we can interpret other coefficients. The 
coefficients 𝛼, 𝛽 and 𝜃 suggest both regimes are unbiased, since 𝛼1 and 𝛼2 are not significantly 
different from 0, 𝛽1 and 𝛽2 are not significantly different from 1, and 𝜃1 and 𝜃2 are not 
significantly different from 0. However, in Table 5, the test of unbiasedness (a joint test of 𝛼 =
0, 𝛽 = 1 and 𝜃 = 0) suggests the lower price regime is biased but not the higher price regime. 
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Notice that the estimates of 𝛼2 and 𝛽2 are closer to 0 and 1 than 𝛼1 and 𝛽1, respectively, which 
corresponds to Figure 5 where the left tail is farther from the 45-degree line. The results of the 
joint test provide some evidence the left regime is biased, but separate examination of 
coefficients does not help determine whether it is caused by inefficiency or risk premium. The 
predicted conditional volatility (ℎ𝑡) is shown in Figure 10, which suggests soybean meal price’s 
conditional volatility was significantly high in early 1970s. 
 
5.5 Soybean oil futures findings 
Based on Figure 6, observations in the tails deviate from the 45-degree line. Hence, we may 
separate the central part from the two tails and estimate a three-regime model. After closely 
examining Figure 6, we set the futures prices to 2.976 and 3.92 (20 and 50 cents per pound in the 
original price levels) as the two thresholds. This leads to tail regimes where the deviations are 
relatively large and where there are a sufficient number of observations for estimation. There are 
47 observations in the first (low price) regime, 154 in the second (middle price) regime, and 14 
in the third (high price) regime. Using the original observations in logs and these thresholds, 
forecast errors were calculated (𝑆𝑡 − 𝐹𝑡−1) for the three regimes.  The average absolute forecast 
error in percentage terms is: 3.9% for first regime, 1.4% for the second regime, and 8.2% for the 
third regime. Recall that the average absolute forecast error for the entire sample is 2.4%. 
Results for the three-regime OLS model are reported in the third column of Table 3. The 
coefficients 𝛼 and 𝛽 in the middle regime are the closest to 0 and 1, respectively, which is  
compatible with the nonparametric results showing predicted values closer to the 45-degree line 
in the center regime. The test for nonlinearity suggests these coefficients are not significantly 
different among the three regimes, and tests of unbiasedness show that the high price regime is 
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biased and the low price and middle regimes are unbiased. Autocorrelation is not found in 
residuals; however ARCH effects are again significant. Thus, GARCH type of models are 
considered.  
Not-presented results suggest nonlinearity is not significant, and also the high price regime is 
biased and the low price and middle regimes are unbiased. Notice that these results are consistent 
with Figure 6, where the right tail (high price) is more pronounced, and the left tail (low price) is 
less pronounced and close to the 45-degree line. Therefore, the low and middle price regimes are 
combined into a single regime, and only the threshold on the right is retained (futures price 3.92). 
With this threshold, the first regime consists of 201 observations in the left and center of the 
distribution, and the second regime consists of 14 observations in the right tail. The average 
absolute forecast error in percentage terms is: 2.0% for first regime, and 8.2% for the second 
regime. Recall that the average absolute forecast error for the entire sample is 2.4%. 
Estimates of the two-regime realized GARCH-M model are presented in the third column of 
Table 4, and test results in the third column of Table 5. Residuals of the estimated model show 
no signs of autocorrelation and ARCH effects. GARCH coefficients and a test for nonlinearity 
show this model is appropriate. In Table 4, a significant and positive 𝑐1 indicates that conditional 
volatility positively depends on its lag. A significant and positive 𝑟1 also shows that conditional 
volatility positively depends on the lag of realized volatility. A significant and positive 𝑤1 
suggests that realized volatility positively depends on the conditional volatility 
contemporaneously. A non-significant 𝑤2 and a significant 𝑤3 identify there is no leverage effect. 
In Table 5, the test for nonlinearity suggests that the coefficients (𝛼, 𝛽, 𝜃) are significantly 
different in the two regimes at 1% level. 
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In the first regime, coefficients 𝛼1, 𝛽1, and 𝜃1 are not significantly different from 0, 1, and 0, 
respectively, which reflects that the predicted values are close to the 45-degree line in the left 
and middle in Figure 6. In the second regime, 𝛼2 and 𝛽2 are significantly different from 0 and 1, 
respectively, and 𝜃2 is not significant, which are consistent with the pronounced right tail in 
Figure 6. 
In Table 5, tests of unbiasedness show that the first regime is unbiased and the second regime 
is biased. The biasedness in the second (high price) regime may arise from inefficiency, since no 
risk premium is identified. The predicted conditional volatility (ℎ𝑡) is shown in Figure 11, which 
indicates soybean oil price’s conditional volatility was significantly high in early 1970s. No 
evidence of time-varying risk premium is found in either regime. This finding contrasts with 
Fama and French (1987) who found evidence of premiums for the 1966-1984 period.  
 
5.6 Robustness analysis 
5.6.1 Thresholds 
Since thresholds were chosen based on the visual inspection of plots derived from the 
nonparametric approach, assessing the robustness of the results to changes in these thresholds is 
especially relevant. To conduct a robustness analysis, the models are re-estimated using 
alternative thresholds. The thresholds are moved toward the center but not toward the tails, so 
that the tail regimes maintain enough observations for estimation. First, the thresholds are moved 
inward 1%, 3%, 5% and 10% of the range of futures price, where the range is the maximum 
price minus minimum price observed in the sample. For example, the maximum price of soybean 
futures is 7.478 and the minimum price is 6.036, so the range is 1.442 and a 1% of the range is 
0.014. Recall the original thresholds are 6.315 and 7.260; for a 1% change the thresholds become 
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6.329 and 7.246. The number of observations in the left regime and right regime increase from 
56 to 59 and from 9 to 10, respectively. The new thresholds are used to estimate the nonlinear 
realized GARCH-M model. Results of estimations and hypotheses tests for soybeans are 
reported in Tables 6 and 7. These results suggest the original results for soybeans are robust. For 
1%, 3%, and 5% change in the thresholds, parameter estimates and tests results are very similar 
to the results for the original thresholds. With a 10% change, 𝛼2 and 𝜃3 cease to be significant, 
but all other coefficients are similar and results of hypothesis tests are the same. Notice that for 
the original thresholds, the number of observations in the first regime is 56. This changes to 59, 
76, 91, and 124 for 1%, 3%, 5%, and 10% inward moved thresholds, respectively. The number 
of observations in the third regime is 9 for the original thresholds, and but increases to 10, 16, 16, 
and 25 for 1%, 3%, 5%, and 10% changes, respectively. 
Using a somewhat similar procedure, a robustness analysis for the thresholds in the soybean 
meal model is conducted and results, reported in Tables 8 and 9. Here, the number of 
observations in the less densely populated regime is increased. So, the number of observations in 
the first regime for the original thresholds is 46 which changes to 52, 59, 70, and 108 for 1%, 3%, 
5%, and 10% changes in thresholds. The results suggest the findings presented for the original 
thresholds are robust. Parameter estimates are very similar to the original model except that 𝜃1 
becomes significant at 5% and 10% significance levels. This may suggest some evidence of 
time-varying risk premium around low price levels in the soybean meal market. The sign of 𝜃1 is 
negative, which suggests long hedgers pay risk premiums to short sellers. Results for the 
hypothesis tests are the same as the original results. Figure 12 shows the absolute values of risk 
premium over time for the case of 1% threshold change. Risk premiums are found to be 
significantly higher in 1970s. To the extent they exist, these premiums are likely to be paid by 
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feed mills and large animal farms, but not by index funds whose presence has increased recently, 
as premiums have declined. Notice that zero (or insignificant) risk premiums do not mean that 
hedgers don’t participate in the market. Rather, it may simply reflect a balancing effect when 
long- and short-hedgers operate in the two sides of the market sides. The proportions of the risk 
premium to futures price (log price) are shown in Figure 13, fluctuate around 2% of the futures 
prices, but reach 6% in the early 1970s.  
The same procedure for robustness checks as that used in the soymeal analysis is applied to 
the soybean oil model, and results suggest the original results (both estimations and hypothesis 
tests) are robust. Results of robustness checking are reported in Tables 10 and 11. Notice that the 
number of observations in the second regime is 14 for the original thresholds, and 16, 17, 19, and 
20 for 1%, 3%, 5%, and 10% changes in the thresholds, respectively. These numbers increase 
less for soybean oil than soybeans or soybean meal, which reflects the observations in the tail are 
sparser in the soybean oil market than in the soybean or soybean meal market. 
In short, for the three markets, most coefficients change only modestly in the robustness 
analysis, but importantly all hypotheses tests lead to the same conclusions. The only exception is 
that the risk premium in the first regime of the soybean meal market is found to be significant in 
all four robustness checks, but insignificant for the original thresholds. 
 
5.6.2 Seasonality and Inventories 
Seasonality is not considered in our models, which may be regarded as an important omission. 
As part of the robustness analysis, seasonal dummies were introduced in the parametric models. 
However, they were found to be non-significant. This is likely due to the fact that seasonality is 
already reflected in the model through the realized volatility variable (𝑣𝑡−𝑗 ). For soybeans, 
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realized volatility and risk premium, 𝑣𝑡−𝑗  and 𝜃ℎ𝑡 , increase through July when they reach a 
maximum, and decrease afterwards, showing a strong seasonal pattern. The mean and variance 
of realized volatility in July is more than double the mean and variance for other months in the 
soybeans market. In contrast, little variability is found in spot and futures prices across different 
months, which is also compatible with the findings that seasonal dummies are not statistically 
significant in the conditional mean models. Higher volatility and risk premiums in July can be 
explained by the fact July is considered one of the most critical months in the year, since the new 
crops are growing and yield uncertainty is large. As a result, our model captures seasonality in 
the conditional volatility (ℎ𝑡 ) through realized volatility, and in the conditional mean model 
through the risk premium term (𝜃ℎ𝑡). This result is consistent with Beck’s (1993) who finds that 
the coefficient of a seasonal dummy representing the months of July and September is positive 
and significant in the conditional volatility equation in the soybean market, and therefore the 
seasonal effect is transmitted into the conditional mean through the risk premium term. For 
soybean meal, seasonal dummies are not significant. The July effect in realized volatility is 
weaker in the soybean meal market than in the soybean market. Similarly, seasonal dummies are 
not significant in the soybean oil market, and its July effect is the weakest in the three markets. 
Since inventory is an important factor in explaining price behavior of storable commodities, 
we consider an alternative model specification that uses expected ending stock-to-use ratios from 
USDA as a threshold variable (results are not presented). Using a similar procedure, a three-
regime realized GARCH-M model is estimated for soybeans. All three regimes are found to be 
biased and the low and middle inventory regimes are characterized by time-varying risk 
premiums. In addition, the coefficient of the risk premium is bigger in the low inventory regime 
than in the inventory regime. Considering stock-to-use ratios are negatively related to futures 
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price levels (the correlation is about -0.67), the low inventory regime corresponds to the high 
price regime, and the high inventory regime corresponds to the low price regime. As a result, 
definition of thresholds using either stock-to-use ratios or price levels leads to similar 
conclusions. In contrast, stock-to-use ratio does not work for the soybean oil model, since no 
specific regime can be identified by local linear regression models. In addition, the correlation 
between stock-to-use ratio and price level is nearly zero. For soybean meal, inventory is not 
examined since it is a non-storable commodity. 
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Table 3. Nonlinear OLS 
 Soybeans Meal Oil 
𝛼1 
(first regime) 
2.026 
(1.280) 
0.306 
(1.043) 
0.306 
(0.682) 
𝛽1 
(first regime) 
     0.679*** 
(0.206) 
     0.947*** 
(0.210) 
     0.905*** 
(0.240) 
𝛼2 
(second regime) 
           -0.127 
(0.212) 
-0.127 
  (0.199) 
0.155 
(0.168) 
𝛽2 
(second regime) 
     1.019*** 
(0.032) 
     1.023*** 
(0.036) 
    0.952*** 
(0.051) 
𝛼3 
(third regime) 
6.022 
(4.308) 
NA    2.591** 
(1.669) 
𝛽3 
(third regime) 
0.169 
 (0.588) 
NA 0.340 
(0.413) 
Test of nonlinearity 
𝐻0: 𝛼1 = 𝛼2 = 𝛼3, 
𝛽1 = 𝛽2 = 𝛽3 
   2.471** 
(0.045) 
2.031 
(0.134) 
0.643 
(0.632) 
Test of unbiasedness  
𝐻0: 𝛼1 = 0, 𝛽 = 1 
(first regime) 
   3.509** 
(0.031) 
2.232 
(0.110) 
1.691 
(0.187) 
Test of unbiasedness  
𝐻0: 𝛼2 = 0, 𝛽2 = 1 
(second regime) 
0.230 
(0.794) 
0.266 
(0.766) 
0.451 
(0.638) 
Test of unbiasedness  
𝐻0: 𝛼3 = 0, 𝛽3 = 1 
(third regime) 
   3.048** 
(0.049) 
NA    3.504** 
(0.032) 
Note: Based on Equation (3). Level of significance: 1% (***), 5% (**) and 10% (*). Standard errors are shown in 
parentheses for parameters. For soybean meal, the null of the test of nonlinearity is 𝛼1 = 𝛼2, 𝛽1 = 𝛽2, and 𝜃1 = 𝜃2. 
For soybeans, there are 56 observations in the first (low price) regime, 194 in the second (middle price) regime, and 
9 in the third (high price) regime. For soybean meal, 46 observations are in the first (low price) regime and 169 in 
the second (middle and high price) regime. For soybean oil, 47 observations are in the first (low price) regime, 154 
in the second (middle price) regime, and 14 in the third (high price) regime. 
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Table 4. Nonlinear realized GARCH-M 
 Soybeans Meal Oil 
𝛼1 
(first regime) 
   2.159** 
(0.948) 
1.262 
(1.144) 
0.031 
(0.100) 
𝛽1 
(first regime) 
      0.662*** 
(0.152) 
     0.769*** 
(0.227) 
      0.979*** 
(0.029) 
𝛼2 
(second regime) 
-0.298* 
(0.159) 
-0.122 
  (0.155) 
     2.672*** 
(0.547) 
𝛽2 
(second regime) 
     1.052*** 
(0.024) 
     1.030*** 
(0.029) 
    0.339** 
(0.139) 
𝛼3 
(third regime) 
     5.995*** 
(1.384) 
NA NA 
𝛽3 
(third regime) 
0.206 
(0.189) 
NA NA 
𝜃1 
(first regime) 
-2.837 
(3.584) 
-3.564 
  (2.512) 
2.301 
(1.745) 
𝜃2 
(second regime) 
  -4.322** 
(1.881) 
-2.456 
  (1.939) 
             -5.288 
(10.101) 
𝜃3 
(third regime) 
  -26.195** 
(12.683) 
NA NA 
𝑐0 0.218 
(0.415) 
0.029 
(0.391) 
0.088 
(0.116) 
𝑐1       0.600*** 
(0.099) 
     0.644*** 
(0.082) 
     0.685*** 
(0.060) 
𝑟1       0.231*** 
(0.050) 
     0.179*** 
(0.055) 
     0.189*** 
(0.017) 
𝑤0     -4.435*** 
(0.889) 
   -3.451** 
(1.368) 
   -1.613** 
(0.724) 
𝑤1      0.968*** 
(0.195) 
     1.195*** 
(0.332) 
      1.357*** 
(0.184) 
𝑤2 0.068 
(0.060) 
   0.175** 
(0.075) 
-0.011 
  (0.064) 
𝑤3      0.133*** 
(0.036) 
      0.162*** 
(0.044) 
     0.117*** 
(0.029) 
𝜎𝑢
2      0.839*** 
(0.063) 
      1.129*** 
(0.106) 
     0.739*** 
(0.067) 
Note: Based on Equation (4). Level of significance: 1% (***), 5% (**) and 10% (*). Standard errors are shown in 
parentheses for parameters. For soybeans, 56 observations are in the first (low price) regime, 194 in the second 
(middle price) regime, and 9 in the third (high price) regime. For soybean meal, 46 observations are in the first (low 
price) regime and 169 in the second (middle and high price) regime. For soybean oil, 201 observations are in the 
first (low and middle price) regime, and 14 in the third (high price) regime. 
 50 
 
Table 5. Statistical tests for nonlinear realized GARCH-M 
 Soybeans Meal Oil 
Test of nonlinearity 
𝐻0: 𝛼1 = 𝛼2 = 𝛼3, 
𝛽1 = 𝛽2 = 𝛽3, 
𝜃1 = 𝜃2 = 𝜃3 
  152.084*** 
(0.000) 
   2.825** 
(0.037) 
    7.936*** 
(0.000) 
Test of unbiasedness  
𝐻0: 𝛼1 = 0, 𝛽 = 1,  
𝜃1 = 0 
(first regime) 
     4.125*** 
(0.006) 
    3.342** 
(0.018) 
0.835 
(0.475) 
Test of unbiasedness  
𝐻0: 𝛼2 = 0, 𝛽2 = 1,  
𝜃2 = 0 
(second regime) 
   3.155** 
(0.024) 
0.832 
(0.476) 
   10.343*** 
(0.000) 
Test of unbiasedness  
𝐻0: 𝛼3 = 0, 𝛽3 = 1,  
𝜃3 = 0 
(third regime) 
     8.132*** 
(0.000) 
NA NA 
Note: Based on Equation (4). Level of significance: 1% (***), 5% (**) and 10% (*). p-values are shown in 
parentheses for tests. For soybean meal and oil, the null of the test of nonlinearity is 𝛼1 = 𝛼2, 𝛽1 = 𝛽2, and 𝜃1 = 𝜃2. 
For soybeans, 56 observations are in the first (low price) regime, 194 in the second (middle price) regime, and 9 in 
the third (high price) regime. For soybean meal, 46 observations are in the first (low price) regime and 169 in the 
second (middle and high price) regime. For soybean oil, 201 observations are in the first (low and middle price) 
regime, and 14 in the third (high price) regime. 
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Figure 7. Conditional Volatility (Soybeans) 
 
 
Figure 8. Risk premium (Soybeans) 
 
Note: Risk premiums are reported in absolute values. The original signs are negative. 
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Figure 9. The proportion of risk premium to futures prices (Soybeans) 
 
Note: Risk premiums are reported in absolute values. The original signs are negative. Futures prices are in natural 
logs. 
 
Figure 10. Conditional Volatility (Soybean meal) 
 
Figure 11. Conditional Volatility (Soybean oil) 
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Table 6. Soybeans, threshold robustness estimates 
 1% change 3% change 5% change 10% change 
𝛼1 
(first regime) 
   2.188** 
(1.006) 
   1.822** 
(0.780) 
    1.469** 
(0.683) 
    1.087*** 
(0.267) 
𝛽1 
(first regime) 
     0.658*** 
(0.160) 
    0.715*** 
(0.124) 
      0.772*** 
(0.108) 
     0.832*** 
(0.042) 
𝛼2 
(second regime) 
-0.299* 
(0.163) 
  -0.441** 
(0.212) 
  -0.543** 
(0.230) 
       -0.598 
(0.366) 
𝛽2 
(second regime) 
      1.052*** 
(0.025) 
     1.075*** 
(0.032) 
     1.090*** 
(0.034) 
    1.100*** 
(0.056) 
𝛼3 
(third regime) 
   5.890** 
(2.949) 
  4.712** 
(2.148) 
   4.703** 
(2.324) 
     5.436*** 
(1.518) 
𝛽3 
(third regime) 
0.220 
(0.403) 
0.374 
(0.298) 
0.375 
(0.321) 
0.260 
(0.209) 
𝜃1 
(first regime) 
         -2.735 
(3.264) 
        -1.794 
(2.860) 
        -1.392 
(2.808) 
-0.648 
(2.384) 
𝜃2 
(second regime) 
 -4.345** 
(1.948) 
 -4.942** 
(2.024) 
  -5.211** 
(2.332) 
  -7.130** 
(3.166) 
𝜃3 
(third regime) 
  -26.247** 
(12.499) 
-21.299* 
(11.243) 
-21.525* 
(11.573) 
       -7.615 
(6.823) 
𝑐0 0.217 
(0.428) 
0.274 
(0.421) 
0.259 
(0.440) 
0.132 
(0.443) 
𝑐1      0.601*** 
(0.099) 
     0.620*** 
(0.085) 
     0.624*** 
(0.103) 
     0.628*** 
(0.091) 
𝑟1      0.231*** 
(0.055) 
     0.227*** 
(0.049) 
    0.224*** 
(0.054) 
     0.208*** 
(0.052) 
𝑤0     -4.429*** 
(0.951) 
    -4.499*** 
(0.984) 
   -4.451*** 
(0.960) 
    -4.123*** 
(1.133) 
𝑤1      0.969*** 
(0.209) 
    0.954*** 
(0.215) 
     0.964*** 
(0.212) 
     1.032*** 
(0.247) 
𝑤2 0.069 
(0.064) 
0.070 
(0.055) 
0.075 
(0.055) 
0.079 
(0.057) 
𝑤3      0.133*** 
(0.036) 
     0.131*** 
(0.033) 
     0.130*** 
(0.032) 
     0.124*** 
(0.031) 
𝜎𝑢
2      0.839*** 
(0.062) 
     0.836*** 
(0.069) 
     0.833*** 
(0.069) 
     0.835*** 
(0.071) 
Note: Based on Equation (4). The change in the thresholds represent a 1%, 3%, 5% and 10% inward movement 
calculated on the range (maximum minus minimum price) of futures prices observed in the sample. See text for 
details. The number of observations in each regime is presented in Table 7.  Level of significance: 1% (***), 5% (**) 
and 10% (*). Standard errors for parameters are shown in parentheses. 
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Table 7. Soybeans, robustness statistical tests  
 1% change 3% change 5% change 10% change 
Test of 
nonlinearity 
𝐻0: 𝛼1 = 𝛼2 = 𝛼3, 
𝛽1 = 𝛽2 = 𝛽3, 
𝜃1 = 𝜃2 = 𝜃3 
    23.991*** 
(0.001) 
   24.241*** 
(0.000) 
   23.363*** 
(0.001) 
  31.876*** 
(0.000) 
Test of 
unbiasedness  
𝐻0: 𝛼1 = 0, 
𝛽 = 1, 𝜃1 = 0 
(first regime) 
  10.908** 
(0.012) 
     3.378*** 
(0.017) 
  9.902** 
(0.019) 
   20.796*** 
(0.000) 
Test of 
unbiasedness  
𝐻0: 𝛼2 = 0, 
𝛽2 = 1, 𝜃2 = 0 
(second regime) 
   9.657** 
(0.022) 
  3.708** 
(0.011) 
   11.819*** 
(0.008) 
7.706* 
(0.052) 
Test of 
unbiasedness  
𝐻0: 𝛼3 = 0, 
𝛽3 = 1, 𝜃3 = 0 
(third regime) 
   10.379** 
(0.016) 
    3.905*** 
(0.008) 
  9.475** 
(0.024) 
   14.391*** 
(0.002) 
# of observation 
(first regime) 
 59  76  91 124 
# of observation 
(second regime) 
190 167 152 110 
# of observation 
(third regime) 
 10   16   16   25 
Note: Based on Equation (4). The change in the thresholds represent a 1%, 3%, 5% and 10% inward movement 
calculated on the range (maximum minus minimum price) of futures prices observed in the sample. See text for 
details. Level of significance: 1% (***), 5% (**) and 10% (*). p-values are shown in parentheses for tests.  
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Table 8. Soybean meal, robustness threshold estimates 
 1% change 3% change 5% change 10% change 
𝛼1 
(first regime) 
1.474 
(1.024) 
   1.532** 
(0.918) 
   1.571** 
(0.727) 
     1.726*** 
(0.522) 
𝛽1 
(first regime) 
      0.729*** 
(0.202) 
     0.720*** 
(0.182) 
     0.711*** 
(0.143) 
     0.678*** 
(0.101) 
𝛼2 
(second regime) 
         -0.132 
(0.153) 
        -0.139 
(0.169) 
        -0.164 
(0.165) 
       -0.044 
(0.215) 
𝛽2 
(second regime) 
      1.031*** 
(0.028) 
     1.029*** 
(0.031) 
     1.034*** 
(0.031) 
     1.011*** 
(0.039) 
𝜃1 
(first regime) 
-4.330* 
(2.427) 
   -5.286** 
(2.484) 
-4.986* 
(2.725) 
-4.538* 
(2.299) 
𝜃2 
(second regime) 
         -1.985 
(1.866) 
        -1.082 
(1.771) 
        -1.270 
(2.007) 
       -0.326 
(2.453) 
𝑐0 0.005 
(0.411) 
        -0.078 
(0.424) 
        -0.069 
(0.470) 
       -0.070 
(0.399) 
𝑐1      0.628*** 
(0.084) 
     0.618*** 
(0.076) 
     0.621*** 
(0.093) 
     0.624*** 
(0.071) 
𝑟1       0.184*** 
(0.056) 
     0.179*** 
(0.056) 
     0.179*** 
(0.057) 
     0.177*** 
(0.058) 
𝑤0    -3.449*** 
(1.299) 
  -3.233** 
(1.507) 
  -3.242** 
(1.538) 
  -3.215** 
(1.544) 
𝑤1      1.195*** 
(0.314) 
     1.246*** 
(0.366) 
     1.244*** 
(0.374) 
      1.249*** 
(0.375) 
𝑤2    0.179** 
(0.082) 
   0.175** 
(0.075) 
   0.173** 
(0.076) 
    0.174** 
(0.079) 
𝑤3      0.163*** 
(0.044) 
    0.164*** 
(0.048) 
     0.164*** 
(0.049) 
     0.164*** 
(0.046) 
𝜎𝑢
2      1.127*** 
(0.102) 
     1.127*** 
(0.100) 
     1.127*** 
(0.099) 
     1.126*** 
(0.109) 
Note: Based on Equation (4).  The changes in the thresholds represent a 1%, 3%, 5% and 10% movement of the 
threshold, increasing the number of observations in the least densely populated regime. The percentages are a 
percent of the range (maximum minus minimum price) of futures prices observed in the sample. See text for details. 
The number of observations in each regime is presented in Table 9.   Level of significance: 1% (***), 5% (**) and 
10% (*). Standard errors for parameters are shown in parentheses. 
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Table 9. Soybean meal, robustness statistical tests 
 1% change 3% change 5% change 10% change 
Test of 
nonlinearity 
𝐻0: 𝛼1 = 𝛼2, 
𝛽1 = 𝛽2, 
𝜃1 = 𝜃2 
   9.210** 
(0.027) 
  10.109** 
(0.018) 
 10.170** 
(0.017) 
  10.991** 
(0.012) 
Test of 
unbiasedness  
𝐻0: 𝛼1 = 0, 
𝛽 = 1, 𝜃1 = 0 
(first regime) 
    11.414*** 
(0.010) 
   13.807*** 
(0.003) 
   12.799*** 
(0.005) 
   13.856*** 
(0.003) 
Test of 
unbiasedness  
𝐻0: 𝛼2 = 0, 
𝛽2 = 1, 𝜃2 = 0 
(second regime) 
2.225 
(0.527) 
1.150 
(0.765) 
1.374 
(0.712) 
0.733 
(0.865) 
# of observation 
(first regime) 
 52  59 70 108 
# of observation 
(second regime) 
163 156 145 107 
Note: Based on Equation (4). The changes in the thresholds represent a 1%, 3%, 5% and 10% movement of the 
threshold, increasing the number of observations in the least densely populated regime. The percentages are a 
percent of the range (maximum minus minimum price) of futures prices observed in the sample. See text for details. 
Level of significance: 1% (***), 5% (**) and 10% (*). p-values are shown in parentheses for tests.  
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Figure 12. Risk premium (Soybean meal) from 1% threshold change model  
 
Note: Risk premiums are reported in absolute values. The original signs are negative. 
 
Figure 13. The proportion of risk premium to futures prices (Soybean meal) 
 
Note: Risk premiums are reported in absolute values. The original signs are negative. Futures prices are in natural 
logs. 
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Table 10. Soybeans oil, robustness threshold estimates 
 1% change 3% change 5% change 10% change 
𝛼1 
(first regime) 
0.059 
(0.104) 
0.057 
(0.113) 
0.146 
(0.115) 
0.135 
(0.115) 
𝛽1 
(first regime) 
     0.970*** 
(0.031) 
     0.970*** 
(0.033) 
     0.942*** 
(0.034) 
     0.944*** 
(0.035) 
𝛼2 
(second regime) 
      2.743*** 
(0.515) 
     2.466*** 
(0.430) 
      3.825*** 
(0.626) 
     2.365*** 
(0.456) 
𝛽2 
(second regime) 
   0.313** 
(0.312) 
     0.378*** 
(0.108) 
0.023 
(0.157) 
     0.375*** 
(0.124) 
𝜃1 
(first regime) 
2.408 
(2.241) 
2.435 
(1.976) 
2.360 
(1.883) 
2.708 
(2.405) 
𝜃2 
(second regime) 
          -2.736 
(10.504) 
        -1.799 
(9.463) 
4.153 
(8.715) 
6.947 
     (11.185) 
𝑐0 0.080 
(0.452) 
0.068 
(0.396) 
         0.144 
(0.358) 
0.017 
(0.365) 
𝑐1       0.691*** 
(0.095) 
     0.694*** 
(0.014) 
     0.665*** 
(0.107) 
      0.698*** 
(0.112) 
𝑟1     0.185** 
(0.080) 
      0.181*** 
(0.047) 
     0.209*** 
(0.064) 
    0.173** 
(0.082) 
𝑤0          -1.574 
(1.819) 
        -1.523 
(1.717) 
        -1.843 
(1.313) 
       -1.291 
(1.742) 
𝑤1      1.365*** 
(0.437) 
      1.378*** 
(0.415) 
     1.292*** 
(0.317) 
      1.430*** 
(0.415) 
𝑤2          -0.006 
(0.060) 
        -0.007 
(0.064) 
          0.016 
(0.062) 
0.008 
(0.060) 
𝑤3      0.115*** 
(0.032) 
      0.115*** 
(0.031) 
      0.117*** 
(0.032) 
     0.115*** 
(0.032) 
𝜎𝑢
2       0.739*** 
(0.063) 
     0.740*** 
(0.066) 
     0.737*** 
(0.066) 
     0.741*** 
(0.067) 
Note: Based on Equation (4). The changes in the thresholds represent a 1%, 3%, 5% and 10% movement of the 
threshold, increasing the number of observations in the least densely populated regime. The percentages are a 
percent of the range (maximum minus minimum price) of futures prices observed in the sample. See text for details. 
The number of observations in each regime is presented in Table 11. Level of significance: 1% (***), 5% (**) and 
10% (*). Standard errors for parameters are shown in parentheses. 
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Table 11. Soybean oil, robustness statistical tests 
 1% change 3% change 5% change 10% change 
Test of 
nonlinearity 
𝐻0: 𝛼1 = 𝛼2, 
𝛽1 = 𝛽2, 
𝜃1 = 𝜃2 
    27.048*** 
(0.000) 
    28.572*** 
(0.000) 
   36.992*** 
(0.000) 
   23.672*** 
(0.000) 
Test of 
unbiasedness  
𝐻0: 𝛼1 = 0, 
𝛽 = 1, 𝜃1 = 0 
(first regime) 
2.055 
(0.561) 
2.533 
(0.469) 
4.668 
(0.198) 
3.678 
(0.299) 
Test of 
unbiasedness  
𝐻0: 𝛼2 = 0, 
𝛽2 = 1, 𝜃2 = 0 
(second regime) 
    32.476*** 
(0.000) 
    39.452*** 
(0.000) 
    40.708*** 
(0.000) 
    27.227*** 
(0.000) 
# of observation 
(first regime) 
 199 198  196 195 
# of observation 
(second regime) 
  16  17   19  20 
Note: Based on Equation (4). The changes in the thresholds represent a 1%, 3%, 5% and 10% movement of the 
threshold, increasing the number of observations in the least densely populated regime. The percentages are a 
percent of the range (maximum minus minimum price) of futures prices observed in the sample. See text for details. 
Level of significance: 1% (***), 5% (**) and 10% (*). p-values are shown in parentheses for tests. 
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Chapter 6: Conclusions 
Assessing the capacity of futures markets to forecast spot prices and the existence of a risk 
premium in futures markets, constitute important research topics in the agricultural commodity 
market literature. To date, research has widely ignored nonlinear price links between futures and 
spot prices when testing for risk premiums or efficiency. Failure to investigate these 
nonlinearities may mislead researcher’s assessments of futures forecast ability. Although Martin 
and Garcia (1981), Kaminsky and Kumar (1990), and Beckmann and Czudaj (2014) investigate 
nonlinearities in futures markets, their nonlinearities are defined as a function of price changes or 
basis rather than price levels.  
Recent research has identified both positive and negative bubbles characterized by explosive 
price behavior in agricultural commodity futures markets beginning as early as 1970 and 
continuing to the present (Gutierrez, 2013; Etienne et al., 2014). In the presence of this behavior, 
traders may believe in error that price will continue to increase (decrease) even when it is already 
extremely high (low).  If so, over-forecasting (under-forecasting) may occur. Clearly, this may 
limit the price discovery function of futures markets, and be reflected in futures markets by 
different (nonlinear) forecasting ability at different price levels.  
This research studies the forecasting ability of futures markets in the soybean complex 
allowing for differences in predictive performance at different price levels. We investigate short-
run forecast performance in the soybean futures market complex to more clearly identify 
predictive content and the sources of forecast errors. We utilize local linear regression techniques 
to identify possible nonlinear links between spot and futures prices for different price levels. We 
concentrate on two-month forecast horizons and 1973-2016 data that allows us to identify the 
effects of market sentiment and risk premiums on prices. A non-parametric local linear 
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regression framework (Fan and Gijbels, 1996) is first applied to investigate biasness, and to 
guide the specification of parametric regime-switching models in which we perform statistical 
testing. To identify effects of risk premiums, which have been difficult to estimate in a 
forecasting context (Frank and Garcia 2009), we use a realized GARCH model (Hansen, Huang 
and Shek 2012) that has been shown to improve conditional volatility modeling. The use of both 
local linear regression methods and the realized GARCH framework to investigate forecast 
performance and the presence of risk premiums in agricultural futures markets is novel.  
Major findings indicate the forecast performance of futures markets is nonlinear, since it 
depends on price levels and time-varying risk. Evidence of inefficiency and time-varying risk 
premiums is found in the soybean complex, especially in the extremes of the price distribution. 
The magnitude of the biasness varies by market and regime, but can be large in economic terms. 
For instance, for soybeans the average absolute forecast error in percentage terms is: 3.4% for 
the low price regime, 0.6% for the middle price regime, and 6.4% for the high price regime.  
Despite observed differences in forecast performance by price regimes, it is important to note 
that some of markets have only a small number of observations in regimes with large forecast 
errors. In part, this may reflect the notion that bubbles and market-moving sentiment occur 
somewhat infrequently. For the soybean market, the low price regime is inefficient with no 
evidence of a risk premium, the middle regime is more affected by a risk premium than by 
inefficiency, and the high price regime, which has fewest observations and the largest forecast 
errors, is characterized by both inefficiencies and a risk premium. For soybean meal, the low 
price regime is both inefficient and offers modest evidence of a risk premium, while the second 
regime covering both middle and high prices is unbiased. For soybean oil, the first regime 
covering both low and middle prices and the preponderance of observations is unbiased, but the 
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high price regime is inefficient with no risk premium. Notice that except for the right tail of 
soybean meal and left tail of soybean oil that are unbiased, all other extreme regimes of the three 
markets are bias and inefficient.  Overall, the soybean meal and soybean oil markets appear to be 
least bias, since the tail regimes, where evidence of bias exists, only account for a small portion 
of the observations. There also is much less evidence of a risk premium in these two markets.   
It is important to emphasize the usefulness of the nonlinear approaches to improve the 
forecast assessment and understanding of futures market behavior. Our analysis uses the local 
linear regression model to identify different price behaviors which are not revealed by linear 
procedures. The method partitions the futures price distribution into different regimes, and 
reveals behavior in extreme price regions which differ from the central portion of the distribution. 
Here, when a parametric version of the regime-switching models is estimated, tests of 
unbiasedness are rejected, especially for the extremes of the price distribution. This contrasts 
with simple linear methods which find bias only in the soybean oil market.  
The parametric results also reveal the relevance of nonlinear modeling of conditional 
volatility and time-varying risk premiums in a GARCH framework using higher frequency 
realized volatility estimates. Using a conventional GARCH model, evidence of risk premiums 
does not emerge. However, in our analysis evidence of time-varying risk premium is identified in 
the soybeans market in two of the three price regimes, and to a lesser extent in the soybean meal 
market. Informatively, the signs of coefficients for the risk premium are negative, which is an 
indicator that long hedgers are dominating. These long hedgers are likely soybean crushers (and 
maybe index funds) in the soybean market and feed mills or animal producers in the soybean 
meal market. They are likely to be more concerned about market risks and more willing to pay 
for the risk than others in these markets. The absence of a risk premium in the soybean oil 
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market may reflect that users (food processors, vegetable oil producers, and other industrial users) 
have a high degree of flexibility in adjusting to changing price because of the wide range of 
available substitutes for soybean oil.  
Our evidence on bias and risk premiums is consistent with some prior research, but differs in 
with others in important ways. Evidence of bias in this research is consistent with Rausser and 
Carter (1983), Fama and French (1987), Kenyon et al. (1993), and Frank and Garcia (2009). 
They all find some evidence of bias and/or inefficiency in the soybean complex. For example, 
Rausser and Carter (1983) examine the three markets from 1977 to 1980 and find evidence of 
inefficiency in the soybean and soybean meal futures markets, but not in the soybean oil market. 
Their findings are compatible with ours. For soybeans, our biased middle regime comprises most 
of Rausser and Carter (1983) sample period. For soybean meal, our biased low price regime 
comprises nearly 15% of their sample period. For soybean oil, our unbiased middle regime 
coincides with their sample period. Importantly, bias and inefficiency continue to appear in 
different time periods, which implies that market participants have repeatedly made mistakes due 
to emotional and cognitive biases. 
Our evidence of risk premium in the soybean market is consistent with Beck (1993), where a 
constant risk premium with a negative sign is estimated for the 1974-1987 period. For soybean 
meal, this research finds some evidence of risk premium in contrast to McKenzie and Holt (2002) 
and Frank and Garcia (2009), who find no evidence of time-varying risk premium for the 1959-
1995 period and the 1972-2004 period, respectively. For soybean oil, no evidence of risk 
premium is found which contrasts with Fama and French (1987) findings for the 1966-1984 
period. It is not easy to identify specific explanations for differences from our findings, but it 
clearly reflects the difficulty that agricultural economists have encountered in finding market risk 
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premiums. Based on our results, part of the differences may arise from the improved volatility 
modeling (i.e., the realized GARCH model) used in the analysis. 
 An implication of our general results that forecast performance is nonlinear and dependent on 
price level is that when market prices take values close to the middle of the distribution (the 
mean), futures prices have more forecast power and are more reliable. However, if the market 
price is close to the extremes of the distribution, futures prices tend to be less reliable and are 
more likely to be subject to over-forecasting or under-forecasting. These findings are relevant to 
market participants. For example, potential short hedgers should lock their profit in the high 
price region instead of waiting and expecting the price to be even higher, and potential long 
hedgers should lock their profit in the low price region instead of waiting and expecting the price 
to be even lower. In addition, speculators and risk bearers can be more confident of making 
profit in light of the results that confirm that long hedgers are willing to pay a risk premium, 
especially in the soybean market. In this situation, the premium may increase when price level 
and risk are higher. Finally, the findings are also relevant to policy makers who need to be 
cautious when using futures prices as efficient and unbiased forecasts when prices are either 
extremely high or low. Since errors in futures markets appear to occur when prices are at 
extreme levels, a more moderate in nature policy response may be needed.  
Further research can develop in several directions. One avenue would be to identify which 
hedgers are more willing to pay for risks in different periods. Data on the positions of traders 
from the CFTC or from exchanges would be key to answering this question which would provide 
useful insights into who and how futures are used. Another avenue for research would be to 
extend the analysis on the relevance of nonlinearities on forecast performance to other 
agricultural futures markets. This might permit a more comprehensive understanding of the 
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sources of bias, and the importance and consistency of risk premiums in agricultural markets.  
Finally, a careful assessment of the potential impacts of USDA reports on the forecast ability and 
futures market efficiency seems a natural extension. 
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Appendix: Descriptive statistics 
Table A1. Descriptive statistics (in natural logs) 
Market Variable Observations Mean Standard 
Error 
Minimum Maximum 
 
 
Soybean 
Spot  
price 259 6.557 0.321 6.035 7.479 
Futures 
price 259 6.554 0.313 6.036 7.477 
Realized 
volatility 259 0.0002 0.0002 0.000003 0.0016 
 
 
Soybean 
meal 
Spot  
price 215 5.336 0.347 4.658 6.294 
Futures 
price 215 5.330 0.325 4.714 6.279 
Realized 
volatility 215 0.0004 0.0007 0.000002 0.005 
 
 
Soybean oil 
Spot  
price 215 3.2409 0.340 2.570 4.254 
Futures 
price 215 3.2394 0.339 2.620 4.260 
Realized 
volatility 215 0.0009 0.0007 0.0001 0.005 
Note: All variables are transformed into natural logs. 
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Table A2. Correlation Matrix 
 
 Spot price Futures price 
Realized 
volatility 
 
Soybeans 
Spot price 1   
Futures price 0.94 1  
Realized volatility 0.00 0.07 1 
 
Soybean meal 
Spot price 1   
Futures price 
0.9 
2 1  
Realized volatility -0.19 -0.12 1 
 
Soybean oil 
Spot price 1   
Futures price 0.91 1  
Realized volatility -0.12 -0.17 1 
Note: spot price is at time 𝑡, and other variables are at time 𝑡 − 1. 
 
