This paper proposes a novel method for finding linear mappings among word vectors for various languages. Compared to previous approaches, this method does not learn translation matrices between two specific languages, but between a given language and a shared, universal space. The system was trained in two different modes, first between two languages, and after that applying three languages at the same time. In the first case two different training data were applied; Dinu's EnglishItalian benchmark data [1], and English-Italian translation pairs extracted from the PanLex database [2] . In the second case only the PanLex database was used.
Introduction
Computer-driven natural language processing plays an increasingly important role in our everyday life. In the current digital world, using natural language for human-machine communication has become a basic requirement. In order to meet this requirement, it is inevitable to analyze human languages semantically. Nowadays, state-of-the-art systems represent word meaning with high dimensional vectors, known as word embeddings.
Current embedding models are learned from monolingual corpora, and therefore infer language dependency. But one might ask if the structure of the different embeddings, i.e. different meaning representations, are universal among all human languages. Youn et al. [5] proposed a procedure for building graphs from concepts of different languages. They found that these graphs reflected a certain structure of meaning with respect to the languages they were built of. They concluded that the structural properties of these graphs are consistent across different language groups, and largely independent of geography, environment, and the presence or absence of literary traditions. Such findings led to a new research direction within the field of computational semantics, which focuses on the construction of universal meaning representations, most of the times in the form of cross-lingual word embedding models [6] .
One way to create such models is to find mappings between embeddings of different languages [3, 7, 8] . Our work proposes a novel procedure for learning such mappings in the form of translation matrices that serve to map each language to a universal space.
Section 2 summarizes the progress made on learning translation matrices between word embeddings over the last five years. Section 3 discusses the proposed method in detail. Following that, Section 4 describes the experimental setup we used and reports the obtained results. Finally, Section 5 concludes the advantages and disadvantages of the proposed model, and also discusses some improvements for future work.
Related work
In 2013, Mikolov et al. [3] published a simple two-step procedure for creating universal embeddings. In the first step they built monolingual models of languages using huge corpora, and in the second step a small bilingual dictionary was used to learn linear projection between the languages. The optimization problem was the following:
where W denotes the transformation matrix, and {xi, zi}
are the continuous vector representations of word translation pairs, with xi being in the source language space and zi in the target language space.
Faruqui and Dyer [4] proposed a procedure to obtain multilingual word embeddings by concatenating the two word vectors coming from the two languages, applying canonical correlation analysis (CCA). Xing et al. [9] found that bilingual translation can be largely improved by normalizing the embeddings and by restricting the transformation matrices into orthogonal ones. Dinu et al. [1] showed that the neighbourhoods of the mapped vectors are strongly polluted by hubs, which are vectors that tend to be near a high proportion of items. They proposed a method that computes hubness scores for target space vectors and penalizes those vectors that are close to many words, i.e. hubs are down-ranked in the neighbouring lists. Lazaridou et al. [10] studied some theoretical and empirical properties of a general cross-space mapping function, and tested them on cross-linguistic (word translation) and cross-modal (image labelling) tasks. They also introduced the use of negative samples during the learning process. Amar et al. [11] proposed methods for estimating and evaluating embeddings of words in more than fifty languages in a single shared embedding space. Since IberSPEECH 2018 21-23 November 2018, Barcelona, Spain English usually offers the largest corpora and biligual dictionaries, they used the English embeddings to serve as the shared embedding space. Artetxe et al. [12] built a generic framework that generalizes previous works made on cross-linguistic embeddings and they concluded that the best systems were the ones with orthogonality constraint and a global pre-processing with length normalization and dimension-wise mean centering. Smith et al. [7] also proved that translation matrices should be orthogonal, for which they applied singular value decomposition (SVD) on the transformation matrices. Besides, they also introduced a novel "inverted softmax" method for identifying translation pairs. All these works listed above applied supervised learning. However, in 2017 Conneau et al. [8] introduced an unsupervised way for aligning monolingual word embedding spaces between two languages without using any parallel corpora. This unsupervised procedure holds the current state-ofthe-art results on Dinu's benchmark word translation task. For comparing the different results see Table 1 and Table 2 .
Proposed method
We propose a method that learns linear mappings between word translation pairs in the form of translation matrices that map pretrained word embeddings into a universal vector space. During training, the cosine similarity of word translation pairs is maximized, which is calculated in the universal space. The method is applicable for any number of languages. Since, independent of the number of languages applied during training, for each language always exactly one translation matrix is learned, by introducing new languages, the number of the learned parameters remains linear to the number of the applied languages.
Let L be a set of languages, and TP a set of translation pairs where each entry is a tuple of two in the form of (w1, w2) where w1 is a word in language L1 and w2 is a word in language L2, and both L1 and L2 are in L. Then, let's consider the following equation to optimize:
where T1 and T2 are translation matrices mapping L1 and L2 to the universal space. Since the equation is normalized with the number of translation pairs in the TP set, the optimal value of this function is 1. Off-the-shelf optimizers are programmed to find local minimum values, so during the training process the loss function is multiplied by −1. Word vectors are always normalized, so the cos sim reduces to a simple dot product. At test time, first, both source and target language words are mapped into the universal space, and from the most frequent 200k mapped target language words a look-up space is defined. Then, the system is evaluated with the Precision metric, more specifically with Precision @1, @5, and @10, where Precision @N denotes the percentage of how many times the real translation of a source word is found among the N closest word vectors in the look-up space. The distance assigned to the word vectors when searching in the look-up space is the cos sim.
Previous works, such as Mikolov et al. [7] or Conneau et al. [8] , suggested restricting the transformation matrix to an orthogonal one. From an arbitrary transformation matrix T an orthogonal T can be obtained by applying the SVD procedure. Our experiments showed that by applying SVD on the transformation matrices the learning is significantly faster. Best results were obtained when applying the SVD only once, at the beginning of the learning process.
Experiments 4.1. Experimental setup

Pre-trained word embeddings
For pre-trained word embeddings we took the fastText embeddings published by Conneau et al. [8] . These embeddings were trained by applying their novel method where words are represented as a bag of character n-grams [13] . This model outperformed Mikolov's [14] CBOW and skipgram baseline systems that did not take any sub-word information into account. Conneau's pre-trained word vectors trained on Wikipedia are available for 294 languages 1 . Some experiments were also run by using the same embedding that was used by Dinu et al. [1] in their experiments. These word vectors were trained with word2vec and then the 200k most common words in both the English and Italian corpora were extracted. The English word vectors were trained on the WackyPedia/ukWaC and BNC corpora, while the Italian word vectors were trained on the WackyPedia/itWaC corpus. This word embedding will be referred to as the WaCky embedding.
Gold dictionaries
First, we ran the experiments on Dinu's English-Italian benchmark data [1] . It is an English-Italian gold dictionary split into a train and a test set, which was built from Europarl en-it 2 [15] . For the test set they used 1,500 English words split into 5 frequency bins, 300 randomly chosen in each bin. The bins are defined in terms of rank in the frequency-sorted lexicon: Then, we built another golden dictionary similar to that of Dinu's, but this time the translation pairs were extracted from the PanLex [2] database. PanLex is a nonprofit organization that aims to build a multilingual lexical database from available dictionaries made by domain experts in all languages. To each translation pair a confidence value is assigned, which can be used for filtering the extracted data. These confidence values are in the range of [1, 9] , with 9 meaning high and 1 meaning low confidence. During the extraction process, translations with a confidence value below 7 and those for which no word vector was found in the fastText embedding were dropped. Then, training and test sets were constructed following Dinu's steps, except for that only those English words were taken for which only one Italian translation was present. Experiments showed that otherwise a serious noise was brought into the system, since in many cases one English word might have up to 10 different Italian translations.
Results
Parameter adjustment using Dinu's data
First, parameter adjustment was performed using Dinu's data, which gave 0.1 as the best learning rate and 64 as the best batch size, where batch size is equal to the number of translation pairs used in one iteration. With applying SVD only once at the beginning the obtained results of our best system are significantly worse than state-of-the-art results on this benchmark data, but they are comparable with or even better than some of the previous models discussed in Section 2. For comparison see Table 1 and Table 2 . Table 2 . Comparing Italian-English results on Dinu's data.
Experiments with the PanLex data
Using the PanLex database some experiments were made with different training set sizes. 3k training examples proved to be the best as Table 3 Table 3 . Experiments with different training set sizes
Comparison of systems trained on Dinu's and PanLex data
In the next step, some experiments were made to determine which data is more apt for learning linear mappings between embeddings. In order to compare all the experiments objectively subsets of the original test sets were created. These subsets do not contain any English word present either in the Dinu training set or in the PanLex training set. Table 4 . Word reduction of the new test sets the number of word pairs in the old and the new test sets. It should be noted that by this reduction principally the most common English words are affected, and therefore worse scores are expected compared to the previous train-on-Dinu-test-onDinu, or train-on-PanLex-test-on-PanLex top results. Scores on Dinu's test set are shown in Table 5 and on the PanLex data in Table 6 . The obtained results show that training on the PanLex data cannot beat the system trained on Dinu's data, which performs better both on Dinu's and on the PanLex test sets. Not even combining the two training sets succeeds in achieving significantly better results, although on the PanLex test set it does improve the scores in the Italian-English direction.
Continuing the training with PanLex data
Another experiment was conducted to continue the baseline system trained on Dinu's data with the PanLex data. In other words, it is the same as initializing the translation matrices of the PanLex training process with previously learned ones. The baseline system reaches its best performance between 2000 and 4000 epochs, depending on which precision value is regarded. Table 7 shows that on the English-Italian task there is no improvement at all, while on the Italian-English task with the best setting slightly better scores are achieved on precision @1 and @10 values.
Experiments using three languages
Finally, a multilingual experiment was carried out where the system was trained on three languages -English, Italian, and Spanish -at the same time. During training the system learns three different translation matrices, one for English-universal, one for Italian-universal, and one for Spanish-universal space mapping. For example, in order to learn the English-universal translation matrix, both the English-Italian and the EnglishSpanish dictionaries are used, according to Equation (2) . Batches are homogeneous, but two following batches are always different in terms of the language origins of the contained data. That is, first an English-Italian batch is fed to the system, then an English-Spanish batch, after that an Italian-Spanish batch, and so on. First, bilingual models were trained in order to compare them later with the multilingual system. The results of the bilingual models are summarized in Table 8 . Results are best on the Italian-Spanish task. Next, the system was trained using all the three languages at the same time. During the training process the model was evaluated on the bilingual test datasets of which the results are shown in Table 9 . The obtained results show that no advantage was achieved by extending the number of languages, since the multilingual model performs worse than any of the pairwise bilingual models.
Conclusions and future work
This paper proposes a novel method for finding linear mappings between word embeddings in different languages. As a proof of concept a framework was developed which enabled basic parameter adjustments and flexible configuration for initial experimentation. Table 7 . Continuing the baseline system with the PanLex data. Precision @1  @5  @10  @1  @5  @10 Table 9 . Bilingual results of the multilingual model trained using three different languages at the same time.
L1-L2 L2-L1
An interesting finding was that the system learned much faster when an initial SVD was applied on the translation matrices. Results obtained with these settings on Dinu's data showed that the proposed model did learn from the data. The obtained precision scores, though, were far from current stateof-the-art results on this benchmark data, they were comparable with results of previous attempts. The proposed model performed much better using the fastText embeddings [8] , than using Dinu's WaCky embeddings [1] .
Thereafter, an English-Italian dataset was extracted from the PanLex database, from which training and test datasets were constructed roughly following the same steps that Dinu et al. [1] took. The system was trained and tested on both Dinu's and PanLex test sets, and in both cases the matrices trained on Dinu's data were the ones reaching higher scores. On the PanLex data experiments with different training set sizes were executed, out of which the 3K training set gave the best results. Continuing the training of the matrices obtained by using Dinu's data with the PanLex dataset brought a slight improvement on the Italian-English scores, but English-Italian scores only got worse.
Finally, the system was trained on three different languages at the same time. The obtained pairwise precision values are proved to be worse than the results obtained when the system was trained in bilingual mode. However, these results are still promising considering that a completely new approach was implemented, and they showed that the system definitely learned from a data which is available for a wide range of languages.
The approach is quite promising but in order to reach stateof-the-art performance the system has to deal with some mathematical issues, for example dimension reduction in the universal space. Further experimentation in multilingual mode with an extended number of languages could also provide meaningful outputs. By involving expert linguistic knowledge various sets of languages could be constructed using either only very close languages, or, on the contrary, using very distant languages.
Thanks to the PanLex database, bilingual dictionaries can easily be extracted, which can, then, be directly used for multilingual experiments.
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