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Abstract
Visual saliency models have recently begun to incor-
porate deep learning to achieve predictive capacity much
greater than previous unsupervised methods. However,
most existing models predict saliency using local mecha-
nisms limited to the receptive field of the network. We pro-
pose a model that incorporates global scene semantic in-
formation in addition to local information gathered by a
convolutional neural network. Our model is formulated as
a mixture of experts. Each expert network is trained to pre-
dict saliency for a set of closely related images. The final
saliency map is computed as a weighted mixture of the ex-
pert networks’ output, with weights determined by a sep-
arate gating network. This gating network is guided by
global scene information to predict weights. The expert net-
works and the gating network are trained simultaneously in
an end-to-end manner. We show that our mixture formu-
lation leads to improvement in performance over an other-
wise identical non-mixture model that does not incorporate
global scene information.
1. Introduction
Visual attention enables the human visual system to effi-
ciently process the flood of visual information entering the
retina. This mechanism enables the visual system to focus
resources on the most relevant locations in the scene. The
tendency of a particular region in a scene to receive atten-
tional focus can be represented by the visual saliency of that
region.
The study of computational models of this mechanism
may increase our understanding of the underlying biologi-
cal mechanisms, but also can lead to applications in com-
puter vision. In these applications, saliency can be used for
the same purpose as in the human visual system: to focus
resources on the key parts of the scene for more efficient
processing of the visual world. This has found application
in object detection [38], scene recognition [2], and robotic
navigation [10], among others.
Visual attention is often said to be composed of top-down
and bottom-up components [8]. Existing deep neural net-
work based models of visual saliency can be said to encode
both factors: bottom-up information can be manifested in
the outputs from filters in early layers of a convolutional
neural network, and top-down information (such as the lo-
cation of faces) can manifest itself in later layers. However,
top-down information can go beyond recognition of famil-
iar objects to include prior experience [42], scene semantics
and context [5] and task information [39].
Task and prior experience are difficult to model, so we
focus our attention on scene context. Several studies show
the effect of scene context on saliency in the form of con-
textual cueing [5, 7, 25]. In these experiments, the time to
visually locate a target is reduced when the target appears in
a previously seen arrangement of distractors [7], in consis-
tent global colors [25], or more generally in natural images
[5]. Contextual cueing tells us that humans adapt and learn
contextual information to find more optimal visual search
strategies. Similarly, we propose a computational model of
attention that can adapt to different contextual information.
We introduce a saliency model that learns a measure of
global scene contextual information. In our model, global
scene information corresponds to different categories of im-
age stimuli (e.g., natural images, fractal patterns, etc.). We
posit that these categories are varied enough to induce dif-
ferent saliency mechanisms. Therefore we learn a differ-
ent prediction for each category. These predicted saliency
maps are generated using an efficient tree structure to share
common bottom-up features, and diverge in later layers to
compute semantic higher-level features. A context guided
gating network decides, given an unknown image, weights
to give to each prediction. The context gating network and
the category-specific saliency predictions are implemented
as convolutional neural networks that can be jointly trained.
We build our model on a recent deep-learning based model
[9], and show that the additional global scene information
leads to greatly increased performance.
Related Work Early models of visual saliency use bio-
logical analogs or concepts from information theory. We
can think of these methods as “unsupervised” because they
do not use any training data. One of the first computational
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models of visual attention was the Itti model [16]. This
model is based on biological principles of center-surround
and feature integration theory. The Itti model was extended
by using random walks on a graph structure in the GBVS
model [12]. Another class of models use information theo-
retic approaches to quantify salient regions of the image [6].
Saliency can also be related to the frequency response of an
image [14]. Finally, the best performing of the unsupervised
models is based on boolean map theory [41]. A survey of
many of these unsupervised methods can be found in [3].
Supervised models provide an alternative to the biolog-
ical or information theoretic models. Kienzle et al. pro-
pose a model that uses a SVM to learn which image patches
contribute to saliency [21]. The Judd model [20] learns a
linear combination of many hand-chosen low-level features
(center surround, filter responses, etc.) and a few high-level
features (face detectors, etc.) to predict saliency. Borji et
al. [1] extend this further by using a boosting based model
with additional features.
The limitation of the aforementioned machine learning
approaches is that they are largely dependent on the fea-
tures used for learning. This can be termed shallow learn-
ing because the features are pre-defined. By contrast, deep
learning approaches are able to learn rich hierarchies of
features from the original pixel data. This type of learn-
ing has been made possible by larger scale eye-tracking
datasets [19, 4]. Pan et al. [29] train separate deep and shal-
low architectures from scratch to predict saliency and show
that the deep architecture achieves better performance com-
pared to the shallow architecture. It has also been shown
that using deep networks pre-trained on image classifica-
tion tasks can prove useful for saliency detection. The
most commonly used pre-trained networks are the VGG
networks [32]. DeepGaze [23, 24] show that the deep fea-
tures from VGG networks can be used without modification
to predict saliency. Other works fine-tune the parameters of
the VGG network. The Salicon model [15] incorporates
a multi-scale approach in addition to fine-tuning. Deep-
fix [22] improves performance by adding inception mod-
ules [33], using dilated convolutions, and explicitly model-
ing the center bias. Vig et al. [18] also fine-tune a VGG-like
model but compare the performance when using different
cost functions in the training. ML-Net [9] draws informa-
tion from the last 3 convolutional layers of the VGG net-
work, instead of only the last layer as in the other networks.
It could be argued that the existing deep network ap-
proaches are capable of modeling scene context and top
down information. Top-down concepts such as faces are
easily detected and labeled as salient by existing models.
Additionally, some degree of local scene context can be
modeled. However, the deep networks are limited by the
receptive field of an output pixel in relation to input pix-
els. This receptive field often does not cover the entire in-
put, so the global characteristics of the scene are not mod-
eled. To achieve such large receptive fields, a network could
have convolutions with very large input strides, but this may
make modeling local saliency more difficult. We propose an
alternative solution to incorporating global context by using
a set of expert networks and a gating network to weight the
experts.
The most closely related work to ours is the iSEEL [35]
model, which was made available shortly before the sub-
mission of this manuscript. For a given image, the model
finds similar images in a scene-bank using “gist” features
and “classeme” features from the last layer of the VGG16
network. For each similar image, a separate trained Ex-
treme Learning Machine (ELM) predicts saliency based on
VGG16 convolutional features. The final saliency map is
computed by summing the outputs of the ELMs. Our model
achieves better performance because each of the experts in
our model is trained on a collection of images instead of a
single image as in the iSEEL model. This allows the ex-
perts to generalize better to scene characteristics that are
common across many images. Furthermore our gating net-
work is trained along with expert networks in an end-to-end
fashion, compared with the fixed features and euclidean dis-
tance used in iSEEL to retrieve similar images. In Section
3, we show that our model achieves better performance on
the CAT2000 dataset.
Many of the aforementioned works incorporate informa-
tion from bottom-up local sources. In addition to bottom-
up information, several models have shown that a no-
tion of global scene “gist” can be used to help predict
saliency [36, 30]. In Torralba et al. [36], global gist fea-
tures are used to modulate low level features to compute a
task-based attention map that searches for a target object.
For example in a city scene, attention can be modulated to
look for pedestrians. Peters and Itti [30] use gist features
to learn task based attention for the task of playing video
games.
Our work is related to the gist-based models that incor-
porate scene context, however we make several improve-
ments that lead to much greater performance. First, instead
of using fixed gist features, we learn global scene informa-
tion from labeled training data. The labels provide hard
classes, but we are able to learn a soft weighting function.
This weighting function encodes information similar to the
“dark-knowledge” in supervised neural networks [13]. Sec-
ondly, we utilize recent advances in deep learning to learn
a local saliency predictor. We combine the global scene in-
formation with the more local saliency information using
a mixture of experts formulation [17]. Our model achieves
better performance compared with a similar model that does
not utilize the global scene information, and outperforms
several other deep-learning based models.
Figure 1: Mixture model for predicting visual saliency. The image is first passed through the convolutional layers of the
VGG16 network. Then the responses from the last 3 stages are concatenated. The output of this concatenation is fed to 20
category specific expert networks. A gating network determines weights for the outputs of each of the 20 experts, and the
final saliency map is a weighted sum of the expert saliency maps. The parameters for the layers can be found in Table 1.
2. Proposed Approach
The human visual system is faced with processing many
varied types of inputs that are not limited to natural images.
From experience, the visual system can learn optimal strate-
gies for images with similar contextual characteristics. Sim-
ilarly, it is difficult for a single computational model to cor-
rectly predict saliency with varied input types. In machine
learning, this is known as the interference problem, where
a single model can be conflicted by vastly different inputs.
We propose that saliency can be modeled as a mixture of
experts [17], where the experts are specialists at predicting
some subset of possible images. In a typical mixture of ex-
perts model, a separate network termed a gating network is
used to weight the experts for an unknown input.
The mixture of experts works best when there is a large
amount of data available, so that the experts can adapt to
the data. Unfortunately, for visual saliency there are only
few large-scale eye tracking datasets. Consequently, a sin-
gle expert will likely over-fit the subset of the data. Instead
of using a “hard” mixture of experts model where the entire
weight is given to a single expert, we use a soft mixture.
In this case, each of the experts is given some weight, with
larger weights given to classes that the sample is more likely
to be associated with. Over-fitting is reduced because each
expert sees related images in addition to the subset of im-
ages.
We can express our saliency computation at location xi
as the probability of a binary variable si, where si = 1
denotes a salient location xi, and a value of 0 denotes a
non-salient location. si is conditioned on the value of the
image pixels I and the location xi. We express the mixture
model as:
p(si|I, xi) =
∑
k
p(si|I, xi, Ck)p(Ck|I, xi) (1)
where p(si|I, xi) is the probability of saliency given loca-
tion xi and the image I, and p(Ck|I, xi) is the conditional
probability of the image belonging to class Ck given loca-
tion xi. Using Bayes’ rule we obtain:
p(si|I, xi) =
∑
k
p(I|si, xi, Ck)
p(I|xi, Ck) p(si|xi, Ck)p(Ck|I, xi)
(2)
We assume that the pixel values I and the location xi
are independent. Similarly, we assume that the class Ck is
independent of the locations xi. With these assumptions,
we get:
p(si|I, xi) =
∑
k
p(I|si, Ck)
p(I|Ck) p(si|xi, Ck)p(Ck|I) (3)
Using Bayes’ rule again we can further simplify the expres-
sion:
p(si|I, xi) =
∑
k
p(si|I, Ck)p(I|Ck)
p(si|Ck)p(I|Ck) p(s|xi, Ck)p(Ck|I)
=
∑
k
p(si|I, Ck)
p(si|Ck) p(si|xi, Ck)p(Ck|I) (4)
This simplifies to:
p(si|I, xi) = 1
p(si)
∑
k
p(si|I, Ck)p(si|xi, Ck)p(Ck|I)
(5)
We ignore the term p(si) which describes the prior proba-
bility of saliency si. This leads us to the final formulation
for our model:
p(si|I, xi) ∝
∑
k
p(si|I, Ck)p(si|xi, Ck)p(Ck|I) (6)
From Eq. 6 we see that the probability decomposes into
three terms. p(si|I, Ck) is the expert prediction of a saliency
map given the category of the image. p(si|xi, Ck) is a mod-
ulation term that depends on the spatial location in the im-
age and the category. This term is used to model the center
bias tendency of eye tracking data. Finally, p(Ck|I) models
the probability that the image belongs to a particular class.
Expert networks First we discuss the computation of
p(si|I, Ck), the probability of saliency given an image and
its class. To compute this probability, we adopt the deep
neural network structure from the ML-Net model [9]. The
first stage of this network consists of the convolutional sec-
tion from the VGG16 model for image classification [32].
The outputs of the last three stages are concatenated to-
gether and followed by two additional convolutional layers.
The output of the final layer is the saliency map.
The canonical mixture of experts approach would have a
separate network for each class k [17]. However, because
the base VGG16 model already uses a significant amount
of memory and computational resources, constructing a full
mixture of experts model is not practical. Instead, we note
that the early layers of deep neural networks often encode
similar features [27]. Similarly in saliency, bottom-up com-
ponents such as center-surround differences do not vary
with scene context. These bottom-up components can be
represented in the early layers of the network. In later lay-
ers, higher order concepts influence saliency. These higher
order concepts can vary with global context. Therefore, we
share early layers across experts and allow the later layers
to adapt to the characteristics of the expert’s domain. The
VGG16 convolutional layers are shared, and the additional
two convolutional layers are separate for each expert. This
structure can be seen as a form of a TreeNet [26]. However,
instead of merely averaging the “branches” of the network,
we use the mixture of experts formulation to give a different
weight to the branches depending on the input.
Gating network Most existing saliency datasets only
consider images which are roughly similar (e.g., natural im-
ages). However, the CAT2000 dataset has 20 diverse cat-
egories of images. While some of these categories have
visual similarities (e.g., outdoor natural and outdoor man-
made), other categories are quite distinct in appearance
(e.g., satellite and cartoon). We assume that, in general,
the categories are distinct enough to give rise to different
saliency mechanisms. Figure 2 shows examples from the
20 classes. In our model Ck corresponds to a particular k
category in the dataset.
During training the class of each image is known, but
during testing we assume that it is unknown. Therefore a
separate task of the network is to predict p(Ck|I, ). This can
be seen as a traditional classification problem, which neural
networks excel at. We experimented using shared layers to
compute both the saliency and the class, however we found
that we achieve better performance with a separate set of
layers to predict class. This separate network does not need
to be so large because the classification problem is not very
difficult and perfect classification performance is not nec-
essary. Even in the case where classification is incorrect, if
the network places emphasis on a similar class, the saliency
prediction will still have good performance.
The gating network consists of 4 convolutional layers
with max-pooling and 2 fully connected layers. The in-
put to the gating network is down-sampled by 4. This is
because the input image is of high resolution for saliency
prediction, but such a high resolution is not necessary for
category prediction. The parameters of the network can be
found in Table 1.
The output classification layer is typically normalized
using the softmax function to obtain a probability predic-
tion. Our goal is to use the softmax output to act as weights
to choose which experts to use to compute saliency. Soft-
max outputs will favor a single expert, instead of a smooth
mixture. To overcome this, we use a softmax function with
a temperature parameter:
pτ (Ck|I) = exp(φk(I)/τ)∑K
i=1 exp(φi(I)/τ)
(7)
where τ is the temperature parameter and φk is the output
of the kth neuron in the last fully connected layer of the gat-
ing network. For higher temperatures, the distribution over
classes will be more uniform, whereas for lower tempera-
tures, the distribution will be sharper. In the extreme case
where τ → ∞, the probability is equal for every class. For
very high temperatures, the model simplifies to an ensem-
ble of neural networks. For low temperatures, the model
will choose a single path depending on the predicted class.
In between these extremes, the model generates a weighted
mixture.
pτ (Ck|I) gives a low dimensional representation of
global scene characteristics. Previously it has been shown
that outputs of the softmax at higher temperatures encode
useful information [13]. Thus the outputs of the softmax are
useful, even for an image that does not precisely fit into any
of the predefined classes. While existing gist features [28]
encode global scene information, our model is more power-
ful because the scene representation is learned from training
Action Art Cartoon Indoor
Jumbled LowResolution Object OutdoorNatural
Random Sketch Affective BlackWhite
Fractal Inverted LineDrawing Noisy
OutdoorManMade Pattern Satelite Social
Figure 2: Categories of the CAT2000 dataset.
data simultaneously with the saliency prediction.
Center bias The p(si|xi, Ck) term represents location
bias in the eye tracking data. In most eye tracking ex-
periments, the center bias effect causes fixations to appear
closer to the center than the edges of the image [34]. This
effect is partially due to the photographer’s bias that places
objects in the center of images, and partially due to the
framing effect experienced when viewing images on a com-
puter monitor. We allow our network to learn the center bias
as in previous works [9, 23], but also allow the center bias
to vary between categories. It could be that some categories
are more likely to be influenced by center bias. For exam-
ple, the “object” category of the CAT2000 dataset is nearly
always an object well placed in the center of the image.
To implement the location bias, we use the same formu-
lation as [9]. The bias is modeled as a low resolution map of
size wcb × hcb. The map is upscaled and multiplied by the
predicted saliency map to produce the center biased output.
The elements of the map are all trainable parameters. The
map is low resolution to limit overfitting. The initial values
of the map are all set to 1. In this initial condition, there is
no location bias.
2.1. Training
Loss Function For training the network we utilize a loss
function that considers both the accuracy of the resulting
saliency map and the accuracy of the class prediction:
`(Θ; I,x,y, t) = λs`s(Θ; I,x,y) + λc`c(Θ; I, t) (8)
where Θ represents the learnable parameters of the network.
λs and λc are weights on the saliency loss (`s) and the clas-
sification loss (`c), respectively. t is the target category
of the images used for training, and y is the ground-truth
saliency map.
For the saliency loss (`s) we use a similar cost function
as [9]:
`s(Θ; I,x,y) =
1
N
N∑
i=1
∥∥∥∥ p(si|I, xi)maxi p(si|I, xi) − yi
∥∥∥∥2 /(α−yi)
+
1
K
1
N
K∑
k=1
N∑
i=1
λcb‖1− p(si|xi, Ck)‖2 (9)
The first term normalizes the predicted saliency map and
computes the squared error between the ground-truth (yi)
and the corresponding predicted saliency (p(si|I, xi)). Pro-
vided that α > maxy, the normalization by 1/(α − yi)
gives a larger weight to larger values in the ground-truth,
and a smaller weight to smaller values. The second term is
a regularization factor that encourages the network to learn
saliency instead of only learning the center bias. K is the
number of categories, and N is the number of pixels.
For the class loss (`c) we use the standard categorical
cross entropy:
`c(Θ; I, t) = −
∑
k
tk log(pτ=1(Ck|I)) (10)
where tk is a binary variable that indicates if k is the target
class. For the class loss function we assume the softmax
temperature τ is set to 1.
Training Procedure We begin with the weights from the
pre-trained ML-net model [9]. This model was trained us-
Layer Hyper parameters
V
G
G
16
Input 480 × 640 pixels
Conv1-1 64 (3 × 3) filters
Conv1-2 64 (3 × 3) filters
Pool1 2 × 2 max pooling
Conv2-1 128 (3 × 3) filters
Conv2-2 128 (3 × 3) filters
Pool2 2 × 2 max pooling
Conv3-1 256 (3 × 3) filters
Conv3-2 256 (3 × 3) filters
Conv3-3 256 (3 × 3) filters
Pool3 2 × 2 max pooling
Conv4-1 512 (3 × 3) filters
Conv4-2 512 (3 × 3) filters
Conv4-3 512 (3 × 3) filters
Pool4 2 × 2 max pooling (stride 1)
Conv5-1 512 (3 × 3) filters
Conv5-2 512 (3 × 3) filters
Conv5-3 512 (3 × 3) filters
E
xp
er
ts Conv-E-1 64 (3× 3) filters
Conv-E-2 16 (1× 1) filters
Center bias 8× 6 parameters
G
at
in
g
N
et
w
or
k
Input 120× 160 pixels
Conv-G-1 32 (3 × 3) filters
Pool-G-1 2 × 2 max pooling
Conv-G-2 64 (3 × 3) filters
Pool-G-2 2 × 2 max pooling
Conv-G-3 128 (3 × 3) filters
Pool-G-3 2 × 2 max pooling
Conv-G-4 128 (3 × 3) filters
Pool-G-4 2 × 2 max pooling
Full1 128 units
Full2 20 units
Table 1: Parameters of DNN.
ing the mouse-tracking data from the Salicon dataset [19].
The mouse-tracking data was shown to be highly correlated
with eye tracking data. We use these weights to initialize the
convolutional layers of the VGG network. The weights of
the last two layers for the expert networks, and the weights
for the gating network are initialized using Glorot initializa-
tion [11]. The center bias is initialized to be uniform.
We use the Adadelta algorithm for optimizing the pa-
rameters of the neural network [40]. We found that using
the Adadelta algorithm achieves a higher accuracy than us-
ing stochastic gradient descent (as in [9]). Training for the
classification loss and the saliency loss is done simultane-
ously using the loss function in Eq 8. We stop the training
if the validation loss does not decrease after 10 epochs. We
use a batch size of 8 images.
During training we perform data augmentation by hor-
izontally flipping a random 50% of the samples in each
batch. We conjecture that horizontal flipping does not sig-
nificantly change the saliency (assuming ground-truth maps
are also flipped), because much of the visual world is sym-
metric horizontally. We do not perform vertical flipping, as
most of the stimuli are not symmetric vertically (e.g. grass
and sky). Furthermore, there is an additional category in the
CAT2000 dataset of vertically flipped images, so we do not
wish to confuse the gating network on these samples.
3. Performance Evaluation
Datasets We primarily use the CAT2000 dataset [4] be-
cause it comprises a sufficient number of images for deep
learning (2000 in total), and it sorts the images into 20 dif-
ferent categories. Figure 2 shows examples of the categories
in the dataset. We use 5 fold cross-validation to train and
test our model. We also submitted our model to the MIT
CAT2000 saliency benchmark. This is a set of 2000 test
images with the ground-truth held out, so that a model can-
not over-fit the data.
We also test our model on the Salicon dataset [19]. This
is the largest available saliency dataset with 10,000 training
images, 5,000 validation images, and 5,000 held out test
images. Similar to the MIT benchmark, the test images do
not have available ground-truth, but can be evaluated on a
server. For this dataset, there is no ground-truth category
information. We use the gating network trained using the
CAT2000 dataset and set the learning rates of these layers
to zero in training.
Implementation Details We set λc = 1 and λs = 10.
This is because the saliency loss is typically smaller than the
classification loss, so these weights balance the two terms.
λcb is set to be 1 and α is set to 1.1 as in the original ML-Net
model. τ is set to 10 to allow for smooth weights from the
gating network. The code and the model will be released
after publication to ensure reproducibility.
Existing Models We have deliberately made our model
similar to ML-Net [9] so that the advantage of our mixture
based approach is clear. Our framework is general and can
be applied to any base saliency model, however we chose to
use ML-Net because of the public availability of the model
and the code.
We compare with 3 deep neural network based models
and one unsupervised model. We fine-tune ML-Net [9] on
the same training and testing splits. We also compare with
the Salicon model [15]. This model is not publicly avail-
able, so we cannot fine-tune the results to the CAT2000
dataset. We are able to run the model on the CAT2000 im-
ages through the authors’ website. Similarly, we run the
pre-trained deep network from [29] without fine-tuning to
the CAT2000 dataset. Finally, we compare with the BMS
model [41], as it is the best performing of the models that
do not utilize training data.
Evaluation Metrics Given the limitations of a single
evaluation metric, it is best to evaluate using several met-
rics. We use the AUC-Borji, NSS, CC, and KLD metrics
to perform our evaluation. We do not consider “shuffled”
metrics such as SAUC, that attempt to correct for the center
Stimuli BMS [41] Pan et al. [29] Salicon [15] ML-Net [9] Ours Ground Truth
Figure 3: Qualitative performance comparison.
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Figure 4: Classification confusion matrix.
bias. Location bias is an important component of human
visual attention, and so should be included in any model.
Table 2 shows the results of the 5-fold cross validation
tests on the CAT2000 dataset. We achieve the best perfor-
mance of the tested models. Table 3 shows the performance
on the held out test images. Our model achieves the second
best performance behind the DeepFix model [22]. Com-
pared with DeepFix our network is shallower with less pa-
rameters. The DeepFix model is not publicly available to
test on the cross-validation data. Figure 3 shows example
saliency maps generated by the tested models.
Table 4 shows the results on the Salicon test set. Under
this dataset our model does not have a performance advan-
CC SAUC AUC Judd
Our Model 0.730 0.771 0.861
ML-Net [9] 0.7430 0.7680 0.8660
Deep Convnet [29] 0.6220 0.7240 0.8580
Shallow Convnet [29] 0.5957 0.6698 0.8364
Rare 2012 Improved [31] 0.5108 0.6644 0.8148
Baseline: BMS [41] 0.4268 0.6935 0.7899
Baseline: GBVS [12] 0.4212 0.6303 0.7899
Baseline: Itti [16] 0.2046 0.6101 0.6669
Table 4: Salicon test set results.
tage over ML-Net. This is largely because the dataset does
not have diverse categories like the CAT-2000 dataset. Nev-
ertheless, the performance of our model is roughly equiva-
lent to the ML-net model.
Comparison with averaging ensemble Given that the
mixture model can be seen as an ensemble, it is important
to compare the performance with a vanilla ensemble. We
generate an ensemble of 5 networks where each network is
trained on a random 80% of the training split. The saliency
maps from each ensemble member are averaged to produce
the final saliency map. Our model still achieves superior
performance compared with the ensemble (Table 5). Addi-
tionally, our model is significantly faster and requires less
storage space due to the weight sharing.
AUC NSS CC KLD
Ours [9] [29] [41] [15] Ours [9] [29] [41] [15] Ours [9] [29] [41] [15] Ours [9] [29] [41] [15]
All 0.82 0.79 0.72 0.77 0.76 1.94 1.60 0.97 1.17 1.64 0.74 0.60 0.39 0.44 0.60 0.74 0.91 2.31 1.04 1.02
Action 0.81 0.79 0.82 0.81 0.75 2.28 1.98 1.61 1.41 2.14 0.79 0.69 0.59 0.51 0.71 0.67 0.83 0.97 0.92 1.45
Affective 0.82 0.80 0.81 0.81 0.78 2.42 2.19 1.65 1.46 2.27 0.80 0.72 0.56 0.51 0.73 0.65 0.80 1.28 0.95 1.17
Art 0.81 0.77 0.79 0.77 0.76 1.80 1.46 1.30 1.16 1.53 0.72 0.57 0.52 0.46 0.59 0.71 0.91 0.89 0.95 1.05
BlackWhite 0.83 0.80 0.54 0.78 0.78 2.26 1.86 0.14 1.23 2.00 0.75 0.62 0.05 0.42 0.65 0.78 0.94 4.90 1.08 0.98
Cartoon 0.80 0.77 0.77 0.74 0.74 1.65 1.38 1.13 1.00 1.38 0.70 0.58 0.50 0.44 0.57 0.74 0.86 1.04 0.99 1.11
Fractal 0.82 0.77 0.78 0.78 0.78 1.93 1.47 1.19 1.25 1.50 0.73 0.54 0.46 0.47 0.56 0.66 0.88 0.95 0.90 0.85
Indoor 0.79 0.78 0.77 0.76 0.75 1.70 1.42 1.11 1.00 1.40 0.75 0.61 0.50 0.44 0.59 0.61 0.77 0.94 0.84 0.85
Inverted 0.80 0.78 0.78 0.76 0.75 1.72 1.41 1.11 1.04 1.41 0.73 0.58 0.48 0.44 0.57 0.68 0.79 0.94 0.88 0.98
Jumbled 0.78 0.76 0.76 0.75 0.72 1.48 1.24 1.00 0.92 1.17 0.72 0.60 0.50 0.46 0.56 0.66 0.76 0.73 0.75 0.73
LineDrawing 0.82 0.79 0.40 0.76 0.74 1.79 1.40 -0.39 1.06 1.26 0.73 0.57 -0.17 0.43 0.50 0.67 0.85 4.69 1.15 1.11
LowResolution 0.86 0.78 0.79 0.75 0.81 2.05 1.39 1.21 1.01 1.46 0.69 0.48 0.41 0.34 0.49 0.96 1.34 1.23 1.33 0.93
Noisy 0.83 0.78 0.79 0.75 0.79 1.83 1.43 1.21 0.96 1.64 0.71 0.55 0.47 0.37 0.61 0.91 1.03 1.05 1.09 0.82
Object 0.84 0.81 0.83 0.82 0.78 2.20 1.87 1.63 1.48 1.97 0.77 0.64 0.59 0.53 0.66 0.78 0.97 1.03 1.07 1.30
OutdoorManMade 0.80 0.78 0.78 0.74 0.75 1.74 1.40 1.11 0.95 1.51 0.73 0.58 0.48 0.41 0.61 0.72 0.85 0.90 0.95 1.00
OutdoorNatural 0.81 0.77 0.76 0.73 0.76 1.77 1.35 1.02 0.95 1.51 0.71 0.54 0.42 0.38 0.59 0.79 0.93 1.06 1.01 0.93
Pattern 0.83 0.79 0.63 0.76 0.78 1.96 1.55 0.51 1.30 1.37 0.70 0.54 0.19 0.43 0.48 0.81 1.09 3.78 1.49 0.99
Random 0.83 0.81 0.81 0.79 0.75 2.06 1.86 1.45 1.45 1.72 0.75 0.67 0.54 0.52 0.60 0.95 1.02 0.98 1.01 1.06
Satelite 0.77 0.72 0.76 0.66 0.74 1.46 0.97 1.03 0.64 1.14 0.67 0.44 0.48 0.27 0.51 0.77 0.92 0.91 1.04 0.79
Sketch 0.88 0.86 0.27 0.87 0.81 2.64 2.39 -0.97 2.11 2.52 0.80 0.71 -0.32 0.63 0.74 0.75 0.90 17.13 1.50 1.31
Social 0.80 0.79 0.80 0.76 0.77 2.04 1.89 1.31 0.97 1.91 0.79 0.73 0.54 0.41 0.72 0.58 0.70 0.91 0.96 1.01
Table 2: CAT2000 cross validation set results.
Model AUC-Judd SIM EMD AUC-Borji sAUC CC NSS KL
Baseline: infinite humans 0.90 1 0 0.84 0.62 1 2.85 0
DeepFix [22] 0.87 0.74 1.15 0.81 0.58 0.87 2.28 0.37
Our Model 0.86 0.66 1.63 0.82 0.58 0.76 1.92 0.62
iSEEL[35] 0.84 0.62 1.78 0.81 0.59 0.66 1.67 0.92
Ensembles of Deep Networks (eDN) [37] 0.85 0.52 2.64 0.84 0.55 0.54 1.30 0.97
Boolean Map based Saliency (BMS) [41] 0.85 0.61 1.95 0.84 0.59 0.67 1.67 0.83
Judd Model[20] 0.84 0.46 3.60 0.84 0.56 0.54 1.30 0.94
Table 3: CAT2000 test set results.
Classification performance Figure 4 shows the confu-
sion matrix of the classification output of the gating net-
work. Some classes of images are very distinct and easy
to classify (e.g., satellite images and line drawings), while
other categories lack distinctive characteristics for good
classification performance (e.g., action images and art im-
ages). For the easily classified images our model will favor
a single expert. This is appropriate because these images are
very distinct. For less easily classified images, our model
will favor a smoother mixture of related experts.
4. Conclusions
We propose a novel mixture of experts based model to
predict image saliency. Our model uses global scene in-
formation in addition to local information from a convo-
lutional neural network. The global scene information is
Method AUC NSS CC KLD
Averaging Ensemble 0.74 1.47 0.54 0.93
Our Model 0.82 1.91 0.74 0.78
Table 5: Ensemble results on CAT2000 cross validation
set. Results are shown only for the first split of the data.
trained in a supervised fashion from the diverse categories
of the CAT2000 eye-tracking dataset. The model is used to
create a final saliency map as a mixture of saliency maps
predicted by networks that are experts for a particular class.
Our model improves results compared with a similar model
that does not use global scene context, and achieves better
performance than several other deep-learning based models.
Our model represents an important step forward because
it can adapt to vastly different types of inputs. This is im-
portant because a saliency model should not be limited to
similar images. Saliency may be needed in diverse applica-
tion domains such as driving assistance systems or to pre-
dict web behavior. One could build separate models for
separate applications, but it is more useful to have a uni-
fied model. In this paper our model is limited to the stimuli
types in the CAT2000 database, but our mixture of experts
formulation is capable of modeling more varied stimuli.
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