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Satellite controlAbstract Electromagnetic formation ﬂight (EMFF) leverages electromagnetic force to control the
relative position of satellites. EMFF offers a promising alternative to traditional propellant-based
spacecraft ﬂight formation. This novel strategy is very attractive since it does not consume fuel. Due
to the highly coupled nonlinearity of electromagnetic force, it is difﬁcult to individually design a
controller for one satellite without considering others, which poses challenges to communications.
This paper is devoted to decoupling control of EMFF, including regulations, constraints and con-
troller design. A learning-based adaptive sliding mode decoupling controller is analyzed to illustrate
the problem of existing results, and input rate saturation is introduced to guarantee the validity of
frequency division technique. Through transformation, the imposed input rate saturation is con-
verted to state and input constraints. A linear matrix inequalities (LMI)-based robust optimal con-
trol method can then be used and improved to solve the transformed problem. Simulation results
are presented to demonstrate the effectiveness of the proposed decoupling control.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Electromagnetic formation ﬂight (EMFF) is implemented on a
group of spacecrafts equipped with three orthogonal electro-
magnetic coils to control relative separation. These coils are
powered by solar energy, and the mission lifetime is theoreti-
cally unlimited by obviating the expenditure ofreconﬁguration. The absence of thruster plumes also elimi-
nates a series of malignant effects caused by the thruster.
Most pioneering research works on EMFF were conducted
by the MIT Space Systems Lab and the University of Tokyo1–
6. These studies focused on the beneﬁts, challenges, dynamics,
magnetic dipole determination and hardware technology
associated with experimental results.
Due to electromagnetic force, the translational dynamics of
EMFF is highly coupled. It is difﬁcult to design a controller
for one satellite without considering the state and input of
others. This requires a centralized coordination mechanism.
However, a centralized approach implies an inherent difﬁculty
in gathering and broadcasting information. In addition,
EMFF dynamics will become more complex as the number
of satellites increase. This poses challenges to controller design
and magnetic dipole determination. Therefore, this paper aims
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tant problem.
Several studies have investigated decoupling control of
EMFF. In Ref.7, the authors considered controlling a series
of small structures through three large, orthogonal coils by
the alternating magnetic ﬁeld. They proposed the design of a
telescope with free mirrors as an example. In Ref.8, the author
systematically investigated different decoupling technologies
for EMFF, including a token-based method, time division
method and frequency division method. In the token-based
method, only a subset of vehicles can be actuated at a time,
while candidates are chosen based on index and constraints.
Therefore, this is a constrained optimization problem. In the
time division method, all vehicles will be active at least once
in one control period. This is similar to the time slice
Round-Robin in operating systems. The frequency division
method refers to modulating the control input with periodical
carriers. Both token-based and time division methods are
scheduling problems, while frequency division is closer to the
ideal decoupling method since all vehicles are active at the
same time. The proposed method in Ref.7 is a unique kind
of frequency division method.
However, this problem is still not completely solved. In
Ref.8, the author pointed that a ‘‘small’’ control period condi-
tion is essential. Hence, the corresponding assumption was
introduced to guarantee the effectiveness of the frequency divi-
sion method. In this paper, we show that the relevant assump-
tion is not accurate and that the designed controller may not
be appropriate without consideration of a special constraint.
We analyze a learning-based adaptive sliding mode decoupling
controller to illustrate the problem of existing results, and con-
clude that input rate saturation is essential to ensure the valid-
ity of frequency division technique. Through transformation,
the imposed input rate saturation is converted to state and
input constraints. A linear matrix inequalities (LMI)-based
optimal control method can then be introduced and improved
to solve the transformed problem. Finally, simulation results
of reconﬁguration of three satellites EMFF in a circular orbit
around Earth are presented to demonstrate the effectiveness of
the proposed decoupling control.
The translational and attitude dynamics of EMFF is highly
coupled though electromagnetic torque.Usually, this associated
torque is regarded as disturbance to the attitude subsystem, and
controllers for translational and attitude motions are designed
separately. This research focuses on trajectory control. A perfect
attitude control is assumed for the decoupling method.
The remainder of this article is organized as follows:
Section 2 presents alternating electromagnetic force, decou-
pling regulations, the relative translational dynamics of
EMFF and the problem of existing results. Section 3 intro-
duces transformation and proposes an improved LMI-based
multi-objective optimal control of the transformed plant with
state and input constraints. Section 4 exhibits numerical sim-
ulation results.
2. Problem statement
2.1. Alternating electromagnetic force
Schweighart derived the exact electromagnetic force of current
loops by means of basic electromagnetism knowledge.9 Due tothe difﬁculty of use and computation, he gave a simpler far-
ﬁeld approximation model by ﬁrst order expansion of the
Taylor series, assuming three orthogonal current loops to be
free dipoles. This far-ﬁeld electromagnetic force model can
be written as
F12 ¼  3l0
4p
l1  l2
r5
r l1  r
r5
l2 
l1  r
r5
l2 þ
ðl1  rÞðl2  rÞ
r7
r
 
ð1Þ
where l0 ¼ 4p 107 T m=A is the permeability constant,
l1 the dipole vector of the body exerting force, l2 the dipole
vector of the actuated body, r the position vector connecting
the center of two dipoles, r ¼ krk, and k  k denotes 2-norm.
When the direction of the dipole representing the leader
satellite is aligned with the connection between leader and
follower satellites, the far-ﬁeld model Eq. (1) can be simpli-
ﬁed as
F12 ¼ 3l0kl1k
4pr4
ðl2  3ðl2  nÞnÞ ð2Þ
where n is a unit vector having the same direction with r.
If the alternating current is applied, the magnetic dipole
becomes
li ¼ lAMi cosðxitþ uiÞ ði ¼ 1; 2Þ ð3Þ
where lAMi denotes the magnitude of the magnetic dipole, xi
the frequency, and ui the phase. The sinusoidal function in
Eq. (3) can be regarded as a carrier, and the magnitude lAM
is modulated by it.
Thus, the far-ﬁeld electromagnetic force model can be
expressed as
F12 ¼ FAM12 cosðx1tþ u1Þ cosðx2tþ u2Þ
¼ FAM12 cos½ðx1  x2Þtþ ðu1  u2Þ
2
þ FAM12
 cos½ðx1 þ x2Þtþ ðu1 þ u2Þ
2
where
FAM12 ¼ 3l0klAM1k
4pr4
ðlAM2  3ðlAM2  nÞnÞ
If u1 ¼ u2 and x1 ¼ x2, we have
F12 ¼ FAM12 1þ cosð2x1tþ 2u1Þ
2
Since the integral of sinusoidal function over one period is
zero, the coupled electromagnetic force between satellites may
be selectively eliminated by allocating currents with different
frequencies. This is the core idea in the frequency division
method.
2.2. Decoupling regulations
Notice that the electromagnetic force is the inter-satellite force.
The relative position can be controlled by internal force,
whereas the center of formation remains stationary.
Therefore, there is a practical difference between the leader
exerting force and the follower that is actuated when
considering decoupling regulations.
In this article, decoupling regulations based on frequency
division technique are summarized as follows:
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leader with the same carrier.
(2) The frequencies of carriers created by followers differ
from each other.
(3) A leader can generate many carriers that control several
followers.
(4) Dipole vectors of a leader point toward corresponding
followers with the same carrier.
(5) A satellite is either a leader or a follower.
These rules can be used to simplify the model as much as
possible. The ﬁrst three rules mean that the translational
dynamics of followers depend only on the dominant leader,
and allow the formation to be divided as several small groups.
The fourth rule guarantees the condition of Eq. (2). The last
two rules are set to reduce complexity. Fig. 1 gives an example
of decoupling regulations with two leaders and three followers.
Solid lines in Fig. 1 denote the effective connections, while dot-
ted lines are interferences that we want to eliminate.
Obviously, each carrier created by followers corresponds to a
certain dipole vector of leaders.
Assuming that the total number of satellites is N, the num-
ber of leaders is nL, the number of followers is nF, the number
of controlled followers for the jth leader is mj. We have
nL þ nF ¼ N, nL 6 nF , m1 þm2 þ    þmj þ    þmnL ¼ nF
based on the decoupling rules above.
For the ith follower (assuming that it obeys the kth leader),
the electromagnetic force is
FFi ¼ FFki þ
XnF
j¼1;j–i
FFji þ
XnL
j¼1;j–k
FLji
¼ FFAMki 1þ cosð2xitþ 2uiÞ
2
þ
XnF
j¼1;j–i
FFAMji cosðxitþ uiÞ cosðxjtþ ujÞ
þ
XnL
j¼1;j–k
FLAMji
Xmj
m¼1
cosðxitþ uiÞ cosðxmtþ umÞ
where the subscript F denotes a follower, and L represents a
leader. From above equation, the electromagnetic force
exerted on the ith follower is composed of effective control
0:5FFAMki and the remainder disturbances with known carriers
but unknown magnitudes. Therefore, the modulated electro-
magnetic force expression can be rewritten as
FFi ¼ 1
2
FFAMki þDi ð4ÞFig. 1 An example of decoupling regulations.where Di represents all disturbances actuated on ith follower,
and is dependent on lFAMki. Section 2.4 shows that Di can be
neglected with a certain condition, so these interferences are
eliminated and dynamics are decoupled.
2.3. Relative translational dynamics
In order to exhibit translational dynamics, we will ﬁrst deﬁne
the Earth-centered frame and the orbital frame. The Earth-
centered frame is deﬁned with its origin at the center of the
Earth, the x axis points toward the vernal equinox, the z axis
toward the celestial North Pole, and the y axis completing a
right-hand axis system. The orbital frame has its origin
attached to the center of mass of the electromagnetic satellite
formation and its x axis aligned with the position vector of
the formation center of mass. Its z axis points toward the orbi-
tal plane normal and the y axis completes the right-hand sys-
tem. Fig. 2 demonstrates the geometry of these reference
frames.
Supposing the orbital angular velocity is constant and that
all satellites have the same mass, the relative translational
dynamics in the orbital frame is derived as
€nik þ 2x _nik þ x ðx nikÞ ¼
2lE
R3c
nik þ
2FFi
m
ð5Þ
where x is the orbital angular velocity, nik the relative position
between the ith follower and the kth leader, Rc the orbital alti-
tude, m the mass of satellites, and lE the gravitational constant
of Earth.
Expressing Eq. (5) in the orbital frame, and substituting
x ¼ ½0; 0;x0T, nik ¼ ½x; y; zT, Eq. (4) into it, then the relative
translational dynamics can be expressed as
€nik ¼ A1nik þ A2 _nik þ GðnikÞlFAMi þ di ð6Þ
where q ¼ knikk; di ¼ 2Di=m and
A1 ¼
x20 þ 2lE=R3c 0 0
R3c 0 x
2
0 þ 2lE=R3c 0
0 0 2lE=R
3
c
2
64
3
75
A2 ¼
0 2x0 0
2x0 0 0
0 0 0
2
64
3
75
GðnikÞ ¼
3l0klLAMkk
4pmq6
q2  3x2 3xy 3xz
3xy q2  3y2 3yz
3xz 3yz q2  3z2
2
64
3
75Fig. 2 Geometry of different reference frames.
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collision free condition.
2.4. Problem of existing results
A necessary assumption is imposed to guarantee the feasibility
of the frequency division method in Ref.8, as described below:
Assumption 1. The control period is small enough such that
magnitudes of disturbances can be considered constant.
The imparted Dvij on the ith satellite due to the jth satellite
over a period of time isDvij ¼
Z T
0
FAMij cosðxitþ uiÞ cosðxjtþ ujÞdt ð7Þ
where T is the time period. If Assumption 1 is held, the mag-
nitude FAMij is independent from the integral operation. Then
Eq. (7) can be rewritten as
Dvij  FAMij
Z T
0
cosðxitþ uiÞ cosðxjtþ ujÞdt
Apparently, FAMij cosðxitþ uiÞ cosðxjtþ ujÞ becomes a part of
Di in Eq. (4) if j–i. For those leader and follower pairs with the
same carrier, the control forces are effective. The interferences
between satellites with different carriers are eliminated accord-
ing to orthogonality. Thus, the frequency division method will
safely work, and the dynamics is decoupled. Despite the lack of
a similar requirement in Ref.7, Assumption 1 is necessary. The
question is whether or not this condition is easily satisﬁed. We
will show that Assumption 1 is not necessarily established if
the control law is not designed to ensure it.
Take three satellites (one leader and two followers) for
example. The disturbances in Eq. (6) becomesdi ¼ di1 þ di2 þ di3 ¼ dAMi1 cosð2xitÞ þ dAMi2 cosððxi  xjÞtÞ
þ dAMi3 cosððxi þ xjÞtÞ ð8Þ
Although the interference elimination mainly relies on the
above analysis, the controller design with the consideration
of periodic disturbances is still meaningful. Intuitive ideas
are ﬁltering or compensating for these disturbances.
However, the disturbances in Eq. (8) have time-varying magni-
tudes and are dependent on input lFAMki, which is beyond the
capacity of many control methods Refs.10–12. Learning control
is a powerful tool for tackling periodic disturbances.
Compared with other methods, the periodic signals that it
can address are much more general.13 This method is suitable
for our problem to some extent. In this example, the learning
control is combined with the sliding mode control to synthesize
a controller in view of the periodic disturbances. Consider the
following learning-based adaptive sliding mode control law
and learning law
lFAMki ¼ G1 Kisi  A1ni  A2 _ni þ €nri  Ri _ei 
X3
j¼1
d^ij
 !
ð9Þ
d^ijðtÞ ¼ satðd^ijðt TijÞÞ þ si ð10Þ
where nri denotes reference trajectory, ei ¼ ni  nri the error,
Ri and Ki designed diagonal matrices with appropriatedimensions, si ¼ _ei þ Riei the sliding surface, Tij the period
corresponding to the carrier, and sat ð Þ is a saturation func-
tion. The subscript k is omitted for simplicity since there is
only one leader. Eq. (10) represents the core idea of learning
control. The major difference between Eq. (10) and common
update laws used in the sliding control is that parameters are
not updated through derivative operation. The last term of
Eq. (9) along with learning law Eq. (10) are for tackling the
non-parametric periodic disturbances, distinguished from the
accurate estimation and compensation in some methods.
Choose the Lyapunov candidate function as
Vi ¼ 1
2
sTi si þ
1
2
X3
j¼1
Z t
tTij
½satðdijðtÞÞ  satðd^ijðtÞÞ2ds
Differentiating Vi with respect to time yields
_Vi ¼ sTi ðA1ni þ A2 _ni þ GlFAMi þ di  €nri þ Ri _eiÞ
þ 1
2
X3
j¼1
½satðdijðtÞÞ  satðd^ijðtÞÞ2
 1
2
X3
j¼1
½satðdijðt TijÞÞ  satðd^ijðt TijÞÞ2
Let Dij ¼ dijðtÞ  satðdijðt TijÞÞ denoting the variation of dis-
turbances over one period. Substituting Eqs. (8)–(10), we have
_Vi ¼ sTi Kisi þ sTi
X3
j¼1
dij 
X3
j¼1
d^ij
 !
þ 1
2
X3
j¼1
½satðdijÞ  satðd^ijÞ2
 1
2
X3
j¼1
ðdij  Dij  d^ij þ sÞ2
¼ sTi Kisi þ
1
2
X3
j¼1
ðsatðdijÞ  satðd^ijÞÞ2  1
2
X3
j¼1
ðdij  d^ijÞ2
 1
2
X3
j¼1
DTijDij þ
X3
j¼1
DTij ðdij  d^ij þ sÞ
Notice that13
X3
j¼1
ðsatðdijÞ  satðd^ijÞÞ2 
X3
j¼1
ðdij  d^ijÞ2 6 0
and dij  d^ij þ s ¼ dij  satðd^ijðt TijÞÞ has a time varying
boundary dependent on lFAMi. Therefore, if Dij is small
enough, which is equivalent to Assumption 1, the sliding sur-
face will enter a small boundary layer and the error will also
be restricted in a small domain determined by the designed
parameters. However, the numerical simulation contradicts
this conclusion. No matter what carrier frequencies and con-
trol parameters are used, the system is always unstable.
Substituting the control law Eq. (9) into the relative
translational dynamics, we obtain
€ei þ ðKi þ RiÞ _ei þ KiRiei ¼
X3
j¼1
dij 
X3
j¼1
d^ij ð11Þ
Eq. (11) indicates that the designed control law actually trans-
forms the original system into a ﬁlter for the disturbances.
Hence, the error will include the same sinusoidal component
corresponding to the disturbances, no matter which values of
512 X. Huang et al.control parameters are chosen. Because ei is a part of lFAMi,
the sinusoidal component from the disturbance carrier will
also appear in lFAMi, furthermore in the disturbance magni-
tude as well based on Eqs. (2) and (3). This is inconsistent with
Assumption 1. Finally, the imparted Dvij due to the distur-
bances will be large enough to be considered.
According to the above example, we can see that the
stabilization condition of the learning-based adaptive sliding
mode control is equivalent to Assumption 1, but the designed
controller is incapable of achieving the control objective. This
conclusion is still the same, even though the nonlinear sliding
surface or common sliding mode control are used without the
learning law. Usually, the control input is composed of errors,
and it is difﬁcult to ensure that the frequency components of
disturbances do not appear in the feedback signal without
special design. This example illustrates that the condition
described in Assumption 1 should be considered as a
constraint in the control design.3. Decoupling control
3.1. Problem conversion
Assumption 1 indicates that the disturbance magnitudes
changing rate must be limited. Since the disturbance magni-
tudes depend on lFAMi as mentioned in Section 2.2, and the
distance between different satellites does not change rapidly,
the slow-changing interference magnitudes require the slope
restriction of lFAMi. Hence, the challenge is to design a con-
troller with input rate saturation. Although some studies have
investigated the input rate saturation issue,14–17 these methods
are not suitable for this problem, due to strict assumptions or
special system formations. In order to reduce complexity, the
following conversion is employed.
Let x1 þ ne ¼ nik and x2 ¼ _nik, where the constant ne is ideal
position. Deﬁning the new state and input, respectively, as
x3 ¼ Gðx1 þ neÞlFAMi þ A1ne and u ¼ _x3, Eq. (6) will be rewrit-
ten as
_x1 ¼ x2
_x2 ¼ A1x1 þ A2x2 þ x3 þ di
_x3 ¼ u
8><
>: ð12Þ
By differentiating GðnikÞlFAMi, we have
dlFAMi
dt
¼ G1ðnikÞ u
@GðnikÞ
@nTik
ðx2  IÞG1ðnikÞðx3  A1neÞ
" #
ð13Þ
Eq. (13) implies that _lFAMi is characterized by x1, x2, x3 and u.
Although the relationship between them is not straightfor-
ward, we can estimate the variable from the acceptable region
of system states. Conservatively, for any given small constant d
and boundaries of x1, x2, x3 and u, there exists an upper bound
of k _lFAMik corresponding to them, and a frequency limit xs
can be found to guarantee that the disturbance variation in
one period is smaller than d, if the frequencies of carriers are
larger than xs. Thus, the input rate saturation of the original
system is converted to the input and state constraints of the
new system by this transformation. Hence, we can design a
controller for the new system under the constraints of inputand state to stabilize the original system. The actual input of
the original system is obtained from
lFAMi ¼ G1ðx1 þ neÞðx3  A1neÞ ð14Þ3.2. LMI-based method
Consider a plant
_x ¼ ðAþ FX1ðtÞEÞxþ Bu
z ¼ CxþDu

ð15Þ
where x 2 RNx and u 2 RNu , the variable z 2 RNz denotes the
controlled output, F and E the given matrices, X1ðtÞ the
unknown matrix function corresponding to parametric varia-
tions, satisfying the inequality
XT1X1 6 I
Introduce the functions
Ji ¼
Z 1
0
jzij2dt; Jj ¼ max
tP0
jzjj2
where i ¼ 1; 2; . . . ; l; j ¼ lþ 1; lþ 2; . . . ;Nz. Each of these func-
tions Js is involved either in the performance index
J ¼
XNz
k¼1
kkJk; kk P 0;
XNz
k¼1
kk ¼ 1 ð16Þ
for ks > 0, or in the constraint
Js 6 cs ð17Þ
for ks ¼ 0, where cs is a given constant.
In Ref.18, an LMI-based method is proposed to synthesis
state-feedback control for Eq. (15), subjected to multiple inte-
gral and output constraints. This approach is quite suitable for
the aforementioned problem. However, the obtained solution
cannot be directly used because the plant Eq. (15) does not
include external disturbances. The electromagnetic force from
other irrelevant satellites should be taken into consideration,
since the frequency division technique cannot completely elimi-
nate their inﬂuences. Therefore, we propose an improved
method to solve this problem. The original LMI-based method
guarantees the asymptotic stability of plant Eq. (15), while the
modiﬁed LMI-based method gives exponential stability results
and can attenuate the external disturbances. Before presenting
the theorem, the following lemma is needed.
Lemma 1. Given a positive deﬁnite matrix P, there exists a
unique main upper triangular matrix R such that
P ¼ RTR
Theorem 1. Consider an uncertain plant
_x ¼ ðAþ FX1ðtÞEÞxþ BðIþMX2ðtÞHÞuþ d
z ¼ CxþDu

ð18Þ
where F, E, M and H are given matrices, d disturbances, X1ðtÞ
and X2ðtÞ unknown matrix functions corresponding to paramet-
ric variations and the uncertainties of input, satisfying the
following inequalities
XT1X1 6 I ð19Þ
XT2X2 6 I ð20Þ
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li1 > 0, li2 > 0 and ci > 0 such that the index in Eq. (16) is
minimized and the following LMIs hold
Y x0
xT0 1
 
P 0 ð21Þ
ðAYþBZÞþðAYþBZÞT
þaYþli1FFTþli2BMMTBT
0
@
1
A ðCiYþDiZÞT YET ZTHT
CiYþDiZ c2i I 0 0
EY 0 li1I 0
HZ 0 0 li2I
2
66666666664
3
77777777775
< 0
ð22Þ
Y ðCjYþDjZÞT
CjYþDjZ c2j I
" #
P 0 ð23Þ
then the state-feedback control u ¼ ZY1x is a robust multi-ob-
jective control. It can exponentially stabilize the plant Eq. (18)
while satisfying constraints Eq. (17) when d ¼ 0; and it can
ensure that the state trajectories exponentially converge to the
domain
kxk 6 2dmax
a
ﬃﬃﬃﬃﬃﬃﬃﬃ
kmin
pY1ðAþ BKÞ þ ðAþ BKÞTY1 þ vi1ETEþ aY1 þ c2i ðCi þDiKÞTðCi þDiKÞ þ vi2KTHTHK Y1F Y1BM
FTY1 vi1I 0
MTBTY1 0 vi2I
2
64
3
75 < 0while satisfying constraints Eq. (17) when d – 0, kmin is the
minimum eigenvalue of Y1, dmax ¼ max kRdk and R is the main
upper triangular matrix satisfying Y1 ¼ RTR.ðAþ BKÞYþ YðAþ BKÞT þ vi1YETEYþ aY c2i ðCiYþDiKYÞTðCiYþDiKYÞ þ vi2YKTHTHKY F BM
FT vi1I 0
MTBT 0 vi2I
2
64
3
75 < 0Proof. Let u ¼ Kx, x1 ¼ X1ðtÞEx and x2 ¼ X2ðtÞHu. From
Eqs. (19) and (20), the following inequalities holdðAþ BKÞYþ YðAþ BKÞT þ aYþ v1i1 FFT þ v1i2 BMMTBT ðCiYþDiKYÞT YET YKTHT
CiYþDiKY c2i I 0 0
EY 0 v1i1 I 0
HKY 0 0 v1i2 I
2
6664
3
7775 < 0xT1x1 6 xTETEx ð24Þ
xT2x2 6 xTKTHTHKx ð25ÞFirst, consider the situation d ¼ 0. Choose the Lyapunov
function as V ¼ xTY1x, and assume there exists Y > 0 such
that
_Vþ c2i jzij2 ¼ 2xTY1ððAþ BKÞxþ Fw1 þ BMw2Þ
þ c2i xTðCi þDiKÞTðCi þDiKÞx < axTY1x
ð26Þ
holds for i ¼ 1; 2; . . . ; l. Eq. (26) indicates _V < aV, and
ensures exponentially stabilization by the comparison
principle,19 considering the quadratic form of V. If
xT0Y
1x0 6 1, by integrating Eq. (26) we obtainZ 1
0
jzij2dt < c2i
Z 1
0
_Vdt ¼ c2i Vð0Þ  c2i Vð1Þ
¼ c2i xT0Y1x0  c2i Vð1Þ 6 c2i
Hence, the state trajectories satisfy the integral constraints. We
will show that the desired Lyapunov function exists if Eqs. (21)
and (22) hold. By the Schur lemma, Eq. (21) implies
xT0Y
1x0 6 1. In accordance with the S-procedure,20 Eq. (26)
holds for x, x satisfying Eqs. (24) and (25), if there exist
vi1 > 0 and vi2 > 0 such that
2xTY1ððAþ BKÞxþ Fw1 þ BMw2Þ
þ c2i xTðCi þDiKÞTðCi þDiKÞx vi1ðwT1w1  xTETExÞ
 vi2ðwT2w2  xTKTHTHKxÞ < axTY1x
or in terms of matrix inequality by the Schur lemmaMultiplying this inequality by diagðY; I; IÞ on both sides, we
haveApplying the Schur lemma continuously, the inequality will
becomeDenoting Z ¼ KY, li1 ¼ v1i1 > 0 and li2 ¼ v1i2 > 0, the Eq.
(22) is obtained. To prove that the state trajectories satisfy
the output constraints, we apply the S-procedure again. The
514 X. Huang et al.inequality jzjj2 6 c2j holds for all x satisfying xTY1x 6 1 if
there exists vj > 0 such that
xTðCj þDjKÞTðCj þDjKÞx c2j  vjðxTY1x 1Þ 6 0
or in terms of matrix inequalities
ðCj þDjKÞTðCj þDjKÞ  vjY1 0
0 vj  c2j
" #
6 0
Hence, ðCj þDjKÞTðCj þDjKÞ 6 vjY1 and vj 6 c2j .
Furthermore, we have
Y c2j ðCjYþDjKYÞTðCjYþDjKYÞP 0
In accordance with the Schur lemma, the above inequality is
equivalent to the Eq. (23).
Next, consider the situation d– 0. Let Y1 ¼ RTR based
on Lemma 1 and dmax ¼ max kRdk, Eq. (26) becomes
_Vþ c2i jzij2 ¼ 2xTY1ððAþ BKÞxþ Fw1 þ BMw2 þ dÞ
þ c2i xTðCi þDiKÞTðCi þDiKÞx
< axTY1xþ 2xTY1d
¼ aðRxÞTRxþ 2ðRxÞTRd
6 ðakRxk  2kRdkÞkRxk ð27Þ
Obviously, _V < 0 if kRxk > 2kRdk=a. The way of ﬁnding Y is
still the same process. Suppose kRxð0Þk > 2dmax=a and denote
kRxk ¼ 2dmax=aþ d when kRxkP 2dmax=a, where dP 0 is a
variable parameter. Considering Eq. (27), differentiating
kRxk with the time yields
dkRxk
dt
¼ ðRxÞ
T
R _x
kRxk ¼
_V
2kRxk < 
d
2
Notice that dkRxk=dt ¼ _d, we have
_d <  d
2
which indicates that the parameter d exponentially converges
to 0, furthermore kRxk exponentially converges to 2dmax=a.
Because V ¼ ðRxÞTRx ¼ kRxk2 P kminkxk2, where kmin is the
minimum eigenvalue of Y1, we can conclude that kxk con-
verges to the domain 2dmax=ða
ﬃﬃﬃﬃﬃﬃﬃﬃ
kmin
p Þ exponentially. This com-
pletes the proof. h
Remark 1. Matrices E, F,M and H represent the inﬂuences of
uncertainties in both amplitude and direction. In some cases,
the external disturbances can be regarded as uncertainties of
input.
Remark 2. The solution is easy to ﬁnd as long as a is not too
large considering the capability of the system. More impor-
tantly, the existence of a brings robustness to the system
against external disturbances.
Remark 3. If we simply want to achieve the fastest conver-
gence, we can respectively replace Eq. (26) and the index Eq.
(16) with
2xTY1ððAþ BKÞxþ Fw1 þ BMw2Þ
þ c2i xTðCi þDiKÞTðCi þDiKÞx < axTY1Y1xand
min J ¼ min
XN
k¼1
kkJk þ k0 1a
 !
where k0 > 0, kk > 0 and
PN
k¼0kk ¼ 1. The proof is similar
with a becoming a parameter to be optimized.
Remark 4. For our original plant Eq. (6) kdk can be controlled
to be a small value by increasing the carrier frequencies, since
the dipole rate has been restricted. Thus, the ﬁnal error bound-
ary can be adjusted according to the capability of system.
Considering the plant Eq. (12), our concerns are restricting
the input and part of states based on Eq. (13). The constraints
can be written as
Z 1
0
jz1kj2dt ¼
Z 1
0
jx3kj2dt 6 c21k ð28Þ
jz2kj ¼ jx2kj 6 c2k ð29Þ
jz3kj ¼ jx3kj 6 c3k ð30Þ
jz4kj ¼ jukj 6 c4k ð31Þ
where k ¼ 1; 2; 3, x2 ¼ ½x21; x22; x23T, x3 ¼ ½x31; x32; x33T. Eqs.
(28) and (30) represent that the total control effort should be
as small as possible. Eqs. (29) and (31) correspond to the
restrictions of state and input, respectively.
Let
c0 ¼
@GðnikÞ
@x


1
þ @GðnikÞ
@y


1
þ @GðnikÞ
@z


1
ci ¼ max
k¼1;2;3
cik
we have
_x
@GðnikÞ
@x
þ _y @GðnikÞ
@y
þ _z @GðnikÞ
@z


1
6 @GðnikÞ
@x


1
þ @GðnikÞ
@y


1
þ @GðnikÞ
@z


1
 
kx2k1 ¼ c0c2
As described in Section 3.1, _FFAMi  GðnikÞ _lFAMi. Then the fol-
lowing inequality can be obtained
dFFAMi
dt


1
6 kuk1 þ c0c2kG1ðnikÞk1ðkx3k1 þ kA1nek1Þ
¼ c4 þ c0c2kG1ðnikÞk1ðc3 þ kA1nek1Þ
Obviously, kG1ðnikÞk1 and c0 are dominated by the followers’
position, they can be estimated approximately by the initial
and ﬁnal positions. Thus, the electromagnetic force rate is
restricted below a maximum constant. Tuning the carrier fre-
quency based on this constant, Assumption 1 will be guaran-
teed, except for the small electromagnetic forces exerted. In
the small forces situation, the system states have entered a
small domain centered on the equilibrium point, since the
maneuvering process is almost over. This results in a small
error. It is worth noting that the estimation of the input rate
is quite conservative, and the carrier frequency limit may be
relaxed according to simulation results. This is another expla-
nation corresponding to Remark 4.
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In this section, the simulation results of reconﬁguration of
three satellites EMFF in a circular orbit around Earth will
be given. We will examine the original LMI based control
and improved LMI-based robust control to illustrate the effec-
tiveness and performance of the proposed decoupling control
scheme.
Table 1 displays the physical parameters related to the
satellite and the orbit. Table 2 displays the designed control
parameters used in the simulations. The disturbances in the
original system can be partly regarded as the input uncertain-
ties of the transformed system, since the disturbance magni-
tudes depend on lFAMi. Furthermore, parametric variation
occurs in the transformed system, shown in Table 2 in the form
of F and E. The carriers introduce the characteristic of Polarity
Switching control into the system, as proposed in Ref.21.
Hence, the perturbation caused by the geomagnetic ﬁeld can
be safely ignored.
4.1. Example 1: improved LMI-based decoupling control
First, we will examine the effectiveness of the proposed decou-
pling control scheme. The improved LMI-based method will
be applied in this subsection.Table 1 Physical parameter values used in the simulation.
Parameters Value
Orbital altitude 500 km
Orbital angular velocity 1:1068 103 rad=s
Mass of each satellite 250 kg
Leader dipole strength 100,000 AÆm2
Carrier frequencies 0.2p rad/s,
0.1p rad/s
Table 2 Designed control parameters values used in the
simulation.
Parameters Value
a 0.01
c21; c22; c23 0.4
c31; c32; c33 0.01
c41; c42; c43 0.1
k1; k2; k3 1/3
F 0 0 0
0 0 0:0001I
0 0 0
2
4
3
5
E I
G;H 0
Table 3 Initial and ﬁnal positions of followers (Example 1).
Satellites Initial position (m) Final position (m)
Follower 1 ½10; 0; 0T ½0; 3; 8T
Follower 2 ½10; 0; 0T ½0;3; 8TTable 3 displays the initial and ﬁnal positions. Fig. 3 shows
the trajectories of three satellites in the orbital frame. The
mark ‘‘*’’ denotes the initial position, while the mark ‘‘o’’
denotes the ﬁnal position. Fig. 4 shows the positions of follow-
ers relative to the leader. This indicates that the presented
decoupling control is effective. Fig. 5 displays the time history
of the ideal dipole vector of Follower 1 before modulation.
With the constraints and index, the dipole strength does not
change rapidly and is at an acceptable level. Figs. 6 and 7 show
the equivalent acceleration of the control input and interfer-
ence on the Follower 1, respectively. It can be seen that the
interference and control input have similar magnitudes, while
the system is insensible to disturbances. This illustrates theFig. 3 Trajectories in the orbital frame.
Fig. 4 Relative positions of followers.
Fig. 5 Ideal dipole strength before modulation.
Fig. 6 Equivalent acceleration of control input.
Fig. 7 Equivalent acceleration of interference.
Fig. 8 Relative positions of Follower 1.
516 X. Huang et al.effectiveness of the proposed scheme from another aspect. The
dipole vector of Follower 2 and the equivalent acceleration on
it are similar to the results of Follower 1, so they are omitted.
4.2. Example 2: comparison between the original and the
improved LMI-based control
Next, we show the difference between the original and the
modiﬁed LMI-based method. Table 4 displays the initial and
ﬁnal positions. Most parameters in Tables 1 and 2 were used,
except for a, which was set to 0.04 in the improved control for
this example, while it was not needed in the original control.
Fig. 8 shows the relative motions, and gives only x axis com-
ponent, since the reference trajectory follows this direction.
Theoretically, the improved method should have a more rapid
convergence rate than the original method. However, this was
not evident in the simulation. Both methods have a similar
convergence rate in most cases. The attenuation capability of
the disturbance introduced by the improved method isTable 4 Initial and ﬁnal positions of followers (Example 2).
Satellites Initial position (m) Final position (m)
Follower 1 ½10; 0; 0T ½12; 0; 0T
Follower 2 ½10; 0; 0T ½12; 0; 0Tapparent. The reconﬁguration error of the original method is
0.192 m, and the relative error is 9.6%, considering movement
distance. However, the error of the improved method is
0.0345 m, and the relative error is less than 2%. The error can-
not be eliminated completely, as analyzed in the last part of
Section 3.2. This result is in accordance with the expectation.
5. Conclusion
This paper proposed and analyzed an LMI-based decoupling
control strategy for EMFF. First we introduced the alternating
electromagnetic force, decoupling regulations and relative
translational dynamics of EMFF with the directional assign-
ment of dipoles. Next, we illustrated the problem of existing
results by analyzing a learning-based adaptive sliding mode
decoupling controller. We found the input rate saturation con-
ditions to guarantee the validity of the frequency division
method. Through transformation, the imposed input rate sat-
uration was converted to the state and input constraints, while
the reconﬁguration control of EMFF became the stabilization
of a certain linear system. Then, we improved an LMI-based
optimal control to solve the transformed problem. Finally,
numerical simulation results were presented to demonstrate
the effectiveness of the decoupling control scheme. This paper
offers a promising way to realize reconﬁguration of EMFF
with several members. Future directions in research include
the design of general nonlinear robust controller to achieve
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