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Complexity Control of Fast Motion Estimation in
H.264/MPEG-4 AVC with Rate-Distortion-Complexity
optimization
Mo Wu†, Søren Forchhammer and Shankar M. Aghito
Department of Communications, Optics and Materials, COM•DTU, 2800 Lyngby, Denmark
ABSTRACT
A complexity control algorithm for H.264 advanced video coding is proposed. The algorithm can control the
complexity of integer inter motion estimation for a given target complexity. The Rate-Distortion-Complexity
performance is improved by a complexity prediction model, simple analysis of the past statistics and a control
scheme. The algorithm also works well for scene change condition. Test results for coding interlaced video (720
x576 PAL) are reported.
Keywords: H.264/AVC, Fast motion estimation, complexity control and inter motion estimation
1. INTRODUCTION
The recent H.264/MPEG-4 part 10 advanced video coding (AVC) standard1,2 has improved encoding perfor-
mance roughly by a factor of 2 compared to previous MPEG standards.5 The gain in coding eﬃciency comes
at the price of a signiﬁcant increase in encoding complexity, mainly due to new features in the inter motion
estimation stage, which supports variable block sizes and multiple reference frames. Fast motion estimation
may be applied to reduce complexity. To control the computational load and make optimal use of the available
processing power, a control mechanism is desirable for real-time applications. To achieve this a computational
complexity control is designed aiming at maintaining the rate-distortion (R-D) performance as much as possible
with the given computational power. The new control method is based on rate-distortion-complexity (R-D-C)
optimization.
The Enhanced Predictive Zonal Search (EPZS) fast motion estimation algorithm3 for integer inter motion esti-
mation was implemented with some modiﬁcations for the H.264 reference software encoder in a previous work.4
Lagrangian optimization was applied to the extended EPZS algorithm, which is considered as a good fast motion
estimation solution for the H.264/AVC codec. The video coding performance is traditionally measured by R-D
performance. When complexity is an important factor, the performance may be measured in terms of R-D-C.
An operational method for analyzing the optimal selection of the macroblock (MB) partition mode and number
of reference frames in the motion compensation was developed.4 The basic idea is to transform the three-
dimensional problem of concurrently optimizing, e.g. minimizing R-D-C into a more tractable two-dimensional
problem. The minor changes in distortion due to the complexity control are converted into small changes in rate
by using a local slope of the R-D curve for the chosen parameter setting. This eﬀectively eliminates the distortion
parameter, and the optimization problem has thus been reduced to a problem of two parameters, modiﬁed rate
(R∗) and complexity (C). For complexity control, a solution based on increasing or decreasing the percentage
of skipped macroblocks using a Lagrangian R-D-C cost function has been proposed.6 In the following, Section 2
presents the control scheme in detail and Section 3 presents the experimental results.
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2. MOTION ESTIMATION COMPLEXITY CONTROL
A complexity control algorithm is designed for and integrated in the H.264/AVC reference software with an
extended EPZS fast motion estimation4 method. The algorithm is designed for standard deﬁnition TV (SDTV)
interlaced video with GOP structure, IBBPBBPBBPBB (IBBP(12)). Inside each GOP, there are three BBP
structures, hereafter denoted as P-GOPs. The scheme is applied at each P-GOP, by controlling the parameters
of the encoder’s conﬁguration. In this algorithm, the parameters of the conﬁguration that can be adaptively
changed are the partition modes and the reference ﬁelds that can be allowed for inter motion estimation.2 The
generalization to other GOP structures is straightforward. Only the integer inter motion estimation complexity
is considered.
A limitation on computational resources leads to a bound on the complexity, C. Under this constraint, the
R-D performance shall be optimized. Transforming R-D into R∗,4 the optimization is based on considering
the slope, δR
∗
δC , where δR
∗ is the small change of the R∗ due to variation of the complexity, δC. Thus when
complexity needs to be decreased as part of the control process, it can be done by reducing the search space,
and skipping the settings that produce the lowest | δR∗δC |.
2.1. Calculating the integer inter motion estimation complexity
Before describing the control scheme, notation and the method for calculating the integer inter motion estimation
complexity is presented in Sections 2.1.1 and 2.1.2. The same notation is used in the following sections.
2.1.1. Weighted search positions
The inter motion estimation complexity is measured by a weighted number of search positions, which is a simple
measurement of the motion search complexity.4 The number of weighted search positions of diﬀerent block
partitions are counted according to the block size in inter mode motion estimation (see Table 1).
Table 1. Weighted search positions of diﬀerent block partitions per search
Block partition 16× 16 16× 8 8× 16 8× 8 8× 4 4× 8 4× 4
Weighted search positions per search 16 8 8 4 2 2 1
The parameter indicating the partition modes for frame i is b(i), which is deﬁned by
b(i) =
⎧
⎪⎨
⎪⎩
1, block partition 16× 16
2, block partition down to 8× 8
bmax = 3, all block partitions.
(1)
The method is designed for interlaced video, so one frame includes two ﬁelds. The parameter indicating the
reference ﬁelds for frame i is r(i). For r(i) = 1, if the ith frame is a P frame, the search is restricted to the ﬁrst
two reference ﬁelds in the reference list2 for forward prediction; if the ith frame is a B frame, an additional frame
is used for backward prediction.2 As r(i) increases by one, an extra reference ﬁeld for forward prediction can be
searched. In the experiments, the maximum number of the reference frames is ﬁve, so the maximum value of
r(i), rmax = 9.
Thus the weighted search positions in frame i are a function of b(i) and r(i), and indicated as CPF (b(i), r(i), i)
and CBF (b(i), r(i), i) for P and B frames, respectively, if the other parameters are left unchanged throughout
the encoding process.
For a window of M frames, we deﬁne the total complexity,
C =
M∑
i ∈ P frames
CPF (b(i), r(i), i) +
M∑
i ∈ B frames
CBF (b(i), r(i), i), (2)
where {
CPF (b(i), r(i), i) =
∑b(i)
b=1
∑r(i)
r=1 CP (b, r, i)
CBF (b(i), r(i), i) =
∑b(i)
b=1
∑r(i)
r=1 CB(b, r, i),
(3)
where CP (b, r, i) and CB(b, r, i) are the number of weighted search positions searching on the rth reference ﬁelds
and bth partition modes (shown in Eq. (4)) in the ith frame for a P and B frame, respectively. In the sum in Eq.
(2), the notation i ∈ P frames is not strictly correct, since I frames, where one ﬁeld is encoded with inter motion
estimation, should also be included in the sum.
i ∈ P frame is a general restriction, it may include the I frame i, if frame i has one ﬁeld, which is also
encoded with inter motion estimation.
b =
⎧
⎪⎨
⎪⎩
1, partition : 16× 16
2, partitions : 16× 8, 8× 16 and 8× 8
3, partitions : 8× 4, 4× 8 and 4× 4.
(4)
2.1.2. Weighted number of coded blocks
Later we shall evaluate the eﬀect of decreasing the number of motion searches. This could be based on the
occurrence of actually chosen combinations so far. NP (b, r, i) and NB(b, r, i) are the weighted number of coded
blocks that are encoded by referring to the rth reference ﬁelds and with the partition mode selected from the
bth partition modes for frame i, which is P and B frame, respectively. Because of SKIP mode, direct mode,
bi-prediction etc of H.264/AVC codec, the counting method of NP (b, r, i) and NB(b, r, i) are not as simple as
that of CP (b, r, i) and CB(b, r, i). In a P frame’s skip mode or a B frame’s direct mode, there is no coded motion
vectors. The encoder and the decoder will use the same predicted motion vectors (MVs), constructed from
previously compressed MVs. Thus, except for the compression of MVs, the same motion compensation scheme
is applied. Thus it is reasonable to count them into NP (b, r, i) or NB(b, r, i). For collecting the statistics, the
counters go through all the macroblocks, and for each macroblock, the counting method is shown in Figure 1.
2.2. Complexity prediction model
In the control scheme, a given target weighted search positions per second, CT, is provided for a window of
M frames. The controller may increase or decrease the number of search positions according to CT. Thus, a
motion search complexity prediction model is required to predict the complexity that will be used for coding
the following frames with diﬀerent conﬁgurations, and select the appropriate parameters. The model below is
applied for adjusting the settings when a (small) increase in complexity is possible and desired.
Through the analysis of the statistics of three training sequences, Mobcal, Cycling and Barcelona, an elaborate
method is applied to predict the complexity of the next P-GOP for a given conﬁguration. According to terms
used in the previous sections, the complexity of the P-GOP starting at the ith frame, e.g. the index of the ﬁrst
B frame is i, is deﬁned as
CBBP (b(i), r(i), b(i + 2), r(i + 2), i) =
i+1∑
j=i
CBF (b(j), r(j), j) + CPF (b(i + 2), r(i + 2), i + 2), (5)
where b(i+1) = b(i) and r(i+1) = r(i), i.e. the two B frames have the same settings, b(i) and r(i), while b(i+2)
and r(i+2) indicate the settings for the P frame. In the following, for a shorter notation, b(i), r(i), b(i+2) and
r(i + 2) are replaced by b′i, r
′
i, bi and ri, respectively. When only the 16x16 partition mode and one reference
frame are used for both P and B frames in a P-GOP, the complexity can be described as,
CBBP (1, 1, 1, 1, i) = CPF (1, 1, i + 2) +
i+1∑
j=i
CBF (1, 1, j). (6)
Figure 1. The method of updating the counters, NP (b, r, i) and NB(b, r, i) over one macroblock for the frame i. FW
refers to forward prediction, BW refers to the backward prediction, and the mode is the same notation as defined in H.264
standard.1
Let Cˆ(·) denotes the prediction of C(·). Let CBBP (bn, rn, b′n, r′n, n) indicate the complexity of the next P-
GOP; based on the previous collected statistics, CBBP (1, 1, 1, 1, i), CBBP (bn, rn, b′n, r
′
n, n) is obtained as follows,
CˆBBP (bn, rn, b′n, r
′
n, n) = CˆPF (bn, rn, n + 2) +
n+1∑
j=n
CˆBF (b′n, r
′
n, j)
= (fP1(bn, rn, n) + fB2(b′n, r
′
n, n) + 1) · CBBP (1, 1, 1, 1, i), (7)
where
fP1(bn, rn, n) =
CˆPF (bn, rn, n + 2)− CPF (1, 1, i + 2)
CBBP (1, 1, 1, 1, i)
=
⎧
⎪⎨
⎪⎩
k0(rn − 1), if bn = 1
k1(rn − 1) + k2, if bn = 2
k3(rn − 1) + k4, if bn = 3
(8)
and
fB2(b′n, r
′
n, n) =
∑n+1
j=n CˆBF (b
′
n, r
′
n, j)−
∑n+1
j=n CBF (1, 1, j)
CBBP (1, 1, 1, 1, i)
=
⎧
⎪⎨
⎪⎩
k5(r′n − 1), if b′n = 1
k6(r′n − 1) + k7, if b′n = 2
k8(r′n − 1) + k9, if b′n = 3,
(9)
where k0 = 0.168, k1 = 0.56, k2 = 0.6, k3 = 0.82, k4 = 1.05, k5 = 0.4, k6 = 1.34, k7 = 2.0, k8 = 2.0 and
k9 = 3.6, and the mathematic model reﬂects the linear relation between the search complexity used for P and B
frames and rn and r
′
n, respectively. Because the model is designed for complexity prediction based on fast motion
estimation method, the linear relation between the complexity used and the applied diﬀerent block partitions
does not simply exist. The parameters, km, are experimentally determined by collecting the results of
∑
i CPF (bi, ri, i) +
∑
i CBF (b
′
i, r
′
i, i)∑
i CBBP (1, 1, 1, 1, i)
, (10)
for the three test sequences, and then calculate the average value, which is assumed to be expressed by
E[CPF (bi, ri, i)] + 2 · E[CBF (b′i, r′i, i)]
E[CBBP (1, 1, 1, 1, i)]
, (11)
where E[·] denotes expectation. The statistics are ﬁtted to the model determining parameters, km.
Similarly, derived from Eq. (7), CˆBBP (bn, rn, b′n, r
′
n, n) can also be predicted based on a given previous P-GOP
complexity, CBBP (bi, ri, b′i, r
′
i, i)
CˆBBP (bn, rn, b′n, r
′
n, n) =
(fP1(bn, rn, n) + fB2(b′n, r
′
n, n) + 1)
(fP1(bi, ri, i) + fB2(b′i, r
′
i, i) + 1)
· CBBP (bi, ri, b′i, r′i, i), (12)
2.3. Measurement of benefit terms
When decreasing the complexity, we evaluate the marginal performance of b and r for P frame and b′ and r′
(the same deﬁnition as b and r, respectively) for B frames, e.g. b = 2 compared with r′ = 3. The aim is to
determine values of b or r or b′ or r′ that do not (currently) eﬃciently utilize (in terms of R∗) the available
computational complexity C. These are found by evaluating, before encoding the current P-GOP, the beneﬁt
terms, Λ(·), deﬁned as
ΛP (b, i) = sP ·Bb(i + 2) ·
∑
rs
NP (b,rs,i+2)
∑
rs
CP (b,rs,i+2)
, (13)
ΛP (r, i) = sP ·Bb(i + 2) ·
∑
bs
NP (bs,r,i+2)
∑
bs
CP (bs,r,i+2)
, (14)
ΛB(b′, i) = 12
∑i+1
j=i
(
Bb(j) ·
∑
rs
NB(b
′,rs,j)
∑
rs
CB(b′,rs,j)
)
, (15)
ΛB(r′, i) = 12
∑i+1
j=i
(
Bb(j) ·
∑
bs
NB(bs,r
′,j)
∑
bs
CB(bs,r′,j)
)
, (16)
where ΛP (b, i) and ΛB(b′, i) are the beneﬁts selecting bth and b
′
th partition modes for the P and B frames,
respectively, in the previous P-GOP, while ΛP (r, i) and ΛB(r′, i) are the beneﬁts selecting rth and r
′
th reference
ﬁelds for the P and B frames, respectively. Bb(i) is the number of bits utilized for coding the frame i. The
scaling factor sP = 2 is introduced in order to prioritize P frames, which are more important, since they may be
used as reference frames for B frames. The maximum number of reference frames/ﬁelds is set to rmax = 9. The
ratio,
∑
rs
NP (b,rs,i)
∑
rs
CP (b,rs,i)
as an example, could be viewed as the weighted number of blocks per complexity unit that
can be improved using the partition modes of b for coding the P picture. The computational load due to motion
estimation may be decreased by skipping the search for those combinations of picture type and conﬁguration
that correspond to the smallest beneﬁt terms, argmin{ΛP (b, i),ΛP (r, i),ΛB(b′, i),ΛB(r′, i)}. This model has
been constructed based on experiments.
2.4. Control scheme
For each sequence, best individual settings4 may be determined in a R-D-C sense. If the sequence has ‘stationary’
properties over the whole sequence, it can be assumed that each segment of the sequence also has the same best
individual settings and R-D-C performance. Because the R-D performance has been simpliﬁed as R∗, the R∗−C
curve decided by best individual settings is denoted by R∗opt − C. By construction, R∗opt is a convex function
of C. A simple mathematical model of each segment is obtained as follow: the R∗ value of the kth segment is
denoted as ∆R∗(k)opt and it is calculated using the best individual settings. ∆R
∗(k)
opt can be viewed as a function of
the complexity used in segment k, and the complexity is denoted by ∆C(k). i.e., ∆R∗(k)opt = g(∆C
(k)).
Let us assume ‘stationarity’, which we shall use for steady state operation (State 0 below), and the sequence
is divided in N segments of equal length of frames. If the same setting is utilized in every segment, thus
∆C(k) = ∆C(l),∀ 1 ≤ k, l ≤ N, k = l, regardless of the start of the sequence. So,
∆C(k) = ∆C =
C
N
, (17)
∆R∗(k)opt = ∆R∗opt =
R∗opt
N
. (18)
When the complexity control is applied, the best settings used can be diﬀerent for each segment of the sequence.
In this case the complexity measure for the kth segment, ∆C
′(k), is not constant across the whole sequence. With
the complexity control scheme,
N ·∆C =
N∑
i
∆C
′(k). (19)
Jensen’s inequality states that if g(x) is a convex function, E[g(X)] ≥ g(E[X]).8 So,
R∗opt = N ·∆R∗opt = N · g(∆C) = N · g(E[∆C
′(k)]) ≤ N · E[g(∆C ′(k))] =
N∑
k=1
g(∆C
′(k)) =
N∑
k=1
∆R∗
′(k)
opt = R
∗
opt
′,
(20)
where R∗opt is the R
∗ obtained by selecting the same best individual settings for each segment, while ∆R∗
′(k)
opt is
the R* obtained in the kth segment by the control scheme, i.e. when diﬀerent settings are allowed for diﬀerent
segments. Eq. (20) shows: a better R∗ − C (R-D-C) performance compared with the best ﬁxed setting is not
achievable, if the best individual settings of the R-D-C are the exact same over the short uniform segments of a
‘stationary’ video sequence. So, the control scheme not only needs to control the complexity according to the
target complexity, but also should avoid dramatically changing the complexity in each P-GOP.
A control scheme (given below) is designed in order to eﬃciently make use of the available computational
power, maintain the R-D (R∗) performance and avoid dramatic changes in complexity. It includes scene change
detection and control of the fast motion estimation at scene change. The details of the steady state control
process is shown below as the main part of the control scheme in State 0. State 1 - 3 handles transitions at
the beginning and after a scene change.
The processing of states 0 - 3 are described in pseudo code below.
State 0: This is the steady state control state. Before encoding one P-GOP, the scene change detector will
check if a scene change is taking place, if yes, go to state 1, otherwise stay in state 0.
if (scene change detected)
go to State 1
else
if (all reference frames are present) // in the ﬁrst few P-GOPs, the reference frames speciﬁed
by the parameters of the conﬁguration may not be present, e.g. the ﬁrst P-GOP cannot
search on the 5th reference frame
{
if (CP−GOP > C
(i)
P−GOPT) // CP−GOP is the complexity used in the previous P-GOP.
C
(i)
P−GOPT refers to Eq. (23)
{
while (C ′P−GOP + CP−GOP > 2 ·C(i)P−GOPT) // C ′P−GOP is the predicted complexity if a
subset in the setting is switched oﬀ
{
decrease the complexity by switching oﬀ searching on subsets, b or r for P frame or
b′ or r′ for B frame selected by Eqs. (13 ∼ 16);// for details refer to Section 2.3
}
}
else
{
if (
|C(i)P−GOPT−CP−GOP|
C
(i)
P−GOPT
< δ) {continue}; // δ is a threshold to make the control robust
to the ﬂuctuation of the complexity, δ = 0.05 is applied.
else {set the setting by complexity prediction;} // increase complexity
}
}
else // not all reference frames are present
{
if (CP−GOP > C
(i)
P−GOPT) { reset the setting by complexity prediction;}
else {continue;}
}
State 1: After a scene change is detected, the conﬁguration with the 16× 16 partition mode and one reference
frame is selected for the next P frame. Searching down to 4× 4 partition mode and one reference frame is
selected for B frames. Finish encoding the current P-GOP, then Go to State 2.
State 2: Conﬁguration with searching down to 4×4 partition mode and one reference frame is selected for both
P and B frames. Finish encoding the current P-GOP, then Go to State 3.
State 3: Conﬁguration with searching down to 4 × 4 partition mode and one reference frame plus one refer-
ence ﬁeld is selected for both P and B frames. Finish encoding the current P-GOP, switch between the
block partition priority or reference priority preset orders by comparing
∑ b
bs=1
NP (bs,2,i)
∑ b
bs=1
NP (bs,1,i)
with a predeﬁned
threshold, T ; set conﬁguration by complexity prediction model; Go to State 0.
In the control process, there is a target complexity, CT . The complexity control method can adaptively change
the target complexity of P-GOP, CP−GOPT, which has linear relation with CT . The relation between CT and
average target complexity of P-GOP, CP−GOPT, is mainly aﬀected by the frame rate and GOP structure. As an
approximation, it is assumed that there is no complexity for I frames and complexities of P and B frames are
viewed as the same. Thereafter, the relation can be calculated by
CT = η · CP−GOPT, (21)
η =
(p− 1) · f
p · p′ , (22)
where p is the period of one GOP, p′ is the period of one P-GOP and f is the frame rate. In conducting
the experiments, the GOP structure is IBBPBBPBBPBB(12), thus p = 12, p′ = 3 and f = 25 (frames/s),
so CT = 7.6389 · CP−GOPT. In practice, the relation is also slightly aﬀected by CT and the limited number
of settings that can be chosen. Thus CP−GOPT should be adaptively controlled according to CT for the test
sequences. To achieve this, the target P-GOP complexity after coding the most recent frame, ith frame, is
C
(i)
P−GOPT =
CT ·M − f ·
∑j=i
j=1[CPF (b(j), r(j), j) + CBF (b(j), r(j), j)]
η · (M − i) . (23)
3. EXPERIMENTAL RESULTS
The adaptive complexity control method was applied to PAL (720×576 pixels, 25 fps) test sequences. The GOP
structure is IBBP(12). R-D optimization is enabled in the reference software. Direct mode is tested in spatial
mode.
The commonly used test sequences Mobcal, Barcelona and Table tennis are utilized (each with 100 frames). The
accuracy of the complexity control is shown in Table 2. On the average the proposed scheme controls the integer
motion estimation complexity with an accuracy of 0.43% of the target complexity. The complexity is measured
in millions of weighted search positions per second (MWSP/s).4
The coding performance for Mobcal, Table tennis and Barcelona are shown in Figure 2, where the R∗-C curves
obtained with the proposed complexity control are compared to those obtained in previous work4 by using the
best average settings, the best individual settings and the complexity worst case settings (for details refer to
Appendix A). best average settings and best individual settings are all obtained using oﬀ-line optimization of the
parameters, and they are acquired by coding the test sequences with all the settings. The complexity worst case
settings obtained represents a conservative design approach based on the analysis of the complexity worst case.
We note that the adaptive scheme controlling complexity on-line outperforms the oﬀ-line optimization of ﬁxed
settings. The main improvements are seen for the low target complexities, which is our main objective. (At the
higher complexity levels, the methods basically converge to searching the full conﬁguration bmax and rmax) For
target complexities, CT < 210 MWSP/s, the three test sequences’ average improvement of the R∗ compared with
best individual settings is 0.76 %; compared with best average settings is 1.70% and improvements up to 7.48%
are obtained for the sequence Mobcal and low complexities; compared with the complexity worst case settings,
it is 6.3% in average and improvements up to 18%.
Table 2. The measured complexity per second, Cs, achieved by the proposed control scheme compared to the target
complexity CT. Complexities are measured in MWSP/s. The range is roughly 50 − 450 MWSP/s, depending on the
sequence.
Sequence Barcelona Mobcal Tab.ten. MobBar MobTab BarTab
mean(|CT − Cs|) 0.94 0.76 0.84 0.78 0.36 0.51
mean( |CT−Cs|
Cs
) 0.42% 0.44% 0.44% 0.32% 0.17% 0.19%
Scene changes occur frequently in video. Three test sequences with a scene change are constructed, each by
concatenating two of the sequences above. The new sequences are named MobBar (Mobcal + Barcelona),
MobTab (Mobcal + Table) and BarTab (Barcelona + Table). The R∗-C results for MobBar and BarTab are
shown in Figure 3. When CT < 210 MWSP/s, the three test sequences’ average improvement of R∗ compared
with best individual settings is 2.38%, compared with best average settings, it is 2.62%, compared with the
complexity worst case settings, it is 7.19%. The average complexity control accuracy is 0.2% (shown in Table 2).
4. CONCLUSIONS
A new adaptive complexity control algorithm is presented. Besides accurately controlling the computational load
of motion estimation during the encoding process aimed at real-time implementations, it also provides slight
average improvements in R-D performance compared to the previously found oﬀ-line optimized settings.4 These
improvements are considerable in some cases, up to 6.3% compared with the oﬀ-line solution. The improvements
is up to 18% compared with the complexity worst case settings.
APPENDIX A. RESULTS TO BE COMPARED WITH
The following measures are used for comparison. Let rM and bM refer to a ﬁxed setting of r(i) and b(i) for all i
in the window of M frames.
The best individual settings are found among all the individually-tested settings for each sequence based on
convex optimization of R∗ − C.
The best average settings (Savg) are found among all tested settings that the three initial test sequences
(training datasets) have in common and averaging both the R∗ and the C values. They are denoted by R∗avg
and Cavg. The best average settings are decided by convex optimization. The set based on these sorted (by
complexity) settings is denoted as Savg.
The complexity worst cases settings are decided by the following process. First, ﬁnd the worst-case Com-
plexity by testing the individual settings (rM , bM )4 for sequences, giving 15 diﬀerent combinations of (rM , bM ) for
each, out of these ﬁnd the largest complexity of diﬀerent sequences for each setting as the worst-case complexity.
Cworst case(rM , bM ) = max(Ctrain dataset 1(rM , bM ), Ctrain dataset 2(rM , bM )...) (24)
Second, for a given CT, calculate all possible settings with smaller complexity,
S1 = {(rM , bM )|Cworst case(rM , bM ) ≤ CT ,∀(rM , bM )} (25)
Finally, the R∗ of the complexity worst cases settings are calculated by
R∗{argmin[R∗avg(rM , bM )]}, (rM , bM ) ∈ S1
⋂
Savg (26)
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Figure 2. Evaluation of the R-D-C (R∗-C) performance: The proposed control scheme compared to the best average
settings, the best individual settings and the complexity worst case settings, for Mobcal (a) , Table tennis (c) and Barcelona
(e). The percentage of improvement in terms of R∗, for Mobcal (b), Table tennis (d) and Barcelona (f).
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Figure 3. Evaluation of R-D-C (R∗-C) performance for sequences with scene change. The proposed scheme compared
to the best average settings, the best individual settings and the complexity worst case settings, for MobBar (a), BarTab
(c) and MobTab (e). The percentage of improvement in terms of R∗, for MobBar (b), BarTab (d) and MobTab (f).
