The behavior of the rightmost characteristic roots of linear time-delay systems as a function of the delay parameter is studied for small values of a gain parameter. The results explain the qualitative behavior of the stability regions in the delay parameter space of oscillatory systems subjected to large delays, and shed new light on the corresponding stabilization problem. In particular, for a chain of multiple oscillators the determination of a stabilizing value of the delay parameter is interpreted as a phase synchronization problem. The results are illustrated with the output feedback stabilization of an oscillator and the stability analysis of a gyroscopic system.
INTRODUCTION
We study the behavior of the zeros of the function H 1s1 2 3 45 :2 f 1s5 3 4g1s5e 4s2 3
(1)
where f : 1 5 1 and g : 1 6 5 1 are entire, as a function of the "gain parameter" 4 7 2 and the "delay parameter" 2 8 0.
In the context of stabilization and control the problem under consideration is motivated by the stability analysis of the feedback interconnection of a single input, single output system with transfer function
and the controller
The resulting closed-loop quasi-polynomial of equations 2 and 3 takes the form of equation 1 provided f 1s5 2 Q1s5Y 1s53 g1s5 2 P1s5X 1s53 2 2 2 1 3 2 2 6
In Abdallah et al. (1993) it was shown that delayed output feedback, where C1s5 2 4e 4s2 2 , may stabilize the oscillator,
while this is not possible using static output feedback. This illustrates that, although the existence of a time-delay in a feedback loop usually causes instability or performance degradation (Kolmanovskii and Myshkis, 19991 Niculescu, 20011 Stépán, 1989) , there are situations where time-delays have a stabilizing effect. The characterization of such situations was the topic of the papers Michiels et al. (2004) and Niculescu et al. (2007) , where necessary and sufficient conditions for the stabilizability of single input, single output systems using delayed output feedback were presented, along with a controller construction procedure. In Abdallah et al. (1993) and Niculescu et al. (2007) it was illustrated that a small value of the controller gain may lead to the stabilization of equation 4 for particular large delay values and to the occurrence of a sequence of stability/instability intervals in the delay parameter space. Similar observations were made, for instance, in Freitas (2000) , where the robustness of stability of gyroscopic systems with respect to unmodeled time-delays was investigated, and in Stépán (1989) , in the framework of the stability analysis of delay models from machine tool vibrations applications. Also, in the context of computing stability regions in the delay parameter space of systems with multiple delays, the occurrence of multiple stability zones is well known, see, e.g. Gu et al. (2005) , Olgac et al. (2005) and Sipahi and Olgac (2005) . While most of these cited references are algorithmic in nature and focus on methods for computing stability regions in parameter spaces, the goal of this paper is to reveal the mechanisms which explain the observed phenomena (sequences of stability intervals in the delay parameter space, stability recovered for large delay values) and explain how delayed feedback works for such problems. The stability analysis of oscillatory systems subject to delayed feedback is also a topic of recurrent interest in the physics literature. An important application area is the study of the dynamics of lasers characterized by delayed optical feedback, see, e.g., Heil et al. (2003) and Haegeman et al. (2002) and the references therein. Furthermore, as we shall briefly discuss at the end if this paper, the methodology of the paper is also applicable to systems whose characteristic function takes the form
This observation is of importance because the class of systems described by equation 5 includes oscillators subject to weak damping and weak delayed feedback, as well as oscillatory systems controlled with (Pyragas type) time-delayed feedback, see, e.g., Yanchuk et al. (2006) and Wolfrum and Yanchuk (2006) and the references therein.
The approach of this paper consists of studying the limiting behavior of the zeros of equation 1 as a function of the delay parameters on any a priori given compact delay intervals as 4 5 0. As we shall see, for undamped oscillatory systems this allows us to make stability assertions for any delay value, so thus also for delay values which are very large compared to the time scale of the system. Furthermore, although the stability assertions for large delay values will typically involve small gain values, which reveals an underlying scaling property between the gain and the delay parameter, these parameters are not assumed to be coupled in the analysis, in contrast to Das and Chatterjee (2005) , where time-scale separation techniques are used to analyze the solutions of harmonic oscillators subject to delayed perturbations with delay and gain parameters inversely proportional to each other. Finally, it is important to mention that, in studying the stability properties for large delay values, instead of fixing a delay interval that contains the targeted delays and analyzing the limiting behavior of the zeros of equation 1 as 4 5 0, it is also possible to fix the gain and study the asymptotic behavior of the zeros as the delay parameter tends to infinity -the references and Wolfrum and Yanchuk (2006) rather lie in this direction. As both approaches lead to different insights into the problem, they complement each other.
The stabilization mechanism for a single oscillator subject to weak delayed feedback is related to the fact that the delay needs to provide an appropriate phase in the feedback loop. This is well known, see, e.g. Heil et al. (2003) in the context of laser dynamics and Abdallah et al. (1993) in the context of feedback control. For multiple oscillators, for instance, systems where the characteristic equation takes the form 8 9 i21 1s 2 3 2 i 5 3 4e 4s2 2 03 i 03 i 2 13 6 6 6 3 93 (6) the revealed stabilization mechanism follows the same lines, and the stability condition eventually boils down to a synchronization requirement on the delay parameter, in the sense that the delay needs to provide an appropriate phase, compatible with all oscillatory modes. Note that equation 6 can be interpreted as the characteristic equation of 9 oscillators connected to each other in a ring configuration, with transmission delays in the coupling that sum to 2 . In that sense the study of the zeros of equation 1 fits within the framework of the study of so-called delay-induced amplitude death of oscillators, see e.g. Atay (2003 Atay ( , 2006 and the references therein. In these references one investigates under which conditions the coupling of oscillators leads to a blocking of the periodic motion and results in a stable steady-state solution.
To conclude the introduction, we mention mechanisms which are different from these discussed in the paper and where time-delays are beneficial in achieving stability. In Kokame et al. (2001) and Niculescu and Michiels (2004) time-delays appear in the control law that stem from a finite difference approximation of (missing) state or output derivatives. While the underlying mechanism is a high-gain mechanism in the sense that a good approximation of derivatives requires small delays and high gains (unless some scaling properties of the system can be exploited as in the multiple integrator case, see Niculescu and Michiels (2004) ) and the dynamic behavior of the closed-loop system is imposed by the control law, the mechanisms presented in this paper can be rather seen as dual: they are low-gain based and, therefore, rather correct the dynamic behavior of the open-loop system. Control schemes based on finite spectrum assignment (Manitius and Olbrot, 1979) or the Smith principle (Smith, 1957) also feature delays in the control laws, which are needed for the generation of predictions that compensate other delays in the control loop. We note that if the Pyragas controller (Pyragas, 1992) is used to stabilize an unstable periodic solution, then the delay parameter rather serves for the selection of the unstable periodic orbit that ones aims to stabilize (the delay must match the period of this solution) than for the stabilization itself. The matching between the delay and the period of the periodic orbit to be stabilized can, however, also been interpreted as a synchronization requirement.
The structure of the paper is as follows. In Section 2 the behavior of the zeros of the function equation 1 is studied. In Section 3 the results are applied to the stabilizability and stabilization of oscillatory systems using delayed output feedback. For multiple oscillators a relation between stabilization and a synchronization problem is established. Some examples are discussed in Section 4. The analysis of weakly damped or unstable oscillators is discussed in Section 5. The conclusions are presented in Section 6.
The following notation and definitions will be adopted: 1 (1 3 , 1 4 ) is the set of complex numbers (with strictly positive and strictly negative real parts), and j 2 41. For s 7 1, s, 1s5 and 1s5 define the complex conjugate, the real part and the imaginary part of s. For 7 1, 7 denotes the boundary of 7. 2 12 3 3 2 4 5 denotes the set of real numbers (larger than or equal to zero, smaller than or equal to zero). 3 is the set of natural numbers and includes zero. 4 is the set of integers. For s 7 1 we denote by s 1 m the number c 7 1 satisfying c m 2 s and c 2 re j with r 8 0 and 7 14m3 m]. A function H : 1 5 1 is said to be stable if all its zeros are in 1 4 .
BEHAVIOR OF ZEROS AS A FUNCTION OF THE DELAYS
The following result characterizes the behavior of the zeros of equation 1 as a function of the delay parameter.
Proposition 2.1. Let
s be a zero of f with multiplicity m 8 1 that is not a zero of g. Let 7 1 be a compact set, which contains s but no other zeros of f , and such that 7 is a closed, simple contour not containing s. Then for all 2 0 there exists a number 4 0 such that the following holds: 
We briefly discuss the above results, starting with the special case treated in the Corollary 2.2. Expression 16 implies that, for small values of the gain parameter 4, an isolated zero behaves as the function
Consequently, if 1 s5 0, it has an oscillatory behavior as a function of the delay parameter. If, furthermore, s 7 1 4 (1 3 ), then the zero behaves like an unstable (stable) spiral. This is illustrated in Figure 1 for the quasi-polynomial were computed using the package DDE-BIFTOOL (Engelborghs et al., 2001) . Notice from equation 16 that 12 3 45 is the offset of the zero, i.e. r12 3 45 4 s, scaled by the gain parameter 4. This explains why the "amplitudes" of the oscillations in Figure 1 are smaller for 4 2 116 than for 4 2 18.
In the case where f has a zero with multiplicity m 1, covered by Proposition 2.1, the m corresponding zeros of H behave for fixed small values of the gain parameter as the equally "shifted" spiral curves, To illustrate this we show in Figure 2 the real parts of the rightmost zeros of H 1s1 2 3 45 2 1s 2 3 15 3 3 4e 4s2
as a function of 2 for 4 2 1640. The (initial) delay-shift of 2 between the functions (corresponding to a phase shift of 23) is a consequence of the presence of a zero of f 1s5 2 h1s1 2 3 05 with multiplicity three. 
STABILIZATION OF OSCILLATORY SYSTEMS
In this section we assume that the rightmost zeros of f are on the imaginary axis. We further assume that
As a consequence, the zeros of H appear in complex conjugate pairs.
Simple Zeros
If all zeros of f on the imaginary axis are simple, then the corresponding functions of the form in equation 17 have a sinusoidal real part, exhibiting different frequencies. As a consequence, the asymptotic stability of H for small values of 4 is related to having an appropriate phase of these sinusoidal functions, which depends on the delay parameter only. This relation between the stability of H and a phase "synchronization" problem is clarified in the following proposition. 
Assume further that all zeros of f are in the closed left half-plane. Denote by j i 3 i 2 13 6 6 6 9, the zeros of f on the positive imaginary axis, which all have multiplicity one. If the delay parameter 2 is such that, for all i 2 13 6 6 6 3 9, g1 j i 5 f 1 j i 5 e 4 j i 2 0 1 053 (21) then all zeros of H 1s1 2 3 45 are in the open left half-plane for sufficiently small 4 0 (4 0).
Remark 3.2.
The assumption equation 20 is technical and serves to exclude the situation where increasing 4 from zero leads to the introduction of additional zeros in the right halfplane that come from infinity. It is fulfilled in most applications of interest. For instance, it is satisfied if f and g are polynomials satisfying deg1g5 deg1 f 5.
Proof. Let 2 0 be a delay value for which g1 j i 5 f 1 j i 5 e 4 j i 2 0 03 i 2 13 6 6 6 3 96
Consider the functions i : 2 3 5 1, 2 6 5 i 12 1 45 2 j i 4 4 g1 j i 5 f 1 j i 5 e 4 j i 2 3 i 2 13 6 6 6 3 96
The condition in equation 22 ensures that 1 i 12 0 1 455 03 i 2 13 6 6 6 3 96
By Corollary 2.2 this implies that H 1s1 2 0 3 45 has 9 zeros, s i 145, in 1 4 for small positive values of 4, which satisfy lim 4503 i 12 0 1 45 4 s i 145 4 2 03 i 2 13 6 6 6 3 96
Next, let N be the number of zeros of f on the imaginary axis (N 2 29 if i 2 03 i 2 13 6 6 6 3 9, and N 2 29 4 1 otherwise The next result addresses a case where the condition in equation 21 can always be met by an appropriate choice of the delay parameter.
Corollary 3.4. Assume that all zeros of f are in the closed left half-plane. Denote by j i 3 i 2 13 6 6 6 9, the zeros of f on the positive imaginary axis, which all have multiplicity one. Assume further that equation 20 holds. If the nonzero frequencies i are rationally independent 1 , then there always exist values of 4 and 2 such that the zeros of H 1s1 2 3 45 are in 1 4 .
Proof.
Because the nonzero frequencies i are rationally independent, Kronecker's theorem (Hardy and Wright, 1968, Theorem 444) can be applied: given arbitrary i 7 [03 2 ]3 i 2 13 6 6 6 3 m, there always exists a sequence 2 n n81 such that 1 1 e j i 4 e 4 j i 2 n 1 1 1 n 3 i 7 13 6 6 6 3 m 3 i 2 06
As a consequence, the delay can always be chosen such that the condition in equation 21 is satisfied. 1
If the frequencies i 3 i 2 13 6 6 6 3 9, are commensurate (multiples of the same number), then the condition in equation 21 can be easily checked because the sinusoidal functions 2 6 5 g1 j i 5 f 1 j i 5 e 4 j i 2 3 i 2 13 6 6 6 3 93
need to be evaluated only on a finite interval of length 21min i i 5. With the following example we illustrate that situations might occur where the condition in equation 21 is violated, whatever the value of the delay.
Example 3.5. Let
where 1 2 13 2 2 33 3 2 43 4 2 53 5 2 6. In order to check the condition in equation 21, we compute 6 g1 j i 5 f 1 j i 5 e 4 j i 2 
Because there is no value of 2 7 [03 2 ] such that all elements of equation 26 are either strictly positive or strictly negative, the condition in equation 21 cannot be satisfied.
Multiple Zeros
According to Proposition 2.1 the zeros of H 1s1 2 3 45 that correspond to a zero j3 8 0, of f with multiplicity m 1 behave for small values of 4 as the functions Consequently, if m 8 2, then there does not exist a delay value such that 1 i 12 55 03 i 2 13 6 6 6 3 m6
Moreover, if m 2, then for every value of 2 there exists an index k 7 13 6 6 6 3 m such that 1 k 12 55 0. It follows from Proposition 2.1 that there does not exist a sequence of stabilizing pairs 12 n 3 4 n 5 n80 with lim n5 2 n and lim n5 4 n 5 0. If m 2 2, there are values of 2 for which 1 i 12 55 2 03 i 2 13 26 (27) In this case a higher order analysis of the behavior of the zeros is needed to draw any conclusions about stability for small values of 4, excepting certain special situations, as we now illustrate. Using a different approach the following result can be derived, which corresponds to a reformulation of Corollary III.4 of Kharitonov et al. (2005) to the problem discussed in this paper.
Proposition 3.6. If f is a polynomial having a zero in the closed right half-plane with multiplicity m and if g is a polynomial satisfying deg1g5 m 4 1, then there does not exist a pair 143 2 5 such that H 1s1 2 3 45 2 f 1s5 3 4g1s5e 4s2 has all zeros in 1 4 .
Proof. The proof is by contradiction. Assume that for some pair 143 2 5 the zeros of H 1s1 2 3 45, which are equal to the zeros of J 1s1 2 3 45 :2 f 1s5e s2 3 4g1s53 (28) are in 1 4 . Lemma II.1 of Kharitonov et al. (2005) , an extension of Lukas' theorem to quasipolynomials, states that if a function of the form in equation 28 has its zeros confined to 1 4 , than all its derivatives have their zeros confined to 1 4 . Consequently, also the zeros of
3 must be in 1 4 . But this contradicts the fact that d m41 J 1s 0 1 2 3 45 ds m41 2 03
where s 0 is a zero of f in the closed right half-plane with multiplicity m. 1
Under the assumptions taken on f and g, Proposition 3.6 strengthens the results that can be obtained from Proposition 2.1 in two ways:
1. the statement of Proposition 3.6 is global in 4, in the sense that it does not restrict to assertions about small values of this parameter1 2. if m 2 2, and deg1g1s55 2 0, then it shows that stability is not possible. This implies that, for a fixed value of 2 satisfying the condition in equation 27, the situation where the locus of zeros of H as a function 4 is tangential to the imaginary axis at 4 2 0 and is bent backwards towards the left half-plane can be excluded.
EXAMPLES
We illustrate the results obtained in the paper with two examples. With the first one (a single oscillator controlled with delayed feedback) we further illustrate the results obtained in Section 2. With the second example (a gyroscopic system) we emphasize the phasesynchronization point of view towards stabilization, described in Section 3. Both examples concern linear time-delay systems of retarded type, where the characteristic function takes the form of equation 1, with f and g polynomials satisfying deg1 f 1s55 deg1g1s55. For spectral properties of linear time-delay systems of retarded type and their relation with stability properties we refer to, e.g., Bellman and Cooke (1963) , Wahi and Chatterjee (2005) and Stépán (1989) and the references therein. For the remainder of the paper the following are most important: a steady-state solution is asymptotically stable if and only if all zeros of the corresponding characteristic function are in 1 4 , and, although the characteristic function generically has an infinite number of zeros, the number of zeros in any right half-plane, i.e. s 7 1 : 1s5 8 r3 r 7 2, is finite.
Oscillator with Delayed Output Feedback
We analyze the stability of the feedback interconnection of the oscillator equation 4 with the control law u1t5 2 44 y1t 4 2 5 (or U 1s5 2 44e 4s2 Y 1s5 in the frequency domain). The characteristic function of the closed-loop system takes the form H 1s1 2 3 45 :2 f 1s5 3 4g1s5e 4s2 , where f 1s5 2 s 2 3 7 2 3 g1s5 2 16
The following result from Niculescu et al. (2007) characterizes the stability regions in the 143 2 5 parameter space (see also Abdallah et al. (1993) ). Remark 4.2. The condition on the gain 4 assures that l 8 1.
The number of stability intervals in the delay parameter space, l, is always finite but can be made arbitrarily large by letting 4 5 0. This fact, as well as the sequence of stability/instability intervals, is explained by the oscillatory behavior of the rightmost char-acteristic roots of the closed-loop system as a function of the delay parameter, described in Corollary 2.2, and, in particular, by their relation with the function 2 6 5 j7 4 4 g1 j75 f 1 j 75 e 4 j72 2 j7 3 4 j 27 e 4 j72 6
Gyroscopic System
In Freitas (2000) the effect of time-delays on the stability of a mechanical system with gyroscopic forces has been investigated, modeled by systems of differential equations of the form
Here, y and y represent displacements and velocities, respectively. M 0 and K are real symmetric matrices which are usually referred to as the mass matrix and the stiffness matrix, and correspond to inertial and potential forces, respectively. The matrix T is skewsymmetric and the corresponding term models the gyroscopic forces. The parameter r 8 0 represents a time-delay in their application. In Section 5 of Freitas (2000) 
with 3 1 and 2 real constants. The characteristic function of the system equation 30 is given by H 1s1 2 3 45 2 f 1s5 3 4g1s5 :2 1s 2 3 2 1 51s 2 3 2 2 5 3 4s 2 e 4s2 3
where 4 2 2 and 2 2 2r. In the following we discuss the stability regions of equation 30 in the 12 3 45 parameter space, where we do not necessarily restrict ourselves to positive 4 as this assumption is not needed in the general theory developed in the paper. However, from the application point of view only the obtained results for 4 8 0 are relevant. For 1 2 2 and 2 2 4 the functions i : 2 3 5 2, 2 6 5 i 12 5 2 4 g1 j i 5 f 1 j i 5 e 4 j i 2 3 i 2 13 23 (32) are depicted in Figure 3 . Because deg1 f 1s55 deg1g1s5 the assumption in equation 20 of Proposition 3.1 is satisfied. According to this proposition, asymptotic stability is achieved for small positive values of 4 if 1 12 5 0 and 2 12 5 0, or, equivalently, 
Similarly, asymptotic stability is achieved for small negative values of 4 if 1 12 1 5 0 and 2 12 2 5 0, or
The intervals in equation 33 and equation 34 are indicated in Figure 3 .
To illustrate the relation between the functions in equation 32 and the behavior of the zeros of equation 31, described by Corollary 2.2, we have used the package DDE-BIFTOOL to compute the rightmost zeros of equation 31 as a function of the delay parameter 2 , for 1 2 23 2 2 4 and both 4 2 1, which corresponds to Example 5.1 of Freitas (2000) , and 4 2 14. The results are displayed in Figure 4 . Notice the correspondence with the functions displayed in Figure 3 . For a fixed delay value, namely 2 2 43, the rightmost zeros of equation 31 are shown in Figure 5 as a function of the gain parameter 4. Clearly, stability is obtained for small positive values of 4.
We note that the determination of a precise threshold on 4 for guaranteeing stability (the assertion of Proposition 3.1 holds for "sufficiently small" 4) and a quantification of the convergence rate behind the limit in Corollary 2.2 require a complete characterization or computation of the stability regions in the delay parameter space. For the quasi-polynomial equation 31 this can be done analytically, based on the following results, whose proof can be found in Appendix B. 
Define the following numbers: 1 2 1 1 3 4 2 2 1 3 2 2 4 2 1 2 2 1 1 4 1 3 4 2 3 241 2 1 3 2 2 5 1 2 1 4 2 2 5 2 3 2 2 1 1 4 4 2 2 1 3 2 2 4 2 This is in accordance with the results shown in Figure 4 and the results presented in Freitas (2000) . If 4 5 0, then 1 and 2 converge to 1 and 3 , respectively, and 4 converges to 2 , while the corresponding partition equation 38 of the delay parameter space leads to the stability regions in equations 33-34.
Finally, we consider the quasi-polynomial equation 31, under the assumption 1 2 2 . According to Proposition 3.6 H is unstable for all values of 4 and 2 . Figure 6 shows the rightmost zeros as a function of 4 for 1 2 2 2 1 and 2 2 43. The high sensitivity of the zeros of H with respect to changes of 4 near 4 2 0 is caused by the zero of f with multiplicity two. Since H 4 1s1 2 3 45 2 0 for all 2 8 0, the graph of the rightmost zeros as a function of 4 near 4 2 0 can be decomposed into two smooth curves, one for 4 8 0 and one for 4 0, which both exhibit a turning point at 4 2 0 (see, e.g., Seydel (1994) for an introduction to bifurcation theory).
WEAKLY UNSTABLE AND WEAKLY DAMPED OSCILLATORS
With some examples we illustrate that the methodology of the paper can also be applied to systems which are unstable or weakly damped oscillators for 4 2 0, and that the stabilization mechanisms are similar. In the discussion we highlight similarities and differences with the case of undamped oscillators, mainly treated in Sections 3 and 4. In contrast to damped and undamped oscillators, for unstable oscillators it is not possible to make assertions about the existence of stabilizing pairs 143 2 5 or intervals from the asymptotic behavior of the zeros as a function of the delay parameter (for 4 5 0) only. In particular, the choice of the gain parameter may involve a trade off, as we now illustrate.
Example 5.1. Consider the function H 11 2 3 45 2 11s 4 a5 2 3 7 2 5 3 4e 4s2 3
where a 0. According to Corollary 2.2 this function has a zero, which behaves for small values of 4 as the function 2 6 5 a 3 j7 4 4 1 2 j7 e 4a2 e 4 j72 6 (40)
For a 2 150 and 7 2 1 we display in Figure 7 the real parts of the rightmost zeros of the function in equation 39 as a function of 2 , for 4 2 1 (upper left frame), 4 2 120 (upper right frame) and 4 2 150 (lower frame). Clearly, 4 2 1 is too large for a good correspondence between the behavior of the rightmost zeros and the function in equation 40. For 4 2 120 the correspondence is already better and explains the sequence of stability/instability intervals in the delay parameter space. For 4 2 150, the correspondence on the delay interval [03 45] is very good, yet the value of 4 is too small to compensate for the instability.
The situations is, however, different when the damping is also proportional to the gain parameter, as it is for the function h1s1 2 3 45 2 s 2 3 7 2 3 41as 3 e 4s2 53
where a 7 2. Although this function is not of the form of equation 1 the results of the paper can easily be adapted to such types of problem. For instance, one can derive the following result, whose proof follows completely the lines of the proof of Proposition 2.1. 
According to equation 42, for small values of 4 the zero of h1s1 2 3 45 that corresponds to the zero j7 of h1s1 2 3 05, behaves as the function then the functions f and, g have the same number of zeros inside 3, where each zeros is counted as many times as its multiplicity.
B. PROOFS

Proof of Proposition 4.3
The function in equation 31 has a zero j3 0, if and only if 4 4 1 2 1 3 2 2 5 2 3 2 1 2 2 4 4 2 e 4 j2 2 06
Taking the real and imaginary parts of this equation yields 4 4 1 2 1 3 2 2 5 2 3 2 1 2 2 4 4 2 cos12 5 2 03 2 sin12 5 2 06
The solution of the second equation is given by either 2 2 l3 l 7 3, for which cos12 5 2 1, or 2 2 12l 3 153 l 7 3, for which cos12 5 2 41. This allows us to eliminate the delay 2 in the first equation. In this way a straightforward computation yields equation 36 
From the crossing direction characterization of Theorem 6 of Niculescu et al. (2007) and the results presented in Cooke and van den Driessche (1986) , it follows that the crossing direction of a zero j3 0, is towards instability if equals the largest frequency in equations 43-44, and alternates over the ordered frequencies. The assertion of the proposition follows.
Proof of Proposition 4.4
If 4 1 2 4 1 5 2 , then H 1s1 03 45 has four zeros on the imaginary axis. Furthermore, the assertions of Proposition 4.3 remain valid provided equation 36 is replaced with the condition 7 1 3 4 . Since zeros of H cross the imaginary axis towards stability for 2 2 2k 1
