Blind and visually-impaired people cannot access essential information in the form of written text in our environment (e.g., on restaurant menus, street signs, door labels, product names and instructions, expiration dates). In this paper, we present and evaluate a mobile textrecognition system capable of extracting written information from a wide variety of sources and communicating it on-demand to the user. The user needs no additional hardware except an ordinary, Internetenabled mobile camera-phone -a device that many visually-impaired individuals already own. This approach fills a gap in assistive technologies for the visuallyimpaired because it makes users aware of textual information not available to them through any other means.
Introduction
Written information pervades our environment; everyday, we read text for our convenience (e.g., street names, detours), for our needs (e.g., restaurant menus, door labels, product instructions) and even for our safety (e.g., expiration dates, warnings). Most of this written information is not easily accessible to the blind and visually-impaired because it is not available in any other form; even the information provided in Braille can be used by less than 10% of the legally-blind persons in the United States [1] . This severely limits the independence of the visually-impaired by forcing them to rely on others for help. In this paper, we present the design of a mobile text-recognition system that makes written information available to visually-impaired people using an off-theshelf, mobile-Internet enabled camera-phone.
Consider the scenario of Jane, a visually-impaired business-woman who values her independence. Before going to work in the morning, Jane needs to take her allergy medications. Not remembering when she had renewed her prescription, she reaches for her cameraphone and takes a picture of the bottle to check the expiration date. The phone reads out the expiration date, which happens to be last month. Jane decides to throw the bottle away and to make a detour to the pharmacy. At work, Jane schedules a lunch meeting with a client. After she walks to the restaurant, she snaps a picture of the street sign at the corner of the block to verify that she is at the correct intersection. As she enters the restaurant, Jane realizes that a small object is blocking her path. She takes a snapshot of the object; her phone tells her that the text on the object is "Wet Floor." Jane walks carefully around the sign and meets her client. At the table, she uses her phone to "read" the menu. Jane has a successful lunch meeting. Our phone-based solution gives Jane access to textual information that cannot be conveyed through any other means, keeping her safe and giving her more independence.
Previous work, including Haritaoglu [3] and Nakajima et al. [6] , have developed a mobile system for dynamic translations of text in the environment with a PDA, high-speed cellular network, and a client-server architecture. Our approach shares a similar architecture, but we use an off-the-shelf camera-phone instead of a PDA to better address the needs of visually-impaired users. Instead of requiring the user to specify where text is in the image (which is nearly impossible for our users), we simplify the interaction by removing this extra step. Several other research systems [2] , [5] 
Architecture and implementation
Because of the current limitations of mobile phones, we use a client-server architecture: a custom application on a Nokia 6620 allows the user to snap a photo of an object and automatically send it to a server using an HTTP request over the GPRS network; a server-side script invokes the OCR engine, which extracts the text from the image. The server sends the extracted text back to the phone, where it is displayed and enunciated using a speech-synthesis engine. We selected a commercial OCR engine that can handle images with the characteristics described in Section 2.
Performance Evaluation. Figure 1 shows the recognition This paper presents a mobile text-recognition system that allows visually-impaired people to become aware of textual information normally inaccessible to them. Our approach requires the user to carry only an ordinary camera-phone and demonstrates that special-purpose hardware is unnecessary. Some of the challenges described in this paper may disappear in the future as the smart phones will be equipped with better lenses and cameras and as good text-recognition software becomes available for the phone platforms. The proof of concept outlined in this paper shows that this important problem can be addressed effectively using existing technologies.
