Q-learning is arguably one of the most applied representative reinforcement learning approaches and one of the off-policy strategies. Since the emergence of Q-learning, many studies have described its uses in reinforcement learning and artificial intelligence problems. However, there is an information gap as to how these powerful algorithms can be leveraged and incorporated into general artificial intelligence workflow. Early Q-learning algorithms were unsatisfactory in several aspects and covered a narrow range of applications. It has also been observed that sometimes, this rather powerful algorithm learns unrealistically and overestimates the action values hence abating the overall performance. Recently with the general advances of machine learning, more variants of Q-learning like Deep Q-learning which combines basic Q learning with deep neural networks have been discovered and applied extensively. In this paper, we thoroughly explain how Q-learning evolved by unraveling the mathematical complexities behind it as well its flow from reinforcement learning family of algorithms. Improved variants are fully described, and we categorize Q-learning algorithms into single-agent and multi-agent approaches. Finally, we thoroughly investigate up-to-date research trends and key applications that leverage Q-learning algorithms.
I. INTRODUCTION
Recently reinforcement learning [1] has received considerable attention, with many successful applications in various fields such as game theory, operations research, information theory, simulation-based optimization, control theory, and statistics. Reinforcement learning, which is an area of machine learning, is becoming a major tool in computational intelligence as a technique, in which computers make their own choices in a given environment without having a clue of historical or labeled data [2] . Artificial intelligence will continue to drive cross-cutting innovations and the possibilities of future use of reinforcement learning will grow tremendously and new variants of will be introduced [3] .
Reinforcement learning is a strong learning algorithm that learns the optimal policy through interaction with the environment without the model of the environment [4] . It uses an agent that learns the value function for a given policy through The associate editor coordinating the review of this manuscript and approving it for publication was Alba Amato.
interaction with the environment to predict an optimal solution and based on the value function, it continuously develops and learns the optimal policy [5] . The most commonly used method in reinforcement learning applications is the Temporal-Difference (TD) learning [6] which exploits a combination of the Monte Carlo [7] method of measuring value through the experience without a model and the advantages of dynamic programming [8] , which can estimate the value by using only current estimates. Q-learning uses an off-policy control that separates the deferral policy from the learning policy and updates the action selection using the Bellman optimal equations and the e-greed policy [9] . Unlike other reinforcement learning algorithms, Q-learning has simple Q-functions, hence it has become the foundation of many other reinforcement learning algorithms [10] . However, early Q-learning algorithms were impeded by the reward storage issue [11] . As the number of actions increases, the available storage space becomes insufficient, precluding the solution of the problem. In other words, for complex learning problems with large state-action environments, it is difficult to VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ achieve effective learning. In addition, the state storage space for multi-agent environments becomes larger than that of single-agent environments, and this storage takes up much, if not all, of the computer memory [12] . Hence, the computer cannot provide the correct answer. Many Q-learning algorithms have been developed to solve this problem in various environments.
With the importance of reinforcement learning algorithms, many researchers have presented survey papers as well as classification studies many of which focused only on reinforcement learning in general [13] - [15] .
One of the most popular algorithms for single-agent environments is deep Q-learning [16] developed at Google in 2016. In this paper we analyze algorithms for solving Q-learning problems in multi-agent environments. Modular Q-learning [17] is a multi-agent Q-learning algorithm in which a single learning problem is divided into several parts and a Q-learning algorithm applied to each. Ant Q-learning [18] is a method in which agents share reward values with each other, like a colony of ants discarding lower reward values and solving problems using higher values. This allows facilitates the action's reward values to be obtained efficiently in a multi-agent environment. Nash Q-learning [19] is a modification of the basic Q-learning algorithm that is suitable for multi-agent environments.
In the early days of reinforcement learning, Q-learning was applied to the domain of process control [20] , chemical process, industrial process automatic control, and in the field of airplane control [21] . Currently, Q-learning is used in the field of network management [22] mainly for the optimization of routing and the processing of reception in network communication. With the advent of AlphaGo, active research is underway in the field of game theory [23] . Reinforcement learning through trial and error has characteristics very similar to those of the human learning process [24] . Hence, Q-learning is performing extremely well in the field of robotics. Especially in autonomous vehicles, drone, and humanoid robots [25] .
In this paper, we thoroughly explore how Q-learning evolved by unraveling the mathematical complexities behind it as well its flow from reinforcement learning family of algorithms. Improved variants are fully described, and we classified into single-agent and multi-agent approaches. Finally, we extensively investigate up-to-date research trends and key applications that leverage Q-learning algorithms to various domains.
A. ORGANIZATION OF THIS PAPER
This paper is structured as follows. Section II introduces background knowledge and genesis of Q-learning.
In Section III, we analyze and classify various Q-learning algorithms. In section IV we cover the latest research trends, as well as recent applications. Section V investigate related works on Q-learning. Finally, in Section V, we present our conclusions.
II. BACKGROUND KNOWLEDGE
Reinforcement learning has evolved as shown in Fig.1 . The sequential behavior decision problem that is the basis of reinforcement learning is defined by the Markov decision process (MDP) [26] which describes an agent that introduces the concept of the value function for learning, and the value function is linked to the Bellman equation. First, reinforcement learning uses MDP and the value function to construct the Bellman equation, then Q-learning is applied to solve the Bellman equation problem. To maximize the efficiency of reinforcement learning, it is important to choose an efficient algorithm that solves the Bellman equation [27] . This section describes MDP, the value function and the Bellman equation.
A. MARKOV DECISION PROCESS
MDP is the mathematical definition of the sequential action decision problem. The environment is probabilistic, which means that the state of the transition and the compensation are random after the action is performed. The rules for selecting actions to be performed in a specific state are called policies, and reinforcement learning algorithms can be formulated using MDP [28] .
1) STATE
The state is a set S of agent observable states. State means ''observation of your situation'' [29] .
2) ACTION
An action is a set of possible actions A in a state S. Usually, the actions that an agent can do are the same in all states. Therefore, one set of A is represented [30] .
3) STATE TRANSITION PROBABILITY MATRIX
The state transition probability is a numerical representation of the movement of an agent from one state S to another state S 'when taking action A. For MDP, the following states and compensation are dependent only on the current state and actions. Thus, the probability of the next state to be compensated by the next compensation and magnitude is given by [31] . The probability is:
where (1) P a ss is the probability contained in the matrix P of moving to state s' when action a is performed in state s, and t denotes the time.
4) REWARD
The reward is the information given to the agent in the environment so that it can be learned by the agent. When the state is s and the action is a at time t, the reward that the agent receives is:
where (2) R a ss is the definition of the reward function. t is the time, and E is the expected value for the reward to be given as action a occurs when it moves from a state to s'. The agent can express the compensation value as an expected value because it can give different reward even if the same action is taken in the same state depending on the environment. When the agent makes an action A in state S, the environment informs the agent of the next state S' in which the agent intends to go into and the reward it will receive. It is at time of t + 1 that the environment informs the agent.
Therefore, the compensation to be received by the agent is represented by R t+1 .
5) DISCOUNT FACTOR
The concept of a discount factor was introduced in response to problems arising from compensation operations. After the agent acts in each state, it gets compensation. As time goes, the value of reward decreases, introducing the concept of depreciation. Depreciation has a value between 0 and 1, and the amount of compensation the agent receives over time is reduced [31] .
6) POLICY
When an agent arrives at a certain state, it determines the action using the policy
where (3) π is the probability of policy that the agent chooses a in state at time t. Finally, reinforcement learning learns better policies than the current one to obtain an optimal policy [32] .
B. VALUE FUNCTION
For the agent to calculate the reward that he will receive in the future it has to consider which action he will perform. The criterion that determines which policy is a better policy is the value function. The value function is the sum of the rewards that are expected to be received when following the policy from the current state [32] as follows:
where (4) the expectation equation Vπ (s) is the expected value Eπ , Rt + 1 is the reward value to be awarded next and l is the discount factor. (4) provides the state value function that computes the sum of the rewards to be received when the state is given. It allows the agent to determine a better state. Next, there is the action value function that considers the state and action. the agent uses the Q-function as a criterion for selecting the action. The Q-function is defined as follows
The relationship between the Q-function and the value function is expressed as the following equation. v π (s) = a∈A π (a|s)q π (s, a)
For all actions, the value of the Q-function plus the policy is added together. The Q-function and the value function are expressed as Bellman equations. The Bellman equation is an equation representing the relationship between the value function of the current state and the value function of the next state.
C. BELLMAN EQUATION 1) BELLMAN EXPECTATION EQUATION
The value function represents the expected value of a state. The value function of a state is the sum of the reward to be received when the agent moves to the next state and is affected by the current agent's policy. The Bellman equation that reflects the policy, expresses the relationship between the 'value function of the present state and the value function of the next state [32] , [33] .
(7) is the Bellman expectation equation.
a∈A π (a|s) is the probability policy to do the action.
s ∈S P a ss is the state transition probability matrix. As in (4) and (5) , R t+1 is the reward, γ is the discount factor
2) BELLMAN OPTIMALITY EQUATION
Reinforcement learning is to find the optimal policy in the problem defined by the MDP. The policy is determined by the value function, and the policy that gives the greatest expectation for all policies is the optimal policy. The Bellman optimal equation is the policy that receives the optimal value using the value function. The following is the Bellman optimal
where (8) max a E π the maximum expected value among the policies that agents can receive. Reinforcement learning calculates the problem defined by MDP using the Bellman expectation equation and the Bellman optimal equations.
III. CLASSIFICATION OF Q-LEARNING ALGORITHMS
In this section, we describe Q-learning algorithms and classify them as single-agent and multi-agent algorithms. We fully describe the most popular of them and Fig. 2 provides an extensive classification.
A. SINGLE-AGENT 1) BASIC Q-LEARNING
In contrast to previous algorithms which did not differentiate behavior from learning, Q-learning uses an off-policy method to separate the acting policy from the learning policy. As a result, even if the action selected in the next state was mediocre, the information was not included in the updating of the Q-function of the current state, and the dilemma is that it is a wrong choice [32] . However, since Q-learning uses offpolicy, it solves the dilemma. Equation for the Q-value is as follows: (9) where (9) α is the learning rate and has a value between 0 and 1. R is a reward and is the reduction rate of the reward as time passes.
The Q-value Q (S, A) of the action for the current state S is updated with the sum of existing value Q (S, A) and the equation which determines the best action in the current state. Q-learning is continued by updating the Q-value for each state continuously using the above equation. Before starting Q-learning, rewards are present in the Q-table. If an agent selects an action through a policy in the starting state, then it moves to the next state using (1). This process is repeated several times so that the overall Q-value converges to a specific value where the Q-table is used to solve a given problem [33] . Q-learning combines dynamic programming and Monte Carlo methods, which have been used to solve the Bellman equation. This approach has become the basis of many reinforcement learning algorithms because unlike other methods, Q-learning is simple and exhibits an excellent learning ability in single-agent environments. However, in Q-learning, a value is updated only once per action. Therefore, it is difficult to effectively solve complicated problems in a large state-action environment because these many statesactions might not been experienced previously. Moreover, because the Q-table for rewards is preset, a considerably large amount of storage memory is required [34] . In a multi-agent environment with two or more agents, a large state-action memory is required, which leads to problems. For this reason, basic Q-learning algorithms are disadvantageous because they cannot accomplish effective learning in a multi-agent environment.
2) DEEP Q-LEARNING
Google Deep Mind developed deep Q-learning, which combines Convolution Neural Networks (CNN) with basic Q-learning. Q-learning employs an approximation function using a CNN when it becomes difficult to express the value function for every state [16] Deep Q-learning combines two approaches in addition to the value approximation using a CNN [35] . One is an experience replay, and the other is the target Q technique. The value approximation using a neural network is highly unstable, and the experience replay stabilizes this.
In the experience replay approach, all states, actions, and rewards are affected by previous states. That is, there exist correlations between states, actions, and rewards. Owing to these correlations, the approximation function cannot learn in a stable manner. The experience replay stores the experience in a buffer and randomly extracts the learning data, which eliminates correlations [36] .
The target Q technique prepares the target network and Q network separately. It obtains the target value using the target network and causes the Q network to learn based on the target value, which reduces correlations [52] .
The key idea behind deep Q-learning is that it uses the experiential replay to combine Q-learning with an artificial neural network (CNN) [52] . The agent generates samples (s, a, r, s') interacting with the environment. Various environments and samples are possible. If the agent learns from the samples created according to the situation, then the learning FIGURE 2. Classification of Q-learning algorithms. VOLUME 7, 2019 may flow in an unusual direction owing to the correlation between the samples. To solve this problem, deep Q-learning collects many samples. When CNN learns, samples that are stored in the memory are arranged randomly and extracted as often as possible. However, using too much memory can cause the learning speed to decrease.
3) HIERARCHICAL Q-LEARNING
Hierarchical Q-Learning is designed to solve the problems that arise when the state-action space of Q-learning increases [53] .
Hierarchical Q-Learning improves basic Q-learning by adding hierarchical processing to the existing Q-learning system. The idea of Hierarchical Q-learning began with a method designed for the hybrid control of a robot navigation system. The main concept behind hierarchical Q-learning is the concept of the abstract action, which divides the action of the agent into a higher level and lower level [54] .
For example, when the actions that the agent can choose are up, down, left, and right, and the goal is to reach the target point, the movement to the target point is contained in the higher level, and the movements of up, down, left, and right make up the lower level. This hierarchical division of the agent's action is called the abstract action [55] . Conventional Q-learning encounters many problems in solving complex environments. The hierarchical Q-learning algorithm solves complex problems using the abstract action, which speeds up the processing time for complex problems.
4) DOUBLE Q-LEARNING
Double Q-learning was developed to solve the problem that Q-learning does not perform well in a stochastic environment. In a stochastic environment [56] , Q-learning is biased because the action value of the agent is overestimated. Conventional Q-learning does not search for any new optimal value after a certain time, but repeatedly selects the highest value among existing values.
Hasselt developed double Q-learning, which solves this problem of Q-learning [57] , [37] . Double Q-learning divides the valuation function of Q-learning that determines the action to prevent the deviation of the value in the Q-learning algorithm. The existing algorithm is the same as Q-learning. Equation (9) is divided into two equations, and the value is selectively and randomly derived. The algorithm is as follows [56] :
Double Q-learning has two Q-functions and Each Q-function is updated with the value of another Q-function. The two Q-functions are important to learn from a separate set of experiences, but both value functions are used to choose the action.
Double Q-learning has been actively developed and combined with deep Q-learning to develop double deep Q-learning. Double deep Q-learning has also improved the performance of deep Q-learning by preventing optimistic predictions and divergences of Q-values that express future values.
5) OTHERS
In addition, there are various algorithms that utilize Q-learning in a single-agent environment. Typical examples are incremental multistep Q-learning [58] , asynchronous stochastic approximation Q-learning [59] , and Bayesian Q-learning. Incremental multistep Q-learning is a combination of Q-learning and Temporal-Difference learning, which is efficient for delayed reinforcement learning. The incremental multistep Q-learning algorithm performs significantly better than basic Q-learning in terms of the number of tasks. It can also serve as a basis for developing various multiple time-scale learning mechanisms, which are essential for applications of reinforcement learning to realworld problems [60] . Asynchronous stochastic approximation Q-learning analyzes the characteristics of convergence of the Q-learning algorithm. Bayesian Q-learning uses a Bayesian approach to obtain a Q-value. Thus, an agent can make decisions based on accurate information [61] .
B. MULTI-AGENT 1) MODULAR Q-LEARNING
Modular Q-learning was introduced to overcome the problem of basic Q-learning's inefficiency in multi-agent systems [62] . As the number of agents increases, the number of dimensions of the state space for each agent increases exponentially in [62] , [63] . This may cause an explosion in the amount of memory and number of states. Modular Q-learning solves the large state-space problem of Q-learning by decomposing a large problem to be learned into smaller problems and applying Q-learning to each sub-problem. In the action selection stage of the agent, each learning module provides Q-values for actions of the current state. A mediator module selects the best action to be taken by executing the action of the learning module. As a result, a reward value is derived from the environment and stored in each module, and the Q-function value is newly updated, as follows:
where a is an action and denotes the Q-value. It is difficult to guarantee the convergence of Q-values in all states through infinite repetitions, which yields a function that produces the optimal result for the Q-value and chooses the action that maximizes the function. Modular Q-learning solves the problems of existing Q-learning approaches by not applying Q-learning directly to the multi-agent system, but rather dividing the system into modules for each agent, performing Q-learning on individual modules, and collecting the learning results to determine the optimal action. However, modular Q-learning uses fixed modules assigned by the engineer, and when combining them it also uses a simple fixed method known as the greatest mass (GM) approach. Therefore, the main disadvantage of this approach is that it is difficult to efficiently learn in an environment that changes rapidly. Various algorithms have been developed to solve the problem of modular Q-learning [64] .
2) ANT Q-LEARNING Ant Q-learning combines an ant system (AS) with Q-learning. AS is an algorithmic representation of ants choosing their paths back to their nest after finding food [18] . Ants secrete pheromones as they walk. They ignore weak acidity paths, and the path with the highest acidity is determined as the final path [65] . Ant Q-learning extends existing ASs. Unlike in the usual Q-learning method, learning here is performed using a set of cooperating agents. Cooperating agents exchange AQ-values with each other. The goal of Ant-Q is to learn an AQ-value that can achieve a stochastically superior target value [66] . Unlike basic Q-learning, ant Q-learning learns using several agents. The advantage of ant Q-learning is that it is possible to effectively find the value of the reward for a certain action in a multi-agent environment because agents in ant Q-learning cooperate with each other. The disadvantage of ant Q-learning is that its result can become stuck in a local minimum because agents only choose the shortest path [67] .
3) NASH Q-LEARNING
Nash Q-learning is a variant of the Q-learning algorithm that is suitable for multi-agent environments [19] . In a multiagent environment, all actions of all agents should be considered. When there are n agents, the Q-value is Q (S, A1, A2, . . . An) instead of Q (S, A). Taking this into consideration, the function of Nash Q-Learning is obtained by modifying equation (9) [42] as follows: Q t (s, a 1 , a 1 · · · a n ) = (1 − a t−1 )Q t (s, a 1 , a 1 · · · a n )
where s is the current state, a is the action of the nth agent, and t represents the time. To obtain the Nash Q-value, the learning rate must first be determined, and the rate of decrease for reward should also be determined. Furthermore, represents the reward value at time t. The value of β is between 0 and 1. Nash Q t+1 (s ) is defined as follows:
Nash Q t−1 (s ) = π 1 (s ) · π 1 (s ) · . . . π t−1 (s ) (14) where (14) is the reward value determined by the Nash theory when an agent takes an action in state s'. In a multi-agent environment, the information on different agents is not shared between the agents. Thus, agents must derive information about other agents by themselves.
The Q-values of other agents is obtained through learning [43] . Nash Q-learning predicts the actions of other agents and allows agents to determine actions that maximize the sum of the reward values of actions. The advantage of Nash Q-Learning is that its complexity is relatively low because it does not require any additional inference algorithm but uses the same algorithm to predict the actions of other agents. However, this approach is computationally intensive. The big drawback is that it requires a lot of time owing to a large amount of computation.
4) SWARM-BASED Q-LEARNING
In a typical Q-learning algorithm, if the learning problem is complex, it takes a lot of time to find the optimal answer. In addition, in a multi-agent environment, the answer often cannot be found or takes a lot of time. Swarm-based Q-learning uses Particle Swarm Optimization (PSO) to find the optimal solution. PSO can quickly find a globally optimal solution for multiple module functions with a wide solution space. There are some studies that improve the performance of reinforcement learning by combining PSO with Q-learning, Salsa, and ant colony. In this paper, we discuss swarm-based Q-learning [68] .
In the existing multi-agent reinforcement learning, general Q-learning is used for each agent to search the optimum answer through individual learning, and information-based learning was performed based on the information exchanged between agents [69] . Swarm-based Q-learning solves the problem by combining the above two methods. In previous algorithms for multi-agents, each agent learned individually using a general Q-learning algorithm [70] whereas swarm-based Q-learning exchanges information regularly during learning for each agent and learns based on the exchanged information. The Q-value of each agent is updated based on the update equation of PSO, and the agent can select the optimal policy because it learns based on the exchanged information. Swarm-based Q-learning also sets up the agent in advance to save time in complex environments. The swarm-based Q-learning algorithm selects a good Q-value, and the agent updates the information using the good Q-value. PSO is based on social behavior, and each agent updates its own candidate solution using each optimal solution and the optimal solution of all agents.
5) OTHERS
In addition, there are various algorithms that utilize Q-learning in a multi-agent environment. The Self-Other-Modeling (SOM) method, agents use their own policies to predict and update the actions of other agents [71] . SOM Q-learning predicts hidden states of other agents from their actions.
Like existing hierarchical Q-learning, one task is divided into several tasks and is then divided into hierarchical tasks [72] . At the same time, this method increases the number of episodes using Stochastic Temporal Grammar (STG) [73] . The concept of STG is that there exists a temporal relationship between two other tasks, and STG summarizes time shifts among various tasks using probabilistic grammatical models to capture time relations. STGs interact with hierarchical Q-learning algorithms using modified switch and guidance policies. However, STGs rely on human guidelines and require more time and effort at each training phase [73] .
Finally, [74] applied Deep Q-learning to multi-agent environments. Deep-neural-network-based algorithms have contributed greatly to extending single-agent reinforcement learning to multi-agent reinforcement learning [75] . The scenario of the collaboration and competition is designed by changing the reward for each agent, and the single-agent environment is extended to the multi-agent environment with an emphasis on the overall observation of the discrete space and each agent. Trust Region Policy Optimization (TRPO) has also been extended to multi-agent environments using parameter sharing [76] . Like these, there have been many studies on reinforcement learning in multi-agent environments.
IV. RESEARCH TREND AND KEY APPLICATIONS
With current innovative environment the momentum of new trends in the use of Q-learning is so extensive-learning is currently applied in many intelligent systems like operations research, robotics and industrial process control. In this chapter we explore these rich areas of applications and more recent innovations that involve Q-learning.
A. RESEARCH TRENDS
In this section, we investigate the latest research trends mainly to improve some aspects of Q-learning algorithms.
In reinforcement learning, it is well known that in some stochastic environments, a bias in the estimation error can gradually increase the approximation error leading to large overestimations of the true action values. A Weighted Estimator (WE) method [77] has been studied to reduce this variance and to randomly process many variables natively.
Similarly, a corrupt reward MDP (CRMDP) [78] was developed to overcome the possibility of impairment of the actual reward function. A reward for existing Q-learning can be compromised by bugs or malfunctions. The reward function may also be compromised by improperly modifying the reward mechanism by the agent. CRMDP solved the problem of reward and corruption in various agents by extending MDP with a corrupt reward function and defining formalities and measurement methods.
There is a reward shaping [79] study to overcome the time-consuming disadvantages of Q-learning using delayed feedback or reward. Reward shaping is a method of obtaining results faster by integrating domain knowledge into Q-learning. Reward shaping was applied to multi-agent as well as single-agent systems. Similarly, a method for handling false information in a single-agent system and plan-based reward shaping for solving conflict in a multi-agent system has been developed. It is based on the abstract MDP method and reward shaping, ignoring the inaccurate part of the agent's knowledge and, as a result, enables more accurate learning [80] .
There is also new research that greatly improves the reward policy of the multi-agent environment by difference reward and potential reward formation. Differential reward Counterfactual as Potential (CaP) was used, and the potential-based reward was applied to various multi-agent systems. Differential Reward Incorporating Potential (DRIP) formed a differential reward system basing on the potential reward. Combining these two approaches yielded superior results than the agent using only the difference reward [81] .
The existing model-free algorithm is often unable to converge to the optimal policy owing to the perturbation of the parameters. The model-free algorithm allows the learning process to be performed more reliably and quickly using Constant Shift Values (CSV). It has been generalized to handle large-scale work and its superiority has been proved through a comparison with a representative MDP [82] . In addition, research on the new Inverse Reinforcement Learning (IRL) is underway by setting a different function of the reverse learning reinforcement learning that is effective in explaining the behavior of a professional by observing a series of demonstrations different from the existing IRL algorithm [83] .
Off-Environment Reinforcement learning (OFFER) has been developed to simultaneously optimize policy and proposal distribution for environmental variables in areas with abnormal Significant Rare Events (SRE) in the physical environment that do not appear in simulations [84] .
In addition, robust adversarial reinforcement learning (RARL) [85] was developed to overcome the gap between simulations and real environments and the scarcity of data, and to apply it to unstable systems. In addition, through the experiments of the ATARI game and PAC-MAN, HRA obtained better results than humans. However, it has the disadvantage that its performance is not confirmed in other environments except for the specific area [86] . Similarly, PBRS-MAXQ is proposed as a new algorithm by integrating Potential Based Reward Shaping (PBRS) and Hierarchical Reinforcement Learning (HRL) [87] . P-MARL focused on the environment that had a significant impact on agent decisions. P-MARL leverages information about future changes in the environment to reach successful solutions in grid scenarios [88] . In addition, it can usefully interact in real environments, reducing human supervision costs and being applied to state-of-the-art RL systems [89] . Based on human psychology, both non specialists and experts are effective, and research on putting human knowledge into Q-learning agents for speed improvement is underway [90] .
Finally, many studies have been conducted to improve the performance of Q-learning in multi-agent systems.
A new architecture, FeUdal Network (FuNs) [91] , which uses MANAGER and WORKER modules, was developed by applying hierarchical Q-learning. FuNs was able to solve various problems by separating the multilevel end-to-end learning. In addition, FuNs is efficient for transfer and multitasking learning and can be used to learn new and complex technologies. There is also a HAMQ-INT [92] algorithm with excellent performance in the taxi domain, and the much more complex RoboCup Keep away domain, which utilizes hierarchical Q-learning. HAMQ-INT automatically discovers and utilizes internal transitions within Hierarchies of Abstract Machines (HAM) to verify performance in the benchmark taxi domain RoboCup Keep away domain.
In addition, there is Deep Multi-Agent Q-learning [93] , which combines the experience replay to solve the problem of multiple agents and converts the success of deep learning in single-agent Q-learning into multi-agent settings. In deep multi-agent Q-learning, the importance sampling and the value function were adjusted to successfully combine experiential regeneration. This is utilized in a wide range of nonstationary educational problems such as classification.
Next, there is the Group-LASSO Fitted Q-Iteration (GL-FQI) [94] . which improves performance by simultaneously learning multiple tasks and using similarity in multitask Q-learning. GL-FQI is made by extending the Group-LASSO and FQI algorithms and shares a useful set of functions that improve the performance of single-task learning.
There is also a resource abstraction [95] that provides an autonomous and decentralized solution by applying multi-agent Q-learning to very complex, large-scale real congestion statements. In addition, researchers developed a swarmMDP framework for multi-agent systems by applying reverse reinforcement learning [96] .
B. RECENT ADVANCES
Owing to the effectiveness of the Q-learning algorithm, it has been applied to various domains such as industrial processes, network process, game theory, robotics, operation research, control theory, and image recognition. In this section, we describe various applications that leverage the recent advances of Q-learning. Table I summarizes key areas that currently utilize Q-learning techniques
1) CONTROL OF INDUSTRIAL PROCESS
The field of process control, which represents the beginning of reinforcement learning, is still one of the most active application areas of Q-learning. This is because the Q learning methods that mimic the way humans are trained through trial and error can be akin to industrial process control [97] . Q-learning was adopted to improve the performance of the on-line learning control system [98] . The online learning control system using Q-learning has strengthened measures for judging incorrect points from an external environment and improving future performance and has become a successful candidate for the design of online learning control [99] , [100] .
2) COMPUTER NETWORKING
There has been much research to apply Q-learning in the field network process control. Wireless sensor networks should monitor rapidly changing dynamic behaviors that are caused by external factors or by system designers. To improve the adaptability to changing situations and eliminate the need for system redesign, Q-learning is used to improve performance [101] . Network control using the Q-learning algorithm has inspired many practical solutions that maximize resource utilization and extend network life. In recent years, an antisystem has been applied to pre-networking to enable monitoring and object tracking in a wide range of environments [102] . In addition, the combination of Mocha, a robust system recognition optimization method for system problems [103] , and the combination of an online control system and a wireless sensor network has enhanced the performance of wireless sensor network applications [104] .
3) GAME THEORY
In game theory, Google Deep Mind has played a significant role. Deep Mind applied deep Q-learning to games helping arcane games to find optimal moves by themselves, and as a result the system was able to outperform humans [105] , [106] . Based on this, much research has been carried out in game theory. In an online multiplayer game, it is possible to learn in real time using the data measured along the trajectory of a player, thereby optimizing the game's performance and developing a human-agent feedback loop.
Furthermore, in stochastic cooperative game theory, a Q-learning algorithm is used to maximize the total profit of the system. Recently, Q-learning algorithms have been adopted in mobile application games. As mobile applications become more popular, they have suffered from limited resources like channels hence causing, delay [107] . The combination of game theory and Q-learning has enabled the efficient distribution of resources, yielding improved performance. In addition, research is being conducted to improve performance by utilizing Q-learning in large-scale games with insecure information [108] , [109] .
4) ROBOTICS
Robotics is the most active field to which Q-learning is applied. Q-learning in robotics provides frameworks and toolkits for designing sophisticated and difficult engineering behavior. Through Q-learning, autonomous robots have achieved considerable growth in behavioral technology with minimal human intervention. However, many studies are in progress to overcome the complicated problems of the existing Q-learning algorithm and its inability to operate with multiple agents.
By seamlessly exchanging information between tasks, a fully integrated approach within the reinforcement learning framework has greatly enhanced robot control capabilities [110] . In recent years, Q-learning has been applied to study robots' emotions and to facilitate mobile robots operating in people's living environments. Robot problems have also influenced the development of Q-learning. The combination of robotics and reinforcement learning has tremendous potential in future research [111] , [112] . 
5) OPERATIONS RESEARCH
Operation Research (OR) is a discipline that deals with the application of advanced analytical methods to make better decisions using math, business, and computer science. Results of OR problems are used in a wide range of engineering management and public systems. In this section, we investigate various studies that utilize Q-learning for the latest OR problem solving. Reference [113] improved the performance of the scheduling method that solves Dynamic Job Shop Scheduling (DJSS) problem considering random work and machine failure by using Q-learning. DJSS focused on selecting an appropriate scheduling method or optimization parameter.
Q-learning has also been used in demand management problems [114] . Load management problems dynamically adjust the electricity demand in response to grid signals to reduce Demand-Side Management (DSM) for preliminary markets, frequency recovery, and expensive household usage. For efficiency of the management problem, it is necessary to disperse peak loads to other load times. As efficiency increases, operational costs are diminished, and the number of blackouts is reduced [114] . This gives consumers and producers the ability to manage with minimal effort. The Q-learning approach enables retailers to quickly identify real-time information they need and provides demand management capabilities by making reliable decisions about trusted customers without classifying future customers from the appropriate clusters. Building load management using reinforcement learning has chosen intuitive clustering technology based on learner's results and improved elasticity of demand, learner's load scheduling, and consumer targeting decomposition techniques. It is also used as a tool for market research [115] .
Q-learning has also been used for optimization problems for device placement [116] . Device placement can be grouped into learning to divide a graph across available devices. It makes traditional graph partitioning into a natural baseline. Adaptation methods for optimizing the arrangement of devices for neural networks have been studied [117] . This arranges devices by using the sequence placement model and considering computation in a neural network.
As a result, this approach learns characteristics of the environment including complex tradeoffs between computation and communication in hardware, and overcomes the placement designed by the human expert and highly optimized algorithmic solvers in a variety of tasks including image classification, language modeling, and machine translation. This model has been trained to optimize the execution time of the neural network [118] .
6) ARTIFICIAL INTELLIGENCE
In addition to the abovementioned fields, many studies using Q-learning have been conducted and are being applied to various fields. Q-learning is used in artificial intelligence quadrotor control [119] . Recently, as the development and distribution of quadrotors have accelerated, many global companies such as Google and Amazon have conducted research for the commercial use of quadrotors. Quadrotors have been used and verified in many areas such as surveillance, navigation and rescue, wildlife protection, and unmanned mail delivery. Its core technique is to accurately recognize and track targets, which is indispensable in the application of quadrotors. Q-learning has contributed significantly to the development of drones as a key technology in quadrotor control. Many techniques for controlling quadrotors using Q-learning have been studied. The quadrotor is expected to be widely used not only in the military and commercial industries but also in the private sector [120] .
Q-learning is also used in the field of image classification. Image classification is one of the most fundamental research problems in computer vision. In existing image classification, Convolutional Neural Networks (CNN) made great achievements in single-label image classification [121] . In multilabel image analysis, however, computation cost and spatial dependence, and modeling between localized regions, are neglected or oversimplified.
Multi-label image classification is more useful than single-label image classification because the actual image is typically annotated to multiple labels, and modeling large semantic information is essential for high-level image analysis tasks. Q-learning has made a great contribution in the analysis of multilevel image classification [122] , and a representative example is a new method for accurate real-time 3D anatomical landmark detection in Computed Tomography (CT) scans.
By combining deep Q-learning concepts with multiscale image analysis, an artificial agent learned the optimal strategy for finding anatomical structures [123] .
Finally, Q-learning is applied in information theory, and related studies are underway. Recently, Q-learning and information theory have been applied to various fields such as pattern recognition, natural language processing, abnormality detection, and information theory [124] - [126] . In addition, a framework has been developed to generate a satisfactory response based on user's utterance using reinforcement learning in a voice interaction system [127] , and a high-resolution prediction system for local rainfall based on deep learning has been developed [128] .
V. RELATED WORKS
Notwithstanding a rich applications perspective of Q-learning, we did not come across any paper that bestowed its scope solely on Q-learning and its applications. However various researches tried to touch on these algorithms in a general scope of reinforcement learning hence falling short of various details that Q-learning is built upon. Table II summarizes the key related limitations that our paper tries to address. We also reveal the limitations of our paper to encourage possible further studies.
VI. CONCLUSION
Q-learning algorithms are off policy reinforcement learning algorithms that try to perform the most profitable action given the current state. However, these powerful set of algorithms are not fully exploited at their full potential. In this paper we covered all variants of Q-learning algorithms, which are a representative algorithm under reinforcement learning. We distinctively categorized Q-learning algorithms into single-agent and multi-agent and described them thoroughly. With the introduction of a Convolutional Neural Networks, deep Q-learning came as an improved version of basic Q-learning. Double Q-learning solves the basic flaw of basic Q-learning which is the over estimation of the reward using a maximum function. Modular Q-learning is widely utilized in the field of robotics and Nash Q-learning is applied in complex areas such as stochastic games. We also analyzed recent research trend of Q-learning and thoroughly investigated how Q-learning is used in various areas. The improved algorithms might perform poorly while solving simple problems in a simple environment, but they outperform basic Q-learning algorithms when the problem at hand is complex and under a sophisticated environment. As the importance of reinforcement learning increases with artificial intelligence being incorporated in almost all aspects of computing, Q-learning will continue to drive the innovations and development of intelligent systems.
