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As above, so below?





In Brain-Computer Interfaces (BCI), measurements of the users
brain activity are classified into commands for the computer. With
EEG-based BCIs, the origins of the classified phenomena are often
considered to be spatially localized in the cortical volume and mixed
in the EEG. Does the reconstruction of the source activities in the
volume help in building more accurate BCIs? The answer remains in-
conclusive despite previous work. In this paper, we study the question
by contrasting the physiology-driven source reconstruction with data-
driven representations obtained by statistical machine learning. Our
analysis suggests that accuracy improvement from physiological source
reconstruction in BCI may be expected mainly when machine learning
cannot be used or where it produces suboptimal models. However, we
argue that despite the use of physiology-based source reconstruction,
data-driven techniques remain necessary to attain accurate BCI sys-
tems. Finally, we observe that many difficulties of the surface EEG
classification remain challenges in the reconstructed volume.
Keywords: Brain-Computer Interface, electroencephalogram, in-
verse problems, machine learning, classification
1 Introduction
Brain-Computer Interfaces (BCI) operate by classifying measurements of
users brain activity and using the predictions to control applications. The
∗Inria Rennes, 263 Avenue du General Leclerc, 35042 Rennes Cedex, France.
E-mail: jussi.lindgren@inria.fr
1
electroencephalogram (EEG) -based BCIs are seriously challenged by their
low information transfer rates [1, 2]. One possible reason for this is due to
the EEG signal generation. Before the electrical potentials are measured by
the surface EEG, the electrical activity of the brain has propagated through
the neural tissues, the skull and the scalp. This volume conduction mixes,
blurs and possibly cancels the contributions of the different electrical sources
in the volume [3]. The volume conduction effects may then partially explain
the difficulties in building usable BCI systems, as the obtained EEG signal
is a mixture of the different sources and noise.
In typical BCI studies, machine learning techniques are used to estimate
signal processing parameters and classifiers using EEG data recorded from
the user [2, 4, 5]. These methods operate on the signal after it has been
affected by the volume conduction, and need to work with the potentially
introduced difficulties in the data. For example, if the discriminable part of
the signal originated from a single brain region, these methods would need to
implicitly discover and extract that part from the EEG mixture. To do so,
they need training data, and sometimes they find only suboptimal solutions
[6]. These properties are problematic, as the required data gathering (or cal-
ibration) step is an inconvenience to the user and yet the resulting accuracies
may remain low. Can we require less data or obtain improvements to BCI
accuracy if we use physiological knowledge and electromagnetic modeling
to attempt to explicitly invert the volume conduction process? Subsequent
classification would then proceed using the reconstructed signal sources in
the volume (e.g. [7]). Here we call this method of classification using the
reconstructed sources the volume (source reconstruction, inverse) approach
in contrast to the surface approaches that also classify the EEG signal, but
without explicitly attempting to recover sources in terms of a geometric vol-
ume model. Typically the volume approaches rely on a physiological head
model, whereas the surface approaches tend to be based on statistical mod-
eling of the measurements.
The source reconstruction can be expected to mitigate the volume con-
duction effects such as the mixing of the sources [8–10]. In addition it is
appealing as the data in the volume representation is more easy to interpret
in relation to the known structures of the brain [11]. Further, it allows set-
ting physiological constraints to the classifier. For example, the solution can
be restricted to a specific Region of Interest (ROI, e.g. [12]) which may be
useful as it is known that popular BCI approaches such as motor imagery
[13, 14] and Steady-State Visually Evoked Potentials (SSVEP, [15]) rely on
detecting patterns that originate from cortical sources that are considered
to be localized to specific anatomical and functional regions. Restricting the
solution to the relevant regions potentially prevents unrelated sources from
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interfering in the classification.
A nonnegligible amount of research work has gone into empirical EEG
studies where inverse modeling is used in the BCI classification pipeline [7,
12, 16–31]. Despite this work, the evidence that volume reconstruction would
lead to better classification accuracies than the surface approaches remains
inconclusive. Although some empirical studies claim benefits for the volume
approach [7, 21, 24, 25, 30, 31], yet other reports present accuracies that do
not much differ from those obtained by surface methods [12, 18, 23, 26, 28].
In addition, some research groups have changed their opinion over time, for
example the initial supportive claims of Goel et al. [25] about the volume
approach were later replaced by a much more guarded statement [26]. There
are no mathematical proofs of classification accuracy improvement arising
from source reconstruction that the current authors are aware of.
A central problem with many empirical demonstrations is that the re-
ported results cannot be conclusively attributed to the source reconstruc-
tion. In many studies the proposed volume approach is not compared with
an equivalently structured surface approach with parameters optimized by
machine learning, but to a more simple approach or not at all [7, 18, 24, 31].
This effectively inserts a structural bias to the comparison. In general, the
fairness of the comparisons between the surface and volume approaches can
be questioned, as well as the lack of independent confirmation studies (ob-
served e.g. in [29]).
Instead of presenting another empirical study, here we take a different
route. We examine more theoretically how the surface and volume solutions
are related. In particular, we will explain that source reconstruction and us-
ing statistically estimated surface spatial filters in BCI are both approaches to
obtain alternative linear representations of the data. We discuss the various
related approaches and their expected properties. Finally, we consider what
happens to certain difficult issues in BCI classification when the problem is
considered in the volume instead of on the surface.
The rest of the paper is organized as follows. In sections 2 and 3 we
briefly overview source reconstruction and BCI, respectively. In section 4 we
explain how the two are related through the use of linear representations.
In section 5, we examine the expected properties of different approaches to
obtain linear representations. Then, we continue in section 6 to discuss how
the representation in the volume affects several important challenges in BCI.
In section 7 we describe considerations that should be kept in mind when
comparing volume- and surface-based approaches. We suggest some future
work in section 8 and finally present our conclusions in section 9.
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2 Source reconstruction
The volume conduction propagates the electrical activity in the volume to
surface potentials measured by EEG. The standard approach to reconstruct-
ing the sources is based on modeling the volume conduction (the forward
problem) and then finding the source activities that explain the observations
given the model. This equals solving an inverse problem. Let us briefly
describe these two problems.
2.1 The forward problem
The EEG forward problem concerns computing the EEG measurements given
the sources in the volume. A linear superposition model is generally accepted
as a solution and can be derived from electromagnetics [3, 8, 32]. The model
can be stated as follows [8–10],
x(t) = As(t), (1)
where sample x ∈ <n contains the measured potentials from the n elec-
trodes, s ∈ <m represents the m source amplitudes (usually m  n),
A ∈ <n×m is the user-specific leadfield (gain) matrix and t is the sampling
time1. The leadfield matrix encodes the volume conduction model that maps
from the volume sources to the surface potentials. The matrix depends e.g.
on anatomy and how the anatomy is modeled, the number of sources and
electrodes and their positions, the degrees of freedom per source, and the
measurement units. The matrix A itself is nonlinear with respect to the
source positions and orientations [8]. However, if the source positions and
orientations have been fixed, the forward problem of eq. 1 can be considered
linear. Here we use the common assumption that A is a numeric, fixed ma-
trix derived from physiology for a chosen source and electrode layout. The
indexes of s correspond to prefixed source positions in the 3D volume of the
used head model. For details on leadfield construction see e.g. [8, 32].
The forward equation 1 can be naturally extended to multiple measure-
ments (e.g. [8, 10, 33]), and we have
X = AS, (2)
where matrix X ∈ <n×l contains l consequent multidimensional surface
samples x(t), and S ∈ <m×l denotes the corresponding matrix of sources s(t).
1It is common to include an additive noise term, i.e. x(t) = As(t)+n(t). Here we omit
the noise term to allow a more readable presentation.
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If we assume A to be a good model for the volume conduction, this
implies several difficulties for EEG processing that tries to make inferences
about the underlying volume activity. First, the matrix A is typically not
square as the number of potential sources m greatly exceeds the number of
usable electrodes n, see e.g. [10]. In inverse-based BCI studies, the ratio
m/n is usually between 20 and 100, see e.g. [24, 28, 30]. As a consequence,
many different vectors s can result in the same measurement x (plus noise).
The related inversion problem is called ill-posed. The matrix A is also typ-
ically ill-conditioned [9, 10], i.e. the singular values of the matrix decay
quickly. This can be due to nearby electrodes having almost collinear pro-
jections in the matrix, suggesting their volume conduction to be similar. An
ill-conditioned matrix A scales different source space directions very differ-
ently. If σi > 0 is the i:th singular value of the matrix A, we know from
linear algebra that Avi = σiui for the corresponding left and right singu-
lar vectors ui and vi of the matrix A. Thus, given the orthonormality of
the singular vectors, constructing s =
∑
i αivi with scalars αi, we obtain




i αiσiui. In other words, the leadfield scales each
component by its singular value σi. It may be difficult to differentiate the
activity along strongly dampened source directions (small σi) from measure-
ment noise. Conversely, small measurement noise or even rounding errors in
x may require large changes to the source estimates if eq. 1 is satisfied exactly
for each subsequent sample, even if the real source activities changed very
little. In this sense an ill-conditioned matrix A can be considered unstable.
2.2 The inverse problem
In the inverse problem the task is to recover the sources given the mea-
surements. Non-uniqueness of the solutions and the ill-conditioning of the
forward model prevent simply inverting the equation 1. A standard inverse
cannot be used as A is not square, and quick singular value decay can cause
the solutions obtained with pseudoinverse to be dominated by noise. These
difficulties can be mitigated by regularizing the solution [10, 34]. The regu-
larized source reconstruction can be posed as an optimization problem (e.g.
[35]),
Ŝ = arg min
S
[Ldata(AS,X) + λLregul(S)], (3)
where Ldata ≥ 0 and Lregul ≥ 0 are data and regularization loss functions,
respectively, with the scalar λ ≥ 0 controlling their relative importance. The
loss functions define the cost of each candidate S and the solution to the
reconstruction problem is Ŝ. Intuitively, the data loss is used to penalize
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solutions that deviate from eq. 2, whereas the regularization loss attempts
to penalize unlikely solutions that are expected to be erroneous, e.g. due to
noise. For example, representing measurement noise may require large coef-
ficients in S due to the singular value decay of the leadfield. Such solutions
can be avoided by assigning them a high cost with the regularization loss,
with the possible tradeoff that the data loss increases.
In the above definition, the regularization loss can be considered as a
prior. With suitable choices of the functional forms, the loss functions can
correspond to an observation likelihood term and a prior term for specific
probability distributions. For example, if l = 1 (i.e. single sample inverse),
choosing quadratic loss functions and solving the equation 3 corresponds to
assuming Gaussian distributions [36] and equals to the well-known Minimum
Norm algorithm. It can also be seen as Tikhonov regularization [10]. If a
probabilistic interpretation exists for the chosen loss functions, the optimiza-
tion can be seen as a maximum likelihood parameter estimation in prob-
abilistic inference. For an extensive treatment of regularization in inverse
problems, see e.g. [37].
Solutions to the regularized source reconstruction problem can be es-
timated by numerous algorithms that correspond to different assumptions
and loss functions. These include the Minimum Norm (MN, [38]), Weighted
Minimum Norm (WMN, e.g. [39]), and Laplacian Weighted Minimum Norm
(LWMN, [40]) algorithms and yet others [10]. The optimal choice of the
algorithm may depend on the data and what the reconstruction is used for
[9, 35].
For many classical algorithms the solution can be obtained by a linear
transform of the measurements, i.e.
Ŝ = WX, (4)
for some matrix W derived from A. This is the case for example for
the algorithms MN, WMN, and LWMN (see e.g. [10]). Interestingly, the
mentioned algorithms do not require data X to estimate the coefficients of
the transform W. EEG data can nevertheless be used to choose a suitable
value for the regularization parameter λ.
There are also loss functions leading to solutions that are not obtained
by linear transforms of the measurements. For example, using l1 norm -
like regularization in eq. 3 states a preference for sparse solutions. Solving
the corresponding optimization problem may require iterative methods [41].
Some other well-known nonlinear inverse algorithms such as FOCUSS [39]
and sLoreta [42] use linear transforms like eq. 4 to provide initial solutions
that are further refined.
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3 Brain Computer Interfaces
Instead of aiming to recover the volume sources, EEG-based Brain-Computer
Interfaces try to predict which category of mental activity resulted in the
observed trial X. Formally, we can specify a decision function
fΘ(X) 7→ {1, ..., k}, (5)
for k-class classification, where Θ are the parameters of the function. If
a decision function is found that accurately classifies short trial segments of
different classes and generalizes that performance to previously unseen trials,
a high bit-rate of the BCI is obtained. The user controls the end-application
by alternating between the recognized mental activities.
In principle all the parameters Θ of the decision function could be jointly
estimated by machine learning using training data. To obtain the data, the
user is given instructions to repeatedly perform mental tasks of different
classes (e.g. imagine moving left hand, imagine moving right hand, ...). The
EEG recording of each trial is then associated with the corresponding class
label to form a training set.
Parameter estimation can be difficult for complicated, nonlinear functions
[6]. In BCI, the overall decision function fΘ is often constructed stagewise
as fΘ(X) = gθ1(hθ2(X)), where g is a classifier and h is a feature extractor,
both with specific parameters to either specify or estimate. The feature
extraction function h is usually customized for the type of BCI in question,
and it can perform one or more transforms including linear temporal filtering,
linear spatial filtering, averaging over time, and nonlinear transforms, among
others. Then, with the features available, off-the-shelf supervised learning
methods such as Linear Discriminant Analysis or Support Vector Machines
are used to estimate the parameters of the classifier g [2, 4, 5].
In the scope of the current paper, we consider features Ŝ obtained using
eqs. 3 or 4. If a leadfield with a volume interpretation is used to solve
either equation, we have a volume BCI approach. Otherwise, we consider it a
surface BCI. The latter equation is commonly used in surface BCI by directly
specifying spatial filters as the rows of W. Such filters have been found to
help in reaching higher classification accuracies in BCI (e.g. [15, 43–45]). For
example, in motor imagery, a spatial Laplacian filter has a feature-enhancing
effect when positioned on the electrodes over the motor cortex [43]. Similarly
in the P300 [46] and SSVEP paradigms [15], spatial filters can be estimated
that extract the discriminable aspects of the signal and discard unrelated
variation from it [15, 45].
Finally, before classification, the representation in Ŝ may undergo other
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processing and nonlinearities, depending on the type of BCI. For example,
a phase-locked P300 pattern can be detected without a nonlinear feature
transform [46], whereas motor imagery uses square transforms to compute
spectral powers (e.g. [13]).
4 Linear representations
Representation of the data with a linear superposition model of eq. 1 is
common to both volume and surface methods in BCI. Due to the linear
generative model, we speak of linear representations. The equation may
hold only approximately in practice due to noise, the matrix A, and the
choice of the coefficients Ŝ. Solving equation eq. 2 for a given X is known as
dictionary learning or representation learning [47], and eq. 3 is one way to
specify this objective.
For source reconstruction, the connection to dictionary methods has been
made before (e.g. in [33]). The forward model A of volume conduction can
be seen as a basis or a dictionary to represent each trial X using the corre-
sponding representation Ŝ that is obtained by solving eq. 3. The columns
of A form a dictionary of spatial surface templates. The matrix Ŝ consists
of the represented samples ŝ. Each coefficient of ŝ weights a linear template
to participate in representing the corresponding x with eq. 1. This can be
easily seen by reordering the sums in the equation so that a sample x is gen-
erated by a linear sum of weighted columns of A, each multiplied by a single
source-specific scalar coefficient from ŝ. If the number of dictionary tem-
plates exceeds the dimension of the observed data (m > n) as is typically the
case for EEG forward models, the dictionary is called overcomplete [33, 47],
although the corresponding equation system in eq. 1 is underdetermined.
This is because from the viewpoint of representing the measurements, an
overcomplete dictionary allows many different ways to represent each x. The
preferred representation can be selected by priors.
To see that the linear superposition model also exists for the spatial
transforms used in BCI, we can observe starting from eq. 4 that W†Ŝ =
W†(WX) = (W†W)X ≈ X, where W† is the pseudo-inverse of W. If we
additionally assume that W has rank n, the equation can be made exact.
Denoting A = W†, we have obtained eq. 1, the forward model. Hence, we
can interpret Ŝ obtained by spatial filters as a trial of abstract source activ-
ities that are mixed by W† to obtain the measurements X. Although here
we illustrated that some forward model is implicitly encoded in the matrix
W, surface approaches where the model is explicit have also been proposed
in the scope of BCI [48–50].
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5 Finding representations for BCI
Using features based on linear representations in BCI requires specifying how
Ŝ is obtained. There are various approaches for this purpose, and relying on
source reconstruction is only one of them. Some other techniques estimate
also the dictionary A. If the result is achievable by eq. 4, it suffices to op-
timize W as Ŝ follows by a simple multiplication. In the following we will
discuss the various approaches to find representations and what kind of prop-
erties we can expect from them. We have chosen to categorize the different
approaches based on the origin of the dictionary A (or the corresponding
transform W, if available).
Note that the technical details of estimating the coefficients of A are out
of scope of the current work. Suffice to say that this task is mostly solved with
nonlinear techniques, regardless if A originates from anatomy or is estimated
from the data. The reader is advised to consult the referred publications for
details of the specific approaches.
5.1 Case 1 - Dictionaries from filter design
One way to find the representation is to make assumptions about the signal
generation, and then design filters that work optimally when the assumptions
are met. For example, it might be assumed that the superficial, radial elec-
trical sources of the brain are of interest, and subsequently spatial Surface
Laplacian filters can be obtained to enhance such sources. This technique
is sometimes called Scalp Current Density (SCD) [3, 51, 52]. These spatial
filters can be encoded in a matrix W, each row of the matrix containing one
filter centered on a different scalp location. Such filters are not fitted to the
characteristics of any specific user or BCI task, and they do not explicitly
localize cortical sources. Yet, they may mitigate volume conduction effects
(e.g. [52]) and have been classically used to improve motor imagery BCI [43].
The representation is obtained by eq. 4, and a corresponding dictionary can
be seen by taking a pseudoinverse of the filter matrix. The approach has a
clear parallel in image coding where a set of pre-defined basis functions such
as wavelets can be chosen as a dictionary to represent the data [47].
5.2 Case 2 - Leadfield as a dictionary
If we have more knowledge about the user’s anatomy and the physics of
volume conduction, these can be encoded in a leadfield A. The studies
proposing BCI based on source reconstruction generally vary in their choices
for the leadfield parameterization and the used inverse algorithm (priors).
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Specifying the leadfield as a fixed parameter can also be considered a very
strong prior: it is a hard constraint specifying the templates with which the
EEG signal should be represented. Solving eq. 3 provides a representation
in terms of the reconstructed sources. For some algorithms, the solution may
have the form of eq. 4 (see section 2.2).
If the source reconstruction objective can be solved by a linear transfor-
mation W derived from a physiological model A, the rows of matrix W are
spatial filters, each corresponding to recovering a specific source that is geo-
metrically localized in the head model. To recover the sources, these projec-
tions perform spatial integration across the surface electrode measurements,
possibly again resembling differently localized spatial Laplacian transforms
[3]. The inverse transform uses information from the volume conduction
model A, but the result is not optimized for any specific BCI task. As the
sources usually densely populate the volume or its subset (e.g. the cortex),
if the information usable for discrimination is spread over a large region of
different sources, this region must be then singled out and integrated in some
manner after the source reconstruction. The source reconstruction is not do-
ing task-specific volume integration or feature selection. To address these
issues, many studies ultimately use recorded, labeled EEG data and statisti-
cal techniques to find appropriate integrative transforms and classifiers even
when source reconstruction is used (e.g. [7, 22–24, 26, 28, 31]).
One important consideration when using source reconstruction for BCI
is that not all inverse methods preserve the temporal structure of the signal
[53]. As the major BCI paradigms (Motor Imagery, P300, and SSVEP) are
based on detecting spatiotemporal patterns in the EEG, it may be preferable
to use such inverse methods that retain the temporal structure.
5.3 Case 3 - Dictionary is learned
If we want to decompose the signal but do not have access to physiological
models, we have a blind source separation problem (e.g. [54]). In blind source
separation it is typically assumed that we know the function class of the mix-
ing transform (e.g. a linear matrix), but not it’s parameter values. These
values are then estimated from the data. To do so for linear representations,
objective functions resembling eq. 3 are used, with the difference that in this
case the dictionary A is estimated as well. A loss term or hard constraints
can be specified for the matrix A, for example to prefer orthogonality or a
small norm of the matrix. Again, priors on Ŝ are used to guide the opti-
mization towards solutions that have desirable properties over the training
data, such as sparsity or non-gaussianity [54]. Examples of approaches in this
category include such well-known projection pursuit and unsupervised learn-
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ing algorithms as Principal Components Analysis (PCA) [54], Independent
Component Analysis (ICA) [54] and various dictionary learning techniques
[47, 48, 50].
If the used technique provides a solution in the form of eq. 4, often two
matrices are returned, A with the columns corresponding to a dictionary of
spatial templates and W, with the rows containing spatial filters that extract
the corresponding feature weights Ŝ. It should be noted that in this case the
obtained representations do not have explicit connection to cortical anatomy
or localized sources. However, the statistical methods may implicitly discover
representations that correspond to physiologically localized sources [55–57]
suggesting that to extract physiologically meaningful aspects from the data
or mitigating the volume conduction effects does not necessarily require man-
ually inserting explicit physiological knowledge to the processing pipeline.
Unlike representations found by source reconstruction that attempt to re-
construct each individual source, representations obtained from unsupervised
methods can do integration both in the surface and implicitly in the volume,
if dictated by the data and the optimized objective function. For example, if
the method relies on the computation of eq. 4, the estimated transform W
would do volume integration implicitly by linearly mixing together different
volume source estimates if that improves the objective function value. To
give a more concrete example, if one brain region’s electrical activity were in-
dependent from the rest, ICA should attempt to combine the sources of this
region and segregate them as one or more independent components separate
from the rest of the activity (e.g. [58]).
Unsupervised methods can be used to obtain undercomplete, bijective and
overcomplete dictionaries and the corresponding representations. If the used
assumptions are valid and compatible with the data, then in principle these
methods may find meaningful representations. The unsupervised methods
fit parameters to the EEG of the user, but they do not explicitly attempt to
tune the representation to differentiate between mental tasks in BCI.
5.4 Case 4 - Dictionary is learned using labels
The dictionary can also be optimized for a specific BCI task following well-
established practices in BCI [4]. In addition to fitting classifiers with the
labeled data, the used representation itself is optimized to make the data
easier to classify. Although the representation and the classifier are still
mostly optimized separately or even sequentially, this can be seen as a step
towards estimating all the decision function parameters Θ jointly from the
data. As a difference to the unsupervised techniques we described before,
here the trial labels are used together with the EEG data to define the priors
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Problem Description
Insufficient data The amount of training data is insufficient to find a good
statistical model, overfitting
Wrong assumptions Objective function, model family, constraints or assump-
tions about the data distribution can be unsuitable
Bad regularization The solution may be under- or overregularized
Local minima The optimization was not able to find the globally optimal
solution
Table 1: Some potential difficulties in fitting statistical models.
in the optimization objective.
Supervised techniques for representation learning in BCI are for example
the Common Spatial Patterns (CSP) [44] for Motor Imagery, and xDAWN
[45] for P300. Again, as a result, these methods typically return a linear
transform W and a corresponding dictionary A. Methods also exist which
use iterative techniques to find the representation, such as Discriminative
Dictionary Learning (DDL) [49]. The dictionaries found with supervised
learning are typically strongly undercomplete: a few basis functions can lead
to better classification accuracies than using more of them [44, 45, 49]. This
may be because the corresponding projections perform integration explicitly
on the surface and implicitly in the volume, attempting to extract the relevant
part of the data only. Recall that the BCI classification ultimately maps
each trial X to log2(k) bits for k-class classification. For BCI, this dimension
reduction can already start in the representation stage, as there is no need
to represent such parts of X that are not useful for the classifier g. Having
unrelated dimensions in the representation may increase the risk of overfitting
the classifier [6].
A cost of using the statistical, data-driven methods is that a significant
amount of training data might be needed to learn a representation and a
classifier that are able to generalize well to new, unseen data [59]. Various
other issues could interfere with the effort as well. We list some of the possible
difficulties in table 1. Further discussions can be found in standard textbooks
on statistical learning (e.g. [6]).
5.5 Case 5 - Combination approaches
The preceding cases 1 and 2 use prior knowledge in the form of fixed lin-
ear transforms or dictionaries. The cases 3 are 4 more data-driven, as then
the dictionaries are estimated from the data. It is also possible to consider
different combinations. In particular, approaches that combine physiological
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Physiological Unsupervised Supervised
Algorithms MN, WMN, ... PCA, ICA, ... CSP, xDAWN, ...
From physiology A - -
From EEG Ŝ, λ A, Ŝ A, Ŝ
Fitted to BCI task - - A, Ŝ
Size of A As provided, Selectable, Selectable,
usually m > n depends on method usually m < n.
Can use priors Yes Yes Yes
Combines electrodes Yes Yes Yes
Combines sources Not intended Implicitly Implicitly
Source reconstruction Yes No No
Table 2: Examples of properties that different approaches to representation
learning can have (cases 2-4 in the text). The table is intended as illustrative
and not conclusive. It is possible to design methods that change one or more
properties of a specific approach. For details, see text.
leadfields and BCI trial label information have been proposed using a tech-
nique called beamformers (e.g. [18, 21, 23, 28]). These methods typically
estimate projections W that emphasize information originating from spe-
cific volume sources while suppressing information coming from elsewhere,
allowing the methods to do volume integration in addition to spatial inte-
gration. Beamformers can be optimized to discriminate between different
volume sources or regions, but they can also be combined with CSP-like ob-
jectives to find projections that extract the part of the EEG signal related
to different classes [18, 21].
5.6 Summary
We summarize some typical properties of the cases 2-4 in Table 2. The main
difference between the approaches is the origin of the dictionary and the ex-
tent that EEG data and trial labels are used to influence the parameters. In
other respects the approaches are more similar as for example regularization
can be considered whenever there are parameters to fit. However, physiolog-
ical priors may be difficult to specify without a physiological model.
6 As above, so below
We now turn to illustrate that source reconstruction may not make the BCI
classification problem trivial. We consider how the classification problem
is affected by the volume reconstruction when the representation has been
13
obtained by solving eq. 3 using a physiology-based leadfield but without
optimizing the representation for classification purposes. This corresponds
to the section 5.2 before. In particular, we will discuss information recovery
by the source reconstruction, the feature selection and integration question
related to the regions of interest in the volume, as well as nonstationarity of
the EEG signal generation.
6.1 What is not there can be difficult to restore
Classification of EEG trials in BCI is subject to the effects of the volume
conduction that can cause blurring and canceling of the electrical activity
during the propagation [3]. This is reflected in the properties of the leadfield
models A. The forward transform can both lose information completely as
well as dampen it, as we described in section 2.1. Mathematically, differ-
ent configurations of source activities s map to the same measurements x
(plus random noise), and some vectors in the volume space have very weak
projections that can be difficult to separate from the noise in x.
Although reconstructing the sources may mitigate the volume conduction
effects, it should be stressed that source reconstruction (or any other deter-
ministic transform of the measurements) cannot restore such information
that was never in the sources in the first place, and information lost by the
volume conduction will remain lost. Nevertheless, it may be compensated
with prior belief. Let us examine these two claims.
First, it is possible that in some cases, the original source activities them-
selves are difficult to classify. Motor imagery studies report that classifi-
cation performance above random guessing accuracy could not be attained
with some users, and further that in general the accuracy can improve by
training the users [1]. It is common that the users in motor imagery stud-
ies have practiced the imagery for many hours over separate sessions (e.g.
[13, 14, 43]). Unless the volume conduction and subsequently the forward
model A is assumed to change with imagination training, we can say that
the training effect rather occurs in the nature of the original source activities
S, making the resulting EEG more amenable to classification. If the user
does not generate discriminable activity in the real sources, reconstructing
the sources should not be expected to help BCI.
Second, if we again assume A to be an accurate model of volume conduc-
tion, a simple argument shows that it may cause irrevocable information loss.
We know from linear algebra that vectors s0 6= 0 exist such that As0 = 0, as
A has a null-space with dimension m − n. We can now construct each col-
umn of a matrix S0 from arbitrary linear combinations of such vectors, and
encode information in the summation weights with the result that AS0 = 0.
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Consider now S = S′ + S0. It follows that AS = AS
′ = X, and hence if
S0 encoded information that was independent of S
′, that information cannot
be recovered from X. Nevertheless, priors such as the regularization loss in
eq. 3 can help making assumptions about the missing information in the
sense that the priors can translate the solutions Ŝ along the null-space of A,
whereas this translation is not visible for the data loss term. However, a so-
lution influenced by the priors is not necessarily the original S: the inserted
information equals inserted assumptions. For example, choosing a solution
Ŝ with the minimum norm by no means proves that the minimum norm
configuration caused the measurements together with noise.
If lost information cannot be recovered unambiguously, it can be asked
if the potential information loss can nevertheless be made smaller. One
possible approach is to increase the number of electrodes used. It is known
that dense electrode coverage may improve the source localization [60, 61] and
thus provide more information about the source activity in general. However,
it is not yet clear how useful this is with respect to the phenomena that are
classified in BCI. Empirical evidence suggests that surface BCIs typically
do not significantly improve after a certain point when more electrodes are
added. On the contrary, it has been often observed that a small amount of
well-placed electrodes can do better than a larger set (e.g. in motor imagery
[62]), possibly due to increased possibilities to overfit the used statistical
models. More generally, Graimann & al. state in their BCI introduction
that ”most groups try to minimize the number of electrodes to reduce setup
time and hassle” [63]. It is not well-understood whether the limitations of
the used signal processing techniques prevent benefiting from a high number
of electrodes, or if after a certain point, additional electrodes recover only
little additional information relevant for BCI. The latter could be the case if
the volume conduction is very similar for nearby electrodes.
6.2 Where is my region of interest?
Instead of increasing the amount of discriminative information, a more plau-
sible source of benefit from source reconstruction is that it allows a more
intuitive interpretation of the used signal processing (e.g. allow less ’black-
box’ BCI [11]). This is because the signal components in the volume have a
localized interpretation that can be visualized and contrasted to results from
other imaging techniques operating in the volume and to knowledge from
neurophysiology (e.g. [7, 12]). Subsequently, this knowledge can be used to
reduce the complexity of the data.
For example, previous research results could be used to select a region of
interest that is suspected to correspond to the mental activity that is being
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Figure 1: Illustration of source leakage. Left, a single active dipolar source.
Right, reconstruction of the source activity visualized by the Euclidean norms
of the sources. The strongest sources with norms in the highest 95% per-
centile are shown. For details, see text.
classified and to remove the activities of other sources from consideration
(e.g. [7]). This is one way of setting priors in Bayesian modeling (see for
example [6]), i.e. to bias further modeling and classification to prefer some
explanations over others. With a ROI prior, some sources are ruled out
altogether from further consideration2.
The setting of ROIs in the volume is nontrivial. First, for established
paradigms there can be a reasonable prior guess about the shape, the extent
and the location of the ROI due to previous research. For example, in mo-
tor imagery the kinesthetic imagination of right hand movement is known
to affect the electrical activity on the contralateral side of the motor cor-
tex [64]. But for novel paradigms the ROI is largely unknown and may be
formed of distant cortical regions [24]. Second, although the total number
of sources m is often large, the effective resolution of the reconstruction is
typically low [8]. The reconstructed source activity blends with that of other
nearby sources. This unintentional mixing of source activities in the volume
can be seen as cross-talk or point spread between reconstructed sources [65]
and is sometimes called source leakage [5]. The phenomenon is illustrated
in Figure 1. The figure was made as follows. A single dipolar source was
set to unit value in all 3 directions (visualized as a voxel). Other sources
were set to zero. This source vector was projected with a leadfield A to
the surface and then reconstructed with the linear Minimum Norm solution.
The leadfield was obtained from LORETA-KEY software (as in [22]). The
2Other priors have been studied e.g. in [12].
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model was based on three concentric spheres, and had 2394 sources with
3 degrees of freedom each, their positions constrained to the cortical gray
matter, and 60 electrodes. In these conditions, the originally active source
does not have the highest strength in the MN reconstruction. The aperture
of non-zeroes (’leakage’) in the recovered volume covers a much wider area
than a single dipole. This blurring effect reflects the information lost by the
forward transform. The shape and extent of the blur and the possible mis-
localization depends on the position and activation direction of the active
dipole, the properties of the particular A and the constraints used to obtain
the reconstruction. In our case, the source leakage remains present when the
dipole position and the direction of its activation are varied, and becomes
worse for deep sources. Naturally, in normal brain operation, many differ-
ent cortical regions are active simultaneously with the resulting electrical
activity potentially canceling and interfering during the volume conduction,
making accurate reconstruction even more challenging (not shown). The con-
sequence of the source leakage is that ROIs in reconstructed volumes may
need adjustment to account for the leakage effects.
Hence, the optimal ROI may not be generally known, it may be large
or disconnected, and the source reconstruction may spread the activity to a
larger area in the reconstructed volume than what was anticipated. If the
ROI is larger than a single source, the BCI pipeline must specify how these
reconstructed sources are combined to make predictions.
In general, forcing a strict ROI without looking at the data risks some
of the information being reconstructed outside the ROI and thus not us-
able for classification. Perhaps due to this, data-driven statistical techniques
are often used to answer the ROI selection problem in practice. A classical
machine learning approach would be to do feature selection in the recon-
structed volume [22]. It is also possible to narrow a manually selected ROI
by statistical feature selection [30]. Interestingly, sometimes the ROI selec-
tion is effectively done with surface EEG data before applying the inverse
transformation [18, 31] hinting that the feature selection problem might be
perceived as more difficult in the high-dimensional volume than on the sur-
face. Besserve & al. use the whole volume instead of selecting a ROI, letting
a support vector machine to do implicit feature selection [24].
Selection of a spatial region is not the only sense in which a ROI may
need to be considered. The ROI can also be temporal or spectral. For
example, in P300, a short temporal pattern needs to be learned and detected
over repeated trials (flashes) [46], suggesting that a relevant volume ROI is
a temporal segment with some apriori unknown spatial aperture. For motor
imagery, the optimal spectral power bands for classification may depend on
the user [13, 21, 24]. Even using volume-based BCI, the spectral feature
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selection problem is finally addressed by statistical means (e.g. [7, 31]).
6.3 Nonstationarity of EEG
In the previous sections we have considered difficulties that can already arise
in situations where the generative process of the signal is stable but possibly
different from user to user. Unfortunately, the generative properties change
in a single user over both short and long periods of time [11, 66, 67]. These
changes may be due to fatigue, alertness, attention, adaptation, plasticity,
disease, and so on. In practice even the changes during short periods of
time can lead to degradation of the classification accuracy in BCI and the
interface must adapt [66, 67]. As a consequence, it is customary to estimate
new decision function parameters for each BCI session with freshly obtained
training data from the user in question.
The phenomenon of temporal change is called concept drift in machine
learning and nonstationarity in statistics. As its consequence, either the
decision function must be invariant to this kind of change, or the optimal
parameterization of the decision function may need to change over time to
account for the changes in the volume signal generation. If these changes
concern the brain regions that produce the discriminative patterns, it seems
unlikely that source reconstruction would avoid the requirement for adaptive
models, only this time in the volume. On the other hand, if the signal changes
are in non-related regions or subspace, source reconstruction with a ROI may
allow removing the nonstationary phenomena from consideration. However,
in that case properly fitted statistical models should also ignore that linear
subspace.
The nonstationarity observed in the surface measurements can be at-
tributed to nonstationarity in the volume, unless the measurement device
adds a nonstationary component to the signal. This is because if A is as-
sumed fixed, it cannot cause nonstationarity, so the nonstationarity must
originate from the process generating the source activities s. With source re-
construction, this nonstationarity then needs to be addressed in the volume
if it is interfering with the classification. Surface methods naturally face the
same challenge.
6.4 Summary
Missing information, the differences in the generated activity from user to
user, as well as the changes over time in the users’ brain activity are among
the challenges that can be expected to be present in the reconstructed sources
if they were present on the surface. Table 3 summarizes these challenges.
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Problem Description
Missing information Even the best (unknown) decision function would classify
some X wrong
Classifier not known The decision function needs to be chosen and parameter-
ized for the user, includes ROI and feature selection
Nonstationarity Optimal decision function may change over time if the
generating process changes
Table 3: Potential challenges in BCI classification that can be expected to
remain after source reconstruction.
7 Comparing volume and surface BCIs
It is difficult to conclusively attribute empiric results to be due to a spe-
cific approach. Based on our discussion, a fair comparison of volume and
surface approaches in BCI should keep the signal processing pipelines oth-
erwise identical except for the parameterization of the linear representation.
This practice is sometimes followed [21, 30] but unfortunately not always
[7, 18, 31]. Sometimes it is possible to go halfway. For example, Besserve &
al. [24] use a transform W(x − E[x]) both for volume and surface methods
after some artifact clean-up. Here E[x] denotes the spatial mean, sometimes
called Common Average Reference (CAR). However, for the surface method,
they force W to be an identity transform [24]. This way, the surface method
is prevented from – even implicitly – performing localizing integration either
spatially or in the volume before the nonlinear and noninvertible transforms
of the spectral band power computations are done. In that case, the volume
and surface decision functions are no longer members of the same function
class. The surface approach is forced to work in a more limited space of func-
tions with respect to X. This kind of structural bias may potential explain
the advantage the study reports for the volume method.
It is possible that the accuracies obtained with the volume methods are
affected by the quality of the forward model, as the model is used to recon-
struct the sources. Many volume BCI solutions use spherical, off-the-shelf
leadfield models [12, 18, 21, 28]. Other studies have used average brain mod-
els [30, 31], with a few studies relying on user-specific head models [7, 23, 24].
In source localization in general, the effects of improving the forward model
A are well known (e.g. [9, 60]), but in BCI context there has been little
work comparing forward models, with the exception of the study of Besserve
& al. [24] who found increasing the volume resolution to improve the infor-
mation transfer rate. Some papers take such benefits for granted [18]. The
effect of the quality of the forward model A is confounded by the practice
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of using both physiological and statistical models in the same pipeline (e.g.
[18, 24, 30, 31]). The effect of having an unoptimal forward transform can
be compensated by statistical methods in the volume if the discriminable
information from the surface is nevertheless retained in Ŝ. We can illustrate
this for linear transforms. If AŜ ≈ X (approximate due to noise), then
WAŜ = (WA)Ŝ = VŜ ≈ WX. To put it another way, any surface trans-
form W can be approximated with the reconstructed sources by a volume
transform V = WA. This way, further statistical modeling in the volume
may discover a V that compensates for inaccurate forward models or inverse
transforms by implicitly reconstructing the measurements. The prerequisite
for this possibility is that the reconstructed sources have not been processed
in a manner that the function class optimizable by the statistical method
is prevented from (implicitly) reverting the previous steps. For example,
the typical squaring or power transform operation that is used to obtain
frequency band power features used in motor imagery [43] is one such non-
reversible and information-losing transform (for signed data). Selecting only
a subset of the sources with a ROI is another example.
Finally, the quality of different BCI solutions must be weighted against
their complexity and cost. For inverse based BCIs these costs can be high
if dense-electrode EEG hardware and user-specific physiological models are
desired. The largest user-specific cost comes from obtaining a custom lead-
field. In this case, an anatomical Magnetic Resonance Imaging (MRI) scan
must be taken of the user. Then, the obtained volume model must be seg-
mented, meshed and used as a basis for a computationally costly estimation
of the leadfield matrix [8]. This leadfield should ideally contain projections
corresponding to the actual electrode placements on the user. Alternatively,
an additional multiplicative matrix or interpolation can be constructed to
map between the model and the actual electrodes. In this latter case, the
electrode placements should be measured to compute the mapping. It is clear
that the complete process of leadfield acquisition is not a casual procedure,
and yet it is not complete. The estimation of the leadfield requires a tissue
conductivity parameter which cannot be easily measured from live users [8].
A wrong guess can result in large source localization errors [60]. Perhaps
due to these associated costs many volume-based BCI studies do not use
user-specific models despite their better localization accuracy.
8 Future work
Future empirical studies demonstrating differences between volume and sur-
face approaches should more clearly segregate the causes for the reported
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results. In particular, identical training data should be used to construct
two structurally identical pipelines, where the volume approach uses a linear
representation obtained with a physiological leadfield as the dictionary, and
the surface approach learns the dictionary using an appropriate statistical
method such as CSP. Also, it would be of interest to understand which sta-
tistical fitting problems the source reconstruction has addressed (see table
1), if the volume approach provides better results than the surface approach.
Conversely, surface approach performing better may reveal shortcomings in
the inverse modeling and the used assumptions.
The current paper focuses on single-user BCI and builds on the common
assumption that the volume conduction is modeled well by a linear and un-
changing transform. The effects of allowing nonlinearities and adaptivity
should be further studied, while keeping in mind that surface methods may
be similarly extendable.
Regarding the properties of the BCI classification problem in general, it
should be better understood how the spatiotemporal signal characteristics
used for BCI (e.g. ERP patterns in P300, the flicker frequency -specific
power effects in SSVEP, and the beta-band depression in Motor Imagery)
are affected by the volume conduction. If these characteristics are dampened
differently in terms of signal to noise ratio (SNR) in different user models
due to anatomical differences, this might help to explain the large variability
of BCI accuracies obtainable with different users. Understanding the BCI
SNR and source activity distributions better in the volume could also be
illustrative regarding the prospects of using source reconstruction in BCI.
9 Conclusion
Although source reconstruction has been often studied and proposed for BCI
[7, 12, 16–31], it remains an exotic approach which is covered only cursorily
by BCI reviews and textbooks [2, 5]. We have argued that physiological
source reconstruction and the more common spatial transforms used in BCI
are both methods that seek alternative representations of the EEG in terms
of linear superposition models. The difference is that source reconstruction
methods rely on leadfields derived from physiology, whereas statistical surface
methods estimate the corresponding parameters using the EEG data and
labels. We have discussed various ways to obtain these representations and
their expected properties. Finally, we have considered three major difficulties
in EEG classification to illustrate that source reconstruction does not make
the BCI problem trivial. Instead, source reconstruction transforms surface
classification problem into a volume classification problem, and data-driven
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techniques remain necessary to address challenges that are still present in
the reconstructed volume.
Regarding surface and volume classification, it appears that there is
above, but no below: all EEG classification is classification of the same sur-
face measurements. The difference is in the data representation and in the
eye of the beholder. Obtaining a volume representation using a user-specific
leadfield entails a potentially large cost and increased complexity in addition
to the classification problem that remains to be solved, now with the trans-
formed data. Whether this increased modeling complexity is worth its cost,
or simply something Occam warned against, remains to be seen.
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