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The paper reviews the basic statistical methods for estimation of the
deviations from the production potential of the economy. The emphasis
is put on the a-theoretical approaches. To illustrate the application of the
models data for the Bulgarian economy have been used, and on the basis of
the obtained estimates general conclusions on the state and the development
of some macroeconomic processes have been made.
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The study of the macroeconomic potential and the deviations from it is one of
the comparatively new and interesting but quite controversial areas of economic
analysis. In the recent years the topic gains increasing popularity because the
opportunities to stimulate economic growth with the discovery and utilization of
new production resources decrease on a worldwide scale and ways are sought
to fully utilise the available ones. Besides that, the level of potential production
is an important guideline for the conduct of ﬁscal and monetary policies, and
it also serves for the determination of other important indicators, such as the
natural rate of unemployment.1
On the other hand, there is no single widely accepted opinion on how de-
viations from the potential should be calculated, and there are no unanimously
accepted estiamtion methods and models. As a consequence of that different
institutions, which deal with planning and forecasting, publish and sometimes
make international comparisons of this indicator although the calculations have
been made using completely different methodologies.
The paper aims at reviewing the statistical approaches used in estimating the
deviations from the economy potential, as well as to present some results on this
indicator for Bulgaria.
2 The macroeconomic potential – some clarifying
deﬁnitions
The following deﬁnition of the macroeconomic potential reﬂects the accepted
treatment of the term in the literature and is based to alarge extent on Okun’s
[18] deﬁntition:.
Deﬁnition 1 The macroeconomic potential equals the maximum that an econ-
omy can produce without overloading itself and creating undesirable phenom-
ena. Under the term ’udesirable phenomena’ we will mean basicly the acceler-
ation of the rate of inﬂation and the consequences thereof.
Deﬁnition 2 Under ’GDP gap’ we will mean the difference between the poten-
tial and the actual GDP.
1The more precise term used in contemporary literature is Non-Accelerating Inﬂation Rate of
Unemployment, NAIRU.
3When this difference is positive, the respective economy does not utiize fully
its production resources, and when it is negative, the economy is overheated.
3 Main groups of estimation approaches
There are several approaches to the estimation of the production potential. One
of them is to use a linear or a quadratic trend. Other methods come down to
the speciﬁcation and the estimation of a macroeconomic production function. A
third group is based to a large extent on purely statistical techniques and uses
dynamic estimation with ﬁlters.
3.1 Estimation with linear and quadratic trends
The usage of estimates that extract a linear or a quadratic trend from the data
series is not based on a supposed or existing structural dependence in the econ-
omy. The construction of such a model is based solely on the assumption that the
economic time series are characterized with a certain degree of momentum, i.e.
the ’newer’ data are dependent on the ’older’ data. The usage of linear trends is
justiﬁed in cases where there are no major data ﬂuctuations and mostly in cases
where there are no major changes in the development of the process structure.2
The method amounts to estimating by OLS one of the following two equa-
tions, respectively for a linear and for a quadratic trend:
yt = β1 + β2 · t + εt (1)
yt = β1 + β2 · t + β3 · t
2 + εt, (2)
where t is time.
The estimation results for the two equations using data for Bulgaria are dis-
played respectively on Figure 1 and Figure 2. Logarithms of quarterly data
on GDP (seasonally adjusted) at 1996 prices have been used. The period of
estimation is ﬁrst quarter of 1994 – second quarter of 2003.
The negative numbers correspond to the so-called ’inﬂationary gap’, i.e. to
an overheated economy, and the positive – to the so-called ’recessionary gap’,
2The so-called structural breaks.
4Figure 1: GDP gap using a linear trend
Figure 2: GDP gap using a quadratic trend
i.e. to occasions, in which the actual GDP is below its potential.3
Since the GDP series exibits a structural break, the linear trend is entirely
3When in an economy a share of the production facilities are idle, the term ’inﬂationary gap’
may be inaccurate since in such cases the the ’overheating’ of the economy is not always related
with inﬂationary processes, due to the inﬂuence of other factors acting in the reverse direction.
In the case of Bulgaria such factors are the restrictions on the monetary policy (the currency
board rule), the strict rules for the commercial banks and also the lack of a sufﬁciently strong
and solvent demand.
5unsuitable to catch the development direction (the slope of the regression line
wrongly reﬂects the direction and the dynamics of the process). Therefore the
results from the application of this model will not be commented in the conclu-
sions section.
The quadratic trend estimate is more trustworthy since it takes into account
this structural break. Although the model is quite simpliﬁed and does not rely
on structural economic relations, as a ﬁrst proxy to reality it provides certain
opportunities to analyze this indicator.
3.2 Estimates using production functions
The usage of production functions, on the one hand, has its own merits since it
allows to reﬂect the production structure of the economy by relating directly the
production with its determinants. The disadvantages of this approach are related
mainly to the speciﬁcation of the form of the production function, and to the fact
that the level of technology (which is an important determinant of growth) is
an unobserved component. Moreover, there are also no precise measures of the
observed determinants of growth – labour, physical capital, and human capital4,
and every inaccuracy in their measurement is directly reﬂected in the value of
the potential GDP and on its interpretations.
The production function approach will not be commented here in detail since
it requires a separate study.
3.3 Estimation using ﬁlters
Filters belong to the group of purely statistical tools. Most of them have the
common feature that they are not based on any assumption relating top the
structure of the economy. The estimation of the economy potential is done
through decomposition of output into a cyclical component and a trend. The
cyclical component is assumed to be the gap, and the trend – the potential GDP.
Classical examples of such tools are the ﬁlters elaborated by Baxter and King
[2], and by Hodrick and Prescott [14]. They belong to the class of the so-called
univariate ﬁlters, since they are applied to univariate time series. A characteristic
feature of those two ﬁlters is that the quality of the estimates when working with
macroeconomic data is comparatively low, especially at the ends of the used
4Education, qualiﬁcations, skills, health status, etc.
6samples, which are of highest interest for economic policies.5
3.3.1 The Hodrick and Prescott ﬁlter
In their paper published in 1997 Hodrick and Prescott propose a ﬁlter for decom-
posing time series, and variants of this ﬁlter are widely used in the analysis of
economic variables, characterized with cyclical behavior in time. The application








[(yt+1 − yt) − (yt − yt−1)]
2, (3)
where yt is the logarithm of the actual GDP, yt is the trend, and λ > 0 is the
smoothing parameter. The larger the value of this parameter, the smoother the
obtained trend. For quarterly data the value of 1600 is generally preferred. The
choice of this value is not theoretically substantiated, but it is often recomended
by the practitioners and is programmed in some statistical and econometric soft-
ware packages.
In this case (and in the case of the rest of the ﬁlters) the assumption is that the
observed data series representing the GDP can be decomposed into to orthogonal
components – a trend and a cyclical component:
yt ≡ yt + zt (4)
In this equation z(t) is the ratio of the GDP gap to the potential GDP. 6
Actually the cyclical component is a residual – a difference between the ac-
tual (the observed) and the potential (the trend) GDP. Equation 4 is incorporated
5To read more about the critique on the usage of the two ﬁlters for analyzing macroeconomic
time series, see for example Guay and St-Amant [12] or Harvey and Jaeger [13].
6Since this is a logarithm of the level of the gap, Zt, it can be shown that from:





















7in Equation 3 – the ﬁrst item in the right-hand side of the equation is exactly the
sum of the squared differences between the actual and the potential GDP, or, the
GDP gap. The application of the ﬁlter to the respective statistical series leads to
the extraction of a smooth trend, and the difference between the observed and
the ﬁltered values is the GDP gap.
The results from the application of the Hodrick and Presctott ﬁlter are dis-
played on Figure 3.
Figure 3: GDP gap, Hodrick and Prescott ﬁlter applied
3.3.2 Band-pass ﬁlters
The business-cycle theory deals with the ﬂuctuations of the economy in the short
to medium term. It is generally accepted that the length of those ﬂuctuations is
between 6 and 32 quarters.
In the analysis of ﬂuctuations the tools of spectral analysis are often used.
According to the Spectral Representation Theorem, each data series can be de-
composed into components that form its spectrum. The decomposition is done
by means of the so-called ideal band-pass ﬁlter. It is though only a theoreti-
cal concept since it requires an inﬁnite data series and thus in practice various
modiﬁcations are used to get a good approximation.
The name of this class of ﬁlters comes from their nature – the aim is to
isolate all components width a given frequency, which does not exceed a certain
band, and all aother frequencies are eliminated (ﬁltered).
8The ideal band-pass ﬁlter can be generally written as:














and pl and pu are respectively the values of the minimum and maximum period
of cycle.
In practice the ﬁlters of Baxter and King and of Christiano and Fitzgerald
are used as optimal approximations to the ideal ﬁlter.
3.3.3 The Baxter and King ﬁlter
The Baxter and King ﬁlter is a linear transformation of the data, in which the
integral of the error for choosing the approximation b Bp,p is minimized having















B(e−iw) = 1, if ω ∈ (a,b) ∪ (−b,−a)
= 0, in the opposite, (8)
{(a,b) ∪ (−b,−a)} belongs to the interval of trend variation (−π,π), and i is
the imaginary unit.7
The results from the application of the ﬁlter are displayed in Figure 4.
3.3.4 The Christiano and Fitzgerald ﬁlter
The Christiano and Fitzgerald ﬁlter is an improved version of the Baxter and
King ﬁlter. It is also a linear approximation of the ideal band-pass ﬁlter8, in
7By Euler’s formula, eix = cosx + isinx.
8Note that the ideal ﬁlter itself is a linear transformation of the actual data.
9Figure 4: GDP gap, Baxter and King Filter applied
which the mean square error between the ideal ﬁlter result and the approximation
i minimized. To do this, the distribution of the actual data series has to be
estimated. There are two options for decomposition:
• To assume that the real time series may be characterized as a random walk.
In such a case the ﬁlter is computed using the formula:
b yt = B0xt + B1xt+1 + ... + BT−1−t + e BT−txT+
+B1xt−1 + ... + Bt−2x2 + e Bt−1x1
t = 3,4,...,T − 2,
(9)
where e BT−t and e Bt−1 are linear combinations of Bj. In our case the values
of the minimum and maximum period are respectively 6 and 32.
• In the cases, in which the random walk aassumption is not plausible, it is
necessary to determine beforehands the stochastic form of the time series.
When the series is trend- or difference-stationary, but has a non-zero mean,
this mean has to be removed before carrying out the analysis.9
The results from the application of the ﬁlter are shown in Figure 5.
9In econometrics this procedure is known as removal of drift.
10Figure 5: GDP gap, Christiano and Fitzgerald ﬁlter applied
3.3.5 Univariate unobserved components models
The estimation with this approach is based on the methods proposed by Watson
[23] and Clark [5]. The decomposition of the observed series (here the GDP)
shown in Equation 4 is used:
yt ≡ yt + zt
Here it is assumed that each of the two components of the series (which are
unobserved), develops in time according to a chosen pattern. For the potential
output (the trend) it is assumed that it is a second-order random walk 10:
yt = µt−1 + yt−1 + ut, (10)
where ut ∼ NID(0,σ2
u). Besides that, the drift itself is a random walk:
µt+1 = µt + vt+1, (11)
where vt ∼ NID(0,σ2
v). For the cyclical component, zt, it is assumed that it
follows an AR(2)-process:
zt = θ1zt−1 + θ2zt−2 + wt, (12)
10The general representation of such type of pprocesses is (1 − L)2yt = εt, where L is the
lag operator, and εt ∼ NID(0,σ2
ε)
11where wt ∼ NID(0,σ2
w). To carry out the estimation, the system has to be
rewritten in the so-called state-space form:
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The estimation of the model is carried out through the application of the



















where T is the number of observations, qt are the forecast errors, and Ft is
mean-square error matrix.
Besides Watson and Clark, a similar method is used for example by Harvey
and Jaeger [13].
Figure 6: GDP gap, univariate UC model applied
123.4 Estimation with mixed models
Because of the listed disadvantages of the univariate ﬁlters, many attempts have
been made to combine the ﬁltering approach with some elements of economic
structure. This type of models forms the so-called multivariate ﬁlters. Additional
information rlating to the economic structure can be introduced through variants
of the Philips curve, through relations, dealing with Okun’s law, through mea-
sures of the capacity utilization, etc. Approaches of this class can be found for
example in Giorno et al. [11], St-Amant and van Norden [21], Bautista [1] , etc.
These practical applications use mainly the approaches of Kuttner [15] and
Gerlach and Smets [9]. The estimation is carried out with algorithms, which use
the maximum likelihood method and the Kalman and Bucy ﬁlter.
3.4.1 The Kuttner approach
Kuttner complements the model given in the system of equations 13 and 14 with
a Philips curve equation, in which the changes in the inﬂation rate are related to
the changes in the GDP gap:
∆πt = η1 + η2∆yt + η3zt + γ(L)εt, (16)
where γ(L) = 1 + γ1L + ... + γqLq, Lsxt = xt−s.
Besides changes in inﬂation, for example the changes in the level of un-
employment or another suitable variable can be used as dependent variable.
Depending on the speciﬁc case, the lag length in the residuals is chosen. Since
depending on the lag length and since due to the certain freedom in the choice
of the dependent variable, the model can have different (functional) forms. That
is why it is called also “the generalized Kuttner model”. For example, if s = 0,
γ(L) = 1, i.e. the residuals are a white noise with a zero mean.
3.4.2 The Gerlach and Smets approach
This approach is very much like the Kuttner approach, with the exception that
the changes in GDP are not present as a regressor in the second (complementary)
equation):
∆πt = η1 + η2zt + γ(L)εt, (17)
133.4.3 An application of a speciﬁcation of the generalized Kuttner model to
Bulgarian data
The usage of inﬂation as a dependent variable does not lead to sensible results
when using the two-equation approach. That is why the changes in the level of
unemployment are used as a dependent variable. The reasoning behind this is
as follows: since in period of economic recovery the rate of unemployment is
expected to rise, and vice versa (in periods of recession), it is logical to look for
a relationship between the cyclical movement of the GDP and the uemployment
dynamics.
The usage of the changes in unemployment and not the levels of unemploy-
ment is dictated by the fact that in the Kuttner model the dependent variable has
to be stationary, which in this case is achieved by ﬁrst-differencing.
To the available statistical data on the economy of Bulgaria we apply the
following speciﬁcation of the Kuttner model (the estimation is carried out with
the GAPr software taking into account the methods described in Maravall and
Planas [16]):

     
  
yt = yt + zt
yt = µt−1 + yt−1 + ut
µt+1 = µt + vt+1
zt = θ1zt−1 + θ2zt−2 + wt




where unt is the unemployment level at time t, Dt is a dummy variable11, and
φ0 = 1.
4 Conclusions
Commenting the results for the Bulgarian economy is problematic in a sense,
having in mind that according to the business survey of the National Statistical
Institute a large share of the production capacity (up to 40%) is idle. At ﬁrst
glance we could infer that a certain share of the capacity is idle indeed, for
example, due to a weak internal demand. However, it does not make sense to
assume that the enterpreneurs invest in almost twice larger capacity than they
11Its values are 1 for the period 4th quarter of 1996 – 2nd quarter of 1997 and zero for all
other time points. This variable has been used to model the unusual increase of unemployment,
respectively decrease of output in those three quarters.
14Figure 7: GDP gap, bivariate UC model applied
Figure 8: GDP gap, all methods (excluding linear trend)
could practically use – i.e. such an assumption would mean that either they
cannot foresee rationally the business environment at all, or have slack ﬁnan-
cial resources, which they spend on unsubstantiated investment purchases. It is
obvious that such hypotheses are unrealistic. In this sense the macroeconomic
potential concept should be viewed from a slightly different perspective. Having
in mind the deﬁnitions used in literature it should be concluded that with this
low level of physical capital inactivity and with the still high levels of the rate
15of unemployment the actual output should also be at a much lower level than its
potential (i.e. GDP gap level should be comparable in value with the level of
idle capacities).
On the other hand, however, it is questionable whether the slack physical
capacity (as much as it really exists) would contribute to economic growth if
engaged in production. It is highly probable that a (large) share of the physical
capital of the production enterprises is economically inefﬁcient, or even entirely
inoperable.12 Its alleged state is determined to a large extent by whether it has
been created with greenﬁeld investments, through privatization of assets, created
10, 15, or more years ago, with a combination of both, etc. It is also possible that
the information obtained with the surveys be not reliable due to an unrealistic
assumption of the interviewed persons on how much an enterprise can produce
when loaded normally.13
By analogy, a certain share of the unemployed persons have qualiﬁcations,
which, on the one hand do not comply with the characteristics demanded by
the employers, and on the other their knowledge and skills are “outdated” and
would not be applicable in a modern type of production, without additional
qualiﬁcation or re-qualiﬁcation. Moreover, after more than 10 years of structural
reform a body of long-term unemployed has formed in the group of unemployed,
and those people either quit the labor force when they lose their hope of ﬁnding
a job, or, despite continuing formally to look for a job, have lost their skills,
working habits and connections to their once practiced profession.
Having in mind the above cosiderations it would be sensible to assume that
the potential output is the output, which can be produced with a complete load of
the economically efﬁcient and operable production resources. These resources
can also be idle for certain periods of time, and this would determine the cyclical
behavior of the economy.
The results obtained from the different methods show differences in the mag-
nitude and in some occasions also in the direction (the sign) of the deviations
from the potential. Nevertheless the estimates are close to each other, at least as
concerns the dynamics of the GDP gap, which can be veriﬁed by the correlations
12This may be due to moral depreciation, to lost markets that used to exist to the time of
the collapse of the Council for Mutual Economic Assistance (CMEA), to evolutions in the con-
sumption characteristics in the country, to the existence of more efﬁcient producers or importers,
etc.)
13Here maybe the analogy with the normal load of the economy working with production
factors with certain qualities and its overloading when overheated, is appropriate. Of course, all
these considerations are mere assumptions.
16presented in Annex 1, Table 2. What can be inferred with sufﬁcient conﬁdence
is that at the end of the period in focus the economy is almost at its potential (the
deviations range from some tenths of the percentage to a maximum of 2.5%).
Furthermore, as an analysis of the results from the conduct of stabilization poli-
cies that started after the ﬁnancial and economic crisis at the end of 1996 and the
beginning of 1997, it can be pointed out that the business cycle has been substan-
tially smoothened, i.e. a much more easily foresseable economic environment is
in place. As a comparison, in the ﬁrst half of the period into consideration the
estimates of the cyclical behavior show large deviations: for the period up to the
middle of 1996 a gap involving inﬂationary pressures is observed, and after that
there is a collapse in the economic system and respectively a decrease of output
to a level under its potential.
Concerning the future development of the indicator, it would be most appro-
priate to use as an econometric base for forecasting the estimated unobserved
components models. The Hodrick and Prescott ﬁlter, the Baxter and King ﬁlter,
and the Christiano and Fitzgerald ﬁlter do not lead to very reliable results for
the latest observation points of the studied period, which some of the authors
of the ﬁlters also admit. As a consequence it can be expected that the quality
of forecasts will also be deteriorated. The estimates with a linear or a quadratic
trend could be used to evaluate the future development of the trend (the potential
GDP). The deviations from it, however, cannot be forecasted directly, since they
are a pure residual variable with an unknown data generating process. To do this
we would have to build a separate econometric model, with which to forecast
the dynamics of the actual GDP. This, however, would make senseless the trend
estimation done here.
Forecasting with the unobservable components methods is favorable from an
econometric point of view, since it allows for a direct generation of forecasts of
the GDP gap using the estimated AR(2)-equation. Only the estimated values
of the parameters θ1 and θ2 are necessary, as well as the values of the gap for
the preceding two periods. Of course, since in our case we have forecasting
with quarterly data, the accumulation of the forecast errors for a relatively short
period will be faster, compared for example with an annual data model, and the
forecasted values for a longer term would be increasingly inaccurate.
The estimated values of θ1 and θ2 for the single-equation modelare respec-
tively 1.3967 and -0.8424, and for the two-equation model they are 1.2988 and -
0.7444. In both cases the stationarity of the process is obvious since |θ1+θ2| < 1.
This, combined with the values of the estimated gap, means that the ﬂuctual-
tions in the forecast period will decrease and the economy will operate closely
17to its potential, i.e. the actual GDP growth will approximately coincide with the
growth of the potential.
Since it was mentioned that the existence of an inﬂationary pressure depends
on the sign and the magnitude of the GDP, it can be inferred that the forecasted
cyclical development will not be a source of inﬂationary pressures. This means
that the increase of the price level (if any) should be attributed to other factors
but not to an overheated economy.
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Table 1: GDP gap estimates obtained with the different methods
Year and
quarter




1994-1 0.032 -0.002 -0.014 -0.008 NA NA
1994-2 0.019 -0.007 -0.016 -0.011 NA NA
1994-3 0.032 0.014 0.009 -0.009 0.016 0.014
1994-4 -0.004 -0.017 -0.019 -0.007 0.017 0.015
1995-1 -0.034 -0.042 -0.042 -0.018 0.011 0.009
1995-2 -0.044 -0.047 -0.045 -0.044 -0.002 -0.001
1995-3 -0.038 -0.038 -0.035 -0.075 -0.016 -0.015
1995-4 -0.105 -0.102 -0.099 -0.091 -0.027 -0.029
1996-1 -0.068 -0.063 -0.059 -0.074 -0.024 -0.028
1996-2 -0.049 -0.043 -0.039 -0.023 -0.010 -0.013
1996-3 0.030 0.036 0.041 0.041 0.012 0.013
1996-4 0.088 0.095 0.101 0.090 0.029 0.034
1997-1 0.159 0.166 0.172 0.101 0.031 0.038
1997-2 0.053 0.060 0.065 0.075 0.015 0.016
1997-3 -0.020 -0.012 -0.008 0.031 -0.006 -0.008
1997-4 0.033 0.041 0.045 -0.004 -0.018 -0.018
1998-1 -0.011 -0.003 0.000 -0.015 -0.021 -0.019
1998-2 0.009 0.019 0.021 -0.006 -0.013 -0.010
1998-3 0.009 0.019 0.021 0.008 -0.002 0.000
1998-4 0.014 0.025 0.026 0.015 0.008 0.006
1999-1 -0.007 0.005 0.006 0.010 0.012 0.008
1999-2 0.013 0.026 0.027 -0.001 0.011 0.008
1999-3 -0.004 0.010 0.012 -0.009 0.005 0.003
1999-4 -0.007 0.007 0.011 -0.012 -0.002 -0.002
2000-1 -0.029 -0.014 -0.008 -0.011 -0.007 -0.006
2000-2 -0.020 -0.006 0.003 -0.012 -0.008 -0.006
2000-3 -0.021 -0.008 0.002 -0.015 -0.005 -0.003
212000-4 -0.022 -0.009 0.000 -0.016 -0.001 0.000
2001-1 -0.025 -0.014 -0.005 -0.014 0.003 0.002
2001-2 -0.014 -0.005 0.004 -0.007 0.005 0.003
2001-3 -0.012 -0.007 0.001 -0.002 0.004 0.003
2001-4 -0.013 -0.011 -0.004 -0.001 0.002 0.001
2002-1 -0.003 -0.007 0.000 -0.004 -0.001 0.000
2002-2 -0.009 -0.018 -0.014 -0.008 -0.003 -0.003
2002-3 -0.009 -0.025 -0.023 -0.007 -0.003 -0.002
2002-4 0.021 -0.002 -0.003 -0.004 -0.001 0.002
2003-1 0.031 -0.001 -0.005 0.000 0.001 0.004
2003-2 0.025 -0.016 -0.024 0.001 0.001 0.002
QTR - quadratic trend
HP - Hodrick and Prescott ﬁlter
BK - Baxter and King ﬁlter
CF - Christiano and Fitzgerald ﬁlter
UC - Unobservable component model
Table 2: Correlations among the estimates obtained with the different methods




QTR 1.000 0.952 0.929 0.877 0.717 0.793
HP 0.952 1.000 0.996 0.890 0.683 0.753
BK 0.929 0.996 1.000 0.886 0.663 0.734
CF 0.877 0.890 0.886 1.000 0.767 0.813
UC, 1eq. 0.717 0.683 0.663 0.767 1.000 0.984
UC, 2eq. 0.793 0.753 0.734 0.813 0.984 1.000
22Table 3: Statistics, linear trend model
Variable Coefﬁcient Std. Error t-Statistic Prob.
C 12.986 0.023244 558.6884 0.0000
TREND 0.002605 0.001039 2.506961 0.0168
R-squared 0.148631 Mean dependent var 13.03679
Adjusted R-squared 0.124982 S.D. dependent var 0.075081
S.E. of regression 0.070232 Akaike info criterion -2.422816
Sum squared resid 0.177574 Schwarz criterion -2.336627
Log likelihood 48.0335 F-statistic 6.284854
Durbin-Watson stat 0.283339 Prob(F-statistic) 0.016831
Table 4: Statistics, quadratic trend model
Variable Coefﬁcient Std. Error t-Statistic Prob.
C 13.11505 0.02288 573.2009 0.0000
TREND -0.016753 0.002706 -6.19215 0.0000
TREND-SQUARED 0.000496 6.73E-05 7.377213 0.0000
R-squared 0.666777 Mean dependent var 13.03679
Adjusted R-squared 0.647736 S.D. dependent var 0.075081
S.E. of regression 0.044562 Akaike info criterion -3.308217
Sum squared resid 0.069502 Schwarz criterion -3.178934
Log likelihood 65.85613 F-statistic 35.01736
Durbin-Watson stat 0.695024 Prob(F-statistic) 0.0000
23Table 5: Statistics, single-equation UC model
Coefﬁcient S.E. t-stat
AR1: 1.3967 0.2401 5.818
AR2: -0.8424 0.15 -5.617
Trend innov var: 1.16E-03
Trend slope var: 4.94E-06
Cycle innov var: 4.84E-05
-2*log-likelihood: -132.1564
Ljung-Box stat. Q(4) 0.4941 p-value 0.9741
Table 6: Statistics, two-equation UC model
Coefﬁcient S.E. t-stat
First equation
AR1: 1.2988 0.3163 4.1067
AR2: -0.7444 0.2212 -3.3658
Trend innov var: 1.11E-03
Trend slope var: 5.53E-06
Cycle innov var: 9.38E-05
Ljung-Box stat. Q(4) 0.4851 p-value 0.9749
Second equation
Intercept: -0.0702 0.0073 -9.577
Gamma - lag 1: 0.0076 0.0582 0.1307
Beta - lag 0: 0
MA1: 0.5743 0.0056 101.7072
MA2: 0.4694 0.0091 51.5951
MA3: 0.3023 0.0048 63.6026
Innovation var: 3.31E-04
Corr innov cycle-eqn1 1.32E-03
Exog 1: 1.0000 0.0163 61.2348
-2*log-likelihood: 42002.904
Ljung-Box stat. Q(4) 0.1032 p-value 0.9987
R-squared (uncentered) 0.491
24Annex 2
Representation of the potential GDP as a second-order random walk
We can write:
yt − yt−1 − ut = µt−1 (a)
µt−1 = µt − vt (b)
From (a) follows that the next statement is also true:
µt = yt+1 − yt − ut+1 (c)
We substitute the obtained result in (b):
µt−1 = yt+1 − yt − ut+1 − vt (d)
From (a) and (d) follows that:
yt − yt−1 − ut = yt+1 − yt − ut+1 − vt ⇔
⇔ yt+1 = 2yt − yt−1 + ξt+1 ⇔
⇔ (1 − L)2yt+1 = ξt+1,
where ξt+1 = ut+1 − ut + vt.
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