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Abstract
Self-repair is pervasive in dialogue, and
models thereof have long been a focus
of research, particularly for disfluency de-
tection in speech recognition and spoken
dialogue systems. However, the gener-
ality of such models across domains has
received little attention. In this paper
we investigate the application of an au-
tomatic incremental self-repair detection
system, STIR, developed on the Switch-
board corpus of telephone speech, to a new
domain – psychiatric consultations. We
find that word-level accuracy is reduced
markedly by the differences in annotation
schemes and transcription conventions be-
tween corpora, which has implications for
the generalisability of all repair detection
systems. However, overall rates of repair
are detected accurately, promising a useful
resource for clinical dialogue studies.
1 Introduction
Self-repairs are known to be pervasive in human
dialogue and there has been much research into the
identification and modelling of repair from both
computational and psychological perspectives. In
computational linguistics, the focus is on removal
of disfluency: for the creation of accurate and use-
ful dialogue systems, disfluencies (including self-
repair) need to be identified and removed from the
speech input to yield interpretable input for down-
stream processors (especially when using off-the-
shelf parsers). Psycholinguistic research, on the
other hand, investigates what the presence and
type of repair can tell us about psychological and
interactional factors in dialogue. For example, the
presence of repair can aid comprehension (Bren-
nan and Schober, 2001) and affect the backchan-
nelling of listeners (Healey et al., 2013). In the
psychiatric domain, levels of repair have been
found to be associated with verbal hallucinations,
and patient adherence to treatment (Leudar et al.,
1992; McCabe et al., 2013). Identifying repair in
these types of dialogue therefore has the potential
to be a diagnostic tool, and offer insights into de-
veloping training for psychiatrists, e.g. in detect-
ing that a patient is in difficulty, or shaping their
own talk more effectively.
1.1 Self-repair
In the conversation analysis literature (e.g. Sche-
gloff et al. (1977)), repairs are described in terms
of the dialogue participant (DP) who initiates the
(need for) repair (oneself or another), the DP who
completes the repair (self or other), and in which
position the repair is completed. For the purposes
of this paper, we are interested in cases where a DP
repairs their own utterance in the course of pro-
ducing it – a position one self-initiated self-repair,
which can repeat part of the utterance (an articula-
tion repair, as in (1)), reformulate part of the utter-
ance (a formulation, as in (2)), or add something
clarificatory to the utterance at a point at which it
might have been considered complete (a transition
space repair (3)).1
(1) Dr: You probably have seen so many
psychiatrists o- o- over the years
(2) Dr: Did you feel that did you despair so
much that you wondered if you could
carry on?
(3) P: Where I go to do some printing. Lino
printing
Rates of self-repair are known to differ over a
startling variety of factors; for example, in dif-
ferent domains and dialogue roles (Colman and
1These examples are taken from the psychiatric consul-
tation corpus detailed in Section 2.1, with the reparandum
shown in italics and the repair phase shown in bold.
Healey, 2011), modalities (Oviatt, 1995), dialogue
moves (Lickley, 2001) gender and age groups
(Bortfeld et al., 2001) and clinical populations
(Lake et al., 2011). For this reason, there is much
discussion in the literature over the underlying
cause of self-repair – is it merely an index of dif-
ficulty for the speaker, for example when planning
or producing an utterance (Bard et al., 2001), or
is repair interactively designed for the benefit of
the listener(s) (Clark and Fox Tree, 2002; Good-
win, 1979)? While we do not address these ques-
tions here, we note that this uncertainty causes re-
pair annotation protocol differences, and makes it
unclear whether automatic repair detection trained
on any single corpus will generalise to any other.
1.2 Repair in psychiatry
In the psychiatric domain, aspects of doctor-
patient communication have been shown to be as-
sociated with patient outcomes, in particular pa-
tient satisfaction, treatment adherence and health
status (Ong et al., 1995). Studies specifically in-
vestigating repair show associations between re-
pair and clinical populations known to have lan-
guage difficulties. For example, Lake et al.
(2011) found that participants on the autistic spec-
trum revised their speech less often than con-
trols, and used fewer filled pauses. For patients
with schizophrenia, different rates of repair have
been linked to specific types of symptoms, such
as verbal hallucinations (Leudar et al., 1992), and
whether or not a patient is likely to adhere to their
treatment (McCabe et al., 2013) as well as psy-
chiatrist assessments of the therapeutic relation-
ship (McCabe, 2008). These studies rely on ac-
curately hand-annotated repair data, and are not
directly comparable to each other as different an-
notation schemes have been used. Assessing the
veracity of these results, and exploring the rela-
tionship between repair and outcome – for ex-
ample, how increased levels of repair are asso-
ciated with a better therapeutic relationship – re-
quires large datasets to be annotated according to
the same schema. This is impractical where ex-
pensive and time-consuming hand annotations are
required. A domain-general automatic repair iden-
tification system would enable us to address some
of the specific questions raised by these prelimi-
nary results.
1.3 Identifying repair
By hand Self-repairs, which are the repair type
of interest in this paper, are often annotated
according to a well established structure from
(Shriberg, 1994) onwards, and as described in
Meteer et al.’s (1995) Switchboard corpus anno-
tation handbook:
John and Bill
︸ ︷︷ ︸
original utterance
[ like
︸ ︷︷ ︸
reparandum
+ {uh}
︸︷︷︸
interregnum
love ]
︸ ︷︷ ︸
repair
Mary
︸ ︷︷ ︸
continuation
(4)
This structure affords three principal subtypes
of self-repairs: repetitions, substitutions and dele-
tions. Repetitions have identical reparandum and
repair phases; substitutions have a repair phase
that differs from its repair phase lexically but is
clearly substitutive of it; and deletions have no
obvious repair phase that is substitutive of their
reparandum, with utterance-initial deletions often
termed restarts. Despite the clarity the struc-
ture affords, there is often low agreement be-
tween annotators deciding between substitutions
and deletions; in fact, considering gradient bound-
aries between these categories may be more useful
(Hough and Purver, 2013). Presence of a repair
alone is agreed upon more often than structure.
While this annotation scheme has been widely
used in the computational linguistics community,
this is not as common for repair corpus studies in-
terested in the dialogue function of repair, rather
than their surface structure. Healey et al. (2005)
present a systematic effort to test the reliability
of a human annotation scheme for repair, build-
ing on Healey and Thirlwell’s (2002) annotation
protocol for identifying the different CA types of
repair in dialogue transcripts. They divide repairs
into the CA categories of Position 1 repair (Articu-
lation, Formulation, Transition space as shown in
(1)-(3), above), Position 2 repair (Clarification Re-
quest/NTRI, Correction) and Position 3 (Follow-
up and reformulate). Healey et al. (2005) tested
the validity and reliability of the protocol through
an analysis of two of the authors coding a corpus
of repair sequences drawn from the CA repair lit-
erature with their original coding removed. The
validity of the protocol was shown to be encour-
aging overall, with 75% of the repairs being as-
signed the same category as that of the original
papers, though detection agreement rates were not
reported.
Automatically There has been considerable
work on detecting reparandum words from tran-
scripts, with the motivation of filtering them out
before parsing. However, while the computational
linguistics community focusses on the Switch-
board corpus disfluency challenge (Charniak and
Johnson, 2001), which has been met with consid-
erable success in terms of reparandum word de-
tection (Honnibal and Johnson, 2014; Rasooli and
Tetreault, 2014), these models have rarely been
applied outside of this domain. This is because
there is a lack of gold-standard disfluency anno-
tation in the format shown in (4) available: in
fact, Switchboard provides the only large consis-
tently annotated corpus available for this purpose.
Furthermore, the fine-grained utterance unit seg-
mentation as carried out by the Switchboard dis-
fluency scheme (Meteer et al., 1995) is uncom-
mon in other corpus mark-ups. For this reason,
cross-domain efforts have been rare and perfor-
mance dips considerably across domains (Lease et
al., 2006; Zwarts et al., 2010b). Furthermore, such
models are often not designed with word-by-word
incremental processing (as required in an incre-
mental dialogue system) in mind; the only effort
to develop a system that could function incremen-
tally in a reliable way (Zwarts et al., 2010a) suffers
from latency issues, not detecting repairs until an
average of 4.6 words after the repair onset.
While the fine-grained structural detection of
repairs is necessarily the focus in computational
work, to allow reconstruction of a “cleaned” ut-
terance, high accuracy on detecting the struc-
ture may be unnecessary for tasks focussing on
inter-subjective rates of repair. Use of gold-
standard Switchboard-style repair annotations in
supervised machine learning approaches has a ten-
dency to cause tight fitting to the Switchboard an-
notation and transcription conventions. While this
data can be used as a basis to train a system, it
needs to be suitably adaptable to different corpora.
1.4 Research questions
This study applies an incremental repair detection
system (STIR; see Section 2.2, below) trained and
initially tested on the Switchboard corpus, to a cor-
pus of face-to-face clinical dialogues between pa-
tients with schizophrenia and their psychiatrists.
The questions we are directly concerned with are:
• Can self-repair be consistently detected
across domains and modalities?
• How reliably can different annotation
schemes for repair be compared?
• How useful is automatic analysis of self-
repair in the clinical domain?
2 Methods
2.1 Data
Switchboard The Switchboard disfluency
tagged corpus (Godfrey et al., 1992; Meteer et
al., 1995) which has Penn Tree Bank III mark-up,
consists of 650 dyadic telephone conversations
collected between 1990 and 1992 between
unfamiliar American participants on a range
of topics assigned from a pre-determined list,
ranging from 1.5 up to 10 minutes in duration,
with the average conversation lasting around
6.5 minutes. The disfluencies annotated include
filled pauses, discourse markers, and edit terms,
all with standardised spelling e.g. consistent
‘uh’ and ‘uh-huh’ orthography. First-position
self-repairs are bracketed with the structure in (4)
with reparandum, interregnum and repair phases
marked. It has gold standard Penn Tree Bank
part-of-speech (POS) tags and is segmented in
terms of sub-turn utterance units. Restart repairs
(utterance-initial deletions) are coded as two
separate units and not in fact annotated as repairs.
Psychiatric consultation corpus (PCC) The
clinical corpus was constructed using a subset of
data from a study investigating clinical encounters
in psychosis (McCabe et al., 2013), collected be-
tween March 2006 and January 2008. The corpus
consists of transcripts from 51 outpatient consulta-
tions of patients with schizophrenia and their psy-
chiatrist. These transcripts relate to 51 different
patients, and 17 psychiatrists. The consultations
varied in length, with the shortest consisting of
only 709 words (lasting approximately 5 minutes),
and the longest 8526 (lasting nearly an hour). The
mean length of consultation was 3500 words.
Each transcript was hand-annotated for repair
using the protocol described in Healey et al.
(2005). For each turn, words in repairs and their
reparanda were highlighted using Dexter Coder
(Garretson, 2006). The resulting annotations are
available in a standalone XML format. For the
purposes of this study, the data extracted consisted
of the transcripts and associated position 1 re-
pairs (annotated with reparandum phrase and cor-
responding repair phase). Filled pauses are not
explicitly annotated, but are identifiable as inter-
regna as the unannotated text between the end of
the reparanda and its repair. Filled pauses, while
consistently transcribed, were found to be incon-
sistently spelt (aammm, er, eerrrrmm, uhmmm
etc). A find-and-replace operation was therefore
applied to the corpus prior to analysis to give
these a standardised spelling, i.e. a consistent ‘er’.
Prior to the analysis, we also tagged the corpus
for part-of-speech using the Stanford POS tagger
(Toutanova et al., 2003). The Stanford tagger is
trained on written text, and previous work apply-
ing it to spoken dialogue has shown the error rates
to be in the order of 10% (Mieskes and Strube,
2006). Here, we are not concerned with the POS
labels per se, but in the parallelism between POS
label sequences (see below) - given that errors are
likely to be fairly consistent (dependent on tran-
scription spelling or spoken dialogue idiosyncra-
cies) we take this as sufficient for our purposes.
2.2 STIR: Strongly incremental repair
detection
As a repair detection framework we use the
STIR (STrongly Incremental Repair detection)
system, designed with incrementality and domain-
generality in mind (see Hough and Purver (2014)).
STIR does not require much annotated disfluency
data to become practically useful, as its backbone
is derived from simple language model features.
Additionally, due to its pipelined classifier struc-
ture, different phases of the repair structure in (5)
can be included or excluded, depending on the de-
tection task and the available annotations. The re-
pair structure in (5) maps directly to that shown
in (4), with the start and end word of the reparan-
dum marked by rmstart and rmend, the optional
interregnum marked as ed and the repair phase de-
limited by rpstart and rpend.
...[rmstart...rmend + {ed}rpstart...rpend]... (5)
STIR’s pipeline structure is intended to sup-
port incremental processing while being cogni-
tively plausible: it first detects edit terms ed
(where present), and then the repair onset rpstart;
subsequent stages then identify the extent of the
reparandum rmstart and the end of the repair
rpend. Here, we are interested only in repair
points, so use only the first two steps – for full
details see Hough and Purver (2014).
2.2.1 Enriched language models
STIR is driven by probabilistic models of lan-
guage which approximate fluency level. This is
in contrast to most machine learning approaches
to repair tagging which often use string alignment
for repeated words and POS tags as their princi-
pal features. This allows STIR to be compatible
with annotation protocols such as (Healey et al.,
2005; Colman and Healey, 2011) more concerned
with the rate, dialogue type and presence of disflu-
ency rather than purely for identifying reparanda.
STIR can thus be used for different repair detec-
tion tasks, adapting to the available annotations,
and the motivations for the repair detection.
Following Hough and Purver (2013), STIR uses
enriched Kneser-Ney (Kneser and Ney, 1995)
smoothed trigram language models, trained on a
corpus with disfluencies removed. The most basic
fluency feature is the negative log of the smoothed
trigram probability value s (equation 6), aka the
surprisal. We also use features that approxi-
mate syntactic fluency, the principal measure be-
ing the (unigram) Weighted Mean Log probabil-
ity (WML) of utterances and their local trigrams
(equation 7), a feature that factors out the con-
tribution of lexical rarity. WML was originally
used successfully in detecting low grammatical-
ity judgements (Clark et al., 2013) and given the
word-by-word Markov independence assumption
of n-gram models it serves as an approximation of
incremental syntactic fluency.
s(wi−2 . . . wi) = − log2 pkn(wi | wi−2, wi−1)(6)
WML(wi−2 . . . wi) = log2 p
kn
TRIGRAM
(〈wi−2...wi〉)
−
∑
log
2
pkn
UNIGRAM
(〈wi−2...wi〉)
(7)
These feature values can now be calculated at each
word, with versions based on word (slex ,WMLlex )
and POS tag (sPOS ,WMLPOS ) sequence. For the
WML values, we also calculate the difference be-
tween values at current and previous word/POS
(∆WML). This gives 6 features overall.
2.2.2 Additional features
STIR’s classifiers combine these language model
features with further specific logical (binary) fea-
tures. The alignment features indicate whether the
word/POS Wx in position x in a trigram is identi-
cal to the final word/POS in the trigram, W3. The
edit feature is true iff there is an edit term (filled
pause, edit term or discourse marker) detected in
the position before W3 – see Table 1.
Word n-gram features (n=3) slex, WMLlex , ∆WMLlex
POS n-gram features (n=3) sPOS, WMLPOS , ∆WMLPOS
Alignment features (n=4) W2 = W3 , W1 = W3 , POS2 = POS3 , POS1 = POS3
Edit term feature (n=1) edit [1,0]
Table 1: Repair onset detection features
2.2.3 Training and testing
For the 6 language model features, we train word
and POS ‘fluent’ language models on the stan-
dard Switchboard training data (all files with con-
versation numbers beginning sw2*, sw3* in the
Penn Treebank III release), consisting of ≈100K
utterances, ≈600K words, cleaned of disfluencies
(i.e. edit terms and reparanda) and with gold-
standard POS tags. We then keep this language
model the same when calculating the feature val-
ues across different test corpora; these consist
of raw dialogue transcripts with disfluencies in-
cluded. When testing on data other than Switch-
board, the POS tags are generated using the Stan-
ford POS tagger (see above).
As the test corpora have disfluencies present,
partial words may be present, either explicitly
transcribed as such, or detected by observing an
unknown word that forms an orthographic prefix
of its following word (i.e. ‘s, so’). As corpus stud-
ies suggest that a non-utterance-final partial word
presence predicts a disfluency almost perfectly, for
multi-word as well as single partial-word disflu-
ent cut-offs (Hough and Purver, 2013), we include
them into STIR’s language models with a proba-
bilistic penalty (see Hough and Purver (2014) for
details).
Edit term detection uses the word and POS n-
gram features above, plus the likelihood assigned
by an edit term language model derived from
Switchboard’s training data. After edit word de-
tection, for repair detection we obtain values for
the features listed above for each of the remaining
words in a word-by-word fashion from the stan-
dardly used Switchboard heldout data (files PTB
III sw4[5-9]*; 6.4K utterances, 49K words).
2.2.4 Classifier pipeline
STIR’s first two stages are then implemented as
random forest classifiers (Breiman, 2001): the first
classifies whether the last word seen is an edit term
(ed) or not, and the second classifies whether the
word is a repair onset (rpstart) or not. If the ed
classifier classifies a word as ed, the word is not
considered for rpstart classification; consequently
edit term detection is the first stage in the disflu-
ency detection pipeline. We employ weighted er-
ror functions to balance recall and precision in the
desired way for the detection task using MetaCost
(Domingos, 1999). This allows fine-grained con-
trol over the rate of onset prediction, which proved
to be very useful for the clinical data.
2.3 Experimental set-up
We choose the cost functions for MetaCost on
Switchboard heldout data to yield the best over-
all F-score of rpstart detection, we then test on
the test data on the standard Switchboard test files
(PTB III sw4154 - sw4483; 6.7K utterances, 48K
words) for the precision, recall and F-scores and
‘relaxed’ repair-per-turn evaluation of repair de-
tection (see below for details). For the PCC data,
while we keep the base classifier the same as
Switchboard, we optimise the weights to balance
precision and recall on a heldout set of doctor-
patient interaction of ≈20K words. This step
was carried out as the weights used for Switch-
board yielded much higher precision than recall in
rpstart detection on a word-by-word level, though
the overall accuracy was roughly the same. We
then test on a different set of ≈25K words.
3 Results and discussion
Edit term detection Edit term detection was
evaluated on the Switchboard test data, achieving
an F-score of 0.938. While this is not directly
comparable to previous work, Heeman and Allen
(1999) also report very high accuracy on detecting
a subset of edit terms, discourse markers, achiev-
ing an F-score of ≈0.96. Our system detects a big-
ger and more variable class of phenomena.
Testing edit-term detection on the PCC data
was more difficult, as edit terms were not ex-
plicitly annotated. For the PCC data, transcribed
filled pauses are automatically tagged as edit terms
and then edit term detection is performed using
a model trained on the Switchboard data – this
serves as an approximation only; due to the lack
of gold standard this was not evaluated quantita-
tively, but see below for discussion.
Repair point detection We then tested STIR in
terms of its precision, recall and F-score for repair
onset detection as in (8).
precision = rpstart correct
rpstart hypothesised
recall = rpstart correct
rpstart gold
F-score = 2×
precision × recall
precision + recall
(8)
We evaluate in two ways: a strict evaluation at the
word level, requiring the exact repair point word
rpstart to be identified; and a relaxed evaluation
at the turn level, with a rpstart hypothesis taken as
correct if in the same turn as a gold-standard repair
annotation, but with every additional hypothesised
rpstart over the correct number treated as a false
positive (i.e. incrementing rpstart hypothesised
but not rpstart correct). The results are shown in
Tables 2 and 3.
Turn-level data As can be seen in Table 2, on
the Switchboard data the system identifies both
that there is a repair and its exact position in the
turn very well (F-score > 0.8). However, for the
PCC data (see Table 3), although the system iden-
tifies that there are repairs in the turn reasonably
well (F-score ≈ 0.7), there is a large drop in per-
formance when looking at the strict position-based
metric (F-score ≈ 0.5).
This is likely to be due to differences in both
transcription and annotation conventions. In the
PCC data, the emphasis for annotators was on
identifying the number and type of repairs in the
turn. Although there was good agreement between
annotators at this level – with levels comparable
to our relaxed evaluation performance (Cohen’s
κ = 0.73, (McCabe et al., 2013)), it is not clear
whether the annotators position repair points sys-
tematically or agree on positioning. Examination
of the transcripts suggests that annotation differ-
ences can abound. For example, as shown in (9),
editing phrases such as ‘I mean’ may be anno-
tated as part of the reparandum (9a), left unanno-
tated between reparandum and repair (9b), or an-
notated as part of the repair itself (9c). While (9b)
maps most directly to the Switchboard annotation
schema, these differences do not affect the overall
number and type of repairs found in a turn, and
are therefore only relevant if our task is the strict
detection precision recall F-score
strict 0.862 0.755 0.805
relaxed 0.904 0.787 0.841
Table 2: Switchboard test data results
detection precision recall F-score
strict 0.527 0.536 0.532
relaxed 0.682 0.679 0.680
Table 3: PCC test data results
one of finding the exact position of repairs. While
this is usually important for the purposes of speech
recognition or dialogue systems, it is not here –
our interest in is the association between outcomes
and the presence and rate of different types of re-
pairs.
(9) (a) Dr: well I think I mean I think that’s
why it’s really sensible
(b) Dr: well I think I mean I think that’s
why it’s really sensible
(c) Dr: well I think I mean I think that’s
why it’s really sensible
Dialogue level data Given the differences in
turn-level data, as outlined above, and the differ-
ent ways in which automatically annotated repair
data might be used, we compared the number of
identified repairs over each dialogue.
As can be seen from Table 4, there is a very
high correlation (> 0.9) between the number of
repairs per transcript detected by the automatic in-
cremental classifier and those annotated by hand.
At this coarse-grained level, the system provides a
useful overview of self-repair, which can allow us
to make comparisons between speakers who typ-
ically use a lot of repair and those who do not,
as well as looking for associations with outcomes
on a by-patient level as in (McCabe et al., 2013).
However, as can also be seen in Table 4, the au-
tomatic repair numbers are lower than those for
the hand-coded data, and this is especially the case
where patients are concerned. This indicates that
the system is systematically not picking up certain
types of repair that the patients are using.
When comparing the hand annotations on the
PCC data with STIR’s output, we see differences
Hand-coded Automatic Correlation
Mean (s.d.) Mean (s.d.) r p
Patient P1 repair 62.51 (44.87) 48.90 (33.29) 0.945 < 0.001
Doctor P1 repair 41.57 (23.25) 41.02 (23.23) 0.906 < 0.001
Table 4: Relationship between hand-coded and automatically generated repair measures
due to several factors of annotation protocol and
behaviour and not just due to inherently poor sys-
tem performance. See examples (10)-(12) where
the hand annotation tags (shown in (a) in each
case) differ from STIR’s annotations (shown in
(b)).
(10) (a) D: ... and if you tell me that
that[RPSTART ] that the depressions
kicks in . . .
(b) D: ... and if you tell me that
that[rpstart] that[rpstart] the
depressions kicks in . . .
(11) (a) D: and so I[RPSTART ] mean otherwise
I’m not too concerned about your
mental health...
(b) D: and so I[ed] mean[ed] otherwise I’m
not too concerned about your mental
health...
(12) (a) P: I don’t I’m[RPSTART ] not like
hearing voices...
(b) P: I don’t I’m not like hearing voices...
In (10) the second repeat of ‘that’ is evaluated
as a false positive by STIR, reflecting the em-
bedded repairs often found in Switchboard, while
the annotator views this as part of one longer re-
pair. A false negative from STIR can be seen in
(11) where an annotator deems this a repair, while
according to Switchboard, and STIR, this would
be an editing phrase ‘I mean’. In (12), another
false negative is evaluated as STIR misses the tran-
scribed repair onset from ‘I’m not’. Utterance-
initial deletions, or ‘restarts’, are not marked in
Switchboard but treated as two separate utterance
units, so there is no training data for these types of
self-repair.
4 Towards domain-general repair
detection
Using a more strict word-by-word evaluation, we
saw that the differences in annotation schemes and
transcription conventions have a marked effect on
the system’s performance. Switchboard annota-
tion conventions result in a biasing on particu-
lar types of repair, namely, mid-utterance repe-
titions, deletions and substitutions, whereas it is
not marked for restarts, which caused it to per-
form poorly on detecting them in the clinical data.
On the clinical side, the fact that editing terms
are often marked as the repair onset means a
Switchboard-trained detector will not get the ex-
act position of the repair. This has implications
for the generalisability of all repair detection sys-
tems that rely on strict word-by-word evaluation,
such as those used in dialogue systems – the way
in which the training data has been annotated and
transcribed will affect what types of repair it reli-
ably detects.
Despite the differences in the type of disfluency
annotation available, one can build a system that
is practically useful for detection purposes using
the set-up as shown in Figure 1. As long as there
is some heldout data available of the same type as
the target corpus, even if not considerable in size,
STIR’s error functions can be manually adjusted
(or automatically experimented with) to yield the
best accuracy results before testing. This tech-
nique is effective in terms of giving results with
good overall correlations as described above.
The element of Figure 1 not present in the ver-
sion of STIR here is the “fluent” corpus which
could form additional training data to the fluent
language model in STIR. We hypothesize that
the appropriate data, even if from written, rather
than spoken sources, could boost results on out-
of-domain (non-Switchboard) data. (Zwarts and
Johnson, 2011) show how large text-based cor-
pora included in a repair hypotheses re-ranker can
improve detection on Switchboard, however we
would like to explore the effect of additional re-
sources in improving performance on other data,
such as the PCC corpus described here. Other
data STIR does not currently use is acoustic infor-
mation, which has been shown to help disfluency
detection (Liu et al., 2003). Incorporating speech
signal information will form part of future work.
Figure 1: STIR training and heldout sources for a new target domain
5 Conclusions
In terms of the research questions set out in sec-
tion 1.4, we can detect self-repair reliably across
modalities and domains, but only if we use a re-
laxed evaluation metric. However, this is sufficient
for the purposes of examining overall rates of re-
pair, as used in some clinical studies (McCabe et
al., 2013), and automatic self-repair detection us-
ing STIR can therefore be usefully applied to these
datasets, removing the need for time-consuming
and costly hand annotations.
The STIR system is intended to provide a
domain-general incremental repair detection sys-
tem and we are currently experimenting with dif-
ferent language models that allow it to generalise
to other data in very different dialogue domains.
Issues to consider in future work that have been
raised by this preliminary study include (but are
by no means limited to) the transcription of filled
pauses and overlapping speech, how turns are seg-
mented, and issues arising due to the lack of gold-
standard POS tags– joint POS-tagger and repair
detection could lead to a more robust final out-
come (Heeman and Allen, 1999).
In terms of practical applications, the STIR sys-
tem is already being used to look at changes in
self-repair behaviours before and after training in
a psychiatrist communications study, and as it is
strictly incremental, it has the capacity to be im-
plemented in artificial mental health worker dia-
logue agents (Faust and Artstein, 2013).
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