In this work we develop an approach to extracting information from neural spike trains. Using the expectation-maximization (EM) algorithm, interspike interval data from experiments and simulations are fitted by mixtures of distributions, including Gamma, inverse Gaussian, lognormal, and the distribution of the interspike intervals of the leaky integrate-and-fire model. In terms of the Kolmogorov-Smirnov test for goodness-of-fit, our approach is proved successful (P > 0.05) in fitting benchmark data for which a classical parametric approach has been shown to fail before. In addition, we present a novel method to fit mixture models to censored data, and discuss two examples of the application of such a method, which correspond to the case of multiple-trial and multielectrode array data. A MATLAB implementation of the algorithm is available for download from
Introduction
The first task in analyzing data recorded from the nervous system is to fit the histogram of the interspike intervals (ISIH) by some known probability densities (Brillinger, 1988; Iyengar and Liao, 1997; Brown et al., 1998; Frank et al., 2000; Barbieri et al., 2001; Kass and Ventura, 2001; Brown et al., 2001; Brown et al., 2002; Frank et al., 2002) .
In a parametric approach to density estimation, it is assumed that the probability density can be represented as a specific functional form containing several adjustable parameters. Once such a functional form has been chosen, the parameters are estimated using optimal criteria, e.g. maximum-likelihood.
This approach is widespread in neuroscience data analysis, as amply demonstrated in the literature (Casella and Berger, 1990; Snyder and Miller, 1991; Levine, 1991; Andersen et benchmark data sets from experiments and simulations. In particular, we find that the goldfish ganglion cell data can be successfully fitted by a three-component mixture model (KS test, P > 0.05). Also, we find that a two-component mixture can be fitted accurately to the distribution of the ISI generated by the Hodgkin-Huxley model with a stochastic input (KS test, P > 0.05).
An additional issue addressed in the current paper, is how to fit interspike interval data that contain censored observations. Although this receives only limited attention in the literature, the problem is of paramount importance for fitting data collected in multiple-trial recordings, especially when the spike activity can be recorded for only short periods of time, due to technical limitations or to nonstationarities of the data. The same problem arises in the context of neural population decoding. Indeed, in order to reconstruct the time course of a rapidly changing stimulus from a spike train ensemble, one is usually forced to consider short time windows during which the stimulus is approximately constant. Under these circumstances, a potentially large proportion of interspike intervals may not be observable, since they exceed the trial length. Besides, in cases when typical interspike intervals are longer than the period of observations, the majority of the trials may contain less than two spikes, thus only very limited information is available about the distribution of the interspike intervals. However, even in these cases it is still possible to obtain accurate estimates of the underlying ISI probability density if one takes into account also the truncated (censored) intervals, which are usually discarded. This approach is discussed in Section 2.3. In particular, we show how to modify the EM algorithm to estimate the parameters of a mixture model from data sets that include both regular and truncated interspike intervals. Finally, an example of application of this approach to a simple decoding task is illustrated in Section 3.3.2.
Methods

Mixture models
A K-component mixture model is defined by the probability density
where p k are the component densities, with θ k the vector of parameters for each component, and w k are the mixing proportions, or weights, with w k > 0 and K k=1 w k = 1. The vector Θ = (w 1 , . . . , w k , θ 1 , . . . , θ k ) represents the complete set of parameters for the mixture model.
Below, we review the probability densities that will be used in the current paper.
(1) The gamma probability density
is frequently used to model spike data, as many experimental ISIH have been shown to be roughly approximated by a single gamma distribution. It can be shown that (2) is the probability density of the ISI obtained from a simple stochastic integrate-and-fire model where the inputs are Poisson processes with constant rate (Tuckwell, 1988) . Note that the exponential probability density, which is the distribution of the interspike intervals associated with a simple Poisson process, is a special case of Eq. (2) for a = 1. (2) The inverse Gaussian probability density with parameters λ and µ
is the probability density of the interspike intervals obtained by a stochastic integrate-and-fire model in which the membrane voltage is represented as a random walk with drift (Gerstein and Mandelbrot, 1964 ). This simplified model was first suggested in (Schroedinger, 1915) , and first applied in spike train data analysis by Gerstein and Mandelbrot (Gerstein and Mandelbrot, 1964) . (3) The probability distribution of the interspike intervals generated by a leaky integrate-and-fire model with Gaussian input can be derived exactly under the condition that the input is balanced (Feng and Ding, 2004) . Its δ ε ν σ ι τ ψ is given by
where γ is the membrane time constant, µ and σ are the mean and the variance of the input. The previous distribution can be generalized as
in order to include a refractory period τ in the model. (4) Finally, the log-normal probability density with parameters µ and σ
is a suitable model when the log of the ISI are approximately normally distributed, see e.g. (Bhumbra and Dyball, 2004; McKeegan, 2002) .
Parameter estimation for mixture models, the EM algorithm
Given the model (1) and a set of observations {t 1 , t 2 , . . ., t N }, the maximum-likelihood estimate of the parameter Θ, is that which maximizes the likelihood function (Papangelou, 1972; Berman, 1983; Tanner, 1996; Pawitan, 2001) ,
or, equivalently, the log-likelihood
To find the maximum-likelihood estimate above, we use the EM algorithm (Dempster and Laird, 1977) , which is summarized and re-derived to our cases below.
First, we introduce the complete data set {(t i , z i ): i = 1, . . ., N}, where the values taken by the variable z are not observable, or missing. It is easily seen that (1) is the marginal distribution of t of the joint distribution of y = (t, z) when
The log-likelihood of the complete data is then,
Given the current estimate Θ (c) and the observed values, the expected complete data log-likelihood is
wherê
is the probability that the ith observation was generated by the kth component of the mixture, given a model of parameter Θ (c) .
The EM algorithm iteratively maximizes the function Q(Θ|Θ (c) ). More specifically, each iteration of the EM algorithm consists of the following two steps:
• Compute Q(Θ|Θ (c) ) given the current estimate Θ (c) .
• Update Θ by maximizing Q(Θ|Θ (c) ) over Θ, that iŝ
and
where θ = (θ 1 , . . ., θ k ). When p k (t|θ k ) belongs to the exponential family, e.g. for the Gaussian and the exponential distribution, Eq. (10) usually has a closed-form solution.
For the Gamma distribution, we have
where ψ is the digamma function (Tuckwell, 1988) . For the inverse Gaussian distribution, we have 1
where we defined, for a function F,
Parameter estimation with censored data
Let us consider a multiple-trial data set, where the spike times are recorded during a series of trials of length T obs . From the observed spike times we can define two sets of interspike intervals: the regular (or complete) intervals {t i } i∈R , for which both start and end spike times exist, and the truncated intervals {t i } i∈T , for which the missing end times are replaced by T obs . This is illustrated in Fig. 1 .
Assuming that the probability density of the interspike intervals in the absence of censoring, i.e. for trials of infinite length, is given by p(t|θ), the probability density of the regular intervals is easily calculated as
1 We used here the known property of the inverse Gaussian distribution, that, for an inverse Gaussian sample (X 1 , X 2 , . . ., X n ), the variablesX = n i=1
(1/X i −1/X) n are independently distributed, and nλV is distributed as χ 2 n−1 (see Chikkara and Folks, 1989) . where
A maximum-likelihood estimate for θis thus obtained by maximizing the function
where N R is the number of regular intervals observed. Obviously, this estimate becomes widely inaccurate for small N R . A way to improve the accuracy is to take into account also the truncated intervals in the calculation of the likelihood. In particular, following (Cox and Lewis, 1966) , we can use the following expression of the log-likelihood
When p is given by a mixture of distributions, the loglikelihood of the complete data set {(t i , z i )} i∈R,T can be written as
In order to compute the expectation of L(θ), we need the conditional probability density for the missing variable on the condition of the observed data {t i } i∈R ∪{t i } i∈T and the current estimates for the parameters Θ (c) . For the regular intervals, this is again given by Eq. (8). For truncated intervals, instead, we cannot use (8), since the exact value of the interval is unknown. However, from the Bayes theorem we get
Therefore, in presence of censored observations, Eq. (7) must be rewritten as
By maximizing the expression above with respect to Θ, we obtain recurrence formulas for the parameters,
Although a closed form for the solution of (19) does not exist in the general case, the problem can still be solved numerically with relative ease, given the independence of the parameters of different modules. A MATLAB implementation of the algorithm is available for download from http://www.informatics.sussex.ac.uk/users/er28/em/.
Results
Experimental data
As a first example, we consider a data set composed of 975 interspike intervals recorded in vitro from a goldfish retinal ganglion cell (Iyengar and Liao, 1997) . Recordings are made with an extracellular microelectrode under constant illumination. As shown in Fig. 2 (top) , the spike train is highly irregular, with brief bursts of spikes alternating to periods of silence. This is also reflected in the apparently bimodal character of the ISIH. The data are fitted by mixtures of two and three components, using the EM algorithm described in Section 2.2. The mixture weights are initialized randomly according to a uniform distribution. To initialize the parameters of the mixture components, we first group the data into n clusters using the K-means clustering algorithm, with n the number of components of the mixture. Then, we sort the clusters in ascending order by their centres, and finally fit each mixture component to the corresponding cluster. The values of the estimated parameters are chosen as initial guesses for the EM algorithm. Goodness-of-fit is assessed by a twosided two-sample KS test, where the data set used for fitting is compared with a sample drawn from the distribution of the estimated model.
As shown in Table 1 , all the two-component mixtures considered fail to pass the KS test (P < 0.05). Goodness-of-fit is improved when using three-component mixtures and some of the estimated mixture models meet the criterion for acceptance. The P-values and KS statistics obtained for the estimated mixture models (1 = inverse Gaussian, 2 = Gamma). The model with the highest P-value is shown in bold.
The best-fit is achieved by the model
of parameters (w 1 , w 2 , w 3 ) = (0.2592, 0.4912, 0.2497), (a, b) = (15.1673, 0.3243), (µ 2 , λ 2 ) = (13.6612, 24.9184), and (µ 2 , λ 2 ) = (90.9478, 750.7258). In Fig. 2 (left) , we compare the experimental ISIH with the histogram of the intervals generated by model (20). The empirical cumulative distribution functions for the experimental data and the model are compared in Fig. 2 (right) .
In order to verify that the method provides consistent indications when applied to data collected in homogeneous conditions, we consider the distribution of the parameters estimated by fitting the same mixture model to a set of 1000 independent samples, each one containing 1000 interspike intervals drawn from the distribution (20). The model used for fitting is a three-component mixture with the same components as (20) .
KS tests performed on estimated models are positive for 95% of 1000 trials. Fig. 3 shows the histograms of the weights, means and coefficients of variation for each the components of the estimated mixture models. Although the results indicate a considerable variability for some of the parameters, due to the partial overlap between the distributions, the method proves to be successful in identifying the underlying model features, even from samples of a limited size. 
Simulation data
To further test our approach, we consider a data set of 10 4 interspike intervals generated by numerical simulation of the Hodgkin-Huxley model 2 ,
with input
I(t) = µ + σξ(t) where ξ(t) is a Gaussian white noise, ξ(t) = 0, ξ(t)ξ(t ) = δ(t − t ).
Values used for simulation wereµ = 7, σ = 2. In the absence of noise, the system is characterized by the co-presence of two attractors, a fixed point and a limit cycle, which correspond respectively to a depolarized resting state, and to repetitive firing. For σ > 0, the solution trajectories hop randomly between these two attractors, thereby generating a burst-like pattern of activity, as seen in Fig. 4 . It is reasonable to expect that the ISI distribution could be described by a mixture of distributions, rather than by a single probability density function.
The data are fitted with mixtures of two and three components, as described in the previous example. The obtained P-values and KS statistics for all the estimated models are reported in Table 2 . Again the best-fit is achieved by a mixture of one Gamma and two inverse Gaussian distributions,
where the estimated parameters are (w 1 , w 2 , w 3 ) = (0.3761, 0.4091, 0.2148), (a, b) = (126.673, 0.1), (µ 2 , λ 2 ) = (4477.1, 15.1) and (µ 3 , λ 3 ) = (247.9, 28.8). 3,4) 0.20 0.017
The P-values and KS statistics obtained for the estimated mixture models (1 = inverse Gaussian, 2 = Gamma, 3 = log-normal, 4 = integrate-and-fire).
The models with the highest P-value are shown in bold.
It should be noted that, in theory, any distribution function can be fitted arbitrarily well by a mixture of sufficiently many components. However, increasing the number of components also results in models of increasing complexity, and makes parameter estimation less reliable, especially from small samples. Therefore, in selecting a model, one should always aim to a trade-off between accuracy and complexity.
A typical approach to model selection is represented by the Akike's Information Criterion (Pawitan, 2001) . In this case, we ask whether the model could not be simplified by varying the distribution types used in the mixture, based on our understanding of the underlying system dynamics. As noted above, the phase trajectories switch randomly between the attractive basins of the two attractors. In particular, each time the phase trajectory enters the attractive basin of the limit cycle, the system starts firing almost periodically. Eventually, the system stops firing when a perturbation pushes the trajectory back into the attractive basin of the resting state. This phenomenon is clearly illustrated in Fig. 4 , where we show a phase trajectory in terms of the variables V and h.
During phases of repetitive firing, it is reasonable to assume that the interspike intervals will be normally distributed around the unperturbed firing period, especially for small σ. However, since the interspike intervals are always positive, a log-normal may represent a more adequate approximation. On the other hand, the escape times from the attractors, which correspond to the inter-burst intervals, are exponentially distributed in the limit σ → 0, as suggested by the large deviation theory (Freidlin and Wentzell, 1984) . As σ is increased, however, we expect that (4) may provide a better approximation of the ISI distribution, especially for short intervals.
A mixture including these two distributions is therefore a good candidate to approximate the distribution of the ISI produced by the model. Indeed the goodness-of-fit obtained after fitting the model to the data, is comparable with what obtained with the three-component mixture (23), see Table 2 (bottom line).
That the fitting procedure, as assessed by the KS test here, results in an acceptable P-value, is obviously not decisive in itself. Instead, as we demonstrated above, it is opportune that the choice of the distributions included in the mixture be dictated by functional interpretations, or by working hypotheses.
Censored data
Finally, we illustrate two examples of the application of our approach in the presence of censored data sets.
Fitting ISI distribution from multiple-trial spike data
A simulated multiple-trial data set is constructed as follows. First, 3000 intervals are randomly generated according to the distribution
of parameters (w 1 , w 2 , w 3 ) = (0.55, 0.11, 0.34), (a 1 , a 2 , a 3 ) = (25.43, 54.40, 5.21) , and (b 1 , b 2 , b 3 ) = (5.37, 2.92, 84.04). The spike train obtained by cumulating the generated intervals, is then split into 1438 consecutive chunks of length T obs = 500 ms, which are assumed to represent an ensemble of independent trials. Note that, due to severe censoring, about 25% of the simulated trials contain only one spike, as illustrated in the raster plot of Fig. 5 . Finally, regular (1676) and truncated (1324) interspike intervals are extracted from all trials, as explained in Section 2.3. The data are fitted by a three-component mixture model with the same composition as Eq. (24), using two different methods for parameter estimation. In the first case, the data set used for estimation includes only the regular intervals. In the second case, we consider both regular and truncated intervals, and apply the censored EM algorithm discussed in Section 2.3. The parameters of the distribution (24) and of the two estimated mixture models are compared in Table 3 .
From the comparison of the ISI histograms, Fig. 5 , it is particularly evident that the model estimated from the regular intervals provides only a poor approximation of the true, i.e. uncensored, ISI distribution. On the other hand, the result improves significantly after considering also the truncated intervals in the estimation.
Decoding neural activity from multielectrode array data
We consider a group of N leaky integrate-and-fire neurons. Given a time-dependent signal λ(t), the input to the ith neuron The parameters of the original mixture model (p), and of the mixture models estimated using the standard (p EM ) and the censored (p CEM ) EM algorithm. Note that, instead of the original parameters (a, b), we have reported here the mean (µ) and the standard deviation (σ) of each component. is given by
where ξ i (t) is a Gaussian white noise, with ξ i (t) = δijδ(t − t ) and the parameters of the input are
with
The last equation ensures that the input is balanced at all times (Feng and Ding, 2004) . For the sake of simplicity, we consider here a homogeneous population, so that all neurons conform to the same density function (4). However, this assumption is not crucial to applicability of the method (see Section 4), and could be relaxed. The parameters used in the simulation were N = 100, γ = 20 ms, V thre = 20 mV, and a = 0.5 mV. The signal was given by λ(t) = λ 0 + 2λ 0 sin 2 (υ 1 t) + 2λ 0 sin 2 (υ 2 t), with υ 1 = 3.14 Hz, υ 2 = 2.36 Hz, λ 0 = 2 kHz. The setup is illustrated schematically in Fig. 6 . For decoding, the spike trains are analyzed within consecutive 50 ms time windows. For each time window, regular and truncated interspike intervals are extracted from spike data, and the stimulus is estimated by fitting the theoretical distribution (3) to the set of regular intervals, or to the joint set of regular and truncated intervals. Fig. 6 shows the original and the decoded signals. It is easily seen that taking into account the censoring in the estimate, the signal can be correctly retrieved even with such small decoding windows.
Discussion
We have presented a semi-parametric approach to fit interspike interval distributions, and assessed the potential of this approach on data from both experiments and simulations. In addition, we have addressed the issue of fitting censored data, corresponding to the case of multiple-trial and multielectrode array data.
The decoding task in Section 3.3.2 is also of paramount importance for sensory information processing in the brain (Kamitani and Tong, 2005) . Let us assume that the synaptic input to a group of downstream neurons encode the information about a time-dependent sensory stimulus. Given the neuronal output, in the form of the emitted spike trains, it is natural to ask how accurately an external observer, or some other neurons further downstream, can retrieve the original information. In other terms, it is important to know to what extent the original information is preserved in the output spike trains and is later accessible for further processing. For rapidly varying stimuli, in particular, the output has to be decoded quickly in order to produce a prompt response (Thorpe et al., 1996) . However, when the population activity is sampled over such short time windows, the censoring effect becomes prominent, and it may be questioned to what extent it is still possible to correctly retrieve the stimulus. To address this issue, we have implemented an optimal decoding strategy based on 'censored' maximum likelihood estimates. The results obtained for this ideal case have more than just a theoretical interest; they could also be used to provide an upper bound (ideal observer) for the accuracy with which any other method can retrieve or process the original information (Deneve et al., 1999) .
Why fitting?
It is certainly unsatisfactory to approximate or to fit a distribution, rather than to give an accurate description of it with analytical expressions. However, we know from our past years of experience that to derive exact probability distributions for the interspike intervals of realistic neuronal models is a formidable challenge, and in fact, this problem is already particularly difficult even for the simple leaky integrate-andfire model. Moreover, we do not expect to have any analytical expression that can represent the interspike interval distribu-tion of a cortical cell in vivo. Hence, the use of approximated probabilistic models and of fitting methods to represent the properties of the interspike intervals is an efficient way to describe the neuronal dynamics.
Dimensionality reduction
With multi-electrode arrays it is now possible to record spatio-temporal patterns of activity in large populations of neurons. However, these patterns are in a high dimensional space and it is usually difficult to grasp their meaning. By fitting known probability distributions to the data, we can greatly reduce the dimensionality of the problem, and we are in a much better position to extract information from these sort of data. An example of this approach is shown in Section 3.3.2. Of course, we would expect the reduced dimensions to be in general more than one, for example including the weights and the parameters of each distribution in a mixture.
However, care must be taken when interpreting the estimated parameters of a mixture model in physiological terms, since the latter are usually not unique, as shown before. This issue, which is common to many complex optimization problems, is related to the existence of local extrema in the functions that have to be minimized/maximized, and is required further considerations in the future.
Decoding
One of the most challenging tasks in neuroscience is to understand how information is encoded in an ensemble of spike trains, and how it can be decoded from them. We have demonstrated how our approach can be applied to such problems. These preliminary results are encouraging and an application to multi-electrode array data from the olfactory bulb (Horton et al., 2005) will be presented shortly.
Temporal information
Finally, it can be argued that by fitting interspike intervals with probability distributions, any temporal information about the stimulus is lost. However, this is not true if we look at the problem from a population coding point of view. As mentioned above, we can pool together the spike trains generated by a population of neurons, and analyze them within moving time windows. In each time window, we can fit our model to the data to obtain a set of parameters describing the stimulus. Then the whole information stored in the population spike trains will be summarized in the temporal dynamics of the parameters, and the information in the time domain can be fully recovered.
In the current paper, we have treated each decoding window as independent (see Fig. 6 ). Of course we can easily include temporal relationship, as we mentioned above. Another way to include temporal relationship is to introduce nonhomogeneous point processes, as developed, e.g. in (Brown et al., 2004) . It would be interesting to see how the current results can be improved if we combine two approaches together, namely decoding with a nonhomogeneous point process using a mixture of distributions as its interspike interval distribution.
Homogeneity versus heterogeneity in decoding
In Section 3.3.2, we have considered how to decode information from a group of homogeneous neurons (integrateand-fire models). However, it is natural to ask whether our method is also applicable to heterogeneous populations of neurons that are typically observed in experiments.
Let us consider a set of N neurons having different thresholds V (i) thre . Then a maximum-likelihood estimate of the stimulus can be written in the following form
where f is some function, and {T (i) j }is the spike train emitted from the ith neuron. With the mean-field approximation, we havê
where V (i) thre is the average over the population of neurons. Thus, in this scenario all the conclusions derived in the current paper are true. Further investigation as to what extent such a conclusion holds true, is surely worth and it will constitute our future topic of research.
