Abstract-Can you retrieve the underlying neuronal network topology which generates an ensemble of desired spiking trains? This is one of the key questions if one wants to implement learning in spiking neuronal network. We propose an approach to solve the question. Our approach ensures that the retrieved spiking neuronal network not only generates the desired spike timing pattern but also has a sparse topology. We analyze the solvability and robustness of our algorithm in details based on the linear programming theory. Two numerical examples are included to illustrate the approach. One example is artificial and the spike trains are generated by a leaky integrate-and-fire neuronal network. The other is from experimental data of the neuronal spikes recorded in hippocampal CA3 area. Our results demonstrate that the approach can provide us with a framework to deal with the learning problem in spiking neuronal networks.
I. INTRODUCTION
Spiking neuronal networks are under intensive investigations due to its importance both in biology studies and in engineering applications [1] . With the advances in experimental tools, we have been able to record the spike dynamics for hundreds of thousands of neurons simultaneously [2] , [3] . However, to experimentally find the network structure which generates the recorded spike data remains impossible. In theoretical studies, we know how to find the weight if the desired output is given in the framework of artificial neural networks: for example, using the BP algorithm [4] . Nevertheless, the corresponding question in the framework of spiking neuronal network is not solved, to the best of our knowledge. The difficulty lies in the fact that, even in the simplest spiking model, the leaky integrate-and-fire model [1] , [5] , the input-output function is not differentiable. Hence, a direct application of the gradient method, as in the BP algorithm, does not work.
Undoubtedly, the relation between the spike activities and the synaptic couplings has been attracting increasing interests from various research fields of neuroscience [6] , [7] . A basic problem is how to detect the system structure from the neural activities. In the classic statistical approaches, such as correlation analysis, cluster analysis, principal component analysis (PCA), independent component analysis (ICA) [8] and causality analysis [9] , [10] , the system is considered as linear and analyzed without including the biophysical properties of neurons. With the biophysical knowledge, it is more realistic and efficient to utilize a specific model to describe the data and detect the system structure.
The purpose of this paper is to find out the synaptic structure only from the spike timing patterns using the leaky integrate-and-fire (LIF) neuronal network model. Here we face a few tough problems. First, the spiking timing records are insufficient to identify the parameters of a LIF network owing to synchrony. One neuron receives a sufficiently large packet of exciting synchronous spikes and emits one spike at the same time as long as the synaptic coupling is large enough. So, we can not identify the synaptic coupling in the synchronous scenario. In other words, even if the spikes are generated by 'some' LIF neuronal network, we have a class of LIF neuronal networks which can generate precisely the same spike trains. That is, this problem may be underdetermined. Second, it is natural that there is more or less errors to describe realistic data by a LIF model. So, there are cases that no LIF model can fit the spike timing data precisely. That is, the problem may be overdetermined. Finally, the spike timing is very sensitive with respect to the parameters in the LIF model. A small perturbation of parameters may lead to a totally different spike trains. That is, the problem may be ill-conditioned. Therefore, if we only have the spiking timing records of each neuron, any approach mentioned above for reconstructing the network structure is not feasible. Partly due to this, no existing literature is concerned with the problem in this scenario.
In this paper, we present an approach to achieve the goal and solve the problems mentioned above by the following ideas. First, in the case that the problem is underdetermined, we find the class of LIF networks which can generate the same spike trains and 'select' the sparsest one as the solution via minimizing an L 1 -norm of the coupling matrix. Second, in the case that the problem is overdetermined, we add minimal number of 'hidden' neurons and assign them with selective spike timing series so that the problem is solvable. To deal with the sensitivity issue, we coarse-grain the time interval by time bins with a common and not-so-small length.
Indeed, we solve the synaptic graph topology from the spike timing records instead of identifying or detecting the graph topology. We argue that this approach can help understand the synaptic structure from the spike timing data. In addition, this approach can be generalized to other spiking neuronal models, such as LIF model with NMPA, AMPA, and GABA currents, and the Hodgkin-Huxley type models [11] . In other words, the approach serves as a learning rule equivalent to the BP in the classical artificial neural networks. One can use our approach to generate spike trains with given spike patterns, which has potential applications in control problem by spiking neuronal network [13] , [14] .
II. METHODS AND RESULTS
We consider a network of N neurons and each neuron can be characterized by an integrate-and-fire neuronal network model. The membrane potential of the ith neuron (1 ≤ i ≤ N ) is described as the following ordinary differential equations (ODE):
Here, C m is the membrane capacitance, I i leak (t) is the current due to the passive leak of the membrane, I i s (t) is a current describing the effect of synaptic input to the neuron from other neurons, and I i inj (t) is a current injected into the neuron and supposed to be constant:
where V 0 is the resting potential and τ m is the passive membrane time constant which satisfies τ m = R m C m , both of which are assumed to be constants. The synaptic current for a current synapse is independent of the membrane potential and is described as
where the amplitudes w ki are the change in potential due to a single synaptic event. The associated charge delivered to the neuron by an excitatory (w ki > 0) or inhibitory (w ki < 0) synaptic input is C m w ki . The synaptic inputs as a train of input spikes to each synapse can be expressed as
where t k , k = 1, 2, · · · , are the timing of the synaptic input spikes for the synapses and δ(·) is the Dirac delta function, i.e.,
and
An action potential is generated when the membrane potential reaches the spiking threshold V i th and immediately following the spike, the membrane potential is reset to its initial value
Note that the inputs are summed linearly and output spikes are represented as δ-functions at the times when the membrane potential crosses threshold. Hence, for t ≥ t 0 , we provide the solution of the ordinary differential equations as follows:
where Θ(·) is the Heaviside step function, i.e.,
The problem is transformed as: with the solution expressions of the ODE that describe the membrane potentials of the neurons and the spiking times of all the neurons recorded, we want to recover all amplitudes or connection strength
, which can generate the same spike trains as we record.
In order to convert the continuous-time ODEs into a series of discrete-time linear programming problems, we discretise the whole recording time into t max time bins with a common length and introduce a N by t max 0 − 1 matrix S to denote the spiking pattern, where each column records the neural activity in the particular time interval and each row corresponds to the spiking pattern of one neuron. In details, S(i, j) = 1 means that the ith neuron generated a spike in the jth time interval; Similarly, S(i, j) = 0 means that no spike was generated in the jth interval by the ith neuron.
Furthermore, the spiking times of the kth neuron are denoted as t
which is assumed to have at least two spikes for each neuron. For the ith neuron, 1 ≤ i ≤ N and for each time point t, t
Hence, for the ith neuron and for each time point t, t 
T is the transpose of a vector. In details, if S(i, u) = 1 which corresponds to the mth spike of the ith neuron, i.e., m satisfies u = t m i , then
On the other hand, if S(i, u) = 0 and t i . It's widely believed and argued that the structure of a neural network is as sparse as possible to perform its functions in the most efficient way. Based on this idea, we try to find the solution of the above system under the restrictions to minimize the L 1 -norm of w i , i.e.,
where
we can rewrite the above linear programming problem as
Such problem can be numerically solved by the function linprog in Matlab. And, we can obtain the connection strength w i as well as the injected current I i inj for each i and exactly reproduce the spiking pattern with the assumption that all the neurons can still be described by the same integrate-and-fire neuronal network model.
A. Robustness
Due to inevitability of both noises and time recording errors, it is necessary to analyze the robustness of our algorithm. We use the theory of linear programming to conduct robust analysis. More details about the theory can be found in [12] .
Consider the following general linear programming:
Its dual problem is:
We also introduce the standard notations: ArgL and ArgL * are the optimal set of the problem L and L * respectively. optL and optL * are the optimal values of the problem L and L * respectively. The following relations are evident:
We denote the optimal value optL of the problem L asf which depends on A, b and f , i.e.,f =f (A, b, f ). The values A, b and f play the role of parameters when we analyze the stability of the problem L. We suppose that y is the vector consisted of the whole parameter set.
A solvable problem L isf -stable with respect to the parameter y in the point y = y 0 if its optimum functionf (y) is defined in a certain neighborhood of y 0 and is continuous in this point.
In this definition and further we assume that the space of variable y is allotted by the Euclidean norm.
The following two lemmas follow from linear programming theory [12] . (3) is solvable, then the solution is robust to small perturbations of the spike timing and parameters in the LIF model.
Proof: First, we show that both ArgL and ArgL * are bounded in our system L. It is trivial that the set ArgL is bounded. According to Lemma 1, we have optL = optL * and is also bounded. Since b k will take the form ±(V th − V 0 ) and V th = V 0 , b k will not be equal to zero obviously. Here b k denotes the kth component of the vector b. Hence, ArgL * is bounded, because if not so,otherwise, optL * will be unbounded, which contradicts to the the conclusion that optL * is bounded. According to Lemma 2, one can conclude that the linear programming problem L isf -stable with respect to [A, b, f ], which implies that optL is continuous in a certain neighborhood of A, b and f . If a time scale to generate the spiking matrix from the experimental data is sufficiently small, due to
the perturbation of the elements of matrix A and vector b due to the error in the measurement can be as small as expected. This proves the robustness of our approach.
B. Solvability
In some situation, we may miss several spikes of one neuron, which causes that the linear programming problem L got from the spiking pattern to become unsolvable. Without loss of generality, we assume that the linear programming problem for the ith neuron
is solvable but L k is unsolvable. In order to obtain a reasonable network of the neurons, we add one 'hidden' neuron to the original N neurons and resolve the system with the N + 1 neurons and the new spiking matrixŜ with one more row comparing to the original matrix S. The spiking pattern of the 'hidden' neuron, i.e., the additional row in the spiking matrix, isŜ(N + 1, t) = S(k, t + 1) for all t. The following result from [12] shows the feasibility of this method.
Lemma 3: The problem L is solvable if and only if M = ∅ and M * = ∅. Theorem 2: Suppose the linear programming problem L i , 1 ≤ i < k is solvable and L k is unsolvable with the spiking matrix S. Then, the new set of problemŝ
deduced from the matrixŜ, which satisfiesŜ(j, t) ≡ S(j, t) for all 1 ≤ j ≤ N and t andŜ(N + 1, t) = S(k, t + 1) for all t, is solvable at least up toL
The new row in the spiking matrix introduces a new column denoted as a i in the matrix A i . So, we have 
On the other hand, since
This implies thatM
According to Lemma 3, we have shown that problemL i will be solvable at least up toL k . Using this method to add new 'hidden' neurons recursively, it's easy to find that we need at most N 'hidden' neurons to detect the network of the original neurons.
III. NUMERICAL EXAMPLES

A. Example 1
We generate a random graph with 300 nodes to represent a neuronal network. The connection probability is 10% where 8% of the weights are random numbers between 0 and 5 while the other 2% of the weights are random numbers between -5 and 0. We use the integrate-and-fire neuronal network model to generate a spiking pattern from this network with 1000 time bins. The initial value of the membrane potential for each neuron is randomly set between -70 and 0. Other parameters are picked as follows: C m = 1, I inj = 3.51, τ m = 20. Thus, one can verify this spiking pattern is solvable. Fig. 1 shows the recovered network using our approach. The connection rate of the recovered network is only 3.45%, much sparser than the original random graph, which shows the efficiency of optimization. The synaptic graph topology solved from the spiking pattern generated by an integrate-and-fire neuronal network model.
To test the feasibility of our approach in the overdetermined case, we generate another random graph with 150 nodes and the connection probability is 15%, where 10% of the weights are random numbers between 0 and 10 while the other 5% of the weights are random numbers between -10 and 0. Other parameters are selected as the same above. After obtaining the spiking pattern, we randomly select 100 neurons with their timings of spikes and the problem turns out to be unsolvable. 'Hidden' neurons are added according to the approach introduced in the previous section and a synaptic graph topology is successfully received as shown in Fig. 2 . Fig. 2 .
The synaptic graph topology solved from the overdetermined problem.
The robustness of our proposed method is also investigated. We randomly perturb the timing of spikes by 1 time bin with the probability of 1% in the pattern with 50 neurons and compare the graph topology with and without perturbation. By repeating this experiment 100 times, we conclude that the average change rate of the topology is around 7.5%.
B. Example 2
We apply our method it for some real experimental spiking timing records. All data are downloaded from http://gaya.jp/data/, where the activities of the neurons in hippocampal CA3 are recorded using Functional Multineuron Calcium Imaging (fMCI). Further information including the methods of experiment, data representation, the region of the neurons recorded and the experimental conditions is available on the website above.
We selecte two data files with 52 and 187 neurons respectively to test our method. Fig. 3 shows the two spiking patterns. It can be found that the first pattern with 52 neurons is quite irregular while the second pattern with 187 neurons shows synchronization.
We downsample the data with the rate 1:10 which led to the length of the time bins as 1 second and then apply our methods to the scaled pattern. Parameters are picked as follows: C m = 1, τ m = 20. 'Hidden' neurons are needed in this case to solve a feasible structure. The numbers of hidden neurons added are 40 and 25 respectively. Fig. 4 shows the structure of the two obtained weight matrices. The first pattern shows quite random connection while the second one shows that some neurons drive the other neurons to spike.
IV. CONCLUSIONS AND DISCUSSIONS
In this paper, we propose an approach to solve the synaptic graph topology from spiking timing data within a LIF neuronal network model. We argue that our algorithm can not 'identify' the graph topology since this problem is either underdetermined or overdetermined due to synchronization or the spikes activities being partially observed. Our purpose is to find the class of LIF network topology, which can generate those spikes with precise timing, and select the sparsest one or add a number of 'hidden' neurons as small as possible to make it solvable. We utilize a coarse-graining course to conquer the ill-conditioned problem. In such a setup, our algorithm is robust against the perturbation of spiking timing. Linear programming theory guarantees the feasibility of our approach. Several numerical examples are illustrated to verify this algorithm.
Learning and memory are the most interesting and challenging issues in Neuroscience and play a critical role in engineering applications of spiking neuronal network. In the current paper, we have found a way to recover the network topology using spiking data. However, the topology is static and does not reflect the interesting dynamics of learning [6] , [7] . It is certainly one of our future research topics: using sliding windows to reconstruct a dynamical network topology.
In engineering applications, how to generate a desired spiking pattern to control, for example, an arm movement, has been an active research area [13] , [14] . Our approach here tells us how we can control a network topology to generate the desired spiking pattern so that we can accomplish a control task. We will test the idea as well.
