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We analyse the interaction of charged Janus particles including screening eUects. The explicit interaction is mapped via
a least square method on a variable number n of systematically generated tensors that reWect the angular dependence
of the potential. For n = 2 we show that the interaction is equivalent to a model previously described by Erdmann,
Kröger and Hess (EKH). Interestingly, this mapping is not able to capture the subtleties of the interaction for small
screening lengths. Rather, a larger number of tensors has to be used. We Vnd that the characteristics of the Janus type
interaction plays an important role for the aggregation behaviour. We obtained cluster structures up to the size of 13
particles for n = 2 and 36 and screening lengths κ−1 = 0.1 and 1.0 via Monte Carlo simulations. The inWuence of
the screening length is analysed and the structures are compared to results for an electrostatic-type potential and for
multipole-expanded Derjaguin-Landau-Verwey-Overbeek (DLVO) theory. We Vnd that a dipole-like potential (EKH
or dipole DLVO approximation) is not able to suXciently reproduce the anisotropy eUects of the potential. Instead, a
higher order expansion has to be used to obtain clusters structures that are identical to experimental results for up
to N = 8 particles. The resulting minimum-energy clusters are compared to those of sticky hard sphere systems.
Janus particles with a short-range screened interaction resemble sticky hard sphere clusters for all considered particle
numbers, whereas for long-range screening even very small clusters are structurally diUerent.
1. Introduction
Janus particles are known for more than two decades, af-
ter Veyssié and coworkers were able to prepare spheri-
cal molecules with both a hydrophilic and a hydrophobic
hemisphere[1]. Since then, they have been of large interest
due to their anisotropic character, and today not only particles
with hydrophilic-hydrophobic interaction[2,3] are synthetically
accessible but also magnetic[4–6] or charged[7,8] particles. For a
better understanding of the particle properties, eUort has been
put into theoretical investigations: the self-assembly behaviour
and phase diagrams of hard spheres[9–11] and soft spheres[12,13]
have been studied, for example, as well as the structure forma-
tion on surfaces[14,15] and the interaction with surfaces[16].
Depending on the type of interaction, like patches either
attract or repel each other. For an electrostatic interaction,
which in this paper we are interested in, oppositely charged
patches are attractive. Basic conVgurations are shown in Fig. 1.
The ns conVguration with the “north pole” of one particle
pointing towards the “south pole” of another particle is the
preferred conVguration. By rotating the particles antiparallely
towards their “equators” as in the ee conVguration the interac-
tion becomes gradually weaker. For the ee conVguration the
interaction is repulsive, and Vnally the nn conVguration with
touching “north poles” is the most repulsive. The potential
of the not shown conVgurations ne or se is zero as here the
interactions of the two “equators” cancel out each other.
∗Electronic mail: r.hieronimus@uni-muenster.de
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For the simulation of Janus particles in various systems a
wide number of models reproducing their anisotropic prop-
erties are known. The most straightforward approach is to
model the particles as hard spheres and to use a square-well
potential that is sensitive to the orientation of the patches, as
introduced by Kern and Frenkel[17]. This potential can easily be
implemented and is used quite often[10,11,18–24]. Also variants
with distance-dependent potentials, such as Lennard-Jones or
Yukawa, have been employed for the simulation of hard[25]
and soft spheres[9,15,26–31]. For all these potentials an explicit
expression, albeit slightly empirical, is given for the orientation
dependence.
ns ee
nn ee
Figure 1. Examples of conVgurations of two Janus particles in-
cluding nomenclature. Depending on the type of interaction, like
patches either attract or repel each other.
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An improved approach for charged particles is to distribute
elementary charges on the patch surfaces and to calculate the
electrostatic interaction of all pairs of charges. Ideally one
would take an inVnite number of charges into account, i. e.
integrate over the surfaces, but the integral is analytically not
to be solved and needs to be approximated by a large number
of charges to achieve suXcient accuracy. Due to the compu-
tational expensiveness this approach is only rarely used[2,7,13].
In the reported implementations the sphere interaction and
the interaction of the charges were treated independently. It
was claimed that the cluster formation was independent of
the range or shape of the potential, as long as the range is
less than 30 % of the sphere diameter, and that the clusters
obtained via Monte Carlo simulation agreed with the experi-
mental Vndings[7]. The Vnite range of the potential reWects the
presence of screening eUects.
A natural choice would be to express the screening eUects
between the elementary charges via a Yukawa potential. How-
ever, this approach implicitly assumes that the electrolyte
can penetrate the particle in order to compensate the sur-
face charge. It has been shown that on a microscopic scale
the electrolyte needs to be considered and thus the arrange-
ment of ions around a charged Janus particle[32,33]. In the limit
of low charge densities and large interparticle distances com-
pared to the interaction range, the Derjaguin-Landau-Verwey-
Overbeek (DLVO) approximation describes the electrostatic
Veld around a homogeneously charged particle correctly. A
multipole-expanded approximation has been derived for the
anisotropic Janus particles where the dipolar term is the most
dominant term, overestimating the potential in axial direction
and underestimating it in perpendicular direction of the orien-
tational vector of the particle, but capturing the general physics
of interacting Janus particles[33].
A class of particles related to charged Janus particles is
referred to as Inverse Patchy Colloids (IPCs): charged parti-
cles that are decorated with oppositely charged patches, i. e.
equally charged regions are repulsive and only the interac-
tion of particle and patch is attractive[34–36]. While in general
these particles can have an arbitrary patch size or number
of patches, one-patch IPCs with a hemispherical patch again
describe charged Janus particles. Recently a system using this
one-patch model with an exponential screening of the poten-
tial, but without explicit charges, has been studied[37]. The
inWuence of the patch size on the phase diagram as well as
low-temperature phases have been examined, the results allow
in case of the hemispherical patch a direct comparison to our
Vndings.
In this paper we investigate how the choice of the potential
and subsequent approximations inWuence the aggregation be-
haviour of Janus particles. We start with an approach similar
to Hong et al.[7] but choose a Yukawa rather than a square-well
potential. The key idea is to perform a numerical multipole-
expansion and to examine the dependence of the potential on
the termination of this expansion. In this way we can check the
importance for the structure formation of the error made due
to the dipolar approximation, as used in the DLVO approach.
Furthermore, we check the impact of the hard-core properties
of Janus particles on the screened potential. We observe that
the termination on the dipolar level has severe consequences
whereas the additional accuracy of the DLVO approach has a
minor eUect.
The structure of the paper is as follows. In the Vrst part we
describe possible models for the interaction of charged Janus
particles. An electrostatic Yukawa-based potential including
screening eUects due to an electrolyte is described in Sec. 2
and serves us as a reference. We employ a model from Erd-
mann, Kröger and Hess described in Sec. 3 to introduce a Vt
potential in Sec. 4. It uses a set of basis tensors that capture
the anisotropic properties of Janus particles. By mapping it to
the electrostatic potential we can proVt from high accuracy at
low computational costs. In the following Sec. 5 we compare
the potential derived for DLVO theory to the tensor model. In
the second part of the paper we discuss the structure forma-
tion with respect to the previously described models. We use
Monte Carlo simulations together with the parallel tempering
technique to obtain minimum potential energy structures. The
resulting structures are studied in Sec. 6 to discuss the eUects
of the electrostatic and the DLVO potential. Furthermore, we
analyse the inWuence of the screening length. The structures
are also compared to sticky hard sphere clusters and aggre-
gates of Janus-like IPCs. Finally, we conclude our results in
Sec. 7.
2. Electrostatic potential
Due to the symmetry of Janus spheres, the conVgurational
space of two particles is described by only four parameters
giving the position and orientation of the second particle rel-
ative to the Vrst one: the distance r between the centres of
mass of the particles and the Euler angles ϑ1 for the position
and ϑ2 and ϕ2 for the orientation. This conVgurational space
is, for our purposes, discretised to a grid with K points in
each angular dimension and a smaller number of points in the
spatial dimension r. The energies of all these points need to be
determined so that the tensor-based model can be mapped to
them. The Janus spheres are considered in this paper to be of
diameter σ = 1 which is equivalent to the minimum distance
between particles.
The interaction potential of two Janus particles
uES = uiso(r) + uaniso(nˆk, nˆl, r) (1)
with the interparticle vector r and the normal vectors nˆk,l of
the patches k and l of the two particles can be split into an
isotropic part uiso for the cores and an anisotropic part uaniso
for the patches. For the former we use a hard sphere term
uHS(r) =
{
∞ if r < σ
0 if σ ≤ r (2)
where σ is the particle diameter and r the interparticle distance,
for the latter we consider the patch surfaces uniformly covered
by point charges. Each pair of point charges of diUerent Janus
particles is interacting via the Yukawa potential
uYu(rkl) =
qkql
4pirkl
exp (−κrkl) (3)
with the screening length κ−1 for the interaction of the charges
qk,l which are located at sk and sl separated by the distance
rkl = |r + sl − sk|. Expressing the point charges by local
densities q(sk) and q(sl) respectively, one can write the total
2
Table 1. Actual number of charges on the surface of a patch corre-
sponding to the parameter L
L 10 20 35 50 75 100 150
charges 68 263 795 1614 3619 6417 14 399
0.995
0.996
0.997
0.998
0.999
1.000
10 20 35 50 75 100
ρ
L
r = 1.015
r = 1.045
r = 1.075
Figure 2. Pearson correlation coeXcient of the electrostatic poten-
tial uES for a variable value of L, displayed at the x-axis, and the
value of L = 150. Here L is the parameter controlling the number
of charges per patch. Notice that the correlation is better for larger
r as the values of the energy are lower due to the screening. The
energies were determined with the screening length κ−1 = 0.1 and
withK = 10 subintervals in the angular dimensions.
interaction for every pair of patches after integration over both
patch surfaces as
uYu(nˆk, nˆl, r) =
∫∫
q(sk)q(sl)uYu(rkl) dsk dsl . (4)
The integration is carried out numerically using the trapezoidal
rule and with a suXciently large number L of subintervals in
ϕ-direction, while in “longitudinal” ϑ-direction the number
is scaled by sinϑ to achieve a uniform coverage. The actual
total number of charges per patch, as shown in Table 1, is
approximately given by 0.64L2.
As Janus particles have two hemispheres, summation over
all four possible combinations of pairs of patches gives the
total potential uES for each conVguration of two particles.
The accuracy of the resulting potential energy landscape
depends on the number K3 of grid points and the number
0.64L2 of charges per patch. To Vnd a reasonable compromise
between accuracy of the integration and computational time,
we calculated the energies for L = 10, 20, 35, 50, 75, 100 and
checked via the Pearson coeXcient
ρ =
∑
(u1 − 〈u1〉) (u2 − 〈u2〉)√∑
(u1 − 〈u1〉)2
√∑
(u2 − 〈u2〉)2
(5)
the correlation between these energies and those for L = 150.
Here the sum is over all grid points. It shows that L = 35,
i. e. 795 charges per patch, is already large enough to have a
basically perfect determination of the integral (Fig. 2). For soft
Janus spheres with Coulomb interactions between the patches,
a number of about 500 point charges per patch is found as the
minimum value[13], corroborating our Vndings.
3. EKH potential
In what follows, the orientation of two interacting Janus par-
ticles are characterized by the two unit vectors nˆ1,2 pointing
from the south pole to the north pole. The model described
by Erdmann, Kröger and Hess (EKH) makes use of spherical
harmonic tensors to capture the angular dependence of the
patch interaction[38]. These tensors need to fulVl the symmetry
conditions
u(nˆ1, nˆ2, r) = −u(−nˆ1, nˆ2, r)
u(nˆ1, nˆ2, r) = −u(nˆ1,−nˆ2, r)
u(nˆ1, nˆ2, r) = u(nˆ2, nˆ1,−r)
(6)
in order to reWect the Janus geometry. The Vrst and second
condition imply that the energy changes its sign if a particle
is Wipped, the third means that the energy keeps its sign if
both particles swap their positions and orientations. As a side
eUect, the orientational average vanishes for the anisotropic
part, i. e.
∫∫
uaniso dnˆ1 dnˆ2 = 0. For Janus particles, second
rank tensors
ψ1 = (nˆ1 · rˆ)(nˆ2 · rˆ)− nˆ1 · nˆ2
3
ψ2 = nˆ1 · nˆ2
(7)
are used by Erdmann, Kröger and Hess to deVne the scalar
anisotropy function
ψEKH(nˆ1, nˆ2, r) = a1ψ1 + a2ψ2 (8)
via linear superposition. The tensors, coming from the S func-
tions derived by Stone[39], are restricted to those compatible
with conditions (6). The angular dependence of ψ1 corresponds
to that of a dipole-dipole interaction and ψ2 acts as a pertur-
bation that determines whether the equatorial or the polar
conVgurations from Fig. 1 are preferred. An attractive interac-
tion of like patches, as for hydrophilic-hydrophobic interaction,
is indicated by positive signs of the coeXcients ai, while nega-
tive signs indicate repulsive interaction as for charged patches.
As we want to model the previously described electrostatic
potential, we mapped the anisotropy function to the values
of the electrostatic energies for every point in the discretised
conVgurational space while using the hard sphere potential for
the isotropic part. The distance dependence incorporated in
the Yukawa potential was Vtted with the function
a(r) =
exp (−κr)
r3
(
a0 + a1r + a2r
2
)
(9)
to the prefactors of the tensors. The Levenberg-Marquardt
algorithm was implemented to solve the nonlinear least-square
Vts.
Within the limits of large screening lengths κ−1 and large
interparticle distances r, the EKH potential proves to repro-
duce the electrostatic potential well (Fig. 3a). However, with
stronger screening the deviations get large especially for con-
Vgurations where two patches are pointing directly towards
each other (Fig. 3b). These conVgurations have the largest
energy contributions and are therefore most important for the
energy of Janus clusters.
4. Mapping on a systematic tensor
expansion
To overcome the shortcomings of the EKH model a larger set
of tensors is needed. Based on the S functions from Stone[39]
3
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Figure 3. Comparison of electrostatic potential uES and the Vt
potential ufit using the EKH tensors. The energies were determined
for Vxed interparticle distance r = 1.015 and with K = 10 and
L = 50 integration subintervals. The yellow line visualizes an ideal
Vt.
for a dipolar interaction, we get the tensors
ψa = nˆ1 · rˆ
ψb = nˆ2 · rˆ
ψc = nˆ1 · nˆ2
(10)
as a basis that is suXcient to describe the whole conVgurational
space. The tensors ψa,b,c unambiguously determine the related
energy: if two conVgurations have identical basis tensors, they
also have an identical energy. Employing the symmetry con-
ditions (6), only certain combinations of ψa,b,c are allowed.
By Wipping one of the particles the energy changes its sign,
which means that in all combinations the normal vector nˆk,l
has to occur with an odd exponent. Furthermore, by swapping
the positions of the particles the sign of the energy needs to
be preserved, which means that the interparticle distance rij
needs to occur with an even exponent in all combinations. This
yields
ψ =
B∑
k
B∑
j
B∑
i
aijk (ψ
i
aψ
j
bψ
k
c + ψ
j
aψ
i
bψ
k
c ) (11)
as a systematic linear combination where j = i, i+2, i+4, . . .
so that i + j is always even. Furthermore i + k has to be
odd. The actual number of tensors in the Vnal Vt function is
determined by the upper bound B of summation, as shown in
Table 2.
The next step is to Vnd the smallest number of tensors that
is needed to reproduce the numerically determined electro-
static potential uES with suXcient accuracy. Again we use
Table 2. Actual number of tensors used in the Vt function ufit
corresponding to the upper bound B in Eq. (11)
B 1 2 3 4 5 6 7 8 9
tensors 2 5 12 21 36 54 80 110 150
0.94
0.95
0.96
0.97
0.98
0.99
1.00
1 2 3 4 5 6 7
ρ
B
(a) Correlation between the electrostatic potential uES and
the Vt function ufit for upper bound B that determines the
actual number of Vt tensors.
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Figure 4. Determination of a reasonable number of tensors for
the Vt potential. The energies were determined with interparticle
distance r = 1.015, screening length κ−1 = 0.1, and withK = 30
and L = 50 integration subintervals.
the Pearson coeXcient and check the correlation between the
values of the complete electrostatic and the Vtted potential
for diUerent B (Fig. 4a). It is desirable to keep the number of
tensors small for two reasons. First, it enables faster evalua-
tion of the potential, which is of importance for time-eXcient
simulations. Second, the more parameters are available to the
least-square Vt algorithm the more numerical data is needed to
avoid overVtting the potential. While this holds for the angular
dimensions, the Vt of the distance-dependent function a(r)
requires only a small number of points. We found that 36 ten-
sors, corresponding to B = 5, yield good agreement between
Vt and electrostatic potential (Fig. 4). It is our reference to be
compared to the potential with two tensors in the following.
We want to point out that for B = 1 the two tensors are
ψ1 = ψ110 = 2 (nˆ1 · rˆ)(nˆ2 · rˆ)
ψ2 = ψ001 = 2 nˆ1 · nˆ2
(12)
and that these are completely equivalent to the original EKH
tensors (7) after straightforward deVnition of the prefactors.
4
Discussion of the potential
For small screening lengths and small interparticle distances
the interaction range is largely exceeded by the particle size.
As was already mentioned, in this case only two tensors are not
suXcient to reWect the subtleties of the interaction of charged
Janus particles. Due to the distance dependence of the Yukawa
potential, it is to be expected that nearby charges contribute
more strongly to the particle interaction than charges far away
from each other. For very small particle separations the interac-
tion of charges on opposite sides of the particles is insigniVcant
compared to neighboured sides. This eUect is even more in-
creased by the screening to the point where only the charges in
a small area of the patches “feel” each other. Then, the particles
are largely insensitive to rotation in the polar conVgurations
similar to ns and nn shown in Fig. 1 as it does not change the
neighbourhood of the interacting areas. Only when one or
both particles are crossing the equatorial regions the neigh-
bourhood changes and hence also the interaction energy. This
behaviour leads to plateaus in the potential energy landscape
(Fig. 5) and has also been reported for square-type charge inter-
actions if the interaction range is less than 30 % of the particle
diameter[7]. A Vt with only two tensors is not capable to cap-
ture this feature: it distinguishes too strongly between the
energies of these “polar” conVgurations, as clearly indicated
by the angular dependence of the potential. The plot in Fig. 6
shows the potential energy of all conVgurations where the
“north pole” of the second particles points towards the surface
of the Vrst one. Indeed, signiVcant deviations are observed and
the plateau is reproduced only for B = 5.
5. DLVO potential
As mentioned in the introduction, the use of the Yukawa po-
tential uYu wrongly assumes that screening eUects are also
present within the hard sphere particles. The DLVO theory
takes the inaccessibility of the hard sphere volume correctly
into account. Within lowest order of a multipole expansion it is
possible to calculate the terms of the dipole-dipole interaction.
These are directly related to the tensors for B = 1, and their
prefactors[33]
b1 = −b0 exp (−κr)
r3
(
3 + 3κr + (κr)
2
)
b2 = b0
exp (−κr)
r3
(1 + κr)
(13)
can be compared to the prefactors a110 and a001 of the respec-
tive tensors of the previously described potential. The ratio
a110/a001
b1/b2
between these prefactors is shown in Fig. 7a. We Vnd
that in the relevant range of r − 1 ≤ κ−1 the deviations are
smaller than 5 % for κ−1 = 0.1 and even smaller for larger
values of κ−1. These deviations occur for those conVgurations
where the interaction happens at the “equators” of the parti-
cles, while the agreement between the potentials is very good
if at least one particle is interacting via one of its “poles”. The
corresponding conVgurations have a favourable energy and are
therefore expected to be more important for the cluster forma-
tion. Furthermore, only small particle separations are relevant.
We therefore expect the DLVO approximation to yield results
similar to the Yukawa potential Vtted with B = 1. Indeed, this
0
1
2
pi
pi
3
2
pi
2pi 0
1
2
pi
pi
3
2
pi
2pi
-0.6
-0.3
0
0.3
0.6
u
/u
m
a
x
ϕ2
ϑ2
u
/u
m
a
x 0
-0.6
-0.4
-0.2
0.2
0.4
0.6
(a) Potential energy landscape for setup shown in (b).
(b) Setup of the two particles.
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Figure 5. An example for a potential energy landscape of two
particles. It was determined with Vxed interparticle distance rij =
1.015, screening length κ−1 = 0.1, L = 50 integration subintervals
and 36 tensors corresponding to B = 5. The maximum of energy
is found for ϑ1 = 0 where the second particle is located at one of
the poles of the Vxed particle. The maximum of energy is found
for ϑ1 = 0 where the second particle is located at one of the poles
of the Vxed particle. Important are the plateaus where a rotation
of the particles does not change the interaction energy. This is the
case if one of the poles of the second particle points towards the
Vxed particle, as e. g. for the conVguration shown in (c) that is also
marked in the energy landscape.
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Figure 7. Comparison of the Vt potential for B = 1 and the DLVO
potential.
will be shown explicitly for the formation of clusters in the
subsequent section.
6. Cluster formation
We performed Monte Carlo simulations in the canonical NV T
ensemble in order to determine the lowest-energy states of sys-
tems with N = 4, . . . , 13 particles. For a faster equilibration
of the system we applied the well-known parallel tempering
method[40] with two diUerent sets of parameters as described
in the appendix. Furthermore, multiple runs were performed
for each set of B and κ−1 to ensure that the global minima
have been found. The pair interaction is normalized for all
potentials so that at r = 1.0 the maximum of the potential,
corresponding to the ns conVguration, is equal to unity.
First, we discuss the cluster formation for B = 5 and
κ−1 = 0.1 where the electrostatic potential is Vtted with high
accuracy. We obtain the structures shown in Fig. 8: a tetra-
hedral (N = 4), trigonal bipyramidal (N = 5), octahedral
(N = 6), pentagonal bipyramidal (N = 7) and tricapped trigo-
nal prismatic (N = 9) arrangement, and larger systems arrange
in hexagonal close-packed layers. The particularly favourable
tetrahedral, octahedral and pentagonal bipyramidal structures
are reoccurring substructures of larger clusters. These struc-
tures are forN ≤ 8 also found numerically and experimentally
as reported in Ref. [7], while no speciVc arrangements are
described for larger particle numbers.
N = 4 N = 5
N = 6 N = 7
N = 8 N = 9
N = 10 N = 11
N = 12 N = 13
Figure 8. Cluster structures with lowest energy obtained forB = 5
and κ−1 = 0.1. We notably Vnd a tetrahedral (N = 4), trigonal
bipyramidal (N = 5), octahedral (N = 6), pentagonal bipyramidal
(N = 7) and tricapped trigonal prismatic (N = 9) geometry. Larger
systems form hexagonal close-packed layers.
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Figure 9. Cluster structures of sticky hard spheres interacting via
the Yukawa potential from eq. (3) with screening length κ−1 = 0.1.
The arrangements are largely identical to those of Janus particles,
except for N = 9, 10 and 12. Again, hexagonal close-packed layers
are formed for large systems.
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Figure 10. Displacement between the particles i and the particle
closest to the geometric centre of a cluster. Lowest-energy clusters
of size N are compared: the points above the bars belong to B = 5,
κ−1 = 0.1, those below the bars to the sticky hard spheres. Each
cluster size is shown in a diUerent color as a guide to the eye.
It is instructive to compare these structures with minimum
energy structures where no anisotropic interaction is present.
We use the Yukawa potential from Eq. (3) to obtain clusters
of sticky hard spheres with only a short-ranged attractive
interaction. Due to this choice the distance dependence is equal
to that of the Janus particles, without having their angular
dependence. As shown in Fig. 9, at κ−1 = 0.1 the resulting
clusters are identical for almost all particle numbers except
for N = 9, 10 and 12. In the latter case the clusters are both
moieties of the same hexagonal close-packed structure. Only
in the former two cases the patches are not able to orientate
in a way that enables a favourable interaction. The anisotropy
therefore does not play that an important role for the formation
of clusters of Janus particles.
The similarity between clusters of sticky hard spheres and
Janus particles can also be understood with the help of a “Vn-
gerprint” plot as shown in Fig. 10. Here, the displacement
between every particle in a cluster and the particle closest
to the geometrical centre of that cluster is plotted. Identical
structures can be identiVed by having the same pattern of
displacement, and symmetric structures show only a small
number of distances in the plot. It shows that deviations of the
displacements do only occur for N = 9, 10 and 12, while the
other structures are identical.
Another instructive comparison can be made to one-patch
IPCs with a hemispherical cap that are eUectively identical to
charged Janus particles. A system with exponential screen-
ing of the potential and screening length κ−1 = 0.08 has
recently been found to aggregate to close-packed structures
at low temperatures[37], similar to our Vndings. These aggre-
gates are strongly polarized and keep their polarization with
growth, i. e. the clusters are not limited in size. Interestingly,
it was also found that this behaviour is neither inWuenced by
polydispersity in the patch size nor by the exact shape of the
patch boundary.
By increasing the screening length to κ−1 = 1.0, the
distance-dependent decay of the potential is smaller and it
is more important for oppositely charged patches to be far
away from each other. This results in less closely packed struc-
tures compared to the smaller screening length. We observe
two reoccurring patterns: Vrst, a ring or stacked four-rings for
N = 4, 8, 12 and incomplete stacked rings for N = 7 and 11,
and also the octahedral structure for N = 6 can be seen as bi-
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N = 4 N = 6
N = 7 N = 12
Figure 11. Examples of cluster structures with lowest energy ob-
tained for B = 5 with κ−1 = 1.0.
capped four-ring. Second, for N = 9 we get a tricapped prism
less dense than that for κ−1 = 0.1 allowing for larger dis-
tances between opposite patches. The structures for N = 10
and 13 are rather irregular and somewhere in between stacked
four-rings and prismatic. Examples are shown in Fig. 11. In
total, only the octahedral and prismatic geometries are similar
to the smaller screening length, beeing a clear indicator of the
importance of the screening for Janus-like behaviour.
We performed explicit simulations for N = 4 at interme-
diate screening lengths. The resulting structures in Fig. 12
shown that there is a transition from tetrahedral to ring ge-
ometry. Already for κ−1 = 0.2 we observe a planar rhombic
structure with a mean absolute dipole moment |µ|/N = 0.96.
Between κ−1 = 0.3 and 0.4 a rearrangement of the particles
occurs, resulting in a lower dipole moment |µ|/N = 0.15. A
further increase of the screening length to κ−1 = 0.5 leads to
the ring structures also obtained for κ−1 = 1.0 with a dipole
moment close to zero.
Finally, by chosing B = 1 and setting the number of ten-
sors to 2 we get a dipole-like potential. The minimum of the
particle-particle interaction then is only achieved for conVgu-
rations corresponding to the ns conVguration where the poles
of the particles are pointing towards each other. This leads to
the formation of chain-like structures for κ−1 = 0.1, and to
oval structures or rings for κ−1 = 1.0 as here the repulsive
interaction of the “antipodal” patches again is relevant. This ag-
gregation behaviour is known from dipoles[41,42] but not from
Janus particles. Both chain and ring structures are similarly
found for the DLVO potential, even though not identical in all
cases. Two examples of the interconnected chain structures for
κ−1 = 0.1 are compared in Fig. 13.
A quantitative comparison of the potentials is possible via
the potential energy of the clusters. The energy per particle
is plotted against the cluster size in Fig. 14a for B = 1 and 5.
The lowest energies are obtained for B = 5 and κ−1 = 0.1
κ−1 = 0.1 κ−1 = 0.2
κ−1 = 0.4 κ−1 = 0.5
Figure 12. InWuence of the screening length κ−1 on the structure
formation for N = 4.
where the particles can rotate to some degree without change
in energy, as oppositely charged patches cannot interact due
to the small screening length. This favours the formation of
close packed clusters with a high number of connections, and
the energy per particle even increases with the cluster size. In
order to evaluate the clusters of the sticky hard spheres from
Fig. 9, we put Janus particles on the corresponding coordinates
and allowed them to optimize their orientations, showing dif-
ferences again only for N = 9 and 10. For the other potentials,
the particles favour linear or ring structures as the degree of
rotational freedom is smaller than for B = 5 and κ−1 = 0.1,
which results in a comparatively smaller energy gain per par-
ticle number. The plot of the absolute mean dipole moment
of the structures, shown in Fig. 14b, indicates that the ori-
entations in the ring structures for B = 1 and B = 5 with
κ−1 = 1.0 cancel out each other. In contrast, the linear con-
Vgurations for B = 1 and κ−1 = 0.1 have a dipole moment
constantly close to unity, as additional particles are added to
one end of a chain. The particles in the clusters for B = 5
and κ−1 = 0.1 are orientated such that unequal patches are
facing each other, leading to a signiVcant dipole moment of
the clusters and similarly enabling the addition of particles to
a cluster.
The close relation of the dipolar Vt forB = 1 and the dipolar
DLVO approximation is illustrated by the plot of the potential
energy in Fig. 14c. For κ−1 = 0.1 interconnected chain struc-
tures are formed, leading to an energy per particle slightly
increasing with the system size. However, the energy gain
is smaller than for B = 5 due to the lower connectivity and
the stronger angular dependence. Also the eUect of the weak
DLVO potential for “equatorial” conVgurations, as previously
discussed, is reWected in the plot and explains why even identi-
cal structures like those shown in Fig. 13 forN = 6 do not have
the same energy. This eUect does not occur for N = 4 as well
as for the ring structures obtained for κ−1 = 1.0 where “polar”
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N = 6, B = 1 N = 6, DLVO
N = 12, B = 1 N = 12, DLVO
Figure 13. Comparison of cluster structures with lowest energy
obtained for B = 1 and DLVO with κ−1 = 0.1.
conVgurations are predominant. Here, the energies of DLVO
and Vt potential are equal. The plot of the dipole moments in
Fig. 14d also shows that chain structures for κ−1 = 0.1 and
ring structures for κ−1 = 1.0 are comparable.
7. Conclusion
In this paper we studied the structure formation of charged
Janus particles with respect to the underlying potential. As
a reference we set up an electrostatic potential that includes
screening eUects via an empirically motivated Yukawa term.
For small screening lengths the resulting potential energy land-
scape features plateaus for certain conVgurations. We system-
atically constructed a Vt potential by linear superposition of
basis tensors that were mapped to the electrostatic potential.
The parameter B controls the number of tensors used for the
Vt. For suXciently large B it captures both the angle and
distance dependence of the reference even for small screen-
ing lengths. For B = 1 the Vt is identical to a dipole-like
interaction[38], and comparable to the dipole approximation in
the DLVO limit[33].
We obtained minimum potential energy structures via paral-
lel tempering Monte Carlo simulations for the three mentioned
potentials. The resulting structures are for DLVO and dipo-
lar approximation similar to aggregated dipoles[41,42]: mostly
chain and ring formation was observed. This is also reWected
in the linear scaling of the energy per particle with the cluster
size. In contrast, for B = 5 and a better Vt of the electrostatic
potential we observed an increasing energy per particle and
cluster formation that is similar to experimental results from
Hong et al.[7]. Interestingly, the dipolar DLVO approximation
cannot reproduce these results and leads to structurally dif-
ferent clustering behaviour, even though it correctly treats
the hard core of the particles. This suggest that, in order to
capture the properties of clusters formed by Janus particles,
the consideration of higher-order non-dipolar-like terms is at
least as important as the correct treatment of the impact of
hard core eUects on the shielding properties.
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A. Parallel tempering routine
With increasing particle number the energy landscapes be-
come more and more rugged. Therefore we make use of the
parallel tempering method: multiple replicas of a system are
simulated in parallel at diUerent temperatures, and conVgura-
tions of neighbouring replicas are exchanged with a probabil-
ity depending on the energy diUerence between the replicas.
Like this, the system can escape local minima at higher tem-
peratures and may explore the low energy regions at lower
temperatures.
For an eXcient sampling of a landscape, the energy his-
tograms of the replicas should partially overlap to enable a
frequent exchange of conVgurations. This is given for small
temperature diUerences ∆T between replicas i and j. The
exchange probability is
pex = min
(
1, exp
(
(ui − uj)
(
1
Ti
− 1
Tj
)))
(14)
according to the Metropolis-Hastings criterion. We performed
each simulation with 16 replicas at temperatures
Ti = T0 exp (αi) (15)
starting with T0 = 0.001. The highest temperature Tmax =
0.12 is chosen such that it prevents the formation of clusters,
compensating for the interaction potential of the particles.
The number nsim of simulation steps is in the range from
1.65 to 6.5 million steps and is increased with the number of
particles in the system. Translational and rotational moves are
attempted in every step. For parallel tempering an exchange
of replicas is attempted on average in every third step. The
step sizes of the trial moves are adapted in certain intervals
between two MC steps throughout the simulation. This is to
achieve an acceptance rate of roughly 0.33 which is beneVting
for a fast equilibration of the system.
In practice it turns out that the system tends to stick in
spatially elongated structures with relatively high energy. To
avoid this problem we add during the Vrst Vfth of the simula-
tion an additional energy penalty which is proportional to the
sum of distances between all particles. This term helps to Vnd
the more compact low-energy states. Afterwards this term is
switched oU.
We also use a second set of parameters for the parallel tem-
pering routine with T0 = 0.001, Tmax = 0.3, up to 10 million
simulations steps and an additional energy penalty in the Vrst
half of the simulation. In general, this showed to be less ef-
Vcient, but for B = 5 and κ−1 = 0.1 it helped to obtain the
low-energy states speciVcally for N = 11, 12, 13.
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Figure 14. Comparison of the absolute value |µ| of the mean dipole
moment and the potential energy u of clusters obtained for B = 1
and 5 with κ−1 = 0.1 and 1.0, respectively, as well as for DLVO
theory with κ−1 = 0.1. Furthermore, HS denotes Janus particles
with B = 5 and κ−1 = 0.1 that are restricted in their coordinates
to the arrangement of the sticky hard sphere clusters from Fig. 9.
Table 3. Parameters determining the three prefactors a0,1,2 of the
36 tensors for B = 5 and κ−1 = 0.1.
tensor a0 a1 a2
1 2.495 724 · 102 5.567 518 3.566 689 · 102
2 1.177 006 · 103 4.428 369 · 102 5.939 162 · 102
3 7.576 554 · 102 3.545 202 · 102 2.427 296 · 102
4 6.148 736 · 102 8.977 681 · 101 3.457 705 · 101
5 2.675 007 · 102 1.044 046 · 103 5.550 898 · 102
6 9.870 923 · 102 1.429 238 · 103 5.958 074 · 102
7 3.705 798 · 101 2.495 840 · 10−1 1.067 393 · 101
8 8.150 465 · 101 2.669 996 · 102 1.039 591 · 102
9 4.946 397 · 101 3.717 428 · 102 1.695 175 · 102
10 4.788 286 · 102 1.119 554 · 103 4.971 669 · 102
11 2.412 448 · 103 2.916 522 · 103 1.134 817 · 103
12 3.099 282 · 103 2.342 143 · 103 6.617 654 · 102
13 1.926 071 · 102 6.367 596 · 101 2.712 171
14 3.756 181 · 103 4.725 410 · 103 1.868 790 · 103
15 3.320 513 · 103 3.355 056 · 103 1.174 777 · 103
16 1.328 071 · 104 1.751 503 · 104 7.222 651 · 103
17 2.380 848 · 104 2.569 263 · 104 9.735 365 · 103
18 4.176 866 · 103 3.206 092 · 103 6.678 584 · 102
19 1.003 277 · 101 7.434 166 7.538 136
20 1.985 735 · 103 2.909 333 · 103 1.205 150 · 103
21 1.686 291 · 103 2.187 038 · 103 8.558 277 · 102
22 6.597 944 · 103 7.658 536 · 103 2.939 687 · 103
23 4.501 884 · 103 3.568 398 · 103 3.011 543 · 103
24 1.761 495 · 104 3.090 680 · 104 1.454 623 · 104
25 9.031 020 · 102 1.333 005 · 103 5.251 129 · 102
26 3.832 313 · 103 5.578 704 · 103 2.079 896 · 103
27 1.203 150 · 104 2.135 641 · 104 9.358 615 · 103
28 1.269 046 · 103 1.008 296 · 103 1.372 714 · 102
29 3.659 269 · 104 6.157 140 · 104 2.626 564 · 104
30 1.392 928 · 104 2.172 823 · 104 8.926 257 · 103
31 5.123 095 · 101 9.265 441 · 101 4.061 949 · 101
32 5.167 195 · 102 8.395 294 · 102 3.890 510 · 102
33 2.773 006 · 103 4.719 220 · 103 2.047 147 · 103
34 1.045 070 · 103 1.180 300 · 103 6.688 967 · 102
35 1.341 567 · 104 2.072 763 · 104 8.553 302 · 103
36 6.470 530 · 103 8.909 971 · 103 3.442 863 · 103
B. Parameters of the Vtted potential
with B = 5
The quality of the Vtted potential is mainly determined by
the number of tensors, but also by the number K of grid
points where the electrostatic potential is evaluated. For a
large number of tensors also K needs to be large in order
to generate enough data to avoid overVtting of the potential
described by Eq. (11). The prefactors aijk of the tensors are
again determined by Eq. 9 and every tensor is given by three
parameters a0,1,2. An exemplary set of parameters obtained
for B = 5 and κ−1 = 0.1 with K = 50 and L = 50 is given
in Table 3.
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