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FROM THE MASTER EQUATION TO MEAN FIELD GAME LIMIT
THEORY: A CENTRAL LIMIT THEOREM
FRANC¸OIS DELARUE, DANIEL LACKER, AND KAVITA RAMANAN
Abstract. Mean field games (MFGs) describe the limit, as n tends to infinity, of stochastic
differential games with n players interacting with one another through their common empirical
distribution. Under suitable smoothness assumptions that guarantee uniqueness of the MFG
equilibrium, a form of law of large of numbers (LLN), also known as propagation of chaos, has
been established to show that the MFG equilibrium arises as the limit of the sequence of empiri-
cal measures of the n-player game Nash equilibria, including the case when player dynamics are
driven by both idiosyncratic and common sources of noise. The proof of convergence relies on
the so-called master equation for the value function of the MFG, a partial differential equation
on the space of probability measures. In this work, under additional assumptions, we establish
a functional central limit theorem (CLT) that characterizes the limiting fluctuations around the
LLN limit as the unique solution of a linear stochastic PDE. The key idea is to use the solution
to the master equation to construct an associated McKean-Vlasov interacting n-particle system
that is sufficiently close to the Nash equilibrium dynamics of the n-player game for large n. We
then derive the CLT for the latter from the CLT for the former. Along the way, we obtain a new
multidimensional CLT for McKean-Vlasov systems. We also illustrate the broader applicability
of our methodology by applying it to establish a CLT for a specific linear-quadratic example
that does not satisfy our main assumptions, and we explicitly solve the resulting stochastic PDE
in this case.
Key Words. Mean field games, master equation, McKean-Vlasov, interacting particle systems,
common noise, fluctuations, central limit theorem, systemic risk.
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1. Introduction
Finite games and mean field games. Mean field games (MFG), introduced independently in
[32, 30, 31] and [24, 34], are models of competition among a continuum of symmetric agents,
each of whom dynamically controls a state variable; see the forthcoming books [8, 9] for an
overview. Equilibria of MFGs were introduced as potentially more tractable approximations
of Nash equilibria of large finite systems of agents interacting with one another through their
common empirical distribution. While much of the theoretical work of the past decade has
focused on questions of existence and uniqueness of MFG equilibria, the probabilistic limit theory
is less well understood. A law of large numbers has only recently come into focus [6, 28, 19],
clarifying how a MFG arises as the limit of a suitable sequence of n-player games as n→∞, in
the presence of both idiosyncratic and common sources of noise. In particular, given for each n
a Nash equilibrium for the n-player game, the limit of the sequence of empirical distributions of
state variables can be effectively characterized in terms of the equilibria of the MFG. The goal
of this paper is to complement this law of large numbers with a central limit theorem (CLT).
Using similar techniques, a large deviation principle and non-asymptotic concentration bounds
are obtained in a companion paper [18].
The main tool in our analysis is the master equation, an infinite-dimensional partial differen-
tial equation (PDE), which plays a similar role to the Hamilton-Jacobi-Bellman (HJB) equation
in classical stochastic control theory. Lions [33] demonstrated how the master equation can
be used to construct an equilibrium for the MFG, and this construction was developed further
in [4, 5, 7]. To solve the master equation is no simple matter, though some preliminary well-
posedness results may be found in [21, 14] in the case without common noise and [6, 9] in the
case with common noise.
A major breakthrough came in [6] with the discovery that, for a class of MFG with a unique
equilibrium, when the associated master equation has a smooth enough solution, it can be
used to prove convergence of n-player Nash equilibria to the unique MFG equilibrium. The
essential idea is that the solution to the master equation can be used to build a system of n
interacting diffusions of McKean-Vlasov type (see [35, 39] for standard references on McKean-
Vlasov equations) that is quantitatively “close” to the true n-player Nash equilibrium system
and whose empirical measure converges to the MFG equilibrium. This immediately implies
that the empirical measure of the n-player Nash equilibrium system converges to the MFG
equilibrium. In this paper we refine the “closeness” estimates to show that the distance between
the McKean-Vlasov and Nash systems decays rapidly enough that the fluctuations are the same.
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The results of this paper and the companion [18] mark the first probabilistic limit theorems
for MFGs beyond the law of large numbers, at least for diffusion-based models. The very recent
simultaneous works [12, 13, 2] carry out a similar program for MFGs with finite state space (and
without common noise), using the (finite-dimensional) master equation to connect the n-player
equilibrium to a more classical interacting particle system, and then transferring limit theorems
(a law of large numbers, CLT, and LDP) from the latter to the former. Loosely related ideas
appeared also in [1], which uses FBSDE methods to study the convergence of MFGs as the
common noise parameter vanishes.
Main results. Let us explain the idea and main results more clearly. We consider n-player
stochastic differential games, in which agent i chooses a Markovian control αi = αi(t,Xt) lying
in an action space A to influence an (Rd)n-valued state process X = (X1, . . . ,Xn) given by
dXit = b(X
i
t ,m
n
Xt , α
i(t,Xt))dt+ σdB
i
t + σ0dWt. (1.1)
Throughout, W and B1, . . . , Bn are independent Wiener processes, and we write
mnx =
1
n
n∑
k=1
δxk
to denote the empirical measure of a vector x = (x1, . . . , xn) in (R
d)n. Agent i seeks to minimize
the cost functional
E
[∫ T
0
f(Xit ,m
n
Xt
, αi(t,Xt))dt+ g(X
i
T ,m
n
XT
)
]
,
where the time horizon T ∈ (0,∞) is fixed. Define the Hamiltonian
H(x,m, y) = inf
a∈A
[
b(x,m, a) · y + f(x,m, a)],
and let α̂(x,m, y) denote a minimizer, which we will always assume to exist. Nash equilibria of
this game (in closed-loop strategies), defined precisely in Section 2.3, can be studied in terms of
solutions (vn,i)ni=1 of the PDE system
∂tv
n,i(t,x) +H
(
xi,m
n
x,Dxiv
n,i(t,x)
)
+
∑
j 6=i
Dxjv
n,i(t,x) · b
(
xj,m
n
x, α̂
(
xj,m
n
x,Dxjv
n,j(t,x)
))
+
1
2
n∑
j=1
Tr
[
D2xj ,xjv
n,i(t,x)σσ⊤
]
+
1
2
n∑
j,k=1
Tr
[
D2xj ,xkv
n,i(t,x)σ0σ
⊤
0
]
= 0, (1.2)
for (t,x) ∈ [0, T ] × (Rd)n, with terminal condition vn,i(T,x) = g(xi,mnx). The quantity vn,i
describes the value function of the ith player in the n-player game. We assume this PDE system
has a smooth solution, in which case a (closed-loop) Nash equilibrium is given by
αn,i(t,Xt) = α̂(X
i
t ,m
n
Xt
,Dxiv
n,i(t,Xt)).
Substituting these controls into the dynamics (1.1), we identify the Nash equilibrium empirical
measure (mnXt)t∈[0,T ]. The value function of a typical player in the associated MFG is described
by the so-called master equation, whose definition we postpone to Section 2.3. Assuming, among
other things, the existence of a sufficiently smooth solution to the master equation, we show the
following:
(1) As n→∞, (mnXt)t∈[0,T ] converges in law to the unique solution (µt)t∈[0,T ] to the MFG,
which is itself a stochastic flow of probability measures. This was already shown in [6,
Theorem 2.15] when the state space is the torus. Our extension to Rd is straightfor-
ward provided the solution to the master equation together with its derivatives have an
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appropriate rate of growth and the system (1.2) has a solution. Similar questions are
addressed in the forthcoming reference [9, Chapter 13, Section 6.3].
(2) Our main contribution is to show that the fluctuation process (
√
n(mnXt − µt))t∈[0,T ]
converges in law (in a suitable distribution space) to the unique solution to a certain
linear stochastic PDE driven by a space-time Gaussian noise, the coefficients of which
depend on the solution to the master equation and on (µt)t∈[0,T ].
These results are presented precisely in Section 3.
Strategy of proof. The idea driving all of the results, both in this work and the companion
paper [18], is to use the solution to the master equation, U = U(t, x,m), to construct an
interacting diffusion system X = (X
1
, . . . ,X
n
) of McKean-Vlasov type:
dX
i
t = b
(
X
i
t,m
n
Xt
, α̂
(
X
i
t,m
n
Xt
,DxU(t,X
i
t,m
n
Xt
)
))
dt+ σdBit + σ0dWt, (1.3)
starting from X
i
0 = X
i
0, and driven by the same Wiener processes. By showing that the functions
(un,i(t,x) := U(t, xi,m
n
x))
n
i=1 nearly solve the n-player PDE system written for (v
n,i)ni=1 above
(see the crucial Proposition 4.1), we can find good estimates between Dxiv
n,i and Dxiu
n,i (see
Theorem 4.2), which enable an estimate of the distance between the empirical measures mnX
and mn
X
. This was indeed the strategy of [6], where it is shown that
E
[W1,Cd(mnX ,mnX)] = O(n−2), (1.4)
where Wp,Cd denotes the p-Wasserstein distance on the space of probability measures on the
path space Cd := C([0, T ];Rd) with finite pth moment. Equivalently, (1.3) must be regarded
as an approximating n-particle system of the n-player Nash equilibrium. From McKean-Vlasov
theory (see, e.g., [22, 37, 39], or [11, 15, 17] and [9, Chapter 2, Section 2.1] for the common
noise case), we conclude that both empirical measure sequences converge in law to the unique
solution (µt)t∈[0,T ] of the (conditional) McKean-Vlasov SDE
dXt = b
(
Xt, µt, α̂
(
Xt, µt,DxU(t,Xt, µt)
))
dt+ σdBt + σ0dWt,
µt = Law(Xt | (Ws)s≤t).
Moreover, it is known from early work on the master equation that this limit (µt)t∈[0,T ] is the
unique equilibrium of the MFG, which is to say that (Xt)t∈[0,T ] solves the following optimization
problem in the environment (µt)t∈[0,T ]:supα E
[∫ T
0
f(Xt, µt, αt)dt+ g(XT , µT )
]
,
s.t. dXt = b(Xt, µt, αt)dt+ σdBt + σ0dWt,
the supremum being taken over A-valued processes that are progressively measurable with re-
spect to the filtration generated by X0, B and W . This leads to the convergence claimed in
point (1) of the program detailed above.
Next, to prove the CLT described in point (2) above, we study first the McKean-Vlasov fluc-
tuations (
√
n(mn
Xt
−µt))t∈[0,T ]. The early results of [41, 40, 36] only cover affine dependence on
the mean field term, but requiring the interaction in (1.3) to be affine is far too restrictive, except
perhaps in linear-quadratic models. On the other hand, the later work [27] treats more general
mean field interactions to include the non-affine yet smooth interactions that we obtain from
the solution to the master equation. However, the state space in [27] is only one-dimensional,
and so we extend their result to our multi-dimensional setting; further, in order to track the
influence of the dimension explicitly, we follow some of the arguments introduced in [36]. While
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O(n−1) would not suffice, the estimate (1.4) is sharp enough to show that the fluctuations of
the McKean-Vlasov and Nash systems are then the same.
Under additional assumptions, the estimate (1.4) is further refined in the companion paper
[18] to establish exponential closeness of the McKean-Vlasov and Nash systems, which is then
used to obtain large deviations results and non-asymptotic concentration bounds.
Required assumptions and examples. The above results are proved under admittedly very
strong hypotheses. The main conditions, Assumptions A, B, and B’, are spelled out in Sec-
tion 2.5 below, and the CLT requires some additional hypotheses (see Assumption C). Most
notably, we assume throughout that U admits bounded derivatives up to order two in the mea-
sure argument. For the CLT, additional smoothness is required of the first and second order
derivatives with respect to m, the precise form of which depends on the dimension d of the
state space. In addition, we require either that the Hamiltonian H is Lipschitz in y or that
{vn,i : n ∈ N, i = 1, . . . , n} are uniformly bounded. Although this rules out many natural
examples, such as linear-quadratic models (see, however, the discussion of the next paragraph),
the main well-posedness results of [6] ensure that our assumptions cover a broad class of co-
efficients. More importantly, we avoid as much as possible imposing specific assumptions on
the data (b, f, g); for instance, in contrast with [6], we do not impose any explicit monotonicity
condition on f and g. Instead, we aim as much as possible to create a “black box” in the
sense that our results should read as follows: If there exists a sufficiently regular solution to the
master equation, then the results (1) and (2) described above are valid. We hope that our work
will apply not only to the setting of [6] but also to those illuminated by future research on the
well-posedness of the master equation.
Despite the restrictive assumptions required for our general results, the same ideas can be
successfully adapted to specific examples which fall outside the scope of our main theorems. In
Section 6 we discuss the linear-quadratic model of [10], which does not fit the assumptions of
our main theorems but for which an explicit solution is known for both the n-player and MFG
equilibria. These explicit solutions allow us to bypass the difficult estimates required in the
general setting, and we again connect the n-player equilibrium and a corresponding McKean-
Vlasov system. As before, this connection lets us transfer the CLT for the latter system to the
former. In other words, while a single unifying theorem seems out of reach for technical reasons,
the strategy of our arguments seems much more broadly applicable. In addition, we compute
the explicit solution for the limiting SPDE in this specific model.
Organization of the paper. The paper is organized as follows. In Section 2 we carefully define
the n-player game and the Nash system, the MFG and the the master equation, and the main
sets of assumptions. Section 3 then states precisely the main results, with the LLN in Section 3.1
and the CLT in Section 3.2. The key estimates relating the Nash system and master equation
are developed in Section 4, to prepare for the proofs of the LLN in Section 4.4 and the CLT in
Section 5. Section 6 treats the specific model mentioned in the previous paragraph. Relevant
properties of derivatives of functionals on the Wasserstein space of probability measures are
collected in Appendix A.
2. Nash systems and Master equations
2.1. Notation and model inputs. For a normed space (E, ‖ · ‖), let P(E) denote the set of
Borel probability measures on E. Throughout the paper we make use of the standard notation
〈µ,ϕ〉 := ∫E ϕdµ for integrable functions ϕ on E and measures µ on E. Given p ∈ [1,∞), we
write Pp(E, ‖ · ‖), or simply Pp(E) if the norm is understood, for the set of µ ∈ P(E) satisfying
〈µ, ‖ · ‖p〉 < ∞. For a separable Banach space (E, ‖ · ‖), we always endow Pp(E, ‖ · ‖) with the
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p-Wasserstein metric Wp,E defined by
Wp,E(µ, ν) := inf
π
(∫
E×E
‖x− y‖pπ(dx, dy)
)1/p
, (2.1)
where the infimum is over all probability measures π on E × E with marginals µ and ν. When
the space E is understood, we may omit it from the subscript in Wp,E by writing simply Wp.
For a positive integer k, we always equip Rk with the Euclidean norm, denoted | · |, unless
stated otherwise. For fixed T ∈ (0,∞), we will make use of the path spaces
Ck := C([0, T ];Rk),
which are always endowed with the supremum norm ‖x‖∞ = supt∈[0,T ] |xt|. For m ∈ P(Ck)
and t ∈ [0, T ], we write mt for the time-t marginal of m, i.e., the image of m under the map
Ck ∋ x 7→ xt ∈ Rk.
For a set E and n ∈ N, we often use boldface x = (x1, . . . , xn) for an element of En, and we
write
mnx :=
1
n
n∑
i=1
δxi
for the associated empirical measure, which lies in P(E).
2.2. Derivatives on Wasserstein space. To define the master equation, we must first intro-
duce a suitable derivative for functions of probability measures. As we will be applying but
not solving the master equation, we need very few properties of these derivatives, all of which
are outlined here. Following [6], we fix an exponent q ∈ [1,∞), and we say that a function
V : Pq(Rd)→ R is C 1 if there exists a continuous map δVδm : Pq(Rd)× Rd → R satisfying
(i) For everyWq-compact set K ⊂ Pq(Rd), there exists c <∞ such that supm∈K | δVδm (m, v)| ≤
c(1 + |v|q) for all v ∈ Rd.
(ii) For every m,m′ ∈ Pq(Rd),
V (m′)− V (m) =
∫ 1
0
∫
Rd
δV
δm
((1 − t)m+ tm′, v) (m′ −m)(dv) dt. (2.2)
Note that the condition (i) is designed to make the integral in (ii) well-defined. Only one function
δV
δm can satisfy (2.2), up to a constant shift; that is, if
δV
δm satisfies (2.2) then so does
δV
δm + c for
any c ∈ R. For concreteness we always choose the shift to ensure∫
Rd
δV
δm
(m, v)m(dv) = 0. (2.3)
If δVδm (m, v) is continuously differentiable in v, we define its intrinsic derivative DmV :
Pq(Rd)× Rd → Rd by
DmV (m, v) = Dv
(
δV
δm
(m, v)
)
, (2.4)
where we use the notation Dv for the gradient in v. If, for each v ∈ Rd, the map m 7→ δVδm (m, v)
is C 1, then we say that V is C 2 and let δ
2V
δm2
denote its derivative, or more explicitly,
δ2V
δm2
(m, v, v′) =
δ
δm
(
δV
δm
(·, v)
)
(m, v′).
We will also make some use of the derivative
DvDmV (m, v) = Dv[DmV (m, v)],
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when it exists, and we note that DvDmV takes values in R
d×d; for some results, we will also
consider higher order derivatives DkvDmV (m, v) with values in R
d×...×d ∼= Rdk+1 for k ∈ N.
Finally, if V is C 2 and if δ
2V
δm2
(m, v, v′) is twice continuously differentiable in (v, v′), we let
D2mV (m, v, v
′) = D2v,v′
δ2V
δm2
(m, v, v′)
denote the d × d matrix of partial derivatives (∂vi∂v′j [δ2V/δm2](m, v, v′))i,j . Equivalently (see
[6, Lemma 2.4]),
D2mV (m, v, v
′) = Dm(DmV (·, v))(m, v′).
Aside from these definitions, the only result we should state here is an important observation
on how these derivatives interact with empirical measures, essentially known from [6]. For
completeness, the proof is given in Appendix A.
Proposition 2.1. Given V : Pq(Rd)→ R, define un : (Rd)n → R by un(x) = V (mnx) for some
fixed n ≥ 1.
(i) If V is C 1 and if DmV exists and is bounded and jointly continuous, then un is continuously
differentiable, and
Dxjun(x) =
1
n
DmV (m
n
x, xj), for j = 1, . . . , n. (2.5)
(ii) If V is C 2 and if D2mV exists and is bounded and jointly continuous, then u is twice
continuously differentiable, and
DxkDxjun(x) =
1
n2
D2mV (m
n
x, xj , xk) + δj,k
1
n
DvDmV (m
n
x, xj),
where δj,k = 1 if j = k and δj,k = 0 if j 6= k.
2.3. Nash systems and n-player games. We fix throughout the paper a filtered probability
space (Ω,F ,F = (Ft)t∈[0,T ],P), supporting independent F-Wiener processes W of dimension d0
and (Bi)∞i=1 of dimension d (we choose the dimension of the idiosyncratic noises equal to the
dimension of the state space for convenience only), as well as a sequence of i.i.d. F0-measurable
Rd-valued initial states (Xi0)
∞
i=1 with distribution µ0.
We describe the n-player game and PDE systems first, deferring a precise statement of
assumptions to Section 2.5. We are given an exponent p∗, an action space A, assumed to be a
Polish space, and Borel measurable functions
(b, f) : Rd × Pp∗(Rd)×A→ Rd × R,
g : Rd × Pp∗(Rd)→ R,
along with two matrices σ ∈ Rd×d and σ0 ∈ Rd×d0 .
In the n-player game, players i = 1, . . . , n control state process (Xt = (X
1
t , . . . ,X
n
t ))t∈[0,T ],
given by
dXit = b(X
i
t ,m
n
Xt , α
i(t,Xt))dt+ σdB
i
t + σ0dWt, (2.6)
where we recall that mnXt denotes the empirical measure of the vector Xt. Here α
i is the control
chosen by player i in feedback form. The objective of player i is to try to choose αi to minimize
Jn,i(α1, . . . , αn) = E
[∫ T
0
f(Xit ,m
n
Xt , α
i(t,Xt))dt+ g(X
i
T ,m
n
XT
)
]
.
8 FRANC¸OIS DELARUE, DANIEL LACKER, AND KAVITA RAMANAN
A (closed-loop) Nash equilibrium is defined in the usual way as a vector of feedback functions
(α1, . . . , αn), where αi : [0, T ] × (Rd)n → A are such that the SDE (2.6) is unique in law, such
that
Jn,i(α1, . . . , αn) ≤ Jn,i(α1, . . . , αi−1, α˜, αi+1, . . . , αn),
for any alternative choice of feedback control α˜.
From the work of [3], we know that a Nash equilibrium can be built using a system of HJB
equations. Define the Hamiltonian H : Rd × Pp∗(Rd)× Rd → R by
H(x,m, y) = inf
a∈A
[
b(x,m, a) · y + f(x,m, a)].
Assume that this infimum is attained for each (x,m, y), and let α̂(x,m, y) denote a minimizer;
we will place assumptions on the function α̂ in the next section. It is convenient to define the
functionals b̂ and f̂ on Rd × Pp∗(Rd)× Rd by
b̂(x,m, y) = b(x,m, α̂(x,m, y)) and f̂(x,m, y) = f(x,m, α̂(x,m, y)), (2.7)
and note that then
H(x,m, y) = b̂(x,m, y) · y + f̂(x,m, y). (2.8)
As already mentioned in the Introduction, see (1.2), the n-player Nash system is a PDE system
for n functions, (vn,i : [0, T ] × (Rd)n → R)∞i=1, given by
∂tv
n,i(t,x) +H
(
xi,m
n
x,Dxiv
n,i(t,x)
)
+
n∑
j=1,j 6=i
Dxjv
n,i(t,x) · b̂ (xj ,mnx,Dxjvn,j(t,x))
+
1
2
n∑
j=1
Tr
[
D2xj ,xjv
n,i(t,x)σσ⊤
]
+
1
2
n∑
j,k=1
Tr
[
D2xj ,xkv
n,i(t,x)σ0σ
⊤
0
]
= 0,
with terminal condition vn,i(T,x) = g(xi,m
n
x).
Using (classical) solutions to the n-player Nash system, we may construct an equilibrium for
the n-player game. The ith agent uses the feedback control
[0, T ] × (Rd)n ∋ (t,x) 7→ α̂ (x,mnx,Dxivn,i(t,x)) .
As a result, the equilibrium state process X = (X1, . . . ,Xn) is governed by
dXit = b̂(X
i
t ,m
n
Xt
,Dxiv
n,i(t,Xt))dt+ σdB
i
t + σ0dWt. (2.9)
Under Assumption A of Section 2.5 below, the SDE (2.9) is uniquely solvable. Indeed, due
to assumption A(4), the second derivatives of vn,i exist and are continuous, which ensures that
Dxiv
n,i is locally Lipschitz. In light of AssumptionA(1) and the fact that x 7→ mnx is a Lipschitz
function from (Rd)n to (Pp∗(Rd),Wp∗), this ensures that the SDE system (2.9) has a unique
strong solution.
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2.4. The mean field game and master equation. The master equation is a PDE for a
function U : [0, T ]× Rd × Pp∗(Rd)→ R, given by
0 = ∂tU(t, x,m) +H(x,m,DxU(t, x,m))
+
1
2
Tr
[
(σσ⊤ + σ0σ
⊤
0 )D
2
xU(t, x,m)
]
+
∫
Rd
b̂(v,m,DxU(t, v,m)) ·DmU(t, x,m, v) dm(v)
+
1
2
∫
Rd
Tr
[
(σσ⊤ + σ0σ
⊤
0 )DvDmU(t, x,m, v)
]
dm(v) (2.10)
+
1
2
∫
Rd
∫
Rd
Tr
[
σ0σ
⊤
0 D
2
mU(t, x,m, v, v
′)
]
dm(v) dm(v′)
+
∫
Rd
Tr
[
σ0σ
⊤
0 DxDmU(t, x,m, v)
]
dm(v),
for (t, x,m) ∈ (0, T ) × Rd × Pp∗(Rd), with terminal condition U(T, x,m) = g(x,m). The
connection between the Nash system and the master equation will be made clear in Proposition
4.1 below; roughly speaking, vn,i(t,x) is expected to be close to U(t, xi,m
n
x) as n tends to
infinity.
Just as the n-player Nash system was used to build an equilibrium for the n-player games, we
will use the master equation to describe an equilibrium for the mean field game. First, consider
the McKean-Vlasov equation
dXt = b̂(Xt, µt,DxU(t,Xt, µt))dt+ σdB1t + σ0dWt, X0 = X10 , µ = L(X|W ), (2.11)
where L(X|W ) denotes the conditional law of X given (the path)W , viewed as a random element
of Pp∗(Cd). Here, a solution X = (Xt)t∈[0,T ] is required to be adapted to the filtration generated
by the process (X10 ,Wt, B
1
t )t∈[0,T ]. Notice that necessarily µt = L(Xt|W ) = L(Xt|(Ws)s∈[0,t])
a.s., for each t ∈ [0, T ], because (Ws −Wt)s≥t is independent of (Xs,Ws)s≤t. Assumptions A(1)
and A(5), stated in Section 2.5 below, ensure that there is a unique strong solution to (2.11);
this follows from a straightforward adaptation of the arguments of Sznitman [39, Chapter 1]
(cf. [11, Section 7] and [9, Chapter 2, Section 2.1]). For the reader who is more familiar with
the PDE formulation of mean field games, we emphasize that the process (µt)t∈[0,T ] is a weak
solution to the stochastic Fokker-Planck equation
dµt = −div
(̂
b(·, µt,DxU(t, ·, µt))µt
)
dt+ 12Tr[D
2
xµt(σσ
⊤ + σ0σ
⊤
0 )]dt−
(
σ⊤0 Dxµt
) · dWt,
for t ∈ [0, T ], which follows from a straightforward application of Itoˆ’s formula to the process
(φ(Xt))t∈[0,T ] for smooth test functions φ.
Since U is a classical solution to the master equation with bounded derivatives (see Assump-
tions A(1) and A(5) in Section 2.5 below), it is known that the measure flow µ constructed
from the McKean-Vlasov equation (2.11) is the unique equilibrium of the mean field game; see
for instance [8, Proposition 5.106]. A mean field game equilibrium is usually defined as a fixed
point of the map Φ which sends a W -measurable random measure µ on Cd (such that (µt)t∈[0,T ]
is adapted to the filtration generated by W ) to a new random measure Φ(µ), defined as follows:
(i) Solve the stochastic optimal control problem, with µ fixed:{
supα E
[∫ T
0 f(Xt, µt, αt)dt+ g(XT , µT )
]
,
s.t. dXt = b(Xt, µt, αt)dt+ σdB
1
t + σ0dWt.
(ii) Letting X∗ denote the optimally controlled state process, set Φ(µ) = L(X∗|W ).
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Note that if the optimization problem in step (i) has multiple solutions, the map Φ may be
set-valued, and we seek µ such that µ ∈ Φ(µ). The original formulation of Lasry and Lions [32]
is a forward-backward PDE system, which is essentially equivalent to this fixed point procedure,
when σ0 = 0. When σ0 6= 0, the forward-backward PDE becomes stochastic, but the same
connection remains. For more details on the connection between the master equation and more
common PDE or probabilistic formulations of mean field games, see [4, 5, 7] or [6, Section 1.2.4].
For our purposes, we simply take the McKean-Vlasov equation (2.11) as the definition of µ.
2.5. Assumptions. The following standing assumption holds throughout the paper. In fact,
more will be needed in Section 3 to derive the central limit theorem, but Assumptions A, B
and B’ below form the foundation behind the key estimates used this paper and as well as the
companion [18].
Assumption A.
(1) The exponent p∗ lies in [1, 2]. A minimizer α̂(x,m, y) ∈ argmina∈A
[
b(x,m, a) · y +
f(x,m, a)
]
exists for every (x,m, y) ∈ Rd×Pp∗(Rd)×Rd, such that the function b̂(x,m, y)
defined in (2.7) is Lipschitz in all variables. That is, there exists C < ∞ such that, for
all x, x′, y, y′ ∈ Rd and m,m′ ∈ Pp∗(Rd),
|̂b(x,m, y)− b̂(x′,m′, y′)| ≤ C (|x− x′|+Wp∗(m,m′) + |y − y′|) ,
where we recall that Wp∗ is shorthand for Wp∗,(Rd,|·|).
(2) The d× d matrix σ is non-degenerate.
(3) The initial states (Xi0)
∞
i=1 are i.i.d. with law µ0 ∈ Pp
′
(Rd) for some p′ > 4.
(4) For each n, the n-player Nash system (2.9) has a classical solution (vn,i)ni=1, in the sense
that each function vn,i(t,x) is continuously differentiable in t and twice continuously
differentiable in x. Moreover, Dxjv
n,i has linear growth and vn,i has quadratic growth,
for each n, i, j. That is, there exist Ln,i > 0 and Ln,i,j > 0 such that, for all t ∈ [0, T ]
and x ∈ (Rd)n,
|Dxjvn,i(t,x)| ≤ Ln,i,j (1 + |x|) ,
|vn,i(t,x)| ≤ Ln,i
(
1 + |x|2) ,
where |x| in A(4) is the Euclidean norm of x ∈ (Rd)n ∼= Rdn.
(5) The master equation admits a classical solution U : [0, T ]× Rd × Pp∗(Rd) ∋ (t, x,m) 7→
U(t, x,m). The derivative DxU(t, x,m) exists and is Lipschitz in (x,m), uniformly in t
(using Wp∗ for the argument m ∈ Pp∗(Rd)), and U admits continuous derivatives ∂tU ,
DxU , DmU , D
2
xU , DvDmU , DxDmU , and D
2
mU . Moreover, DxU , DmU , DxDmU , and
D2mU are assumed to be bounded.
Assumptions (A.4-5) are heavy, owing to the difficulty of solving the master equation and n-
player systems. As for A(4), earlier results on the solvability of systems of quasilinear parabolic
equations may be found in [29]. Those results suffice to guarantee the solvability of the Nash
system when the Hamiltonian H is globally Lipschitz, see for instance [6, Section 2.4.4], but a
modicum of care is needed when the Hamiltonian is quadratic in the variable y. We refer to [3]
and to the forthcoming book [9] (see Section 6.3.1 of Chapter 6 therein) for precise solvability
results that fit our framework. Regarding the master equation, the main examples of solvability
we have in mind may be found in [6, Theorems 2.8 and 2.9]. Results therein provide tractable
assumptions on the data (b, f, g) that ensure the existence and uniqueness of a classical solution
to the master equation satisfying A(5). Yet it must be stressed that the results of [6] are stated
on the torus and under the rather demanding assumption that the Hamiltonian H is globally
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Lipschitz. Again, we refer to the forthcoming book [9] (specifically Section 5.4 of Chapter 5
therein) for an extension to the Euclidean setting that includes quadratic Hamiltonians. We also
refer to [14, Theorems 5.3 and 5.5] for another result on existence and uniqueness for the master
equation, although the boundedness requirements of the derivatives, as stated in A(5), are not
entirely verified there. Lastly, observe that, for some of the arguments below, the assumptions
on the second order derivatives of U in the direction of the measure can be relaxed when σ0 = 0,
i.e., when there is no common noise. This fact is made clear in [6]: Therein, the assumptions
that are needed to prove the solvability of the master equation are slightly weaker in the absence
of a common noise (compare Theorems 2.8 and 2.9 in [6]). We refrain from distinguishing the
two cases σ0 = 0 and σ0 6= 0 in our paper, since the second-order derivatives of U with respect
to m will be needed to establish the CLT, even in the case σ0 = 0, see Assumption C in Section
3.3.
As indicated above, our analysis heavily depends on properties of the Hamiltonian H. We
thus need an additional assumption to control the growth of the function f̂ , which is defined in
(2.7), using of course the same function α̂ from Assumption A(1). We provide two alternatives
in Assumptions B and B’. Assumption B is more in the spirit of [6], while Assumption B’ fits
the framework addressed in [9, Sections 5.4 and 6.3].
Assumption B. f̂(x,m, y) is Lipschitz in y, uniformly in (x,m). That is, there exists C > 0
such that, for all x, y, y′ ∈ Rd and m ∈ Pp∗(Rd),
|f̂(x,m, y) − f̂(x,m, y′)| ≤ C|y − y′|.
We will make use of one more set of assumptions, which weakens the Lipschitz assumption
on f̂ in favor of uniform boundedness of solutions to the n-player Nash systems. Note that
boundedness of DxU and DmU in Assumption A(5) ensures that U has linear growth, by
Lemma A.2. On the other hand, the following assumption will require U to be bounded.
Assumption B’.
(1) The solution U to the master equation is uniformly bounded.
(2) The Nash system solutions (vn,i)ni=1 are bounded, uniformly in n and i.
(3) f̂(x,m, y) is locally Lipschitz in y with quadratic growth, uniformly in (x,m). That is,
there exists C > 0 such that, for all x, y, y′ ∈ Rd and m ∈ Pp∗(Rd),
|f̂(x,m, y) − f̂(x,m, y′)| ≤ C(1 + |y|+ |y′|)|y − y′|.
Remark 2.2. It is typically difficult to find estimates on the Nash system solutions vn,i which
are uniform in n, and this is a key challenge of MFG analysis. However, assumption B’(2)
can be directly verified in many situations. For instance, if f̂ is of the form f̂(x,m, y) =
f1(x,m) + f2(x,m, y) · y, where f2 is of linear growth in y uniformly in (x,m), and if f1 and g
are uniformly bounded, then B’(2) holds. See [9, Chapter 6, Section 6.3.1] for details.
It may appear that we have not imposed any assumptions directly on the terminal cost
function g. In fact, there are implicit requirements coming from Assumption A(5) along with
the boundary condition U(T, x,m) = g(x,m).
3. Statements of main results
This section summarizes the main results of the paper on the n-player equilibrium empirical
measures (mnX)n≥1 and on their marginal flows ((m
n
Xt
)t∈[0,T ])n≥1, defined by the SDE (2.9).
Proofs are deferred to later sections.
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3.1. Law of large numbers. We first state the law of large numbers, regarding the convergence
of (mnX)n≥1 to µ, where µ is defined by the McKean-Vlasov equation (2.11). This is essentially
the result of [6], see also [9, Chapter 6], though we formulate the result in Euclidean space
instead of on the torus; we include the proof in Section 4.4.
Theorem 3.1. Suppose Assumption A holds, as well as either B or B’. Then
lim
n→∞
E
[
W22,Cd(mnX , µ)
]
= 0.
There are several ways to identify the rate of convergence in Theorem 3.1, and the interested
reader is referred to the companion paper [18] for a detailed discussion. Notably, the dimension d
appears in the rate, and we explain below the role of the dimension in the central limit theorem.
3.2. Diffusively scaled fluctuations. The central limit theorem is stated as a limit theorem
for the sequence of rescaled differences ((Snt :=
√
n(mnXt − µt))t∈[0,T ])n≥1 between the empirical
measures and the solution to the MFG constructed above.
To state a central limit theorem, we will regard each (Snt )t∈[0,T ] as a process with values in
a distributional space. To do so, we use the same spaces as in [36] or [25]. For an integer j ≥ 0,
a real α > 0, and a smooth function g on Rd with compact support, we let:
‖g‖2j,α :=
∑
|k|≤j
∫
Rd
|Dkg(x)|2
1 + |x|2α dx, (3.1)
where k denotes a multi-index k = (k1, · · · , kd) and |k| := k1 + · · · + kd is its length. We then
call Hj,α the completion of the set of smooth functions on Rd with compact support with respect
to ‖ · ‖j,α. It is a Hilbert space when equipped with ‖ · ‖j,α. We denote by H−j,α its dual space.
Below, we see ((Snt )t∈[0,T ])n≥1 as a sequence with values in H−(2+2λd),λd for
λd := ⌊d/2⌋ + 1.
The limiting law of the sequence ((Snt )t∈[0,T ])n≥1 will be identified as the solution to a
properly stated SPDE. In order to formulate this SPDE, we define, for any m ∈ Pp∗(Rd), the
operator At,m by:[At,mφ](x) := Dxφ(x) · b̂(x,m,DxU(t, x,m)) + 1
2
Tr[D2xφ(x)(σσ
⊤ + σ0σ
⊤
0 )]
+
∫
Rd
Dxφ(v) · δ
δm
[
b̂(v,m,DxU(t, v,m))
]
(x)m(dv), x ∈ Rd,
(3.2)
for φ : Rd → R. Observe if needed that the derivative with respect to m in the second line may
be rewritten as:
δ
δm
[
b̂(v,m,DxU(t, v,m))
]
(x)
=
δ
δm
b̂(v,m,DxU(t, v,m), x) +Dy b̂(v,m,DxU(t, v,m))
δ
δm
DxU(t, v,m, x),
where Dy acts on the third argument of b̂. We will see in (5.5) that, for φ ∈ H4+2λd,λd , Dxφ(x)
and D2xφ(x) exist pointwise and are bounded by C‖φ‖4+2λd ,λd(1+ |x|λd) for a universal constant
C; in particular, [At,mφ](x) exist pointwise. If, as functions of (t, x,m), b̂(x,m,DxU(t, x,m))
and [δ/δm][̂b(y,m,DxU(t, y,m))](x) are sufficiently smooth and m ∈ Pλd(Rd), then At,mφ ∈
H2+2λd,λd .
The limiting SPDE is driven by three inputs: an initial condition and two noises. To state
it properly, we assume that the probability space used to construct the mean field game is
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rich enough to carry a triple (W, θ0, ξ), where W is the same common noise as before, θ0 is
independent of (W, ξ) and is a centered Gaussian random variable with values in H−(2+2λd),λd
with covariance:
∀φ1, φ2 ∈ H2+2λd,λd , E
[
θ0(φ1)θ0(φ2)
]
= 〈µ0, φ1φ2〉,
and where ξ is, conditional on W , a continuous centered Gaussian process with values in
H−(2+2λd),λd with covariance:
∀φ1, φ2 ∈ H2+2λd,λd , ∀s, t ∈ [0, T ], E
[
ξt(φ1)ξs(φ2) |W
]
=
∫ s∧t
0
〈
µr, σσ
⊤Dxφ1 ·Dxφ2
〉
dr.
(Recall that µ is W -measurable.) We will see in Section 5 that both covariances are well-defined
provided p′ ≥ 2λd, with p′ as in Assumption A. In both of them, 〈·, ·〉 denotes the duality
product.
We will see in Lemma 5.8 that, with probability 1, for all t ∈ (0, T ], µt has a density.
As a consequence, (ξt)t∈[0,T ] may be represented as (ξt(φ) =
∫ t
0
√
µs(σ
⊤Dxφ) · dβs)0≤t≤T , where
β = (β1, . . . , βd0) is a d0-tuple of independent cylindrical Wiener processes with values in L
2(Rd),
β being independent of (θ0,W ). Since µ is W -measurable, (W,µ), θ0 and β are independent.
We state the SPDE for the weak limit (St)t∈[0,T ] of ((S
n
t )t∈[0,T ])n≥1 as an equation in
H−(4+2λd),λd :
d
〈
St, φ
〉
=
〈
St,At,µtφ
〉
dt+ 〈St, σ0⊤Dxφ〉 · dWt + dξt(φ), t ∈ [0, T ], φ ∈ H4+2λd,λd , (3.3)
where 〈St, σ0⊤Dxφ〉 · dWt is understood as
∑d
i=1〈St, (σ0⊤Dxφ)i〉 · dW it .
As we will see in the example treated in Section 6, an important feature of this SPDE is the
fact that the operator At,µt is nonlocal. To clarify the challenges this presents, suppose for the
moment that there is no common noise, σ0 = 0. Then, if At,µt were local, we could regard (3.3)
as a (standard) parabolic partial differential equation driven by the adjoint A∗t,µt and forced by
an additive noise; then, we could use existing results on the fundamental solution of A∗t,µt to
represent the solution. In a sense, the same is true when σ0 is non zero, because it suffices to
shift φ into φ(· − σ0Wt) to recover the case without common noise.
Of course, the nonlocal term in (3.2) arises because of the McKean-Vlasov interaction, and
we must be prepared to face it in practice. In the example in Section 6, the coefficients are linear-
quadratic, which makes the form of the interaction not too complicated. Ultimately, we manage
to derive an explicit expression for the solution to (3.3), by solving first for the interaction term
and then constructing the entire solution by proceeding as if the structure were local.
3.3. Additional assumptions and statement of the central limit theorem. In order to
state our CLT, we need the following additional set of assumptions:
Assumption C.
(1) b̂ is locally bounded in y, uniformly in (x,m).
(2) b̂ and DxU have derivatives up to the order 5 + 2λd with respect to (x, y) and x respec-
tively, and these derivatives are jointly continuous and uniformly bounded with respect
to all arguments.
(3) δb̂/δm and δ(DxU)/δm exist, are bounded and jointly continuous in all the arguments,
and have derivatives in the variable v up to the order 4+2λd that are jointly continuous
and uniformly bounded with respect to all arguments.
(4) δ(Dy b̂)/δm exists and is jointly continuous and uniformly bounded in all the arguments.
δ(DxU)/δm, Dy b̂ and δ(Dy b̂)/δm are Lipschitz continuous in m with respect to W1
(understood here as W1,Rd), uniformly in the other arguments.
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(5) δ2b̂/δm2 and δ2(DxU)/δm
2 exist, are bounded and are Lipschitz continuous in m with
respect to W1, uniformly in the other arguments.
Theorem 3.2. Let Assumptions A and C hold, as well as either Assumption B or B’, with
with p′ > 12λd and p
∗ = 1. Then, the sequence (Sn)n≥1 converges in law on the space
C([0, T ];H−(2+2λd),λd) to the unique solution to the SPDE (3.3) with S0 = θ0 as initial con-
dition.
The rationale for requiring the coefficients to be so regular may be explained as follows.
In the proof of the CLT, we need to regard the coefficients (or their derivatives, depending on
the step of the proof) as test functions, namely as elements of the space H4+2λd,λd . In this
respect, the fact that the dimension d of the state space enters the definition of the space of
test functions through the parameter λd should not come as a surprise. Indeed, the Wasserstein
distance between a probability distribution and the empirical measure formed by n i.i.d. samples
is less and less accurate as the dimension of the space increases (see, e.g., [20] or the refinement
of Theorem 3.1 above in our companion paper [18, Theorem 3.1]). Still, we prove in Lemma
5.10 below the rather striking fact (which seems to be a new point) that the rate of convergence
of the empirical distribution of a sample of i.i.d. random vectors with values Rd can be made
dimension-free, provided the distance is measured using smooth enough test functions. Noting,
for example, that the 1-Wasserstein and total variation distances between two measures m and
m′ may each be written as a supremum of
∫
φd(m−m′) over a suitable family of test functions φ,
it is clear that the strength of a probability metric and thus the rate of convergence of empirical
measures therein depends heavily on the regularity of the test functions. Hence, to preserve the
O(
√
n) fluctuations, we must be prepared to refine our family of test functions. The two key
difficulties are identifying the right level of smoothness and dealing with the supremum appearing
in a metric of the aforementioned form. Invoking suitable forms of Sobolev embeddings seems
to be the most efficient strategy for addressing both difficulties. As is well known, Sobolev
embeddings heavily depend on the dimension and this is precisely what dictates the choice of
the space of test functions.
Lastly, observe that requiring p∗ = 1 in Assumptions A, B or B’ is somewhat redundant
with the contents of Assumption C. Indeed, the fact that the derivatives δbˆ/δm and δ(DxU)/δm
have bounded derivatives in v implies that both bˆ and DxU are Lipschitz continuous in m with
respect to W1.
As for the proof, we will follow the strategy put forth in the Introduction. Namely, we will
first prove (1.4) in Section 4 below. Then, extending earlier works on the same subject, we will
prove the CLT for the McKean-Vlasov system (1.3) in Section 5. We will conclude by combining
the two of them.
4. Main estimates
All of the results proved in this paper and in the companion one [18] rely on the crucial
estimates developed in this section. In the following results and proofs, U is the classical solution
to the master equation (2.10). The letter C denotes a generic positive constant, which may
change from line to line but is universal in the sense that it never depends on i or n, though it
may of course depend on model parameters, including, e.g., the bounds on the growth and the
regularity of U and its derivatives, the Lipschitz constants of b̂ and f̂ , and the time horizon T .
4.1. A preliminary estimate. For (t,x) ∈ [0, T ]× (Rd)n, define
un,i(t,x) = U(t, xi,m
n
x).
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The following result, largely borrowed from Proposition 6.3 in [6], shows that the functions
(un,i)ni=1 nearly solve the n-player Nash system defined in Section 2.3. We provide the proof in
Appendix A.
Proposition 4.1. Suppose Assumption A holds as well as either Assumption B or B’. There
exist a constant C <∞ and, for each n ∈ N, continuous functions rn,i : [0, T ]× (Rd)n → R, for
1 ≤ i ≤ n, with
‖rn,i‖∞ ≤ C/n,
such that
∂tu
n,i(t,x) +H
(
xi,m
n
x,Dxiu
n,i(t,x)
)
+
n∑
j=1,j 6=i
Dxju
n,i(t,x) · b̂ (xj,mnx,Dxjun,j(t,x))
+
1
2
n∑
j=1
Tr
[
σσ⊤D2xj ,xju
n,i(t,x)
]
+
1
2
n∑
j,k=1
Tr
[
σ0σ
⊤
0 D
2
xj ,xk
un,i(t,x)
]
= −rn,i(t,x),
for (t,x) ∈ (0, T ) × (Rd)n.
To proceed, we define an n-particle SDE system of McKean-Vlasov type, which we will
compare to the true Nash system. Precisely, let X = (X
1
, . . . ,X
n
) solve the approximating
n-particle system
dX
i
t = b̂
(
X
i
t,m
n
Xt
,DxU(t,X
i
t,m
n
Xt
)
)
dt+ σdBit + σ0dWt, X
i
0 = X
i
0. (4.1)
Because of Assumptions A(1) and A(5), this SDE system admits a unique strong solution. We
make the following convenient abbreviations: for i, j = 1, . . . , n,
Y it = v
n,i(t,Xt), Z
i,j
t = Dxjv
n,i(t,Xt), (4.2)
Y it = U(t,Xit ,mnXt) = un,i(t,Xt), Zi,jt = Dxjun,i(t,Xt). (4.3)
Recalling the definition of un,i, we can apply Proposition 2.1 to get
Zi,jt = Dxj [U(t,Xit ,mnXt)] =
{
1
nDmU(t,X
i
t ,m
n
Xt
,Xjt ) if j 6= i,
DxU(t,X
i
t ,m
n
Xt
) + 1nDmU(t,X
i
t ,m
n
Xt
,Xit) if j = i.
(4.4)
In particular, recalling that DxU and DmU are bounded, we have the crucial bounds
|Zi,jt | ≤
C
n
, for j 6= i, |Zi,it | ≤ C. (4.5)
Also, in what follows, for i = 1, . . . , n, define:
M it =
∫ t
0
 n∑
j=1
(
Zi,js −Zi,js
) · σdBjs + n∑
j=1
(Zi,js −Zi,js ) · σ0dWs
 , (4.6)
N it =
∫ t
0
(Y is − Y is)dM is. (4.7)
4.2. Main estimate. We state and prove our main estimate first under assumptions A and B,
and then under assumptions A and B’.
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Theorem 4.2. Suppose Assumptions A and B hold. Then, there exists C < ∞ such that, for
each n,
1
n
n∑
i=1
E
[∫ T
0
∣∣Dxivn,i(t,Xt)−DxU(t,Xit ,mnXt)∣∣2 dt] ≤ Cn2 , (4.8)
E
[
1
n
n∑
i=1
‖Xi −X i‖2∞
]
≤ C
n2
. (4.9)
Moreover, it holds almost surely that
1
n
n∑
i=1
‖Xi −Xi‖2∞ ≤
C
n
n∑
i=1
∫ T
0
∣∣Dxivn,i(t,Xt)−DxU(t,Xit ,mnXt)∣∣2 dt, (4.10)
1
n
n∑
i=1
∫ T
0
∣∣Dxivn,i(t,Xt)−DxU(t,Xit ,mnXt)∣∣2 dt ≤ Cn
n∑
i=1
∫ T
0
|Zi,it −Zi,it |2dt+
C
n2
, (4.11)
and for all t ∈ [0, T ],
1
n
n∑
i=1
[N i]t ≤ C
n3
n∑
i=1
[M i]t, and
1
n
n∑
i=1
[M i]T ≤ C
n2
+
C
n
n∑
i=1
|N iT |. (4.12)
Remark 4.3. In this paper, we make no use of (4.12), which is used only in the companion
paper [18]. Since the proofs follow from the same computations, we find it more convenient to
prove here all estimates at once. This permits us not to repeat the arguments in [18] and to
instead directly invoke Theorem 4.2.
Remark 4.4. As we will see in Section 4.4 below, the law of large numbers of Theorem 3.1 follows
quickly from Theorem 4.2. Interestingly, these theorems together imply uniqueness for the
master equation, within the class described in Assumption A, and we sketch the argument here.
Let U˜ denote another smooth solution, and let (X˜ , µ˜) solve the corresponding McKean-Vlasov
equation (2.11), driven by the same Wiener processes B1 and W , but with DxU replaced by
DxU˜ . Then Theorem 3.1 shows that (m
n
Xt
)t∈[0,T ] converges in probability in C([0, T ];Pp∗(Rd))
to both (µt)t∈[0,T ] and (µ˜t)t∈[0,T ], so µ = µ˜ and X = X˜ a.s.
Combining (4.8) and (4.9) and using in addition the smoothness of DxU and DxU˜ , we get
0 = lim
n→∞
1
n
n∑
i=1
E
∫ T
0
∣∣DxU(t,X it,mnXt)−DxU˜(t,X it,mnXt)∣∣2dt
= E
∫ T
0
∣∣DxU(t,Xt, µt)−DxU˜(t,Xt, µt)∣∣2dt.
By expanding (U(t,Xt, µt))t∈[0,T ] and (U˜ (t,Xt, µt))t∈[0,T ] using Itoˆ’s formula for functions defined
on P2(Rd) (see for instance [14] for the case σ0 = 0 and [9, Chapter 4, Section 4.3] for the
general case), and by invoking the fact that both U and U˜ solve the master equation, we finally
obtain that, for any t ∈ [0, T ], U(t,Xt, µt) and U˜(t,Xt, µt) are almost surely equal. Choosing
arbitrarily the initial condition of the game (i.e., choosing arbitrarily the initial time and the
initial distribution), we deduce that U(t, ·,m) and U˜(t, ·,m) are equal for any t ∈ [0, T ] and
any m with full support. By a standard mollification argument, the same holds true for any m,
whether the support of m is full or not.
A CENTRAL LIMIT THEOREM FOR MEAN FIELD GAMES 17
Proof of Theorem 4.2. We begin by proving that (4.9) follows from (4.8). Abbreviate
b̂n,i(t,x) = b̂
(
xi,m
n
x,Dxiv
n,i(t,x)
)
,
b˜n,i(t,x) = b̂
(
xi,m
n
x,DxU(t, xi,m
n
x)
)
,
(4.13)
for (t,x) ∈ [0, T ] × (Rd)n. Note first that (2.9), (4.1) and the Lipschitz assumption on b̂ from
Assumption A(1) yields:
|Xit −Xit|2
≤ T
∫ t
0
∣∣∣̂bn,i(s,Xs)− b˜n,i(s,Xs)∣∣∣2 ds
≤ 2T
∫ t
0
∣∣∣̂bn,i(s,Xs)− b˜n,i(s,Xs)∣∣∣2 ds+ 2T ∫ t
0
∣∣∣˜bn,i(s,Xs)− b˜n,i(s,Xs)∣∣∣2 ds
≤ C
∫ t
0
∣∣Dxivn,i(s,Xs)−DxU(s,Xis,mnXs)∣∣2 ds +C ∫ t
0
(
|Xis −Xis|2 +W22 (mnXs ,mnXs)
)
ds.
By Gronwall’s inequality,
|Xit −X it|2 ≤ C
∫ t
0
∣∣Dxivn,i(s,Xs)−DxU(s,Xis,mnXs)∣∣2 ds+ C ∫ t
0
W22 (mnXs ,mnXs)ds. (4.14)
Noting that
W22 (mnXs ,mnXs) ≤
1
n
n∑
i=1
|Xis −X is|2,
we may average (4.14) over i = 1, . . . , n and apply Gronwall’s inequality once again to obtain
W22 (mnXt ,mnXt) ≤
C
n
n∑
i=1
∫ t
0
∣∣Dxivn,i(s,Xs)−DxU(s,Xis,mnXs)∣∣2 ds.
Using this bound in (4.14) yields (4.10). Also, (4.9) will follow from (4.8), which we now prove.
First, use Itoˆ’s formula, (2.8), the fact that vn,i solves the Nash system, and (4.2) to obtain:
dY it = ∂tv
n,i(t,Xt) +
n∑
j=1
Dxjv
n,i(t,Xt) · b̂n,j(t,Xt)dt+ 1
2
n∑
j=1
Tr
[
D2xj ,xjv
n,i(t,Xt)σσ
⊤
]
dt
+
1
2
n∑
j,k=1
Tr
[
D2xj ,xkv
n,i(t,Xt)σ0σ
⊤
0
]
dt+
n∑
j=1
Zi,jt · σdBjt +
n∑
j=1
Zi,jt · σ0dWt
=− f̂
(
Xit ,m
n
Xt
, Zi,it
)
dt+
n∑
j=1
Zi,jt · σdBjt +
n∑
j=1
Zi,jt · σ0dWt.
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On the other hand, use Itoˆ’s formula, (2.8), Proposition 4.1, and (4.3) to get:
dY it = ∂tun,i(t,Xt) +
n∑
j=1
Dxju
n,i(t,Xt) · b̂
(
Xjt ,m
n
Xt
,Dxjv
n,j(t,Xjt ,m
n
Xt
)
)
dt
+
1
2
n∑
j=1
Tr
[
D2xj ,xju
n,i(t,Xt)σσ
⊤
]
dt+
1
2
n∑
j,k=1
Tr
[
D2xj ,xku
n,i(t,Xt)σ0σ
⊤
0
]
dt
+
n∑
j=1
Zi,jt · σdBjt +
n∑
j=1
Zi,jt · σ0dWt
= −
[
f̂
(
Xit ,m
n
Xt ,Zi,it
)
+ rn,i(t,Xt)
]
dt+
n∑
j=1
Zi,jt · σdBjt +
n∑
j=1
Zi,jt · σ0dWt
+
n∑
j=1
Zi,jt ·
(
b̂
(
Xjt ,m
n
Xt
, Zj,jt
)
− b̂
(
Xjt ,m
n
Xt
,Zj,jt
))
dt.
Use Itoˆ’s formula and the terminal conditions for the Nash system and the master equation to
get, for t ∈ [0, T ],
(Y it − Y it)2 = 2
∫ T
t
(Y is − Y is)
f̂ (Xis,mnXs , Zi,is )− f̂ (Xis,mnXs ,Zi,is )
+
n∑
j=1
Zi,js ·
(
b̂
(
Xjs ,m
n
Xs
, Zj,js
)− b̂ (Xjs ,mnXs ,Zj,js ))− rn,i(s,Xs)
 ds
−
∫ T
t
n∑
j=1
∣∣∣σ⊤(Zi,js −Zi,js )∣∣∣2ds− ∫ T
t
∣∣∣∣∣∣
n∑
j=1
σ⊤0
(
Zi,js −Zi,js
)∣∣∣∣∣∣
2
ds
− 2
∫ T
t
(Y is − Y is)
n∑
j=1
(Zi,js −Zi,js ) ·
(
σdBjs + σ0dWs
)
. (4.15)
Use the Lipschitz assumption on b̂ along with the estimates (4.5) to get:
∣∣∣∣∣∣
n∑
j=1
Zi,js ·
(
b̂
(
Xjs ,m
n
Xs
, Zj,js
)− b̂ (Xjs ,mnXs ,Zj,js )))
∣∣∣∣∣∣ ≤ C
n∑
j=1
|Zi,js ||Zj,js −Zj,js |
≤ C|Zi,is −Zi,is |+
C
n
n∑
j=1,j 6=i
|Zj,js −Zj,js |.
Substitute the last inequality back into (4.15), and use the Lipschitz assumption on f̂ from
Assumption B’, the elementary inequality 2ab ≤ ǫ−1a2+ǫb2, and the estimate |rn,i| ≤ C/n from
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Proposition 4.1 to obtain, for ǫ > 0,
(Y it − Y it)2 ≤
C
n2
+ C
∫ T
t
ǫ−1(Y is − Y is)2 + ǫ|Zi,is −Zi,is |2 + ǫn∑
j 6=i
|Zj,js −Zj,js |2
 ds
−
∫ T
t
n∑
j=1
∣∣σ⊤(Zi,js −Zi,js )∣∣2ds− ∫ T
t
∣∣∣∣∣∣
n∑
j=1
σ⊤0
(
Zi,jt −Zi,js
)∣∣∣∣∣∣
2
ds
− 2
∫ T
t
(Y is − Y is)
n∑
j=1
(Zi,js −Zi,js ) ·
(
σdBjs + σ0dWs
)
. (4.16)
Here C does not depend on ǫ. Noting that σ is non-degenerate, we may choose ǫ small enough
and average over i = 1, . . . , n to get
1
n
n∑
i=1
(Y it − Y it)2 + ∫ T
t
n∑
j=1
|Zi,js −Zi,js |2ds
 (4.17)
≤ C
n2
+
C
n
n∑
i=1
∫ T
t
(Y is − Y is)2ds−
C˜
n
n∑
i=1
∫ T
t
(Y is − Y is)
n∑
j=1
(Zi,js −Zi,js ) ·
(
σdBjt + σ0dWt
)
,
where the constant C˜ < ∞ depends only on σ. It follows from Lemma 4.5 below that the
stochastic integrals are martingales. Take conditional expectations to get, for r ≤ t,
1
n
n∑
i=1
E[(Y it − Y it)2|Fr] ≤
C
n2
+
C
n
n∑
i=1
∫ T
t
E[(Y is −Y is)2|Fr]dt.
Using Gronwall’s inequality and taking r = t we conclude that:
1
n
n∑
i=1
(Y it −Y it)2 ≤
C
n2
. (4.18)
Also, taking conditional expectations in (4.17), and using (4.18), we find:
1
n
n∑
i=1
n∑
j=1
E
[∫ T
t
|Zi,js −Zi,js |2ds
∣∣Ft] ≤ C
n2
. (4.19)
Then, returning to (4.16), taking the conditional expectation given Ft, and applying Gronwall’s
lemma yields
max
i=1,...,n
(Y it − Y it)2 ≤
C
n2
. (4.20)
This implies that, for M and N defined in (4.6)-(4.7),
1
n
n∑
i=1
[N i]T =
1
n
n∑
i=1
∫ T
0
(Y it − Y it)2 d[M i]t ≤
C
n3
n∑
i=1
[M i]T ,
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which proves the first part of (4.12). On the other hand, applying (4.18) to (4.17) shows that
1
n
n∑
i=1
(Y it − Y it)2 +
1
n
n∑
i=1
([M i]T − [M i]t) ≤ C
n2
+
C
n
n∑
i=1
∫ T
t
(Y is − Y is)2ds−
C˜
n
n∑
i=1
(N iT −N it )
≤ C
n2
− C˜
n
n∑
i=1
(N iT −N it ).
Take t = 0 to derive the second part of (4.12).
Finally, using the definition (4.2) of Z and recalling from (4.4) and (4.3) thatDxU(t,X
i
t ,m
n
Xt
) =
Zi,it − 1nDmU(t,Xit ,mnXt ,Xit) and that DmU is bounded, we get:
1
n
n∑
i=1
∫ T
0
∣∣Dxivn,i(t,Xt)−DxU(t,Xit ,mnXt)∣∣2 dt ≤ Cn
n∑
i=1
∫ T
0
|Zi,it −Zi,it |2dt+
C
n2
,
which is (4.11). Taking expectations and using (4.19) with t = 0, we get (4.8). 
We close the section by proving standard integrability results that were used in the above
proof to conclude that a certain local martingale was in fact a martingale.
Lemma 4.5. Suppose Assumption A holds, as well as either Assumption B or B’. Then, for
all i, j,
E
[‖Y i‖2∞ + ‖Zi,j‖2∞] <∞.
Proof. By the SDE (1.1) for Xi, we have:
|Xit | ≤ |Xi0|+
∫ t
0
|Dxivn,i(t,Xs)|ds + |σ||Bit |+ |σ0||Wt|
≤ |Xi0|+ Ln,i,i
(
T +
∫ t
0
|Xs|ds
)
+ |σ||Bit |+ |σ0||Wt|,
where Ln,i,i is the constant from AssumptionA(4). This holds for all i = 1, . . . , n, and Gronwall’s
inequality yields:
‖X‖∞ ≤ C
(
1 +
n∑
i=1
|Xi0|+
n∑
i=1
‖Bi‖∞ + ‖W‖∞
)
,
where we note that the constant C < ∞ may depend on n here. Recalling from Assumption
A(3) that Xi0 are i.i.d. with finite moments of order p
′ > 4, we conclude that E[‖X‖4∞] < ∞.
Using the definitions of Y i and Zi,j from (4.2) along with assumption A(4), we find
|Y it |2 = |vn,i(t,Xt)|2 ≤ 2L2n,i(1 + |Xt|4), |Zi,jt |2 ≤ 2L2n,i,j(1 + |Xt|2).

4.3. An alternative estimate. Under Assumption B’, instead of Assumption B, we have
somewhat different estimates, based on an exponential transformation.
Theorem 4.6. Suppose Assumptions A and B’ hold. Then, (4.10) and (4.11) hold, and, for
sufficiently large n, the estimates (4.8) and (4.9) hold. For i = 1, . . . , n and a constant η > 0,
define M i as in (4.6) and Qi by
Qit =
∫ t
0
[
2(Y is − Y is) + η sinh(η(Y is − Y is))
]
dM is.
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Then, for sufficiently large n and η, we have for all t ∈ [0, T ],
1
n
n∑
i=1
[Qi]t ≤ C
n3
n∑
i=1
[M i]t, and
1
n
n∑
i=1
[M i]T ≤ C
n2
+
C
n
n∑
i=1
|QiT |. (4.21)
Proof. The proofs of (4.10) and (4.11) are the same as in Theorem 4.2. In particular, (4.9)
follows from (4.8). The proof of (4.8) given below is adapted from [9, Theorem 6.32].
Step 1: We first estimate (Y is − Y is)2, for s ∈ [0, T ]. Our starting point is the equation (4.15)
from the proof of Theorem 4.2. The local Lipschitz assumption on f̂ along with the uniform
boundedness of vn,i, un,i, and Zi,it = Dxiun,i(t,Xt) implied by Assumption B’ shows that∣∣∣(Y ir −Y ir)(f̂ (Xir,mnXr , Zi,ir )− f̂ (Xir,mnXr ,Zi,ir ))∣∣∣
≤ C (1 + |Zi,ir |+ |Zi,ir |) |Y ir − Y ir||Zi,ir −Zi,ir |
≤ C (|Y ir − Y ir||Zi,ir −Zi,ir |+ |Zi,ir −Zi,ir |2)
≤ C (|Y ir − Y ir|2 + |Zi,ir −Zi,ir |2) .
Substitute this back into equation (4.15), using the Lipschitz continuity of b̂, Proposition 4.1,
the estimate (4.5), and the elementary inequality 2ab ≤ a2 + b2 to get
(Y is − Y is)2 ≤
C
n2
+C
∫ T
s
|Y ir − Y ir|2 + |Zi,ir −Zi,ir |2 + 1n
n∑
j=1
|Zj,jr −Zj,jr |2
 dr
−
∫ T
s
n∑
j=1
∣∣∣σ⊤(Zi,jr −Zi,jr )∣∣∣2dr − ∫ T
s
∣∣∣∣∣∣
n∑
j=1
σ⊤0
(
Zi,jr −Zi,jr
)∣∣∣∣∣∣
2
dr
− 2
∫ T
s
(Y ir − Y ir)
n∑
j=1
(Zi,jr −Zi,jr ) ·
(
σdBjr + σ0dWr
)
.
Step 2: The |Zi,ir − Zi,ir |2 term poses some problems, as it is not canceled by the quadratic
variation term. To deal with this, our next step is to estimate cosh(η(Y is −Y is)) for a fixed η > 0,
to be chosen later. We note that the constant C <∞ will change from line to line but will not
depend on the value of η. Use Itoˆ’s formula to get:
d cosh(η(Y is − Y is))
= η sinh(η(Y is − Y is))
− n∑
j=1
Zi,js ·
(
b̂
(
Xjs ,m
n
Xt , Z
j,j
s
)− b̂ (Xjs ,mnXs ,Zj,js ))
+ rn,i(s,Xs)− f̂
(
Xis,m
n
Xs
, Zi,is
)
+ f̂
(
Xis,m
n
Xs
,Zi,is
) ds
+
η2
2
cosh(η(Y is − Y is))
 n∑
j=1
∣∣∣σ⊤(Zi,js −Zi,js )∣∣∣2 +
∣∣∣∣∣∣
n∑
j=1
σ⊤0
(
Zi,js −Zi,js
)∣∣∣∣∣∣
2 ds
+ η sinh(η(Y is − Y is))
 n∑
j=1
(Zi,js −Zi,js ) · σdBjs +
n∑
j=1
(Zi,js −Zi,js ) · σ0dWs
 .
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As before, use the fact from (4.5) that Zi,ir is uniformly bounded and the local Lipschitz conti-
nuity of f̂ to get:∣∣∣η sinh(η(Y ir −Y ir))(f̂ (Xir,mnXr , Zi,ir )− f̂ (Xir,mnXr ,Zi,ir ))∣∣∣
≤ C (1 + |Zi,ir |+ |Zi,ir |) ∣∣η sinh(η(Y ir −Y ir))∣∣ |Zi,ir −Zi,ir |
≤ C ∣∣η sinh(η(Y ir − Y ir))∣∣ |Zi,ir −Zi,ir |+ C ∣∣η sinh(η(Y ir − Y ir))∣∣ |Zi,ir −Zi,ir |2
≤ C ∣∣η sinh(η(Y ir − Y ir))∣∣2 + C (1 + ∣∣η sinh(η(Y ir − Y ir))∣∣) |Zi,ir −Zi,ir |2
≤ C ∣∣η sinh(η(Y ir − Y ir))∣∣2 + C (1 + η cosh(η(Y ir − Y ir))) |Zi,ir −Zi,ir |2,
where the last line follows from the elementary inequality | sinh(x)| ≤ cosh(x). Thus, use the
Lipschitz continuity of b̂, the inequality 2ab ≤ a2 + b2, and (4.5) to obtain
cosh(η(Y is − Y is))
≤ C
∫ T
s
η2 sinh2(η(Y ir − Y ir)) + (1 + η cosh(η(Y ir − Y ir)))|Zi,is −Zi,ir |2
+
η
n
| sinh(η(Y ir − Y ir))|
n∑
j=1
|Zj,jr −Zj,jr |+ |rn,i(r,Xr)|2
 dr
− η
2
2
∫ T
s
cosh(η(Y ir − Y ir))
 n∑
j=1
∣∣∣σ⊤(Zi,jr −Zi,jr )∣∣∣2 +
∣∣∣∣∣∣
n∑
j=1
σ⊤0 (Z
i,j
r −Zi,jr )
∣∣∣∣∣∣
2 dr
− η
∫ T
s
sinh(η(Y ir − Y ir))
n∑
j=1
(Zi,jr −Zi,jr ) · (σdBjr + σ0dWr).
Finally, since σ is non-degenerate, use the estimate ||rn,i||∞ ≤ C/n from Proposition 4.1 to
conclude that
η2
2
∫ T
s
cosh(η(Y ir − Y ir))
n∑
j=1
|Zi,jr −Zi,jr |2dr + cosh(η(Y is − Y is))
≤ C
n2
+C
∫ T
s
η2 sinh2(η(Y ir − Y ir)) + (1 + η cosh(η(Y ir − Y ir)))|Zi,ir −Zi,ir |2 dr
+
η
n
| sinh(η(Y ir − Y ir))|
n∑
j=1
|Zj,jr −Zj,jr |
 dr
− C˜η
∫ T
s
sinh(η(Y ir − Y ir))
n∑
j=1
(Zi,jr −Zi,jr ) · (σdBjr + σ0dWr).
where the constant C˜ <∞ depends only on σ.
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Step 3: We now combine the previous estimates. Use the facts that sinh is locally Lipshitz and
Y is and Y is are uniformly bounded to find a constant cη <∞ such that:
(Y is − Y is)2 +
η2
2
∫ T
s
cosh(η(Y ir − Y ir))
n∑
j=1
|Zi,jr −Zi,jr |2dr
≤ C
n2
+ cη
∫ T
s
|Y ir − Y ir|2dr +
C(1 + η)
n
∫ T
s
n∑
j=1
|Zj,jr −Zj,jr |2dr
−
∫ T
s
n∑
j=1
∣∣∣σ⊤(Zi,jr −Zi,jr )∣∣∣2dr − ∫ T
s
∣∣∣∣∣∣
n∑
j=1
σ⊤0
(
Zi,jr −Zi,jr
)∣∣∣∣∣∣
2
dr
+ C
∫ T
s
(1 + η cosh(η(Y ir − Y ir)))|Zi,ir −Zi,ir |2dr
−
∫ T
s
[
2(Y ir − Y ir) + C˜η sinh(η(Y ir − Y ir))
] n∑
j=1
(Zi,jr −Zi,jr ) ·
(
σdBjr + σ0dWr
)
.
Now, for sufficiently large η, we have:
C(1 + η cosh(ηx)) ≤ 2Cη cosh(ηx) ≤ η
2
4
cosh(ηx),
for any x ∈ R. Hence, for large η, we find
(Y is − Y is)2 +
η2
4
∫ T
s
cosh(η(Y ir − Y ir))
n∑
j=1
|Zi,jr −Zi,jr |2dr
≤ C
n2
+ cη
∫ T
s
|Y ir − Y ir|2dr +
Cη
n
∫ T
s
n∑
j=1
|Zj,jr −Zj,jr |2dr
−
∫ T
s
n∑
j=1
∣∣∣σ⊤(Zi,jr −Zi,jr )∣∣∣2dr − ∫ T
s
∣∣∣∣∣∣
n∑
j=1
σ⊤0
(
Zi,jr −Zi,jr
)∣∣∣∣∣∣
2
dr
−
∫ T
s
[
2(Y ir − Y ir) + C˜η sinh(η(Y ir − Y ir))
] n∑
j=1
(Zi,jr −Zi,jr ) ·
(
σdBjr + σ0dWr
)
.
(4.22)
Averaging (4.22) over i = 1, . . . , n and increasing the value of η if needed, we obtain
1
n
n∑
i=1
(Y is − Y is)2 +
η2
2n
n∑
i=1
∫ T
s
cosh(η(Y ir −Y ir))
n∑
j=1
|Zi,jr −Zi,jr |2dr
+
1
n
n∑
i=1
n∑
j=1
∫ T
s
∣∣∣σ⊤(Zi,jr −Zi,jr )∣∣∣2dr + 1n
n∑
i=1
∫ T
s
∣∣∣∣∣∣
n∑
j=1
σ⊤0
(
Zi,jr −Zi,jr
)∣∣∣∣∣∣
2
dr
≤ C
n2
+
cη
n
n∑
i=1
∫ T
s
|Y ir − Y ir|2dr (4.23)
− 1
n
n∑
i=1
∫ T
s
[
2(Y ir − Y ir) + C˜η sinh(η(Y ir − Y ir))
] n∑
j=1
(Zi,jr −Zi,jr ) ·
(
σdBjr + σ0dWr
)
.
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Noting that the stochastic integral is a martingale thanks to Lemma 4.5 and the boundedness
of Y i and Y i, we take conditional expectations and apply Gronwall’s inequality as in (4.18) to
find
1
n
n∑
i=1
(Y is − Y is)2 ≤
C
n2
. (4.24)
Moreover, substituting (4.24) back into (4.23), using non-degeneracy of σ, and taking conditional
expectations, we see that
1
n
n∑
i=1
n∑
j=1
E
[∫ T
s
|Zi,jr −Zi,jr |2dr
∣∣Fs] ≤ C
n2
. (4.25)
Returning to (4.22) and following the proof of (4.20), we obtain:
max
i=1,...,n
(Y is − Y is)2 ≤
C
n2
. (4.26)
Recall now that sinh is locally Lipschitz and Y i and Y i are uniformly bounded. Using (4.26) we
conclude that
[Qi]t ≤ C
n2
[M i]t,
for all i ∈ {1, . . . , n} and t ∈ [0, T ]. On the other hand, from (4.23) and (4.26) we get:
1
n
n∑
i=1
[M i]T ≤ C
n2
+
C
n
n∑
i=1
|QiT |.
This completes the proof of (4.21).
Step 4: Finally, to prove (4.8), it suffices to take expectations in (4.11) and to use (4.25). 
4.4. Law of large numbers. As in [6], the estimates of Theorems 4.2 and 4.6 imply a law of
large numbers for the equilibrium empirical measure mnX . That is, we can now prove Theorem
3.1:
Proof of Theorem 3.1. Note first that (4.9) implies
E
[
W22,Cd(mnX ,mnX)
]
≤ C
n2
. (4.27)
On the other hand, a standard McKean-Vlasov limit theorem (e.g., [11, Section 7] or [9, Chapter
2, Section 2.1]) implies
lim
n→∞
E
[
W22,Cd(mnX , µ)
]
= 0.
This proves the theorem. 
5. Proof of the central limit theorem
As we already mentioned in the Introduction, the proof of the CLT is split into two parts.
The first part is to control the distance between the two particle systems X and X , which is
in fact the purpose of Theorem 4.2. The second part consists of deriving a CLT for the flow
of empirical distributions (mn
Xt
)0≤t≤T . The first part is addressed in Section 5.3, after we have
developed the requisite machinery, and we begin with the second part.
Generally speaking, the proof of the CLT goes along the lines of earlier works on the subject,
see for instance [23], [36], [25] and [27]. However, among these four references, only the last one
allows for a common noise in the particle system or a nonlinear mean field term. In the approach
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we implement below, we follow the main steps of [27], except that the space of distributions in
which the CLT is proven is taken from [36, 25].
A crucial point throughout the proof is that, under the assumption of Theorem 3.2 and for the
same p′ as therein, one has E[supt∈[0,T ]
∫
Rd
|x|p′dµt(x)] < ∞ and sup1≤i≤N E[supt∈[0,T ] |X it|p
′
] <
∞, with X as in (4.1).
5.1. Tightness. The first step for proving a CLT for X is to show that the difference (S
n
t =√
n(mn
Xt
−µt))t∈[0,T ] is tight in a suitable space of distributions. This is precisely the point where
we prefer to follow [36, 25] instead of [23, 27]. There are several reasons for that. First, the
framework used in [36, 25] allows for weaker integrability conditions of the initial distribution.
Second, the analysis therein is explicitly fitted to the higher-dimensional setting, whilst the one
performed in [23, 27] is in dimension 1 only; an additional effort would be needed to make the
latter adapted to the case d ≥ 2, since, as we shall see below, the dimension plays a crucial role
in the definition of the space of distributions used in the statement of the CLT. In this regard,
it seems that the space we use below permits to track the dependence on the dimension in a
more explicit way.
Here, we use the same space of distributions as in [36, 25], as defined in (3.1). Roughly
speaking, we shall prove under the assumptions of Theorem 3.2 that the sequence (S
n
t )t∈[0,T ] is
tight in the space C([0, T ],H−(2+2λd),2λd), where λd = ⌊d/2⌋ + 1. See Theorem 5.3 below for a
more precise statement.
We only provide the main steps of the proof, as it is quite similar to the aforementioned
references. There are two key ingredients, described in the following two subsections.
5.1.1. Coupling with the limiting process. The first step to get tightness is to prove that the
particle system X is at most at distance n−1/2 of the auxiliary particle system X̂ defined as the
solution to the following SDE system:
dX̂it = b̂
(
X̂it , µt,DxU(t, X̂
i
t , µt)
)
dt+ σdBit + σ0dWt, X̂
i
0 = X
i
0, (5.1)
for i ∈ {1, . . . , n}. It is customary to introduce X̂ in the analysis of mean field systems,
see for instance [39]. A key feature is that, conditional on W , the particles X̂1, . . . , X̂n are
independent. Below, we use the shortened notation b˜(t, x,m) = b̂(x,m,DxU(t, x,m)), which is
similar to (4.13). We have the following bound, analogous to [27, Theorem 2.4].
Lemma 5.1. Under the assumptions of Theorem 3.2, we can find a constant C such that, for
any n ≥ 1 and any i ∈ {1, . . . , n},
E
[
sup
t∈[0,T ]
∣∣X it − X̂it ∣∣4
]1/4
≤ Cn−1/2,
Proof.
Step 1: The key point is to show the bound
E
[
sup
t∈[0,T ]
W2
(
mn
Xt
,mn
X̂t
)4]1/4 ≤ Cn−1/2. (5.2)
Although the derivation of (5.2) may seem standard, as the rate n−1/2 is the one we expect
from the law of large numbers, there is in fact a subtle point. The proof would be fairly
straightforward if the mean field interaction was of order 1, in the sense that b˜(t, x,m) was
of the form of
∫
Rd
b(t, x, x′)dm(x′), for some Lipschitz function b : [0, T ] × Rd × Rd → Rd (cf.
[36, 25]). Obviously, there is no reason for this to be the case here, as U is expected to inherit the
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nonlinear structure of the master equation. As shown in [27] (see in particular the assumption
(S3) therein), (5.2) holds true provided that for any n ∈ N, any m0 ∈ Pp′(Rd), any i.i.d. samples
ζ = (ζ1, . . . , ζn) with law m0, any i ∈ {1, . . . , n}, and any t ∈ [0, T ] we have:
E
[∣∣˜b(t, ζi,mnζ)− b˜(t, ζi,m0)∣∣4]1/4 ≤ C(1 + ∫
Rd
|x|4m0(dx)
)
n−1/2. (5.3)
The role of (5.3) is well-understood. Indeed, the proof of (5.2) is a straightforward application
of Gronwall’s lemma, provided we can estimate the term∫ T
0
E
[∣∣˜b(t, X̂it ,mnX̂t)− b˜(t, X̂it , µt)∣∣4]1/4dt.
Now, it suffices to invoke (5.3) but under E[ · |W ], as the particles (X̂1t , . . . , X̂nt ) are i.i.d. with
law µt, conditional on W .
Step 2: We turn to the proof of (5.3). Using the Lipschitz property of b˜ in m, we can easily
replace mnζ by m
n,−i
ζ , the empirical measure of (ζk)k 6=i. Indeed, since b˜ is Lipschitz, the left-hand
side in (5.3) can be bounded by:
Cn−1/2E
[|ζi|4]1/4 + E[∣∣˜b(t, ζi,mn,−iζ )− b˜(t, ζi,m0)∣∣4]1/4.
By conditioning on ζi in the second term and by changing the variable n into n− 1, it is in fact
sufficient to prove:
E
[∣∣˜b(t, x,mnζ)− b˜(t, x,m0)∣∣4]1/4 ≤ C(1 + ∫
Rd
|x′|4m0(dx′)
)
n−1/2, (5.4)
for any x ∈ Rd, the constant C being independent of x. So, the only point is to find sufficient
conditions on b˜ to guarantee (5.4). This is exactly the purpose of Lemma 5.10 in appendix. It
requires thatm 7→ b˜(t, x,m) is C 2 in the sense defined in Subsection 2.2 with bounded derivatives
of order 1 and 2 and that the derivative of order 2 is Lipschitz continuous in m with respect
to the 1-Wasserstein distance, uniformly in the other parameters. This holds true under the
assumption of Theorem 3.2. 
5.1.2. A preliminary bound toward tightness. A second important point in the proof is that the
following (Sobolev) embeddings are continuous:
Hℓ+j,α →֒ Cj,α, ℓ > d
2
, j ≥ 0, α ≥ 0, (5.5)
C
j,0 →֒ Hj,α, α > d
2
, j ≥ 0, (5.6)
Hℓ+j,α →֒H.S. Hj,α+β, ℓ > d
2
, j ≥ 0, α ≥ 0, β > d
2
, (5.7)
with similar Sobolev embeddings for the dual spaces (with converse order), where Cj,α is the
space of functions g with continuous partial derivatives up to order j such that:
lim
|x|→∞
|Dkg(x)|
1 + |x|α = 0, for all multi-indices k such that |k| ≤ j.
In the embeddings (5.5–5.6), the space Cj,α is equipped with with the norm:
‖g‖Cj,α =
∑
|k|≤j
sup
x∈Rd
|Dkg(x)|
1 + |x|α .
In (5.7), the symbol H.S. means that the embedding is Hilbert-Schmidt.
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As a consequence of Lemma 5.1, we have the following result, the proof of which is a mere
adaptation of Proposition 5.3 in [36].
Proposition 5.2. Under the assumptions of Theorem 3.2, for any ǫ ∈ (0, 1) such that p′ >
8λd(1 + ǫ)/(1 − ǫ) with p′ as in Assumption A, it holds:
sup
n≥1
sup
t∈[0,T ]
E
[‖Snt ‖2(1+ǫ)−(1+λd),2λd] <∞.
Proof. For a test function φ ∈ H1+λd,2λd , we let:
K
n
t (φ) = n
−1/2
n∑
i=1
(
ϕ(X
i
t)− ϕ(X̂it )
)
, L
n
t (φ) = n
−1/2
n∑
i=1
(
φ(X̂it )
)− E[φ(X̂1t ) |W ]),
noting that K
n
t (φ) + L
n
t (φ) = S
n
t (φ). As for the first term, we use the fact that
‖Knt ‖2(1+ǫ)−(1+λd),2λd ≤ n
1+ǫn−1
n∑
i=1
‖d
X
i
t,X̂
i
t
‖2(1+ǫ)−(1+λd),2λd = n
ǫ
n∑
i=1
‖d
X
i
t,X̂
i
t
‖2(1+ǫ)−(1+λd),2λd ,
and we conclude as in the derivation of [36, (5.3)], using Ho¨lder instead of Cauchy-Schwarz
inequality with exponents 2/(1 + ǫ) and 2/(1 − ǫ). Here we define dx,y(φ) = φ(x) − φ(y) and
‖dx,y‖−(1+λd),2λd ≤ C|x− y|(1 + |x|2λd + |y|2λd), see [36, Lemma 6.1].
Regarding the second term, we apply Rosenthal’s inequality for Hilbert-valued independent
random variables, see [38, Theorem 5.2]. Indeed, we observe that
L
n
t = n
−1/2
n∑
i=1
(
d
X̂it
− E[d
X̂1t
|W ]),
with dx(φ) = φ(x) and ‖dx‖−(1+λd),2λd ≤ C(1 + |x|2λd), see again [36]. In particular, ‖dX̂it −
E[d
X̂1t
]‖−(1+λd),2λd ≤ C(1 + |Xit |2λd + E[|X̂1t |2λd ]). The result follows. 
5.1.3. Statement and proof of tightness. The proof of tightness relies on the following expansion,
which holds true for any smooth test function φ with compact support.
d〈Snt , φ〉 =
√
n
[〈
mn
Xt
,Dxφ(·) · b˜(t, ·,mnXt)
〉− 〈µt,Dxφ(·) · b˜(t, ·, µt)〉]dt
+ 12
〈
S
n
t ,Tr[(σσ
⊤ + σ0σ
⊤
0 )D
2
xφ]
〉
dt
+
〈
S
n
t , σ
⊤
0 Dxφ〉 · dWt +
1√
n
n∑
i=1
(
σ⊤Dxφ(X
i
t)
) · dBit .
(5.8)
Following [36, (5.6)], we let:
Mn,φt =
1√
n
n∑
i=1
∫ t
0
(
σ⊤Dxφ(X
i
s)
) · dBis.
If we call (dxDxℓ)(φ) = (∂φ/∂xℓ)(x) for ℓ ∈ {1, · · · , d}, we have ‖dxDxℓ‖−(1+λd),2λd ≤ C(1 +
|x|2λd), see the proof of [36, Lemma 6.1]. Hence, if (ek)k≥1 denotes a complete orthonormal
system in H1+λd,2λd , we use Parseval’s identity to get
E
∑
k≥1
sup
t∈[0,T ]
|Mn,ekt |2
 ≤ C∑
k≥1
∫ T
0
E
[|Dxek(X1t )|2]dt ≤ C ∫ T
0
E
[(
1 + |X1t |4λd
)]
dt <∞.
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Therefore, we can define:
Mnt =
∑
k≥1
Mn,ekt e
∗
k, t ∈ [0, T ],
where e∗k ∈ H−(1+λd),2λd is defined by e∗k(φ) = 〈ek, φ〉. The process (Mnt )t∈[0,T ] forms a continuous
martingale with values in H−(1+λd),2λd . Obviously, (Mn(φ))t∈[0,T ] coincides almost surely with
Mn,φ. Actually, following [36, Proposition 5.7], the above bound can be made stronger, namely
sup
n≥1
E
[
sup
t∈[0,T ]
‖Mnt ‖2−(1+λd),2λd
]
<∞. (5.9)
Here is now the main claim of this subsection.
Proposition 5.3. Under the assumptions of Theorem 3.2, the sequences ((S
n
t )t∈[0,T ])n≥1 and
((Mnt )t∈[0,T ])n≥1 are tight on the space C([0, T ],H−(2+2λd),λd), where again λd := ⌊d/2⌋ + 1.
Proof.
Step 1: We write the first term in the right hand side of (5.8) in the form:
√
n
〈
mn
Xt
,Dxφ(·) · b˜(t, ·,mnXt)
〉− 〈µt,Dxφ(·) · b˜(t, ·, µt)〉
=
〈
S
n
t ,Dxφ(·) · b˜(t, ·,mnXt)
〉
+∆nt (φ),
(5.10)
where
∆nt (φ) =
√
n
〈
µt,Dxφ(·) · b˜(t, ·,mnXt)−Dxφ(·) · b˜(t, ·, µt)
〉
=
∫
Rd
dµt(x)
∫ 1
0
dλ
∫
Rd
Dxφ(x) · δb˜
δm
(
t, x, λmn
Xt
+ (1− λ)µt
)
(v)dS
n
t (v)
=
∫
Rd
dS
n
t (v)
[∫
Rd
Dxφ(x) ·
(∫ 1
0
δb˜
δm
(
t, x, λmn
Xt
+ (1− λ)µt
)
(v)dλ
)
dµt(x)
]
.
Following [36, (5.8)], we write ∆nt (φ) as
∆nt (φ) =
〈
S
n
t ,
[G(t,mn
Xt
, µt
)
φ
]
(·)
〉
, (5.11)
with [G(t,mn
Xt
, µt
)
φ
]
(v) =
〈
µt,Dxφ(·) ·
(∫ 1
0
δb˜
δm
(
t, ·, λmn
Xt
+ (1− λ)µt
)
(v)dλ
)〉
. (5.12)
We then have the analogue of [36, Lemma 5.6], namely
∥∥[G(t,mn
Xt
, µt
)
φ
]
(·)∥∥
(1+λd),2λd
≤ C∥∥φ∥∥
2+2λd,λd
(∫
Rd
(
1 + |y|2λd)dµt(y))1/2∥∥D2xℓ,xℓ′φ(·)∥∥1+λd,2λd + ∥∥Dxℓφ(·)∥∥1+λd,2λd ≤ C∥∥φ∥∥3+λd,2λd , ℓ, ℓ′ = 1, · · · , d,∥∥[Dxφ · b˜(t, ·,mnXt)](·)∥∥1+λd,2λd ≤ C∥∥φ∥∥3+λd,2λd .
(5.13)
Indeed, under assumption C, b˜ and its derivatives in x up to order λd + 1 are bounded, and
the last two lines follow easily. After noticing that ‖φ‖3+λd,2λd ≤ C‖φ‖2+2λd,λd since λd ≥ 1,
the first line follows from the fact that δb˜/δm and its derivatives in v up to order λd + 1 are
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bounded, see [36, Lemma 5.6]. Notice that the right-hand side in the first line is random, which
is a special feature due to the presence of the common noise. It implies in particular that∥∥G(t,mn
Xt
, µt
)∗
S
n
t
∥∥2
−(2+2λd),λd
≤ C
(
1 +
∫
Rd
|y|2λddµt(y)
)
‖Snt ‖2−(1+λd),2λd . (5.14)
Step 2: We now have the analogue of [36, Proposition 5.9]. We claim that, for a complete
orthonormal system (ψp)p≥1 in H2+2λd,λd , we have
sup
n≥1
E
∑
p≥1
sup
t∈[0,T ]
〈Snt , ψp〉2
 <∞. (5.15)
In comparison with the proof of [36, Proposition 5.9], there are two main differences, concerning
the two terms (see (5.8)):∫ T
0
∣∣∣〈Sns , [G(s,mnXs , µs)ψp](·)〉∣∣∣2ds, sup
t∈[0,T ]
∣∣∣∣∫ t
0
〈
S
n
s , σ
⊤
0 Dxψp
〉 · dWs∣∣∣∣2. (5.16)
As for the first term, the difference with [36] comes from the fact that, in (5.14), the integral
with respect to µt is random. A careful inspection of the proof of [36, Proposition 5.9] combined
with the statement of our Proposition 5.2 shows that (with ǫ as therein)
E
∑
p≥1
〈
S
n
t ,
[G(t,mn
Xt
, µt
)
ψp
]
(·)〉2
 = E[∥∥G(t,mn
Xt
, µt)
∗S
n
t
∥∥2
−(2+2λd),λd
]
≤ CE
[(
1 +
∫
Rd
|y|2λddµt(y)
)
‖Snt ‖2−(1+λd),2λd
]
≤ CE
[(
1 +
∫
Rd
|y|2λddµt(y)
) 1+ǫ
ǫ
] ǫ
1+ǫ
.
Since p′ > 12λd, we can choose ǫ = 1/5, then 8λd(1+ ǫ)/(1− ǫ) = 12λd and 2λd(1+ ǫ)/ǫ = 12λd,
and then Proposition 5.2 holds true and the above right hand side is finite, uniformly in t.
We now handle the second term in (5.16). This term is new. By Doob’s inequality,
∑
p≥1
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
〈
S
n
s , σ
⊤
0 Dxψp
〉 · dWs∣∣∣∣2
]
≤ C
∑
p≥1
d∑
i=1
E
[∫ T
0
〈
S
n
s ,Dxiψp(·)
〉2
ds
]
≤ C
d∑
i=1
E
[∫ T
0
‖D∗xiS
n
s ‖2−(2+2λd),λdds
]
≤ C
d∑
i=1
E
[∫ T
0
‖Sns ‖2−(1+2λd),λdds
]
which completes the proof of (5.15) since H−(1+λd),2λd embeds (continuously) in H−(1+2λd),λd .
We then complete the proof with an easy adaptation of [36, Proposition 5.10] and [36, Theorem
5.12]. 
5.2. Identification of limit points. We now identify the (weak) limit points of the sequence
(S
n
,Mn)n≥1.
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5.2.1. Limit of (Mn)n≥1. The first step is to identify the limit (in law) of the sequence (M
n)n≥1.
We follow the proof of [36, Theorem 5.14]. The only difference with the framework investigated
in [36] comes from the fact that the limit process (µt)t∈[0,T ] is random, which prompts us to
work conditionally its realization.
To state the result, we first construct, on the same probability space as the one used to define
the mean field game, a random element (θ0, ξ) of H−(2+2λd),λd × C([0, T ],H−(2+2λd),λd) which,
as in Subsection 3.2, satisfies the following: θ0 and (W,µ, ξ) are independent, θ0 is a Gaussian
random variable with covariance
∀φ1, φ2 ∈ H2+2λd,λd , E
[
θ0(φ1)θ0(φ2)
]
= 〈µ0, φ1φ2〉, (5.17)
and ξ is, conditional on (W,µ), a continuous Gaussian process with covariance
∀φ1, φ2 ∈ H2+2λd,λd , ∀s, t ∈ [0, T ],
E
[
ξt(φ1)ξs(φ2) |W,µ
]
=
∫ s∧t
0
〈
µr, σσ
⊤Dxφ1 ·Dxφ2
〉
dr.
(5.18)
Notice from (5.5) that, for all φ ∈ H1+2λd,λd , the function Rd ∋ x 7→ φ(x)/(1+ |x|λd ) is bounded.
Since p′ in Assumption A is greater than 2λd, we have E[supt∈[0,T ]〈µt, φ2〉] < ∞, which shows
that the above covariances make sense. Recall also that µ isW -measurable, so that conditioning
on µ in (5.18) is redundant. We claim:
Lemma 5.4. The sequence (W,µ, S
n
0 ,M
n)n≥1 converges in law to (W,µ, θ0, ξ) on the space
C([0, T ],Rd0)× C([0, T ],P1(Rd))×H−(2+2λd),λd × C([0, T ],H−(2+2λd),λd).
Proof. Because the first two components (W,µ) are fixed, it follows from Proposition 5.3 that
the sequence in question is tight. Hence, we characterize the limit points.
We first observe that, for any n ≥ 1, (W,µ) is W -measurable and Sn0 is measurable with
respect to (X10 , . . . ,X
N
0 ). As a consequence, (W,µ) and S
n
0 are independent and, for any weak
limit (̟, ν, ϑ0) of (W,µ, S
n
0 )n≥1, (̟, ν) and ϑ0 are also independent. For any φ ∈ H2+2λd,λd , the
law of ϑ0(φ) is easily identified by means of the standard version of the central limit theorem.
As a byproduct, we easily identify the law of ϑ0, regarded as a random variable with values in
H−(2+2λd),λd , with the law of θ0.
We finally show that any weak limit (̟, ν, ϑ0, ζ) of the quadruple (W,µ, S
n
0 ,M
n)n≥1 coincides
in law with (W,µ, θ0, ξ). The proof is as follows. Fix φ,ψ ∈ H2+2λd,λd . We know that, for any
n ≥ 1, Mn(φ) can be written as
Mnt (φ) =
∫ t
0
1√
n
n∑
i=1
(
σ⊤Dxφ(X
i
s)
) · dBis, t ∈ [0, T ].
As (W,µ, S
n
0 ) is independent of B
1, . . . , Bn, we easily deduce that, conditional on (W,µ, S
n
0 ),
the three processes (Mnt (φ))t∈[0,T ], (M
n
t (ψ))t∈[0,T ], and
Mnt (φ)M
n
t (ψ)−
∫ t
0
〈mn
Xs
, σσ⊤Dxφ ·Dxψ〉ds, t ∈ [0, T ], (5.19)
are martingales. That is, for any real-valued bounded continuous functions h1 on C([0, T ],R
d0)×
C([0, T ],P2(Rd))×H−(2+2λd),λd and h2 on C([0, T ],R) and for any 0 ≤ s ≤ t ≤ T ,
E
[
h1
(
W,µ, S
n
0
)
h2
(
Mn·∧s(φ)
)(
Mnt (φ)−Mns (φ)
)]
= 0,
and similarly for the other two martingales. Letting n tend to ∞, we get
E
[
h1(̟, ν, θ0)h2
(
ζ·∧s(φ)
)(
ζt(φ)− ζs(φ)
)]
= 0.
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Arguing similarly for the other two processes, we deduce that, conditional on (̟, ν, ϑ0), the
processes (ζt(φ))t∈[0,T ], (ζt(ψ))t∈[0,T ], and (the limit of (5.19))
ζt(φ)ζt(ψ) −
∫ t
0
〈νs, σσ⊤Dxφ ·Dxψ〉ds, t ∈ [0, T ]
are martingales. So, conditional on (̟, ν, ϑ0), (ζt(φ))t∈[0,T ] and (ζt(ψ))t∈[0,T ] are Gaussian
with covariation process
(∫ t
0 〈νs, |σσ⊤Dxφ · Dxψ|2〉ds
)
t∈[0,T ]
. Since this covariation process is
ν-measurable, and since (̟, ν) and ϑ0 are independent, we deduce in particular that (̟, ν, ζ)
and ϑ0 are independent. Moreover, we have found that, conditionally on (̟, ν), ζ is a Gaussian
process on H−(2+2λd),λd with covariance
∀φ1, φ2 ∈ H2+2λd,λd , ∀s, t ∈ [0, T ],
E
[
ζt(φ1)ζs(φ2) |̟, ν
]
=
∫ s∧t
0
〈
νr, σσ
⊤Dxφ1 ·Dxφ2
〉
dr.
(5.20)
Since (W,µ) and (̟, ν) have the same distribution, this shows that (̟, ν, ζ) has the same law
as (W,µ, ξ). 
5.2.2. Limit of (mn
X
,W, S
n
)n≥1. We claim:
Lemma 5.5. Let (ν, ν ′,̟, ζ, S) be (weak) limit point of (mn
X
, µ,W,Mn, S
n
)n≥1. Then, with
probability 1, we have ν ′ = ν, and S solves the equation:
d
〈
St, φ
〉
=
[〈
St,Dxφ(·) · b˜(t, ·, νt)
〉
+
〈
St,
[G(t, νt, νt)φ](·)〉]dt
+ 12
〈
St,Tr[(σσ
⊤ + σ0σ
⊤
0 )D
2
xφ]
〉
dt+
〈
St, σ
⊤
0 Dxφ
〉 · d̟t + dζt(φ), (5.21)
for t ∈ [0, T ] and φ ∈ H2λd+4,λd, with G as in (5.12).
Proof. The fact that ν = ν ′ is a mere consequence of the fact that supt∈[0,T ]W2(m
n
Xt
, µt) tends
to 0 with probability 1.
In order to handle the second part of the statement, we come back to the expansion (5.8),
see also (5.10) and (5.11). We rewrite the expansion under the form
d
〈
S
n
t , φ
〉
=
[〈
S
n
t ,Dxφ(·) · b˜(t, ·,mnXt)
〉
+
〈
S
n
t ,
[G(t,mn
Xt
, µt
)
φ
]
(·)〉]dt
+ 12
〈
S
n
t ,Tr[(σσ
⊤ + σ0σ
⊤
0 )D
2
xφ]
〉
dt+
〈
S
n
t , σ
⊤
0 Dxφ〉 · dWt + dMnt (φ), t ∈ [0, T ].
We take φ in the space H4+2λd,λd as in required in the statement. Under the assumption of
Theorem 3.2, b˜ is differentiable in x up to the order 2 + 2λd, with bounded and continuous
derivatives. Similarly, δb˜/δm is differentiable in the variable v up the order 2 + 2λd, with joint
continuous (in all the arguments) and bounded derivatives. In particular, G(t,mn
Xt
, µt)φ has
bounded derivatives up to the order 2 + 2λd. The key point is that a function with derivatives
up the order 2 + 2λd that are at bounded is in H2+2λd,λd , which follows from the fact that
Rd ∋ x 7→ 1/(1 + |x|2λd) is integrable since 2λd ≥ d+1. Hence, G(t,mnXt , µt)φ converges almost
surely in H2+2λd,λd to G(t, µt, µt)φ and there is no real difficulty for passing to the limit in the
above expansion. We get (5.21).
By a standard separability argument, (5.21) holds with probability 1 for all φ in the space
H4+2λd,λd . 
Observe that equation (5.21) may be regarded as an equation in the space H−(4+2λd),λd ,
while S is known to take values in the smaller space H−(2+2λd),λd . In order to prove convergence
of the sequence (mn
X
,W,Mn, S
n
)n≥1, one must prove uniqueness of the solution to this equation.
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5.2.3. Uniqueness to the limiting equation. We shall prove in Subsection 5.4 the following unique-
ness result:
Theorem 5.6. Fix a given filtered probability space (Ξ,G,G,Q) equipped with an adapted triple
(̟, ν, ζ) such that ̟ = (̟t)t∈[0,T ] is a d-dimensional Brownian motion, ν = (νt)t∈[0,T ] is a
P2λd(Rd)-valued process, and, conditional on (̟, ν), ζ is a Gaussian process with the same
covariance structure as in (5.20). Then, for any square integrable initial condition S0 with
values in H−(2+2λd),λd and independent of (̟, ν, ζ), the equation (5.21) has at most one (adapted)
square-integrable solution with paths in C([0, T ],H−(2+2λd),λd).
Invoking Lemma 5.4 and recalling that strong uniqueness implies weak uniqueness in law,
we have the following corollary.
Corollary 5.7. The sequence (W,mn
X
, S
n
)n≥1 converges in law on the space C([0, T ],R
d) ×
C([0, T ],P1(Rd)) × C([0, T ],H−(2+2λd),λd) to the tuple (W,µ, S) where S solves, for any φ ∈
H4+2λd,λd the equation:
d
〈
St, φ
〉
=
[〈
St,Dxφ(·) · b˜(t, ·, µt)
〉
+
〈
St,
[G(t, µt, µt)φ](·)〉]dt
+ 12
〈
St,Tr[(σσ
⊤ + σ0σ
⊤
0 )D
2
xφ]
〉
dt+
〈
St, σ
⊤
0 Dxφ
〉 · dWt + dξt(φ), t ∈ [0, T ], (5.22)
where ξ is given by (5.18) and where S0 is independent of (W,µ, ξ) and has the same law as θ0
in (5.17).
5.2.4. Reformulation of the limiting equation. In fact, we can provide another representation of
the term ξ, based on the fact that, almost surely, for any t > 0, µt has a density and may be
identified with a function, which is the purpose of the following lemma.
Lemma 5.8. With probability 1, for any t > 0, the probability measure µt has a density with
respect to the Lebesgue measure on Rd.
Proof. Let Yt = Xt − σ0Wt. Then
dYt = b˜(t, Yt + σ0Wt, µt)dt+ σdBt.
Let µ˜t = L(Yt | (Ws)s≤t) = L(Yt |W ) denote the flow of conditional laws of Y givenW . GivenW ,
the process Y solves a deterministic SDE with uniformly bounded drift. By Girsanov’s theorem,
the law µ˜t has strictly positive density with respect to Lebesgue measure, almost surely. Hence,
so too does µt = L(Xt | (Ws)s≤t), which is simply a translation of µ˜t. 
We then have the following result.
Proposition 5.9. Let (βt := (β
1
t , . . . , β
d0
t ))t∈[0,T ] be a W -independent d0-tuple of independent
cylindrical Wiener processes with values in L2(Rd). Then, the collection((∫ t
0
(√
µsσ
⊤Dxφ
) · dβs)
φ∈H2+2λd,λd
)
t∈[0,T ]
defines a process with values in C([0, T ],H−(2+2λd),λd) which has the same joint law with (W,µ)
as ξ in (5.18).
In other words, the above statement says that, in (5.21), the term ζt(φ) may be written as∫ t
0 (
√
µ
s
σ⊤Dxφ) · dβs.
Proof. The proof follows from a standard computation of covariance. To do so, it suffices to
observe from (5.5) that, for any φ ∈ H2+2λd,λd , the function Rd ∋ x 7→ |Dxφ(x)|/(1 + |x|λd)
is bounded. As a result, the function (t, x) 7→ √µt(x)Dxφ(x) is square-integrable, since p′ in
Assumption A is greater than 2λd. 
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5.3. Proof of the fluctuation theorem for MFG. Postponing the proof of the uniqueness
Theorem 5.6, we are now in position to the complete the proof of Theorem 3.2.
There are two steps. The first one is to observe that the limiting SPDE (5.22) may be
rewritten in terms of A in (3.2), simply by expanding the definition of G. Hence, the SPDE
(5.22) may be easily identified with (3.3).
Then, it remains to show that (Dnt := S
n
t − Snt )t∈[0,T ] converges to zero in law on the space
C([0, T ],H−(2+2λd),λd). In fact, we will show that E[supt∈[0,T ] ‖Dnt ‖−(2+2λd),λd ] tends to 0 as n
tends to ∞. Notice first that
E
[
sup
t∈[0,T ]
‖Dnt ‖−(2+2λd),λd
]
= E
[
sup
t∈[0,T ]
sup
‖φ‖2+2λd,λd≤1
〈Dnt , φ〉
]
≤ 1√
n
E
[
sup
t∈[0,T ]
sup
‖φ‖2+2λd,λd≤1
∣∣∣∣ n∑
i=1
φ(Xit)− φ(X it)
∣∣∣∣].
For φ satisfying ‖φ‖2+2λd ,λd ≤ 1, we know from Sobolev’s embeddings that the function Rd ∋
x 7→ |Dxφ(x)|/(1 + |x|λd) is bounded, independently of φ. Therefore, there exists a constant C,
independent of n, such that:
E
[
sup
t∈[0,T ]
‖Dnt ‖−(2+2λd),λd
]
≤ C√
n
E
[
sup
t∈[0,T ]
∣∣∣∣ n∑
i=1
(
1 + |Xit |λd + |X it)|λd
)∣∣Xit −X it∣∣].
By the Cauchy-Schwarz inequality, we get:
E
[
sup
t∈[0,T ]
‖Dnt ‖−(2+2λd),λd
]
≤ C√n
(
E
[
1
n
n∑
i=1
(
1 + ‖Xi‖2λd∞ + ‖X i‖2λd∞
)])1/2(
E
[
1
n
n∑
i=1
∥∥Xi −X i∥∥2
∞
])1/2
.
The first expectation is bounded uniformly in n, and we may use (4.9) to conclude that the
right-hand side tends to 0. 
5.4. Proof of the uniqueness Theorem 5.6. In order to prove uniqueness of the solution
to (5.21), we use the same argument as in [27]. To do so, we take two solutions S and S′ of
the limiting equation, with the same initial condition and with square-integrable and continuous
paths with values in H−(2+2λd),λd and we consider an orthonormal basis (fk)k≥1 of the space
H−(4+2λd),λd . Letting (δSt = St − S′t)t∈[0,T ], we know that, for any k ≥ 1,
d
〈
δSt, fk
〉
=
[〈
δSt,Dxfk(·) · b˜(t, ·, νt)
〉
+
〈
δSt,
[G(t, νt, νt)fk](·)〉]dt
+ 12
〈
δSt,Tr
[(
σσ⊤ + σ0σ
⊤
0
)
D2xfk
〉]〉
dt+
〈
δSt, σ
⊤
0 Dxfk〉 · d̟t, t ∈ [0, T ],
with δS0 = 0. Then, recalling that ̟ has dimension d0,
d
〈
δSt, fk
〉2
= 2
〈
δSt, fk
〉(〈
δSt,Dxfk(·) · b˜(t, ·, νt)
〉
+
〈
δSt,
[G(t, νt, νt)fk](·)〉)dt
+
〈
δSt, fk
〉〈
δSt,Tr
[(
σσ⊤ + σ0σ
⊤
0
)
D2xfk
]〉
dt+
d0∑
i=1
〈
δSt,
(
σ⊤0 Dxfk
)
i
〉2
dt
+ 2
〈
δSt, fk〉
〈
δSt, σ
⊤
0 Dxfk〉 · d̟t, t ∈ [0, T ].
(5.23)
At this stage, the problem is the same as in [27], namely the right hand side depends on higher
derivatives of the basis function fk. To handle these higher derivatives, we proceed as follows.
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Step 1: As a first step, we tackle the second order term in (5.23). Defining the operator
L0 = Tr[(σσ⊤ + σ0σ⊤0 )D2x(·)] and summing over k ≥ 1, we get∑
k≥1
〈
δSt, fk
〉〈
δSt,L0fk
〉
=
〈
δSt,L∗0δSt
〉
−(4+2λd),λd
,
where 〈·, ·〉−(4+2λd),λd stands for the inner product in H−(4+2λd),λd and L∗0δSt is the element of
H−(4+2λd),λd defined as 〈L∗0δSt, φ〉 = 〈δSt,L0φ〉 for all φ ∈ H4+2λd,λd (which makes sense since
δSt ∈ H−(2+2λd),λd). We then make use of Riesz’ representation theorem. For an element ̺ in
H−(2+2λd),λd ⊂ H−(4+2λd),λd , we call ˜̺ its representative element in H4+2λd,λd , namely
∀φ ∈ H4+2λd,λd , 〈φ, ̺〉 = 〈φ, ˜̺〉
4+2λd,λd
,
where 〈·, ·〉 denotes the duality bracket while 〈·, ·〉4+2λd ,λd stands for the inner product in
H4+2λd,λd . We then take an element ̺ ∈ H−(2+2λd),λd such that ˜̺ belongs to H6+2λd,λd . Since
L∗0̺ ∈ H−(4+2λd),λd , we get〈
̺,L∗0̺
〉
−(4+2λd),λd
=
〈˜̺,L∗0̺〉 = 〈L0 ˜̺, ̺〉 = 〈L0 ˜̺, ˜̺〉4+2λd,λd
=
d∑
i,j=1
(σσ⊤ + σ0σ
⊤
0 )i,j
∑
|k|≤4+2λd
∫
Rd
Dk ˜̺(x)D2xi,xjDk ˜̺(x)
1 + |x|2λd dx
= −
d∑
i,j=1
(σσ⊤ + σ0σ
⊤
0 )i,j
∑
|k|≤4+2λd
∫
Rd
DxiD
k ˜̺(x)DxjDk ˜̺(x)
1 + |x|2λd dx
+
1
2
d∑
i,j=1
(σσ⊤ + σ0σ
⊤
0 )i,j
∑
|k|≤4+2λd
∫
Rd
D2xi,xj
(
(1 + |x|2λd)−1)(Dk ˜̺)2(x)dx
= −(‖σ⊤Dx ˜̺‖24+2λd ,λd + ‖σ⊤0 Dx ˜̺‖24+2λd,λd)+O(‖˜̺‖24+2λd,λd),
where ‖σ⊤Dx ˜̺‖24+2λd,λd is a shortened notation for ∑di=1 ‖(σ⊤Dx ˜̺)i‖24+2λd ,λd (and similarly for
the term ‖σ⊤0 Dx ˜̺‖24+2λd,λd) and O(·) is the Landau notation.
Step 2: We now handle the quadratic term in (5.23). Proceeding as before, we have∑
k≥1
d0∑
i=1
〈
δSt,
(
σ⊤0 Dxfk
)
i
〉2
=
d0∑
i=1
‖(σ⊤0 Dx)∗i δSt‖2−(4+2λd),λd ,
where 〈(σ⊤0 Dx)∗i δSt, φ〉 = 〈δSt, (σ⊤0 Dx)iφ〉 for all φ ∈ H4+2λd,λd .
Choose now ̺ ∈ H−(2+2λd),λd such that ˜̺ ∈ H6+2λd,λd . Then, for any smooth function φ
with compact support,〈
(σ⊤0 Dx)
∗
i ̺, φ
〉
=
〈˜̺, (σ⊤0 Dx)iφ〉4+2λd,λd
=
∑
|k|≤4+2λd
∫
Rd
Dk ˜̺(x)(σ⊤0 Dx)iDkφ(x)
1 + |x|2λd dx
= −
∑
|k|≤4+2λd
∫
Rd
Dk[(σ⊤0 Dx)i ˜̺](x)Dkφ(x)
1 + |x|2λd dx
−
∑
|k|≤4+2λd
∫
Rd
(σ⊤0 Dx)i
(
(1 + |x|2λd)−1)Dk ˜̺(x)Dkφ(x)dx.
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Therefore, 〈
(σ⊤0 Dx)
∗
i ̺, φ
〉
= −〈(σ⊤0 Dx)i ˜̺, φ〉4+2λd,λd +O(‖˜̺‖4+2λd,λd‖φ‖4+2λd ,λd),
which shows that (σ⊤0 Dx)
∗
i ̺ belongs to H−(4+2λd),λd and that the above equality holds for any
φ ∈ H4+2λd,λd . Hence,
‖(σ⊤0 Dx)∗i ̺‖−(4+2λd),λd
= sup
‖φ‖4+2λd,λd≤1
[
−〈(σ⊤0 Dx)i ˜̺, φ〉4+2λd,λd +O(‖˜̺‖4+2λd,λd‖φ‖4+2λd ,λd)]
= ‖(σ⊤0 Dx)i ˜̺‖4+2λd ,λd +O(‖˜̺‖4+2λd,λd).
(5.24)
Step 3: Lastly, we handle the first term in the right-hand side of (5.23). We have∑
k≥1
〈
δSt, fk
〉〈
δSt,Dxfk(·) · b˜(t, ·, νt)
〉
=
d∑
i=1
∑
k≥1
〈
δSt, fk
〉〈
D∗xi
(
Π
b˜i(t,·,νt)
δSt
)
, fk
〉
=
d∑
i=1
〈
δSt,D
∗
xi
(
Π
b˜i(t,·,νt)
δSt
)〉
,
where, for ̺ ∈ H−(2+2λd),λd , Π
b˜i(t,·,νt)
̺ is the element of H−(4+2λd),λd defined by〈
Πb˜i(t,·,νt)̺, φ
〉
=
〈
̺, b˜i(t, ·, νt)φ
〉
, for φ ∈ H4+2λd,λd .
As above, we investigate the above term when ̺ ∈ H−(2+2λd),λd satisfies ˜̺∈ H6+2λd,λd . Since
the derivatives of b˜i are bounded, it is easily verified that b˜i(t, ·, νt)φ belongs to H4+2λd,λd which
guarantees that the above right-hand side is well defined. In fact, when φ ∈ H5+2λd,λd ,〈
Πb˜i(t,·,νt)̺,Dxiφ
〉
=
〈˜̺, b˜i(t, ·, νt)Dxiφ〉4+2λd,λd .
Since the derivatives of b˜i up to the order 5+2λd are bounded, the right-hand side is bounded by
O(‖Dxi ˜̺‖4+2λd,λd + ‖˜̺‖4+2λd ,λd)‖φ‖4+2λd ,λd . In particular, D∗xi(Πb˜i(t,·,νt)̺) belongs to the space
H−(4+2λd),λd and∥∥D∗xi(Πb˜i(t,·,νt)̺)∥∥−(4+2λd),λd = O(‖Dxi ˜̺‖4+2λd,λd + ‖˜̺‖4+2λd,λd).
Then,∣∣∣〈̺,D∗xi(Πb˜i(t,·,νt)̺)〉H−(4+2λd),2λd ∣∣∣ = O(‖Dxi ˜̺‖4+2λd ,λd‖˜̺‖4+2λd,λd + ‖˜̺‖24+2λd,λd). (5.25)
Step 4: We next consolidate the first three steps into an estimate on the dt term of the right-
hand side of (5.23), or rather the sum thereof over k ∈ N, which can be rewritten as F(δSt),
where
F(̺) =
[
2
d∑
i=1
〈
̺,D∗xi
(
Π
b˜i(t,·,νt)
̺
)〉
−(4+2λd),λd
+ 2
〈
̺,G(t, νt, νt)∗̺
〉
−(4+2λd),λd
+
〈
̺,L∗0̺
〉
−(4+2λd),λd
]
+
d0∑
i=1
‖(σ⊤0 Dx)∗i ̺‖2−(4+2λd),λd .
Here, following the proof of (5.14), G(t, νt, νt)∗̺ is inH−(4+2λd),λd and ‖G(t, νt, νt)∗̺‖−(4+2λd),λd ≤
c(1 +
∫
Rd
|y|2λddνt(y))‖̺‖−(4+2λd),λd . Returning to (5.23) and collecting (5.24) and (5.25), the
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second point is that F(̺) satisfies, for ̺ ∈ H−(2+2λd),λd such that ˜̺∈ H6+2λd,λd ,
F(̺) = −‖σ⊤Dx ˜̺‖24+2λd ,λd +O(‖˜̺‖4+2λd,λd‖Dx ˜̺‖4+2λd,λd + ‖˜̺‖24+2λd,λd)
+ 2
〈
̺,G(s, νs, νs)∗̺
〉
−(4+2λd),λd
.
Using the fact that σ is non-degenerate together with the corresponding form of (5.14), this
yields
F(ρ) ≤ C‖̺‖2−(4+2λd),λd + C
[
‖̺‖2−(4+2λd),λd
(∫
Rd
(1 + |y|2λd)dνs(y)
)1/2]
. (5.26)
Step 5: We now consider the general case when ̺ ∈ H−(2+2λd),λd ⊂ H−(4+2λd),λd and ˜̺ just
belongs to H4+2λd,λd . Let (ηn)n≥1 be a sequence of even mollifiers, and let (̺n)n≥1 be the
sequence of elements in H−(2+2λd),λd defined by
〈̺n, φ〉 =
〈
̺, φ ∗ ηn
〉
,
where ∗ denotes the usual convolution product. Let ̺̂ and ̺̂n denote the elements of H2+2λd,λd
such that, for all φ ∈ H2+2λd,λd ,〈̺̂, φ〉
H2+2λd,λd
= 〈̺, φ〉, 〈̺̂n, φ〉2+2λd,λd = 〈̺n, φ〉.
Then,
〈ρn, φ〉 = 〈̺, φ ∗ ηn〉 =
〈̺̂, φ ∗ ηn〉2+2λd,λd .
We observe that
‖φ ∗ ηn‖22+2λd,λd =
∑
|k|≤2+2λd
∫
Rd
|Dk(φ ∗ ηn)(x)|2
1 + |x|2λd dx
=
∑
|k|≤2+2λd
∫
Rd
|(Dkφ ∗ ηn)(x)|2
1 + |x|2λd dx
≤
∑
|k|≤2+2λd
∫
Rd
1
1 + |x|2λd
(∫
Rd
|Dkφ(y)|2ηn(x− y)dy
)
dx
=
∑
|k|≤2+2λd
∫
Rd
|Dkφ(y)|2
1 + |y|2λd
(∫
Rd
ηn(x− y)(1 + |y|2λd)
1 + |x|2λd dx
)
dy
≤ C‖φ‖2
H2+2λd,λd
,
for a constant C independent of n. For a given ǫ > 0, we choose ̺̂′ in C∞c (Rd) such that
‖̺̂′ − ̺̂‖H2+2λd,λd ≤ ǫ and we get∣∣〈̺̂′, φ ∗ ηn〉2+2λd,λd − 〈̺̂, φ ∗ ηn〉2+2λd,λd∣∣ ≤ Cǫ‖φ‖H2+2λd,λd . (5.27)
Now,〈̺̂′, φ ∗ ηn − φ〉
=
∑
|k|≤4+2λd
∫
Rd
1
1 + |y|2λdD
kφ(y)
(∫
Rd
ηn(y − x)
[1 + |y|2λd
1 + |x|2λdD
k ̺̂′(x)−Dk ̺̂′(y)]dx)dy.
Since ρ̂′ has a compact support, we deduce that there exists a constant Cǫ such that∣∣〈̺̂′, φ ∗ ηn − φ〉∣∣ ≤ Cǫ
n
‖φ‖2+2λd,λd . (5.28)
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By (5.27) and (5.28), we deduce that ‖̺n − ̺‖2−(2+2λd),λd → 0 as n → ∞. As a consequence,
we have ‖˜̺n − ˜̺‖24+2λd ,λd → 0 as n → ∞. And then, ‖D2xi,xj ˜̺n − D2xi,xj ˜̺‖22+2λd,λd → 0 as
n → ∞, for all i, j ∈ {1, . . . , d}. Also, ‖D∗xi̺n −D∗xi̺‖2−(4+2λd),λd → 0 and ‖D∗xi(Πb˜i(t,·,νt)̺n) −
D∗xi(Πb˜i(t,·,νt)̺)‖2−(4+2λd),λd → 0 as n→∞.
When ̺ is replaced by ̺n, (5.26) holds true. Passing to the limit over n → ∞, we deduce
that (5.26) remains true for a general ̺.
Conclusion of proof: We finally return to (5.23), using (5.26) to get
d
[‖δSt‖2−(4+2λd),λd] ≤ C‖δSt‖2−(4+2λd),λd
[
1 +
(∫
Rd
|y|2λddνt(y)
)1/2]
dt
+
d∑
i=1
〈
δSt, (σ
⊤
0 Dx)
∗
i δSt
〉 · d̟it.
By expanding d[‖δSt‖2−(4+2λd),λd exp(−C(t+
∫ t
0 (
∫
Rd
|y|2λddνs(y))1/2ds))], we get
E
[
exp
(
−C
(
t+
∫ t
0
(∫
Rd
|y|2λddνs(y)
)1/2
ds
))
‖δSt‖2−(4+2λd),λd
]
= 0, t ∈ [0, T ].

5.5. Auxiliary lemma: Rates of convergence for smooth functions of an empirical
sample. We prove here the remarkable fact that the rate of convergence of the empirical dis-
tribution of a sample of i.i.d. random vectors with values Rd can be made dimension-free when
it is tested against test functions that are sufficiently smooth. This is in contrast with existing
results in the literature that address the rate of convergence in the p-Wasserstein distance, such
as [20].
Lemma 5.10. Assume that φ is a C2 function on P4(Rd), as defined in Section 2.2, with
bounded derivatives δφ/δm and δ2φ/δm2, and that δ2φ/δm2 is Lipschitz continuous in m with
respect to W1, uniformly in the other variables. Then, there exists a constant c, depending on
the bounds on the first and second-order derivatives and on the Lipschitz constant of the second-
order derivative such that, for any m0 ∈ P4(Rd) and any i.i.d. sample ζ = (ζ1, . . . , ζn) from
m0,
E
[∣∣φ(mnζ )− φ(m0)∣∣4]1/4 ≤ c
(
1 +
(∫
Rd
|x|m0(dx)
)1/4)
n−1/2.
Proof. Since φ is differentiable, we have the following expansion:
φ
(
mnζ
)− φ(m0) = ∫ 1
0
dλ
∫
Rd
δφ
δm
(
λmnζ + (1− λ)m0, v
)
d
(
mnζ −m0
)
(v)
= S1 + S2,
where
S1 =
∫
Rd
δφ
δm
(m0, v)d
(
mnζ −m0
)
(v),
S2 =
∫ 1
0
dλ
∫
Rd
[ δφ
δm
(
λmnζ + (1− λ)m0, v
) − δφ
δm
(m0, v)
]
d
(
mnζ −m0
)
(v).
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Step 1: We first deal with the term S1 This may be rewritten as
S1 =
1
n
n∑
i=1
(
δφ
δm
(
m0, ζi
)− E [ δφ
δm
(
m0, ζ1)
])
.
Since δφ/δm is bounded, we get E[|S1|4]1/4 ≤ cn−1/2, for a constant c < ∞ independent of n.
The value of c is allowed to vary from line to line.
Step 2: Now, we turn to the term S2, which we first rewrite in the form
S2 =
1
n
n∑
i=1
∫ 1
0
ϕiλ dλ,
where we define, for i = 1, . . . , n and λ ∈ [0, 1],
ϕiλ :=
[ δφ
δm
(
λmnζ + (1− λ)m0, ζi
)− δφ
δm
(m0, ζi)
]
− E˜
[
δφ
δm
(
λmnζ + (1− λ)m0, ζ˜
)− δφ
δm
(
m0, ζ˜
)]
,
(5.29)
and where the expectation E˜ is taken over the random variable ζ˜, which has the same distribution
as ζ1 and which is independent of ζ. Now, we have
|S2|4 ≤ n−4
∫ 1
0
(
n∑
i=1
ϕiλ
)4
dλ,
so we focus on estimating the integrand for a fixed λ. We have( n∑
i=1
ϕiλ
)4
=
n∑
i=1
(ϕiλ)
4 + 3
∑
i 6=j
(ϕiλ)
2(ϕjλ)
2 + 4
∑
i 6=j
ϕiλ(ϕ
j
λ)
3
+ 6
∑
i1,i2,i3 distinct
ϕi1λ ϕ
i2
λ (ϕ
i3
λ )
2 +
∑
i1,i2,i3,i4 distinct
ϕi1λ ϕ
i2
λ ϕ
i3
λ ϕ
i4
λ .
(5.30)
Noting that ϕiλ is bounded, uniformly in i and λ, we bound the first three terms on the right-hand
side by cn2. The only difficulty is to upper bound the last two terms.
Step 3: We start with the sum over i1, i2, i3 distinct. We let, for any (i1, i2, i3) ∈ {1, . . . , n}3,
m
n,−(i1,i2,i3)
ζ =
1
n−3
∑
ℓ 6=i1,i2,i3
δζℓ . We then observe that[ δφ
δm
(
λmnζ + (1− λ)m0, ζi
)− δφ
δm
(
m0, ζi
)]
−
[ δφ
δm
(
λm
n,−(i1,i2,i3)
ζ + (1− λ)m0, ζi
)− δφ
δm
(
m0, ζi
)]
=
[ δφ
δm
(
λmnζ + (1− λ)m0, ζi
)− δφ
δm
(
λm
n,−(i1,i2,i3)
ζ + (1− λ)m0, ζi
)]
=
∫ 1
0
ds
∫
Rd
δ2φ
δm2
(
sλmnζ + (1− s)λmn,−(i1,i2,i3)ζ + (1− λ)m0, ζi, v
)
d
(
mnζ −mn,−(i1,i2,i3)ζ
)
(v).
Now,
mnζ −mn,−(i1,i2,ip)ζ =
1
n
∑
j=i1,i2,i3
δζj −
3
n(n− 3)
∑
j 6=i1,i2,i3
δζj , (5.31)
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and then, since δ2φ/δm2 is bounded, we get∣∣∣∣[ δφδm(λmnζ + (1− λ)m0, ζi)− δφδm(m0, ζi)]
−
[ δφ
δm
(
λm
n,−(i1,i2,i3)
ζ + (1− λ)m0, ζi
)− δφ
δm
(
m0, ζi
)]∣∣∣∣ ≤ cn.
Proceeding in the same way for the term containing ζ˜ in (5.29), we get
|ϕiλ − ϕi,−(i1,i2,i3)λ | ≤
c
n
,
where
ϕ
i,−(i1,i2,i3)
λ =
[ δφ
δm
(
λm
n,−(i1,i2,i3)
ζ + (1− λ)m0, ζi
)− δφ
δm
(m0, ζi)
]
− E˜
[[ δφ
δm
(
λm
n,−(i1,i2,i3)
ζ + (1− λ)m0, ζ˜
)− δφ
δm
(
m0, ζ˜
)]]
.
Therefore,
E
 ∑
i1,i2,i3 distinct
ϕi1λ ϕ
i2
λ (ϕ
i3
λ )
2

≤ cn2 + E
[ ∑
i1,i2,i3 distinct
ϕ
i1,−(i1,i2,i3)
λ ϕ
i2,−(i1,i2,i3)
λ (ϕ
i3,−(i1,i2,i3)
λ )
2
]
,
and it is clear, by a conditional independence argument, that the last sum is in fact zero. This
shows that the left-hand side is less than cn2.
Step 4: It now remains to study the sum over distinct i1, · · · , i4 in (5.30). To do so, we may
define in a similar manner ϕ
i,−(i1,...,i4)
λ for (i1, . . . , i4) ∈ {1, · · · , n}4. Notice first that, for any
(i1, . . . , i4),
ϕi1λ ϕ
i2
λ ϕ
i3
λ ϕ
i4
λ =ϕ
i1,−(i1,...,i4)
λ ϕ
i2,−(i1,...,i4)
λ ϕ
i3,−(i1,...,i4)
λ ϕ
i4,−(i1,...,i4)
λ (5.32)
+
4∑
j=1
(ϕ
ij
λ − ϕ
ij ,−(i1,...,i4)
λ )
4∏
k=1
k 6=j
ϕ
ik,−(i1,...,i4)
λ + S3,
where S3 is a sum of terms that involve a product of four terms, at least two of which are of the
form (ϕ
ij
λ − ϕ
ij ,−(i1,...,i4)
λ ) for some j, and the rest are of the form ϕ
ij
λ or ϕ
ij ,−(i1,...,i4)
λ . But since
|ϕijλ − ϕ
ij ,−(i1,...,i4)
λ | ≤ c/n, and since the first term on the right-hand side of (5.32) has mean
zero, we find
E
[ ∑
i1,i2,i3,i4 distinct
ϕi1λ ϕ
i2
λ ϕ
i3
λ ϕ
i4
λ
]
≤ cn2 + E
[ ∑
i1,...,i4 distinct
4∑
j=1
(ϕ
ij
λ − ϕ
ij ,−(i1,...,i4)
λ )
4∏
k=1
k 6=j
ϕ
ik,−(i1,...,i4)
λ
]
.
(5.33)
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Returning to the proof of the third step but using in addition the W1-Lipschitz property of
δ2φ/δm2 with respect to the measure argument, we can write:
ϕiλ − ϕi,−(i1,...,i4)λ
=
∫ 1
0
ds
∫
Rd
δ2φ
δm2
(
λm
n,−(i1,...,i4)
ζ + (1− λ)m0, ζi, v
)
d
(
mnζ −mn,−(i1,...,i4)ζ
)
(v)
− E˜
∫ 1
0
ds
∫
Rd
δ2φ
δm2
(
λm
n,−(i1,...,i4)
ζ + (1− λ)m0, ζ˜, v
)
d
(
mnζ −mn,−(i1,...,i4)ζ
)
(v)
+ εi1,...,i4n ,
(5.34)
where
|εi1,...,i4n | ≤
c
n2
(|ζi1 |+ . . . + |ζi4 |)+ cn3
n∑
j=1
|ζj|.
Following (5.31), we can write the difference ϕiλ − ϕi,−(i1,...,i4)λ in the form
ϕiλ − ϕi,−(i1,...,i4)λ =
1
n
4∑
j=1
F
(
m
n,−(i1,...,i4)
ζ , ζi, ζij
)
+
1
n
G
(
m
n,−(i1,...,i4)
ζ , ζi
)
+ εi1,...,i4n ,
for bounded measurable functions F and G. Now note that F
(
m
n,−(i1,...,i4)
ζ , ζik , ζij
)
is measurable
with respect to (ζℓ : ℓ ∈ {i1, . . . , i4}c ∪ {ik, ij}), for k, j ∈ {1, . . . , 4}, and similarly for the G
term. On the other hand, for k = 1, . . . , 4,
E[ϕ
ik ,−(i1,...,i4)
λ | (ζℓ : ℓ 6= ik)] = 0.
Hence, for each j ∈ {1, . . . , 4} and each i1, . . . , i4 distinct, we find that the corresponding term
in (5.33) simplifies in the sense that
E
 4∑
j=1
(ϕ
ij
λ − ϕ
ij ,−(i1,...,i4)
λ − ǫi1,...,i4n )
4∏
k=1
k 6=j
ϕ
ik,−(i1,...,i4)
λ
 = 0.
This finally lets us bound the (i1, . . . , i4)-term in (5.33) by cE[ǫ
i1,...,i4
n ] ≤ cn−2E[|ζ1|], which
completes the proof. 
6. A linear-quadratic example
This section discusses an explicitly solvable model that does not satisfy Assumption A.
Nonetheless, we show that our strategy for deriving the central limit theorem by comparison
with a more classical McKean-Vlasov system is still successful.
6.1. Description of the model. Consider the mean field game model of systemic risk proposed
in [10]. Here, d = 1, σ and σ0 are positive constants, the action space A = R, and for some
g¯, ǫ, b¯ > 0 and 0 ≤ q2 ≤ ǫ we have
b(x,m, a) = b¯(m− x) + a,
f(x,m, a) =
1
2
a2 − qa(m− x) + ǫ
2
(m− x)2,
g(x,m) =
g¯
2
(m− x)2,
where m =
∫
R
y dm(y). Both the drift and cost functions induce a herding behavior toward the
population average; see [10] for a thorough discussion.
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It was shown in [10, (3.24)] that the unique closed loop Nash equilibrium dynamics is given
by:
αit =
[
q + ϕnt
(
1− 1
n
)]
(X t −Xit), t ∈ [0, T ], (6.1)
where Xt =
1
n
∑n
i=1X
i
t , and where ϕ
n is the unique solution to the Riccati equation:
ϕ˙nt = 2(b¯+ q)ϕ
n
t +
(
1− 1
n2
)
|ϕnt |2 − (ǫ− q2), ϕnT = g¯.
The explicit solution takes the form
ϕnt =
−(ǫ− q2)
(
e(δ
+
n−δ
−
n )(T−t) − 1
)
− g¯
(
δ+n e
(δ+n−δ
−
n )(T−t) − δ−n
)
(
δ−n e(δ
+
n−δ
−
n )(T−t) − δ+n
)
− g¯ (1− 1
n2
) (
e(δ
+
n −δ
−
n )(T−t) − 1
) , (6.2)
where
δ±n = −(b¯+ q)±
√
(b¯+ q)2 +
(
1− 1
n2
)
(ǫ− q2). (6.3)
In particular, the Nash equilibrium state process is given by the solution X = (X1, . . . ,Xn) of
the SDE system:
dXit =
(
b¯+ q + ϕnt
(
1− 1
n
))
(X t −Xit)dt+ σdBit + σ0dWt, t ∈ [0, T ]. (6.4)
It is straightforward to show that ϕnt → ϕ∞t as n→∞, uniformly in t ∈ [0, T ], where ϕ∞ is
the unique solution to the Riccati equation
ϕ˙∞t = 2(b¯+ q)ϕ
∞
t + |ϕ∞t |2 − (ǫ− q2), ϕ∞T = g¯.
The explicit solution is of the same form given by (6.2) and (6.3), with n = ∞. It follows that
X = (X1, . . . ,Xn) should be “close” in some sense to the solution Y = (Y 1, . . . , Y n) of the
auxiliary SDE system:
dY it = (b¯+ q + ϕ
∞
t )(Y t − Y it )dt+ σdBit + σ0dWt, (6.5)
initialized at the same points Y i0 = X
i
0. Of course, it should be noted that the process Y plays
here the same role as the process X in (4.1), the solution U to the master equation being given
in the current framework by:
U(t, x,m) =
ϕ∞t
2
(
m− x)2.
In this regard, the fact thatX and Y should be “close” is completely analogous to the statements
of Theorems 4.2 and 4.6.
In fact, there are two ways to compare X and Y . One is to use the explicit expressions for
their solutions. Another strategy, which we prefer, is to compare (6.4) and (6.5) and use the fact
that X0 = Y0, applying Gronwall’s inequality to deduce that there exists a constant C < ∞
such that
1
n
n∑
i=1
‖Xi − Y i‖∞ ≤ C
∥∥∥∥(1− 1n
)
ϕn − ϕ∞
∥∥∥∥
∞
1
n
n∑
i=1
‖Xi‖∞, a.s., (6.6)
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where, as usual, ‖ · ‖∞ denotes the supremum norm on [0, T ]. On the other hand, the equation
(6.4) and Gronwall’s inequality together yield
1
n
n∑
i=1
‖Xi‖∞ ≤ C
(
1 +
1
n
n∑
i=1
|Xi0|+
1
n
n∑
i=1
‖Bi‖∞ + ‖W‖∞
)
, a.s.
As soon as Xi0 are i.i.d. and subgaussian (e.g., E[exp(κ|X10 |2)] < ∞ for some κ > 0), we find
a uniform subgaussian bound on these averages; that is, there exist constants C < ∞, δ > 0,
independent of n, such that
P
(
1
n
n∑
i=1
‖Xi‖∞ > a
)
≤ exp(−δ2a2), for all a ≥ C, n ∈ N.
Assuming without any loss of generality that the constant C in the last display coincides with
the one in (6.6), and letting rn = C
∥∥(1− 1n)ϕn − ϕ∞∥∥∞, we find that, for a ≥ Crn,
P
(W1,Cd(mnX ,mnY ) > a) ≤ P
(
1
n
n∑
i=1
‖Xi − Y i‖∞ > a
)
≤ P
(
rn
n
n∑
i=1
‖Xi‖∞ > a
)
≤ exp
(
−δ
2a2
r2n
)
. (6.7)
It is straightforward to check that rn = O(1/n), which implies in particular (4.9).
6.2. Derivation of the CLT. Following our study in Section 5, the key estimate (6.7) is
sufficient to transfer a central limit theorem from the classical McKean-Vlasov particle system
Y over to the Nash system X. Still, the derivation of the CLT suffers from the fact that the
drift is unbounded, which prevents us from directly applying the results of Section 5. We explain
below how to adapt the arguments.
The first step in the analysis is to check that the tightness property, as stated in Proposition
5.3, remains true. In fact, the main point is to revisit (5.13). For λ ≥ 1, we have∥∥φ′′∥∥
1+λ,2λ
+
∥∥φ′∥∥
1+λ,2λ
≤ C∥∥φ∥∥
2+2λ,λ
,∥∥φ′ b˜(t, ·, µ)∥∥
1+λ,2λ
≤ C∥∥φ∥∥
2+2λ,λ
,
where b˜(t, x, µ) is here given by (b¯+ q + ϕ∞t )(x− µ).
Similar to (5.12), we let[G(t,m, µ)φ](v) = −(b+ q + ϕ∞t )〈µ, φ′〉v.
It is then easily checked that the first line in (5.13) remains true. The rest of the proof of
tightness, see the statement of Proposition 5.3, is similar. Importantly, it holds true for values
of λ greater than or equal to ⌊d/2⌋ + 1 (which is here equal to 1), and not only for λ = 1,
provided the constraint p′ > 12λ in the statement of Theorem 3.2 is modified accordingly.
The second step, which is in fact more difficult, is the identification of the limit. The first
point is to write down the corresponding equation (5.21). The difficulty is twofold: first, the
function v 7→ [G(t,m, µ)φ](v) is not in H2λ+4,λ when λ = 1; second, when the test function φ
is in the space H2λ+4,λ, the function φ′b˜(t, ·, µ) may not belong to H2λ+2,λ because of the term
xφ′(x) in φ′(x)˜b(t, x, µ). The first difficulty may be easily circumvented by choosing λ > 3/2,
in which case the identity function Id : v 7→ v indeed belongs to H2λ+4,λ; as already explained,
this mostly requires us to change p′ accordingly.
A CENTRAL LIMIT THEOREM FOR MEAN FIELD GAMES 43
It is more challenging to deal with the fact that the function x 7→ xφ′(x) does not belong
to H2λ+2,λ. The key point is to modify the space of test functions. Indeed, if we assume that φ
is in the space H2λ+4,λ−1, then the function φ′b˜(t, ·, µ) is H2λ+2,λ. For this, it suffices to write
down the analogue of (5.22), but in a smaller space of test functions. Specifically, this takes the
form
d
〈
St, φ
〉
= (b¯+ q + ϕ∞t )
[〈
St, φ
′ × (Id− µ¯t)
〉− 〈St, Id〉〈µt, φ′〉]dt
+ 12
〈
St, (σ
2 + σ20)φ
′′
〉
dt+ σ0
〈
St, φ
′
〉
dWt + dξt(φ),
(6.8)
for φ in the space H2λ+4,λ−1.
Of course, the difficulty is then to prove uniqueness of the limiting equation. By linearity of
the equation, it suffices to prove that any solution (St)t∈[0,T ] in H−(2λ+2),λ to the above equation,
with a null initial condition and with ξ set to 0, is null. To do so, we assume that λ > 5/2 (say
λ = 3 to simplify). Choosing φ ≡ 1 as test function, it is clear that 〈St, 1〉 = 0. Then, choosing
φ as the identity Id : x 7→ φ(x) = x as test function, we obtain d〈St, Id〉 = 0 The next step is
to take advantage of the linear structure of the drift. Indeed, for any t ∈ [0, T ] and any test
function φ ∈ H2λ+4,λ−1, we may consider the new test function φt : R ∋ x 7→ φ(ℓtx), where
ℓt = exp
(
−
∫ t
0
(
b¯+ q + ϕ∞s
)
ds
)
.
We then compute d〈St, φt〉 as
d
〈
St, φt〉 = −ℓt(b¯+ q + ϕ∞t )µt
〈
St, φ
′(ℓt·)
〉
dt
+
ℓ2t
2
〈
St, (σ
2 + σ20)φ
′′(ℓt·)
〉
dt+ σ0ℓt
〈
St, φ
′(ℓt·)
〉
dWt, t ∈ [0, T ].
(6.9)
In order to conclude, we call S′t the element of H−(2λ+2),λ defined by〈
S′t, ψ
〉
=
〈
St, ψ(ℓt·)
〉
.
With this notation in hand, we can write
d
〈
S′t, φ〉 = −ℓt(b¯+ q + ϕ∞t )µt
〈
S′t, φ
′
〉
dt
+
ℓ2t
2
〈
S′t, (σ
2 + σ20)φ
′′
〉
dt+ σ0ℓt
〈
S′t, φ
′
〉
dWt, t ∈ [0, T ].
Obviously, S′0 = 0. Once again, the above holds true for any test function φ ∈ H2λ+4,λ−1, but,
since the drift no longer involves the function x 7→ φ′(x)x, it also holds true for any test function
φ ∈ H2λ+4,λ. Now, we can use the same argument in the proof of uniqueness in Section 5 to
show that, necessarily, S′ is null.
6.3. Explicit solution of the SPDE. We now provide an explicit expression for the solution
to (6.8). To do so, we first notice that, in the above framework, the limiting McKean-Vlasov
equation takes the form
dXt = (b¯+ q + ϕ∞t )(µt − Xt)dt+ σdB1t + σ0dWt, t ∈ [0, T ], (6.10)
where µt = L(Xt|W ) and µt = E[Xt|W ]. Equation (6.10) is the analogue of (2.11). Taking the
conditional mean with respect to W in (6.10), we deduce that µt = µ0 + σ0Wt, for t ∈ [0, T ].
Also, we have
d
(Xt − µt) = −(b¯+ q + ϕ∞t )(Xt − µt)dt+ σdB1t ,
that is,
Xt − µt = ℓt
(
X0 − µ0 + σ
∫ t
0
ℓ−1s dB
1
s
)
,
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which shows that, conditional on (X0,W ), Xt has a Gaussian distribution. We then get
µt =
∫
R
N
(
ℓtx+ (1− ℓt)µ0 + σ0Wt, σ2ℓ2t
∫ t
0
ℓ−2s ds
)
dµ0(x).
In particular, µt has a smooth density, with which we identify it.
Recall from Section 3.2 the expression of the Gaussian process ξ in terms of a cylindrical
white noise β with values in L2(R), independent of (θ0,W ). Taking φ = Id in (6.8), we get as
in the previous paragraph that d
〈
St, Id
〉
= σ〈√µt, dβt〉. That is,〈
St, Id
〉
=
〈
θ0, Id
〉
+ σ
∫ t
0
〈√µs, dβs〉. (6.11)
Observe that, in the last term, the process (
∫ t
0 〈
√
µ
s
, dβs〉)t∈[0,T ] is a standard Brownian motion.
Now, performing the same computation as in (6.9), we have for any φ ∈ H2λ+4,λ−1,
d
〈
St, φt〉 = −ℓt(b¯+ q + ϕ∞t )µt
〈
St, φ
′(ℓt·)
〉
dt− ℓt(b¯+ q + ϕ∞t )
〈
St, Id
〉〈
µt, φ
′(ℓt·)
〉
dt
+
ℓ2t
2
〈
St, (σ
2 + σ20)φ
′′(ℓt·)
〉
dt+ σ0ℓt
〈
St, φ
′(ℓt·)
〉
dWt + σℓt
〈√
µt(·)φ′(ℓt·), dβt(·)
〉
,
where φt(·) = φ(ℓt·). For t ∈ [0, T ], let S˜t denote the element of H−(2λ+2),λ given by 〈S˜t, φ〉 =
〈St, φ(ℓt·)〉, for φ ∈ H2λ+2,λ. Then, for φ ∈ H2λ+4,λ−1,
d
〈
S˜t, φ〉 = −ℓt(b¯+ q + ϕ∞t )µt
〈
S˜t, φ
′
〉
dt− ℓt(b¯+ q + ϕ∞t )
〈
St, Id
〉〈
µt, φ
′(ℓt·)
〉
dt
+
ℓ2t
2
〈
S˜t, (σ
2 + σ20)φ
′′
〉
dt+ σ0ℓt
〈
S˜t, φ
′
〉
dWt + σℓt
〈√
µt(·)φ′(ℓt·), dβt(·)
〉
= −ℓt(b¯+ q + ϕ∞t )µt
〈
S˜t, φ
′
〉
dt− (b¯+ q + ϕ∞t )
〈
St, Id
〉〈
µt
( ·
ℓt
)
, φ′(·)〉dt
+
ℓ2t
2
〈
S˜t, (σ
2 + σ20)φ
′′
〉
dt+ σ0ℓt
〈
S˜t, φ
′
〉
dWt + σ
√
ℓt
〈√
µt(
·
ℓt
)φ′(·), dβ˜t(·)
〉
,
(6.12)
where β˜ is a cylindrical Brownian motion with values in L2(R), independent of (θ0,W ), given
by
〈φ(·), dβ˜t(·)〉 =
√
ℓt〈φ(ℓt·), dβt(·)〉.
In particular, the stochastic term 〈√µ
t
, dβt〉 in the representation formula (6.11) may be rewrit-
ten as 〈√µ
t
, dβt〉 =
√
ℓt〈
√
µt(·/ℓt), dβ˜t(·)〉.
Letting ψt = −
∫ t
0 ℓs
(
b¯+ q + ϕ∞s
)
µ¯sds+
∫ t
0 σ0ℓsdWs for t ∈ [0, T ], this prompts us to let, as
a candidate for solving (6.12),
S˜t(x) =
〈
θ0, g0,t(· − x)
〉− ∫ t
0
(
b¯+ q + ϕ∞s
)〈
Ss, Id
〉〈
g′s,t(· − x), µs
( ·
ℓs
)〉
ds
+
∫ t
0
σ
√
ℓs
〈
g′s,t(· − x)
√
µs
( ·
ℓs
)
, dβ˜s(·)
〉
,
which makes sense in a distributional sense, with
gs,t(x) =
1√
σ2
∫ t
s ℓ
2
rdr
Φ
(
x+ ψt − ψs√
σ2
∫ t
s ℓ
2
rdr
)
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where Φ is the standard Gaussian density. To make it clear, for φ ∈ H2λ+2,λ,
〈
S˜t, φ
〉
=
〈
θ0, g0,t ∗ φ
〉− ∫ t
0
(
b¯+ q + ϕ∞s
)〈
Ss, Id
〉〈
gs,t ∗ φ′, µs
( ·
ℓs
)〉
ds
+
∫ t
0
σ
√
ℓs
〈(
gs,t ∗ φ′
)
(·)
√
µs
( ·
ℓs
)
, dβ˜s(·)
〉
,
(6.13)
where ∗ is the usual convolution operator. We prove below that this defines a square-integrable
process with values in C([0, T ];H−(2λ+2),λ). Then, by standard arguments in stochastic calculus,
((gs,t ∗ φ)(x))t≥s is a semi-martingale for any x ∈ Rd and any φ ∈ H2,λ+1 and, with probability
1,
dt
(
gs,t ∗ φ
)
(x) = −ℓt(b¯+ q + ϕ∞t )µt
(
gs,t ∗ φ′
)
(x)
+
ℓ2t
2
σ2
(
gs,t ∗ φ′′
)
(x)dt+ σ0ℓt
(
gs,t ∗ φ′
)
(x)dWt, t ≥ s,
with φ(x) as initial condition. Following the proof of the Itoˆ-Wentzell formula (see, for instance,
[26]), we deduce that (6.12) holds true for φ ∈ H2λ+4,λ−1. By (6.9), this suffices to identify the
limit in the central limit theorem.
It then remains to check that (6.13) defines a square-integrable process with values in
C([0, T ];H2λ+2,λ). This is easily checked for the first two terms in the right-hand side, but the
verification for the last term is more involved. To prove that it generates a square-integrable
process with values in C([0, T ];H−(2λ+2),λ), it suffices to prove that
E
[
sup
0≤t≤T
∣∣∣∣∫ t
0
√
ℓs
〈(
gs,t ∗ φ′
)
(·)
√
µs
( ·
ℓs
)
, dβ˜s(·)
〉∣∣∣∣2] ≤ C‖φ‖22,λ+1,
and then to use the fact the embedding from H2+2λ,λ into H2,λ+1 is Hilbert Schmidt. To do so,
we use the factorization method for SPDEs, see [16, Chapter 7]. Notice indeed that, for ε > 0
small enough and for φ ∈ H2,λ+1,
∫ t
0
√
ℓs
〈(
gs,t ∗ φ′
)
(·)
√
µs
( ·
ℓs
)
, dβ˜s(·)
〉
= cε
∫ t
0
(t− r)−1+ε
[∫
R
gr,t(x)
(∫ r
0
〈
(r − s)−ε(gs,r ∗ φ′)(· − x)√ℓs√µs( ·
ℓs
)
, dβ˜s(·)
〉)
dx
]
dr,
where cε is a normalization constant such that cε
∫ t
s (t − r)−1+ε(r − s)−εdr = 1. By Ho¨lder’s
inequality, we notice that, for q > 1, the right-hand side is less than
cε
(∫ t
0
∫
R
(t− r)(−1+ε)q/(q−1)(1 + |x|λ+3)q/(q−1)gq/(q−1)r,t (x) dr dx)(q−1)/q
×
(∫ T
0
∫
R
(
1 + |x|λ+3)−q∣∣∣∣∫ r
0
〈
(r − s)−ε(gs,r ∗ φ′)(· − x)√ℓs√µs( ·
ℓs
)
, dβ˜s(·)
〉∣∣∣∣qdx)1/qdr.
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Choosing q large enough, we can find a constant C (the value of which is allowed to change from
line to line), independent of t ∈ [0, T ], such that∫ t
0
∫
R
(t− r)(−1+ε)q/(q−1)(1 + |x|λ+3)q/(q−1)gq/(q−1)r,t (x)drdx
≤ C(1 + sup
s∈[0,T ]
|ψs|
)(λ+3)q/(q−1) ∫ t
0
(t− r)−1+ε/2
≤ C(1 + sup
s∈[0,T ]
|ψs|
)(λ+3)q/(q−1)
.
Hence, it suffices to prove that, for any q ≥ 2,
sup
r∈[0,T ]
E
[∫
R
(
1 + |x|λ+3)−q∣∣∣∣∫ r
0
〈
(r − s)−ε(gs,r ∗ φ′)(· − x)√ℓs√µs( ·
ℓs
)
, dβ˜s(·)
〉∣∣∣∣qdx] <∞.
For r ∈ [0, T ], the Burkholder-Davis-Gundy inequality and boundedness of ℓ yield
E
[∫
R
(
1 + |x|λ+3)−q∣∣∣∣∫ r
0
〈
(r − s)−ε(gs,r ∗ φ′)(· − x)√ℓs√µs( ·
ℓs
)
, dβ˜s(·)
〉∣∣∣∣qdx]
≤ CE
[∫
R
(
1 + |x|λ+3)−q∣∣∣∣∫ r
0
∫
R
(r − s)−2ε∣∣(gs,r ∗ φ′)(y − x)∣∣2µs( y
ℓs
)
ds dy
∣∣∣∣q/2dx]
≤ CE
[∫ r
0
∫
R
∫
R
(
1 + |x|λ+3)−q(r − s)−2ε∣∣(gs,r ∗ φ′)(y − x)∣∣qµs( y
ℓs
)
ds dx dy
]
.
Noticing from (5.5) that |(gs,r ∗ φ′)(x)| ≤ C‖φ‖2,λ+1(1 + |x| + supt∈[0,T ] |ψt|)λ+1, the proof is
easily completed.
Appendix A. On derivatives on Wasserstein space
In this section we state two simple but useful technical results on the derivative Dm, and we
prove two results from the body of the paper.
Lemma A.1. For any function V = V (x,m) : Rd × Pq(Rd)→ R, we have
DxDmV (x,m, v) = DmDxV (x,m, v), for all v ∈ Rd,
as long as the derivatives on both sides exist and are jointly continuous. More precisely, as-
sume that V is C 1 in the sense of Section 2.2, that the derivatives Dx(δV/δm), DxV , and
δ(DxV )/δm exist, and that for every compact set K ⊂ Pq(Rd) there exists c < ∞ such that
supm∈K |Dx δVδm (x,m, v)| ≤ c(1 + |x|q + |v|q) for all x, v ∈ Rd.
Proof. Fix x ∈ Rd, m,m′ ∈ Pq(Rd), and for t ∈ [0, 1] let mt = (1− t)m+ tm′. Then by (2.2),
V (x,m′)− V (x,m) =
∫ 1
0
∫
Rd
δV
δm
(x,mt, v)(m′ −m)(dv)dt.
Apply Dx to both sides and use dominated convergence to interchange the order of Dx and the
integral to get
DxV (x,m
′)−DxV (x,m) =
∫ 1
0
∫
Rd
Dx
δV
δm
(x,mt, v)(m′ −m)(dv)dt.
Another application of (2.2) shows that for every v ∈ Rd,
δDxV
δm
(x,m, v) = Dx
δV
δm
(x,m, v).
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To conclude the proof, apply Dv to both sides, commute Dv and Dx on the right-hand side, and
use the definition of Dm from (2.4). 
Lemma A.2. Suppose a function V : [0, T ] × Rd × Pq(Rd) → R is continuous. Suppose also
that DxV and DmV exist and are continuous and bounded. Then there exists C <∞ such that,
for all (t, x,m),
|V (t, x,m)| ≤ C (1 + |x|+W1(m, δ0)) ,
where W1 is the Wasserstein distance on P(Rd) defined in Section 2.1.
Proof. Begin by writing
V (t, x,m) − V (t, 0, δ0)
=
∫ 1
0
(
x ·DxV (t, ux, (1 − u)δ0 + um) +
∫
Rd
δV
δm
(t, ux, (1 − u)δ0 + um, v)(m − δ0)(dv)
)
du.
Since |DmV | is bounded, say by a constant L < ∞, the map v 7→ δVδm (t, x,m, v) is L-Lipschitz,
for each (t, x,m). Hence, Kantorovich duality implies∣∣∣∣∫
Rd
δV
δm
(t, ux, (1 − u)δ0 + um, v)(m − δ0)(dv)
∣∣∣∣ ≤ LW1(m, δ0).
If C <∞ satisfies |DxV | ≤ C pointwise, then we conclude
|V (t, x,m)| ≤ |V (t, 0, δ0)|+ C|x|+ LW1(m, δ0).
To complete the proof, note that the continuous function V (·, 0, δ0) is bounded on [0, T ]. 
Proof of Proposition 2.1. Let m ∈ Pq(Rd) and x = (x1, . . . , xn) ∈ (Rd)n. By continuity,
it suffices to prove the claims assuming the points x1, . . . , xn ∈ Rd are distinct. Fix an index
j ∈ {1, . . . , n} and a bounded continuous function φ : Rd → Rd, to be specified later. We claim
that, under the assumptions of part (i),
lim
h↓0
V (m ◦ (Id + hφ)−1)− V (m)
h
=
∫
Rd
DmV (m, v) · φ(v)m(dv) (A.1)
holds, where Id denotes the identity map on Rd. Once (A.1) is proven, we complete the proof
as follows. For a fixed vector v ∈ Rd we may choose φ such that φ(xj) = v while φ(xi) = 0 for
i 6= j. Let v ∈ (Rd)n have jth coordinate equal to v and ith coordinate zero for i 6= j. Then
un(x) = V (m
n
x) satisfies
lim
h↓0
un(x+ hv)− un(x)
h
= lim
h↓0
V (mnx ◦ (Id + hφ)−1)− V (mnx)
h
=
1
n
n∑
k=1
DmV (m
n
x, xk) · φ(xk)
=
1
n
DmV (m
n
x, xj) · v.
This proves (i). Under the additional assumptions, (ii) follows by applying (i) again.
It remains to prove (A.1). For h > 0, t ∈ [0, 1], and m ∈ Pq(Rd), let mh,t = tm ◦ (Id +
hφ)−1 + (1 − t)m. Then, using (2.2) and (2.4), respectively, in the first and third equalities
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below, we obtain
V (m ◦ (Id + hφ)−1 − V (m) =
∫ 1
0
∫
Rd
δV
δm
(mh,t, v) (m ◦ (Id + hφ)−1 −m)(dv) dt
=
∫ 1
0
∫
Rd
(
δV
δm
(mh,t, v + hφ(v)) − δV
δm
(mh,t, v)
)
m(dv) dt
= h
∫ 1
0
∫
Rd
∫ 1
0
DmV (mh,t, v + shφ(v)) · φ(v) dsm(dv) dt.
As h ↓ 0 we havemh,t → m and shφ(v)→ 0, and we deduce (A.1) from the bounded convergence
theorem and continuity of Dm. 
Proof of Proposition 4.1. We follow the proof of Proposition 6.3 in [6]. For fixed n ∈ N and
x ∈ Rd, recall that un,i(t,x) = U(t, xi,mnx), and use Proposition 2.1 and Lemma A.1 to derive,
for distinct i, j, k ∈ {1, . . . , n}
Dxiu
n,i(t,x) = DxU(t, xi,m
n
x) +
1
n
DmU(t, xi,m
n
x, xi) (A.2)
Dxju
n,i(t,x) =
1
n
DmU(t, xi,m
n
x, xj) (A.3)
D2xi,xiu
n,i(t,x) = D2xU(t, xi,m
n
x) +
1
n
DxDmU(t, xi,m
n
x, xi)
+
1
n
DvDmU(t, xi,m
n
x, xi) +
1
n2
D2mU(t, xi,m
n
x, xi, xi) (A.4)
D2xi,xju
n,i(t,x) =
1
n
DxDmU(t, xi,m
n
x, xj) +
1
n2
D2mU(t, xi,m
n
x, xi, xj) (A.5)
D2xj ,xju
n,i(t,x) =
1
n
DvDmU(t, xi,m
n
x, xj) +
1
n2
D2mU(t, xi,m
n
x, xj , xj) (A.6)
D2xj ,xku
n,i(t,x) =
1
n2
D2mU(t, xi,m
n
x, xj , xk). (A.7)
Use the master equation (2.10) to find
0 = ∂tu
n,i(t,x) + Φn,i(t,x) + Ψn,i(t,x) + Ξn,i(t,x),
where we define
Ψn,i(t,x) = H(x,mnx,DxU(t, xi,m
n
x)) +
∫
Rd
b̂ (v,mnx,DxU(t, v,m
n
x)) ·DmU(t, xi,mnx, v) dmnx(v),
Φn,i(t,x) =
1
2
∫
Rd
Tr
[
σσ⊤DvDmU(t, xi,m
n
x, v)
]
dmnx(v) +
1
2
Tr
[
σσ⊤D2xU(t, xi,m
n
x)
]
,
and
Ξn,i(t,x) =
1
2
∫
Rd
Tr
[
σ0σ
⊤
0 DvDmU(t, xi,m
n
x, v)
]
dmnx(v)
+
1
2
∫
Rd
∫
Rd
Tr
[
σ0σ
⊤
0 D
2
mU(t, xi,m
n
x, v, v
′)
]
dmnx(v) dm
n
x(v
′)
+
∫
Rd
Tr
[
σ0σ
⊤
0 DxDmU(t, xi,m
n
x, v)
]
dmnx(v) +
1
2
Tr
[
σ0σ
⊤
0 D
2
xU(t, xi,m
n
x)
]
.
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Now use (A.3), (A.2) and (2.8) to get
Ψn,i(t,x) =
1
n
n∑
j=1
b̂ (xj,m
n
x,DxU(t, xj ,m
n
x)) ·DmU(t, xi,mnx, xj)
+H(x,mnx,DxU(t, xi,m
n
x))
=
n∑
j=1,j 6=i
b̂ (xj ,m
n
x,DxU(t, xj ,m
n
x)) ·Dxjun,i(t,x)
+ b̂ (xi,m
n
x,DxU(t, xi,m
n
x)) ·
(
Dxiu
n,i(t,x)−DxU(t, xi,mnx)
)
+ b̂ (xi,m
n
x,DxU(t, xi,m
n
x)) ·DxU(t, xi,mnx) + f̂(xi,mnx,DxU(t, xi,mnx))
=
n∑
j=1
b̂ (xj ,m
n
x,DxU(t, xj ,m
n
x)) ·Dxjun,i(t,x) + f̂(xi,mnx,DxU(t, xi,mnx)).
Now, recall from Assumption A(5) that DmU and DxU are uniformly bounded. Thus, since
un,j(t,x) = U(t, xj ,m
n
x), we use (A.2) and (A.3) to obtain ‖Dxjun,i‖∞ ≤ C/n for j 6= i and
‖Dxiun,i‖∞ ≤ C. Moreover, b̂(x,m, y) and f̂(x,m, y) are locally Lipschitz in y by respectively
Assumptions A(1) and either Assumption B or B’(3). Hence, using (A.2), we have∣∣∣∣∣∣Ψn,i(t,x)−
n∑
j=1
b̂
(
xj ,m
n
x,Dxju
n,j(t,x)
) ·Dxjun,i(t,x)− f̂ (xi,mnx,Dxiun,i(t,x))
∣∣∣∣∣∣
≤ C
n∑
j=1
∣∣Dxjun,i(t,x)∣∣ ∣∣DxU(t, xj ,mnx)−Dxjun,j(t,x)∣∣
+ C
(
1 + |DxU(t, xi,mnx)|+ |Dxiun,i(t,x)|
) ∣∣DxU(t, xi,mnx)−Dxiun,i(t,x)∣∣
≤ C
n
n∑
j=1
∣∣Dxjun,i(t,x)∣∣ |DmU(t, xj ,mnx, xj)|+ Cn |DmU(t, xi,mnx, xi)|
≤ C
n
.
The argument for the volatility terms is similar, but somewhat more involved. Expand the
integrals and use (A.4) and (A.6) to get
Φn,i(t,x) =
1
n
n∑
j=1
1
2
Tr
[
σσ⊤DvDmU(t, xi,m
n
x, xj)
]
+
1
2
Tr
[
σσ⊤D2xU(t, xi,m
n
x)
]
=
1
2
Tr
[
σσ⊤
(
D2xU(t, xi,m
n
x) +
1
n
DvDmU(t, xi,m
n
x, xi)
)]
+
1
n
n∑
j=1,j 6=i
1
2
Tr
[
σσ⊤DvDmU(t, xi,m
n
x, xj)
]
=
1
2
Tr
[
σσ⊤
(
D2xi,xiu
n,i(t,x)− 1
n
DxDmU(t, xi,m
n
x, xi)−
1
n2
D2mU(t, xi,m
n
x, xi, xi)
)]
+
n∑
j=1,j 6=i
1
2
Tr
[
σσ⊤
(
D2xj ,xju
n,i(t,x)− 1
n2
D2mU(t, xi,m
n
x, xj , xj)
)]
.
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Hence, using the bounds from Assumption A(5), we obtain∣∣∣∣∣∣Φn,i(t,x)−
n∑
j=1
1
2
Tr
[
σσ⊤D2xj ,xju
n,i(t,x)
]∣∣∣∣∣∣
≤ 1
2n
∣∣∣∣σσ⊤(DxDmU(t, xi,mnx, xi) + 1nD2mU(t, xi,mnx, xi, xi)
)∣∣∣∣
+
1
2n2
n∑
j=1,j 6=i
∣∣∣σσ⊤D2mU(t, xi,mnx, xj , xj)∣∣∣
≤ C
n
.
Finally, we use (A.4), (A.5), (A.6), and (A.7) to get
Ξn,i(t,x) =
1
n
n∑
j=1
1
2
Tr
[
σ0σ
⊤
0 DvDmU(t, xi,m
n
x, xj)
]
+
1
n2
n∑
j=1
n∑
k=1
1
2
Tr
[
σ0σ
⊤
0 D
2
mU(t, xi,m
n
x, xj , xk)
]
+
1
n
n∑
j=1
Tr
[
σ0σ
⊤
0 DxDmU(t, xi,m
n
x, xj)
]
+
1
2
Tr
[
σ0σ
⊤
0 D
2
xU(t, xi,m
n
x)
]
=
1
2
Tr
[
σ0σ
⊤
0
(
1
n
DvDmU(t, xi,m
n
x, xi) +
1
n
DxDmU(t, xi,m
n
x, xi)
+D2xU(t, xi,m
n
x) +
1
n2
D2mU(t, xi,m
n
x, xi, xi)
)]
+
1
2
n∑
j=1,j 6=i
Tr
[
σ0σ
⊤
0
(
1
n
DvDmU(t, xi,m
n
x, xj) +
1
n2
D2mU(t, xi,m
n
x, xj , xj)
)]
+
n∑
j=1,j 6=i
Tr
[
σ0σ
⊤
0
(
1
n
DxDmU(t, xi,m
n
x, xj) +
1
n2
D2mU(t, xi,m
n
x, xi, xj)
)]
+
1
2n2
n∑
j=1,j 6=i
n∑
k=1,k /∈{i,j}
Tr
[
σ0σ
⊤
0 D
2
mU(t, xi,m
n
x, xj , xk)
]
,
and then
Ξn,i(t,x) =
1
2
Tr
[
σ0σ
⊤
0 D
2
xi,xiu
n,i(t,x)
]
+
1
2
∑
j 6=i
Tr
[
σ0σ
⊤
0 D
2
xj ,xju
n,i(t,x)
]
+
∑
j 6=i
Tr
[
σ0σ
⊤
0 D
2
xi,xju
n,i(t,x)
]
+
1
2
n∑
j=1,j 6=i
∑
k/∈{i,j}
Tr
[
σ0σ
⊤
0 D
2
xj ,xk
un,i(t,x)
]
=
1
2
n∑
j=1
n∑
k=1
Tr
[
σ0σ
⊤
0 D
2
xj ,xk
un,i(t,x)
]
.
Complete the proof by combining the above results. 
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