A growing literature documents cyclical movements in mortality and health. We examine this pattern more closely and attempt to identify the mechanisms behind it. Specifically, we distinguish between mechanisms that rely on fluctuations in own employment or time use and those involving factors that are external to the individual. Our investigation suggests that changes in individuals' own behavior contribute very little to pro-cyclical mortality. Looking across broad age and gender groups, we find that own-group employment rates are not systematically related to own-group mortality. In addition, we find that most of the additional deaths that occur during times of economic growth are among the elderly, particularly elderly women, who have limited labor force attachment. Focusing on mortality among the elderly, we show that cyclicality is especially strong for deaths occurring in nursing homes, and is stronger in states where a higher fraction of the elderly reside in nursing homes. We also demonstrate that staffing in skilled nursing facilities moves counter-cyclically. Taken together, these findings suggest that cyclical fluctuations in the mortality rate are partly driven by fluctuations in the quality of health care.
Introduction
A series of influential papers by Christopher Ruhm (2000 Ruhm ( , 2003 Ruhm ( , 2005a Ruhm ( , 2005b ) document that recessions are -good for your health‖ -or more specifically, that mortality rates are pro-cyclical. These estimates are typically generated by regressions that exploit state-year panel data, and include state and year fixed effects and state-specific time trends. A typical estimate (from Ruhm (2000) ) suggests that a one percentage point increase in a state's unemployment rate leads to a 0.54% reduction in that's state's mortality rate. This is meaningfully large. When it is applied to U.S. mortality counts from 2006, it implies that a one percentage point increase in unemployment would lead to about 13,000 fewer annual deaths.
Ruhm's findings are widely cited in the health economics literature and have been echoed in work by Dehejia and Lleras-Muney (2004) who find that infant health outcomes and economic downturns are positively linked. In this paper we investigate the mechanisms that are behind this association. The most common interpretation has been that good economic times have a negative impact on individuals' health because of an increase in the opportunity cost of time, and the resulting changes in individuals' decisions about how to allocate their time. Ruhm (2005b) , for example, finds that obesity and smoking both exhibit a pro-cyclical pattern, and that diet and exercise also improve when the unemployment rate rises -patterns that are consistent with changes in the value of time associated with work.
1 However, pro-cyclical mortality could also be driven by other mechanisms that have not been fully explored.
The purpose of this paper is to shed light on those mechanisms. We are particularly interested in separating out the effects of changes in individual behavior that result from changes in one's own employment status from the effects of other factors that fluctuate with the unemployment rate. This distinction is important because of differences in the associated policy prescriptions. but understanding the underlying mechanisms will also shed light on a well known empirical puzzle--while mortality rates are pro-cyclical, job loss is known to have negative effects on individuals' health. Sullivan and von Wachter (2009) , for example, find that individuals who experience a job loss via a mass-layoff experience an increase in their mortality hazard that lasts over the next 20 years. As Ruhm (2008) notes, the estimated impact of individuals' own job loss can be reconciled with the aggregate patterns only if the aggregate fluctuations in mortality are not concentrated among those who change employment status.
This suggests that the mechanisms driving pro-cyclical mortality are more complex than a simple connection between own-employment and health.
In the next section, we describe our data and econometric methodology. In section III, we present our results, starting first with a replication and extension of Ruhm's basic analyses (Ruhm, 2000) , and then disaggregating by age, gender, and cause of death. Our regressions produce results that are consistent with earlier findings but suggest a previously neglected set of underlying mechanisms. We further explore these possibilities in the remainder of section III, and conclude in section IV.
II. Data and Methodology
We begin by replicating Ruhm's analysis with his own data which he generously shared with us.
The basic regression equation takes the following form:
where H is the natural log of the mortality rate in state j and year t, E is a measure of the state's economic health (usually the state unemployment rate), X is a vector of demographic controls including the fraction of the population who are: less than five years old, greater than 65 years old, high school dropouts, with some college, college graduates, black and Hispanic. Most of Ruhm's control variables come from the Census decadal counts and are interpolated in between Census years. The vector of year specific fixed effects, , captures national time effects, and the vector of state specific indicator variables, , controls for time-invariant state characteristics. State-specific time trends are also included. State unemployment rates are taken from unpublished statistics put together by the Bureau of Labor Statistics, and mortality rates come from Vital Statistics publications. The analysis is based on data from 1972-1991.
Our replication results are presented in the first column of Table 1 . We present estimates produced by both unweighted regressions and regressions weighted by state-year population, 2 although we find that weighting makes little difference in the magnitude of the estimated coefficient on the state unemployment rate, which is between -0.0054 and -0.0056. The estimates, which are nearly identical to Ruhm's, suggest that a one percentage point increase in the unemployment rate is associated with a 0.5 percent decrease in the predicted death rate.
In order to investigate the potential mechanisms behind pro-cyclical mortality, we will exploit both new data sources and additional years of data. The remaining columns of Table 1 In the fourth column of Table 1 , we replace Ruhm's unemployment variable with the CPS unemployment rate. We also replace some of Ruhm's control variables, which are interpolated between census years, with state-year measures of the same variables calculated from the CPS data. We add in a richer set of covariates to control of the state's age distribution. These changes have little effect on the estimated unemployment effect when the regressions are weighted, although they do increase the magnitude of the estimate in the unweighted regressions from -.004 to -.005.
Next, we extend the data through 2006 (column 5). We find that adding fifteen years of data cuts the estimated coefficient on the unemployment rate in half: the new coefficient estimate is between -0.002
(weighted) and -0.003 (unweighted), which suggests that the overall effect of the business cycle on 6 mortality may not be as large as previously thought. On the other hand, the smaller coefficient estimates may also result from other important changes that have occurred over the past fifteen years. In particular,
there have been remarkable increases in longevity -between 1978 and 2006, for example, the fraction of Americans over age 65 grew from 11 to 12.5 percent. If this shift in the age distribution occurred unevenly across states, then, given the tight correlation between mortality and age, controlling for these shifts could prove to be very important. Indeed, the age structure in different parts of the country has evolved quite differently over this time period. In California, the fraction of individuals over age 65
increased by less than a percentage point, from 10.0 to 10.8 percent, but in Michigan the fraction of residents over age 65 increased by 3 percentage points, from 9.5 to 12.5 percent.
One way to account for this phenomenon is to replace the dependent variable with the log of an age-adjusted mortality rate. Consider the mortality rate for state j in a given year t, and note that it can be written as the sum of each age-specific mortality rate weighted by the fraction of individuals in each age interval In order to abstract from within state-year changes in f ajt , we replace the variable with the 1990 nationwide fraction of individuals in each age category, f a- US-1990 . This creates a measure of the state-year mortality rate that holds the age distribution constant and is defined only by the state-year cell's relative number of deaths. Figure 1 , which plots our age-adjusted and unadjusted mortality rates over time,
suggests that the adjustment may be important: because the U.S. population is aging, the unadjusted series appears to be relatively flat, while the age-adjusted series shows a fairly dramatic decline over time.
Replacing the unadjusted mortality variable with an age adjusted mortality rate turns out to have important effects on our estimates. In column 6, the estimated coefficient on the unemployment rate moves back up to -0.0033. State-specific shifts in the age distribution are clearly correlated with state-level unemployment movements over this period. Note that the need to age-adjust our dependent variable is directly related to our inclusion of additional years of data, which creates a longer period over which differential changes in states' age distributions can evolve. If we age adjust the mortality rate and repeat the analysis only for the years 1978 through 1991, the estimated unemployment coefficient only moves from -0.0038 to -0.0043 (not shown).
Taken as a whole, our changes have a limited impact on the estimated association between macroeconomic fluctuations and health. Consistent with Ruhm's earlier studies, every entry in Table 1 is negative, statistically significant, and of substantive magnitude. In the remainder of the paper we will focus on weighted regressions in which the dependent variable is the age adjusted mortality rate.
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III. Why are Recessions Good for your Health?
The previous analyses confirm Ruhm's finding that mortality rates exhibit a pro-cyclical pattern, and that this pattern persists through the early 2000s. The question that we wish to investigate is why the probability of dying increases when economic times are good. Ruhm (2000) elaborates on four possible mechanisms. First, leisure time declines when the economy improves, making it more costly to undertake health-producing activities that are time-intensive. Second, health may be an input into the production of goods and services. Hazardous working conditions, job related stress and the physical exertion of employment, for example, may all have negative effects on health, and are expected to increase when the economy is expanding. Both of these mechanisms reflect changes in individuals' own behavior that result from changes in the opportunity cost of time. An alternative explanation is that the relationship reflects the impact of external factors that fluctuate with the economy. For example, when more people are 33 In earlier work (Miller, et al., 2009) we estimate the coefficient on the unemployment rate to be approximately -.005. This estimate is based on data ending in 2004, and we verify that it is sensitive to which years are included.
In general, we find that the estimated coefficient on the unemployment rate declines as we add additional years of data after 2000.
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working, roadways are more congested, and this leads to an increase in the probability of being involved in a fatal auto accident. Evans and Graham (1988) and Ruhm (1995) show that drinking and driving exhibit a pro-cyclical pattern, and Ruhm (2000) shows that motor vehicle fatalities are more sensitive to the business cycle than any other cause of death. Similarly, pollution may vary over the business cycle and contribute to mortality fluctuations. Ruhm's fourth hypothesis is that business cycles affect geographic mobility, which may increase crowding or otherwise bring transition costs that impact mortality. A final possibility is that labor market changes lead to changes in the quantity or quality of purchased inputs to health (such as health care workers), which subsequently affects mortality rates. This mechanism would also be external to individual decisions. The estimates that we present in the rest of our paper lead us to conclude that this mechanism may be critical.
III.A. Mortality patterns by age and gender
We begin our investigation of these potential mechanisms by re-estimating equation (1) separately for subgroups defined by gender and age. Estimates for men and women are presented in the lower panels of Table 1 . Focusing on our preferred estimates in column 6, we find that while a one percentage point increase in the unemployment rate decreases the female mortality rate by 0.4 percent, it decreases the male mortality rate by only 0.25 percent. This gender difference only emerges when we add the later years of data, however. In column (4), where we focus on the years of data analyzed by Ruhm (2000) , the estimated impact on men is actually larger than it is for women. This suggests that the factors that are driving the pro-cyclical pattern may be changing over time.
When we repeat our analyses among those 65 and older, we find a similar pattern. Estimates based on data through 2006 are larger for women than for men. Because older women have particularly low labor force attachment, this is our first indication that mechanisms independent of individuals' own employment and time use may be at work.
Next, we use our detailed mortality data to estimate equation (1) separately for age groups defined by one-or five-year intervals. Figure 2 displays the unemployment rate coefficients for each single year of age. The largest coefficient estimates are among the very young, while coefficients for the working-age groups are close to zero, and often positive. To reduce the number of individual coefficients while preserving the main patterns by age, the first column of Table 2 shows results by five-year age groups. Like Ruhm, we find that the mortality rates of young adults are more sensitive to the business cycle than are the mortality rates of most other groups. For example, we estimate that a one percentage point increase in the unemployment rate reduces the mortality rate among 20-24 year olds by about 2 percent. Ruhm (2000) estimates that a one percentage point increase in the unemployment rate reduces the mortality rate among 20-44 year olds by a similar amount.
Since young adults' employment fluctuates more than other workers, this finding at first appears to be consistent with the hypothesis that pro-cyclical declines in health are driven by changes in individuals' own behavior. Closer inspection of Table 2 , however, reveals several patterns that are not consistent with this story. First, while we estimate a large semi-elasticity among 20-24 year olds, estimates for individuals between ages the ages of 25-59 are substantially smaller. Indeed, for many prime-age workers, the point estimate is near zero. Second, some of the biggest coefficient estimates in our table are associated with age groups that are certain not to be working, such as 0-4 year olds. Finally, the coefficient estimates among those who are over 65 tend to be slightly more negative than the estimates among those 35-64.
Previous work by Ruhm (2007) makes clear that examination of the subgroup coefficient estimates alone is not sufficient to understand what is driving overall cyclicality. This is because deaths are very unevenly distributed across age groups, and only those age groups where a substantial number of deaths occur will make a large contribution to the overall unemployment rate coefficient. For example, even though the coefficient estimates are largest among young people this will not have much impact on fatalities overall because deaths among children and adolescents are rare. To understand how different age groups contribute to the estimated business cycle effects presented in Table 1 we need to weight the age-specific coefficients by the number of deaths in each age group. Columns 4 through 6 show the predicted number of additional deaths that will result from a 1 percentage point decrease in the unemployment rate, using the number of deaths that occurred within each age group in 2006. 4 We see immediately that most of these additional deaths occur among those with relatively weak labor force attachment: less than 10% of the additional deaths occur among those between the ages of 25 and 64. 5 In fact, we predict that improvements in the unemployment rate lead to more additional deaths among 0-4 year olds than among 30-50 year olds. In contrast, 70% of the additional deaths are among those over age 70. These results strongly suggest that the mechanisms at play must go beyond changes in individuals' own work behavior.
The remainder of Table 2 breaks down our estimates by gender. The overall point estimate for women (-0.0035) is larger than the estimated coefficient for men (-0.0022), echoing the estimates in Table   1 . Furthermore, cyclical mortality appears to be particularly strong among elderly women. The coefficient estimates are notably larger for elderly women than they are for men in the same age range, and women age 65+ account for 55% of the roughly 6700 additional deaths (from all ages and both genders) that are predicted to result from a 1 percentage point drop in unemployment. In contrast, only 8% of the additional deaths occur to working age men and 4% to working age women.
III.B. Mortality Patterns by Cause of Death
Estimating equation (1) separately by cause of death also gives us some hints about the relative role of -internal‖ vs. ‖external‖ factors. Degenerative brain disease is the second most important category for total additional deaths, and seems unlikely to be affected by changes in the own opportunity cost of time or changes in production processes. Although kidney disease is strongly cyclical, it accounts for a relatively small fraction of additional deaths. Respiratory deaths may be more plausibly related to time use and particular healthrelated activities, but the distribution of these cyclically induced deaths across age groups muddies this interpretation. Approximately 80 percent of the averted respiratory deaths are among those over age 60.
The coefficient on unemployment for cardiovascular deaths is not as large as the categories described above (our estimated coefficient across all age groups on the unemployment rate is -0.0036), but because cardiovascular disease is the leading cause of death, this category accounts for many of the additional deaths. Variation in this category is consistent with changes in healthy behaviors that fluctuate with work, so it is tempting to conclude that health behaviors are a significant factor behind the cyclical patterns we observe. However, Ruhm (2007) has previously shown that, even among cardiac deaths, age patterns are not consistent with mechanisms that rely on a strong connection to individuals' own employment status. Similarly, we find that virtually all of the additional cardiovascular deaths are among those over age 65. Thus, while cardiac deaths contribute a great deal to aggregate mortality fluctuations, the age-specific patterns do not support the hypothesis that most of these additional deaths result from work-related stress.
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III.C. Unemployment and Employment Indicators by Age and Gender
We continue to investigate the importance of -own‖ vs. -other‖ responses to the business cycle by looking at how mortality rates for different subgroups of the population respond to variation in that subgroup's unemployment rate relative to variation in the unemployment rate for other groups. If most of the mortality effect is driven by changes in -own‖ behaviors then the group's own unemployment rate should be a stronger predictor than the unemployment rate of another group. To investigate this possibility we use the CPS to calculate unemployment and employment rates for broad age groups by gender. We then re-estimate equation (1) separately for men and women who are 25-44 years old, 45-61 years old, and older than 62, For this part of the analysis, because unemployment rates may not capture differences in unemployment status among the elderly, we replace the unemployment rate with the agegroup-specific employment-to-population ratio. Because of this change in specification, we now expect the estimated coefficient on our regressor of interest to be positive. For comparison with earlier results, the first column for each age group shows the results using the overall unemployment rate. The second 6 A few additional coefficient estimates are worth noting. Suicide is positively associated with the unemployment rate, as might be expected if job loss affects stress and depression (Ruhm 2000 (Ruhm , 2003 . Unlike previous studies focusing on US data we also find that cancer deaths are positively correlated with unemployment.
column substitutes the overall employment-to-population ratio, and the third column for each group uses the three age-specific employment-to-population ratios. For each group, the coefficient on the own-group employment-to-population ratio is shaded in gray. Table 4 produces little support for the notion that an individual's own group employment rate is driving the cyclicality of mortality. Few of the own group employment coefficients are statistically significant, and most of the estimates on own group employment that are statistically significant are in the opposite direction of the overall finding. Only for women between the ages of 45 and 61 does the own group employment-to-population ratio significantly increase mortality. into the earlier finding that pro-cyclical mortality among adults is mainly driven by the top end of the age distribution. Here we see that for this critical group, it is not their own employment status that drives those movements but rather the employment status of the younger groups.
We have further disaggregated by race (black or white), and then include age-and genderspecific employment rates both for one's own racial group and the other racial group. 7 Once again, we find that own group mortality is, if anything, negatively correlated with one's own group employment rate (defined now by age, gender, and race). In only one case out of 18 possibilities is the coefficient on own group employment positive and statistically significant.
III.D. Place of death and health care inputs
Since our analyses indicate that mortality responses to the business cycle are concentrated among the elderly, we now explore mechanisms that do not involve changes in individuals' own employment status or time use. For example, there may be cyclical changes in the quality, quantity or nature of health care 7 Because of concern about small cell sizes, we include only blacks and whites in the analysis by race.
14 inputs, which are relatively heavily utilized by those over age 65. Employment in the health care sector (and staffing in medical facilities) is lower during expansions than during recessions. Goodman (2006) finds that the correlation between changes in hospital employment and changes in aggregate employment is strongly negative (-0.90) and concludes that -… at times of peak U.S. hiring, when the labor shortage in hospitals may be particularly intense, hospitals with staffing shortages may face restrictions on the volume of business that can be performed at a particular time.‖ There are also claims that nursing homes experience shortages of nursing aides when the economy is strong. Yamada (2002) This possibility is reinforced by our finding that cyclicality among older women is greater than among older men. Older men and women have different living arrangements, and this may impact health care quality. For example, because women tend to be married to older men, and because men have a shorter life expectancy than women, older women are relatively more likely to have a market-based caregiver than are older men, and are more likely to reside in nursing homes at the end of their lives (Murtaugh, et al. 1990) . In this section, we investigate whether changes in health care inputs could be a part of the story.
III.D.1. Direct Evidence from Vital Statistics Place of Death data
8 Yamada also refers to a long list of studies that point to macroeconomic conditions as an important factor driving these labor shortages.
We begin by comparing patterns of mortality for individuals in nursing homes and those living alone or with family members. Our focus on nursing home residents is motivated by the fact that this is a group certain to be in contact with health care workers near the time of death, and, as such, more likely to be affected by changes in the quality of care that is available over the business cycle. In addition, the evidence discussed above suggestss that nursing homes are particularly vulnerable to the types of labor shortages that might reduce the quality of care that is provided during an economic boom.
The starting point of our investigation is the place of death information that is provided by the Vital Statistics mortality files after 1983. Death certificates indicate whether the death occurred in a hospital, nursing home, residence, or other location. Place of death is only a weak proxy for where an individual was living prior to death because, for example, many nursing home residents will die in a hospital after being transferred there for an illness. However, it is readily available and so a natural place to start.
Before discussing estimates, we note that the Vital Statistics place of death codes have experienced two substantial changes during the period we analyze. First, in 1989 death certificates were changed such that physicians no longer filled out an open-ended question regarding the deceased individual's place of death. Instead, they began to fill out boxes indicating whether the death occurred in a hospital, residence or nursing home. Additionally, the categories listed in the codebook for years prior to 1989 included hospitals (and several subsets), -other institutions providing patient care‖, and all other reported places. We assume that -other insitutions providing care‖ are primarily nursing homes. Second, in 2003 the categories were again changed slightly, with -nursing home‖ being replaced by -nursing home/long-term care‖ and a separate category added for deaths in a hospice. We have recoded these categories across years into nursing homes, hospitals, and -other.‖ Figure 3 shows the fraction of deaths occurring in each category by year and suggests that these changes did not have a major impact. There is no dramatic break in any of the series when the changes occurred. In the next panel of Table 5 we drop the years after 2002, when the second change in the way place of death was coded took place. As noted above, dropping the last four years of our sample substantially increases the magnitude of the estimated coefficient for the full sample. The estimate continues to be driven by deaths in nursing homes (where we observe a statistically significant coefficient estimate of -.056), however. In contrast, the estimated impact of the unemployment rate is positive, at 0.005 (but not significant) for deaths taking place elsewhere. This pattern holds for both men and women.
Focusing on this shortened period over which we observe place of death gives relatively more weight to the late 1990s, when unemployment rates were particularly low and labor shortages within low-skilled health care occupations may have been particularly acute. Nevertheless, in both sample periods, nursing 9 We include results ending in 2002 to examine sensitivity to the change in place of death coding starting in 2003.
We have also restricted the sample to just 1989 through 2002 (the period for which there are no changes in place of death coding). For the shorter period 1989 to 2002, however, we get no statistically significant relationship between the unemployment rate and overall mortality, or the unemployment rate and mortality by place of death.
home deaths are associated with an estimated coefficient that is an order of magnitude larger than the coefficient that is estimated among deaths taking place elsewhere. Table 6 extends our Vital Statistics analyses further by estimating the unemployment coefficients by broad age groups, place of death, and distinguishing between motor vehicle accidents and all other types of deaths. These category specific coefficient estimates are displayed on the left side of Table 6 .
III.D.2. Combining information on place, cause, and age of death
The overall coefficient (such as reported in Table 1 ) is approximately equal to the weighted average of coefficients from each category, where the weights are the number of deaths in the category. The right side of Table 6 shows the average number of deaths per year for each category in the table. Multiplying each coefficient by the corresponding number of deaths and then computing a weighted average produces an overall coefficient estimate of -.0038. Motor vehicle accidents represent only around 2% of total deaths in a given year, and so account for a relatively small fraction of this overall effect, but do account for about 12 percent of cyclically induced deaths because of their large cyclicality coefficient. In contrast, nursing home deaths among those over age 65 account for approximately 18% of all deaths (410,136/2,265,609) . When this fraction is multiplied by the estimated coefficient the product is -.0065.
This indicates that nursing home deaths among those over 65 more than account for total cyclical mortality. This -over-explanation‖ happens because the estimated coefficients for non-nursing home deaths are slightly positive. Thus, while it is certainly true that by-cause breakdowns of non-elderly, nonmotor vehicle deaths uncover categories that move pro-cyclically their effect relative to total cyclical mortality is small. Table 7 summarizes the fraction of different age groups living in group quarters and the dispersion in this measure across states. As has been documented elsewhere, the fraction of elderly living in nursing homes has declined since 1980, as the result of both improved health among older Americans and the growth of non-institutional, -assisted living‖ residences. Between 2 and 4 percent of men over age 65 lived in a nursing home during our sample period; whereas 5 to 7 percent of elderly women resided in a nursing home. The lower panel of Table 7 shows the extent of variation across states in these fractions.
III.D.3. Interactions with institutionalized fraction of the Elderly
Going from the 25 th to the 75 th percentile of the distribution of (state-level) nursing home residence moves the fraction by one to two percentage points for both men and women.
In the top half of and not statistically significant. These results are consistent with the estimates produced by our analyses using place of death from the mortality files. If we calculate an out-of-sample prediction (using the results from Table 8 ) of the implied coefficient on the unemployment rate in a state in which all elderly residents lived in nursing homes, the implied effect of a one-percent increase in the unemployment rate on the mortality rate in nursing homes is approximately -.03 to -.06, similar to the results shown in Table 5 .
In the lower half of the table, we repeat this exercise, but use age-adjusted deaths to those ages 0 to 45 as the dependent variable. If the estimates in the top half of the table are capturing something about changes in the quality of nursing home care (and not some unobserved feature of the state) then the interaction terms in the lower half of the table, which relate mortality at younger ages to the fraction of elderly in nursing homes, should not be statistically significant. In fact, neither interaction is close to statistical significance, although the large accompanying standard error estimates also make it impossible to rule out effects that are similar in size to the estimates for those 65 and over.
In sum, both our Vital Statistics and Census analyses indicate that pro-cyclical mortality cannot be explained without focusing on the elderly, particularly elderly persons who reside in nursing homes.
Neither of these subgroups are likely to substantially change their employment or individual time use over the business cycle. A definitive answer as to why elderly nursing home mortality exhibits a pro-cyclical pattern is beyond the scope of this paper, but a likely possibility is that there is variation in the quality of health care that is provided over the business cycle. Section III.D.5 begins to explore this possibility.
III.D.4. Direct Evidence from micro data in HRS/AHEADTo Come
III.D.5. Evidence from institution-level measures of health care labor inputs
Why are mortality rates among nursing home residents particularly sensitive to the local economy? One possibility is that the quality of care provided in nursing homes falls when labor markets are tight. Although we are unable to look directly at how the quality of nursing home staff changes with the business cycle, we have been able to obtain data on the number of hospital and nursing home workers from the Online Survey Certification and Reporting Database (OSCAR). OSCAR includes data on any institutional healthcare provider that is certified to provide services under Medicaid or Medicare.
The dataset covers 97% of all hospital facilities in the US, and contains detailed information on both We use data reported by the health care provider (hospital or skilled nursing facility)to examine changes in staffing levels over the business cycle. Table 9 shows estimates produced from specifications that include either state-level fixed effects or provider-level fixed effects. Both specifications include state-specific trends, and all are weighted by the provider size, or total number of beds. For both hospitals and skilled nursing facilities, we look at total employment, along with employment for particular occupations: physicians, registered nurses and licensed practical nurses, certified aides, and other. Table 9 summarizes our results for nursing homes.We have conducted a similar exercise for hospitals, but we find little evidence that changes in hospital staffing levels are related to the business cycle so those results are not presented here. Like previous studies, however, we find that staffing levels in nursing homes rise during periods of high unemployment. A one percentage point increase in the unemployment rate raises total full-time employment at skilled nursing facilities by approximately three percent. There is no statistically significant increase in the number of physicians, but there are significant increases in nurses, certified aides, and other occupations. Because physicians are an extremely small part of total employment in nursing homes, the non-MD categories all rise by approximately the same amount as the total employment, or around 3% for a one percentage point increase in the unemployment rate. While these effects are statistically significant, it is more difficult to measure their substantive importance. Consider a change in the unemployment rate from four to eight percent (a reasonable approximation of a boom to bust movement); such a change would imply an increase in staffing levels of approximately 12 percent. Our earlier results suggest that such a change in unemployment would reduce mortality rates in nursing homes by approximately 12 percent.
IV. Conclusion
In this study we confirm a robust link between mortality and unemployment rates. Findings by Ruhm (2000 Ruhm ( ,2003 Ruhm ( ,2005 are robust to a number of changes in the underlying data, additional controls, and to including an additional decade of data. We show that adjusting mortality rates for changes in the age distribution can be quite important, and that when using recent data this appears to increase the magnitude of the estimated coefficient of unemployment on mortality.
Our primary contribution to this existing literature is to bring additional data to bear on the question of why such a relationship exists. Specifically, we focus on age-and cause-specific patterns of the cyclicality of mortality rates. We confirm that the largest responses (in terms of estimated coefficients) are among relatively young adults, who also have the most cyclically sensitive employment responses. However, children have responses that are just as large, casting doubt on mechanisms that rely primarily on changes in own work hours or employment status. Furthermore, mortality fluctuations among the non-elderly are mostly driven by the cyclicality of motor vehicle accidents, which is roughly similar in magnitude across both working and non-working aged individuals. We also show that the overall association of unemployment and mortality is driven by the mortality response among those over 65, particularly women over age 65.
Our analysis next compared the responsiveness of mortality within demographic groups (defined by age, sex, and race) to their group-specific measures of employment and to overall measures of employment in the state. Own-group labor market indicators are not positively related to that group's mortality, and there is some evidence that the relationship may be negative. These two sets of findings lead us to conclude that mechanisms that do not involve individuals' own employment status or time use over the business cycle may play an important role.
Given the apparent importance of both mortality after age 65 and mechanisms not involving individual employment changes, we next focus on mortality at older ages and the potential role for changes in health care inputs. 
