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Abstract
We study the class Q of quasiconvex functions (i.e. functions with convex sublevel sets), by associating to every u ∈ Q∩C(Rn)
a function H :Rn × R → R ∪ {±∞}, such that H(X, t) is nondecreasing in t and sublinear in X: for every fixed t , the function
H(·, t) is nothing else than the support function of the sublevel set {x ∈ Rn: u(x) t}. When u is suitably regular, we establish an
exact relation between D2u and D2H ; this allows us to find explicit formulae to write the k-Hessian operators Sk(D2u) (among
which u and detD2u) in terms of H . Then we investigate on Minkowski addition of quasiconvex functions.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Nous étudions la classe Q des fonctions quasiconvexes (i.e. les fonctions dont les ensembles de niveau sont convexes). Nous
associons à chaque u ∈ Q ∩ C(Rn) une fonction H(X, t), qui est croissante en t ∈ R et souslinéaire en X ∈ Rn : pour tout t fixé,
la fonction H(·, t) est la fonction d’appui de l’ensemble de niveau {x ∈ Rn: u(x)  t}. Lorsque u est suffisamment régulière,
nous établissons une relation exacte entre D2u et D2H ; ceci nous permet de trouver des formules explicites pour les opérateurs
k-hessienne Sk(D2u) (parmi lesquels u et detD2u) en fonction de H . Enfin, nous étudions l’addition de Minkowski des fonctions
quasiconvexes.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
A function u :Rn → R ∪ {±∞} is said quasiconvex if its sublevel sets {x ∈ Rn: u(x)  t} are convex, for every
t ∈ R. Equivalently, u is quasiconvex if:
u
(
(1 − λ)x + λy)max{u(x),u(y)} for every x, y ∈ Rn, λ ∈ [0,1].
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quasiconcave.
If u is not defined in the whole Rn, but only in a proper subset Ω , we set u = +∞ in Rn \Ω and we say that u is
quasiconvex in Ω if such an extension is quasiconvex in Rn.
Obviously, every convex function is a quasiconvex function; other examples can be obtained by composing a
monotone function with a convex function, i.e. f (u) is quasiconvex if u is convex and f is not-decreasing. However,
it is well known that the class Q of quasiconvex functions is not completely covered by these examples (see [14–16]).
Quasiconvex functions turn out to be important in many fields of pure and applied mathematics (operations re-
search, optimization, economics, calculus of variations, PDEs, etc.) and they have been extensively studied, see for
instance [2,19,22], and references therein; see also [21] for an historic introduction.
Here we study this class of functions, following the idea that a function is completely known, if one knows all its
level sets: since we are considering only functions whose level sets are convex, it is possible to exploit the one-to-one
correspondence between convex sets and their support functions. Indeed, we associate to every u ∈ Q a function
Hu :R
n × R → R ∪ {±∞}, such that, for every fixed t ∈ R, Hu(X, t) is nothing else than the support function of the
sublevel set {x ∈ Rn: u(x) t} calculated at X. From a geometric point of view, when |X| = 1 the support function
of a convex body K measures the signed distance from the origin of the support hyperplane to K with outward normal
direction X. Hence, Hu is sublinear in the variable X ∈ Rn and it is nondecreasing with respect to the level parameter
t ∈ R. A correspondence between Q and the class of functions of n+ 1 variables, which are sublinear with respect to
the first n variables and non decreasing with respect to the last one, is so established. Note that, in the lines above, we
stressed the dependence of Hu from u by means of the subscript u; for simplicity reasons, we are not going to do it
any more and, if no confusion is possible, we will write H instead of Hu throughout the paper.
The association between a quasiconvex function u and H is not new: we recall that the function H is known in
quasiconvex programming and optimization as the first quasiconvex conjugate of u and its study in such a context has
been initiated by Crouzeix, Martinez-Legaz et al., see for instance [30,31], while in the field of PDEs it was introduced
by Longinetti in [25], as far as the authors know.
Since our study is essentially aimed to applications in the field of elliptic PDEs, in fact, we will be mainly concerned
with quasiconvex functions with a certain regularity; precisely, we will consider the class of Q2+ functions, defined
in Definition 2.3. Roughly speaking, a Q2+ function is a suitably regular function whose closed sublevel sets are C2+
convex bodies; by the way, we recall that a C2+ convex body is a compact convex set with boundary of class C2, whose
Gauss curvature is everywhere positive.
The leading result of this paper is Theorem 3.2, where an explicit and exact pointwise relation between the
n× n Hessian matrix D2u of a Q2+ function u and the (n+ 1)× (n+ 1) Hessian matrix D2H of H is established (in
Theorem 3.2 we also show that the first quasiconvex conjugation can be regarded as a Legendre–Fenchel conjugation,
by introducing one more fictitious variable for the involved function, see Remark 3.3).
This relation allows to transform a second order differential operator acting on u in a second order differential
operator acting on H . In particular we find explicit formulas to write the Hessian operators Sk(D2u), k = 1, . . . , n, in
terms of D2H (Theorem 5.5).
For k = 1, i.e. in the case of the Laplacian, this expression was already known (see [25,10]) and it was employed
in studying qualitative properties of solutions to elliptic equations (see for instance [25–27]). Some easy applications
of our results in this direction are showed in Theorem 6.1 and Theorem 6.3, where isoperimetric type inequalities
for Hessian operators are obtained. Other applications in the framework of elliptic equations will be given in [29].
Moreover, the formula (32) for det(D2u), i.e. for k = n, is used in [28] to prove a strict convexity principle for
solutions to elliptic equations.
The interplay between D2u and D2H also helps in the study of Minkowski addition of quasiconvex functions, which
is a natural extension of Minkowski addition of convex bodies, see Section 7. Roughly speaking, the Minkowski sum
of two quasiconvex functions u(0) and u(1) is the function u whose sublevel sets are the Minkowski sum of the corre-
sponding sublevel sets of u(0) and u(1). Such a notion has been proved to be useful in several occasions, even if not
always explicitly declared: in [7], Borell, refining a method of Lewis [24], employed it to prove a Brunn–Minkowski
inequality for Newton capacity (equality case being proved later in [8]); in [12], Minkowski addition of quasiconvex
functions and the expression of the p-Laplacian pu in terms of H are the key tools to extend the result of Borell to
p-capacity, while in [9] it is used to prove convexity properties of the harmonic radius and Robin function. Further-
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Hopf–Lax formula for Hamilton–Jacobi equation developed by Barron, Jensen and Liu in [3–6].
In Section 7, we investigate the action of Minkowski addition on first and second differential of a quasiconvex
function. In particular, in Proposition 7.4 we show that D2u/|Du|3 is sublinear with respect to Minkowski addition,
a result already contained in [9]; finally, in Theorem 7.6 we find exactly how D2u is related to D2u(0) and D2u(1).
2. Preliminaries and notation
Let n 2. By B and Sn−1, we denote the unit ball and the unit sphere of Rn, respectively, that is:
B = B(0,1) = {x ∈ Rn: |x| 1}, Sn−1 = ∂B = {x ∈ Rn: |x| = 1}.
By a convex body, we mean a compact convex set.
The support function Hk :Rn → [0,+∞) of K is defined by:
HK(X) = sup
x∈K
〈X,x〉, X ∈ Rn;
HK is obviously a sublinear function in Rn, i.e. it is positively homogeneous (with degree one) and subadditive. We
refer to [32] for the properties of convex bodies and their support functions; hereafter we recall only few facts which
will be needed later.
The restriction of HK to Sn−1 is denoted by hK : if 0 ∈ K , hK(Y ) represents the distance from the origin of the
half space supporting K with outward normal direction Y .
It is obvious that HK is simply the homogeneous extension (of degree 1) to Rn of hk , i.e.
HK(X) = |X|hK
(
X/|X|) for every X ∈ Rn \ {0}.
We will call both HK and hK indifferently the support function of K , but we will be mainly concerned with Hk .
Let us recall that, given two sets A and B of Rn, the Minkowski sum of A and B is:
A+B = {x + y: x ∈ A, y ∈ B}.
Moreover, if λ is a real number, a natural multiplication of a convex body K by λ is defined as follows:
λK = {λx: x ∈ K}.
It is well known that, if A and B are convex bodies, so A+B is, and
HA+B = HA +HB. (1)
Moreover
HλA = λHA for every λ > 0, (2)
and we recall that H is monotone with respect to inclusion, i.e.
A ⊆ B if and only if HA(X)HB(X) ∀X ∈ Rn. (3)
The association between a convex body K and its support function HK provide an isomorphic embedding of the
abstract convex cone Kn of convex bodies, endowed with Minkowski addition and the multiplication by a scalar
defined above, into the space of continuous sublinear function on Rn (see [32, §1.7] for more details).
We say that a convex body K is of class C2+ if its boundary ∂K is of class C2 and the Gauss curvature is strictly
positive at each point of ∂K .
If K is C2+, then HK ∈ C2(Rn \ {0}) and the Gauss map νK from x ∈ ∂K to the outer unit normal is a diffeo-
morphism between ∂K and Sn−1; we denote by xK(·) the homogeneous extension of degree 0 of ν−1K , i.e. for every
X ∈ Rn \ {0}, xK(X) is the point on ∂K such that the outer unit normal vector is X/|X|.
The map xK(X) to be well defined, it is in fact sufficient that K is strictly convex; in such a case, the following
equalities hold:
HK(X) =
〈
X,xK(X)
〉 ∀X ∈ Rn, X = 0, (4)
HK ∈ C1
(
Rn \ {0}) and DHK(X) = xK(X), ∀X ∈ Rn, X = 0. (5)
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eigenvalue 0, while the other eigenvalues are the principal radii of curvatures of ∂K at xK(X) (see [32], §2.5,
Corollary 2.5.2).
Next we recall the notion of support function associated with a quasiconvex function. Such a notion was intro-
duced in the context of elliptic PDEs in the two-dimensional case by Longinetti in [25–27]; see [10] and [12] for the
n-dimensional case.
Throughout this paper, Ω is a bounded open convex subset of Rn and u :Ω → R is a quasiconvex continuous
function; when useful, we will tacitly consider u as defined in the whole Rn by setting u = +∞ in Rn \ Ω . If u is
regular enough, we denote by Du and D2u, its gradient and its Hessian matrix, respectively.
For simplicity reasons, we will assume that
u = 0 on ∂Ω, min
Ω
u = −1,
and we set:
Ω˜ = Ω \ {u = −1}.
Moreover, for t ∈ R, we set:
Ωt = {x ∈ Ω: u t};
hence Ωt = Ω if t  0, while Ωt = ∅ if t < −1.
It is then possible to define a function,
H :Rn × [−1,0] −→ R,
as follows: for each t ∈ [−1,0], H(·, t) is the support function of the convex body Ωt , i.e.
H(X, t) = HΩt (X) ∀X ∈ Rn, t ∈ [−1,0]. (6)
We call H the support function of u, but we recall that it is known in quasiconvex programming and optimization as
the first quasiconvex conjugate of u (see [30,31]).
From the monotonicity of support functions of convex bodies with respect to inclusion, the monotonicity of H with
respect to the level t follows. As well as for Kn, this association induces a correspondence between Q and the class
of functions in C(Rn × [−1,0]) that are sublinear with respect to the first n variables and nondecreasing in the last
variable t .
The following easy proposition clarifies the relation between convexity and quasiconvexity of u in terms of H
(a convex function is obviously quasiconvex, but the converse is not true in general).
Proposition 2.1. A quasiconvex function u is convex if and only if H(X, t) is concave in t for every fixed X ∈ Rn \ {0}.
Proof. A function u is convex if and only if for every t0, t1 ∈ R and every λ ∈ (0,1) it holds:{
x: u(x) (1 − λ)t0 + λt1
}⊇ (1 − λ){x: u(x) t0}+ λ{x: u(x) t1}.
In terms of support functions, the latter is equivalent to:
H
(
X, (1 − λ)t0 + λt1
)
 (1 − λ)H(X, t0)+ λH(X, t1),
which means exactly that H is concave in t . 
If H is suitably regular, we denote by Hi and Hij , i, j = 1, . . . , n, the first and second partial derivatives of H with
respect to coordinates Xi and Xj , while Ht denotes the partial derivative with respect to the level parameter t .
Remark 2.2. Throughout the paper, we will make a large use of indices. We want to remark here that subindices for
the functions u, H and h (defined later) mean differentiation with respect to the corresponding variables, while in
all the other cases a subindex denotes the components of a vector (or a matrix); when some confusion is possible,
we use also the reinforced notation [·]i to denote the ith component of the vector inside the square brackets (as in
formula (19), for instance). Moreover, we will often adopt the summation convention for all repeated indices, but for t ;
indeed, note that the level parameter t is in fact not an index.
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regularity assumptions; then we introduce a convenient subclass of Q where it is possible to work in full comfort.
Definition 2.3. We say that a quasiconvex function u is of class Q2+ at a point x0 if:
– u is of class C2 in a neighbourhood of x0;
– |Du(x0)| > 0;
– the Gauss curvature of ∂{x ∈ Rn: u(x)  u(x0)}, with respect to the exterior normal ν = Du/|Du|, is positive
at x0.
We say that u is of class Q2+ in an open set A (and we write u ∈ Q2+(A)) if u is of class Q2+ at every point of A.
From now on, if not otherwise specified, u will be always a function belonging to Q2+(Ω˜).
Notice that it follows that every x ∈ Ω˜ belongs to the boundary of Ωu(x), or equivalently:
∂Ωt =
{
x ∈ Rn: u(x) = t} for every t ∈ (−1,0].
Let u ∈ Q2+(Ω˜), then the level set of u are strictly convex and it is well defined the map:
x(X, t) = xΩt (X),
which to every (X, t) ∈ Rn \ {0} × (−1,0) assigns the unique point x ∈ Ω˜ on the level surface {u = t} where the
gradient of u is parallel to X (and equally oriented). By (5), we have:
x(X, t) = DXH(X, t) =
(
H1(X, t), . . . ,Hn(X, t)
)
. (7)
The following proposition is essentially taken from [12].
Proposition 2.4. If u ∈ Q2+(Ω˜), then H ∈ C2(Rn \ {0} × (−1,0)) and the following holds:
Du
(
x(X, t)
)= X
Ht(X, t)
. (8)
Conversely, if H ∈ C2(Rn \ {0} × (−1,0)) and Ht > 0, then u ∈ Q2+(Ω˜) and the following holds:
Ht
(
Du(x)/
∣∣Du(x)∣∣, u(x))= 1|Du(x)| . (9)
Proof. For everything but (8), see Theorem 4 in [12]. Here we only notice that (8) is simply obtained by rewriting (9)
in terms of (X, t) and taking in account the homogeneity of Ht . 
3. The Hessian matrix of the support function H
Formulae (7)–(9) establish an exact pointwise relation between the gradients of u and H . In this section we want
to find an analogous relation between their Hessian matrices.
To state our result, we need to give the following definition:
Definition 3.1. The hemmed Hessian matrix of u is the (n+ 1)× (n+ 1) matrix defined by:
D̂2u =
(
D2u |Du|Du
|Du|DuT 0
)
.
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can write:
D̂2u =
⎛⎜⎜⎜⎜⎜⎜⎝
u11 u12 . . . . . . u1n 0
u21 u22 . . . . . . u2n 0
...
...
. . .
. . .
...
...
un−1 1 un−1 2 . . . . . . un−1 n 0
un 1 un 2 . . . . . . un n u2n
0 0 . . . 0 u2n 0
⎞⎟⎟⎟⎟⎟⎟⎠ . (10)
The matrices D2H and D̂2u are related from the following identity:
Theorem 3.2. For any Q2+ function u, it holds
D2H =
(
D̂2u
|Du|
)−1
, (11)
when |X| = 1 and the left and right hand sides of (11) are computed at corresponding points, that are (X, t) and
x(X, t) or, equivalently, (Du(x)/|Du(x)|, u(x)) and x.
Proof. Let u ∈ Q2+(Ω˜) and consider the map:
DH :Rn \ {0} × (−1,0) → Ω˜ × (0,+∞).
Thanks to Proposition 2.4 and (5) it is of class C1; moreover it holds:
DH(X, t) = (x(X, t), |X|/∣∣Du(x(X, t))∣∣).
It is straightforward to verify that it is invertible and that its inverse is given by the map
ψ = (DH)−1 : Ω˜ × (0,+∞) → Rn \ {0} × (−1,0)
defined by:
ψ(x, s) = (sDu(x),u(x)).
Hence the Jacobian matrix of ψ is the inverse of the Jacobian matrix of DH , that is(
s D2u Dut
Du 0
)
= (D2H)−1, (12)
both sides being computed at corresponding points (x, s) and ψ(x, s) or, equivalently, DH(X, t) and (X, t).
Formula (11) simply corresponds to the case |X| = 1 or, equivalently, s = |Du|−1. 
Remark 3.3. Notice that ψ coincides with the gradient of the function v(x, s) = su(x). Hence Dv = (DH)−1 and H
turns out to be in fact the Legendre–Fenchel conjugate of v; moreover, we can rewrite (12) as
D2v = (D2H)−1. (13)
Remark 3.4. Formula (12) is of course more general than (11) and it permits to express the relation between D2u and
D2H also in some different ways. For instance, by taking s = 1 in (12) we obtain:(
D2u(x) Dut (x)
Du(x) 0
)
= (D2H)−1(Du(x),u(x)).
The matrix at the left hand side is well known in the theory of generalized convexity: it is called bordered Hessian
and it can be used to characterize regular quasiconvex functions (see [18] and [2], §6.3); the same can be done
using the hemmed Hessian matrix. Here we introduce the hemmed Hessian because formula (11) is more suitable for
some applications we have in mind. In particular, D̂2u is homogeneous (of degree 2) with respect to dilations, i.e. if
w(x) = u(λx), then D̂2w(x) = λ2D̂2u(λx).
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This section is devoted to reformulate first and second differential properties of H when we restrict the variable X
to belong to the unit sphere Sn−1. We denote by h the restriction of H to Sn−1 × [−1,0] and in this section we show
how some results of the previous sections are related to previous similar results involving h, obtained in [10].
More precisely, in analogy with the interplay between hK and HK , we set:
h(θ, t) = H (Y(θ), t)= hΩt (Y(θ)), t ∈ [−1,0],
where Y ∈ Sn−1 and θ = (θ1, . . . , θn−1) is a local coordinate system on Sn−1. Notice that while h and H have
essentially the same geometric meaning, they are functions of different variables. H is a function of the n+1 variables
(X, t) = (X1, . . . ,Xn, t), while h is a function of n variables (θ1, . . . , θn−1, t).
Let,
Ti = ∂Y
∂θi
, (14)
so that {T1, . . . , Tn−1} is a tangent vector field to Sn−1, and let
x(θ, t) = xΩt
(
Y(θ)
);
we denote its inverse map by:
ν : (x1, . . . , xn) → (θ1, . . . , θn−1, t).
Notice that all these maps (h, x and ν) depend on the involved quasiconvex function u (like H ), even if we don’t
adopt any explicit notation to stress this fact.
By (4), we have:
h(θ, t) = 〈x(θ, t), Y (θ)〉.
Since Y is orthogonal to ∂Ωt at x(θ, t), deriving the previous equation we obtain:
hi = 〈x,Ti〉 . (15)
In order to simplify some computations, we choose the parametrization θ1, . . . , θn−1 yielded by a system of geodesic
Ci (great circles). At any fixed point x, we can also assume that the coordinates curves Ci are mutually orthogonal and
that {T1, . . . , Tn−1, Y } is an orthonormal reference system positively oriented. Hence, from the previous two equalities,
we have:
x = hY +
n−1∑
i=1
hiTi, (16)
and
∂Ti
∂θj
= −δijY at x. (17)
For further use, we need to compute the Jacobian of the change of coordinates map x and of its inverse ν. Follow-
ing [10], we obtain at the considered point x,
∂x
∂t
= htY +
n−1∑
i=1
htiTi,
∂x
∂θj
= hTj +
n−1∑
i=1
hijTi, j = 1, . . . , n− 1.
(18)
The inverse of the above Jacobian matrix is:
∂t
∂xi
= h−1t [Y ]i , i = 1, . . . , n;
∂θi = bir [Tr − h−1t htrY ]j ,
(19)∂xj
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i-coordinate of the vector in the bracket and bij denotes the inverse tensor of the second fundamental form:
lij =
〈
∂x
∂θi
,
∂Y
∂θj
〉
of the surface ∂Ωt at x(θ, t). The eigenvalues of the tensor bij are the principal curvatures κ1, . . . , κn−1 of ∂Ωt at
x(θ, t) (see [32]); by the way, throughout the paper we denote by ri = k−1i the principal radii of curvatures of ∂Ωt
at x.
By (19), we compute
det(Dν) = det(b
ij )
ht
= G
ht
, (20)
where
G =
n−1∏
i=1
κi
is the Gauss curvature of ∂Ωt at x(θ, t).
Notice that, if u is a Q2+ function, the change of coordinates x
ν−→ (θ, t) is regular, since its Jacobian (20) is not
null. So any other function ψ defined on the variable x can be seen as a function of (θ, t) variables. The coordinate
line θ = cost is an “isocline”: at each point of the isocline Du has a prescribed direction. The partial derivative of ψ
with respect to t means differentiation along the isocline line passing through the considered point.
In [10], explicit formulas for the expression of the first and second derivatives of Q2+ function u, in terms of the
partial derivatives of h, were given. As instance the first one of (19) can be rewritten as
Du = Y
ht
, (21)
where the left hand side is computed at x(θ, t) and the right hand side is computed at (θ, t).
By the chain rule and (19), also the second derivatives of u in terms of h are obtained in [10]: for l,m = 1, . . . , n,
ulm = [−h−2t htiY + h−1t Ti]lbij [Tj − h−1t htj Y ]m − h−3t htt [Y ]l[Y ]m. (22)
The summation convention is in effect for the indices i, j ∈ {1, . . . , n − 1}, but not for the level parameter t , never
used as index. Choosing at x the so called principal reference system {T1, . . . , Tn−1, Y }, where Ti coincides with the
direction of principal curvature κi of ∂Ωt and Y = Du/|Du|, the expression of the Hessian of u looks considerably
simpler:
ulm = h−1t δilbij δjm = h−1t κlδlm for l,m < n, (23)
unm = −h−2t htibij δjm = −h−2t htmκm for m< n, (24)
unn = (−h−2t hti)bij (−h−1t htj )− h−3t htt = h−1t Γ, (25)
where
Γ = h−2t
(
−htt +
n−1∑
i=1
κih
2
t i
)
= unn
un
. (26)
We need the following lemma to connect the previous formulae for h to the corresponding ones for H .
Lemma 4.1. When |X| = 1, we have:
Ht = ht , Htt = htt (27)
and if the coordinate axis Xn is in the direction of Du(x), then
Htn = Ht . (28)
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Htj = htj for j = 1, . . . , n− 1, (29)
and
D2H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r1 0 . . . . . . 0 0 Ht1
0 r2 0 . . . 0 0 Ht2
...
. . .
...
...
...
0 0 . . .
. . . 0 0
...
0 0 . . . 0 rn−1 0 Htn−1
0 0 . . . 0 0 0 Htn
Ht1 Ht2 . . . . . . Htn−1 Htn Htt
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (30)
Proof. From
H(X, t)/|X| = h(θ, t),
we get
Ht(X, t)/|X| = ht (θ, t), (31)
and
Htt (X, t)/|X| = htt (θ, t),
whence (27) thanks to |X| = 1. Taking in account the homogeneity of Ht with respect to X we get (28). Differentiat-
ing (31) we obtain:
htj =
n∑
r=1
∂
∂Xr
(
Ht
|X|
)
∂Xr
∂θj
=
n∑
r=1
(
Htr
|X| −
HtXr
|X|3
)
|X|[Tj ]r
=
n∑
r=1
Htr [Tj ]r − Ht|X|2 〈X,Tj 〉.
Thanks to the choice of the reference systems 〈X,Tj 〉 = 0 and [Tj ]r = δjr , hence (29) is proved.
If |X| = 1, for every fixed t , the n×n matrix (Hij (X, t)) has X as an eigenvector, with corresponding eigenvalue 0,
while the other eigenvectors are T1, . . . , Tn−1 with eigenvalues the principal radii of curvatures r1, . . . , rn−1 of the level
surface {u = t} at x(X, t) (see [32], §2.5, Corollary 2.5.2), whence formula (30). 
Remark 4.2. Formulae (23)–(25) and (30) are equivalent via Theorem 3.2.
5. Hessian operators using support function
Let A be an m × m symmetric matrix with eigenvalues λ1, . . . , λm; for k = 1, . . . ,m we denote by Sk(A) the kth
symmetric function of the eigenvalues of A, i.e.
Sk(A) = Sk(λ1, . . . , λm) =
∑
1i1<···<ikm
λi1 · · ·λik .
Equivalently, Sk(A) can be defined as the sum of all principal minors of order k of A. In order to simplify the
appearance of some forthcoming formulae, we set S−1(λ1, . . . , λm) = 0, S0(λ1, . . . , λm) = 1, Sm+1(λ1, . . . , λm) = 0.
This section is devoted to write explicit expressions of the Hessian functions Sk(D2u), k = 1, . . . , n, in terms of
D2H . The key tools are the hemmed Hessian matrix D̂2u and Theorem 3.2; hence, throughout the section, we will
always assume |X| = 1 (even if it is not explicitly declared), but in general we don’t need to assume that the direction
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theorems that we are going to state involve only quantities (like the gradients and the Hessian functions of u and H )
that are invariant with respect to the chosen orthonormal coordinate systems.
Hereafter, we denote by Ck the elementary symmetric functions of the principal curvatures κ1, . . . , κn−1 of the
level sets of u, i.e. Ck = Sk(κ1, . . . , κn−1); as before, we write G instead of Cn−1.
First we consider the Monge–Ampère operator. Later, in Theorem 5.5, we will give a more general result containing
this case; here we prefer to give a different proof based on geometric arguments.
Theorem 5.1. If u is a Q2+ function, then
det(D2u) = − Htt
Hn+2t
G. (32)
Proof. The Hessian matrix D2u is nothing else than the Jacobian matrix of the gradient map Du. Thanks to (21), this
map can be split in two maps: the first one is:
ν :x → (θ1, . . . , θn−1, t),
where t = u(x) and θ1, . . . θn−1 is the parametrization of Y = Du(x)/|Du(x)|; the second one is:
Υ : (θ1, . . . , θn−1, t) → Y/ht .
By (20), the Jacobian of ν is given by G/ht .
The Jacobian matrix of Υ is given by:(
h−1t
∂Y
∂θ1
+ h−2t ht1Y, . . . , h−1t
∂Y
∂θn−1
+ h−2t htn−1Y,−h−2t httY
)
.
By (14), the determinant of the latter matrix is:
det(h−1t T1, . . . , h−1t Tn−1,−h−2t httY ) = −
htt
hn+1t
.
and (32) is obtained by (27). 
Let us observe that from Theorem 5.1 and (21) we get:
Htt = −
∣∣Du(x)∣∣−(n+2) det(D2u)G−1. (33)
Roughly speaking, Htt ( or equivalently htt ) can be seen as a special curvature of the graph of u. By Proposition 2.1,
the sign of htt tests a quasiconvex function u to be convex. Formula (33) can be seen as a quantitative estimate of
Q2+ function to be strongly convex. This property is used to prove full rank theorems for convex solutions to elliptic
equations in [28].
Let us consider now the Laplace operator u. Since it is the trace of D2u, (23)–(25) immediately give the following
explicit formula in the principal coordinate system:
u = h−1t (C1 + Γ ),
where Γ is given by (26). So, via Lemma 4.1 we derive the following identity, obtained also in [12],
u = H−3t
(
−Htt +H 2t C1 +
n−1∑
i=1
kiH
2
t i
)
. (34)
The following formula holds in any coordinate system and follows by (30) and (34).
Theorem 5.2. Let u be a Q2+ function, then
u = −H−3t G · Sn(D2H). (35)
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The next theorem shows the relation between G and the Hessian of H .
Theorem 5.3. Let u be a Q2+ function, then
Sn+1(D2H) = −H
2
t
G
< 0. (36)
Proof. We use (30) and the Laplace formula for det(D2H), expanding with respect to the nth column. Since all
the components of such column are zero except the last one, of value Htn, then we compute the determinant of the
corresponding minor expanding with respect to the last row, and we get:
det(D2H) = −H 2tn
n−1∏
i
ri .
So (36) follows from (28). 
Next we are going to find analogous expressions of (32) and (35) for the other Hessian operators. Theorem 3.2
would be of great help, once we were able to relate the symmetric functions of D2u and D̂2u; this is what we do in
the following lemma:
Lemma 5.4. Let u be a Q2+ functions and D̂2u be the hemmed Hessian matrix, then
S1(D̂2u) = S1(D2u),
Sk(D̂2u) = Sk(D2u)− |Du|k+2Ck−2 for k = 2, . . . , n, (37)
Sn+1(D̂2u) = −|Du|n+3G.
Proof. From (10) the first equality is trivially obtained. The third one follows again from (10), using the Laplace
formula for determinants and expanding with respect to the last column. Since all the components of the last columns
are zero except u2n, then we compute the determinant of the corresponding minor expanding with respect to the last
row. For the second equality we compute in a similar way, by using (23)–(25). Let us remark that (36) and the third
equality in (37) are equivalent, thanks to (11). 
Theorem 5.5. For k = 1, . . . , n, it holds:
Sk(D
2u) = 1
Hk+2t
(
Ck−2 −G · Sn+1−k(D2H)
)
. (38)
Proof. We use (11). So that
Sk(D̂2u) = |Du|kSk
(
(D2H)−1
)= |Du|k Sn+1−k(D2H)
Sn+1(D2H)
,
and from (36) we get:
Sk(D̂2u) = −|Ht |k+2G · Sn+1−k(D2H) for k = 1, . . . , n.
The case k = 1 is immediately obtained from the first equality in (37).
In case k = 2, . . . , n we argue similarly and from the second equality in the previous lemma we obtain:
Sk(D
2u) = |Du|k+2Ck−2 + Sk(D̂2u) = |Du|k+2Ck−2 − |Du|k+2G · Sn+1−k(D2H),
whence (38) by equality un = H−1t . 
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Sn(D
2u) = 1
Hn+2t
(
Cn−2 −G
(∑
i
k−1i +Htt
))
,
and it coincides with (32), since Cn−2 =∑j ∏i =j ki and G =∏n−1i=1 ki .
The equalities in the previous theorems involve Hessian operators, which are invariant with respect to the
coordinate system. In case we choose the principal coordinate system, they can be explicitly computed. We de-
note by Rk(x) the kth symmetric function of the radii of curvature r1, . . . , rn−1 of the level surface ∂Ωu(x) at x,
i.e. Rk = Sk(r1, . . . , rn−1).
Lemma 5.6. For k = 1, . . . , n, in the principal reference system, it holds:
Sn+1−k(D2H) = HttRn−k −H 2tnRn−1−k +Rn+1−k −
∑
|J |=k−1
i /∈J
H 2t i
∏
s =i
s /∈J
rs, (39)
where J is any subset of {1, . . . , n− 1} and |J | denotes its cardinality.
The last term of the previous formula, when k = 1, has to be suitably interpreted as ∑n−1i=1 H 2t i∏s =i rs .
Proof. By definition Sn+1−k(D2H) is the sum of all the principal minors of order n + 1 − k of the matrix (30).
We divide these minors in four classes:
(i) corresponding to the submatrices obtained from D2H by erasing the nth row and column and other k − 1 rows
and columns among the first n− 1 ones;
(ii) corresponding to the submatrices obtained from D2H by erasing the (n+ 1)th row and column and other k − 1
rows and columns among the first n− 1 ones;
(iii) corresponding to the submatrices obtained from D2H by erasing k rows and columns among the first n−1 ones;
(iv) corresponding to the submatrices obtained from D2H by choosing n+ 1 − k rows and columns among the first
n− 1 ones.
By computing the determinant of submatrices in the first classes by expanding with respect to their last columns and
summing up we obtain the first and the last terms of (39). The determinant of any submatrices of the second class is
zero because they have a zero column. By computing the determinant of submatrices in the third classes by expanding
with respect to their (n − k)th columns and summing up we obtain the second term of (39), and the third term is
obviously obtained from the submatrices of the fourth class. 
The previous results provides the following:
Theorem 5.7. For k = 1, . . . , n, in the principal reference system, it holds:
Sk(D
2u) = 1
Hk+2t
(
H 2t Ck −HttCk−1 +
∑
|J |=k−1
i /∈J
H 2t iκi
∏
j∈J
κj
)
, (40)
where J is any subset of {1, . . . , n− 1} and |J | denotes its cardinality.
Notice that, in case k = 1, (40) coincides with (34).
Proof. We replace (39) in (38). Then (40) follows by elementary computation and the identities:
Cp = Rn−1−p
Rn−1
, p = 0, . . . , n− 1,
κi
∏
j∈J
κj = 1
Rn−1
∏
s =i, s /∈J
rs, for i /∈ J. 
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In this section we collect some applications of the previous formulae, regarding some geometric properties of
solutions to elliptic equations.
Let Ω˜ = Ω0 \Ω1, where Ω0 and Ω1 are open subsets of Rn such that Ω1 ⊂ Ω0, and let u ∈ C2(Ω˜)∩C1(Ω˜) solve
the following Dirichlet problem: ⎧⎨⎩
u = 0 in Ω˜ = Ω0 \Ω1,
u|∂Ω0 = 0,
u|Ω1 = −1.
(41)
If Ω0 and Ω1 are convex, then u is quasiconvex: see for instance [17,24,22]. Moreover, it is well known that |Du| > 0
in Ω and that the minimum and the maximum of |Du| are attained on ∂Ω0 and ∂Ω1, respectively. We are now able
to say something more precise: let us consider the isocline lines (i.e. lines where the gradient of u have a prescribed
direction at every point), then |Du| decreases along such lines with respect to the level parameter t . Indeed, by (9)
and (34), we have:
∂|Du|
∂t
= −Htt
H 2t
= Htu−
n−1∑
i=1
ki −H−2t
n−1∑
i=1
H 2t i .
Hence, if u is harmonic in Ω , then
∂|Du|
∂t
−
n−1∑
i=1
ki = −C1, (42)
with equality for every (X, t) if and only if u is radially symmetric.
Indeed, Hti is identically null if and only if Ht , and hence |Du|, is constant on every level surface; then equality
in (42) yields that the mean curvature C1 of every level surface is constant, which implies that {u = t} is a ball for
every t . Again using the fact that |Du| is constant on every level surface, we finally obtain that u is radially symmetric.
Analogous observations and inequalities can be carried on for semilinear equations, for instance for equation of
the following type u = f (u, |Du|), provided their solutions are quasiconvex (see [23,11,13], for instance). Notice
that, when the equation has not any special structure, then Hti ≡ 0 doesn’t imply radial symmetry, but it still forces a
special geometric structure for u; indeed, it yields that H(X, t) = f (X)+ g(t) for suitable functions f and g, i.e. all
the level surfaces are parallel.
Thanks to Theorem 5.7, we can generalize (42) as follows:
Theorem 6.1. Let k ∈ {1, . . . , n} and let u be a Q2+ function at a point x, then
∂|Du|
∂t
− Ck
Ck−1
+ Sk(D2u) H
k
t
Ck−1
(43)
at x. If u ∈ Q2+(Ω˜), equality holds for every x ∈ Ω˜ if and only if u has parallel level surfaces.
Proof. Solving Htt from (40) it easy to get (43), since
∑
H 2t iκi
∏
j∈J κj  0 and it is identically zero if and only if u
has parallel level surfaces. 
As consequence we have the following corollary:
Corollary 6.2. Let u be a Q2+ function in R. If for some k,
Sk(D
2u) 0 in R,
then |Du| decreases along the isocline lines for increasing level values of t .
Finally, again from Theorem 5.7, we obtain also the following isoperimetric property involving Hessian operators.
M. Longinetti, P. Salani / J. Math. Pures Appl. 88 (2007) 276–292 289Theorem 6.3. Let u be a Q2+ function at a point x, then for k = 2, . . . , n
Sk−1(D2u)
Ck−2
|Du|Ck−1 Sk(D
2u)+ n
k(n− k + 1) Ck−1|Du|
k−1 (44)
at x. If u ∈ Q2+(Ω˜), equality holds for every x ∈ Ω˜ if and only if u is radially symmetric.
Proof. By (40), we have:
1
|Du|k+2
(|Du|Ck−1Sk−1(D2u)−Ck−2Sk(D2u))
= H 2t (C2k−1 −Ck−2Ck)+Ck−1
∑
|J |=k−2
i /∈J
H 2t iκi
∏
j∈J
κj −Ck−2
∑
|J |=k−1
i /∈J
H 2t iκi
∏
j∈J
κj .
Let Ji denote a subset of {1, . . . , n− 1} \ {i} and let:
Cm,i =
∑
|Ji |=m
∏
j∈Ji
κj = Sm(κ1, . . . , κi−1, κi+1, . . . , κn−1),
we have:
Ck−1
∑
|J |=k−2
i /∈J
H 2t iκi
∏
j∈J
κj −Ck−2
∑
|J |=k−1
i /∈J
H 2t iκi
∏
j∈J
κj
=
n−1∑
i=1
H 2t iκi
(
Ck−1
∑
|Ji |=k−2
∏
j∈Ji
κj −Ck−2
∑
|Ji |=k−1
∏
j∈Ji
κj
)
=
n−1∑
i=1
H 2t iκi(Ck−1 Ck−2,i −Ck−2 Ck−1,i )
=
n−1∑
i=1
H 2t iκ
2
i (C
2
k−2,i −Ck−3,i Ck−1,i ),
where the last equality comes from the following algebraic identity:
Cm = κiCm−1,i +Cm,i .
The following well known mean inequality (see [20], p. 52, Theorem 51),
C2m−1 −Cm−2Cm 
n
m(n−m+ 1)C
2
m−1, (45)
yields
∑n−1
i=1 H 2t iκ2i (C2k−2,i − Ck−3,i Ck−1,i )  0 with equality for every x ∈ Ω˜ if and only if Hti ≡ 0 for every i.
Hence we have:
Sk−1(D2u)
Ck−2
|Du|Ck−1 Sk(D
2u)+ 1
Hk−1t
(C2k−1 −Ck−2Ck), (46)
with equality in Ω˜ if and only if u has parallel surfaces.
Since equality holds in (45) if and only if κ1 = · · · = κn−1, (44) follows from (46), with equality in Ω˜ if and only
if u is radially symmetric. 
7. Minkowski addition of quasiconvex functions
This section is devoted to introduce Minkowski addition of quasiconvex functions and to investigate its basic
properties.
Let Ω0 and Ω1 be two open convex subset of Rn and let u(0) ∈ C(Ω0) ∩ Q and u(1) ∈ C(Ω1) ∩ Q; we denote by
H(0) and H(1) the support functions of u(0) and u(1), respectively. For λ ∈ [0,1], we set Ωλ = (1 − λ)Ω0 + λΩ1 and
H(λ)(X, t) = (1 − λ)H(0)(X, t)+ λH(1)(X, t) for (X, t) ∈ Rn × R. (47)
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having support function H(λ). Equivalently, u(λ) is the quasiconvex function whose sublevel sets are the Minkowski
linear combination of the corresponding sublevel sets of u(0) and u(1) , i.e.
{u(λ)  t} = (1 − λ){u(0)  t} + λ{u(1)  t} for t ∈ R.
It is easily seen that u(λ) ∈ C(Ωλ); other properties of u(λ) are collected in the following propositions:
Proposition 7.2. The class of convex functions is closed with respect to the level sets Minkowski addition, i.e. u(λ) is
convex if u(0) and u(1) are convex.
Proof. It is an easy consequence of (47) and Proposition 2.1. 
Proposition 7.3. If at the points x and y the functions u(0) and u(1) have the same value and not null parallel gradient,
that is if :
u(0)(x) = u(1)(y) = t, Du(0)(x)/∣∣Du(0)(x)∣∣= Du(1)(y)/∣∣Du(1)(y)∣∣, (48)
then at z = (1 − λ)x + λy the following hold:
1
|Du(λ)(z)| =
1 − λ
|Du(0)(x)| +
λ
|Du(1)(y)| . (49)
Vice versa, for every z ∈ Ωλ, there exist x ∈ Ω0 and y ∈ Ω1 such that z = (1 − λ)x + λy and (48) and (49) hold.
A proof of the previous proposition, that establishes an exact relation between Duλ and the gradients of the original
functions u(0) and u(1), can be found in [12] and [9]; in fact, it is easy to get it from the linearity property of the support
function (47) and (5).
In [9] (see (8) therein) and in [12], also the following inequality (50), involving the Hessian matrices D2u(λ),
D2u(0) and D2u(1), was used; here we show how to obtain it from (22).
Proposition 7.4. In the same assumptions of Proposition 7.3, it holds:
D2u(λ)
|Du(λ)|3 (z) (1 − λ)
D2u(0)
|Du(0)|3 (x)+ λ
D2u(1)
|Du(1)|3 (y). (50)
Proof. Since for symmetric matrices A B means that B −A is positive semidefinite, (50) is equivalent to
u
(λ)
lm ξlξm
|Du(λ)|3 (z) (1 − λ)
u
(0)
lm ξlξm
|Du(0)|3 (x)+ λ
u
(1)
lm ξlξm
|Du(1)|3 (y) for every vector ξ = (ξ1, . . . , ξn).
From (22) we have:
u
(λ)
lm ξlξm
|Du(λ)|3 (z) = −h
(λ)
tt [Y ]l[Y ]mξlξm + [h(λ)t Ti − h(λ)ti Y ]lξlbij [h(λ)t Tj − h(λ)tj Y ]mξm.
Since by linearity of support function with respect to λ we have:
h
(λ)
tt = (1 − λ)h(0)tt + λh(1)tt ,
it is enough to show that
[h(λ)t Ti − h(λ)ti Y ]lξlbij [h(λ)t Tj − h(λ)tj Y ]mξm
is convex in λ. This follows from the next lemma and the proof is so complete. 
Lemma 7.5. For i = 1, . . . , n− 1, let
vi = [h(λ)t Ti − h(λ)Y ]lξl,t i
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vib
ij (z)vj
is convex in λ.
Proof. As h(λ) is linear in λ, the vector v = (v1, . . . , vn−1), the point z = h(λ)Y +h(λ)i Ti, and the second fundamental
form
(lij ) =
(〈
∂z
∂θi
,
∂Y
∂θj
〉)
,
computed at z are linear with respect to λ too. The thesis follows from the following algebraic property (see Appendix
of [1]): the quadratic form V T (A)−1V is convex in (A,V ) ∈ S+n × Rn, where S+n is the space of symmetric positive
definite matrices. 
Finally, we further investigate on the action of Minkowski addition on second order differential properties of
functions. (48) and (49) claim that the gradient of the Minkowski sum of u(0) and u(1) is the harmonic mean of the
corresponding gradients; the next theorem shows that a similar harmonic mean property holds for the corresponding
“normalized hemmed Hessian matrix” (D̂2u)/|Du|.
Theorem 7.6. Let u(0) and u(1) be Q2+ functions at the points x and y. If (48) holds, then u(λ) is Q2+ at z = λx +
(1 − λ)y and (
D̂2u(λ)
|Du(λ)| (z)
)−1
= (1 − λ)
(
D̂2u(0)
|Du(0)| (x)
)−1
+ λ
(
D̂2u(1)
|Du(1)| (y)
)−1
. (51)
Proof. It follows from the linearity of the support function H with respect to λ and from (11). 
In a forthcoming paper [29], we are going to use again Minkowski addition of quasiconvex functions to further
investigate Brunn–Minkowski type inequalities and qualitative properties of solutions to elliptic equations.
References
[1] G. Alvarez, J.M. Lasry, P.L. Lions, Convex viscosity solutions and state constraints, J. Math. Pures Appl. 76 (1997) 265–288.
[2] M. Avriel, W.E. Diewert, S. Schaible, I. Zang, Generalized Concavity, Plenum Press, New York and London, 1988.
[3] E.N. Barron, R. Jensen, W. Liu, Hopf–Lax formula for ut = H(u,Du) = 0, J. Differential Equations 126 (1996) 48–61.
[4] E.N. Barron, R. Jensen, W. Liu, Hopf–Lax formula for ut = H(u,Du) = 0, II, Comm. Partial Differential Equations 22 (1997) 1141–1160.
[5] E.N. Barron, R. Jensen, W. Liu, Explicit solution of some first order PDE’s, J. Dynam. Control Systems 3 (1997) 1–16.
[6] E.N. Barron, R. Jensen, W. Liu, Applications for the Hopf–Lax formula for ut = H(u,Du) = 0, SIAM J. Math. Anal. 29 (1998) 1022–1039.
[7] C. Borell, Capacitary inequalities of the Brunn–Minkowski type, Math. Ann. 263 (1984) 179–184.
[8] L.A. Caffarelli, D. Jerison, E.H. Lieb, On the case of equality in the Brunn–Minkowski inequality for capacity, Adv. Math. 117 (2) (1996)
193–207.
[9] P. Cardaliaguet, R. Taharaoui, On the strict concavity of the harmonic radius in dimension N  3, J. Math. Pures Appl. 81 (2002) 223–240.
[10] G. Chiti, M. Longinetti, Differential inequalities for Minkowski functionals of level sets, Internat. Ser. Numer. Math. 103 (1992) 109–127.
[11] A. Colesanti, P. Salani, Quasiconvex envelope of a function and convexity of level sets of solutions to elliptic equations, Math. Nachr. 258
(2003) 3–15.
[12] A. Colesanti, P. Salani, The Brunn–Minkowski inequality for p-capacity of convex bodies, Math. Ann. 327 (2003) 459–479.
[13] P. Cuoghi, P. Salani, Convexity of level sets for solutions to nonlinear elliptic problems in convex rings, Electron. J. Differential Equations 124
(2006) 1–12.
[14] B. de Finetti, Sulle stratificazioni convesse, Ann. Mat. Pura Appl. (4) 30 (1949) 173–183 (in Italian).
[15] W. Fenchel, Convex Cones, Sets and Functions, Princeton University Press, Princeton, NJ, 1953.
[16] W. Fenchel, Über konvexe Funktionen mit voreschriebenen Niveaumannigfaltigkeiten, Math. Z. 63 (1956) 496–506.
[17] M. Gabriel, A result concerning convex level-surfaces of three-dimensional harmonic functions, London Math. Soc. J. 32 (1957) 286–294.
[18] H.J. Greenberg, W.P. Pierskalla, A review of quasiconvex functions, Oper. Res. 19 (1971) 1553–1570.
[19] N. Hadjisavvas, S. Komlósi, S. Schaible, Handbook of Generalized Convexity and Generalized Monotonicity, Nonconvex Optimization and
its Applications, vol. 76, Springer, New York, 2005.
[20] G.H. Hardy, J.E. Littlewood, G. Pólya, Inequalities, Cambridge University Press, Cambridge, 1952.
292 M. Longinetti, P. Salani / J. Math. Pures Appl. 88 (2007) 276–292[21] A. Guerraggio, E. Molho, The origins of quasi-concavity: a development between mathematics and economics, Historia Math. 31 (2004)
62–75.
[22] B. Kawohl, Rearrangements and Convexity of Level Sets in P.D.E., Lecture Notes in Mathematics, vol. 1150, Springer, Berlin, 1985.
[23] N. Korevaar, Convexity of level sets for solutions to elliptic ring problems, Comm. Partial Differential Equations 15 (4) (1990) 541–556.
[24] J. Lewis, Capacitary functions in convex rings, Arch. Rat. Mech. Anal. 66 (1977) 201–224.
[25] M. Longinetti, Sulla convessità delle linee di livello di funzioni armoniche, Boll. U.M.I. (6) 2-A (1983) 71–75.
[26] M. Longinetti, On minimal surfaces bounded by two convex curves in parallel planes, J. Differential Equations 67 (1987) 344–358.
[27] M. Longinetti, Some isoperimetric inequalities for the level curves of capacity and Green’s functions on convex plane domains, SIAM J. Math.
Anal. 19 (1988) 377–389.
[28] M. Longinetti, A strict convexity principle for nonlinear elliptic equations, Preprint.
[29] M. Longinetti, P. Salani, Concavity principles for elliptic problems, in preparation.
[30] J.-P. Crouzeix, Continuity and differentiability properties of quasiconvex functions on R, in: S. Schaible, W.T. Ziemba (Eds.), Generalized
Concavity in Optimization and Economics, Academic Press, New York, 1981, pp. 109–130.
[31] J.-P. Crouzeix, A duality framework in quasiconvex programming, in: S. Schaible, W.T. Ziemba (Eds.), Generalized Concavity in Optimization
and Economics, Academic Press, New York, 1981, pp. 207–226.
[32] R. Schneider, Convex Bodies: The Brunn–Minkowski Theory, Cambridge University Press, Cambridge, 1993.
