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A predictive coding model of gaze shifts and the underlying neurophysiol-
ogy
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King’s College London, Department of Informatics, London. UK. michael.spratling@kcl.ac.uk
Abstract
A comprehensive model of gaze control must account for a number of empirical observations at both the
behavioural and neurophysiological levels. The computational model presented in this article can simulate the
coordinated movements of the eye, head, and body required to perform horizontal gaze shifts. In doing so it re-
produces the predictable relationships between the movements performed by these different degrees of freedom
(DOFs) in the primate. The model also accounts for the saccadic undershoot that accompanies large gaze shifts
in the biological visual system. It can also account for our perception of a stable external world despite frequent
gaze shifts and the ability to perform accurate memory-guided and double-step saccades. The proposed model
also simulates peri-saccadic compression: the mis-localisation of a briefly presented visual stimulus towards the
location that is the target for a saccade. At the neurophysiological level, the proposed model is consistent with
the existence of cortical neurons tuned to the retinal, head-centred, body-centred, and world-centred locations
of visual stimuli and cortical neurons that have gain-modulated responses to visual stimuli. Finally, the model
also successfully accounts for peri-saccadic receptive field (RF) remapping which results in reduced responses
to stimuli in the current RF location and an increased sensitivity to stimuli appearing at the location that will be
occupied by the RF after the saccade. The proposed model thus offers a unified explanation for this seemingly
diverse range of phenomena. Furthermore, as the proposed model is an implementation of the predictive cod-
ing theory, it offers a single computational explanation for these phenomena and relates gaze shifts to a wider
framework for understanding cortical function.
Keywords: eye movements; saccades; peri-saccadic compression; gain-modulation; receptive field remapping;
sensory-motor coordination; neural networks; basis functions; action planning
1 Introduction
Movements that change the direction of gaze (eye movements or coordinated movements of the eye, head and
body) are one of the most frequent actions performed by humans and many other species. As a result, such
movements have been extensively studied, using both psychophysics and electrophysiology. These experiments
have revealed a wide range of different phenomena associated with gaze shifts (Hamker et al., 2011; McCluskey
and Cullen, 2007; Melcher and Colby, 2008; Wurtz, 2008), including: predictable relationships between eye, head
and body movements; typical patterns of saccade accuracy; the ability to accurately perform memory-guided and
double-step saccades; inaccuracies in perceiving the location of a visual stimulus that appears briefly around the
time of a saccade (peri-saccadic shifts and compression); suppression of awareness of visual blur during saccades
(saccadic suppression); the perception of a stable external world despite frequent gaze shifts; a failure to detect
visual target location changes made during a saccade (suppression of displacement); the existence of cortical
neurons tuned to the retinal, head-centred, body-centred, and world-centred locations of visual stimuli; neurons
with visual responses that are gain-modulated by postural information; and, neurons that show predictive responses
to stimuli that will appear in their receptive field (RF) following a saccade (RF remapping).
While there are many existing computational models that offer explanations of these phenomena individually
(e.g., Dominey and Arbib, 1992; Droulez and Berthoz, 1991; Krommenhoek et al., 1993; Law et al., 2013; Mender,
2014; Mender and Stringer, 2015; Niemeier et al., 2003; Pola, 2011; Pouget et al., 2002; Pouget and Sejnowski,
1997; Pouget and Snyder, 2000; Quaia et al., 1998; Saeb et al., 2011; Salinas and Abbott, 1995, 1996; Salinas
and Sejnowski, 2001; Schneegans, S.and Scho¨ner, 2012; Smith and Crawford, 2001, 2005; Tweed, 1997; Weber
et al., 2007; Xing and Andersen, 2000a,b; Zipser and Andersen, 1988), or in twos or threes (Hamker et al., 2008;
Mohsenzadeh et al., 2016; Ziesche and Hamker, 2011, 2014), there is currently a lack of a more comprehensive
model that can account for many gaze-related phenomena. This article proposes such a comprehensive model. The
proposed computational model can account for all the empirical data listed above, except for peri-saccadic shifts,
saccadic suppression, and suppression of displacement. The proposed model is based on a particular implementa-
tion of the predictive coding theory of cortical function (Bubic et al., 2010; Clark, 2013; Friston and Kiebel, 2009;
Huang and Rao, 2011; Rao and Ballard, 1999). Previous work has already applied predictive coding to modelling
action (Adams et al., 2013; Friston et al., 2012, 2011, 2010; Perrinet et al., 2014). This prior work emphasises
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that actions can be viewed as a means of reducing prediction error by changing sensory data to make it consistent
with the expected or desired sensory input. In these previous predictive coding models of action, fulfilling ex-
pectations about predicted sensory inputs is achieved by minimising the error between those expectations and the
actual sensory input. However, this previous work does not simulate psychophysical or neurophysiological data.
The emphasis here is on explaining such data, and on exploring how predictive coding mechanisms can be used
to plan actions, rather than being concerned with modelling how actions are executed once planned.a The actions
planned by the proposed model could well be executed through error minimisation, using predictive coding, as
advocated in the previous work (Adams et al., 2013; Friston et al., 2012, 2011, 2010; Perrinet et al., 2014), but
this is not considered here.
The proposed model uses population codes to represent different sensory and motor variables, consistent with
the principle set out by van Hemmen and Schwartz (2008). The relationships between these variables are encoded
in the weights of a predictive coding neural network. This enables the network to perform mappings between
the different variables, predicting any missing values. These predictions of missing values can be used to plan
movements by predicting the position of the eye, neck, or torso required to bring a visual target to a particular
location on the retina. The predictions generated by the network can also be used to estimate the visual input
expected after a change in gaze direction. While it is possible to encode the relationships between all the sensory
and motor variables using a single network, the number of neurons required increases exponentially with the
number of variables, and is unlikely to be a tractable solution for the brain (Deneve and Pouget, 2003; Pouget and
Sejnowski, 1997). To resolve this issue the overall problem is divided across multiple sub-networks. This sub-
division requires internal variables (also population coded) that facilitate the coordination of the sub-networks.
Natural candidates for these internal variables are representations of visual space that are increasingly invariant to
movements: representations in head-centred, body-centred, and world-centred coordinates. These gaze-invariant
representations allow accurate eye movements to be performed to previously seen locations even when intervening
movements have been made. The use of population coding results in the model exhibiting patterns of eye, head
and body movements that are consistent with those observed in humans, it also results in saccadic undershoot for
large gaze shifts that is also observed in the biological visual system. The relationship between different variables
is encoded by neurons that have gain modulated responses. Using the model to predict the visual input expected
after a gaze shift produces neurons that show predictive RF remapping responses. Furthermore, using the same
neural network to make multiple predictions about different variable values leads naturally to an explanation of
peri-saccadic compression.
2 Methods
2.1 Basis Function Networks
Basis function networks are a popular neural network architecture for performing sensory-sensory and sensory-
motor coordination in robots (Kim et al., 2005; Marjanovic´ et al., 1996; Meng and Lee, 2007, 2008; Molina-
Vilaplana et al., 2004; Sun and Scassellati, 2005; Zhang et al., 2005) and as models of brain function (Chinellato
et al., 2011; Deneve et al., 2001; Deneve and Pouget, 2003; Latham et al., 2003; Pouget et al., 2003, 2002; Pouget
and Sejnowski, 1994, 1997; Pouget and Snyder, 2000; Salinas and Abbott, 1995; Salinas and Sejnowski, 2001; van
Rossum and Renart, 2004; Weber et al., 2007). Basis function networks can approximate any linear or nonlinear
mapping (Broomhead and Lowe, 1988; Park and Sandberg, 1991; Schilling et al., 2001), but for simplicity, a very
simple linear example is shown in fig. 1. The basis function approach splits the problem into two sub-problems: a
layer of basis function nodes, with nonlinear activation functions, encode possible combinations of sensory input
signals, and a linear readout of the responses of these basis functions is used to produce the output.
The basis function network shown in fig. 1 could be interpreted as performing a sensory-sensory transforma-
tion that maps retinocentric coordinates to head-centred coordinates for a simple system with a one-dimensional
retinotopic input and with one degree-of-freedom (DOF) for motor action which causes a shift in the retinotopic
input (Deneve et al., 2001; Pouget et al., 2002; Pouget and Sejnowski, 1997; Pouget and Snyder, 2000; Weber and
Wermter, 2007). In this case, the current value of a represents the position of a visual target on the retina, the value
of b represents position of the eye, and the calculated value of c represents the estimate of the head-centred position
of the target. This article uses basis function networks that are implemented using the PC/BC-DIM algorithm.
aThe proposed model is concerned purely with kinematics and does not consider dynamics. It is assumed that the movements planned by
the proposed model are carried out by brain circuitry that has not been explicitly modelled here. For example, by the cerebellum (Houk et al.,
1996; Kawato, 1995), which appears to implement a closed-loop motor control system containing both forward and inverse models (Wolpert
and Kawato, 1998; Wolpert et al., 1998). This split between action planning and execution is consistent with previous work modelling the
biological basis of motor control (Flash and Sejnowski, 2001).
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Figure 1: A simple basis function network for performing a mapping between two input variables (a and
b) and an output variable (c). In this simple example, the mapping is linear, such that c = a+b. The values
of the input variables are encoded by the activation patterns in two populations of neurons, and the value
of the output is encoded by the firing of a third population of neurons. By using populating coding the
inputs and outputs can represent any continuous value, rather than just discrete values as suggested by the
figure. While representations of the current variable values are encoded by neural activity, the mapping
between values is encoded in the connections (the “weights”) between the neurons in the network. The
mapping from the inputs to the output is mediated by a hidden layer of neurons, the basis function
population. Each basis function node has weights that allow it to represent a possible combination of
input values. Each neuron in the output layer has non-zero weights to those basis function neurons that
represent the same output value (e.g., an output neuron representing the value c = −1, would receive
input from the basis function representing the combination of inputs a = −1 and b = 0 and would also
receive input from the basis function representing the inputs a = −2 and b = 1, etc.).
2.2 The PC/BC-DIM Algorithm
PC/BC-DIM is a version of Predictive Coding (PC; Rao and Ballard, 1999) reformulated to make it compatible
with Biased Competition (BC) theories of cortical function (Spratling, 2008a,b) and that is implemented using
Divisive Input Modulation (DIM; Spratling et al., 2009) as the method for updating error and prediction neuron
activations. DIM calculates reconstruction errors using division, which is in contrast to other implementations
of PC that calculate reconstruction errors using subtraction (Huang and Rao, 2011; Spratling, 2017). PC/BC-
-DIM is a hierarchical neural network. Each level, or processing stage, in the hierarchy is implemented using the
neural circuitry illustrated in fig. 2a. A single PC/BC-DIM processing stage thus consists of three separate neural
populations. The behaviour of the neurons in these three populations is determined by the following equations:
r = Vy (1)
e = x [r]2 (2)
y← [y]1 ⊗We (3)
Where x is a (m by 1) vector of input activations, e is a (m by 1) vector of error neuron activations; r is a (m
by 1) vector of reconstruction neuron activations; y is a (n by 1) vector of prediction neuron activations; W is
a (n by m) matrix of feedforward synaptic weight values; V is a (m by n) matrix of feedback synaptic weight
values; [v] = max(, v); 1 and 2 are parameters; and and⊗ indicate element-wise division and multiplication
respectively.
For all the experiments described in this paper 1 and 2 were given values of 1 × 10−6 and 1 × 10−4 re-
spectively. Parameter 1 prevents prediction neurons becoming permanently non-responsive. It also sets each
prediction neuron’s baseline activity rate and controls the rate at which its activity increases when an input stimu-
lus is presented within its RF. Parameter 2 prevents division-by-zero errors and determines the minimum strength
that an input is required to have in order to effect prediction neuron response. As in all previous work with
PC/BC-DIM, these parameters have been given small values compared to typical values of y and x, and hence,
have negligible effects on the steady-state activity of the network. The matrixV is equal to the transpose of theW,
but each column is normalised to have a maximum value of one. Hence, the feedforward and feedback weights
are simply rescaled versions of each other. Given that the V weights are fixed to the W weights there is only
one set of free parameters, W, and references to the “synaptic weights” refer to the elements of W. Here, as in
previous work with PC/BC-DIM only non-negative weights, inputs, and activations are used. Initially the values
of y are all set to zero, although random initialisation of the prediction node activations can also be used with little
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Figure 2: (a) A single processing stage in the PC/BC-DIM neural network architecture. Rectangles
represent populations of neurons and arrows represent connections between those populations. The pop-
ulation of prediction neurons constitute a model of the input environment. Individual neurons represent
distinct causes that can underlie the input (i.e., latent variables). The belief that each cause explains the
current input is encoded in the activation level, y, and is used to reconstruct the expected input given the
predicted causes. This reconstruction, r, is calculated using a linear generative model (see eq. 1). Each
column of the feedback weight matrix V represents a basis function, and the reconstruction is thus a
linear combination of those basis vectors. Each element of the reconstruction is compared to the corre-
sponding element of the actual input, x, in order to calculate the residual error, e, between the predicted
input and the actual input (see eq. 2). The errors are subsequently used to update the predictions (via
the feedforward weights W, see eq. 3) in order to make them better able to account for the input, and
hence, to reduce the error at subsequent iterations. The responses of the neurons in all three populations
are updated iteratively to recursively calculate the values of y, r, and e. The weights V are the transpose
of the weights W, but are normalised to so that the maximum value of each column is unity. The activa-
tions of the prediction neurons or the reconstruction neurons may be used as inputs to other PC/BC-DIM
processing stages. The inputs to this processing stage may come from the prediction neurons of this or
another processing stage, or the reconstruction neurons of another processing stage, or may be external,
sensory-driven, signals. The inputs can also be a combination of any of the above. (b) When inputs come
from multiple sources, it is convenient to consider the population of error neurons to be partitioned into
sub-populations which receive these separate sources of input. As there is a one-to-one correspondence
between error neurons and reconstruction neurons, this means that the reconstruction neuron population
can be partitioned similarly.
influence on the results. Equations 1, 2 and 3 are then iteratively updated with the new values of y calculated by
eq. 3 substituted into eq. 1 and eq. 3 to recursively calculate the neural activations.
There are multiple ways to create hierarchical PC/BC-DIM networks. One way is to use the prediction neurons
in one processing stage, as (part of) the input to a subsequent stage (Spratling, 2008a, 2012c, 2016b). Another
possibility is to use the the reconstruction neurons as inputs to another processing stage (Muhammad and Spratling,
2015; Spratling, 2016a,b). The latter approach will be used in this article to perform the simulations described in
sect. 3.1. To perform simulations with a hierarchical PC/BC-DIM network, eqs. 1, 2 and 3 are evaluated for each
processing stage in turn (starting from the lowest stage in the hierarchy), and this process is repeated to iteratively
calculate the changing neural activations in each processing stage at each time-step.
When inputs come from multiple sources it is convenient to consider the vector of input signals, x, the vector
of error neuron activations, e, and the vector of reconstruction neuron responses, r, to be partitioned into multiple
parts corresponding to these separate sources of input (see fig. 2b; Spratling, 2014b, 2016b). Each partition of
the input will correspond to certain columns of W (and rows of V). While it is conceptually convenient to think
about separate partitions of the inputs, neural populations and synaptic weights, it does not in any way alter the
mathematics of the model. In eqs. 1, 2 and 3, x is a concatenation of all partitions of the input, e and r represent
the activations of all the error and reconstruction neurons; and W and V represent the synaptic weight values for
all partitions.
In the PC/BC-DIM algorithm, the values of y represent predictions of the causes underlying the inputs to the
network. The values of r represent the expected inputs given the predicted causes. The values of e represent the
residual error between the reconstruction, r, and the actual input, x. The full range of possible causes that the
network can represent are defined by the weights, W (and V). Each row of W (which correspond to the weights
targeting an individual prediction neuron) can be thought of as a “basis function” or “elementary component” or
“preferred stimulus” or “dictionary element”, and W as a whole can be thought of as a “basis”, or “codebook”,
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Figure 3: Methods of using PC/BC-DIM as a basis function network. The architectures shown here
are analogous to that shown in fig. 1, for the simple task of mapping from two input variables (a and b)
to an output variable (c). (a) The prediction neurons have RFs in the two input spaces (defined by the
weights Wa and Wb) that make them selective to specific combinations of input stimuli. A population
of pooling neurons receives input, via weights Vc, from the prediction neurons in order to generate the
output. The responses of the pooling neurons, z, are calculated as a linear weighted sum of their input,
i.e., z = Vcy. (b) The PC/BC-DIM network receives an additional source of input. Dealing with this
extra partition of the input requires the definition of additional columns of feedforward synaptic weights,
W, and additional rows of the feedback weights, V. If the additional feedback weights, Vc, are identical
to the pooling weights used in the architecture shown in (a), then (given eq. 1), the responses of the third
partition of the reconstruction neurons, rc, will be identical to the responses of the pooling neurons in (a),
i.e., rc = Vcy. If the feedforward weights associated with the third partition, Wc, are rescaled versions
of the corresponding additional feedback weights, Vc, then the network can perform mappings not only
from a and b to c, but also from a and c to b, and from b and c to a (as will be illustrated in fig. 6).
or “dictionary” of possible representations, or more generally a model of the external environment (Spratling,
2012c, 2014a). The activation dynamics described above result in the PC/BC-DIM algorithm selecting a subset
of active prediction neurons whose RFs (which correspond to basis functions) best explain the underlying causes
of the sensory input. The strength of activation reflects the strength with which each basis function is required to
be present in order to accurately reconstruct the input. This strength of response also reflects the probability with
which that basis function (the preferred stimulus of the active prediction neuron) is believed to be present, taking
into account the evidence provided by the input signal and the full range of alternative explanations encoded in
the RFs of the whole population of prediction neurons.
2.3 The PC/BC-DIM Network as an Omni-directional Basis Function Network
As described in the preceding paragraph, the prediction neurons in a PC/BC-DIM network behave like basis
function neurons. Figure 3 illustrates how this can be exploited to perform a simple mapping from two input
variables to an output variable, analogous to the task performed by the traditional basis function network shown
in fig. 1. If a sub-set of the prediction neurons represent combinations of inputs that correspond to the same value
of the output, then it is necessary to “pool” the responses from this sub-set of prediction neurons to produce this
output whenever one of these combinations is presented to the inputs. Figure 3 shows two ways in which this
can be implemented. The first method (fig. 3a) involves using a separate population of pooling neurons that are
activated by the responses of the prediction neurons. This method has been used in previous work (De Meyer
and Spratling, 2013; Spratling, 2009, 2014a) and is directly equivalent to a standard basis function network. The
second method (fig. 3b) involves defining additional neurons within the reconstruction neuron population that
perform the same role as the pooling neurons in the first method (Muhammad and Spratling, 2015, 2017a,b;
Spratling, 2016a,b). In this article the latter method will be used, as it has a major advantage over the former.
Specifically, it allows omni-directional mapping between coordinate systems. For example, the network shown in
fig. 3b can infer c given a and b (as illustrated in fig. 6a), but it can also infer b given a and c (as illustrated in
fig. 6b), and determine a given inputs b and c (as illustrated in fig. 6c). This ability to calculate mappings in all
directions is exploited in the simulations presented in this article in order to perform sensory-sensory mappings
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Figure 4: The simulated subject viewed from above. The agent can perform horizontal eye, neck and
torso movements only. For simplicity only a single, cyclopean, eye is considered in the simulations.
Furthermore, the axes of rotation of the cyclopean eye, the head and the torso are assumed to be colinear
so that the simulated agent is purely linear. The anglular position of a visual stimulus on the retina is
denoted by R and is measured from the centre of the cyclopean retina. The pan angle of the eye is denoted
by E and is measured relative to the head. The pan angle of the neck is denoted by N and is measured
relative to the torso. The pan angle of the torso is denoted by T and is measured relative to the world. (a)
Shows E and R when the subject has neck and torso pan angles of zero. (b) Shows T and N when the
subject has non-zero neck and torso pan values.
to determine the location of a visual target, to perform sensory-motor mappings to plan eye movements, and to
perform motor-sensory mappings to predict the visual input expected following an eye movement (described in
detail in sect. 2.5).
2.4 Wiring-up the Networks to Perform the Simulations
PC/BC-DIM networks of the form described above will be used to simulate gaze control. To simplify the task
only horizontal gaze shifts are considered. Furthermore, only one, 1-dimensional, cyclopean eye is considered,
and the simulated agent (see fig. 4) is considered to be a linear system, such that that position of an object in
the world (measured in degrees from a mid-line passing through the agent’s body) can be calculated as the sum
of the retinal position of the target object (in degrees), the eye’s orientation (in degrees, measured relative to the
head), the neck’s pan angle (in degrees, measured relative to the body), and the orientation of the torso (in degrees,
measured relative to the world). However, it should be noted that the methods described here are not limited to
such a simple, linear, case. As with traditional basis function networks, a PC/BC-DIM network can be used to
approximate any linear or nonlinear mapping. Furthermore, the proposed method scales up to nonlinear systems
with many more DOFs than the one considered here. Specifically, it has been used to control eye movements in a
humanoid robot with two eyes, each of which produces a two-dimensional image and has two DOFs of movement
(Muhammad and Spratling, 2015) and to control the humanoid robot’s neck movements (three DOFs) and arm
movements (three DOFs) (Muhammad and Spratling, 2017a,b).
The format used in figs. 2 and 3 to draw PC/BC-DIM networks is unwieldy, especially when illustrating
larger, hierarchical, PC/BC-DIM networks. Hence, throughout the remainder of this article the simplified format,
illustrated in fig. 5a, is used. The mathematical model remains unchanged, it is just the way of illustrating this
model that has been simplified.
To simulate the coordinated control of eye, head and body movements the hierarchical PC/BC-DIM network
illustrated in fig. 5b was used. This network consisted of a hierarchy of three processing stages. The first process-
ing stage (shown on the left of fig. 5b) contained three partitions. The first partition represented the retinotopic
input (R), the second partition represented the eye orientation (E), and the third partition represented the visual
world in a head-centred coordinate system (H). This head-centred representation was invariant to eye movements.
The second processing stage also contained three partitions. The first partition represented the head-centred
bearing of visual targets (H). The input to this partition came from the reconstruction neurons of the third partition
of the first processing stage. The reconstruction neurons of the first partition of the second processing stage
provided reciprocal input to the third partition of the first processing stage. The second partition represented neck
orientation (N), and the third partition represented the visual world in a body-centred coordinate system (B). This
body-centred representation was invariant to both eye and neck movements.
The third processing stage also contained three partitions. The first partition represented the body-centred
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Figure 5: (a) The PC/BC-DIM network shown in fig. 3b drawn using a simplified format: the error
neuron and reconstruction neuron populations are shown superimposed and double-headed arrows are
used to show inputs and outputs to and from both these populations. (b-c) The PC/BC-DIM networks
used to perform the simulations presented in this article, drawn using the same simplified format. These
networks are used to perform (b) coordinated movements of the eye, head, and body (controlled in world-
centred coordinates), and (c) the eye-movements (controlled in head-centred coordinates). The network
shown in (b) was used to perform the simulations reported in sect. 3.1. The simulations described in
sects. 3.2 and 3.3 were performed using the simpler network shown in (c). In (b) the curved double-
headed arrows linking processing stages represent connections going from the reconstruction neurons to
the input of the other processing stage.
bearing of visual targets (B). The input to this partition came from the reconstruction neurons of the third partition
of the second processing stage. The reconstruction neurons of the first partition of the third processing stage
provided reciprocal input to the third partition of the second processing stage. The second partition represented
torso orientation (T), and the third partition represented the visual targets in a world-centred reference frame (W).
This world-centred representation was invariant to eye, neck and torso orientation.
For each processing stage, each prediction neuron had a Gaussian RF (with a standard deviation of 7.5o) in
each of the three partitions. These RFs were centred in each input space so as to encode the desired relationship
between the three variables for one specific set of values. The RFs of the prediction neuron population as a whole
evenly tiled the input spaces, so that the network could approximate the mapping between the variables for all
possible values. Hence, in the first processing stage, each prediction neuron had synaptic weights that defined
a preference for one particular value of retinal input (R), one value for eye position (E), and the corresponding
value of head-centred space (H). Together, a population of 187 prediction neurons were used to map between all
valid combinations of R, E, and H. The prediction neuron weights in the second processing stage were defined
analogously, so that each prediction neuron encoded a triplet of values satisfying the desired mapping between
the three variables, H, N, and B. This second processing stage contained 513 prediction neurons. Similarly, the
third processing stage contained 405 prediction neurons that acted as basis functions to implement the mapping
between the variables B, T and W. b
It should be noted that it would also be possible to perform the simulations with a single PC/BC-DIM process-
bThe synaptic weights of the PC/BC-DIM network have been hard-coded rather than learnt. While this article does not consider learning, it
is possible to speculate as to how the weights could be learnt. Consider the first processing stage. The prediction neurons need to learn RFs that
represent combinations of retinal input and eye position so as to tile this joint input space. This can be achieved using an unsupervised learning
algorithm trained using randomly positioned visual targets and random eye movements, as has been shown in De Meyer and Spratling (2011).
The reconstruction neurons in the third partition of the first processing stage need to learn strong connections to all the prediction neurons
that represent the same head-centred location. This could potentially be achieved using an unsupervised learning rule that forms associations
across time (Fo¨ldia´k, 1991; O’Reilly and McClelland, 1992; Spratling, 2005; Templeman and Loew, 1989; Wallis, 1996). Specifically, one
reconstruction neuron could be connected to all the prediction neurons that represent a single head-centred location by training with a stationary
visual target and random eye movements, and this process repeated with different target positions in order to train all the reconstruction
neurons. This has been demonstrated by Spratling (2009) for a PC/BC-DIM architecture where the head-centred representation is learnt by
pooling neurons, as shown in fig. 3a, rather than reconstruction neurons. Once the weights for the first processing stage have been learnt, an
analogous method could be used to train the second and subsequent processing stages in a greedy layer-wise process, as is typically used to
train deep neural networks (Hinton et al., 2006; Larochelle et al., 2009). Such a process might be facilitated in the human visual system by the
sequential development of motor control in young infants, in which eye movements occur before the mastery of head and body movements,
and head movements are performed before body movements.
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ing stage that had five partitions representing the variables R, E, N, T, and W. However, as with all basis function
style networks, the number of neurons required to perform transformations (with a given degree of accuracy)
increases exponentially with the number of input variables (Deneve and Pouget, 2003; Pouget and Sejnowski,
1997). While this is not an issue for the simple agent simulated here, it is an issue faced by the brain in controlling
a body with very many DOFs and many sources of sensory input. For such a system, using a single basis function
network is unlikely to offer a tractable solution. This has almost certainly led to the brain employing a hierarchy
of basis functions type neural networks (Chinellato et al., 2011; Pertzov et al., 2011; Pouget et al., 2002; Pouget
and Sejnowski, 1997; Pouget and Snyder, 2000) which allow information to be transformed between multiple dif-
ferent coordinate systems, as is observed along the dorsal pathway of the cortical visual system (Battaglia-Mayer
et al., 2003; Blangero, 2008; Colby, 1998; Marzocchi et al., 2008; McGuire and Sabes, 2009; Pertzov et al., 2011;
Weber et al., 2007).
In the proposed model, each externally generated variable - retinal position (R), eye orientation (E), neck
orientation (N), and torso orientation (T) - ranged over values comparable to those found in humans. Specifically,
R ranged from −80o to +80o, E ranged from −50o to +50o, N ranged from −90o to +90o, and T ranged from
−40o to +40o.
The inputs, x, to each partition of each PC/BC-DIM network were encoded as Gaussian population codes,
in a similar way to has been used by many related models (e.g., Cassanello and Ferrera, 2007; De Meyer and
Spratling, 2011; Pouget and Sejnowski, 1997; Salinas and Abbott, 1996; Zipser and Andersen, 1988). These
population codes were created using a topographically-organised population of neurons with Gaussian RFs. The
Gaussian RFs all had the same standard deviation (σ) but had RFs centres (µi) that were uniformly spaced over
the range of possible values for that input variable. The response of each neuron, i, was calculated as
xi =
∑
p
exp
(
− (ap − µi)
2
2σ2
)
(4)
Where ap is a value that needs to be encoded. In all the simulations reported here, the spacing between RF centres
was 5o and a value of σ = 12.5o was used.
The outputs from each partition were the responses of the reconstruction neurons, r. Since these neurons
reconstruct the input, they also generate population codes, and each neuron in the r population has an RF centre at
the same location (µi) as the corresponding neuron in the input population. Decoding these values was performed
using standard population vector decoding (Georgopoulos et al., 1986) to find the mean of the distribution of
responses:
a =
∑
i riµi∑
i ri
(5)
Such decoding assumes that there is only one value, a, encoded by the population code. This assumption held for
the simulations performed here, except that shown in fig. 14.
Note that while the x and r populations were arranged in an orderly, topological, fashion in model, there is no
requirement for them to be arranged in such an orderly map. The neurons could be physically located anywhere
within each population (and neurons from different populations could be intermixed) and this would have no
effect on the functioning of the model. Furthermore, it should be noted that the model uses a very impoverished
representation of the visual world, consisting of typically one (but potentially several) targets represented by
peaks in a population code. It is assumed that these targets correspond to the most salient locations in the visual
input. The limitation to only a few such targets is consistent with the biological visual system which is limited to
remembering only the three or four most salient stimulus locations across saccades (Melcher and Colby, 2008).
Many of the experiments performed in this article simulate eye movements when the head and body are fixed.
Such eye movements were simulated using the simpler network shown in fig. 5c. This network is simply the
first processing stage of the hierarchical network shown in fig. 5b. This simplification means that gaze shifts are
planned using head-centred rather than world-centred coordinates. The experiments performed in sect. 3.1.2, with
a fixed body posture, can also be performed in a body-centred coordinate system, using the first two processing
stages of the hierarchical network shown in fig. 5b with little effect on the results. However, the results presented
here were produced with the full network (fig. 5b), but with an input representing the fixed position of the body
always applied to the second partition of the third processing stage.
2.5 Performing Gaze Control with the PC/BC-DIM Network
The procedure for performing gaze control will be described initially for the simple case where eye movements
are controlled in head-centred space using the network shown in fig. 5c. To move the eye to foveate a target, three
steps are performed.
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Figure 6: The steps involved in planning gaze shifts in head-centred space. This is achieved by using
the PC/BC-DIM network shown in fig. 5c to perform three operations. Each column in the figure cor-
responds to one operation. The upper row shows the inputs to and outputs from the PC/BC-DIM model
(as illustrated in fig. 3b, inputs are presented to the error neurons, and outputs are read from the recon-
struction neurons). The lower row shows the responses of the neurons in the PC/BC-DIM network for
a specific example, in which the eyes are initially looking 35o to the right and the target for the saccade
is initially centred at −20o on the retina. In the figures on the bottom row, the lower histogram shows
the input to the PC/BC-DIM network (each of which is a Gaussian population code describing the value
of the corresponding variable). The y-axis represents the strength of the input, and the x-axis represents
the value of the variable represented by that input neuron. The middle histogram shows the responses of
the prediction neurons. The y-axis is in arbitrary units representing firing rate and the x-axis is neuron
number. The upper histograms show the responses of the reconstruction neurons. The y-axis represents
the firing rate of the neuron, and the x-axis represents the value of the variable represented by that re-
construction neuron. The numbers above the histograms indicate the value of the variable decoded using
eq. 5. (a) In the first step, the retinal position of the target and the eye position are provided as inputs
to the PC/BC-DIM network. At the end of the iterative process described in sect. 2.2, the reconstruction
neurons in the third partition represent the location of the target in a head-centred reference frame. (b)
In the second step, the PC/BC-DIM network again receives two inputs. The first is the head-centred
position of the target that was calculated in the proceeding step. The other input encodes the desired
retinal position of the target following the up-coming eye movement. If the aim is to foveate the target
then the retinal input is a Gaussian population code centred at 0o,as shown here. Given these inputs,
the reconstruction neurons in the second partition will, at the end of the iterative process described in
sect. 2.2, represent the pan angle of the eye needed to foveate the target. (c) In the third step, both values
calculated in the proceeding two steps are provided as input. The output at the end of the iterative process
described in sect. 2.2, is an estimate (encoded by the reconstruction neurons in the first partition) of the
visual input expected if the eye movement is performed.
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The first step is to calculate the position of the visual target in head-centred coordinates. To do this, the
retinal position of the target and the current eye position are provided as inputs to the PC/BC-DIM network, as
illustrated in fig. 6a. The two input distributions cause responses in the subset of prediction neurons with RFs that
are centred near the visual input in the first partition and near the eye pan input in the second partition. Each of
these prediction neurons has an RF centred near the corresponding head-centred location of the target in the third
partition (due to wiring of the network described in sect. 2.4). The reconstruction neuron responses are a linear
combination of all the active prediction neuron RFs, and hence, will peak at the appropriate places in each of the
three partitions. Hence, the response of the reconstruction neurons in the third partition provides a representation
of the head-centred location of the target, which can be read out from the network.
The second step is to calculate the eye position required to foveate the target. To do this, the required retinal
position of the target and the head-centred position of the target calculated in the first step are provided as inputs
to the PC/BC-DIM network, as illustrated in fig. 6b. Given these inputs, the PC/BC-DIM algorithm will reach a
steady-state in which prediction neurons (basis function neurons) that best represent the inputs will be selected
to be active. Due to wiring of the network (see sect. 2.4), these neurons will also represent the eye orientation
required foveate the target, and hence, the required eye position can be read out from the reconstruction neuron
responses in the second partition.
The third step is to calculate the retinal position of the target expected following the forthcoming eye move-
ment. To do this, both the values calculated in the preceding two steps (the head-centred location of the target and
the planned eye position after the gaze shift) are provided as inputs to the PC/BC-DIM network, as illustrated in
fig. 6c. Performing the iterative process described in sect. 2.2 will result in the reconstruction neurons representing
the estimated visual input expected after the saccade to the target.
The first step performs a sensory-sensory mapping to determine the location of a visual target, the second
step performs a sensory-motor mapping to plan the eye movement, and the third step performs a motor-sensory
mapping to predict the visual input expected after following an eye movement. This latter step is not essential
for eye movement planning, but is responsible for RF remapping (as will be discussed in sect. 3.3.2). Typically,
following the third step, the simulated agent performs the planned eye movement. These steps may be repeated
to perform corrective saccades if the initial eye movement fails to accurately bring the target onto the fovea. Such
corrective saccades have also been observed in head-restrained human subjects (Cohen and Ross, 1978; Henson,
1978; Kapoula and Robinson, 1986). At the start of the second step the prediction neuron activities are set to zero,
but for other steps the initial state of the network is given by the prediction neuron responses resulting from the
preceding step. Each step is performed using 100 iterations of eqs. 1–3.
In many circumstances saccades are not produced as an immediate response to the presence of a visual target.
They may be initiated through other modalities (such as sound), or may be made to a location stored in memory.
To simulate delayed saccades it is assumed that having performed the above three steps the required eye pan value
is placed in memory, rather than being executed immediately. During the delay period, only the first and third steps
are performed in a continuous loop, using the current eye pan value rather than the planned, post-saccadic, one.
At the time when the saccade is performed the required eye position is injected at the beginning of the remapping
step, just prior to the memory-driven saccade being performed.
To control body, head, and eye movements using the complete network shown in fig. 5b, a similar procedure is
used, except that there are two additional steps in order to calculate the required movement of the neck and torso
in addition to calculating the required orientation of the eye. In effect, the second step described above is split into
three steps (2.1, 2.2, and 2.3) to calculate the required orientation of each of the three DOFs. A particular example
of this process is illustrated in fig. 7. The sensory-motor mapping steps determine the required orientation of each
DOF in the following order: eye position (step 2.1), neck position (step 2.2), and torso position (step 2.3). At the
start of step 2.1 there are only two knowns and three unknowns. The knowns are the desired retinal position of the
target after the saccade, and the world-centred position of the target. The three unknowns are the eye, neck and
torso orientations. To help the PC/BC-DIM network find a unique solution for the required eye orientation, weak
inputs representing the current neck and torso orientations are also presented to the network (the amplitude of these
weakened inputs is controlled by parameter ψ which is set to 0.05 in all experiments). By using the current values
for neck and torso position, this induces a kind of “inertia” in these DOFs, and subsequently biases the network
to prefer making eye movements over head and body movements. The steps described above to plan body, head,
and eye movements may be repeated to perform corrective gaze shifts as observed in primates (McCluskey and
Cullen, 2007). For simplicity, the current model performs all motor actions, simultaneously, at the end of the third
step. However, it would also be possible for movements to be initiated as soon as they were planned, meaning that
eye movements would start prior to head movements, which would start prior to body movements. This would be
consistent with the sequential onset of these different movements observed in the biological system (McCluskey
and Cullen, 2007; Tweed et al., 1995).
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(a) Step 1: mapping the visual location of the target (R), and postural inputs (eye (E), neck (N) and torso (T) positions) to the world-centred
location of the target (W)
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(b) Step 2.1: mapping the world-centred location of the target (W) and the required retinal location of the target (R) to the required eye position
(E) i.e., the planned eye movement
0
0.1
0.2 yS1
-60  +0 +60
0
0.5
1
+0.0
R
-60  +0 +60
0
0.5
1
+0.0
R
-40  +0 +40
-17.9
E
-40  +0 +40
-17.9
E
-90  +0 +90
H
-90  +0 +90
-18.0
H
yS2
-90  +0 +90
H
-90  +0 +90
-18.0
H
-60  +0 +60
N
-60  +0 +60
-7.3
N
-160   +0 +160
B
-160   +0 +160
-25.4
B
yS3
-160   +0 +160
B
-160   +0 +160
-25.5
B
-30  +0 +30
+4.9
T
-30  +0 +30
T
-190   +0 +190
-23.4
W
-190   +0 +190
-23.4
W
(c) Step 2.2: mapping the world-centred location of the target (W), the required retinal location of the target (R), and the required eye position
(E) to the required neck position (N) i.e., the planned neck movement
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(d) Step 2.3: mapping the world-centred location of the target (W), the required retinal location of the target (R), the required eye position (E),
and the required neck position (N) to the required torso position (T) i.e., the planned body movement
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(e) Step 3: mapping the world-centred location of the target (W) and required eye (E), neck (N) and torso (T) positions to the retinal input (R)
expected after the planned movement 11
Figure 7: (previous page) The steps involved in planning gaze shifts in world-centred coordinates. This
is achieved by using the PC/BC-DIM network shown in fig. 5b. Each row in the figure corresponds to
one operation, and has the same format as the lower row in fig. 6. Each row shows the responses of the
neurons in the PC/BC-DIM network for a specific example of gaze control in which the eyes are initially
oriented at −4.4o, the neck orientation is +8.1o, the initial torso orientation is +5o, and the target to be
foveated appears on the retina at −32.6o. (a) Step 1: calculates the world-centred representation of the
visual target (W) given the retinal position of the target (R), the eye position (E), the neck position (N),
and the torso position (T). (b) step 2.1: calculates the eye position (E) required to foveate the target. The
inputs are the world-centred position (W) calculated in step 1, weakened inputs representing the current
neck (N) and torso positions (T) and the desired retinal input (R), centred at the fovea. (c) Step 2.2:
calculates the neck position (N) required to foveate the target. The inputs are the world-centred position
(W) calculated in step 1, the eye position (E) calculated in step 2.1, a weak input representing the current
torso position (T), and the desired retinal input (R), centred at the fovea. (d) Step 2.3: calculates the torso
position (T) required to foveate the target. The inputs are the world-centred position (W) calculated in
step 1, the eye position (E) calculated in step 2.1, the neck position (N) calculated in step 2.2, and the
desired retinal input (R), centred at the fovea. (e) Step 3: calculates the visual input that is expected after
the upcoming saccade given the world-centred representation (W) and the planned eye (E), neck (N) and
torso (T) positions.
2.6 Code
Open-source software, written in MATLAB, which performs the experiments described in this article is available
from: http://www.corinet.org/mike/Code/pcbc_gaze.zip.
3 Results
3.1 Coordinated Eye, Head and Body Movements
Typically, movements that change the direction of gaze can be performed using movements of the eyes, head and
body. To perform an accurate movement, one that brings the target location onto the fovea, the brain is faced
with two challenges: finding valid and unique positions in which to place each DOF. Finding a valid solution
requires coordination between the planned movements of the different DOFs: it is no good independently planning
movements of the eye and the neck if the combined movement fails to foveate the target, nor is it useful to plan
torso and neck postures that would place the target beyond the physical range of movement that is possible for
the eye. There may be multiple valid solutions for the same target location due to the visual system being highly
redundant. This means that, typically, there are many different combinations for eye, neck, and torso orientations
that could be used to foveate the same target location. The brain must choose one, unique, solution that will
actually be performed. Far from being chosen at random, empirical studies have found that there are predictable
relationships between the movements made by the body, head and eyes (Freedman and Sparks, 1997; Guitton and
Volle, 1987; McCluskey and Cullen, 2007; Tomlinson and Bahra, 1986).
The following simulations demonstrate that the PC/BC-DIM model produces movements with similar relation-
ships between body, head and eye movements. These simulations of coordinated eye, head and body movements
are performed using the PC/BC-DIM model shown in fig. 5b using the procedure illustrated in fig. 7. The success
of the model in reproducing the biological data relies on the way in which it resolves the kinematic redundancies
to chose a particular combination of movements to perform each task. The population codes that represent the
sensory-motor variables input to, and output by the reconstruction neurons of, the PC/BC-DIM network can be
considered to be probability distributions encoding the uncertainty about the value of each variable (Spratling,
2016a). The PC/BC-DIM network can then be considered to compute functions of variables whose values are de-
fined in probabilistic terms (Spratling, 2016a). Decoding a particular partition of the reconstruction neurons finds
the maximum likelihood estimate of the value represented by that population of reconstruction neurons. Hence,
decoding selects the action that is most likely to achieve the required task, given the uncertainty about the values
of the inputs to the network. In contrast, most other models of motor control resolve kinematic redundancies by
choosing the combination of movements that minimise a cost function (Saeb et al., 2011; Todorov, 2004), where
the cost might be defined in terms of movement error, movement duration (Harris and Wolpert, 2006), energy
expenditure (Kardamakis and Moschovakis, 2009), the variance of the final position in the presence of signal
dependent noise (Harris and Wolpert, 1998), or changes of acceleration or of torque (Todorov, 2004).
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Figure 8: Examples of the movements made to perform gaze shifts of (a) 60o, and (b) 120o with the
PC/BC-DIM model. Each graph shows (on the y-axis) the orientation of the eye, neck, and torso prior
to the gaze shift (at 0 on the x-axis), after the initial gaze shift (at 1 on the x-axis) and following the first
and second corrective saccade (at 2 and 3 on the x-axis). Similar results for a monkey when performing
gaze shifts of (c) 60o, and (d) 120o (adapted from Fig. 2 of McCluskey and Cullen, 2007).
3.1.1 Eye, Head and Body Control
The control of eye, head and body movements during gaze shifts were investigated, in Macaca mulatta monkeys,
by McCluskey and Cullen (2007). In these experiments, gaze shifts were induced by presenting a sequence of
visual targets. The initial target was straight ahead, and subsequent targets appeared at positions which alternated
between being to the left or to the right of centre, but were otherwise at unpredictable locations. The left and right
targets were at eccentricities of between 20o and 80o in steps of 10o. For large gaze shifts, the location of the target
would not be visible to the animal, as it would appear at a position beyond the edge of the field of view. However,
such gaze shifts were successfully performed, presumably as the animal could predict that the next target was
beyond the current visual field in the contra-lateral half of the world. To simulate such large gaze shifts with the
model, when no target was visible the world-centred target for the saccade was set to be at 50o on the opposite
side to the current gaze direction. The exact value used for these memory-driven gaze shifts had little effect on the
results.
In the simulations, as in the corresponding experiments with monkeys (McCluskey and Cullen, 2007), the
magnitude of the eye movement would reach a peak after which the eyes would move backwards, in the opposite
direction to the gaze shift, while the neck and torso would continue to move in the direction of the gaze shift
(see fig. 8). To enable the presentation and comparison of the results from many experiments the movements
made on each individual trial were summarised using a number of measures. The “eye amplitude” was defined
as the distance travelled by the eye before any backwards movement (McCluskey and Cullen, 2007). The “head
contribution” and “body contribution” were defined as the displacement of the neck and torso at the time when
the eye displacement was at its maximum (Freedman and Sparks, 1997; McCluskey and Cullen, 2007). The “head
amplitude” and “body amplitude” were defined as the maximum displacement of the neck and torso (Freedman and
Sparks, 1997; McCluskey and Cullen, 2007). The same measures used to quantify the psychophysical experiments
were also used to summarise the results of the simulations performed here.
The results from the simulations of the experiments performed by McCluskey and Cullen (2007) are shown
in fig. 9a. These simulation results are consistent with the monkey data. Specifically, for the smallest gaze shifts
the eye makes the largest contribution while the body makes the least contribution. For larger gaze shifts, the
eye movement saturates at well below the physical limits of eye rotation (i.e., the functional range is less than
the mechanical range). In contrast, the amplitude of the head and body movements continue to increase with
increasing gaze amplitude. This increase is approximately linear for the head. This results in the head making the
largest contribution to the overall movement for medium and large gaze shifts. In contrast, the body movement is
always relatively small, even at the largest gaze shifts. Experiments with subjects who are prevented from making
body movements (e.g., Freedman and Sparks, 1997; Guitton and Volle, 1987; Tomlinson and Bahra, 1986, see
also sect. 3.1.2) have also found that eye movements saturate below the limits of eye rotation, and that for small
gaze shifts eye movements make the highest contribution while for larger gaze shifts the relative contributions of
head and eye are reversed.
The two features of the model that are primarily responsible for reproducing these behaviours are firstly edge-
effects with the population coding and decoding (see sect. 2.4), and secondly the “inertia” in the movement of the
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Figure 9: Simulations of coordinated eye, head and body control. (a) Relative contributions of eye, head
and body movements as a function of the amplitude of the gaze shift. (d) Similar results for monkey
(adapted from Fig. 5 of McCluskey and Cullen, 2007). (b) The initial and final head position for gaze
shifts of amplitude 40o, 80o and 120o. (e) Similar results for monkey (adapted from Fig. 6a of McCluskey
and Cullen, 2007). (c) Effects of initial conditions on eye, head and body movements. The top row shows
eye amplitude as a function of the amplitude of the gaze shift in trials when the initial torso position was
central and the initial eye position was either 10o or 30o contralateral to the target. The second and
third rows show the head and body movements as a function of the amplitude of the gaze shift in those
trials when the initial torso position was central, the initial eye position was central, and the initial neck
orientation was either 30o or 65o contralateral to the target. (f) Similar results for monkey (adapted from
Fig. 8 of McCluskey and Cullen, 2007).
neck and torso (see sect. 2.5). Using a Gaussian population code to represent a value near the centre of the range
of possible values produces accurate results. For example, in fig. 6a the value of R encoded by the first partition
of the network is accurately represented as −20o. In contrast, encoding a variable value nearer the extremes of
the range of possible values produces inaccurate results due to neurons representing values beyond the edge of
the range not existing. For example, in fig. 6a the true value of E is 35o but the value encoded by the second
partition of the network is 31.4o. This bias to represent values near to the edge as being nearer to the centre of the
range results in the saturation of the eye movements before they reach the extreme of the possible range of eye
movements. When the network is being used to plan the eye movement, weakened inputs representing the current
head and body positions are provided as input to the network. This induces inertia in the movement of the neck
and torso, and hence, a preference for making larger eye movements. However, when larger gaze shifts need to
be performed, the saturation of the eye movement results in larger neck and torso movements being planned in
order to produce accurate foveation of the target. The relative contribution of body, head and eye are affected by
the strength of parameter ψ which determines the amplitude of the weakened inputs representing the current head
and body positions, and hence, the strength of the inertia. For a particular amplitude of gaze shift, higher values of
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ψ lead to smaller head and body movements, while smaller values of ψ result in larger contributions by the head
and body. This can be used to account for some of the individual differences observed between different animals
in the monkey experiments (McCluskey and Cullen, 2007).
Just as the eye rotation saturates at about 20o less than the physical range of possible eye rotations, so the
neck movement produced by the PC/BC-DIM model will also saturate at about 20o less than the range of possible
neck rotations due to edge-effects in the population coding of neck position. McCluskey and Cullen (2007) also
found that head rotations saturate before the physical limits in monkeys. They did this by recording initial and
final head orientation for gaze shifts of different amplitudes when the eyes were approximately centred in their
orbits. They found that the final head orientation was never greater than 60o. The PC/BC-DIM model simulation
of these results is shown in fig. 9b.
To explore the effects of initial eye position on subsequent eye movements, McCluskey and Cullen (2007)
recorded gaze shifts that were made when the eye prior to the gaze shift was rotated either approximately 10o or
30o contra to the direction of the gaze shift. It was found that the more the eye was initially rotated away from the
upcoming target, the larger the amplitude of the eye movement. The same results are obtained from the PC/BC-
DIM model, as shown in the top row of fig. 9c. This is because an initial rotation of the eye away from the target
means that a larger eye movement can be made before the planned eye position reaches the end of its functional
range.
Similarly, to explore the effects of initial head position on subsequent head and body movements, McCluskey
and Cullen (2007) recorded gaze shifts that were made when the neck prior to the gaze shift was rotated either
approximately 30o or 65o contra to the direction of the gaze shift. It was found that the head being initially rotated
further away from the upcoming target resulted in larger head movements, but only for large gaze shifts of greater
than approximately 90o. The same results are obtained from the PC/BC-DIM model, as shown in the middle row
of fig. 9c. McCluskey and Cullen (2007) also found that the head being initially rotated further away from the
upcoming target resulted in smaller body movements. The results from the model, as shown on the bottom row of
fig. 9c, are also consistent with this data.
3.1.2 Eye and Head Control
Data obtained when subjects are restrained from making body movements, show a similar pattern of results.
For example, Freedman and Sparks (1997) investigated the coordination of eye and head movements in Macaca
mulatta monkeys. In these experiments, gaze shifts were induced by presenting a sequence of fixation targets at
random locations on a screen, but such that all targets were within ±45o of the centre. Only those experiments
that explored horizontal gaze shifts are simulated here. To simulate a fixed body posture, an input representing a
torso orientation of 0o was presented to the PC/BC-DIM network throughout all the steps involved in performing
a gaze shift (see sect. 2.5).
The simulation results, as shown in fig. 10, are consistent with the monkey data. Specifically, for the smallest
gaze shifts the eye makes a larger contribution than the head. Whereas, for larger gaze shifts, head movements
contribute more to the overall gaze shift. For larger gaze shifts there is an approximately linear increase in head
movement with gaze amplitude. In contrast, for larger gaze shifts the eye movement saturates at well below the
physical limits of eye rotation. As the initial orientation of the eye is rotated more contralaterally to the direction
of the gaze shift, so the amplitude and contribution of the head movement is reduced, and the amplitude of the eye
movement is increased.
The relationship between the initial orientation of the eye and subsequent head and eye movements is made
more explicit in fig. 11. These simulation results are also in close agreement with the monkey data. Specifically,
head movements (measured using amplitude and contribution) are always larger for gaze shifts of greater ampli-
tude. The head contribution for the gaze shift 25o is close to zero for all initial eye positions, whereas the eye
amplitude for the gaze shift 25o is close to 25o for all initial eye positions. When the initial eye position is close to
zero or is ipsilateral to the direction of the gaze shift, eye amplitude is similar for all gaze amplitudes. As discussed
in the previous section, the model successfully simulates this data due to edge-effects with the population coding
and the “inertia” in the movement of the neck.
3.2 Saccadic Eye Movements
Saccades are ballistic eye movements performed to bring a new visual target onto the fovea (Findlay and Walker,
2012). Such eye movements are typically studied using subjects who are restrained from making head movements
(e.g., Albano and Wurtz, 1982; Becker and Ju¨rgens, 1979; Goldberg and Bruce, 1990; Hallett and Lightstone,
1976; Heide et al., 1995; Honda, 1991; Komoda et al., 1973; Kusunoki and Goldberg, 2003; Mays and Sparks,
1980; Nakamura and Colby, 2002; Wetter and Opstal, 2008). Even when the subject’s head is not constrained
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Figure 10: Simulations of coordinated eye and head control. Each figure shows eye and head movements
as a function of the amplitude of the gaze shift. The initial rotation of the eye prior to the gaze shift
was approximately (a) 0o, (b) 10o, (c) 20o, or (d) 30o contra-lateral to the direction of the gaze shift.
Solid lines show the mean, and the shaded area show the range of results obtained under different initial
conditions. Similar results for monkey when the initial rotation of the eye prior to the gaze shift was
approximately (e) 0o, (f) 10o, (g) 20o, or (h) 30o contra-lateral to the direction of the gaze shift (adapted
from Fig. 14 of Freedman and Sparks, 1997).
only eye movements are analysed (e.g., Lappe et al., 2000; Michels and Lappe, 2004). Simulations of saccadic
eye movements are performed using the PC/BC-DIM model shown in fig. 5c using the procedure illustrated in
fig. 6.
3.2.1 Accuracy of Saccades
In primates, saccades to locations within the central 20o of the visual field are accurate to within 1 − 2o (Albano
and Wurtz, 1982). Beyond the central region, or when the amplitude of the saccade is large, the saccade typically
undershoots the target location (Albano and Wurtz, 1982; Leigh and Kennard, 2004). To investigate saccadic ac-
curacy in the PC/BC-DIM model, eye movements were performed to visual targets at different eccentricities from
an initial fixation point at 0o. The results, shown in fig. 12a, are consistent with the biological data. Specifically,
saccades made to targets within 20o of fixation were accurate to within 0.8o, while targets at greater eccentricities
were undershot. This undershoot is due to the population coding edge-effects that also contributed to the saturation
of eye movements at less than physical limit which was observed in sect. 3.1.
Albano and Wurtz (1982) tested saccade accuracy in Macaca mulatta monkeys. The monkeys were required
to make fixed amplitude saccades of 10o from different initial positions. The direction of the saccades was either
towards or away from 0o. The results from simulations of these experiments are shown in figs. 12b and 12c. The
inaccurate foveation of both the start and end positions for saccades performed in the periphery are similar to, but
less extreme than, the results obtained by (Albano and Wurtz, 1982) after ablation of the superior colliculus and
neighbouring sub-cortical structures. This is to be expected, as the model described here is a model of cortex and
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Figure 11: Simulations of coordinated eye and head control. (a) Eye and head movements as a function
of initial eye position. Results are shown for gaze shifts of 25o, 45o, and 70o. (b) Similar results for
monkey (adapted from Fig. 15 of Freedman and Sparks, 1997).
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Figure 12: Accuracy of Saccades. (a) Accuracy of saccades of variable amplitude made from a central
eye position. The x-axis shows the saccade amplitude, which is equivalent to the position of the target.
The y-axis shows the eye position after the saccade. The plot would follow the dashed diagonal line if all
saccades were perfectly accurate. (b) and (c) Accuracy of saccades of fixed amplitude (10o) made from
different starting eye positions. The end position of each saccade is indicated by a star. The direction
of the saccade is towards more peripheral targets in (b) and towards more central targets in (c). (d) and
(e) Similar results for monkey after ablation of the superior colliculus and neighbouring sub-cortical
structures (adapted from Fig. 6 and 7 of Albano and Wurtz, 1982).
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does not simulate sub-cortical mechanisms. The saccadic inaccuracies in the ablated monkeys were not related to
either the amplitude or direction of the saccade, but to the orbital eccentricity of the targets (Albano and Wurtz,
1982). This is also the case for the PC/BC-DIM model, and is consistent with the cause being edge-effects in the
population code representing eye pan.
3.2.2 Memory-Guided and Double-Step Saccades
Adult primates are capable of performing a sequence of saccades to different visual targets. This is the case even if
the target for the next saccade is no longer visible due, for example, to it being placed beyond the edge of the visual
field by the preceding saccade, or due to occlusion by a moving object. Performing such eye movements requires
the subject to maintain a memory of the location of the previously visible target. Such memory-guided saccades
are studied in the laboratory using the double-step saccade task (Becker and Ju¨rgens, 1979; Hallett and Lightstone,
1976; Heide et al., 1995; Komoda et al., 1973; Mays and Sparks, 1980; Westheimer, 1954). Typically, in these
experiments a visual target jumps from the initial fixation spot (location zero) to another position (location one),
then makes a second jump to location two, before either being extinguished or returning to the starting position.
The subject is required to follow this sequence of movements with their eyes. A particularly interesting condition
occurs when the sequence followed by the visual target has been completed before the subject’s eyes begin to move
(Heide et al., 1995; Mays and Sparks, 1980). In this case, the subject needs to make a memory-guided saccade to
both locations. Furthermore, the planned movement to foveate the second location must take into account that this
movement will be performed from location one, and not from location zero (where the eyes were focused when
the target was seen).
One possibility is that the second location is encoded in a retinocentric representation, and that this repre-
sentation is updated to take account of the first saccade (Duhamel et al., 1992; Goldberg and Bruce, 1990). An
alternative theory is that the initial retinal position of the second target, together with the initial eye position, is
used to create a representation (such as a head-centered representation) of the target location that is invariant to eye
movements, and for the second saccade to be planned using this invariant representation (Mays and Sparks, 1980;
Robinson, 1975). The PC/BC-DIM algorithm can be used to implement a model of the second type. Specifically,
the network shown in fig. 5c could be used to calculate the head-centred location of the first location (by following
the procedure illustrated in fig. 6a). This representation could be stored in memory. When the target moves to the
second location, the same procedure could be applied to calculate the head-centred location of the second location,
which could also be kept in memory. To perform the eye movements the network would initially be supplied with
the head-centred location of the first target, and using the procedure illustrated in fig. 6b, determine the eye posi-
tion required to foveate that location. Having performed this movement, the network could then calculate the eye
position required to foveate the second location, by following the same procedure using the head-centred location
(retrieved from memory) of the second target.
An alternative possibility is that what is memorised is the eye pan values required to foveate the two locations,
rather than the head-centred representations of those locations. To do this the PC/BC-DIM network shown in
fig. 5c could perform the first and second steps illustrated in fig. 6 in order to calculate the eye pan required to
foveate the first target. This representation could be stored in memory. When the target moves to the second
location, the same procedure could be applied to calculate the eye position required to look at the second location,
which could also be kept in memory. Performing the saccades would then just require these two remembered eye
pan values to be used to drive the eye movements.
To facilitate building such a model, PC/BC-DIM can also be used to provide a working memory, as illustrated
in fig. 13. In a PC/BC-DIM network, if an input is connected to many prediction neurons then its influence is
modulatory rather than driving (Spratling, 2014b). In the network presented in fig. 13 the one input in the second
partition connects to all the prediction neurons and is thus modulatory. When presented in isolation this input
causes only a uniform and very weak response from all the prediction neurons it connects to. However, when
presented together with inputs to the first partition, which lead to the strong activation of a sub-population of
prediction neurons, the second partition input can enhance the response of this sub-population and maintain its
response even when the driving input to the first partition is removed. The response of the sub-population of
prediction neurons will be maintained until the second partition input is removed, or until a new pattern of inputs
is presented to the first partition. The second partition input will maintain activity caused by any pattern of activity
in the first partition, so it acts as a general signal to store (when active) or reset (when inactive) the memory.
A completely functional model of memory-guided saccades would, however, require mechanisms additional
to those described above. The additional mechanisms are required to act as a form of executive system to decide
when to perform different steps shown in fig. 6 and when to transfer information to and from memory. It is possible
to simply repeatedly perform all three steps shown in fig. 6, but then it is still necessary for additional, executive,
functions to decide when to move information to and from the memory and when to perform the actions that are
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Figure 13: Implementing working memory in a PC/BC-DIM network. The network receives input from
two partitions. The first represents population coded information. The second partition contains only
one input, which determines whether or not information is retained in working memory. The format of
the figures (a) to (e) is identical to the lower row of fig. 6, and is described in the caption of that figure.
(a) The state of the network after 50 iterations during which time input has been presented to the first
partition. The input to the second partition is also active. (b) The state of the network after a further
250 iterations during which time input has only been applied to the second partition. The reconstruction
neurons retain a memory of the preceding input to the first partition. (c) The state of the network after a
further 50 iterations during which time a new input has been presented to the first partition. The input to
the second partition is also active. The new input has overwritten the memory of the first input. (d) The
state of the network after a further 100 iterations during which time input has only been applied to the
second partition. The reconstruction neurons retain a memory of the preceding input to the first partition.
(e) The state of the network after a further 50 iterations during which time no input is applied to either the
first or second partition. The absence of the input to the second partition causes the previous inputs to be
forgotten. (f) The results of the same simulation showing (at 50 iteration intervals) the input to the first
partition (on the left), and the corresponding reconstruction neuron responses (on the right). The results
shown at t=550 iterations is an additional result, showing the reconstruction neuron responses after input
has been applied to the second partition of the network for 50 iterations in the absence of any input to the
first partition.
planned using the PC/BC-DIM network.
In typical laboratory-based studies on double-step saccades the two visual targets are presented in sequence.
In more ecologically-valid circumstances, multiple targets for future saccades are present simultaneously. In
contrast to previous basis function type networks (e.g., Broomhead and Lowe, 1988; Chinellato et al., 2011;
Deneve et al., 2001; Deneve and Pouget, 2003; Kim et al., 2005; Latham et al., 2003; Marjanovic´ et al., 1996;
Meng and Lee, 2007, 2008; Molina-Vilaplana et al., 2004; Park and Sandberg, 1991; Pouget et al., 2003, 2002;
Pouget and Sejnowski, 1994, 1997; Pouget and Snyder, 2000; Salinas and Abbott, 1995; Salinas and Sejnowski,
2001; Schilling et al., 2001; Sun and Scassellati, 2005; van Rossum and Renart, 2004; Weber et al., 2007; Weber
and Wermter, 2007; Zhang et al., 2005), the PC/BC-DIM algorithm can perform sensory-sensory and motor-
sensory mappings when multiple stimuli are present, as illustrated in fig. 14. However, a more sophisticated
method of population decoding than is presented in sect. 2.4 would be required to select the head-centred positions
corresponding to the individual targets.
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of the targets (H) and required eye position
(E) to the retinal input (R) expected after the
planned movement
Figure 14: Planning gaze shifts in head-centred space with multiple visual targets. The format is the
same as that used in the lower row of fig. 6, and is described in the caption of that figure. The same three
steps are shown here, as are shown in fig. 6, except that the visual input encodes two targets, as indicated
by the bi-modal distribution presented to the first partition in (a). In addition, the head-centred position
of the target used as input to the third partition of the network in (b) is defined as −30o rather than being
calculated from the output of the first step. −30o corresponds to the head-centred location of the visual
target with the higher amplitude (the more salient one of the two visual targets). It is assumed that a more
sophisticated decoding method than that presented in sect. 2.4 could determine this value from the output
of the head-centred reconstruction neurons produced in the first step (a) in order to determine the input
to the third partition of the network in the second step (b).
3.2.3 Stimulus Mis-Localisation and Peri-Saccadic Compression
A visual stimulus that appears briefly around the time of a saccade is not perceived at its actual position (Hamker
et al., 2011; Honda, 1991; Kaiser and Lappe, 2004; Matin and Pearce, 1965; Melcher and Colby, 2008; Morrone
et al., 1997). These stimulus mis-localisation effects can be divided into two types (Hamker et al., 2011; Lappe
et al., 2000): peri-saccadic compression and peri-saccadic shift. Peri-saccadic shifts cause the perceived position
of the briefly presented target to be shifted in the direction of the saccadic eye movement (Hamker et al., 2011;
Matin and Pearce, 1965). In contrast, peri-saccadic compression results in the perceived position being moved
closer to the location of the target of the saccade (Hamker et al., 2011; Lappe et al., 2000). Peri-saccadic shifts
are dominant when experiments are performed in darkness, whereas compression is more significant when the
experiment is perform under illuminated conditions where static landmarks are visible (Hamker et al., 2011;
Lappe et al., 2000). The PC/BC-DIM model does not account for peri-saccadic shifts but does successfully
simulate compression effects, although not the time-course of these effects.
To simulate peri-saccadic compression, the PC/BC-DIM network was first used to plan the upcoming saccade
by following the steps described in fig. 6. It is assumed that the planned eye movement is stored in working
memory for later execution, as described in sect. 3.2.2. The network then continued to perform (in a loop) sensory-
sensory mappings to calculate the head-centred representation (step 1), and remappings to calculate the predicted
retinal input (step 3), until after the memory-guided saccade was performed. During the period between the
saccade planning and the eye movement, the probe stimulus was briefly presented as visual input to the network.
Following the eye movement the network’s estimate of the location of the probe stimulus was determined by
decoding the head-centred representation encoded by the reconstruction neurons. Figure 15a shows these estimates
of the probe location for four different probe locations.
Once the PC/BC-DIM network has been used to plan the saccade, the active prediction neurons represent the
location of the saccade target. When the second stimulus is presented the activity in the network changes to reflect
the location of the new stimulus. However, if the new stimulus is only present briefly, then the network does
not have time to fully change state to correctly represent the new position. Instead, the position represented by
the network will be intermediate between the saccade target location and the new stimulus location. This will
appear as an apparent compression of visual space towards the location of the saccade target. If the probe is
presented for a longer duration, then the network has more time to update the prediction neurons, and become a
more accurate representation of the probe location (see fig. 15a). This is consistent with the biological data. The
experimental procedure for performing a double-step saccade and for investigating peri-saccadic compression is
essentially identical. However, in double-step tasks the duration of the second saccade target (which is analogous
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Figure 15: Peri-saccadic compression. (a) Simulation of the experiment described in (Lappe et al., 2000).
The dashed lines indicate the location of the fixation point (FP), and the location of the saccade target
(ST). The symbols on the left-hand edge indicate the true location at which the probe appeared. The
remaining points indicate the PC/BC-DIM network’s estimate of the probe locations for different probe
durations. (b) As (a) but with lower contrast probes, simulated by using lower amplitude population codes
to represent the visual input presented to the first partition of the PC/BC-DIM network. (c) Compression,
measured using “relative separation”, as a function of probe contrast. (e) Similar results for three human
subjects (adapted from Fig. 4 of Michels and Lappe, 2004). (d) Compression as a function of saccade
amplitude. (f) Similar results for four human subjects (adapted from Fig. 10 of Wetter and Opstal, 2008).
to the probe stimulus) is typically between 50ms and 100ms (Heide et al., 1995; Kusunoki and Goldberg, 2003;
Mays and Sparks, 1980; Nakamura and Colby, 2002). For such long durations, the location of the second stimulus
is accurately represented as demonstrated by the accurate second saccades made in double-step tasks. In contrast,
in experiments that demonstrate compression, the probe duration is typically between 8ms and 15ms (Lappe et al.,
2000; Michels and Lappe, 2004; Morrone et al., 1997; Wetter and Opstal, 2008). For such short durations, subjects
perceive the probe as being shifted in position towards the location of the target for the saccade.
The explanation for peri-saccadic compression offered by the PC/BC-DIM model is distinct from that made
by other models. Rather than proposing that peri-saccadic spatial compression results from shifts in retinotopic
representations of visual space (Hamker et al., 2008; Pola, 2011), PC/BC-DIM proposes that compression results
from a partial update of the head-centred location of the flashed target.
The speed at which the prediction neurons change to represent the location of a new visual stimulus will
also be affected by stimulus contrast. A stimulus shown at a weaker contrast, simulated using a lower amplitude
population code, will have a weaker influence on the prediction neurons, and hence, will be slower to change the
location represented by those neurons. This is illustrated in fig. 15b where the experiment in fig. 15a is repeated
using probes with half the amplitude. Michels and Lappe (2004) explicitly explored the influence of probe contrast
on the magnitude of the compression effect with human subjects. PC/BC-DIM was used to simulate this data
using the same location for the fixation point (−10o), the same saccade target location (+10o), and the same
probe positions: −0.4o, 5.9o, 14.9o, 20.4o. The degree of compression was measured using “relative separation”
which Michels and Lappe (2004) define as the standard deviation of the perceived probe locations divided by
the standard deviation of the true probe positions. This measure thus ranges from 0 (when all the probes are
perceived to be at the same location), to 1 (when the probes are perceived veridically). The relationship between
stimulus contrast and population code amplitude is inherently arbitrary. However, for simplicity, the amplitude of
the population code used for the retinal input in the model was made equal to the half the stimulus contrast used in
21
the experiments with human observers. In common with the results of Michels and Lappe (2004) the model shows
an approximately linear relationship between probe contrast and relative suppression, with the smallest values of
relative separation (the most peri-saccadic compression) occurring at the lowest contrast (fig. 15c).
In peri-saccadic compression experiments performed on human subjects, Wetter and Opstal (2008) found that
the magnitude of the mis-localisation increased with the amplitude of the saccade, but that the mis-localisation
error saturated at around 10o degrees for saccades of≥ 20o. Such saturation of the localisation error also occurs in
the PC/BC-DIM model, as illustrated in fig. 15d. However, in the model saturation occurs for much larger saccade
amplitudes than was the case with humans. In the model this is due to reaching the limit of the range of possible
eye movements at about 40o.
3.3 Neurophysiological Data
The experiments performed in the preceding sections have simulated behavioural data. The following sections will
consider how well the PC/BC-DIM model accounts for neurophysiological findings related to eye movements.
3.3.1 Gain Modulation
Along the dorsal visual pathway different cortical regions represent the locations of visual stimuli in a number of
distinct coordinate systems (Battaglia-Mayer et al., 2003; Blangero, 2008; Colby, 1998; Marzocchi et al., 2008;
McGuire and Sabes, 2009; Pertzov et al., 2011; Weber et al., 2007), including: retinotopic (Hartmann et al.,
2011), head-centred (Andersen et al., 1985; Duhamel et al., 1997; Galletti et al., 1993), body-centred (Brotchie
et al., 1995; Hadjidimitrakis et al., 2013), and world-centred (Snyder et al., 1998). This is consistent with the
full model illustrated in fig. 5b, in which sub-populations of the reconstruction neurons represent visual stimuli in
retinotopic (stage 1, partition 1), head-centred (stage 1, partition 3 and stage 2, partition 1), body-centred (stage
2, partition 3 and stage 3, partition 1), and world-centred (stage 3, partition 3) coordinates. In the model, for
convenience, the neurons in these partitions are arranged in orderly, topological, maps and are segregated from the
neurons in other partitions and from the prediction neurons. However, there is no functional requirement for such
segregation and orderliness, which may not therefore be observed in cortex.
Neurons that have visual responses which are modulated by postural information, such as eye or neck orien-
tation, have also been found in many different cortical regions (e.g., Andersen et al., 1990, 1985; Andersen and
Mountcastle, 1983; Boussaoud et al., 1998; Bremmer, 2000; Bremmer et al., 1997; Cassanello and Ferrera, 2007;
Galletti and Battaglini, 1989; Galletti et al., 1995; Guo and Li, 1997; Lehky et al., 2008; Schlag et al., 1992; Siegel
et al., 2003). This is consistent with the prediction neuron responses in the PC/BC-DIM model which exhibit such
gain-modulated responses. Figure 16 shows a particular example of a prediction neuron that has a retinal re-
sponse preference that is modulated by eye position. A more detailed account of how PC/BC-DIM can model gain
modulation has been presented previously (De Meyer and Spratling, 2011). The gain modulated responses in the
PC/BC-DIM model are a consequence of performing transformations from one reference frame to another using
basis-function-like neurons, and is a feature shared by many other basis-function, and non-basis-function, neural
network models (e.g., Deneve et al., 2001; Pouget et al., 2002; Pouget and Sejnowski, 1997; Pouget and Snyder,
2000; Salinas and Abbott, 1995, 1996; Salinas and Sejnowski, 2001; Weber et al., 2007; Xing and Andersen,
2000b; Zipser and Andersen, 1988).
3.3.2 RF Remapping and Perceptual Stability
Eye movements have been observed to alter the receptive field properties of visually responsive neurons in many
brain regions (Melcher and Colby, 2008). To simulate these observations a similar procedure was used to that
described in sect. 3.2.3 to simulate peri-saccadic compression. Specifically, the network shown in fig. 5c was used
to perform (in a loop) sensory-sensory mappings to calculate the head-centred representation (step 1 in fig. 6), and
remappings to calculate the predicted retinal input (step 3 in fig. 6). Each step was performed for 100 iterations
of the PC/BC-DIM algorithm. During this time a visual stimulus was presented to the network and a memory-
guided saccade was performed. The response of a single prediction neuron was recorded for a variety of different
experimental conditions. Consistent with the biological experiments, but unlike some previous models (Xing and
Andersen, 2000a), the recorded prediction neuron had an RF at a location that was not the same as the pre-saccade
fixation point nor the target location for the saccade.
Recordings made in various cortical regions of Macaca mulatta monkeys have shown that some neurons have
a pattern of response called predictive remapping (Duhamel et al., 1992; Kusunoki and Goldberg, 2003; Melcher
and Colby, 2008; Nakamura and Colby, 2002; Umeno and Goldberg, 1997). In these neurons, a visual stimulus
that is presented in the location that will be occupied by the RF after a saccade (the “future RF”) induces a response
before the saccade brings the stimulus into the RF, or induces a response that has a reduced latency following the
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Figure 16: Gain modulated response. The response of a single prediction neuron in the network shown
in fig. 5c is plotted as a function of the retinal position of the visual stimulus (R), for a number of different
values of eye pan (E).
saccade (Duhamel et al., 1992; Kusunoki and Goldberg, 2003; Nakamura and Colby, 2002; Umeno and Goldberg,
1997). This is also true of prediction neurons in the PC/BC-DIM model. The second row of fig. 17a shows that
the response to a stimulus in the future RF starts just prior to the saccade. This occurs in the model due to the
remapping step illustrated in fig. 6c. This causes the model to predict the retinal input that is expected following
the upcoming saccade. The input to the network is the head-centred representation of the stimulus (that has
previously been calculated by the network) and the future eye position (which could be provided by a corollary
discharge of the eye movement command, as is believed to be the cause of remapping in the cortex (Cavanaugh
et al., 2016; Melcher and Colby, 2008; Wurtz, 2008)). The prediction of the upcoming visual input performed
during the remapping step results in the recorded prediction neuron, which represents that combination of head-
centred and eye pan signals, becoming active. Recording from the prediction neuron when the saccade is executed
in the absence of any visual stimulus, as shown in the fourth row of fig. 17a, demonstrates that the remapping
response is not caused by the saccade itself, as is also true of cortical cells (Umeno and Goldberg, 1997).
Another effect of eye movements on the response properties of cortical neurons is a saccade induced truncation
of the response to a stimulus presented in the location occupied by the stimulus prior to the saccade (the “current
RF”) (Duhamel et al., 1992; Kusunoki and Goldberg, 2003; Nakamura and Colby, 2002). This is also observed in
the model, as can be seen by comparing the third row with the first row of fig. 17a. The first row shows the response
of a prediction neuron when a stimulus is presented to the current RF in the absence of a saccade. As with cortical
neurons (Duhamel et al., 1992; Kusunoki and Goldberg, 2003), the prediction neuron has a sustained response to
the stimulus even after it has disappeared. This is due to the same sub-set of prediction neurons remaining active
until the network is placed in a new state by new inputs, rather like in the model of working memory shown in
fig. 13. The third row of fig. 17a shows the response of the same prediction neuron when the appearance of the
stimulus in its current RF is followed by a saccade. Just prior to the saccade, the response to the stimulus in the
current RF is suppressed. This occurs in the network due to the remapping step (just prior to the saccade) placing
the network in (and the steps following the saccade keeping the network in) a state in which a different sub-set of
prediction neurons represent the visual target when it is at a new retinal position.
Predictive remapping has been shown to occur even if the stimulus presented to the future RF has disappeared
before the saccade is performed (Duhamel et al., 1992; Kusunoki and Goldberg, 2003). This is particularly re-
markable as it means that a neuron responds to a stimulus that is never present in its RF (Colby and Goldberg,
1999; Melcher and Colby, 2008). The PC/BC-DIM model also accounts for these results as illustrated in fig. 17b.
In the lower rows of this figure it can be seen that a stimulus appearing in the future RF, but which has disappeared
before the saccade, produces a weak response from the prediction neuron following the saccade. This is again due
to the model acting like a working memory. The briefly presented stimulus causes a certain sub-set of prediction
neurons (not including the recorded neuron) to be activated. These neurons remain active until new inputs are
presented to the network. At the time of the saccade, a new value of eye position is input to the network, causing
a new set of prediction neurons (that include the recorded neuron) to become active. These neurons represent the
head-centred location of the previous stimulus and the new eye position.
Performing a similar experiment to that shown in fig. 17b, but where the stimulus is briefly presented in the
current RF shows that the saccade induced response truncation also occurs for the sustained response to a briefly
presented stimulus, see fig. 17c. This is also consistent with the behaviour of cortical neurons (Kusunoki and
Goldberg, 2003). The time difference between the stimulus presentation and the saccade is negative for stimuli
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Figure 17: Simulations of RF remapping phenomena. In figures (a)-(c) the solid black line indicates the
times at which the stimulus was presented. In figures (a)-(d) the vertical dashed line indicates the time
at which the saccade occurred. (a) The top row shows the response of a prediction neuron to a stimulus
presented within its RF in the absence of any eye movements. The second row shows the response of the
same neuron when a stimulus is presented at the location occupied by the RF after a saccade. The third
row shows the response of the same neuron when the stimulus is presented at the location occupied by
the RF prior to the saccade. Similar results for monkey are shown in Fig. 2 of Duhamel et al. (1992). The
last row shows a control condition in which the saccade is performed in the absence of a visual stimulus.
Similar results for monkey are shown in Fig. 5c of Umeno and Goldberg (1997). (b) The response of the
neuron to a stimulus presented at the location occupied by the RF after the saccade for different timings
of the stimulus presentation relative to the saccade. Similar results for monkey are shown in Fig. 2b of
Kusunoki and Goldberg (2003). (c) The response of the neuron to a stimulus presented at the location
occupied by the RF prior to the saccade for different timings of the stimulus presentation relative to the
saccade. Similar results for monkey are shown in Fig. 2a of Kusunoki and Goldberg (2003). (d) The data
presented in (b) and (c) re-plotted to show the average response to stimuli in the future and current RF as
a function of stimulus presentation time relative to the saccade. (e) Similar results for monkey (adapted
from Fig. 7 of Kusunoki and Goldberg, 2003). Note that in the model saccades are instantaneous unlike
in the biological data where a saccade has a small, but finite, duration (of approximately 50ms).
presented prior to the saccade and positive for stimuli presented after the saccade. As this time difference becomes
less negative, so the response of the neuron to a stimulus at the pre-saccadic RF location become weaker (fig. 17c).
In contrast, as the time difference becomes less negative, so the response of the neuron to a stimulus at the post-
saccadic RF location become stronger (fig. 17b). This shift in responsiveness is summarised in fig. 17d, and
these results are also similar to those obtained from the single-cell recordings in monkey cortex (Kusunoki and
Goldberg, 2003).
There has been much debate about whether remapping is a consequence of calculations performed within a
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retinotopic coordinate system (Dominey and Arbib, 1992; Droulez and Berthoz, 1991; Krommenhoek et al., 1993;
Mender, 2014; Mender and Stringer, 2015; Quaia et al., 1998; Smith and Crawford, 2001; Wurtz, 2008; Xing and
Andersen, 2000a), or if it is performed using neurons with responses that are partially invariant (gain-modulated
cells) or fully invariant (real-position cells) to eye movement (Krommenhoek et al., 1993; Schneegans, S.and
Scho¨ner, 2012; Smith and Crawford, 2005; Ziesche and Hamker, 2014). The PC/BC-DIM model falls in the latter
category. Models that employ gaze-invariant representations have an advantage in that they directly account for
the perceived stability of the external world despite frequent gaze shifts.
Remapping is often presented as a mechanism that can account for the stability of visual perception in models
that do not employ a gaze-invariant reference frame (Bays and Husain, 2007; Melcher and Colby, 2008; Wurtz,
2008). The idea is that the predicted input, generated through remapping, is compared to the actual input after the
saccade. If the two agree then the external scene is perceived as stable (Bays and Husain, 2007). However, even
with predictive remapping, neurons with retinocentric RFs seem ill positioned to solve the problem. Specifically,
before and after a saccade a different sub-set of neurons will be active in such a retinotopic map. The issue is
how is it possible to perceive the world as stable when completely different neurons respond to the same stable
stimuli from one moment to the next. Remapping does not solve this problem. It allows the new set of neurons to
respond earlier, but still results in a completely different representation of the stimulus after remapping as prior to
remapping. Perceptual stability therefore seems to be better explained by a gaze-invariant representation of visual
space where the same neurons respond to the same visual targets both before and after a saccade. Further support
for this view comes from evidence that the stability of visual perception is impaired by parietal cortex damage
(Heide et al., 1995), given that gaze-invariant representations are found in parietal regions of the cortex (Andersen
et al., 1985; Brotchie et al., 1995; Duhamel et al., 1997; Galletti et al., 1993; Hadjidimitrakis et al., 2013; Snyder
et al., 1998).
4 Discussion
PC/BC-DIM has previously been shown to explain a great deal of neurophysiological and psychophysical data
associated with the perceptual and cognitive functions of cortex (De Meyer and Spratling, 2011, 2013; Spratling,
2008a, 2010, 2011, 2012a,b,c, 2013, 2014b, 2016b). The uniformity of cortical anatomy and physiology (Barlow,
1994; Crick and Asanuma, 1986; Douglas et al., 1989; Ebdon, 1992, 1996; Harris and Shepherd, 2015; Mount-
castle, 1998; Mumford, 1992, 1994; Phillips and Singer, 1997) suggests that the same mechanisms that underly
perception and cognition should also be involved in action. To determine whether or not PC/BC-DIM can account
for neurophysiological and psychophysical data associated with action, it has been applied in this article to sim-
ulating gaze shifts. The prevalence of movements to control gaze in primates, and the abundance of behavioural
and electro-physiological data concerning eye and gaze movements, makes gaze shifts a sensible first target for
testing a PC/BC-DIM based model of action.
The proposed model shares many features in common with previous models. Specifically, the sensory and mo-
tor variables are encoded using Gaussian population codes, the prediction neurons act as basis functions encoding
the relationships between the sensory and motor variables, and the actions are planned using gaze-invariant repre-
sentations of visual space. The correspondence between PC/BC-DIM and basis function networks has been noted
previously (De Meyer and Spratling, 2011; Muhammad and Spratling, 2015; Spratling, 2009, 2012c, 2016a,b).
The current work, and other recent work applying the PC/BC-DIM model to robot control (Muhammad and
Spratling, 2017a,b), goes beyond this previously observed correspondence by showing that PC/BC-DIM can be
used to plan coordinated movements of multiple DOFs to bring about an action. Furthermore, the current results
show that the relationships between eye, head and body movements during coordinated gaze shifts are consistent
with those observed in primates (sect. 3.1). When planning coordinated movements, the model calculates the
required position of the eye first, then the neck, and finally the torso. This order is consistent the sequential onset
of these different movements in primates (McCluskey and Cullen, 2007; Tweed et al., 1995). It is this sequential
order of movement planning, together with weak inputs representing the current posture, that results in the model
favouring smaller body and neck movements over large ones and produces movements of eye, head and body that
are consistent with the stereotypical movements observed in primates (Freedman and Sparks, 1997; McCluskey
and Cullen, 2007). This method of resolving kinematic redundancies in the PC/BC-DIM model is quite distinct
from those methods proposed in previous models (Harris and Wolpert, 1998, 2006; Kardamakis and Moschovakis,
2009; Saeb et al., 2011; Todorov, 2004).
The use of population coding to represent sensory and motor variables is important to allow the model to
accurately represent continuous values using a finite number of neurons. This allows the PC/BC-DIM model
to simulate saccades with an accuracy consistent with primates (sect. 3.2.1). In addition, the use of population
coding naturally results in saturation of eye movements before they reach the physical limits. This saturation
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also contributes to the accurate simulation of stereotypical combinations of movements observed in primates
(Freedman and Sparks, 1997; McCluskey and Cullen, 2007, sect. 3.1), and the undershoot of large magnitude
saccades (sect. 3.2.1) as is also observed in primates (Albano and Wurtz, 1982; Leigh and Kennard, 2004).
Using the PC/BC-DIM network to act like a basis-function network is necessary to allow the proposed model to
perform mappings between different sensory and motor variables, and coordinate transformations more generally.
However, to make such a solution tractable when there are many sensory and motor variables it is necessary
to decompose transformations into multiple steps, each of which is implemented by a separate basis-function
network (Deneve and Pouget, 2003; Pouget and Sejnowski, 1997). This sub-division of complex transformations
requires internal variables to facilitate the coordination of the separate networks. These internal variables naturally
represent visual targets in reference frames that are invariant to movement. The presence of retina-centred, head-
centred, body-centred, and world-centred representations of visual space in the proposed model is consistent with
the existence of multiple coordinate systems along the dorsal pathway of the cortical visual system (Battaglia-
Mayer et al., 2003; Blangero, 2008; Marzocchi et al., 2008; McGuire and Sabes, 2009; Pertzov et al., 2011),
including retinotopic (Hartmann et al., 2011), head-centred (Andersen et al., 1985; Duhamel et al., 1997; Galletti
et al., 1993), body-centred (Brotchie et al., 1995; Hadjidimitrakis et al., 2013), and world-centred (Snyder et al.,
1998) representations of visual stimuli. The model proposes that these multiple coordinate systems are a natural
consequence of representing mappings between many sensory and motor variable in a tractable way using basis-
function style neural networks.
The presence in the PC/BC-DIM model of reference frames that are invariant to posture provides a simple
explanation for the perception of a stationary world (Krommenhoek et al., 1993; Schneegans, S.and Scho¨ner,
2012; Smith and Crawford, 2005; Ziesche and Hamker, 2014, sect. 3.3.2). It also allows the model to explain the
ability to perform accurate saccades despite previous movements, as occurs in double-step saccade experiments
(Mays and Sparks, 1980; Robinson, 1975, sect. 3.2.2). The proposed PC/BC-DIM model can also act as a working
memory to enable the locations of targets to be remembered, as would be required for memory-guided gaze shifts
like double-step saccades. This ability of the model to act as a working memory, combined with the ability of the
model to use a gaze-invariant representation of a visual target to predict the retinal input that is expected following
an upcoming saccade, also enables the model to successfully simulate RF remapping (Duhamel et al., 1992;
Kusunoki and Goldberg, 2003; Umeno and Goldberg, 1997, sect. 3.3.2). In double-step saccade experiments,
the second stimulus is presented for a sufficiently long time that the location of this target can be accurately
represented by the PC/BC-DIM network. However, if the second target is more briefly presented, then the PC/BC-
DIM network does not have sufficient time to update the representation fully, resulting in the location of the second
target encoded by the network being intermediate between its true location and the location of the preceding visual
target. This behaviour allows the proposed network to account peri-saccadic compression: a shift in the perceived
location of a stimulus towards the saccade target (Lappe et al., 2000; Michels and Lappe, 2004; Wetter and Opstal,
2008, sect. 3.2.3). This explanation of peri-saccadic compression is quite distinct from those proposed in previous
models (Hamker et al., 2008; Pola, 2011).
A final consequence of using prediction neurons to act as basis functions encoding the relationships between
the sensory and motor variables, is that these neurons have gain-modulated responses (sect. 3.3.1) consistent with
the existence of cortical neurons that have visual responses modulated by posture (Andersen et al., 1990, 1985;
Andersen and Mountcastle, 1983; Boussaoud et al., 1998; Bremmer, 2000; Bremmer et al., 1997; Cassanello and
Ferrera, 2007; Galletti and Battaglini, 1989; Galletti et al., 1995; Guo and Li, 1997; Lehky et al., 2008; Schlag
et al., 1992; Siegel et al., 2003).
Despite these successes the current model does fail to account for some phenomena related to eye movements.
Specifically, suppression of awareness to visual blur during saccades (saccadic suppression); shifts in the per-
ceived location of a stimulus in the direction of a saccadic eye movement (peri-saccadic shifts); and, the failure
of the visual system to detect changes in stimulus location made during a saccade (suppression of displacement).
The current model also does not consider learning or adaptation, and hence, does not address changes in the am-
plitudes of saccades that are induced by persistent mismatches between the predicted and actual post-saccadic
location of a target (saccadic adaptation). The proposed model also does not address the dynamics of gaze control,
or visual pursuit or tracking movements. Furthermore, the current model only offers an incomplete account of
those phenomena which it does successfully simulate. For a more complete explanation there is a need for addi-
tional mechanisms, not simulated here, that can coordinate the overall process: deciding what type of mapping to
perform, when to execute actions, when to store information in working memory and when to recall it. The current
model also does not deal with how to select where to shift gaze when there are multiple potential targets (Hender-
son, 2017). The current model is also rather crude in assuming that coordinate transformations are performed in
sequence and that each is performed for a set period of time. Having been applied to perception, cognition, and
now action planning it would be interesting to see if predictive coding could also be extended to implement the
type of executive functions required to build a more complete model.
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