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1. Introduction
Fractional differential equations have attracted in recent years a considerable interest both in mathematics and in
applications. They were used in modeling of many physical and chemical processes and in engineering. In its turn,
mathematical aspects of fractional differential equations and methods of their solution were discussed by many authors.
In [1], Ahmad and Nieto considered the existence and uniqueness of solutions of the anti-periodic boundary value
problem for nonlinear fractional differential equation of order α ∈ (1, 2]Dα0+u(t) = f (t, u(t)), t ∈ [0, T ], 1 < α ≤ 2,
u(0)+ u(T ) = 0,
D0+pu(0)+ D0+pu(T ) = 0,
(1.1)
where Dα0+ is the Caputo’s fractional derivative, 0 < p < 1, and f : [0, T ] × R → R is continuous. BVP (1.1) can be seen as a
generalization of the anti-periodic boundary value problem.
In [2], Agarwal and Ahmad studied the solvability of the following anti-periodic boundary value problem for nonlinear
fractional differential equation of order α ∈ (3, 4]Dα0+u(t) = f (t, u(t)), 0 < t < T , 3 < α ≤ 4,
u(0)+ u(T ) = 0, u′(0)+ u′(T ) = 0,
u′′(0)+ u′′(T ) = 0, u′′′(0)+ u′′′(T ) = 0,
(1.2)
where T > 0 is a constant, Dα0+ is the Caputo’s fractional derivative, f is a given continuous function defined on [0, T ] × R.
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Wang et al. [3] studied the existence and uniqueness of solutions of the following anti-periodic boundary value problem
for nonlinear fractional differential equation of order α ∈ (2, 3]
Dα0+u(t) = f (t, u(t)), t ∈ [0, 1], 2 < α ≤ 3,
u(0)+ u(1) = 0, u′(0)+ u′(1) = 0, u′′(0)+ u′′(1) = 0, (1.3)
where Dα0+ is the Caputo’s fractional derivative, and f : [0, T ] × R → R is continuous.
When one considers the Caputo’s fractional differential equation Dα0+u(t) = 0, t ∈ (0, 1), 1 < α < 2, one gets u(t) =
a + bt that is continuous on [0, 1], while Riemann–Liouville fractional differential equation Dα0+u(t) = 0, t ∈ (0, 1), 1 <
α < 2 implies u(t) = c1tα−1 + c2tα−2. It is easy to see that u is unbounded at t = 0. Hence BVPs for Riemann–Liouville
fractional differential equations differs from BVPs for Caputo’s fractional differential equations.
However, for fractional differential equation Dα0+u(t) = f (t), t ∈ (0, 1)with Riemann–Liouville fractional derivative of
order α ∈ (1, 2), it is well known that
u(t) = −
 t
0
(t − s)α−1
Γ (α)
f (s)ds+ c1tα−1 + c2tα−2, (1.4)
where c1, c2 ∈ R. One sees that u is not continuous at t = 0 if c2 ≠ 0. Hence the boundary conditions u(0)+ u(1) = 0 and
u′(0)+ u′(1) = 0 are not applicable.
There have been many papers concerned with the existence of positive solutions of boundary value problems for
fractional differential equations with Riemann–Liouville fractional derivative with multi-point or integral boundary
conditions, see [4–17].
In [4], Ahmad and Nieto studied a class of anti-periodic boundary value problems for Riemann–Liouville fractional
differential equations. In [18], the authors investigated the existence of solutions of the following multi-point boundary
value problem for Riemann–Liouville fractional differential equation
Dα0+u(t) = f (t, u(t), u′(t)), t ∈ (0, 1),
u(1) = ku(η), Iγ0+u(0) = 0, (1.5)
where Dα0+ is Riemann–Liouville fractional derivative, f is a continuous function defined on [0, 1] × R2 and f (t, 0, 0) ≢ 0,
0 < η < 1 with kηα−1 ≠ 1, γ > 1− α. The method used in [18] is based upon the Schauder fixed point theorem.
In [17], by using fixed point theorem in Banach space, the authors studied the existence and uniqueness of solutions of
the boundary value problem for Riemann–Liouville fractional differential equation
Dα0+u(t) = f (t, u(t), (φu)(t), (ψu)(t)), t ∈ [0, T ], 1 < α ≤ 2,
Dα−20+ u(0
+) = 0, D0+u(0+) = νIα−10+ u(η), (1.6)
where Dα0+ is Riemann–Liouville fractional derivative, T > 0, 0 < η < T , f is continuous on [0, T ] × R3, and
(φ(u)(t)) =
 t
0
γ (t, s)u(s)ds, (ψ(u)(t)) =
 t
0
δ(t, s)u(s)ds
with γ , δ being continuous on [0, T ] × [0, T ].
The partial differential equations with the so-called p-Laplacian −div(|∇u(x)|p−2∇u(x)) + b(x)Φ(u(x)) = 0 (which
describes for example diffusion process, see [19]) with a spatial symmetric potential b, can be reduced to [r(t)Φ( y′(t))]′ +
c(t)Φ( y(t)) = 0, here Φ(x) = |x|p−2x with p > 1. This fact leads us to study the fractional differential equations with
one dimensional p-Laplacian Dβ0+ [ρ(t)Φ(Dα0+u(t))]+q(t)f (t, u(t),Dα0+u(t)) = 0. From (1.4), limt→0 u(t)may not exist, but
there exists the limit limt→0 t2−αu(t).
Motivated by Ahmad and Nieto [4], Allison and Kosmatov [18], in this paper, the following multi-point boundary value
problem for the nonlinear multiple term fractional differential equation with the nonlinearity depending on Dα0+u
Dβ0+ [ρ(t)Φ(Dα0+u(t))] + q(t)f (t, u(t),Dα0+u(t)) = 0, t ∈ (0, 1),
lim
t→0 t
1−αu(t)+
m
i=1
aiu(ξi) =
 1
0
g(s, u(s),Dα0+u(s))ds,
lim
t→0Φ
−1(t1−βρ(t))Dα0+u(t)+
m
i=1
biDα0+u(ξi) =
 1
0
h(s, u(s),Dα0+u(s))ds
(1.7)
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is discussed. Here
(•) 0 < α, β ≤ 1, Dα0+ (or Dβ0+ ) is the Riemann–Liouville fractional derivative of order α (or β),
(•) Φ(s) = |s|p−2s with p > 1 is called one-dimensional p-Laplacian, its inverse function is Φ−1(s) = |s|p′−2s with
1
p + 1p′ = 1,
(•) 0 < ξ1 < ξ2 < · · · < ξm ≤ 1, ai, bi (i = 1, 2, . . . ,m) are nonnegative numbers,
(•) ρ ∈ C0(0, 1) is positive and satisfies that there exists σ1 ∈ R such that σ1(q− 1) < α and
t1−βρ(t) ≥ tσ1 , t ∈ (0, 1),
(•) q defined on (0, 1) is nonnegative and satisfies that there exists σ2 > −β such that
Iβ0+q ∈ C0[0, 1], q(t) ≤ tσ2 , t ∈ (0, 1),
(•) f , g, h defined on [0, 1] × R× R are nonnegative Caratheodory functions.
A function x is said to be a solution of BVP (1.7), if x ∈ C0(0, 1), Dβ0+ [ρ(t)Φ(Dα0+x(t))] ∈ L1(0, 1) and x satisfies all
equations in (1.7).
The purpose in this paper is to establish the results on the existence of at least one solution of BVP (1.7). The methods
are based upon the Nonlinear alternative theory.
The remainder of this paper is as follows: in Section 2, we present preliminary results. In Section 3, the main theorems
and their proofs are given. In Section 4, corollaries and examples are given to illustrate the main results.
2. Preliminary results
For the convenience of the readers, we firstly present the necessary definitions from the fractional calculus theory. These
definitions and results can be found in the literature [5].
Definition 2.1 ([5]). The Riemann–Liouville fractional integral of order α > 0 of a function g : (0,∞)→ R is given by
Iα0+g(t) =
1
Γ (α)
 t
0
(t − s)α−1g(s)ds,
provided that the right-hand side exists. Here Γ (α) is called the Gamma function defined by
Γ (α) =
 +∞
0
xα−1e−xdx.
Definition 2.2 ([5]). The Riemann–Liouville fractional derivative of order α > 0 of a continuous function g : (0,∞) → R
is given by
Dα0+g(t) =
1
Γ (n− α)
dn+1
dtn+1
 t
0
g(s)
(t − s)α−n+1 ds,
where n− 1 < α ≤ n, provided that the right-hand side is point-wise defined on (0,∞).
Definition 2.3. A function F : [0, 1] × R2 → R is called a Caratheodory function if
(i) (x, y)→ F(t, tα−1x, 1
Φ−1(t1−βρ(t))y) is continuous on R
2 for each t ∈ [0, 1],
(ii) t → F(t, tα−1x, 1
Φ−1(t1−βρ(t))y) is continuous on [0, 1] each (x, y) ∈ R2,
(iii) for each r > 0, there existsM > 0 such that |F(t, tα−1x, 1
Φ−1(t1−βρ(t))y)| ≤ M for t ∈ [0, 1], |x|, |y| ≤ r.
Lemma 2.1 ([5]). Let n− 1 < α ≤ n, u ∈ C0(0,∞) L1(0,∞). Then
Iα0+D
α
0+u(t) = u(t)+ C1tα−1 + C2tα−2 + · · · + Cntα−n,
where Ci ∈ R, i = 1, 2, . . . , n.
To obtain the main results, we need the abstract existence theorem:
Lemma 2.2 ([17]: Nonlinear Alternative). Let C be a convex subset of a normed linear space X, and U be an open subset of C,
with p∗ ∈ U. Then every completely continuous map T : U → C has at least one of the following two properties:
(a) T has a fixed point;
(b) there is an x ∈ ∂U, with x = (1− λ)p∗ + λTx for some 0 < λ < 1.
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We consider the Banach space
X =

x ∈ C0(0, 1] :
Dα0+x ∈ C0(0, 1)
there exist the limits
lim
t→0 t
1−αx(t),
lim
t→0Φ
−1(t1−βρ(t))Dα0+x(t),
lim
t→1Φ
−1(t1−βρ(t))Dα0+x(t)

equipped with the norm
∥x∥ = max

sup
t∈(0,1]
t1−α|x(t)|, sup
t∈(0,1)
Φ−1(t1−βρ(t))|Dα0+x(t)|

.
Denote the set of all function φ ∈ L1(0, 1) satisfying that Iβ0+φ(t) is continuous on [0, 1] by E. For φ ∈ E, we define
∥φ∥I = sup
t∈[0,1]
 t
0
(t − s)β−1
Γ (β)
|φ(s)|ds.
For x ∈ L1(0, 1), define
∥x∥1 =
 1
0
|x(s)|ds.
Let x ∈ X and a, b ≥ 0. Consider the following BVP
Dβ0+ [ρ(t)Φ(Dα0+u(t))] + q(t)f (t, x(t),Dα0+x(t)) = 0, t ∈ (0, 1),
lim
t→0 t
1−αu(t)+
m
i=1
aiu(ξi) = a,
lim
t→0Φ
−1(t1−βρ(t))Dα0+u(t)+
m
i=1
biDα0+u(ξi) = b.
(2.8)
For authors convenience, Denote fx and δ by
fx(t) = q(t)f (t, x(t),Dα0+x(t)), δ =
m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ(b).
It is easy to see that fx ∈ E. For n > 0, l > 0, denote the Beta function by
B(n, l) =
 1
0
xn−1(1− x)l−1dx.
Lemma 2.3. Suppose that x ∈ X and is nonnegative and b ≥ 0. Then there exists a unique Ax ∈ [0, δ] satisfying
Φ−1(Ax)+
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(Axξ
β−1
i − Iβ0+ fx(ξi)) = b. (2.9)
Proof. Define
G(c) = Φ−1(c)+
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(cξβ−1i − Iβ0+ fx(ξi))− b.
It is easy to see that G(c) is continuous and strictly increasing on (−∞,∞).
It is easy to see that
G(0) = −
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(Iβ0+ fx(ξi))− b ≤ 0,
G(δ) = Φ−1(δ)+
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(δξβ−1i − Iβ0+ fx(ξi))− b
≥ Φ−1(Φ(b))+
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(Iβ0+ fx(ξi)− Iβ0+ fx(ξi))− b
= 0.
Hence there exists a unique Ax ∈ [0, δ] such that (2.9) holds. The proof is complete. 
Y. Liu / Computers and Mathematics with Applications 64 (2012) 413–431 417
Lemma 2.4. Suppose that x ∈ X and is nonnegative and a, b ≥ 0. Then BVP (2.8) has a unique solution
x(t) =
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
+ tα−1
a−
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 − Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i
,
where Ax satisfies (2.9).
Proof. It is easy to see that fx ∈ E. Suppose that u satisfies all equations in (2.8). Since fx satisfies Iβ0+ fx ∈ C0[0, 1] and is
nonnegative, then Lemma 2.1 implies that
ρ(t)Φ(Dα0+u(t)) = −Iβ0+ fx(t)+ c1tβ−1
with c1 ∈ R and
Φ−1(t1−βρ(t))Dα0+u(t) = Φ−1(c1 − t1−β Iβ0+ fx(t)).
Then
lim
t→0Φ
−1(t1−βρ(t))Dα0+u(t) = Φ−1(c1), Dα0+u(t) =
1
Φ−1(t1−βρ(t))
Φ−1(c1 − t1−β Iβ0+ fx(t)). (2.10)
By (2.10) and the boundary condition
lim
t→0Φ
−1(t1−βρ(t))Dα0+u(t)+
m
i=1
biDα0+u(ξi) = b
in (2.8), we have
Φ−1(c1)+
m
i=1
bi
1
Φ−1(ξ 1−βi ρ(ξi))
Φ−1(c1 − ξ 1−βi Iβ0+ fx(ξi)) = b. (2.11)
It follows from Lemma 2.3 and (2.11) that c1 = Ax ∈ [0, δ].
Now, (2.10) implies that
u(t) =
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds+ c2tα−1.
Then limt→0 t1−αu(t) = c2. Together with the boundary condition
lim
t→0 t
1−αu(t)+
m
i=1
aiu(ξi) = a
implies that
c2 +
m
i=1
ai
 ξi
0
(ξi − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds+ c2ξα−1i

= a.
Thus
c2 =
a−
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 − Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i
.
Hence BVP (2.8) has a unique solution
u(t) =
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
+ tα−1
a−
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 − Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i
,
where Ax satisfies (2.9). The proof is complete. 
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Lemma 2.5. Suppose that x ∈ X and Ax satisfies
Φ−1(Ax)+
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(Axξ
β−1
i − Iβ0+ fx(ξi)) =
 1
0
h(r, x(r),Dα0+x(r))dr. (2.12)
Then the function Ax : X → [0,+∞) is continuous on X.
Proof. Let {xn} ∈ X with xn → x0 ∈ X as n → ∞ in X . For xn ∈ X , by Lemma 2.3, there a unique Axn ≥ 0 such that (2.12)
holds.
Let {Axn} (n = 1, 2, . . .) be constants decided by Eq. (2.12) corresponding to xn (n = 1, 2, . . . , ).
Since xn → x0 in X as n →∞, there exists anM > 0 such that
∞
sup
n=0
∥xn∥ = ∞sup
n=0
max

sup
t∈(0,1]
t1−α|xn(t)|, sup
t∈(0,1)
Φ−1(t1−βρ(t))|Dα0+xn(t)|

≤ M <∞.
The facts that both f and h are Carathédory functions mean that there exists a constantM1 > 0 such that
|f (t, xn(t),Dα0+xn(t))| = f (t, tα−1t1−αxn(t),
1
Φ−1(t1−βρ(t))
Φ−1(t1−βρ(t))Dα0+xn(t))
≤ M1, t ∈ [0, 1]
and
|h(t, xn(t),Dα0+xn(t))| ≤ M1, t ∈ [0, 1].
Hence
Iβ0+ fxn(ξi) ≤
 ξi
0
(ξi − s)β−1
Γ (β)
q(r)|f (r, xn(r),Dα0+xn(r))|dr
≤ M1Iβ0+q(ξi) <∞.
Similarly we have 1
0
h(r, xn(r),Dα0+xn(r))dr ≤ M1 <∞, n = 1, 2, 3, . . . .
So
0 ≤ Axn
≤
m
i=1
ξ
1−β
i I
β
0+ fxn(ξi)+ Φ
 1
0
h(r, xn(r),Dα0+xn(r))dr

≤ M1
m
i=1
ξ
1−β
i I
β
0+q(ξi)+ Φ(M1)
< ∞,
which means that {Axn : n = 1, 2, . . .} is uniformly bounded.
Suppose that {Axn} does not converge to Ax0 . Then there exist two subsequences {A(1)xnk } and {A(2)xnk } of {Axn}with A(1)xnk → c1
and A(2)xnk → c2 since {Axn} is bounded, but c1 ≠ c2.
By the construction of Axn , (n = 1, 2, . . .), we have
Φ−1(A(1)xnk )+
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(A(1)xnk ξ
β−1
i − Iβ0+ fxnk (ξi)) =
 1
0
h(r, xnk(r),D
α
0+xnk(r))dr.
Let k →∞, using Lebesgue’s dominated convergence theorem, the above equality implies
Φ−1(c1)+
m
i=1
bi
1
Φ−1(ρ(ξi))
Φ−1(c1ξ
β−1
i − Iβ0+ fx0(ξi)) =
 1
0
h(r, x0(r),Dα0+x0(r))dr.
Since {Ax0} is unique with respect to x0 (Lemma 2.3), we get c1 = Ax0 .
Similarly, c2 = Ax0 . Thus c1 = c2, a contradiction. So, for any xn → x0, one has Axn → Ax0 , which means Ax : X → [0,∞)
is continuous. The proof is complete. 
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Define the operator T on X as
(Tx)(t) =
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
+ tα−1

 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
−
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 − Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i
 ,
where Ax satisfies (2.12). By Lemma 2.3, we know that T is well defined and
0 ≤ Ax ≤
m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

. (2.13)
Furthermore, Lemma 2.4 implies that the fixed point x ∈ X of the operator T is just a solution of BVP (1.7).
Lemma 2.6. Suppose that T : X → X is continuous and maps bounded sets into uniformly bounded sets. Let V = {x ∈ X :
∥x∥ < l} (l > 0). Denote
V1 = {t1−αx : x ∈ V }, V2 = {Φ−1(t1−βρ(t))Dα0+x : x ∈ V }.
If both V1 and V2 are equicontinuous on (0, 1), then V is relatively compact on X.
Proof. The proof is contained in the proof of Theorem 2.1 in [16] and is omitted. 
Lemma 2.7. The operator T : X → X is completely continuous.
Proof. (1) Firstwe show that the operator T mapsX toX . By the construction of T , since f , g, h are nonnegative Caratheodory
functions, then Tx ∈ C0(0, 1] and there exists the limits
lim
t→0 t
1−α(Tx)(t).
Since
Φ−1(t1−βρ(t))Dα0+(Tx)(t) = Φ−1(Ax − t1−β Iβ0+ fx(t)),
then
Dα0+(Tx) ∈ C0(0, 1)
and there exist the limits:
lim
t→0Φ
−1(t1−βρ(t))Dα0+(Tx)(t),
lim
t→1Φ
−1(t1−βρ(t))Dα0+(Tx)(t).
Hence Tx ∈ X . It follows that T : X → X is well defined.
(2) Next we show that T is continuous on X . From the continuity of f , g, h and Ax, the result follows.
(3) Finally, we show that T maps bounded set to relatively compact set. Given a bounded setD ⊆ P . Then, there existsM > 0
such that D ⊆ {x ∈ P : ∥x∥ ≤ M}. Then there exists a constantM1 > 0 such that
f (t, x(t),Dα0+x(t)) ≤ M1, t ∈ [0, 1],
g(t, x(t),Dα0+x(t)) ≤ M1, t ∈ [0, 1],
h(t, x(t),Dα0+x(t)) ≤ M1, t ∈ [0, 1].
To prove that TD is relatively compact, we should complete three steps:
Step 1. Prove that TD is uniformly bounded. For any x ∈ D, we have L > 0 such that
Iβ0+ fx(t) ≤
 t
0
(t − s)β−1
Γ (β)
q(s)M1ds
≤ M1
Γ (β)
 t
0
(t − s)β−1sσ2ds
= M1t
β+σ2
Γ (β)
 1
0
(1− s)β−1sσ2+1ds
≤ M1
Γ (β)
B(σ2 + 1, β) ≤ L,
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0
g(t, x(t),Dα0+x(t))dt ≤ M1 ≤ L, 1
0
h(t, x(t),Dα0+x(t))dt ≤ M1 ≤ L.
Thus (2.13) implies
|Ax| ≤ L
m
i=1
ξ
1−β
i + Φ(L) := M.
Therefore,
t1−α|(Tx)(t)| =
t
1−α
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds+
 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
−
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 − Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i

≤
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))
Φ−1(Ax + s1−β Iβ0+ fx(s))ds+
L
1+
m
i=1
aiξα−1i
+
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))Φ
−1(Ax + s1−β Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i
≤
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(sσ1)
dsΦ−1(M + L)+ L
1+
m
i=1
aiξα−1i
+
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(sσ1 )dsΦ
−1(M + L)
1+
m
i=1
aiξα−1i
= L
1+
m
i=1
aiξα−1i
+
 t
0
(t − s)α−1
Γ (α)
s−σ1(q−1)ds+
m
i=1
ai
 ξi
0 (ξi − s)α−1s−σ1(q−1)ds
Γ (α)

1+
m
i=1
aiξα−1i


×Φ−1(M + L)
= L
1+
m
i=1
aiξα−1i
+
 tα−σ1(q−1)Γ (α)
 1
0
(1− s)α−1s−σ1(q−1)ds
+
m
i=1
aiξ
α−σ1(q−1)
i
 1
0 (1− s)α−1s−σ1(q−1)ds
Γ (α)

1+
m
i=1
aiξα−1i

Φ−1(M + L)
≤ L
1+
m
i=1
aiξα−1i
+ B(1− σ1(q− 1), α)Φ
−1(M + L)
Γ (α)
1+
m
i=1
aiξ
α−σ1(q−1)
i
1+
m
i=1
aiξα−1i

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and
Φ−1(t1−βρ(t))|Dα0+(Tx)(t)| = |Φ−1(Ax − t1−β Iβ0+ fx(t))|
≤ Φ−1(M + L).
So, there existsM2 > 0 such that
∥Tx∥ = max

sup
t∈(0,1)
t1−α|(Tx)(t)|, sup
t∈(0,1)
Φ−1(t1−βρ(t))|Dα0+(Tx)(t)|

≤ M2, x ∈ D.
It follows that TD is uniformly bounded.
Step 2. Prove that t1−α(TD) is equi-continuous on (0, 1]. For t1, t2 ∈ (0, 1]with t1 < t2 and x ∈ D, then
|t1−α2 (Tx)(t2)− t1−α1 (Tx)(t1)| ≤
t1−α2  t2
0
(t2 − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
− t1−α1
 t1
0
(t1 − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds

≤
t1−α2  t2
0
(t2 − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
− t1−α2
 t1
0
(t2 − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds

+
t1−α2  t1
0
(t2 − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
− t1−α1
 t1
0
(t1 − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds

≤
 t1
0

t1−α2
(t2 − s)α−1
Γ (α)
− t1−α1
(t1 − s)α−1
Γ (α)

1
Φ−1(s1−βρ(s))
× Φ−1(Ax − s1−β Iβ0+ fx(s))ds

+
t1−α2  t2
t1
(t2 − s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))
Φ−1(Ax − s1−β Iβ0+ fx(s))ds

≤
 t1
0
t1−α2 (t2 − s)α−1Γ (α) − t1−α1 (t1 − s)α−1Γ (α)
 1Φ−1(s1−βρ(s))dsΦ−1(M + L)
+ t1−α2
 t2
t1
(t2 − s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))
dsΦ−1(M + L).
Since
[t1−α(t − s)α−1]′ = −t−α(t − s)α−2(1− α)s ≤ 0,
then we have
|t1−α2 (Tx)(t2)− t1−α1 (Tx)(t1)| ≤
 t1
0

t1−α1
(t1 − s)α−1
Γ (α)
− t1−α2
(t2 − s)α−1
Γ (α)

1
Φ−1(s1−βρ(s))
dsΦ−1(M + L)
+ t1−α2
 t2
t1
(t2 − s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))
dsΦ−1(M + L)
≤
 t1
0

t1−α1
(t1 − s)α−1
Γ (α)
− t1−α2
(t2 − s)α−1
Γ (α)

s−σ1(q−1)dsΦ−1(M + L)
+ t1−α2
 t2
t1
(t2 − s)α−1
Γ (α)
s−σ1(q−1)dsΦ−1(M + L)
=
 t1−σ1(q−1)1Γ (α)
 1
0
(1− s)α−1s−σ1(q−1)ds− t
1−σ1(q−1)
2
Γ (α)
 t1
t2
0
(1− s)α−1s−σ1(q−1)ds
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+ t
1−σ1(q−1)
2
Γ (α)
 1
t1
t2
(1− s)α−1s−σ1(q−1)ds
Φ−1(M + L)
=
 t1−σ1(q−1)1Γ (α)
 1
t1
t2
(1− s)α−1s−σ1(q−1)ds
+

t1−σ1(q−1)1
Γ (α)
− t
1−σ1(q−1)
2
Γ (α)
 t1
t2
0
(1− s)α−1s−σ1(q−1)ds
+ t
1−σ1(q−1)
2
Γ (α)
 1
t1
t2
(1− s)α−1s−σ1(q−1)ds
Φ−1(M + L)
≤

t1−σ1(q−1)1
Γ (α)
 1
t1
t2
(1− s)α−1s−σ1(q−1)ds
+
 t1−σ1(q−1)1Γ (α) − t
1−σ1(q−1)
2
Γ (α)

 1
0
(1− s)α−1s−σ1(q−1)ds
+ t
1−σ1(q−1)
2
Γ (α)
 1
t1
t2
(1− s)α−1s−σ1(q−1)ds

Φ−1(M + L).
It is easy to see that
|t1−α2 (Tx)(t2)− t1−α1 (Tx)(t1)| → 0 uniformly as t2 → t1.
It follows that t1−α(TD) is equi-continuous on (0, 1].
Step 3. Prove thatΦ−1(t1−βρ(t))Dα0+(TD) is equi-continuous on (0, 1). Sincet1−β2 Iβ0+ fx(t2)− t1−β1 Iβ0+ fx(t1) ≤ t1−β2 Iβ0+ fx(t2)− t1−β2 Iβ0+ fx(t1)+ t1−β2 Iβ0+ fx(t1)− t1−β1 Iβ0+ fx(t1)
≤ t1−β2
 t2
t1
(t2 − s)β−1
Γ (β)
fx(s)ds
+
 t1
0
t1−β2 (t2 − s)β−1Γ (β) − t1−β1 (t1 − s)β−1Γ (β)
 fx(s)ds
= t1−β2
 t2
t1
(t2 − s)β−1
Γ (β)
fx(s)ds
+
 t1
0

t1−β1
(t1 − s)β−1
Γ (β)
− t1−β2
(t2 − s)β−1
Γ (β)

fx(s)ds
≤ t1−β2
 t2
t1
(t2 − s)β−1
Γ (β)
q(s)M1ds
+
 t1
0

t1−β1
(t1 − s)β−1
Γ (β)
− t1−β2
(t2 − s)β−1
Γ (β)

q(s)M1ds
≤ M1

t1−β2
 t2
t1
(t2 − s)β−1
Γ (β)
sσ2ds
+
 t1
0

t1−β1
(t1 − s)β−1
Γ (β)
− t1−β2
(t2 − s)β−1
Γ (β)

sσ2ds

= M1t1+σ22
 1
t1
t2
(1− s)β−1sσ2ds+M1
t1+σ21  1
0
(1− s)β−1sσ2ds
− t1+σ22
 t1
t2
0
(1− s)β−1sσ2ds

= M1t1+σ22
 1
t1
t2
(1− s)β−1sσ2ds+M1
t1+σ21
 1
t1
t2
(1− s)β−1sσ2ds
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+ (t1+σ21 − t1+σ22 )
 t1
t2
0
(1− s)β−1sσ2ds

≤ M1t1+σ22
 1
t1
t2
(1− s)β−1sσ2ds
+M1

t1+σ21
 1
t1
t2
(1− s)β−1sσ2ds+ |t1+σ21 − t1+σ22 |
 1
0
(1− s)β−1sσ2ds

.
It follows thatt1−β2 Iβ0+ fx(t2)− t1−β1 Iβ0+ fx(t1) ≤ 2M1  1t1
t2
(1− s)β−1sσ2ds+M1|t1+σ21 − t1+σ22 |
 1
0
(1− s)β−1sσ2ds. (2.14)
Since
|Ax + t1−β Iβ0+ fx(t)| ≤ M + L := r,
and Φ−1( y) is uniformly continuous on [−r, r], then for each ϵ > 0 there exists µ > 0 such that y1, y2 ∈ [−r, r] with
|y1 − y1| < µ implies that |Φ−1( y1)− Φ−1( y2)| < ϵ.
We see from (2.14) that there exists λ > 0 such that |t2 − t1| < λwith t1, t2 ∈ (0, 1) implies
|t1−β2 Iβ0+ fx(t2)− t1−β1 Iβ0+ fx(t1)| < µ.
Then |t2 − t1| < λwith t1, t2 ∈ (0, 1) implies
|Φ−1(t1−α2 ρ(t2))Dα0+(Tx)(t2)− Φ−1(t1−α1 ρ(t1))Dα0+(Tx)(t1)|
= |Φ−1(Ax + t1−β2 Iβ0+ fx(t2))− Φ−1(Ax + t1−β1 Iβ0+ fx(t1))|
< ϵ.
Hence {Φ−1(t1−βρ(t))Dα0+(TD)} is equi-continuous on (0, 1).
Hence from above discussion (Steps 1–3), we know that TD is relatively compact. Then the operator T : X → X is
completely continuous. The proof is complete. 
3. Main results
In this section, the main results on the existence of solutions of BVP (1.5) are established.
For convenience, we denote
σ1 = B(1− σ1(q− 1), α)
 1Γ (α) +
m
i=1
aiξ
1−σ1(q−1)
i
Γ (α)

1+
m
i=1
aiξα−1i

 ,
∆1 = ∥b1∥1 + ∥c1∥1
1+
m
i=1
aiξα−1i
+ 4q−1σ1(∥b2∥1 + ∥c2∥1 + Φ−1(m+ 1)Φ−1(∥b∥I)+ Φ−1(m+ 1)Φ−1(∥c∥I)),
∆2 = 4q−1(∥b2∥1 + ∥c2∥1)+ 4q−1Φ−1(m+ 1)(Φ−1(∥b∥I)+ Φ−1(∥b∥I)).
Theorem 3.1. Suppose that there exist functions a, b, c, a1, b1, c1 and a2, b2, c2 ∈ L1((0, 1), [0,∞)) satisfying
∆1 < 1, ∆2 < 1
and
q(t)f

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

≤ a(t)+ b(t)Φ(|x|)+ c(t)Φ(|y|), x, y ∈ R, t ∈ (0, 1),
g

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

≤ a1(t)+ b1(t)|x| + c1(t)|y|, x, y ∈ R, t ∈ (0, 1),
h

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

≤ a2(t)+ b2(t)|x| + c2(t)|y|, x, y ∈ R, t ∈ (0, 1).
Then BVP (1.7) has at least one solution.
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Proof. We will apply Lemma 2.2 to show this theorem. From Lemma 2.7, T : X → X is a completely continuous operator.
Choose
M > max

∥a1∥1
1+
m
i=1
aiξ
α−1
i
+ 4q−1σ1∥a2∥1 + 4q−1Φ−1(m+ 1)Φ−1(∥a∥I)
1−∆1 ,
4q−1∥a2∥1 + 4q−1Φ−1(m+ 1)Φ−1(∥a∥I)
1−∆2
 .
Now we defineΩ = {x ∈ P : ∥x∥ < M}. For any x ∈ ∂Ω , ∥x∥ = M , so
0 ≤ t1−α|x(t)| ≤ M, Φ−1(t1−βρ(t))|Dα0+x(t)| ≤ M, t ∈ (0, 1).
By the assumptions of Theorem 3.1, and (2.13),
sup
t∈(0,1)
t1−α|Tx(t)| = sup
t∈(0,1)
t1−α
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
+

 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
−
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 − Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i


≤ sup
t∈(0,1)
t1−α
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 + Iβ0+ fx(s))ds
+

 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
+
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 + Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i

≤ sup
t∈(0,1)
t1−α
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))
ds
×Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
t1−β Iβ0+ fx(t)

+ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))ds
1+
m
i=1
aiξα−1i
×Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
t1−β Iβ0+ fx(t)

≤ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+
 supt∈(0,1)  t
0
t1−α(t − s)α−1
Γ (α)Φ−1(s1−βρ(s))
ds
+
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(s1−βρ(s))ds
1+
m
i=1
aiξα−1i

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×Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
t1−β Iβ0+ fx(t)

≤ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+
 sup
t∈(0,1)
 t
0
t1−α(t − s)α−1
Γ (α)Φ−1(sσ1)
ds
+
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(sσ1 )ds
1+
m
i=1
aiξα−1i

×Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
t1−β Iβ0+ fx(t)

= ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+
 sup
t∈(0,1)
t1−σ1(q−1)
Γ (α)
 1
0
(1− s)α−1s−σ1(q−1)ds
+
m
i=1
aiξ
1−σ1(q−1)
i
 1
0 (1− s)α−1s−σ1(q−1)ds
Γ (α)

1+
m
i=1
aiξα−1i


×Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
t1−β Iβ0+ fx(t)

≤ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+ B(1− σ1(q− 1), α)
 1Γ (α) +
m
i=1
aiξ
1−σ1(q−1)
i
Γ (α)

1+
m
i=1
aiξα−1i


×Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
t1−β Iβ0+ fx(t)

≤ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+ σ1Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ(∥a2∥1 + ∥b2∥1∥x∥ + ∥c2∥1∥x∥)+ sup
t∈(0,1)
t1−β Iβ0+ fx(t)

≤ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+ σ1Φ−1(Φ(∥a2∥1 + ∥b2∥1∥x∥ + ∥c2∥1∥x∥)
+ (m+ 1) sup
t∈(0,1)
t1−β Iβ0+ fx(t))
≤ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+ σ1Φ−1(Φ(∥a2∥1 + ∥b2∥1∥x∥ + ∥c2∥1∥x∥)
+ (m+ 1)(∥a∥I + ∥b∥IΦ(∥x∥)+ ∥c∥IΦ(∥x∥))).
By primary inequality
|a1 + a2 + · · · + an|r ≤ Cr(|a1|r + · · · + |an|r), Cr =

1, 0 < r ≤ 1,
nr−1, r > 1,
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we have
sup
t∈(0,1)
t1−α|Tx(t)| ≤ ∥a1∥1 + ∥b1∥1∥x∥ + ∥c1∥1∥x∥
1+
m
i=1
aiξα−1i
+ σ1[4q−1(∥a2∥1 + ∥b2∥1∥x∥ + ∥c2∥1∥x∥)
+ 4q−1Φ−1(m+ 1)Φ−1(∥a∥I)+ 4q−1Φ−1(m+ 1)Φ−1(∥b∥I)∥x∥
+ 4q−1Φ−1(m+ 1)Φ−1(∥c∥I)∥x∥]
= ∥a1∥1
1+
m
i=1
aiξα−1i
+ 4q−1σ1∥a2∥1 + 4q−1Φ−1(m+ 1)Φ−1(∥a∥I)
+∥x∥
∥b1∥1 + ∥c1∥1
1+
m
i=1
aiξα−1i
+ 4q−1σ1(∥b2∥1 + ∥c2∥1
+ Φ−1(m+ 1)Φ−1(∥b∥I)+ Φ−1(m+ 1)Φ−1(∥c∥I))

and
sup
t∈(0,1)
Φ−1(t1−βρ(t))|Dα0+(Tx)(t)| = sup
t∈(0,1)
|Φ−1(Ax + t1−β Iβ0+ fx(t))|
≤ Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
tβ−1Iβ0+ fx(t)

≤ Φ−1(Φ(∥a2∥1 + ∥b2∥1∥x∥ + ∥c2∥1∥x∥)+ (m+ 1) sup
t∈(0,1)
tβ−1Iβ0+ fx(t))
≤ Φ−1(Φ(∥a2∥1 + ∥b2∥1∥x∥ + ∥c2∥1∥x∥)+ (m+ 1)(Φ(∥a∥I)
+∥b∥IΦ(∥x∥)+ ∥c∥IΦ(∥x∥)))
≤ 4q−1(∥a2∥1 + ∥b2∥1∥x∥ + ∥c2∥1∥x∥)4q−1Φ−1(m+ 1)Φ−1(∥a∥I)
+Φ−1(m+ 1)Φ−1(∥b∥I)∥x∥ + Φ−1(m+ 1)Φ1−(∥c∥I)∥x∥
= 4q−1∥a2∥1 + 4q−1Φ−1(m+ 1)Φ−1(∥a∥I)+ ∥x∥(4q−1(∥b2∥1 + ∥c2∥1)
+ 4q−1Φ−1(m+ 1)(Φ−1(∥b∥I)+ Φ−1(∥b∥I)))
< M = ∥x∥.
So ∥Tx∥ < ∥x∥ for x ∈ ∂Ω , i.e. taking p∗ = 0 in Lemma 2.2, for any x ∈ ∂Ω , x = λTx (0 < λ < 1) does not hold. Thus
Lemma 2.2 implies that the operator T has at least one fixed point. So BVP (1.7) has at least one solution. 
Corollary 3.1. Suppose that there exists r > 0 such that 1
0
g(t, t1−αx,
1
Φ−1(t1−βρ(t))
y)dt ≤ r
3

1+
m
i=1
aiξα−1i

,
 1
0
h

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

dt ≤ r
3× 2q−1σ1 ,
t1−β
 t
0
(t − s)β−1
Γ (β)
q(s)f

s, s1−αx,
1
Φ−1(s1−βρ(s))
y

dt ≤ Φ

r
3× 2q−1Φ−1(1+m)σ1

,
where x, y ∈ [−r, r]. Then BVP (1.7) has at least one solution.
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Proof. From Lemma 2.7, T : P → P is a completely continuous operator. Now we defineΩ = {x ∈ P : ∥x∥ < r}. For any
x ∈ ∂Ω , ∥x∥ = r . So
sup
t∈(0,1)
t1−α|x(t)| ≤ r, sup
t∈(0,1)
Φ−1(t1−βρ(t))|Dα0+x(t)| ≤ r.
By the assumptions,
sup
t∈(0,1)
t1−α|(Tx)(t)| = sup
t∈(0,1)
t
1−α
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 − Iβ0+ fx(s))ds
+

 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
−
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 − Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i


≤ sup
t∈(0,1)
t1−α
 t
0
(t − s)α−1
Γ (α)
1
Φ−1(ρ(s))
Φ−1(Axsβ−1 + Iβ0+ fx(s))ds
+

 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
+
m
i=1
ai
 ξi
0
(ξi−s)α−1
Γ (α)
1
Φ−1(ρ(s))Φ
−1(Axsβ−1 + Iβ0+ fx(s))ds
1+
m
i=1
aiξα−1i

≤
 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
+ σ1Φ−1

Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ (1+m) sup
t∈(0,1)
tβ−1Iβ0+ fx(t)

≤
 1
0 g(r, x(r),D
α
0+x(r))dr
1+
m
i=1
aiξα−1i
+ 2q−1σ1
 1
0
h(r, x(r),Dα0+x(r))dr
+ 2q−1Φ−1(1+m)σ1Φ−1

sup
t∈(0,1)
tβ−1Iβ0+ fx(t)

≤ r
3
+ r
3
+ r
3
= r = ∥x∥.
Furthermore,
sup
t∈(0,1)
Φ−1(t1−βρ(t))|Dα0+(Tx)(t)| = sup
t∈(0,1)
|Φ−1(Ax + t1−β Iβ0+ fx(t))ds|
≤ Φ−1

m
i=1
ξ
1−β
i I
β
0+ fx(ξi)+ Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ sup
t∈(0,1)
tβ−1Iβ0+ fx(t)

≤ Φ−1

Φ
 1
0
h(r, x(r),Dα0+x(r))dr

+ (1+m) sup
t∈(0,1)
tβ−1Iβ0+ fx(t)

≤ 2q−1
 1
0
h(r, x(r),Dα0+x(r))dr + 2q−1Φ−1(1+m)Φ−1

sup
t∈(0,1)
tβ−1Iβ0+ fx(t)

< r = ∥x∥.
So ∥Tx∥ < ∥x∥ for all x ∈ ∂Ω . Similar to the process in Theorem 3.1, the result follows. The proof is complete. 
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Corollary 3.2. Suppose that
lim
d→0
max
x,y∈[−d,d]
sup
t∈(0,1)
t1−β
 t
0
(t−s)β−1
Γ (β)
q(s)f

s, s1−βx, 1
Φ−1(s1−βρ(s))y

dt
dp−1
= 0,
lim
d→0
max
x,y∈[−d,d]
 1
0 g

t, t1−βx, 1
Φ−1(t1−βρ(t))y

dt
d
= 0,
lim
d→0
max
x,y∈[−d,d]
 1
0 h

t, t1−βx, 1
Φ−1(t1−βρ(t))y

dt
d
= 0.
Then BVP (1.7) has at least one solution.
Proof. Let
ε∗ = min

1
3

1+
m
i=1
aiξα−1i

,
1
3× 2q−1σ1 , Φ

1
3× 2q−1Φ−1(1+m)σ1

.
Then, there exists r > 0, such that 1
0
g

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

dt ≤ r
3

1+
m
i=1
aiξα−1i

,
 1
0
h

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

dt ≤ r
3× 2q−1σ1 ,
t1−β
 t
0
(t − s)β−1
Γ (β)
f

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

dt ≤ Φ

r
3× 2q−1Φ−1(1+m)σ1

.
By Corollary 3.1, BVP (1.7) has at least one nontrivial positive solution. The proof is complete. 
Remark 3.1. Consider the following anti-periodic boundary value problem for fractional differential equation of multiple
order 
Dβ0+ [ρ(t)Φ(Dα0+u(t))] + q(t)f (t, u(t),Dα0+u(t)) = 0, t ∈ (0, 1),
lim
t→0 t
1−αu(t)+ u(1) = 0,
lim
t→0Φ
−1(t1−βρ(t))Dα0+u(t)+ Dα0+u(1) = 0,
(3.15)
where 0 < α, β < 1 and f is a Caratheodory function, Φ(s) = |s|p−2s and Φ−1(s) = |s|q−2s, ρ satisfies ρ(t)t1−β ≥ tσ1 and
q(t) ≤ tσ2 for all t ∈ (0, 1)with σ1(q− 1) < α and σ2 > −β .
Corresponding to BVP (1.7), g ≡ h = 0,m = 1, ξ1 = 1 and a1 = b1 = 1, we have the following corollaries. Their proofs
are omitted.
Let
σ1 = 32Γ (α)B(1− σ1(q− 1), α),
∆1 = 4q−1Φ−1(2)σ1(Φ−1(∥b∥I)+ Φ−1(∥c∥I)),
∆2 = 4q−1Φ−1(2)(Φ−1(∥b∥I)+ Φ−1(∥b∥I)).
Corollary 3.3. Suppose that there exist functions a, b, c ∈ L1((0, 1), [0,∞)) satisfying
∆1 < 1, ∆2 < 1
and
q(t)f

t, t1−αx,
1
Φ−1(t1−βρ(t))
y

≤ a(t)+ b(t)Φ(x)+ c(t)Φ(|y|), x ≥ 0, y ∈ R, t ∈ (0, 1).
Then BVP (3.15) has at least one solution.
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Corollary 3.4. Suppose that there exists r > 0 such that
t1−β
 t
0
(t − s)β−1
Γ (β)
q(s)f

s, s1−αx,
1
Φ−1(s1−βρ(s))
y

dt ≤ Φ

r
3× 2q−1Φ−1(2)σ1

,
where x, y ∈ [−r, r]. Then BVP (3.15) has at least one solution.
Corollary 3.5. Suppose that
lim
d→0
max
x,y∈[−d,d]
sup
t∈(0,1)
t1−β
 t
0
(t−s)β−1
Γ (β)
q(s)f

s, s1−βx, 1
Φ−1(s1−βρ(s))y

dt
dp−1
= 0.
Then BVP (3.15) has at least one solution.
Remark 3.2. One can see easily that BVP (1.7) becomes the following anti-periodic boundary value problem for the second
order differential equation[ρ(t)Φ(u′(t))]′ + f (t, u(t), u′(t)) = 0, t ∈ (0, 1),
u(0)+ u(1) = 0,
u′(0)+ u′(1) = 0
(3.16)
whenm = 1, ξ1 = 1, a1 = b1 = 1, α = β = 1 and g = h ≡ 0. The special case of BVP (3.16) when Φ(x) = x and ρ(t) ≡ 1
was studied in [20,21]. However the results and the methods used are different from those ones in this paper.
4. Examples
Now, we give two examples to illustrate the main theorem (Theorem 3.1).
Example 4.1. Consider the following BVP
D
1
2
0+

t−
1
2 (D
1
4
0+u(t))
3

+ f

t, u(t),D
1
4
0+u(t)

= 0, t ∈ (0, 1),
lim
t→0 t
3
4 u(t)+ u(1) =
 1
0
g

t, u(t),D
1
4
0+u(t)

dt,
lim
t∈0 t
1
2Φ−1(t
1
2 ρ(t))D
1
4
0+u(t)+ D
1
4
0+u(1) =
 1
0

t, u(t),D
1
4
0+u(t)

dt.
(4.17)
Corresponding to BVP (1.5), we find that α = 14 , β = 12 , m = 1, ξ1 = 1, a1 = b1 = 1, Φ(s) = s3 with Φ−1(s) = s
1
3 ,
and ρ(t) = t− 12 , q(t) = 1 are continuous functions defined on (0, 1), k > 0, f , g, h are nonnegative continuous functions
with
f (t, x, y) = 1+ t
− 2764
k
x3 + 1
k
y3,
g(t, x, y) = 1+ t
− 34
k
x+ 1
k
y,
h(t, x, y) = 1+ t
− 34
k
x+ 1
k
y.
Choose σ1 = σ2 = 0, we find that t1−βρ(t) ≥ tσ1 and q(t) ≤ tσ2 . Then
f

t, t
3
4 x,
1
Φ−1(t
1
2 ρ(t))
y

≤ 1+ 1
k
Φ(|x|)+ 1
k
Φ(|y|), x, y ∈ R, t ∈ (0, 1),
g

t, t
3
4 x,
1
Φ−1(t
1
2 ρ(t))
y

≤ 1+ 1
k
|x| + 1
k
|y|, x, y ∈ R, t ∈ (0, 1),
h

t, t
3
4 x,
1
Φ−1(t
1
2 ρ(t))
y

≤ 1+ 1
k
|x| + 1
k
|y|, x, y ∈ R, t ∈ (0, 1).
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By direct computation, we have
σ1 = 3B(1, 1/4)2Γ (1/4) ,
∆1 = 1k + 4
1
3
3B(1, 1/4)
2Γ (1/4)

2
k
+ 2 43

1
k
2
Γ (1/2)
 1
3

,
∆2 = 4 13 2k + 4
1
3 × 2 43

1
k
2
Γ (1/2)
 1
3
.
Hence Theorem 3.1 implies that BVP (4.17) has at least one solution if
1
k
+ 4 13 3B(1, 1/4)
2Γ (1/4)

2
k
+ 2 43

1
k
2
Γ (1/2)
 1
3

< 1, 4
1
3
2
k
+ 4 13 × 2 43

1
k
2
Γ (1/2)
 1
3
< 1. (4.18)
Example 4.2. Consider the following BVP
D
1
2
0+

t−
1
2D
1
4
0+u(t)

+ f

t, u(t),D
1
4
0+u(t)

= 0, t ∈ (0, 1),
lim
t→0 t
3
4 u(t)+ u(1) = 0,
lim
t∈0 t
1
2D
1
4
0+u(t)+ D
1
4
0+u(1) = 0.
(4.19)
Corresponding to BVP (3.15), ρ(t) = t− 12 andΦ(s) = s, k > 0, f is defined by
f (t, x, y) = 1+ t
− 2764
k
x3 + 1
k
y3.
Then
f

t, t
3
4 x,
1
Φ−1(t
1
2 ρ(t))
y

≤ 1+ 1
k
Φ(|x|)+ 1
k
Φ(|y|), x, y ∈ R, t ∈ (0, 1).
By direct computation, we have
σ1 = 3B(1, 1/4)2Γ (1/4) ,
∆1 = 4 13 3B(1, 1/4)2Γ (1/4) × 2
4
3

1
k
2
Γ (1/2)
 1
3
,
∆2 = 4q−1(∥b2∥1 + ∥c2∥1)+ 4q−1Φ−1(m+ 1)(Φ−1(∥b∥I)+ Φ−1(∥b∥I))
= 4 13 × 2 43

1
k
2
Γ (1/2)
 1
3
.
Hence Corollary 3.3 implies that BVP (4.19) has at least one solution if
4
1
3
3B(1, 1/4)
2Γ (1/4)
× 2 43

1
k
2
Γ (1/2)
 1
3
< 1, 4
1
3 × 2 43

1
k
2
Γ (1/2)
 1
3
< 1. (4.20)
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