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ABSTRACT 
A new method to solve linear programming problems is introduced. This method 
follows a path defined by a system of o.d.e., and for nondegenerate problems is 
quadratically convergent. 
1. INTRODUCTION 
Let R” be the n-dimensional real Euclidean space, and 
x = (xi,. . . , x,jT E R”, where the superscript T means transpose. For x, 
y E R” let xry be the usual Euclidean inner product, and let e = (1,. . , I)~. 
*The research reported in this paper has been made possible through the support and 
sponsorship of the United States Government through its European Research O&e of the U.S. 
Army under contract DAJA 45-86-C-0028 with the Universith di Roma “La Sapienza.” 
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A linear programming problem consists in minimizing a linear function over 
a region defined by linear equality and inequality constraints. We will say 
that a linear programming problem is in canonical form when it is written as 
follows: 
minimize crx 
XE R” 
(1.1) 
subject to 
Ax=O, 
eTx = 1, 
x > 0, 
(1.2) 
(1.3) 
(1.4) 
with side conditions Ae = 0, where 
A=((aij))i=l ,..., m,j=l,..., n’ n22, m < n, 
and c E R” are given, and the inequality (1.4) is understood componentwise, 
that is, 
xj 2 O, j=l ,...,?I 
Moreover, we assume that the matrix A is of rank m. 
We note that on these hypotheses (l/n)e is a feasible point, so that the 
feasible region is not empty. 
The simplex method applies to linear programming problems in standard 
form, that is, 
minimize dTy 
y E R” 
(1.5) 
subject to 
Cy>/b, (1.6) 
Y 2 0, (1.7) 
where d E R”, b E R’, C E Brx”, T < s, are given, and the inequalities (1.61, 
(1.7) are understood componentwise. In [l] it has been shown that a linear 
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programming problem in standard form with a finite solution can always be 
reduced to canonical form. Moreover, Karmarkar assumes that the objective 
function of the problem (I.&(1.4) is such that 
v*zCTX*=o 
u 
for any feasible point x* that is a solution of the linear programming problem 
Cl.&(1.4). The problem (l.l)--(1.4) with this extra assumption is called a 
problem in canonical form with a normalized objective function. In our work 
the assumption of having a normalized objective function is not necessary; 
however, since this assumption simplifies some of the following algebraic 
manipulations, we will keep it. 
Let s1 denote the subspace R =(x E R” 1 Ax = O}, let A be the simplex 
A = {x E R” Ix > 0, eTx = l), and finally let 
A=RnA (1.8) 
be the polytope of the feasible points. Then the problem (l.l)--(1.4) can be 
rewritten as follows: 
minimize cTx. 
XCA 
(1.9) 
In this paper we will introduce a new method to solve linear program- 
ming problems in canonical form with a normalized objective function. This 
class of problems is the one considered by N. Karmarkar in his celebrated 
paper El. 
In the late 1940s G. B. Dantzig [3] developed the simplex method to 
solve linear programming problems. In 1972 V. Klee and G. L. Minty [4] 
showed that the worst case complexity of the simplex method is combinato- 
rial. Here the term “complexity” means the number of elementary operations 
necessary to solve a linear programming problem in the standard form 
(1.5)-(1.7). Since the simplex method finds the solution after a finite number 
of iterations, Klee and Minty [4] were able to give an example where the 
simplex method has complexity 
p=O(rs2”). 
Note that in (1.5) y E R”. Moreover, in 1981 S. Smale in [5] showed that the 
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“average” complexity of the simplex method is 
p=O(rs”), 
where r, s are the dimensions of the matrix C in (1.6). 
In spite of its worst case combinatorial complexity, the simplex method 
has been very successful in solving linear programming problems. The 
feature of the simplex method responsible for its worst case combinatorial 
complexity is that it moves on the boundary of the feasible region 
Q = {y E R"(Cy a b, y 2 o}. 
In recent years a great deal of effort has been spent in the attempt to find a 
new algorithm for linear programming whose complexity in the worst case is 
polynomial. It is believed that these new methods will go through the 
interior of the feasible region Q. 
In 1979 L. G. Khachijan [6] introduced the first method of this class, 
called the ellipsoid method. The worst case complexity of this method is 
p=O(s”). 
Here, however, the meaning of the term “complexity” has been slightly 
changed. In fact the ellipsoid method does not step after a finite number of 
iterations, so that “complexity” means the number of elementary operations 
necessary to arrive in a predetermined neighborhood of the solution. More- 
over, the method introduced by Khachijan is only of theoretical interest, 
since its practical performance is rather poor. 
In 1984 N. Karmarkar [2] presented a new linear programming method of 
polynomial worst case complexity 
p = O(P) 
This algorithm is called the projective method when applied to a linear 
programming problem in canonical form with a normalized objective func- 
tion. This algorithm is of theoretical and practical importance. 
Since 1984 a great deal of work has been done in developing new 
methods for linear programming. Several “interior point algorithms” have 
been proposed. P. E. Gill, W. Murray, M. A. Saunders, J. A. Tomlin, and 
M. H. Wright in [7] have interpreted Karmarkar’s algorithm as a “logarithmic 
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barrier method’ and have suggested a new algorithm with good practical 
performance. 
In the framework of logarithmic barrier function methods we can recall 
the work of several authors. In [8] J. Renegar lowered Karmarkar’s complex- 
ity bound. In [9] C. Gonzaga lowered Renegar’s complexity bound. In [lo] M. 
Iri and H. Imai, with the hypothesis of being able to perform exact line- 
searches, introduced a quadratically convergent algorithm for the linear 
programming problem. In [II] N. Megiddo studied the geometrical proper- 
ties of the paths derived from “weighted logarithmic barrier functions.” 
Finally, J. A. Tomlin in [12] reports on considerable numerical experimenta- 
tion with this kind of algorithms. 
In this paper, as suggested by D. A. Bayer and J. C. Lagarias in [13], we 
will show that Karmarkar’s projective method can be obtained by applying 
Euler’s method with variable stepsize to a suitable initial value problem for a 
system of ordinary differential equations. In fact Karmarkar’s method obtains 
the solution x* of the linear programming problem by computing 
1 
lim x t, -e , 
i 1 t-m n (1.10) 
where x(t,(l/n)e) is the solution of a system of ordinary differential equa- 
tions with initial condition (l/n)e, using Euier’s method with variable 
stepsize. The idea of obtaining the solution of nonlinear programming 
problems as limit points of the trajectories of systems of ordinary differential 
equations has been widely used; for a review see [14]. In particular, in 
[ 1%171 quadratically convergent algorithms for nonlinear systems of equa- 
tions have been obtained from methods based on the numerical integration of 
trajectories of systems of ordinary differential equations. 
The interpretation of Karmarkar’s projective method as the numerical 
solution of an initial value problem raises two natural questions: 
(i) Can the system of ordinary differential equations used in Karmarkar’s 
projective method be changed to a new one that will generate an interesting 
algorithm? 
(ii) Can the Euler method with variable stepsize that is used in Kar- 
markar’s projective method be replaced with some other numerical scheme 
that will generate interesting algorithms? 
An answer to question (i) has been given by D. A. Bayer and J, C. 
Lagarias in [13] and J. L. Nazareth in [18], who replaced Karmarkar’s vector 
field with the affine vector-field. Q uestion (ii) has been considered by N. 
Karmarkar, J. C. Lagarias, L. Slutsman, and P. Wang in 1191, where they tried 
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to approximate the path x(t, (I/ n)e) with a power series expansion, obtaining 
encouraging practical results. In this paper we give two new answers to 
questions (8 and (ii); in fact, we propose a vector field which is different 
from the ones previously considered, and we use a linearly implicit A-stable 
integration scheme [I41 to solve the initial value problem considered. In this 
way we obtain a quadratically convergent algorithm for linear programming 
problem. Moreover our algorithm shows good practical behavior. 
In Section 2 Karmarkar’s projective method is interpreted as the numeri- 
cal integration of an initial value problem with Euler’s method and variable 
stepsize. Moreover, to a linear programming problem in canonical form with 
normalized objective function is associated a new system of ordinary differ- 
ential equations. If we assume that the solution of the linear programming 
problem is unique, this solution can be obtained as the limit point of a 
suitable trajectory of the system of ordinary differential equations. 
In Section 3 an initial value problem for this system of ordinary differen- 
tial equations is integrated numerically, using a linearly implicit A-stable 
method with variable stepsize. It is shown that this is a quadratically 
convergent algorithm for linear programming. 
Finally, in Section 4 we compare the computational cost of our step with 
that of Karmarkar’s projective algorithm and that of the simplex algorithm, 
and we present some numerical experiments. 
2. THE USE OF ORDINARY DIFFERENTIAL EQUATIONS 
IN LINEAR PROGRAMMING 
Let ~*=(xI*,xZ*,...,X~)~ER”, X*ER”~” be given by X*=((X,s))= 
Diag(x*), that is, X$ = xFsij, i, j = 1,2,. . , n, where 6,j is the Kronecker 
symbol. 
DEFINITION 2.1. A minimizer x* of the problem (l.l)-(1.4) is called 
nondegenerate if it has exactly n - m - 1 null components. 
Let ],=(I,2 ,..., n) and S={s,,s, ,..., s,,,+,}, m+l<n, be an ordered 
set of indices such that S c J,. Let z = (z,, ze,. . , zn) E R” be a vector. We 
denote by zs the vector zs = (z,~,, z,~~, . . , z ,s,, ,+,I E R”‘+‘. Moreover, given a 
vector v E R”‘+’ and a matrix Q E R(“‘+‘)Xn of rank m + 1, we denote by Qs 
the submatrix Qs = [q”l, 9’2,. . ,9’*,~+1] E R(“‘+l)x(“‘+‘), where 9’ is the jth 
column of Q. If B is an ordered set of indices such that B c J, and 
N = J, - B, then the system 
Qz=v (2.1) 
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can be rewritten in the following fonn: 
QBza + QNZN = v. (2.2) 
DEFINITION 2.2. Let B be an ordered set of m + 1 indices. Then B is a 
set of basic indices for the system (2.2) if there exists a matrix 0, E 
R(m+r)x(n-m-r) and a vector v E ~ol+r such that the system (2.2) is equiva- 
lent to the system 
zB + Q,vzLv = 5. (2.3) 
LEMMA 2.3. Let B be an ordered set of m + 1 indices such that B is a set 
of basic indices for the system (2.2). Then QB is an invertible matrix. 
Proof. It follows immediately from the equivalence of the linear systems 
(2.2) and (2.3). n 
Let a>O, x>O, xa=(xp,x,“,...,x~>l’~Rn, and Xa~R”X” be the 
matrix X” = Diag(x”). 
LEMMA 2.4. Let (Y z 1 and x* be a nondegenerate minimizer of the 
linear programming problem (l.l)--( 1.4). Then AX *aAT is un invertible ma- 
trix. 
Proof. Let 
M= A E R(rn+l)X" 
[ 1 eT 
be the matrix A with the extra row eT added. Since x* is a nondegenerate 
minimizer of the problem (l.l)-(1.4) and M has rank m + 1, then there 
exists an ordered set of m + 1 indices B such that xg E Rtrrf’ has all nonzero 
components and x,$. E R”-“‘-I is the zero vector, where N = J,, - B. More- 
over, B is a set of basic indices for the system 
My=u, (2.4) 
where u E Rtntl is given and y E R”. Let X$‘/” E R(“‘+ l)xO”fl) be the 
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matrix Xg*l/* = Diag(x,*‘/*), and X, *l/2 E R(“-~~~-l)x(“-~~~--l) be the matrix 
X$1/” = Diag(xz’/” ), that is, the null matrix. So from Lemma 2.3, Ma E 
R(“‘+l)X(“‘+‘) is invertible, which implies that MBX~r” is invertible. More- 
over, since B is a set of basic indices for the system (2.4) we have 
I&y*@ = (M&y + MNX$“2)( X,*“*M; + x;““M;) 
= MBXB*“2)( X,*““M,T). ( (2.5) 
Since M, X2 ‘I2 is invertible, from (2.5) it follows that MX*MT is invertible, 
so that an easy computation shows that AX*AT is invertible. Therefore it 
follows that AX*‘/’ is of rank m, so that AX*“‘* is of rank m and AX**A* 
is invertible. n 
LEMMA 2.5. Let a = 1 or LY = 2, and let x* be a nondegenerate 
minimizer of the linear programming problem (l.l)-(1.4). Then there exists 
p* > 0 such that AXaAT is invertible fw x E S(x”, p*), where S(x*, p*) = 
{x E R”I Itx-x*ll < p*). 
Proof. The proof follows immediately from the continuity of AXnAT 
with respect to x E R”, from Lemma 2.4, and from J. M. Ortega and W. C. 
Rheinboldt [20, Lemma 2.3.2, p. 451. n 
Let x =(x,,.r2 ,..., r,,) E R”; let X E Rnx” be given by X = Diag(x); let 
D f R”‘Xn> m < n, be a matrix, and D L the subspace 
DL ={xER”~Dx=O}; (2.6) 
and let II, I( ) be the orthogonal projection on D I. The projector EL, I( ) 
always exists, and if D has full rank is given by 
U,,(y) = [I - DT( DDE)-’ D]Y, y E R”. (2.7) 
Let r be 
r=(xER”[x>O}, (2.8) 
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and f be its interior: 
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~={xER”(x>O]. (2.9) 
The set f is called the positive orthant. 
For CY > 0 and x E r let X”/’ E Rnx” be the matrix X”/’ = 
Diag(rp/2,r,“/2,. ..,r,“/‘). We observe that IICAXn,~jI can always be ex- 
pressed in the form (2.7). In fact, let r be the rank of the matrix AX”12; if 
r = m, then II CAxC,sjl is given by (2.7). If 0 < r < m, we can consider the 
matrix A E RrX” obtained from A by eliminating the m - r rows of A with 
indices equal to those of the m -r rows of AX”‘” that are linearly 
dependent. Since (AXa’“) 1 = (xX”‘2> I, we have 
where II(,-,,,z~~ is given by (2.7). pinally if F = 0 we have that IICAXn,~jl = I, 
where I is the n X n identity matrix. Let h(x) E R” be the following vector 
field: 
h(x) = - X( I - eeTX)I&,I(Xc), 
The vector field h(x) is known as Karmarkar’s 
S(x*,p*) be the open ball of Lemma 2.5, and 
x f r u sex*, p*>. n 
XER”. (2.11) 
vector field 12, 131. Let 
let us consider h(x) for 
We observe that for x E ? U S(x*, p*), AX ts of rank m. Then h(x) is a 
continuously differentiable function of x for x E r U S(x*, p*). Let A be given 
by (1.81, and A be given by 
;i=h& (2.12) 
We will consider the initial value problem 
dx 
x = h(x), 
1 
x(0) = -e. 
n 
It is easy to verify that (l/n)e E A. 
(2.13) 
(2.14) 
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LEMMA 2.6. Let 
B = A$ E R(“‘+l)X” 
[ 1 
be the matrix AX with the extra row eT added, and let y = x /dm, 
where x E (0, 1) is a parameter. For xk E K let 
X, = Diag(xk) , AXk B,= -, 
[ 1 eT 
and let At, be given by 
-I 
~I~~~~(xkc)lJ-.‘xk~~;(x,.)i (2.15) 
Then Euler’s method applied to the initial value problem (2.13), (2.14) with 
variable stepsize At, given by (2.15) produces the sequence (~~1, k = 
0,1,2,. . , generated by Karmarkar’s algorithm [2, pp. 378-3791 applied to 
the linear programming problem with normalized objective function 
(l.Ml.4). 
Proof. We observe that At, > 0 for xk E i (see [2, Theorem 5, pp. 
381-3821, so that, integrating (2.13), (2.14) with Euler’s method and variable 
stepsize At,, we have 
1 
x0=-e 
n 
(2.16) 
xk+l = xk + Atkh(xk) k=0,1,2 ,.... (2.17) 
The thesis follows from a straightforward computation. 
For CI > 0 let 
g(x,a) = rl(*x=‘/“)I(xa’zc)> XEr. (2.18) 
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We note that for (Y = 2, g(x, 2) is the affine scaling factor of [KS], and 
g(x> 2) = ff(AXjl (Xc) (2.19) 
can be defined for x E R” so that 
h(x) = - X( I -eeTX)g(x,2), XER”. (2.20) 
We have: 
THEOREM 2.7. For 0 < (Y < 2 let x E A be a feasible point for the linear 
programming problem with normalized objective function (l.lk(1.4). Then 
II (Axe,*)1 (X”‘“c) = 0 (2.21) 
if and only if x is a minimizer of the linear programming problem with 
normalized objective function (l.lk(1.4). 
Proof. Let x = Xe be a minimizer of the problem (l.l)-(1.4) with 
normalized objective function. Then 
%4‘Y”/2)~ ( Xa’2c) = 0. (2.22) 
In fact, if we assume that 
n (*p/Z)1 ( X@‘2c) f 0, (2.23) 
then there exists z = (z,, za,. . . , zn) E R” such that 
i aijxjai2zj = 0, i=l ,...,m, (2.24) 
j=l 
that is, z E (AX~/~) ’ and 
k CjXja’2Zj =p, P f 0, 
j = 1 
(2.25) 
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that is, X”/’ c is not orthogonal to z. We can assume without loss of 
generality p > 0. Let us define 
,*.=Xa/22. J J J' j=1,2 ,..., 12. (2.26) 
Since p > 0, there exists j such that wj # 0. If wj < 0 for j = 1,2,. . . , n, we 
choose E > 0; otherwise we choose E as follows: 
O<&< min xi. 
j:u;>O Wj 
(2.27) 
We recall that xj 2 0 for j = 1,2,. . . , n. Let 
vj=Xj-&Wj, j=1,2 ,..., 12. 
From (2.27) we have 
vj 2= 0, j=1,2 ,..., n, 
and 
i Vj>O. 
j=l 
Let us define 
‘j 
u’=&Ty j = 1,2 ,..., n. 
The point u=(u1,u2,..., u,Y’ is a feasible point; in fact, 
Au=O, 
eTu = 1, 
u >/ 0. 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
(2.33) 
(2.34) 
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Moreover. 
t ‘j”.i=& ,jY (Cjxj-~~jtf,j) 
j=l _I=1 
= & ( t cjxj - & 5 cj”q/2zj j=l j=l i 
=A( $lcjxjeEP) =&(cTx-EP)~ (2.35) 
Since x has been assumed to be a minimizer of the linear programming 
problem (1.1)~(1.4) and the objective function is normalized, we have 
CTX = 0. (2.36) 
Therefore the objective function assumes a negative value at u, and this is 
absurd. 
Let us assume now that x E A and that Equation (2.21) holds. We will 
show that x = Xe is a minimizer of the linear programming problem with 
normalized objective function (l.lk(l.4). In fact, from (2.21) we have 
eT~l-a/“n 
(A‘y”/2jL ( Xa’“c) = 0. (2.37) 
Using x instead of A as in (2.101, when AX”” is of rank less than m we 
have 
= eTXc-eTXAT(AX*AT)-lAXac = eTXc = cTX. (2.38) 
Therefore we have that x is a feasible point where cTx = 0, that is, x is a 
minimizer for the linear programming problem with normalized objective 
function (l.l)-(1.4). n 
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Let C be the set given by 
z = (x E A”IAx = 0, eTx = 1). (2.39) 
LEMMA 2.8. Let x* be a nondegenerate minimizer of the linear p-ogram- 
ming problem with normalized objective function (1.1)-(1.4), and let h(x) be 
given by (2.11). Then we have 
h(x*) = 0. (2.40) 
Moreover, 
Ah(x) = 0, XEZ, (2.41) 
eTh(x) = 0, XEZ, (2.42) 
where C is given by (2.39). 
Proof. In fact for x E I: we have AXe = 0, eTXe = 1, and 
AXII,,,,,(Xc) = 0, so that 
Ah(x) = - AXII(,,,L( Xc) + AXeeTXn,,,,i(Xc) = 0 (2.43) 
and 
eTh(x) = -eTXn,,,,.(Xc)+eTXeeTXITCAx,.(Xc) = 0. (2.44) 
Moreover, from Theorem 2.7 we have (2.40). 
Let x E R”, and E, E R” X” be the matrix given by 
El = Diag( ncAxtl (Xc)), XER”. (2.45) 
Let Jh(x) E RnXn be the following matrix: 
Jh(x)= -(Z-X~~‘)XII~,,,LX-~E,-[~~X~~,,,L(X~)]Z, XER”. 
(2.46) 
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For x E R” in (2.46) we will use x instead of A, as in (2.10), when AX is of 
rank less than m. An elementary computation shows that the matrix 
XLI,,,,IX-’ can be defined f or x E R” so that J,,(x) is defined for x E R”. 
Let 
7 = {x E R” 1 AX ‘AT is invertible} . (2.47) 
For x E r, j,(x) is the Jacobian matrix of h(x) with respect to x. Moreoover 
let S(x*, p*) be the open ball of Lemma 2.5; we observe that for x E I- U 
S(x*,p*), since AX is of rank m, the matrix XfI,,,,lX-’ is well defined 
and continuous. So J,,(x) is continuous for x E f U S(x*,p*), and since 
n (,,*)I(X*C) = 0, we have 
Jh(X”) = 0. (2.48) 
From Lemma 2.8, we conclude that any solution x* of the linear program- 
ming problem with normalized objective function (l.l)-(1.4) is an equilib- 
rium point of (2.13), that is, h(x*) = 0. 
However, due to the singular Jacobian of h(x) at x* [that is, to (2.48)], the 
use of a linearly implicit A-stable method to integrate the initial value 
problem (2.13), (2.14) as suggested in [8] in the context of nonlinear 
programming, will not produce a quadratically convergent method for linear 
programming. To overcome this difficulty we introduce a new vector field 
f(x) E R” defined for x E R” given by 
f(x)=-(I-XeeT)[Xc-XAT(AXAT)-lAXc], x E R”, (2.49) 
where we use A instead of A, as i$ (2.10), if AXAT A is of rank less than m. 
Let us consider f(x) for x E r U S(x*, p*>. We observe that AXAT is 
invertible. From (2.$9) we have that f( ) x is a continuously differentiable 
function of x for x E r U S(x*, p*). For later purposes we observe that f(x) for 
x E r can be rewritten as follows: 
f(x) = -(I-XX~~~)X~‘“~,,,,,~,~(X’/‘C), XEr, (2.50) 
or 
f(X) = - X1'2( I - X1’2eeTX1/2)g(x, 1)) xer. (251) 
From Equations (2.20), (2.51) and Theorem 2.7 it follows that if x* is a 
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minimizer of the linear programming problem, then Rx*) = h(x*jO= 0, that is, 
x* is an equilibrium point of the vector fields h(x),f(x). For x E A the vector 
field f(x) can be obtained as the steepest descent vector associated to the 
function crx with respect to a particular metric. In [13] D. A. Bayer and J. C. 
Lagarias have introduced the idea of looking at Karmarkar’s vector field h(x) 
in terms of steepest descent directions. 
Let x0 be a feasible point of the linear programming problem (L&(1.4), 
and F, be the affine subspace 
F, = x,, + {v E R”IAv = 0, erv = 01. (2.52) 
LEMMA 2.9. The vector field f(x) given by (2.51) is the steepest descent 
vector associated to the objective function ho(x) = cTx of the linear program- 
ming problem (l.Ml.4) restricted to F,, n r with respect to the Fiemannian 
metric G(x) = X- ’ = Diag(x- ‘1, defined on the positive orthant r, where F,, 
is given by (2.52). 
Proof. We consider the following transformation for x E F, CT f: 
x = G-‘/2(X)y = xl/zy. (2.53) 
We have 
b(x(y)) = ( x’/“c)~~, (2.54) 
and F, assumes the following form: 
F, = x,, + {u E R”IAX’/“u = 0, eTX1/‘u = 0). (2.55) 
The gradient vector of b(x(y)) with respect to y is 
ab 
- = x’/2c 
JY 
is given by 
(2.56) 
ij=rI Ax’,2 A(X%), 
[--I 
(2.57) 
.Tx’/2 
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where we use i instead of A, as in (2.10), if AXAT is of rank less than m. 
Since AXe = 0 from (2.571, using (2.7) we have 
5 = X’/“c- x’/~AT(~T)-‘&+ x’/ZeeTxc. (2.58) 
Since eTXAT(AXAT>-‘AXc = o, we have 
g = (I - X1~2eeTX1~2)~~AX~~2~i( X’12c). (2.59) 
Finally, applying (2.53) to 5, we have that the gradient vector J(x) is given 
by 
t;(x) = Xl/“& = X’j2( I - X”2eeTX1’2)n,,,,,,,,( X”‘c). (2.60) 
This concludes the proof. 
Let A be given by (1.8). 
n 
LEMMA 2.10. Let x E A, and r be the rank of the matrix AXAT. Then 
rl AXvz l(X1”c) = (I- X”2eeTX1’2)~(AX1,2~1(X1/2C), (2.61) 
I-1 pX’/z 
where we use x instead of A, as in (2.101, when r is less than m. 
Proof. Let 0 < r G m. The projector II AXL,Z 1 is defined as follows: 
I-1 .TX’/Z 
“y, I = I- [-$q([-g[$g) -‘[-$g]. (2.62)
Let us compute the matrix 
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Since AXe = 0 and e?‘Xe = 1, we have 
(2.63) 
An elementary computation gives us 
n *xl/z ~(x”‘c) = X”‘c- X1/‘AAT(AXAT)-lAXc- X1/“eeTXc. (2.64) 
i-1 eTxl/Z 
From eTXAT = 0 we have 
q = X1/“eeTXAT(AXAT)-lAXc = 0 (2.65) 
and 
I1 AX,j2 l( X’/“c) = rI(Ax~,~ll( X’/“c) - X’/“ee’X’/“c+q. (2.66) 
L-1 JX l/Z 
With an easy computation from (2.66) we obtain (2.61). Let r = 0, and 
0 E Rnx” be the null matrix. We have that 
0 L 
[ 1 eTX1/2 = (eTX1/‘)’ and lIol = I, 
so that (2.61) holds. n 
LEMMA 2.11. Let x* be a nondegenerate minimizer of the linear pro- 
gramming problem with normalized objective function (l.Nl.4); let f(x) be 
given by (2.49) and C be given by (2.39). Then we have 
f(x*) = 0; (2.67) 
moreover 
Af(x) = 0, XEC, (2.68) 
eTf(x) = 0, XEZ. (2.69) 
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Proof. Let (Y = 1. From Theorem 2.7 we have 
so that 
n (AX*‘,2)1( x*“%) = 0, 
f(x*) = 0. 
Let x E I% Since AXe = 0 and eTXe = 1, we have 
(2.70) 
(2.71) 
Af(x)=-(A-AXee’)[Xc-XAT(AXA’)-‘AXc]=O (2.72) 
and 
eTf(x)= -(e’-eTXeeT)[Xc-XAT(~XAT)-‘A~c] =O. (2.73) 
This concludes the proof. 
LEMMA 2.12. LA f(x) he given by (2.491, and x0 E R” be such that 
Ax, = 0, (2.74) 
eTx,=l. (2.75) 
Then the solution x(t) of the initial value problem 
dx 
dt = f(x) > 
x(0) = x0 
satisfies the constraints 
Ax(t) = 0, 
eTx( t) = 1 
for all values oft where x(t) is defined. 
(2.76) 
(2.77) 
(2.78) 
(2.79) 
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Proof. From Lemma 2.11 we have 
A; = Af(x) = 0, 
dx 
e’z = erf(x) = 0, 
(2.80) 
(2.81) 
so that the thesis follows immediately from the assumption (2.74), (2.75) on 
x0 and the fundamental theorem of calculus. n 
For x E R” let E E Bnx” be the matrix given by 
E = Diag(Ar(AXAr)-‘AXc), XER”, (2.82) 
and c E Rnx” be the matrix C = Diagtc). Let J(x) E Rnx” be the following 
matrix: 
where we use A instead of A, as in (2.10), if AXAT is of rank less than m. 
Let P’ be the set (2.47). An elementary computation shows that for x E r, 
J(x) is the Jacobian matrix of f(x) with respect to x. Mooreover let S(X*, p*) be 
the open ball of Lemma 2.5. We observe that for x E F U S(X*, p*), since the 
matrix AXAT is invertible, J(x) is continuous for x E r U S(x*,p*). 
THEOREM 2.13. Let us assume that the linear programming problem 
(L&-(1.4) has a unique nondegenerate minimizer x*, and let J(x*) be given 
by (2.J3). 
[ 1 
Then 1(x*) is invertible as an operator restricted to the subspace 
A 
2 ’ That is, J(x*>v + 0 for each v # 0 such that 
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Proof. First of all we show that for i = 1,2,. . . , n we have 
(C-J?Z)~~=O ifandonlyif xF#O. 
Let X* = Diag(x*). From Theorem 2.7 for (Y = 1 we have 
X*i’a( C - E) = Diag( ( IIc,Jx*j,2j1( X*‘/‘c))) = 0. (2.84) 
Since C - E is a diagonal matrix, from (2.84) we have that Xi7 # 0 implies 
(C-Ejii=O for i=1,2 ,..., n. Let us show that (C - Ejii = 0 implies 
Xz #O for i=1,2,..., n. In fact if we assume that there exists h such that 
(C - E),, = 0 and x,: = 0, then from the assumption that x* is a nondegen- 
erate minimizer of the linear programming problem (l.I)-(1.4) it follows that 
there exists a pivot transformation that makes the hth component of x* 
nonzero. Let y* be this new basic feasible solution corresponding to x* via 
the pivot transformation. Since only one pivot operation has been made, the 
nonbasic components other than the hth component are still nonbasic, that 
is, yi* =0 for each i#h such that xZT =O. Let Y*=Diag(yF,yz,...,y,*). 
From (2.84) we have 
Y*(C - E) = 0. (2.85) 
Moreover, since erY*Ar = 0, from (2.85) we have 
0 = erY*( C - E)e = eTY*Ce-eTy*AT(&f*AT) -‘u*c = eTy*c = c?‘y*. 
(2.86) 
Therefore y* would be a new minimizer of the linear programming problem 
(I.&(I.4), different from x*, and this is absurd. 
We have 1(x*) 1 = (C - E) I. In fact it is obvious that v E (C - E)’ 
implies v E 1(x*> I. Moreover, let 
M= [Ar(AX*AT)-lA-eeT](C- E). (2.87) 
Then 
J(x*) = (C - E) - x*A4, (2.88) 
so that J(x*)v = 0 implies (C - E)v = X*Mv. Since X* is a diagonal matrix, 
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we obtain (X*Mv), = (X*)ii(M~)i, i = 1,2,. . , n. We have two cases: 
(i> Xi: = 0, which implies ((C - E>v), = 0; 
(ii) Xi: # 0, which implies (C - E),, = 0. 
Summarizing, we have that ((C - E)vji = 0, i = 1,2, . . ,, n, that is, v E 
(C-E)‘. 
Now let u E R” be such that 
Au=O, eTu= 0. (2.89) 
We assume that u E J(x*) i ; since x*E(C- E)l, then z=x*+u~J(x*)~. 
Moreover, 
Az=O, e’z=l, (2.90) 
andzEJ(x*)l implieszE(C-E)I.IfzE(C-E)I,then.zi=Oforeach 
i such that XT = 0; this condition, together with (2.90), is a characterization 
of the minimizer x* of the linear programming problem (L&(1.4). There- 
fore u = 0. This concludes the proof. n 
THEOREM 2.14. Let x* be the unique nondegenerate minimizer of the 
linear programming problem with normalized objective function (l.l)-(1.4), 
and f(x) be given by (2.49). We consider the initial vulue problem 
(2.91) 
1 
x(0) = -e. 
n 
(2.92) 
Then a solution x(t, (l/n>e> of (2.911, (2.92) exists for t E [0, co>, and 
1 
lim x t,-e =x*. 
i 1 t+cc n (2.93) 
Proof. The standard existence and uniqueness theorems for the initial 
value problem for ordinary differential equations guarantee that the solution 
of (2.91), (2.92) exists locally. From Lemma 2.9 it follows that f(x) is 
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tangential to ah, so that from Lemma 2.12 a$ the fact that (l/n)e E i we 
have that x(t,(l/n)e) E A. Moreover for x E A we have 
that is, the objective function crx is monotonically decreasing along the 
trajectory x(t,(l/n)e>. Since the minimum of crx on A is zero, x* is the 
unique minimizer of cTx on A, and fix*) = 0, from G. Sansone and R. Conti 
[21, p. 311 we have that x* is the unique limit point of x(t,(l/n)e) and 
1 
lim x t, -e =X*. 
i i l--t_ n 
(2.95) 
This concludes the proof. m 
3. THE QUADRATIC ALGORITHM FOR LINEAR PROGRAMMING 
Let x E R”, D c R” be an open set, and E be the closure of D; let 
w: i? c R” -+ R” be a function continuously differentiable in D, whose 
Jacobian matrix is denoted by Q(x) = aw/ax. Let us consider the initial 
value problem 
dx 
--w(x), 
dt 
(3.1) 
x(O) = x0, xoe D. (3.2) 
Let Z be the n X n identity matrix, h, > 0, k = 0,1,2,. . . , be a sequence of 
stepsizes, and t, = E~=,hj. Then any solution x(t,) of (3.1), (3.2) can be 
approximated with xk computed as follows: 
x0 = x 0’ (3.3) 
[I-h&(xk)]sk=h,w(xk), k=0,1,2 ,..., (3.4) 
k=0,1,2 ,.... (3.5) 
278 S. HERZEL, M. C. RECCHIONI, AND F. ZIRILLI 
The numerical scheme (3.3)-(3.5) to integrate the initial value problem (3.1), 
(3.2) is A-stable and linearly implicit, and has been studied by J. D. Lambert 
and S. T. Sigurdsson in [22]. 
Let f(x) be the vector field given by (2.49) and J(x) be its Jacobian 
matrix given by (2.83). We will apply the numerical scheme (3.3)-(3.5) to 
the initial value problem 
dx 
,,=f(x), 
1 
x(0) = -e 
n 
(3.6) 
(3.7) 
considered in Section 2. Let l? be given by (2.9). By Lemma 2.5 there exists 
a neighborh$od S(x*, p*) of x* such that f(x) is a continuously differentiable 
function in r U S(x*, p*). 
LEMMA 3.1. Let x* be the unique minimizer of the linear programming 
problem with normalized objective function (l.l)-(1.4). Let us apply the 
numerical scheme (3.3)-(3.5) to the initial value problem (3.6) (3.7). More- 
over let 
h, z (eTXkc)-’ for k =O,l,2 ,..., (3.8) 
I - hk](xk) be invertible for k=O,1,2 ,.... (3.9) 
Then the sequence {x k + ‘1, k = 0, 1,2,. . . , generated by (3.3)~(3.5) exists, and 
sk satisfies 
Ask = 0, k=0,1,2 ,..., (3.10) 
eTsk = 0, k=0,1,2 ,,I.. (3.11) 
Proof. We note that x0 = (l/ n)e is a feasible point of the linear 
programming problem (l.l)-(1.4) and that sk is defined by 
[z-hk~(Xk)]Sk=h/cf(xk), k=0,1,2,.... (3.12) 
In Lemma 2.11 it has been shown that if xk is a feasible point for the linear 
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programming problem (I. l&-(1.4), we have 
Af(xk) = 0, 
e’f(xk) = 0, 
so that applying A to both sides of(3.12), we obtain 
A[ I - hkJ(xk)]sk =0. 
From (2.83) we have 
AI = (d-x,+. 
Therefore we have 
[I- hk(eTxkC)]hk =o, 
so that from (3.8) we have Ask = 0, k = 0,1,2,. . . . 
Moreover it is easy to verify that 
eTj(xk) = (eTxkc)eTz, 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
so that from Lemma 2.11 we have 
(3.19) 
which implies 
[I- hk(eTxkc)]eTsk = 0,
so that from (3.8) we have eTsk = 0, k = 0,1,2,. . . . 
Let D _C R” be an open set and D, C D be a convex set. 
(3.20) 
n 
DEFINITION 3.2. Let w(x): D z R” -+ R” be a continuously differen- 
tiable function. Let g E R’“, D, be an open neighborhood of &, and T : D X 
D, c R” X R” + L(R”), where L(R”) is the set of the n X n matrices. Then 
T(x,@ is a consistent approximation to the Jacobian matrix Q(t) of w(x) on 
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D,, c D if 0 E IS”’ is a limit point of D, and 
lim T(x,$,) = Q(x) 
:z, 
(3.21) 
uniformly for x E D,. Moreover, if there exist two constants c > 0 and r > 0 
such that 
II Q(x) - T(X> 5) II G clllll (3.22) 
for each x E D,, and 4 E D, C-I S(0, r), where S(0, r) = {& E R”‘i ll$ll < r}, 
then T(x, 5) is a strongly consistent approximation to Q(x) on D,. 
LEMMA 3.3. Let DcR” be an open set, and w: D c R” + R” be a 
continuously d$erentiable function on the convex set D, c D. Let Q(x) E 
Lipy( D,), that is, let Q(x) be a Lipschitz continuous function for x E D, with 
Lipschitz constant y > 0. Then 
1) w(y) -W(X) - Q(x)(Y-x) 11 d +YII~ (3.23) 
for each x, y E D,. 
Proof. See J. M. Ortega and W. C. Rheinboldt [20, Theorem 3.2.12, 
p. 731. n 
THEOREM 3.4. L..et x* be the unique nondegenerate minimizer of the 
linear programming problem with normalized objective function (l.l)--(1.4), 
and let 
and B i be given by (2.8). Moreover, let f(x) be given by (2.49), and 
hk = ,,&,, k =0,1,2 ,... , (3.24) 
where CY~ > cy > 0 is a bounded sequence such that hk z (eTXkc)-‘. Then 
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there exists p1 > 0 and an open neighborhood S(X*, pl>= fx E R” I IIx-x*II < 
PI} of x* such that if go E S(x*,p,)T\ C, where C is given by (2.39), then the 
sequence {xk}, k = 0, 1,2,. . . , generated by 
x” = Jo, (3.25) 
[I-hkJ(xk)](xk+‘-xk)=hkf(xk), k=o,1,2,..., (3.26) 
where J(X) is given by (2.83) and the linear system (3.26) is solved in B I, is 
well defined, xk+l ~S(x*,p,)f1Xfirk=0,1,2 ,..., and {xk}, k=0,1,2 ,..., 
converges quudratically to x*. 
Proof. We argue by induction on the index k. Let 
&=j+> k=0,1,2 ,..., 
k 
(3.27) 
and 
@(Xk&) = - ‘i-k1 + ./(Xk>> k=O,1,2 ,.... (3.28) 
We observe that (3.26) can be rewritten as follows: 
- @(xk,&)(xk+l -xk) = f(xk), k=o,1,2 ,.... (3.29) 
it is easy to see that @(x, 5) is a strongly consistent approximation of J(x) on 
r when 5 goes to zero. We have seen in Lemma 3.1 that if v E R” and 
xk E C we have 
A@(Xk, Sk)’ = (eTxkc- t&V, (3.30) 
eT@(xk, tk)v = (erxkc- &)eTv. (3.31) 
From (3.24) and (3.27) it follows that [k # erxke for k = 0,1,2,. , . , so that 
we have 
@(Xk&)V E BL ifandonlyif VEBI. (3.32) 
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From Theorem 2.13 we have that J(x*) restricted to B 1 is invertible and 
(3.33) 
for xk E S(x*,p,) in a suitable neighborhood of x* and [k in a suitable 
neighborhood CJ of zero. The perturbation lemma (see J. M. Ortega and 
W. C. Rheinboldt [20, Lemma 2.3.2, p. 451) implies that the inverse of the 
linear operator @(xk, tk) restricted to the subspace B 1 exists when xk E 
S(x*,p,),~k~U.FromLemma2.11wehavethatxk~~impliesffxk~~~~. 
When xk E S(x*,p,)n C and tk E U, from the fact that f(xk>~ B * and 
(3.32), (3.33) it follows that x k+ ’ is well defined and xk+ ’ E c. Moreover 
there exists q > 0 such that 
and we have 
IlX k+’ -X*/l= (I~(xk,~k)l~~[~(Xk,~k)(Xk -‘*) -f(Xk)]11 
< q(l(@(xk,tk)- .fcXk) ((+I(J(xk) - _f(x*)/t)llxk -‘*II 
+7/((f(x*)-f(xk)-J(x*)(xk-x*)(~. (3.35) 
Since we can always choose p1 > 0 such that J(x) E Lip,,(S(x*, p,)> for some 
y > 0, from Lemma 3.3 we have 
lb k+’ --x*(1 d‘$kq(lxk --x*/l+ &(xk -x*(12 + yllxk -x*1j2 
< ~(xk&.)(lXk -X*k (3.36) 
where 
w(xk,&) = q& + ;nYllxk -x*11. (3.37) 
The neighborhoods S(x*,p,) and U can be chosen in such a way that 
@(xk,&.) < x < ‘, Xk E s(Xk,pl)n 2, tk E”’ (3.38) 
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From (3.36) and (3.38) we have 
lb k+l -x*11 < XllXk -x*11, xk E s(x*,p,) n Z. (3.39) 
Therefore xk + 1 E S(x*, p 1) n 2. Moreover we have 
IIX k+l -x*(1 < Xk+‘llXo -x*11, (3.40) 
so that the iterates {xk), k = 0,1,2,. . . , given by (3.26) are well defined if 
x0 E sh*,p,)n 2 and 
lim x k = x*. 
k-tm 
(3.41) 
Moreover, since f(x) is a continuously differentiable function in a neighbor- 
hood of x* and Rx*) = 0, there exists a constant M > 0 such that 
IIf II< ~11~~ -x*11, xk E S(X*,P,) n Z. (3.42) 
From (3.24) we obtain 
xk E s(x*,p]) n Z. (3.43) 
That is, the sequence {xk} converges quadratically to x*. This concludes the 
proof. n 
4. NUMERICAL EXPERIMENTS 
We begin by comparing the computational cost of a step of the algorithm 
introduced in Section 3 with that of a step of the simplex algorithm or of a 
step of Karmarkar’s algorithm. 
We consider the linear programming problem in the canonical form 
(l.l)-(1.4). It is easy to verify that the computational cost of a step of the 
simplex algorithm is given by 
mn + lower order terms. (4.1) 
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The computational cost of one step of Karmarkar’s algorithm is essentially 
due to the computation of the matrix 
AX 2AT 
and to the solution of the m X m linear system 
( Ax~A~)~ = AX%. 
(4.2) 
(4.3) 
Since the matrix AX2AT is symmetric, its computation requires 
m2n 
~ + lower order terms 
2 
(4.4) 
elementary operations, while the solution of the linear system (4.3) requires 
m3 
6 + lower order terms (4.5) 
elementary operations. Since m < n, we can conclude that the computational 
cost of one step of Karmarkar’s algorithm is roughly 
elementary operations. 
dures; for example, in 
rank-one modifications 
tational cost of each step to 
in” + lower order terms (4.6) 
This cost can be reduced using some special proce- 
[2] Karmarkar has shown that the use of successive 
to compute (4.2), (4.3) reduces the “average” compu- 
cn2.’ + lower order terms (4.7) 
elementary operations, for some constant c > 0. 
The computational cost of one step of the algorithm introduced in Section 
3 is essentially due to the computation of the matrix 
AXAT, (4.8) 
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to the solution of the linear system 
(AXAT)y = AXc, 
285 
(4.9) 
to the computation of the matrix 
AT(AXAT)-lA (4.10) 
that appears in the expression of the Jacobian J(x) (2.831, and to the solution 
of the linear system (3.26). The computational costs of (4.8), (4.9) are 
analogous to those of (4.2) (4.3) respectively. Moreover the computational 
cost of the solution of the linear system (3.26) is 
n3 
3 
+ lower order terms (4.11) 
elementary operations. 
In order to compute (4.10) we use the Cholesky decomposition of AXAT, 
that is, 
AxAT = LLT, (4.12) 
where L E R “’ X’r’ 1s a nonsingular lower triangular matrix. So we have 
(AXAT)-’ ‘(L-1)rL-l (4.13) 
and 
(4.14) 
Since in order to compute L-IA 
3 m2n 
$+- 
2 
+ lower order terms (4.15) 
elementary operations are necessary, and the matrix (L-‘AY( L-‘A) is 
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symmetric, the computational cost of (4.10) is 
m2n 
- + lower order terms 
2 
(4.16) 
elementary operations. Since m < n, we can conclude that the computational 
cost of one step of the algorithm introduced in Section 3 is 
$” + lower order terms (4.17) 
elementary operations. Moreover, if we use successive rank-one modifica- 
tions, as proposed in [2], we can decrease the “average” computational cost of 
each step to 
c’r~‘.~ + lower order terms (4.18) 
elementary operations, for some constant c’> 0. Moreover, to improve the 
value of c’ it is possible to use any combination of the ideas proposed in [7, 
23, 241. 
To conclude, the computational cost of one step of the algorithm intro- 
duced in Section 3 is of the same order as that of one step of Karmarkar’s 
algorithm, while one step of the simplex algorithm is much cheaper. How- 
ever, due to the quadratic convergence of our algorithm, we expect that the 
number of iterations needed to solve a linear programming problem to a 
given accuracy should be approximately independent of the problem size 12. 
We present now some numerical results that support our expectation. 
The algorithm described in Section 3 has been implemented using two 
special expedients to avoid failure due to the ill-conditioning of the problem 
considered. 
The matrix A E RlnXn given by (1.2) is replaced with the matrix A E 
R InXn to reduce its condition number; A is obtained using the singular value 
decomposition of AAr. This decomposition has a computational cost of order 
n3, so it costs the same as one step of the algorithm described in Section 3. 
Let AAr = Q*DV be the singular value decomposition of AAT; then the 
matrix A is given by 
(4.19) 
where D*ER InXln is a diagonal matrix such that ( D*jii = l/Dij if Dii > 0 
and ( D*)ii = 1 if Dij = 0 for i = 1,. . . , m. 
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In the first k 1 steps of our algorithm (k, < 5 in our numerical experi- 
ments), the Riemannian metric 
G(x) = X-l= Diag(x-‘) (4.20) 
is replaced with 
C(x) = MkX_‘, (4.21) 
where Mk =X; ' = Diag(x;‘) and xk is the current point at step k. We note 
that in order to apply our algorithm is not necessary to have a normalized 
objective function-that is, is not necessary to know the value of the 
objective function at the minimizer. However, in our numerical experiments 
we use test problems with normalized objective function. The stopping rule 
used is 
Vk = CTXk <1.0x lo- CT: . ( 1 n 
We have considered ten test problems. Problem 1 (ZIRI) is a problem 
coming from the operation of an industrial plant in central Italy. The other 
problems come from the System Optimization Laboratory at Stanford Uni- 
versity and have been made available to us through NETLIB [25]. The 
numbers of variables (n) and of constraints (m), shown in Table 1, are those 
relative to the problems in canonical form. Finally, k denotes the index of the 
first step that verifies the stopping rule (4.22). 
We note that in Table I, while n, m vary by an order of magnitude, the 
number k of steps needed to solve the problem varies only by a factor of two. 
Moreover, test problems with n, m Q 5 are solved in about ten steps. 
TABLE 1 
Test problem 
1. ZIRI 
2. ADLITTLE 
3. AFIRO 
4. BEACONFD 
5. BLEND 
6. ISRAEL 
7. SC105 
8. SC50A 
9. SC5OB 
10. SHAREZB 
m n 
304 543 
57 141 
28 54 
173 298 
75 117 
175 319 
106 166 
51 81 
51 81 
97 167 
lc 
21 
21 
12 
20 
21 
17 
13 
14 
11 
21 
3.16D-09 
1.52~-12 
3.9lD-09 
1.47~-12 
1.948-10 
1.36~-11 
1.480-14 
7.84D-10 
1.78~-10 
288 S. HERZEL, M. C. RECCHIONI, AND F. ZIRILLI 
The algorithm has been coded in FORTRAN and tested on a VAX/VMS 
Version V5.1 in double precision arithmetic. 
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