Early stochastic studies focused on steady-state, gravity-dominated unsaturated flow in unbounded domains
rated flows (Protopapas and Bras, 1990; Unlu et al., Though the variability of ␣ and n is usually smaller than that of 1990; Mantoglou, 1992; Liedl, 1994; ; Fous- flow (Li and Yeh, 1998; Ferrante and Yeh, 1999; Zhang and Lu, 2002) .
To describe unsaturated flow, the constitutive rela-A lthough geologic formations exhibit a high detionships of unsaturated hydraulic conductivity K vs. gree of spatial variability, medium properties, inpressure head and effective water content e vs. cluding fundamental parameters such as permeability must be specified. Three models are commonly used to and porosity, are usually observed only at a few locadescribe these functional relationships: the van Genuchtions because of the high cost associated with subsurface ten-Mualem model (van Genuchten, 1980) , the Brooksmeasurements. This combination of significant spatial Corey model (Brooks and Corey, 1964) , and the Gardheterogeneity with a relatively small number of observaner-Russo model (Gardner, 1958; Russo, 1988) . Most tions leads to uncertainty about the values of medium existing stochastic analyses utilize the Gardner-Russo properties and, thus, to uncertainty in predicting flow model because of its simplicity (e.g., Yeh et al., 1985a,b ; and solute transport in such media. It has been recog- Yeh, 1989; Russo, 1993 Russo, , 1995a Yang et al., 1996 ; nized that the theory of stochastic processes provides a Harter and Yeh, 1996a,b; ; Tartakovsky et natural method for evaluating flow and transport unceral., 1999; Lu et al., 2000; Zhang and Lu, 2002) . On the tainties. Many stochastic theories have been developed other hand, the more complex van Genuchten-Mualem to study the effects of spatial variability on flow and and Brooks-Corey models usually fit measured K() transport in saturated zones (e.g., Dagan, 1989; and () data better. Zhang et al. (1998 Zhang et al. ( ) investigated 1993 Zhang, 2002) and in unsaturated zones (e.g., Dathe impact of different constitutive models on the results gan and Bresler, 1979; Bresler and Dagan, 1981; Anders- of stochastic analyses of steady-state, gravity-dominated son and Shapiro, 1983; Yeh et al., 1985a,b; Hopmans et flow. It was found that the impacts of the constitutive al., 1988; Destouni and Cvetkovic, 1989; Polmann et al., models on the statistical moments of pressure head, 1991; Mantoglou, 1992; Indelman et al., 1993; Liedl, effective water content, unsaturated hydraulic conduc-1994; Russo, 1993 Russo, , 1995a Harter and Yeh, 1996a,b;  tivity, and velocity depend on saturation ranges. For Zhang and Winter, 1998; Zhang et al., 1998; example, the mean head and the mean effective water 1999; Tartakovsky et al., 1999; Foussereau et al., 2000;  content for the Brooks-Corey model differ greatly from Lu et al., 2000 . In the unsaturated zones, the their counterparts for the Gardner-Russo model near nonlinearity of flow further complicates the problem.
the dry and wet limits, while the differences are small at the intermediate range of saturation. Owing to its model is seldom used in stochastic modeling of unsatun(x) ϭ (n 1 ,..., n d ) T is an outward unit vector normal to the boundary, H() is the Heaviside step function, being rated flow in heterogeneous media, although it is the most commonly used model for deterministic numerical zero when Ͻ 0 and one when Ն 0, S s is the specific storage, C[;·]ϭ d e /d is the specific moisture capacity, modeling. On the basis of the van Genuchten-Mualem model, Hughson and Yeh (2000) have recently develand K[;·] is the unsaturated hydraulic conductivity (assumed to be isotropic locally). Both C and K are funcoped a geostatistical inverse approach to flow in variably saturated media, in which the flow covariances are detions of pressure head and soil properties at x. For convenience, they will be written as C (x,t) and K(x,t) in the rived with a space-state approach.
In this study, we develop a stochastic model for transequel. The elevation x 1 is directed vertically upward. In these coordinates, recharge has a negative sign. The sient flow in heterogeneous unsaturated-saturated media on the basis of the van Genuchten-Mualem constituseepage velocity at x is related to the specific flux q i by tive model. It is an extension of the recent work of Zhang and Lu (2002) Hughson and Yeh (2000) : the former first Ͻ 0 and those for transient saturated flow if Ն 0. derives the moment equations and then solves them It is clear that some model is needed to describe the numerically; the latter expresses the statistical moments constitutive relationships of K vs. and e vs. when on the basis of the spatial and temporal discretizations the flow is unsaturated. No universal models are availof a particular numerical scheme. Therefore, unlike the able for the constitutive relationships. Instead, several space-state approach, the moment equations derived in empirical models are usually used, including the Gardour approach are independent of the specific numerical ner-Russo model (Gardner, 1958; Russo, 1988) , the scheme to be used and can be solved on numerical grids Brooks-Corey model (Brooks and Corey, 1964) , and to be determined a posteriori based on the characteristhe van Genuchten-Mualem model (van Genuchten, tics of the moment functions, as well as the particular 1980). Most analytical solutions of the deterministic unconfiguration of a flow problem under consideration.
saturated flow equations and most previous stochastic The stochastic model developed in this study is applicaanalyses used the Gardner-Russo model because of its ble to the entire domain of a bounded, multidimensional simplicity. However, it is generally accepted that the unsaturated-saturated system in the presence of ranmore complex van Genuchten-Mualem and Brooksdom or deterministic recharge and sink-source, as well Corey models may perform better than the simple Gardas in the presence of multiscale, nonstationary mener-Russo model in describing measured data of K() dium features. and e (). In this study, we use the van GenuchtenMualem model:
EQUATIONS
We consider transient flow in variably saturated po-
[8] rous media satisfying the following continuity equation where Յ 0. For Ն 0, S ϵ 1 and K ϵ K S (x). In the and Darcy's Law: above, S(x,t) ϭ e /( s Ϫ r ) is the effective saturation, r is the residual (irreducible) water content, s is the
saturated water content, ␣ and n are fitting parameters, and
[9] subject to initial and boundary conditions It is seen that when S ϭ 1, C ϭ 0. In this study, S and r are assumed to be deterministic as their variabilities are likely to be small compared
with that of the effective water content e (Russo and Bouton, 1992) . The soil parameters n(x), the log-transformed pore-size distribution parameter ␤(x) ϭ ln␣(x), where q is the specific discharge (flux), (x,t) ϩ x 1 is the total head, is the pressure head, i ϭ 1,..., d (where and the log-transformed saturated hydraulic conductivity f(x) ϭ lnK s (x) are treated as random space functions. d is the number of space dimensions), ⌿ 0 (x) is the initial pressure head in the domain ⍀, ⌿(x,t) is the prescribed Although the distributional forms of the soil parameters need not be specified for the subsequent derivations of head on Dirichlet boundary segments ⌫ D , Q(x,t) is the prescribed flux across Neumann boundary segments ⌫ N , moment equations, they must be specified in the Monte Carlo simulations designed to verify the derived mo-‫ץ‬
Here the fitting parameter n(x) is assumed to follow a normal distribution while the saturated hydraulic conductivity K S (x) and the pore size
[12] particular distributional assumptions made are consistent with the finding of Russo and Bouton (1992) based on field data. We also allow spatial variability and/or randomness in the initial and boundary terms ⌿ 0 (x), ⌿(x,t), and Q(x,t), and in the source-sink term g (x,t) .
In turn, the governing Eq.
[1] through [5] become a set of stochastic partial differential equations whose solutions are no longer deterministic values but are probability where ␦ i1 is the Kronecker delta function. Summation distributions or related quantities such as statistical mofor repeated indices is implied. Because the variability ments of the dependent variables.
of (x,t) depends on the input variabilities, that is, those In this study, the soil properties (i.e., f, ␤, and n), the of the soil properties (f, ␤, and n) and those of the initial and boundary conditions (i.e., ⌿ 0 , ⌿, and Q), and initial and boundary and source-sink terms, and the varithe source-sink terms (i.e., g) are generally treated as abilities of Y and C S depend on those of and the input (spatially and/or temporally) nonstationary random variables, one may express these quantities as infinite space functions (random fields). Thus, the expected valseries in the following form:
ϩ ues may be space-time dependent and the covariances ...,
S ϩ may depend on the actual points in space-time rather C
(1)
S ϩ.... In these series, the order of each term than only on their space-time lags. As discussed in is with respect to , which, to be clear later, is some Zhang (2002) , multiscale medium features such as discombination of the variabilities of the input variables. tinct soil layers, zones, and facies may cause the soil After substituting these and the following formal deproperties f(x), ␤(x), and n(x) to be spatially nonstacompositions into Eq.
[12] through [15] : g(x,t) ϭ tionary; seasonal variations may render the net recharge
t) temporally nonstationary; and additional
͗⌿(x,t)͘ ϩ ⌿Ј(x,t), and Q(x,t) ϭ ͗Q(x,t)͘ ϩ QЈ(x,t), and variations in vegetation coverage may lead to spatial collecting terms at separate order, we obtain and temporal nonstationarities in Q(x,t) (due to evapotranspiration among other factors). Also, a stationary ‫ץ‬
random field may become nonstationary after conditioning on measurements.
In the next section, we derive equations governing
[16] the first two moments (means and covariances) of the flow quantities in an unsaturated-saturated system. For simplicity, we assume the various random functions g(x,t), ⌿ 0 (x), ⌿(x,t), and Q(x,t) to be mutually independent and to be uncorrelated with the soil properties and n(x) . The correlations between the soil properties are retained in the general moment equations derived. The moment equation procedure given below can be easily extended to incorporate other correlations
between the various random variables.
(1) (x,t) ΅
MOMENT DIFFERENTIAL EQUATIONS
As is commonly done, we work with the log-trans-
(1) (x,t) ϭ ⌿Ј(x,t),
[11] spatial and temporal mean gradient of (total) head. It can be shown that ͗
͘ ϭ
, and ͗ 
(1) (x,t) order. Therefore, the head covariance is C (x,t;,) ϭ ͗ (1) (x,t) (1) (,)͘ to first order in 2 (or second order in ).
ϭ e(x,t) ‫ץ‬
gЈ(x,t) On the basis of Eq.
[10] and [11] , it is shown (Appendix A) that
[25] 
) ϩ p 100 (x,t)]
(,) and taking the ensemble mean yields equations for the covariance function of pressure head
‫ץ‬x i to ͗n͘ without considering S 0 as an implicit function of ͗n͘. It in fact equals to the second term in the right side 
where
, and QЈ(x,t) to Eq. [33] through [36] , respectively, taking the ensemble mean, and recalling ϩ d 4 (,)h 010 (,)C n␤ (x;) the assumption that f, ␤, and n are independent of g,
[42]
derived similarly (see Appendix B). It is worthwhile to 
iteration. Once the mean pressure head (0) is solved, the linear equations for the cross-covariances C f C ␤ , Collecting terms at separate order, we have C n , C ⌿0 , C ⌿ , C g , and C Q are solved, and finally the q
[71] pressure head covariance C h can be solved. The numerical implementation is facilitated by recognizing that all q
second moment equations have the same format except for driving forces. Detailed discussions about the numerical implementation of similar equations are given It can be shown that the mean flux is ͗q͘ ϭ q (0) ϭ by Zhang (1998 and Zhang and Winter (1998) .
T to zeroth or first order in , and the flux The Dirac delta function ␦(x) in the moment equations fluctuation is qЈ ϭ q
(1) ϭ (q
1 , ··· , q
is approximated numerically (Zhang and Lu, 2002) . Therefore, to first order, the flux covariances are
The mean flux and flux covariances can be computed given as using Eq.
[71] and [73] , which can be used to study
solute spreading in unsaturated-saturated flow (Lu and Zhang, 2001, unpublished data) .
ILLUSTRATIVE EXAMPLES
In this section, we attempt to demonstrate the applica-
bility of the developed stochastic model to unsaturated flow in hypothetical soils. Although the general moment where the covariance functions C Y and C Y can be deequations derived in the previous section are applicable rived by multiplying Y (1) (,) and (1) (,) to [25] , reto any admissible stationary or nonstationary covarispectively, and taking the ensemble mean ances with statistical anisotropy, in the examples we C Y (x,t;,) ϭ C f (x;) ϩ h 100 (x,t)h 100 (,)C (x,t;,) assume the log saturated hydraulic conductivity f(x), the log pore-size distribution parameter ␤(x), and the ϩ h 010 (x,t)h 010 (,)C ␤ (x;) ϩ h 001 (x,t)h 001 (,)C n (x;) fitting parameter n(x) to be second-order stationary ϩ h 010 (,)C f␤ (x;) ϩ h 010 (x,t)C f␤ (;x) with an exponential covariance function
where p ϭ f, ␤, or n; 2 p is the variance of p; p is the ϩ h 010 (x,t)h 001 (,)C ␤n (x;) ϩ h 010 (,)h 001 (x,t)C ␤n correlation scale of p; and h is the separation vector.
(;x) It is straightforward to extend the numerical moment equation approach to handle statistical nonstationarity ϩ h 100 (,)C f (x;,) ϩ h 100 (x,t)C f (;x,t) and anisotropy. For simplicity, f, ␤, and n are further ϩ h 100 (x,t)h 010 (,)C ␤ (;x,t) ϩ h 100 (,)h 010 (x,t)C ␤ assumed to be uncorrelated in the examples. 
Infiltration in Unsaturated Media
ϩ h 100 (x,t)h 001 (,)C n (;x,t) ϩ h 100 (,)h 001 (x,t)C n In this example, denoted as Case 1, we first try to (x;,) [74] show the validity of our mathematical derivation and numerical implementation by comparing our results
with Monte Carlo simulations. We consider a square domain of 3 by 3 m in a vertical cross section, discretized ϩ h 001 (x,t)C n (x;,) ϩ h 100 (x,t) C (x,t;,) into 30 ϫ 60 rectangular elements of 0.1 by 0.05 m. The [75] boundary conditions are specified as follows: a prescribed deterministic constant pressure head ϭ 0 (waThe moments of the effective water content can be ter table) at the bottom (x 1 ϭ 0.0), a constant deterministic flux Q ϭ ͗Q͘ at the top (x 1 ϭ 3 m), and no-flow boundary at the left and right sides. The input parameters are given as ͗f͘ ϭ 0.0 (i.e., the geometric mean saturated hydraulic conductivity K G ϭ 1.0 m d Ϫ1 ), the coefficient of variation CV K S ϭ K S /͗K S ͘ ϭ 10.0%, ͗␤͘ ϭ ͗ln(␣)͘ ϭ 0.6931, CV ␣ ϭ ␣ /͗␣͘ ϭ 10%, ͗n͘ ϭ 1.4, CV n ϭ n /͗n͘ ϭ 5%, f ϭ ␤ ϭ n ϭ 0.5 m, S ϭ 0.4, r ϭ 0.01, ͗Q͘ ϭ Ϫ0.005 m d
Ϫ1
, and 2 Q ϭ 0.0. For a lognormally distributed variable p, the coefficient of variation of p is related to the variance of its log-transformed variable through the simple relation: lnp 2 . This example with relatively small variabilities in f, ␤, and n is chosen to ensure convergence of Monte Carlo simulations.
For Monte Carlo simulations, we generate 30 000 unconditional realizations with zero mean and unit variance, using a sequential Gaussian random field generator sgsim from GSLIB (Deutsch and Journel, 1998). The quality of random fields is then checked by comparing the sample covariance against the input, analytical covariance of Eq. [76] . For each simulation, a log hydraulic conductivity f(x) field, a log-transformed poresize distribution ␤(x) field, and an n(x) field are read from these unconditional realizations and then are scaled to the specified mean and variance of f, ␤, and n. The unsaturated flow Eq. mean and variance of flow quantities are calculated. The comparison between results from the moment tions are enough for the mean pressure head. It is also equation-based approach (ME) and Monte Carlo reindicated from Fig. 2a that there is still a slight differsults (MC) is illustrated in Fig. 1 , which shows two vertience between the mean pressure head computed from cal profiles passing through the center of the flow dothe moment approach and Monte Carlo simulations main. It is seen that the mean pressure head derived (NMC ϭ 10 000), which again is due to numerical errors from our model is almost identical to Monte Carlo reand due to neglecting of higher-order terms in our mosults (Fig. 1a) , while there is still slight discrepancy in ment solution. Unlike Case 1, because of a relatively the pressure head variance (Fig. 1b) . In addition, Fig. large infiltration rate in Case 2, flow in the upper portion 1 demonstrates that when the variabilities on f, ␤, and of the domain is mean gravity-dominated with a conn are relatively small and the infiltration rate is low, the stant mean pressure head. For the pressure head varinumber of Monte Carlo simulations needed to obtain ance ( Fig. 2b) , it is seen that about 8000 Monte Carlo a convergent solution is low. For mean pressure head, simulations are needed to achieve statistical conver-2000 Monte Carlo simulations are enough to obtain a gence. In addition, the head variance experiences a convergent solution, while about 5000 simulations are quick increase in the capillary fringe, more or less stabineeded for the pressure head variance. Monte Carlo lizes in the gravity-dominated region, and increases simulations beyond 5000 do not significantly affect the again near the upper flux boundary. The increase of results. The discrepancy between pressure head varipressure head variance near the upper flux boundary ances computed from the moment-based approach and has been observed and explained previously (e.g., Zhang from the Monte Carlo simulations (NMC ϭ10 000) is . due to numerical errors in solving flow equations and
We also compared the mean of the log unsaturated due to neglecting higher-order terms in our momenthydraulic conductivity and its variance computed from based approach. Nevertheless, the discrepancy is small, the moment approach and Monte Carlo simulations indicating the validation of the moment-based approach (Fig. 3) . The figure shows that there is an excellent at least in the limit of relatively small variabilities on agreement between the Monte Carlo results and the soil properties. moment-based results. It is worthwhile to note that the In our second example (Case 2), we increase the infilprofile of the variance of the log unsaturated hydraulic tration rate from ͗Q͘ ϭ Ϫ0.005 m d Ϫ1 to ͗Q͘ ϭ Ϫ0.05 conductivity 2 Y exhibits a quick increase right above the m d
. The comparisons between Monte Carlo results water table, as shown in both ME and MC results. It is and moment-based results are illustrated in Fig. 2 . Again, Fig. 2a shows that 2000 Monte Carlo simulafound that this increase is due to a large gradient of ͗Y͘ with respect to ͗n͘, that is, a large value of ‫͗ץ‬Y͘/‫͗ץ‬n͘. The comparison of the effective water contents obtained cult to establish the upper limits of variabilities in soil from Monte Carlo simulations and the moment equaproperties above which the first-order stochastic model tion-based approach is illustrated in Fig. 4 . starts to break down because this effort would involve We next consider a case (Case 3) that has relatively large sets of high-resolution Monte Carlo simulations large spatial variabilities on K S and ␣: CV K S ϭ 100%, with large variabilities on input variables. This is outside CV ␣ ϭ 20%. The infiltration rate is ͗Q͘ ϭ Ϫ0.005 m of the scope of the present study. We also conducted numerical simulations to investiand head variance, partially due to the relatively small gate the relative contribution of the variability of f, ␤, infiltration rate and partially due to the small variability n, and Q to the pressure head variance. In each simulaon n.
tion, we only allow variation in one of these four paramIn the next example, the infiltration rate in Case 3 is eters with a coefficient of variation CV p ϭ 10.0%, where increased to ͗Q͘ ϭ Ϫ0.05 m d Ϫ1 (Case 4). We ran 3000 p ϭ K S , ␣, n, or Q, given ͗f͘ ϭ 0.0, ͗␤͘ ϭ 0.6931, ͗n͘ ϭ Monte Carlo simulations for this case, a few of which did 1.4, and ͗Q͘ ϭ Ϫ0.05 m d
. We then run one simulation not converge and have been removed from computing with the coefficient of variation CVϭ 10% for all four sample statistics. The results are illustrated in Fig. 6 . It parameters. The results are illustrated in Fig. 7 . It is is well known that flow in an unsaturated system poses seen that under the condition of mutually independent an interesting numerical problem. Spatial variabilities K S , ␣, n, and Q, the contribution of the variability in in K S , ␣, and n make it even more challenging. As a each parameter to the pressure head variance is additive; result, convergence may not be achieved for some of namely, the pressure head variance due to the variabilitthe realizations, especially in the case of large variabilities of all four parameters equals the sum of the four ies and a large infiltration rate. To efficiently simulate pressure head variances due to the variability of each unsaturated or unsaturated-saturated flow in the presindividual parameter. In addition, it seems that the varience of large material contrasts calls for robust numeriability in the fitting parameter n has the largest contribution to the pressure head variance, compared with other cal solvers. Without such a solver it would be very diffi- rameters (such as the mean infiltration rate) are fixed, parameters with the same magnitude of coefficients of changing the variance of the infiltration rate alone does variation. The parameter ␣ is of secondary importance not affect the first-order mean flow field, we are only in the pressure head variance, and variation in Q is of concerned with the pressure head variance. Figure 9 least importance. Of course, in reality, variabilities of shows the changes of the pressure head variance over K S and ␣ may be much larger than that of n. For this time, where the solid line represents the initial steadyreason, we ran more simulations with relatively high state head variance without any uncertainty in Q, and variabilities in K S , ␣, and Q: CV K S ϭ 50%, CV ␣ ϭ 30%, the solid line with circles stands for the steady-state and CV Q ϭ 100%, while keeping CV n ϭ 10%. The head profile of the head variance with the variability CV Q ϭ variances for these simulations are depicted in Fig. 8 .
200%. It is seen from Fig. 9 that the effect of variability The figure shows that under these specific conditions in Q on the head variance propagates downward from the contribution to the pressure head variance due to the (top) flux boundary over time. At the earliest time, the variability CV n ϭ 10% is compatible to that due to the pressure head variance increases only in the vicinity the variability CV K S ϭ 50% or that due to CV ␣ ϭ 30%.
of the flux boundary; with more time, it migrates downThese results indicate that variability of n has the great ward. After sweeping the whole domain, it approaches a impact on predictive uncertainty and should not be ignew steady state, which is different from the initial state. nored in simulations.
Infiltration in Unsaturated-Saturated Media Uncertain Boundary Flux
In this example, we consider a rectangle grid of 20 ϫ 60 square elements in a vertical cross section having a In this example, the effect of uncertainty in the infiltration rate Q on the mean flow field and the head width L 2 ϭ 1.2 m and a height L 1 ϭ 3.6 m. The boundary conditions are specified as follows: no-flow at the botvariance is investigated. Boundary configuration and soil properties for this case are the same as those in tom, a constant deterministic flux Q ϭ ͗Q͘ at the top, constant total heads H at the lower part of the left and Case 2, except for the uncertainty in the infiltration rate Q. Based on the steady-state solution from Case 2, we right sides (H ϭ 0.60 and 0.54 m, respectively), and noflow at the upper part of the left and right sides. The ran a transient simulation with an uncertainty in the infiltration rate CV Q ϭ 200% from time t ϭ 0 and obtotal head at the low part of the left boundary is higher than that at the right boundary, which produces a mean served the propagation of the head variance from the top boundary with time. Because, when the other paflow from left to the right in the saturated region. The Because the infiltration rate is compatible with the horizontal flow component (ෂ0.05 m/T) in the saturated zone, the flow in the unsaturated zone directly passes through the water table and mixes with flow in the saturated zone (Fig. 10a ). In the saturated zone, the pressure head variance is zero at the left constant head boundary and increases in the downstream direction (Fig. 10b) . After reaching its local maximum near the center of the saturated zone it decreases toward zero at the right constant head boundary. Away from the nated area (where the mean pressure head is constant), it remains unchanged until at the top flux boundary, input parameters are given as ͗f ͘ ϭ 0.0 (i.e., the geometwhere the variance reaches the maximum due to the ric mean saturated hydraulic conductivity K G ϭ 1.0 m/ boundary effect. Compared with that in the unsaturated T, where T is any time unit, as long as it is consistent zone, the head variance in the saturated zone is small, with the time unit in Q) ͗␤͘ ϭ 0.693 (i.e., the geometric partially due to the fact that only the variability of the mean ␣ G ϭ 2.0 m Ϫ1 ), 2 ␤ ϭ 0.08618, ͗n͘ ϭ 1.4, 2 n ϭ 0.0196, f ϭ ␤ ϭ n ϭ 0.5 m, S ϭ 0.4, r ϭ 0.01, ͗Q͘ ϭ log hydraulic conductivity is in effect there, and partially Ϫ0.05 m/T, and 2 Q ϭ 0.0. In terms of coefficients of due to the constant head boundaries in both the upvariation, the variabilities of K S , ␣, and n are CV K S ϭ stream and downstream directions. It is seen that the 50.0%, CV ␣ ϭ 30.0%, and CV n ϭ 10.0%, respectively. flow moments are strongly location dependent and thus Figure 10 depicts the first two moments of pressure spatially nonstationary in an unsaturated-saturated syshead at steady state, obtained from the moment-based tem. This flow nonstationarity could not be accurately stochastic model. The dashed lines in Fig. 10a are equipaccounted for without considering the integrated flow otential lines (of total head), the solid line is the water system. table, and the solid lines with arrows are streamlines. 
SUMMARY AND DISCUSSION
model was used. In the stochastic model, the spatial variabilities of saturated hydraulic conductivity K S , With the method of moment equations we developed pore-size distribution parameter ␣, and fitting paramea general first-order, nonstationary stochastic model for ter n were all accounted for. We investigated the relative transient, variably saturated flow in randomly heterogecontributions of the soil variabilities as well as the varineous media on the basis of the van Genuchten-Mualem ability in recharge Q to the pressure head variance. It constitutive relationship. Due to its nonstationarity and is seen that the pressure head variance is sensitive to nonlinearity, the model cannot generally be solved anathese variabilities, in the order of n, ␣, K S , and Q. For lytically. We solve it by the numerical technique of finite one particular case, the variability of CV K S ϭ 50%, differences, which renders flexibility in handling differ-CV ␣ ϭ 30%, or CV n ϭ 10%, has almost the same contrient boundary conditions, medium multiscale, nonstabution to the pressure head variance. This indicates that tionary features, and input covariance structures. The although the variabilities of ␣ and n are usually smaller nonstationary stochastic model developed is applicable than that of K S , their effects on predicting uncertainty to the entire domain of bounded, multidimensional vaassociated flow and transport in heterogeneous, unsatudose zones or integrated unsaturated-saturated systems rated media should not be neglected. in the presence of random or deterministic recharge and
The validity of the developed model was confirmed sink-source and in the presence of multiscale, nonstawith high-resolution Monte Carlo simulations in the tionary medium features. The results of the stochastic case of small variabilities (CV K S ϭ CV ␣ ϭ 10% and model are the first two moments (means and covari-CV n ϭ 5%) and relatively large ones (CV K S ϭ 100%, ances) of the flow quantities, such as pressure head and CV ␣ ϭ 20%, and CV n ϭ 5%). To establish the upper flux. The first moments estimate (or predict) the fields limits of the variabilities in soil properties below which of pressure head and flux in a heterogeneous medium, the first-order stochastic model is valid, however, would and the corresponding (co)variances evaluate the uncerinvolve a large amount of high-resolution Monte Carlo tainty (error) associated with the estimation (predicsimulation sets and would require robust numerical tion). These first two moments can be used to construct solvers that handle large properties contrasts efficiently. confidence intervals for the pressure and flux fields. This is outside of the scope of the present study. Unlike most existing stochastic flow models that are For variably saturated flows, the flow quantities are based on the Gardner-Russo constitutive relationship, in this study, the more realistic van Genuchten-Mualem generally spatially nonstationary (location-dependent) 
. The terms p ijk can be evaluated with the aid of 
APPENDIX B
We may decompose the effective water content e (x,t ) ϭ and ( s Ϫ r )S(x,t ) into the zeroth-order mean and the first- 
e (x,t) ϭ ( s Ϫ r )[s 100 (x,t) (1) (x,t) ϩ s 010 (x,t)␤Ј(x) ϩ s 001 (x,t)nЈ(x)]
[B2] ‫ץ‬S ‫␤ץ‬ ϭ Ϫ(n Ϫ 1)S(1 Ϫ S 
.
