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1. Introduction. In this paper we study the multiplicity theory of a wide 
class of purely non-deterministic weakly stationary processes and show how 
this theory provides a natural means of obtaining representations of con-
tinuous parameter processes that are extensions of the well known result 
due to K. Karhunen [10]. Our work can be described as a unified time domain 
analysis that applies equally to finite dimensional and infinite dimensional 
stationary processes. The earliest time domain analysis of a (univariate) 
continuous parameter weakly stationary process was made by 0. Hanner in a 
remarkably original paper [6]. More recently, in the light of the extensive 
development of multidimensional stationary processes, it has appeared desir-
able to separate time domain studies from the spectral, and consequently, 
interest in the former has revived. As an example, we mention the paper 
of P. Masani and J. Robertson [11] whose approach makes extensive use of 
the Cayley transform associated with the unitary group of the process. The 
extension of this method to finite dimensional stationary processes has been 
carried out by J. Robertson in his thesis [14]. The earlier work of E.G. 
Gladyshev also belongs to the same order of ideas [5]. Hanner's paper, 
nevertheless, has remained an isolated piece of work and his method has 
apparently given the impression of being ad hoc. As a matter of fact, as 
we have shown elsewhere [9], Hanner's ideas reveal an intimate connection 
with multiplicity theory. Thus the generalization of Hanner's approach to 
multidimensional (even infinite dimensional) stationary processes is to be 
sought in the development of the multiplicity theory of the process, i.e., 
in the study of the self adjoint operator A of the process and its 
spectral types. This is one of the central problems discussed in this 
paper, in ~ections 4, 5, and 6. 
.., 
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In recent years a theory of representation of purely non-deterministic 
(possibly non-stationary) p~ocesses has been introduced by H. Cram~r and 
also by T. Hida ([1], [2], [3], [?]). Following the technique of the 
latter author it is easy to extend the main representation theorem of[?] 
to the processes considered by us. This is done in Sections 2 and 3. Our 
purpose in doing so is to compare the representation theorem of the Hida-
Cramir theory (Theorem 2.2 of this paper) with the result of Section 5 
which is essentially independent of Sections 2 and 3. The generalized 
Hanner approach leads naturally to a definition of multiplicity which is 
seen to be identical with the concept of the multiplicity of the process 
introduced by Hida. Indeed it is shown that every spectral type belong-
ing to A has this multiplicity. Further discussion of this question 
is deferred to Section 5. Section 6 brings to light the natural role of 
multiplicity as a generalization of the rank of a stationary finite dimen-
sional process. 
We consider stochastic processes of the following kind. 
Let ~ be a Hausdorff space satisfying the second countability 
axiom but otherwise arbitrary. We shall say that At ( -en < t < CD ) is 
a stochastic process on ~ if for each ~ in ~, At(~) is a complex-
valued random variable with mean zero and 6!~(~), 2 finite. The 
process { ~} ( -oo < t < co ) on ~ is called weakly stationary ( or 
briefly, stationary) if for all ~, ~ in ~ and arbitrary real numbers 
s, t and ~ we have 
The covariance function f;[~(~) ~(~)] of the process depends on 
-
-. 
-
_) 
t-s, cp and \JI • 
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The definition of a discrete parameter process { x ) 
-n 
is similarly given. It should be noted that the stationarity considered 
here is a temporal one and does not involve ~. Nevertheless, it is 
sufficiently general and useful for our purpose since it includes as 
special cases many stationary random processes of practical interest. 
For instance, if ~ is a q-dimensional euclidean (or unitary) space 
and ~(cp) is linear with respect to cp for each t, then the ~-
process can be regarded as a q-vector stationary process (see [15]); if 
~ is an infinite dimensional locally convex linear space and ~(cp) 
is again supposed linear in cp (with probability one), then ~ is a 
weak stochastic process on ~. On the other hand, stationary processes 
At as defined above include those that are not linear in cp (indeed ~ 
itself need not be a linear space). Such processes can serve as useful 
models for certain problems in meteorology (e.g. see [8]). 
Associated with the ~ process (not assumed to be stationary) 
are the following spaces: 
{a) the (Hilbert) space of the process H(x), defined to be Cs[xt,(cp), 
t e T, cp e ~], the subspace of L2(il, P~ generated by the family 
of random variables· ~(cp) as t and cp vary respectively over T 
and ~; 
(b) the subspace H(~; t) of H(~) given by H(x; t) = Cs(~(cp) , 
,; ~ t, and cp e~ ~] for every real t • 
We say that ~ on ~ is purely non-deterministic if H(A;-oo) , 
the intersection of the subspaces H(~; t) for all t £ T is trivial. 
The process Kt is said to be deterministic if for each t 
H(x; t) = H(~; -oo) • 
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In the concluding part of the paper we consider in greater detail 
Hilbert space valued processes since they are, perhaps, mathematically the 
simplest examples of infinite dimensional processes. If the process { ~ } 
is a weak process on the Hilbert space ~ its representation is already 
given by Theorem 5.1. In Sections 7, 8 and 9 we make the stronger assump-
; 
tion that for each t, ~ is a random element in the dual of a separable 
Hilbert space ~, satisfying the further requirement that 
finite. Strengthened versions (involving random, Hilbert spaces valued 
integrals) of the representation theorems of Sections 2 and 5 are obtained 
in· Section 9. 
The problem of relating the multiplicity of a stationary process with 
spectral theory and of actually determining the multiplicity in concrete 
instances will be studied in a later paper. 
-THE HIDA-CRAMER THEORY. 
2. Representations of stochastic processes on ~. 
Although our main interest will be in the study of continuous para-
meter weakly stationary processes we begin by considering representations 
of arbitrary second order purely non-deterministic processes ~(~) on <P. 
It can be easily seen that the results stated in this section contain as 
special cases those of H. Cramer [2] and of T. Hida [7] (if Gaussian assump-
tions are made). They will, however, be stated without proof since they are 
proved by following essentially the method of the latter author. Our only 
reason for including them here is for the purpose of relating the repre-
sentation and the definition of multiplicity given in this section with 
similar concepts for stationary processes obtained in Sections 5 and 6. 
For the sake of completeness we begin with the following "Woil.d decomposition" 
of ~ • 
Proposition 2.1. If 
then 
{Kt, t t T) is a stochastic process on c;p, 
x (~) = x(l)(M) + x( 2 )(M) for each ~ € c;p where 9, 9, T 9, T 
(i) c41 )} is a deterministic and c42)} ' a purely non-deterministic 
process on c;p; and 
(ii) H(x(l)) is orthogonal to H(x(2)) • 
Observe that the topological assumptions concerning c;p in no way 
enter into the proof of this result. 
Writing J = T x c;D, a= (t, ~) , ~ = (s, i.j,) {a,~ cz J)· define 
K(a, ~) = G,[Kt(~) ~(i.j,)J. Then, clearly, K is a covariance function 
on J x J. Let us denote by H(K) , the reproducing kernel Hilbert-space 
of functions defined on J whose reproducing kernel is K. Let 
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H(K; t) = 8 [ K( •, a) , a s Jt ] , i.e. the subspace of H(K) generated 
by { K ( • , a ) , a E J t} where J t = ( ( u, cp ) , u ~ t and cp e <l> } • It 
is well known that there exists an isometry, which we denote by V, from 
H(K) to H(J£) taking functions K(·, a) into the random variables ~(cp) 
and such that VH(K; t) = H(J£; t) • 
The following assumptions (A) will be basic for our purpose: 
(A.1) The space H(J£) is separable; 
(A.2) H(J£; -m) = (0) 
Condition (A.2) is equivalent to the process ( ~} being purely non-determin-
istic, while the following lemma gives sufficient conditions on the r.¼S ~(cp) 
for (A.1) to hold. 
Lemma 2.1. Suppose that for each t,(-cn < t < ro) 
(i) ~(cp) is continuous in quadratic mean relative to the topology of ¢, 
and 
( ii) the random variables ( ) 
~-0 q> and ~+o(cp) exist (in quadratic mean) 
for each cp € ¢. 
Then H(J£) is separable. 
This result is a generalization of a lemma due to Cramer [2] and takes 
as its starting point the fact, proved there, that for each cp, the set 
of all discontinuity points of the one-dimensional process f ~ (cp) , t E: T ~! 
is at most denumerable. 
Proof. It suffices to prove that there exists a countable dense set H 
0 
in {.~t(cp) , t € T, q> ~ w). Let ¢
0 
= {cpk) be a countable, everywhere 
dens.e set in ¢ • The set Dk of discontinuities of the one-dimensional 
is at most denumerable. We shall show that H = 
0 
{~ (cpk) q>k e ¢ 0 , u E)t Dk , or u rational} is a dense subset of 
{ ~ ( cp) t £ T , cp E cl)J • 
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Since H has at most denumerable elements, 
0 
the proof of the lemma will be complete once we establish the preceding 
assertion. For ,; and cp fixed, consider an element x (cp) 
-c 
and let 
€ be an arbitrary positive number. By (i), there exists a cpk E cp
0 
such that 81~(cp) - ~(cpk )1 2 < ~/2 If ,; is a discontinuity point 
of the one-dimensional process (~(cpk )} (t E T), then since x (cpk ) e: H , 
""""'t' 0 
the proof will be complete. On the other hand, if ,; is not a discontinuity 
point of {At(cpk )} then there exists a rational number r such that 
f; I ~ ( cpk ) - ~ ( cpk ) I 2 < 6 /2 • This implies that ~ I ~ ( cp) - ~ ( cpk ) \ 2 < 2 t 
and since x (cpk) E H the proof is complete. 
--r 0 
It might be remarked in passing that if ~(t) = [x1(t), ••• , xq(t)] 
is a q-dimensional process such that the random variables x.(t-0) , 
1 
x.(t+o) exist for i = 1, ••• , q, the conditions of Lemma 2.1 are ful-
1 
filled if we take cp to be q-dimensional Euclidean space and define At(cp) = 
q 
~ x.(t) cp. , cp being the vector (cp1 , ... , cpq) • In other words, i=l 1 1 
Lemma 1 of [2] is a special case of Lemma 2.1. In view of the isometry 
V between H(K) and H(~) , the assumptions (A) are equivalent to cor-
responding assumptions concerning the spaces H(K) and H(K; -oo). Let 
if co . 1 
us introduce the spaces H (K; t) = n H(K; t + -) • We then have 
n 
n=l 
* * H (K; -ro) = ( 0 ) and H(K) = H (K; ro) , the smallest subspace containing 
* all the H (K; t) • 
* A The spaces H (~; t) are similarly introduced. Let E(t) denote 
the projection operator from H(K) * onto H (K; t) and E(t) the pro-
jection from H(~) * onto H (~; t) • It then follows easily that the 
A 
families (E(t) , -ro< t < co} an:d {-E(;t), _'..,;aa.~<:;1t <.oo} ar~ right continuous 
resolutions of .. :the: :idenfity:artr •the :res.pectivi1]lilbert sp11ces H(K) and H(~). 
i 
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The two results which follow are proved as in ~ 7]. We omit the proof, 
which is essentially based on the Hellinger-Hahn decomposition of the self-
adjoint operators 1 and A defined respectively on H(K) and H(x) by 
the resolutions of the identity introduced above. Observe that while the 
parameter set T of the process is always either the real line or the set 
of all integers, the resolution of the identity {E(t)) determined by the 
process is defined for all real t. 
Theorem 2.1. Let assumptions (A) be satisfied. Then each element K(·, a) 
(a in J) of H(K) has the following representation 
M t M. 
= ; j Gn(a, u) dE{u) f(n) + ~ i a.i(a) gjt 
n=l -oo t . < t ~1.,=l J 
K(·, a) 
J-
where the symbols introduced have the following meaning: 
(a) {f(n~} is a sequence of elements in H(K) with the following 
properties: 
(i) The inner product (E(~1)f(n), E(L½)f(m)) = 0 whenever ~l and ~2 
are disjoint intervals or m f n; 
( ii) For 
M 
0 
i! 
n=l 
(b) 
each n , G (a, •) e: L2 (p· ) where p (Li) = \I E(~)f (n)I\ 
2 
, 
n n n 
j I Gn (a, u) I 2 dp n ( u) < m and p 1 > > p 2 > > . . . etc . 
For each j = 1, 2, ••• the sequence { g . } 
Jt 
(f., =l, ••. , M.) 
. J 
are the eigenvectors of the self-adjoint operator 1- corresponding to the 
eigenvalue 
The elements f&jt} further, form a complete orthonormal system in the 
subspace [E(tj) - E(tj-0)] H(K) with 
--9-
( ) 0 if i./.J·. gjt' gim = r 
For a.= (t, cp) writing r (cp; t, u) = G (a., u) 
n n 
and b . ( cp; t) = 
H 
a. (a) we obtain the following representation for the process · ~ on ~. J t . LI 
for 
(2.1) 
where 
Theorem 2·.2. If conditions (A) hold we have the £oqowing representation 
xt . For each t and cp , with probability one 
M 
=; t ~{cp) r (cp; t, u) dz (u) 
n=l -oo n n 
(a) z (u) (-oo< u < oo) for each n 
n 
M. 
J 
+ !: !: b . .t{cp; 
t .<t .f-=l J 
t) 
~jl , 
J-
. 
is an orthogonal random function 
with the further property that ()lzm(u) zn(v) ]= 0 for m f n and 
-Further, the functions r and p satisfy the 
n n 
conditions stated in the preceding theorem; 
(b) The random variables ( t = 1, • •• , M. 
J 
and j = 1, 2, ... ) 
are mutually orthogonal with 
M. 
00 J 2 2 . . ~ !: o ·t J b.t(cp; t)f finite, where 
j=l t-=l J J 
Definition. The cardinal number M = max [M0 , sup M.] is called the mul-j J 
tiplicity of the stochastic process ~ on ~. 
It is to be noted that M can be infinite, in which case of course 
M is aleph null. The corresponding series that occur in our work are then 
to be treated as infinite series. 
If T is the set of integers it is easy to see that M-
o 
sarily zero and t. = j 
J 
is neces-
.., 
' 
-
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3. Canonical and proper canonical representations. 
The representation obtained in Theorem 2.2 has the following property. 
For s < t, 
(3.1) E(s) ~(cp) = 
A representation satisfying (3.1) will be called canonical. From the 
form of (2.1), it follows that H(~; t) C(s-lH(~; t) U H(~ t)] where 
.. 
-~= 1, 2, ••• , Mj, t j ~ t] • For applications of the 
theory, however,·it is more useful to consider canonical representations for 
which, 
(3.2) (s [H(~; t) U H(I; t)] = H(~; t) for all t 
Following Hida, we refer to a representation with:property (3.2) as proper 
canonical. In[?], Hida was concerned with proper canonical representations 
of multiplicity one. In order to be able to discuss the multiplicity theory 
of the more general processes considered by us it is necessary to establish 
the existence of a proper canonical representation of arbitrary multiplicity 
equivalent to the one given by Theorem 2.2. This we do in Theorem 3.1. 
For the representation of Theorem 2.2 define the processes Bn(u) as 
follows: 
(i) If both M and Sup M. are infinite, then 
0 • J 
J 
B (u) 
n 
= z (u) + ~ ~- for n = 1, 2, ••• 
n Jn t.<u J-
(ii) If M 
0 
is finite and M < Sup M. , 
0 - • J 
J 
let 
B (u) 
n 
= z (u) + ~ ~- for 
n Jn t.<u 
n = 1, 2, ••. 
J-
= ~ ~jn 
t.<u J-
for M < n < Sup M. 
0 - • J 
J 
ad inf 
M 
0 
i (iii) In the remaining cases define 
= z (u) 
n 
- il -
(n = 1, 2, ... , 
Sup M. < n < M 
. J - - 0 
J 
With the above notation we rewrite (2.1) as 
(3.3) where 
Sup M .) 
j J 
M = max ( Sup M • , M ) • j J 0 What the functions G stand for is clear from the n 
context. 
Also, H(~; t) = {s [ H~; t) U HO:; t)] A representation of the 
M 
form (3 .3) will be denoted by ( G , B ) 
n n 1 
M 
Theorem 3.1. Let. {G , B } be a canonical represen~ation.. Then there 
n n 1 M 
~ o,J 
exists a proper canonical representation {G , B } such that for every 
M t n n 1 
(q,, t) , 9. {q,) = ~ J Gn (q,; t, u) dBn ( u) with probability one. 
n=l -CD 
Proof. Let p ( 6) = t! I' B (L~) \ 2 • For each cp and t , and every meas ur-
n n 
(n) ) 
able subset S of (-m, t] , define the measure µ(t,cp) (S = 
f lG (cp; t, u)f 2 dp (u) . Then for each n, the measure µ(n) given 
S n n 
by µ(n)(S) = V µ((~) )(S) (see(?]) is absolutely continuous with 
(t,cp) ,cp du(n) 
respect to p • Let N = {u l dp (u) > 0) and B (S) be the random 
n n n 
n 
set function with variance function 
integral B (S) = f I..,.T_ (u) dB (u) • 
n s .J.'fn n 
p and defined by the stochastic 
n 
Further, set G (cp; t, u) = G (cp; t, u) 
n n 
M ft_ _ 
for all cp, t and u and consider the sum, v. (cp) = ~ G (cp~t,u)dB (u) • 
-r, 1 n n -en 
If M is infinite, the right hand side series is easily seen to be conver-
gent in quadratic mean. From the fact that 
d (n) d (n) 
µ(t,cp) (u) u (u) l ( )12 ( ) = Gn cp; t, u for each t, cp dµ n dpn and n, it is 
easy to deduce that 
--
- l~ -
Thus for all t, cp, 
From (3.4) we find that for every t_ and cp 
(3.5) ~(cp) = zt(cp) with probability one 
and that 
(3.6) H(.~; s) = H(z; s) for all s € T. 
A similar argument also yeilds that for every measurable subset S 
of (-ro, t] , 
(3.7) ~ (IG (~;t,u)l 2dp (u) = 
n=l JS n n ~ J \(! (~;t,u)\ 2djj' (u) n=l S n n 
Since e [B (~) B (~')] = 0 for b 1 ~· or n 1 m, we have ~ n m 
M 
H(R; t) = ~ E& H(l\; t) . 
1 
Therefore, to establish that t...., - } \ G , B 
n n 
is proper canonical, it suffices 
.J • 
to show that H(Bn; t) C: H(x; t) for all n and t • Now suppose that 
there is a t and an n, such that 
rJ 
Then we can find a non-zero element z: H(B; t) which is orthogonal 
n 
to H(x; t) • Let s 11 ~ T be arbitrary and s ~ s 1 ~ t • By the canonical 
property of ( G , B } , (3. 5), (3. 6) and (3. 7), the projection of ~ 11 (cp) n n ,;;> ~ js' 
onto H(~; s 1 ) is given by ~ Gn(cp; s 11 , u) dBn(u) • But z .LH(~;t) 
1 -ro 
-
• 
and z = ft h(u) 
-Cl) 
s' 
(3.8) f an(cp; 
-CD 
- J:3 -
dBn(u) with he L2(pn) (see [4], pp. 426-28). 
-s 11 , u) h(u) dp (u) = 0 for all s 11 , cp 
n 
Using a similar argument with s we obtain 
(3.9) 
s' 
f G (cp; s 11 , u) h(u) dp (u) = 0 for all s 11 and cp • n n 
s 
Hence 
Proceeding as in Theorem I.2 of[?], it can be shown that (3.9) 
implies 
p (N(h) n N )= 0 where N(h) = (u l h(u) f O} 
n n 
Hence, 
2 ft 2 ft 2 f 2 G I z I = I h ( u )'I dp n ( u) = IN ( u) \ h ( u) I dp n ( u) = I h ( u) I dp n ( u) = 0 , 
-oo -ro n Nn('\N(h) 
contradicting the assumption that z-/ 0. 
Remarks. (i) The relation obtained in (3.5) is an equivalence relation. Hence 
M 
we shall refer to 
M 
,v ,,J (G, B) as a proper canonical representation equivalent 
n n 1 
to { G , B } • 
n n 1 d .... 
(ii) By definition of N Pn 2 B and the fact that - (u) = ~ (u) if 
n dpn n 
p ~ 0 , 
n f dlf (n) 
Pn I dp 
'- n 
vanishes 
we obtain IN (u) = 0 a.e. pn. But this will imply (n) 
} 
n 2 ~µ( t ) d (n) (u) > O = O. Hence IGn(~; t, u)I which equals d~(~} (u) dpn (u) 
almost everywhere [pn], i.e., for every f and t Gn(cp; t, u) = 0 
a.e. with respect to 
M 
pn, contradicting the fact that M is the multipli-
Thus the representation [Gn, Bn} also has multipli-·t f 'G B ·1 c1. y o '- n' n ·' • 
1 
city M. 
(iii) Finally, from the definition of Bn we have 
.,; ... 
.. 
; ! 
- 1-1' -
.... 
'-' 
B (S) = 
n JI· (u) dzn(u) + :E N "S ~jn 8 Nn tjc n' , 
._. 
/V 
= z ( S) + ~ ~ jn 
n t .c S 
J 
N 
say, where ~jn = ~jn if t.::::N, J n and O otherwise. Hence the proper 
.,J canonical representation obtained can again be put in the form of (2.1). 
1,..1 
.. 
~ 
I ,I 
-
-
\,,,,J-
\ ,' 
-
-
~ 
i.. 
'wJ 
'wt 
I. 
\ .' 
I-' 
• 
-
-
WEAKLY STATIONARY STOCHASTIC PROCESSES ON ! 
We now turn to the central task of this paper, the study of the multi-
plicity theory of weakly stationary processes on <l>. As we shall see, 
this theory applies also to a class of infinite dimensional stationary 
processes and shows that in the study of the latter, the idea of multiplicity 
naturally supplants that of rank. 
Before proceeding to the discrete parameter case whose results we 
shall need in Section 6 we make the following observations concerning the 
Wold decomposition of continuous parameter stationary processes on <l>. If 
for every real h, we define 
where t is an arbitrary real number and cp c <l>, it is easy to see that 
this definition can be extended so that Th becomes a unitary operator. 
Indeed, (Th} (-ro h, +m) is a group of unitary operators and for all 
real a and h 
Using this fact and proposition 2.1 we are able to state the following pro-
position: 
If { ~) is a weakly stationary process on <l> then there exist weakly 
stationary processes on c,t> , { ~l)) and ( ~ 2 \ such that 
(1) ~ (cp) = ~ 1 \cp) + ~ 2) (cp) for every t , 
(2) ( ~ 11 is deterministic { ~ 2)) is purely non-deterministic, and 
(3) H(~(l)) and H(K( 2)) are orthogonal. 
4. Discrete parameter processes. 
- lp -
Let x 
--n 
(n = O, ±1, ••• ) be a purely 
non-deterministic stationary process on ~. Since we want H(K) to be 
separable, we shall assume that for each n, X ( •) 
-n 
is continuous in 
quadratic mean in the ~-topology. If in Theorem 2.2, T is the set of 
integers then the resolution of identity of the process is given by 
Et= ~ (pn - Pn 1 ) where pn is the projection onto H(2£,; n) • n~t -
The self-adjoint operator A then has a. purely discrete spectrum, having 
each integer ~s an eigenvalue and H(~; n) 9 H(~; n-1) as the invariant 
subspaces. The multiplicity M of the process is therefore given by 
M = Sup [dim {H(K; n) 0 H(~; n-1) } ] • 
n 
The following two lemmas show that dim { H(K; n) e H(K; n-1) } is inde-
pendent of n. Let g ( cp) ..;; x ( cp) - p , ~ ( cp) . • . . .. 
n -n n-.J.-n 
Lemma 4. 1. H(~; n )6 H(~; n-1) =(s[gn (cp) ~ cp € 4>] ( n .= 0 , + 1 , . _. . ) . 
Lemma 4.2. For arbitrary integers m and n, there e~ists.a unitary 
operator T such that, 
m 
To prove Lemma 4.1 it is enough to show that H(~;n) = H(~;n-1)0, 
But this is true from the definition of g (cp) • 
n 
For the proof of Lemma 4. 2, we consider the group ( T ) of unitary 
m 
operators given by 
T x (cp) = x (m) for all n and m • m -n ,n+n ,, ,, 
- 17 -
It can be easily verified that 
and the proof is complete. 
For the process x of this section we now have the following result. 
-n 
M 
Theorem 4.1/ in (q>) = I L bt ·{q>; .m-n) ~t(m), where 
t:;::l ~n 
(i) M = dim[H(~; n) 0H(~;" n-1)] is the multiplicity of the process, 
(ii) For each .f, , { ~l (m)) (m = O, ±1, •.• ) has stationary orthogonal 
increments and & [), (m) (k (m 1 ) ] = 0 if k ~ .f, • Furthermore, 
M 2 2 ~ ~ \ bt {cp; m) I f; I ~t (m)I is finite and 
t=l m~O 
M 
(iii).~ 8,H(~.j n) = H(~; n) for all n. 
1=1 1 
Proof: From Theorems 2.2, 3.1 and the remarks preceding Lemma 4.1 about 
the resolution of the identity in H(~) , we have 
M M M 
(4.1) ~ (cp) = ~ ~ ht' (cp; n,m) ~t (m) with H(~; n) = ~ $H( ~~; n) . 
m~n J., =l 1 1 
By Lemma 4.1 and (4.l) 
M {§.[ gn (cp) JPE;f, ~n] = H(~; n) = f @H( l;i; n) . 
In particular 
Hence, if we define 
~.i (m) = Tm E:t' (0) , we have 
§ [ ~t (m), t = 1, 2, M ] = ($ [ ~t ( m) , t = 1, 2, • • • M ] , 
I I 
~ 
i 
' I 
l-) 
i I 
~ 
I f 
w 
I 
~ 
I I 
w 
J 
I 
~ 
I ; 
I 
~ 
i I 
u 
~ 
\ j 
w 
\ i 
w 
! I 
'-> 
\ i 
tJ 
; I 
w 
! 
w 
\ ( 
: I 
w 
i / 
w 
i 
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since 
Tm (s[ ~~~ (0), l, = 1, 2, ••• M] = Tm(s_[g0 (cp),cp IP] =(s[gm(cp),cpG@ ]. 
M 
Therefore, H(2£j n) = z$H(~.; n) 1 1 and hence 
M 
x
0 
{cp) = 'E Z b ,, (cp; m) ~ (m) , with 
1 =l m<O -t· :e, 
.,, -
M 2· 2 
'E Z I b .i ( cp ; m) I ~ f ~- ( m) I ~ en 
t=l m<O 
. M . 
x ( cp ) = T x ( cp ) = Z Z b, ( cp; m) ~o ( m+n) 
--n n \) t =l m~O . ., '\, 
-M 
= . 'E Z b_/cp; m-n) ~t (m) • 
.t =l m~n 
-- ~ 
-19-
5. 
~ 
Continuous pa~ameter, weakly stationary processes. We shall give in this 
section the generalization of what we believe to be the essence of Hanner's ideas 
.. underlying his time domain analysis of one-dimensional stationary processes. The 
desired generalization will turn out to be based on a study of the properties of 
._ 
the maximal spectral type of the operator A of the process and its multiplicity, 
thus effecting a unity with the work presented in Sections 2 and 3 . 
- It is convenient to recall at this point some of the terminology of multi-
_. plicity theory in a separable Hilbert space H. Let A be any self adjoint oper-
ator with spectral measure function E(.). For any element f in H let pf 
._ 
be the finite measure on the Borel sets of line (sometimes also called the spectral 
~ function) given by pf(~)= I IE(~)fl 12 • The family of all finite measures on 
the line is divided into equivalence classes by the relation of equivalence be-
... 
\all 
-
tween measures (equivalence here means mutual absolute continuity). If p is 
used to denote the equivalence class to which the measure pf belongs, p will 
be called the spectral type of f with respect to A. p is also referred to as 
the spectral type belonging to A. If elements f and g are such that pf~ p g, 
they obviously have the same spectral type p. We shall say that the spectral 
._i 
-
type p dominates the spectral type cr (p >cr or a< p) if any (and thus every) 
measure belonging to a is absolutely continuous with respect to any measure 
belonging to p. p and cr are said to be independent spectral types if for 
\all any spectral type v such that v < p and v < cr we have v = 0. An element 
f is said to be of maximal spectral type p (with respect to A) if for every 
al 
g in H pg<< pf. The subspace (s{E(~)f, ~ ranging over all finite intervals) 
'-' is called the cyclic subspace (with respect to A) generated by f. If this sub-
space coincides with H, f is called a cyclic or generating element of A and A 
-
~ 
is called cyclic. Also if f is a generating element of A, f is of maximal 
spectral type and the latter is referred to as the spectral type of the (cyclic) 
operator A. It is to be noted that if A is any self adjoint operator (since 
~ H is separable) there always exists a maximal spectral type belonging to A. 
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Any system of mutually cyclic parts of A of type p is called an orthogonal 
system of type p relative to A. An orthogonal system of type p which can- -
not be enlarged by adding to it more cyclic parts of A is called maximal. It 
is a known result of this theory that all maximal systems of type p have the 
same cardinal number. This uniquely determined cardinal number is defined to 
be the multiplicity of the spectral type p with respect to A. 
Finally we need the notion of a uniform spectral type. The spectral type 
p (fO) is said to be uniform if every non-zero type a dominated by p has the 
same multiplicity asp itself. Most of the above definitions have been taken 
from the article by A. I. Plessner and V. A. Roblin (12) to which the reader is 
also referred for further details. 
When dealing with continuous parameter processes, we assume not only that 
~t (~) is continuous in q.m. in the topology of 0 but that for each cp€t, 
the complex valued univariate process [~t(~)] (-oo < t < + oo) is continuous in 
q.m. int. We shall refer to this as condition (c). It is easy to see that if 
(C) holds, the assumptions of Lemma 2.1 are valid so that the separability con-
dition (A.l) is satisfied. In addition, it follows from condition (C) that the 
group [Th] introduced in Section 4 is strongly continuous. We recall from Section 4 
·us·~l) ThE(t) = E(t + h)Th 
'tor :kn re~i.1:,·:h. As:in ·r9L (5.i) is·the,· 
basic relation between the operator A and the unitary group of the process 
which we propose to exploit in our time domain analysis. We shall prove the 
central theorem on representation by means of a number of lemmas. The first 
group of lemmas concerns the properties of spectral types. 
Lemma 5.1 If f is any element of H(~) then, pf << µ..,the Lebesque measure. 
Proof: Let us define for every real t, and every measurable set S of the real 
line From (5.1), however, p (t)(s) f 
equals I jE(S) Ttfl 12 • Hence by the strong continuity of the group (Tt}J, 
converges to pf(s) as t ~O. The assertion of the lemma now follows from a 
-21-
f. reJult-due-to N. Wiener and R. C. Young [See Saks [16], p.91]. 
Let be a maximal element of A, i.e., an element of maximal spectral 
type with respect to A. and u any positive number. If we define 
g: = (E(b) - E( a)) A j\hE(6rJ) /l) dh, where t.acJ..o, u), A < a-u 
B > b and the integral is taken as b in [6]~ we observe that ga can be ident-
ified with Hanner's Z(Iab) with z = E(6b)f(l) in the formula (3.2) of [6) 
(p.166). We remark that b ga does not depend on A and B as long as these 
limits of integration satisfy the stated inequalities. We give here the proper-
ties of gb which follow from those of 
a 
a < b < c, we have 
(5.3) 
(5.4) 
b C C g + g = g 
a b a' 
is orthogonal to 
and for arbitrary t, 
(5.5) b + t ga + t 
b' 
Z(I } [See [6], p.167]. 
a 
It follows from (5.3), (5.4) and (5.5) that 
For 
(5.6) I lg!I 12 = T(b-a) where T is a non-negative number that does 
not depend on the interval (a,b). 
Lemma 5.2. There exists a finite interval such that u go as 
defined in (5.2) is different from zero. 
Proof: We follow Hanner closely in proving this lemma ([6], Proposition c}. 
Suppose 
for s < 
( 5-l) 
u g0 = O, then for every 
t, then from the fact that 
u 
z' EH(~) and every ~C,(O,u], £,[g~'] = O. 
where m( s , t) = {E ( t) - E ( s ) ) f ( 1) 
a [g~ z'] = o, we have 
J e_[Thw(s 1,t1). :J;{:s2 ,t2 )]dh = 0 (0 < s 1,t1,s2 ,t2 ~ u). 
-u 
-
-22-
._ But for 6 such that 0 < 6 < ½u, c,,-[Thw(0,u) w(6,u-6)] = ~ITh w(6,u-6)l 2 
is a continuous function of h which converges, as h -+0 to ~lw(6, u-6)1 2 . 
al 
Now, w(6, u-6) = 0 implies that [E(6) - E(u - 6)] f(l) = 0 and hence 
'- [E(6) - E(u - 6)] f = 0 for all f eH(~), giving H(~;6)E) H(~; u - 6) = (0). 
-
\aii 
This contradicts the fact that the !t -process is purely non-deterministic. 
Therefore we can find a r (0 < r < u) such that 
L = Jf;[Th w( O,u} w(O, u - o:}) dh f O. Let to =· 5 < .ti < •. , ~ tn =< ,u-5.. 
_, -r 
_i 
-
\al 
wi 
I.,} 
'-
lai 
-
~ 
-
-
-
be a finite subdivision of the interval (6, u - 6]. Then 
Let 
n 
L = I fr f;,[ Th w( o, u) • w( ti_ 1 , ti) ] dh . 
1 -r 
n r + (t. - t. r·.) 
~ r l. 1.-
M = L J {;,[Th w( ti_1-r, ti + r) w( ti·-a, ti)] dh 
1 -r-(t.-t. ) 
1. 1.-l 
n 
+u 
= ~ J &·[Th w(t. 1-r, t. + r) w(t. 1 , t.)] dh which is zero from (5.7). ~ 1.- 1. 1.- 1. 1 -u 
Now IM-LI ~ 2ul I w(0,u) I l~I lw(ti-l' ti) 11- But 
1. 
w ( t . 
1 
, t . ) + PH ( ) f ( 1) = p ( f ( 1) and w ( t . 1, t . ) is 
1.- 1. x; t. ,u H x · t u) 1.- 1. 
1. _, i-1' 
orthogonal to H(x; t. ,u) f( l). 
- l. 
Hence, llw(t._1' t.)112 = IIPH(. t )f(l')ll2 
1. 1. x, i-l'u 
-IIPH(~; t.,u} /1) jj:~. 
1. 
Since IIPH(. )f(i)112 
~, t,u 
is a continuous function 
of t, we make I lw(t. 1 , t.) I I as small as we please by taking a fine enough 1.- 1 
subdivision. Hence M = L. But M = 0 and L + 0. We arrive at a contradiction, 
thus proving the lemma. 
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Henceforth, ~ will denote a fixed subinterval of (O,u], such that 
I lg~I 12 + 0 where in (5.2) we take (a,b] = (O,u]. 
B' 
Suppose that O < b < u and consider gb0 = [E(b) - E(O)] J TE(~ )f(i)dh, A' h 0 
where A' < -u,-, B' > ho b Since the definition of g0 is independent of this 
particular choice of A', B', we have 
B 
g~ = [E(b) - E(O)] g~ = [E(b) - E(O)] J ThE(~)f(i)dh, where A< - u and 
A 
B'> u. Also from (5.3) and (5.4), g~ = g~ + g~ with g~ orthogonal tog~. 
Hence I lg~ 11 2 = I lg~I 12 + I lg~I 12 • If g~ = 0, we have from (5.6) that 
·ru = T(u - b) where T + O by Lemma 5.2. Since u and b are distinct pos-
itive numbers, the above relation is absurd and thus g~ t 0. On the other hand, 
b u b u if b >- u then again (5.3} and (5.4) imply that g0 = g0 + gu with g0 being 
b b ul b b 
orthogonal to gu. Therefore I I g0 1 l
2 
= I I g0 1
2 + I I g) 12 thus giving g0 + 0 
for all positive b. Finally if b'< 0, then from (5.5), T~ g~, = g~ where 
~ = -b'. From previous arguments g~ + 0. Hence g~, + O. Thus g~ t O if 
b > 0 and g~, + 0 if b 1 < O. We therefore obtain T + 0 in (5.6), since 
for any ( c, d] , d d-c ..1 T g = gO TO. 
-C C 
Lemma 5.3. The spectral measure I p b = Tµ, (I= (a,b]), where 
ga 
I µ (S) = µ(Ir'\ S) for every measurable subset S of the real line. 
Proof: Let 6 be any finite interval. Then p
8
b (6) = I IE(6)g:;. I I~. There-
a 
fore, from (5.2), p b (6) = I IE(~ I"\ I) g b 11 2 , which equals zero if 6 f"\ I = d. ga a r 
and, from (5 .6), is equal to T µ (6/'\ I) if 6/\ I + .¢ . The result follows 
immediately from the definition of I µ • 
.. 
blli 
._ 
'--
-
\mi 
-
'-
la 
'-
~ 
-..... 
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The definition of g: can obviously be adjusted to make T = 1. From 
now on we shall assume that this has been done. 
l.,e~ 5.4. If p is the maximal spectral type of A, then p ~ µ. 
Proof: It suffices to prove that if f(i) is a maximal element then p (i).;:. µ. 
f 
From the maximality of f(l) and the fact; shown in Lemma 5.3, that I p b = µ 
ga 
for an arbitrary interval I= (a,b], it follows that µ << p (i)" An appeal 
f 
to Lemma 5.1 completes the proof. 
We next define a complex-valued process 
E1 (a) 0 = -ga 
t1(0) = 0 
s1(a) 
a 
= go 
if a< 0 
if a> 0. 
s1 (a) for all real a, as follows: 
If we set E1(I) = slb) - E1(a) 
(5.3) and (5.4) that 
for every interval I= (a,b], it follows from 
(5.8) E1(I) b = ga 
._ It is easy to see that {E 1(t)) (-CCI< t <+co ) is a stochastic preocess with 
stationary orthogonal increments and C:ls 1 (6)1 2 = µ(6). Let us write -H(~ 1) = 
.... 
-
'-
..., 
.. 
-
-.I 
(${ £1 (6), 6 ranging over all finite :subinter-v'als of reai- line'} and 
H(E 1;t) = (${s1(6), 6 ranging over all finite intervals contained in 
Then by (5.5) it follows that for every real t, Tt PH(El) = PH(El) Tt. 
now define 
(5.9) (l) 
~t (~) = PH(sl) ~t(~), 
(-co, t]}. 
If we 
then the xt(l) -process is stationary and Tt x(;~)= x(t) t(~) for all s and 
- - ~ - s + 
~. Furthermore, since s1 is a process with orthogonal increments, we have 
b H(f, 1) = H(E 1;t) {B-!$(s1(6), ~C(t, + co)) = H(s 1;t) Ef,(]s{ga, t-< a~ b <+co) 
... 
~· 
.. 
_, 
\ad 
.i 
_, 
..i 
\al 
._ 
.,_) 
_. 
,._ 
..., 
\al 
'-' 
-
-
-
'-ii 
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, ·, b 
from (5.8) • But, by definition of gb, xt{cp)_1. (s{g ,,t < a ~ b < 00} so that 
a - \&) 
~t(cp) = PH(sl;t) ~t(cp) for all t, cp. Since from (5.8) and (5.2), s1(6) e H(~;t) 
for every finite interval 6 lying in ( -oo, t], we have H(~ (l \ t) C H(?!_; t). 
Hence the ~t(i) -process is purely non-deterministic. 
t 
Lemma 5 .5 For every real t and cp in ~, ~/1 ) {cp) = f r1 {cp; u - t)d£ 1 (u) 
-00 
where JI F1 {cp; u) 12 dµ(u) < oo • 
-00 
Pr~of: Since ~O(l)(cp) e H(~ 1 ; 0), it has the stochastic integral representation 
~(i){cp) = J°F1{cp;u) d£ 1{u) with JI F1(cp;u)l 2 dµ{u) finite {See [4], pp. 425-28). 
-00 -co 
The ~/il_process is stationary and Tt s 1(6) ·= ~1(6.+ t) from (5.5) and (5.8); 
hence 
0 t 
~/ 1)(cp) = Tt~(l)(cp) = J F1 (cp;u) d£ 1{u + t) = J F1 (cp; u-t)d£ 1{u) • 
-00 -co 
For every cp e ~ and t real, set yt(l)(cp) = ?!t(cp) - ~t(l)(cp). Then 
T y ( l) (cp) = y(l) (cp) and H(y( l) ;t)CH(x;t). Hence the yt(l) -process is 
t -s -s+t - - -
also weakly stationary and purely non-deterministic. From (5.9) we have 
z/1 ) = ~t(cp) - PH( Ei) ~t {cp) which implies that for all t, cp, 1/) {cp) j_ H( Ei). 
Since H(~(l))C:H(~1) it follows that for every t and s. 
(5.10) H(f(i\s).J_ H(~(l \t) 
Lemma 5.6 H(~;t) = H(~(l\t)E9H(l(l\t) for each t. 
Proof: Since H(~{l);t)@H(f(l);t) C:R(~;t), we need to show only that 
H(~ (l \ t)@H(~_(l); t)CH(~; t). But this follows from the fact that for 
cp e ~, x (cp) = x (l ) (cp) + y ( 1) (cp) which belongs to H(x (l \ t) G) H(/1 \ t) for 
-T -T -T - -
for t ~ T. 
-
a· 
-
al 
·-
..i 
... 
.... 
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.Lemma 5.7 Let a and b be arbitrary real numbers. If we write 
H(!(i) ;a,b) = H(!(i) ;b) 0H(~(t) ;a) then 
( 5 .11) 
Proof: 
H(!(~\a,b) = (5(g~, a< a:~ f3 ~ b} = (s((E(f3) - E(a:))g: a•f: .~} 
The second half of relation (5.11) is obvious since [E(f3) - E~cx)]gb = gf3 
.. a a 
for a< a:~ f3 ~ b. To prove the first part we proceed as follows: For 
--:~~-\ 
a < t ~ b and (it) . (1) .. ·· .. ·:' ··.-'·~~l) •·I·., qi E~, ~t l (qi) - PH(~(i,) ;a) xt . (qi) = PH(e1;t)~t(qi)-Pk{~PT':1'-tr(q>) 
From Lemma 5.6 and (5.10), 
(1) (1) . 
!t (cp) - PH(~(i);a)~t (~) = PH(£1;t) ~t(~y - PH(!;a) PH(~l;t) ~t(~). Further-
_. more, for a~ t, writing H(£ 1;a,t) = H(~ 1;t) eH(f 1;a) 
... 
-
-
.... 
.... 
..i 
.... 
... 
Im 
1111111 
.. 
( 5 . 12) H ( ! l; t ) = H ( t l ; a) @ H ( f l ; a , t) and !T ( cp ) µ ( f l ; a , t) . 
The latter assertion follows from (5.8) and the definition of gb. Thus, we have 
a 
P ( . ) P ( . ) = P ( • ) (f ( . ) t,f,P ( . ) ) :== P,·· ( -~ ) P ( • ) Further, H ! , a H el, t H ! , a ,. H fl, a ·. · H f 1' a, t - ... H ! , a H £ l, a . 
since H(~ 1;;a)C:H(!;a), we have ~ ., 
( ~) I :· 0.) 
~t '(~) - PH{~( 1\a) 3~· (cp) == PH(~
1
;t) !t(cp) - PH(~
1
;a) !t(cp). Hence 
H(~(i);a,b)q-_H(~ 1;a,b) which from (5.8) is the same as 
(s(g~, a< a:~ f3 ~ b}. To complete the proof we have only to observe, be-
cause of Lemma 5.5, that for a< a:~ f3 ~ b, g~ is in H(!;a,b) and is ortho-
gonal to H(z(i);a,b) . 
(1) _,./ (1) (1) 
Let ~/(f}ll=='!/CJ>~ - PH(!(l\a) ~t (cp). From Lemma 5,7,it follows that 
a< t ~ b and cp €~. 
'/' '·' 
(5.13) 
. . : .. -~ . t b 
~ ·( i) = J' F(cp; t,u)d E(u)gb where J IF(cp;t,u) l2 dµ.(u) is finite . 
-t a 
a a 
\ 
-
• 
-27-
We are now in a position to prove the following result 
Lemma 5. 8 The opera tor A is reduced by H (~ ( f) ; a, b) . 
Proof: It suffices to prove that for a< t ~ b and~ et, ~t(i)(~) € H(~(i);a,b), 
since H(~(l);a,b) = From 
1"(1) J t b I ) ~ (~) = u F(~; t,u)d E(u)ga where F(~; t,u) € L2(µ ). Hence 
a 
From the preceding lemma it riow follows that ~t(i)(~) € H(~(i);a,b). 
Lennna 5.9 H(~(f)) reduces .the operator A .. 
Proof: From the properties of the resolution of the identity corresponding to A, 
we have 
(5.14) E(.6)A = A E(.6) 
for every finite subinterval 6 = (a,b]. If w is any element belonging to 
~- (1H(~(l)) (which is non-empty) where J:}A is the domain of A, then from 
Lemma 5.8 we have 
E(A)Aw = A E(A)w = A PH(~(1);a,b) w £ H(~(i);a,b). 
Now letting a= n -1, b = n and 6 ·= (n - 1, n] 
n 
00 00 
Aw = L E(.6 )Aw e 2 © H(~ (t); n 1, n) = n 
n=-00 n=-00 
Let A (1) be the reduction of A to H(~(i)). 
we obtain 
H(~(l)). 
Then Q:,emma 5 ~} .clearly 
A(t) is reduced by H(~( i); a,b). We denote this operator on ( 1) H(~ ;a,b) by 
A1(i) (I= (a,b]j. An immediate implication of Lemma 5.6 is that AI(i) is a 
li . h . 1 b eye c operator wit generating e ement g. 
a 
I spectral function of gb is given by 
a p b = µ . 
ga 
-..J 
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Now let I. = (a.,b.] .(j = 1,2, ... ) be disjoint intervals whose union 
J J J 
is the real line. If p. denotes the spectral type of the operator A.(}). 
J J 
(which we write here for then it is easy to verify that the p. 's are 
J 
independent spectral types. For let j and m be arbitrary (j + m) and suppose 
that a is a measure whose spectral type is dominated by both pj and pm. For 
µIj(Ik) = 0 all k + j since we have a(Ik) = 0. But a(I.) is also equal J 
I 
to zero since µ m(I.) = 0. Hence a = o. Sunnnarizing all the above facts 
J 
'i l) 
we find that we have a re~resentation of A ;, as the orthogonal sum of cyclic 
operators A( i.) 
·I. 
J 
whose corresponding spectral types p. 
J 
are independent. 
It then follows th~t-({.":l~] p. 152), A~~}-;··itself is cyclic and since the spectral 
I. 
function µ J belongs to the type pj for each j we can conclude moreover 
that the spectral type of A(l)is equivalent to µ. From Lemma '5. 4·-. it . ~~-Hqws 
that the spectral type of A(l) is equal to p, the maximal spectral type of A. 
operator A is reduced by H(~(~)). Hence A can be written as the orthogonal 
sum of the reduced operators, A=¾(~,('~,- + ¾(x_(l)) 
Now, ¾(f(l))' a self-adjoint operator on H(f'qy) is the operator of 
the weakly stationary non-dete1:'."inistic process (~t ~~) ! · :·, -oo < t < + oo j 
We may, therefore, apply the above analysis to this process replacing H(~) by 
H(f(f}) and A by A~(f(r)) . We then have, H(i1») = H(~/~')t@H(}'.:{2,))), 
where the x ~ ), process .s cons true ted fr >m the y_t (f) -process in the same 
-t 
way as the x (1) 
-t -process is obtained from the given ~t -process. 
.'(ri\) 
The y 'c.. 
-t 
-process is stationary and purely non-deterministic. We also have the orthogonal 
-~ 
-
-29-
decomposition 
Continuing the above procedure we arrive at the foliow--
ing relations, 
(5.15) 
(5.16) 
H(~) = H(~(l))@H(~( 2)){f} ... (f)H(~(M)). 
A = A ( t)- + A ( 2 ) + o + A (M) 
0 
and 00} are mutually 
orthogonal processes with stationary orthogonal increments. The operators A(i) 
are cyclic, all having the same spectral type p {the maximal spectral type of A)r 
Further M is a cardinal number at most equal to ?l0 • 
Also from Lemmas 5.5, 5.6 and 5.7, we have 
(~.17) X (i)ccp) 
-t 
t 
= J F . ( q;>; u-t) d E • ( u) 
1 1 
with. 
H M 
(5.18) H(~; t) - '\'' @ H(~ ( i\ t ). =L~ H( £. ; t) • - / L.-1 1 
i=l n=l 
Let ii) be the generating element of A(i). Since 
{E(b) - E(-a)} f(i) = PH(~(ila,b) f(i), clearly H(~(i)) is the eye lie sub-. 
' . ti) 
space generated by f ·--_·., Le., 
(5.19) = (s(E(6) f(i), 8 ranging over all finite subintervals 
of the real line). We also have Pf'(,.i) ·;;. µ. From ( 5. 15) and ( 5 .19), we have 
M 
H(~) ~--· = t.+i\ 
...... ,._. \_ ,::·: .. {E (6) f ( i), 6 J ranging 'over all finite 'S'Ub-intervals} and 
--i=l 
( 5 .20) 
Hence, it follows that Mis the multiplicity of the ~t -process. (See Sec-
tion 2 where this notion is defined). Assembling all the results of this 
--
-
-30-
section together we observe that we have established the following basic re-
presentation theorem. 
Theorem 5.1 Let ~t (-oo < t < + oo) be a weakly stationary, purely non-
deterministic process on ~ satisfying (c). Then 
M t 
(5.21) ~t (q,) 
= 2. f F. ( q,; u-t) d~. ( u), 1. 1. 
i=l -00 
where, 
(i) M is the multiplicity of the process, 
(ii) each £.(u) is a process with stationary orthogonal increments (homo-
1. 
geneous process) and the 
M 
e.!s are mutually orthogonal. 
1. 
M 0 
Furthermore, 
~ 
\ 
L E!:)H(~ 1;t) for every real t, and 
L f IF/cp;u~j 2 dµ(u) 
i=l 1 -00 
is finite. 
It can be easily seen that the homogeneous processes ~.,(i=l,2, •.• M) of 
1. 
the representation (5.21) are uniquely determined upto a unitary equivalence. 
The above theorem is a generalization of the Karhunen representation to 
stationary stochastic processes ~t on ~o This result also generalizes the 
Rozanov-Gladyshev representation for q-dimensional stationary processes as 
will be seen in the next section. The reader will observe that (5.21) has been 
derived essentially independently of the Hida representation (2.1) and the 
latter is referred to at the end of the proof only for the purpose of identi-· 
fying M as the multiplicity of the process. Indeed, the whole point of the 
problem is to study the maximal spectral type and to construct the homogeneous 
processes ei(u). Once (5.21) has been obtained, however, it is easy to dis-
cover the special properties that the representation possesses in this case, 
e.g to see that all the elements f(i) occuring in it are equivalent, with a 
common spectral type equivalent to µ. Moreover, starting with the £· 's 
l. 
( i) 
one can construct without difficulty a sequence {f } for the representation 
• 
-
-
~ 
-
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(2.l)·of Section 2. This can be done as follows·: It is clear that the elements1 
f. (i = 1, ••• 7 M) occurring in the proof of Theorem 5.1.and with the property 1 
~ 
that they have all the same~spectral type equivalent to µ (see(5.19 and (5.20)) 
can be chosen as the elements in the Hida representation of ~t· If we now set 
[
dpf ]-\ 
= [ dµ·-~,·-(u} ·. · .. dE(u)f. 1 
it is easy to verify that the ~- are mutually orthoganal random set functions 
l. 
each having µ. as its measure-'. function, and that (6 being a finite interval) 
If we now make the appropriate subseitution in (2.1) and compare it with the 
representation (5.21) it follows that for each t and (p 
rPf. (u~ -% F.(cp;t,u) = F.(cp; u-t) · ~ ( i= 1, .• ,M) 1 l. dµ . 
a.e. with respect toµ. 
Thus, for stationary processes, the generalization of the approach of Hanner 
given in Theorem 5.1 leads to a deeper analysis which includes the proof of 
(5.19) and (5.20) and yields directly the representation we seek. It is inter-
esting to explore further the connection between p and M. The following dis-
cussion presents another aspect of the problem and provides additional information. 
!J.'hear-em 5,.2. :· :p i.s. a uniform specit1tff.l. type (wlth (un1ifoiilm) ::~l=tfplicity M. 
Proof: We use the ideas of Plessner and Rohlin [12]. It will first be shown 
that p has multiplicity M. Let 
J 
p and cardinality M1 , , Le., 
(A' } f3 be an orthogonal system of type 
a system of orthogonal cyclic parts A' of the 
13 
operator A, the spectral type of each cyclic operator A; being p. According to 
to the terminology of [12] M is the multiplicity of p if we can prove that 
·wJ 
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M' ~ M, Observe that neither M nor M' can exceed ~, for otherwise we wo~ld 
arrive at a contradiction of the fact that H(~) is s·eparable. Furthermore, there 
is obviously nothing to prove if M =?lo. Thus the only case to be considered 
is when Mis a finite cardinal. If possible let M' > M. We shall show that this 
leads to a contradiction. Let ~h 
i 
( i= 1, ... , M) be a generating element of the 
subspace H(~(i)) and h; (f3 =· 1, ••• ,M') be similarly a generating element of 
the cyclic subspace corresponding to A~ • Clearly, th~re is no loss of gener-· 
ality in supposing that all these elements have the same spectral function, say, 
p'. From (5.1~) and (5·.19) it follows that for each f3 we have 
M 
h; = L JF 113 (u) dE(u)h1 where 
i=l 
L J 1Fi.(3(u)l2 dp'(u) is 
i 
finite. For every measurable set ~ we obtain 
dp' ( u). 
The left hand side of the above relation is zero if f3 +f and equals 
p 1 (~) if f3 = y. Hence for u not belonging to a set Nf3r of zero p 1-measure 
we have M 
L 
i=l 
= 5A. 
~,. 
Since M' is at most ?l'0 the set N = lf tN 
f3,r' f3r 
is measurable and p'(N) = Q. 
Chopsing a fixed point u0 in the complement of N we see that 
(5.22) 
M 
L F113<uo) Fir(uo) 
i=l 
= for all f3, 1 . 
If we now set af3 = { F1f3(u0}, ••• , F113 (u0 )}, the relations (5.22) imply that 
the af3 are M' orthonormal vectors in M dimensional unitary space. Hence M' 
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cannot exceed M. In other words p has multiplicity M. 
The proof that the spectral type pis uniform is achieved by a modification 
of the above argument. The reader will no doubt, observe that the conclusion 
about uniformity rests on the fact that the orthogonal system [A(i), i=l, ••• M:] 
is not only maximal but that the orthogonal sums of the A(i) is equal to A (see 
(5.16)). 
Let a by any spectral type dominated by p. The only change we make in 
the proof given above is to let {A~.) \>e an orthogonal system of type a and 
cardinality M'. Leth~ be a generating element of the cyclic subspace of A~. 
Assuming, as we may that the h. have all the same spectral function 
1 
p' and 
that the h; have the same spectral function a' we obtain the relations 
M 
( 5 .23) 
'2: 
i=l 
dcr' 
F.;a.(u) Fi (u) 
......, '1 dp' 
(u) 
dcr' 
where u, N and --
dp' 
is the Radon-Nikodyn derivative of cr' with respect to p 1 • Since the set 
do;' 
s = {u: (u) > O} has positive p' -measure we can choose u0 in S (\ Nc 
when as before N is the set of zero p' .-measure. ·Substituting u0 for u in 
the relations (5.23), we are again led· to the conclusion that M'~ M. Thus it 
has been shown that the multiplicity of any spectral type dominated by pis 
equal to the multiplicity of p. Hence pis a uniform spectral type. 
Remark: It follows at once from the theorem just proved that every 
spectral type belonging to the operator A of the stationary process x has 
-t 
multiplicity M. 
To find the funtions Fi and the value of Min the representation (5.21) 
in specific instances one would have to consider, individually, concrete ex-
amples of spaces t and purhaps have to assume additional properties of the 
process ~t such as linearity in~- The study of some of these questions we 
postpone to a later paper. However, since it is important to relate our work 
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recent developments in the theory of multidimensional stationary processes 
consider in the next section the case when tis a q-dimensional unitary space. 
-35-
6. Multiplicity!!.!. Generalization of Rank. In the theory of finite dimensional 
weakly stationary processes the notion of rank plays a conceptually essential role. 
Zasuhin, in 1941, was the first to define the rank of a q-dimensional, discrete 
parameter stationary process as the rank of the (q X q) nerror matrix" (See (18]). 
More recently, the definition of rank for a continuous parameter process has been 
given by Gladyshev [5] to be the rank of the discrete parameter process associated 
with the process. This point of view has been further explored in the recent 
thesis of Robertson (14]. It is also well known in the literature that the rank 
of the process is equal to the rank of the spectral density matrix. (See (15] 
where the rank is defined this way and (14].) 
We shall show in this section that the multiplicity M occurring in the 
representation given in Theorem 5.1 constitutes a generalization of rank in the 
following sense: If .!.tis a weakly stationary process on t where t may be 
infinite dimensional (and !_t(~) itself may or may not be linear in~) then Mis 
equal to the multiplicity of the associated discrete process (Theorem 6.1). In 
the case where tis a q-dimensional unitary space and .!.t(~) is linear in~, so 
that we are dealing with a q-dimensional stationary process, it is shown in 
Theorem 6.2 that the multiplicity equals the rank of the process and the 
representation of Theorem 5.1 coincides with that obtained in [5] and (14]. 
The connection between multiplicity and spectral theory for infinite dimen-
sional stationary processes !.twill be considered in a later paper. 
If C!.t) (-= < t <+=)is a given stationary stochastic process on t 
satisfying condition (c), then for each q,, the one dimensional weakly stationary 
+oo 
process (,!.t_(cp)) is continuous in q.m. and hence for fixed q,, .!.t(~) =-~ itA.?*.Qi{J.-.)lf.d{q)) 
where {G(A-),-= <A.<+=) is a resolution of the identity of the unitary group 
{Th} of the !.t process. 
With the process {.!,t(cp)} (for fixed cp) is associated a discrete parameter 
process, 
--36-
(6.1) ~(q>) ,,,. in~ -1 = Je d~G(~t·an ~) a£c,(q>), (n = O, ± 1, ... ) [[4], [11)] . 
.Jf1" 
Let us now write for each cp and t, Hcp(x;t) =(3xT(cp), T ~ t) and 
(m any integer). We have for all cp, H (x;+co) ,:;::, H (x;+ oo) 
q> . (J) . 
~ -,It' ' ·~ 
and Hq,{x·;(),):: = Hcp(1c;O) (See (4), (11]). Therefore, 
(6.2) H(,!_; +00 ) = H(~; +co) and H(,!_;0) = H{I;O) • 
From stationaricy and (6.2), the following lemma is immediate. 
L:e™ 6.,.J: {~t ~ - 00 < t < + co) is deterministic if and only if ~, n = O, ± 1, ... ) 
is deterministic. 
We recall here two lennnas from [5] which will be frequently used in what follows. 
It should be observed that in Lemma (G2 ) stated below the process can be infinite-
dimensional. Its proof, however, involves no change and is an easy consequence 
of (6.2). 
Lennna (G1 ). If {~t) is a one-dimensional weakly stationary, continuous in 
q.m., purely non-deterministic process, then the 1in- process is purely non-deter-
minis tic. 
Lennna (G2 ). If (]t) and {it) are stationary processes on t satisfying 
condition (c) and such that H(~;t)C H{t;t) for all t, then H(ri';m)C H(r;m) for 
every m and conversely. 
-v We shall now obtain from Theorem 5.1, a representation for the x - process. 
-n 
The notation will be that of Section 5. Let us define for each i = 1,2 .•. M, 
t 
= /F.(cp;u-t)df.(u), where the right hand side expression is the 
l. l. 
-co 
term appearing in the representation (5.21) of .!.t(cp). Consider now the process 
t 
s-t ( ) 
= Je df. s 
l. 
-00 
(-00< t<+oo). Then (h(i)(t)) is a one dimensional 
stationary stochastic process with Tth(i)(O) = h(i)(t). Furthermore, since 
• 
-
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ei(t) - f1(s) = (h(i)(t) - h(i)(s)} + /th(i)(u)du (s < t), it follows that 
s 
for all t 
(6.4) H(£.;t) = H(h(i);t) (i = 1,2, •.•. M). 1 
The h(i)_ process which is obviously continuous i--i.q.m., is also purely non-deter-
t ~ . ~ ~ 
ministic, since from (6.4), () H(h(i);t) = (\ H{fi;t)C('\ H{~;t). The discrete 
-~ -~ -~ 
parameter process (h(i)(m)) is thus purely non-deterministic and therefore has a 
moving average representation given by 
~ 
(6 .5) b(i)(m) = 2\(t)ui(m-t) , 
t=O . 
where 
(6.6) H(h(i);m) =(s(u.(m-t), 0 ~ t < + ~) and (u.{m)) (for fixed i) is a 
1 1 
process with stationary orthogonal increments. From (6.2), (6.4), (6.6) and the 
mutual orthogonality of (f.{n)), it follows that the processes {u.(n)) (i=l,2 •••• M) 
1 1 
are mutually orthogonal. Also from (6.3) and (6.4), H(~(i);t)C H(h(i);t) for 
each t. But from Lelilllla (G2 ) and (6.6), H{i(i);m) is a subspace of 
_,, (s{u. {m-t), t=0,1,2 •••• ) • Hence 
1 
-
-
-
._ 
-
... 
-
~ 
(6. 7) 
~1i)(cp) = I C/<P;~)ui (m-~) 
l=O 
From (6.3) the {x~i)(~)} process is stationary and continuous in q.m. with 
T~i)(cp) = x~!f (cp). Hence !.~i)(cp) = j;it¼~G(~)~i)(cp). Furthermore, 
-~ 
M 
( 6 • 8 ) .l£i: ( cp) = I!.~ i ) (cp ) for every t ; 
1 M 
where the (possibly) infinite series converges in q.m., since L ~1]!:~i)ccp>1 ~ 
1 
is finite. Also, 
-
i 
-~· 
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~(i)(cp) = /7rein')>..d~G(½ t an-1~)~(cp) 
-n -~ 7r -v 
Since is a bounded linear (in fact, unitary) operator 
on H(.!,) from (6.8) [with t=O], (6.9) and (6.1), we have 
M 
(6.10) ~ (cp) = ~i(i)(cp) • 
-n. L-n 
1 M n 
From (6.7) and (6.10) x (cp) 
-n =L L C. (cp;n-t)u. (t) l. l. 
M M i=l t=-00 
From Theorem 5.1 and (6.4) 
H(,!_; t) = L'9H(fi;t) = I@H(h(1 \t). In other words 
i::::l i=l 
(6 .11) 
From Lenuna (G2 ), (6.11) and (6.6) we have 
M M 
(6.12) H{i'.;m):: IeH(h(i);m) = I6:)(s{u/m-t), .t = 0,1,2 ... ) . 
l.~ i~ -
(6.11) and (6.12) imply (see Tfleorem 4.1) that 
(6 .13) M = dim{H(~;n) QH(i;n-1 )) . 
We sununarize the above results. 
Theorem 6.1. Let ~t(-00 < t < + 00) be a stationary, purely non-deterministic 
process satisfying condition (c). Then its multiplicity is equal to the connnon 
dimension of the subspaces H(l;n) e H(x;n-1). 
The above discussion pertaining to multiplicity is very general since we have 
been dealing with weakly stationary processes on an arbitrary Hausdorff space, 
satisfying the second countability axiom. It is instructive to consider the case 
when tis a finite dimensional unitary space and the process .!.tis linear on t. 
We have referred to the fact that some recent work of H. Cram~r [2] can be 
regarded as a special case of the results of Section 2. In [2], Cram~r also 
\, 
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includes a brief discussion of the stationary case and shows that the multi-
plicity of the q-dimensional process does not exceed q. We shall now deduce 
from Theorem 6.1 that the multiplicity is actually equal to the rank of the 
process. This corollary (Theorem 6.2), incidentally, provides an alternative 
proof of a theorem due to Gladyshev (Theorem 1, [5]). 
Suppose { e.) (i=i, 2, ••••. q) is an orthonormal basis in t. If {xt). is a weakly l. q q -
stationary process linear in cp then, if cp ,:;:: "a.e., x. {cp) = ~ a.x. (t) where L-. i i --7: L i i 
l.~l i=l 
xi(t) = ~t(ei). Now, (x1(t), x2(t), •••. xq(t)) is a q-dimensional process which 
• is weakly stationary. Since {~t} satisfies condition (c), {xi(t)} (i=l,2 ••• q) 
are c~ntinuous in q.m. Also, if {x1(t), x2(t), •.. ,xq(t)) is a q-dimensional 
weakly stationary process continuous in q.m. then there corresponds a stationary 
process (~t) on the q-dimensional unitary space t which is linear in cp and 
' q 
satisfies condition {c); [viz., xt(cp) = ~ a.x.{t) if cp is the vector {a1 ,a , •• ,.,a )]. - L..,l.l. 2 q 
i;:::l 
Furthermore, H(!_;t) =(slxi(u), u ~ t, i = 1,2, ••• ,q]. 
Theorem 6 •. 2 .• Let (xi(t),x2 (t), ••• ,xq(t)) be a continuous in q.m., purely 
non-deterministic, weakly stationary process. Then 
x. (t) := ~ J;. (u-t)dE. (u) 
1. L in 1 
i::£1 -00 
where the g.-processes and the number Mare as introduced in Theorem 5~1, 
l. 
M 
(s[xi {u), u ~ t; i=l,2, ••. ,q_] i.: L EE)H{si; t) and Mis the rank of the process. 
i=l 
Proof: All the assertions of the theorem follow immediately upon setting (I)= e. l. 
in the representation obtained in Theorem 5.1. It remains only to show that M 
is the rank of the process. From Theorem 6.1 .and Lemma 4~1 it follows that 
M = dim[H(i;n) 9H(.[;n-1.)] - dim {(s[gn(cp), cpet]). 
integer, t.=1,2, •.• ,q} and gJn) == ~- (n) - ~ ~- (n) 
l. ~-1 l. 
Writing@' =<s[i. (m), m ~ n, 
n l. 
we find that 
·-i 
-
q 
gn((J>) = L aigi(n). 
i:?::,1 
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Therefore, M = dim(s[g.(n), i=l,2, ••• ,q]. 
l. 
But the latter 
quantity is the rank of the q X q "error matrix" with elements 6g. ( O )g. ( O), 
1 J 
(i,j = 1,2, ••• ,q), i.e., the rank of the process (i'°1(n),;2(n), ••• ,-;rq(n)) [[18]]. 
Hence the multiplicity M of 2&t-process (Theorem 5.1) equals its rank. 
Theorems 4.1, 5.1 and 6~1. apply to weakly stationary processes ~ton a 
Hausdorff space t. The only assumptions on the process is that it satisfies 
condition (c) and is purely non-deterministic, while no condition is imposed on t 
other than that its topology satisfy the second countability axiom. If, in part-
icular, tis a locally convex linear space (e.g. if tis an infinite-dimensional 
separable Hilbert space) with a countable basis {ei) and if xt(~) is linear in 
~ (e.g. ~tis a weak process on t) then we may consider the.~t-process as having 
an infinite number of components x~i) =4t{ei) (i = 1,2, ••• ,) • Thus we may 
conclude from these results and lheorem 6.2 that for infinite-dimensional processes 
the representation given in Theorem 5.1 is a generalization of the Karhunen-Gladyshev 
representation and that the multiplicity is the appropriate generalization of rank. 
-.__,___ 
. 
HILBERT-SPACE VALUED PROCESSES 
7. Preliminaries. In Theorem 2.2, and for the stationary case in Theorem 5.1 
we obtained a representation of the purely non deterministic process on an 
arbitrary Hausdorff space t. Suppose now that~ is a locally convex linear 
space and that for each t, ~tis a random variable taking values int', the 
dual space of~; i.e., for each t, there exists a mapping ~t from n tot' suck 
that (i) < xt, cp > [< cp, cp' > denotes the value of the functional cp' at cp] is 
a random variable on n, and (2) for all (?S~, .!t ( cp) [w] = < .!t (w) icp > with 
probability one. As is well-known these assumptions are stronger than the ones 
made in the concluding paragraph of Section 6 dealing with weak processe~. We 
shall call {.!t} defined as above a process in~·. The definitions of deter-
ministic and purely non-deterministic processes in~· are the same as the ones 
given in the Introduction. 
By a representation of a purely non-deterministic process {~t} in~·, we 
mean a process {Xt} in~· such that, .!t = Xt with probability one for each t 
and X.t represents a "moving_average" over the present and past of !,t-process 
analogous to what was :obtained in Theorem 2.2. In this section we confine our 
attention to the case in which~ is a real separable Hilbert space and refer 
to f.!t) as a process in~- Although this is the only case studied in detail 
here, we feel that a similar theory can be developed to cover more general 
situations, e.g., where~ is a separable, reflexive Banach space or a nuclear 
space. The last mentioned problem could well have points of contact with 
recent work of K. Urbanik and others on the representation of purely non-
deterministic homogeneous generalized random fields ([17]). 
We shall also make the stronger assumption that&I l~tl I~ is finite for 
each t, with the help of which we are able to prove a strengthened form of the 
--
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Wold decomposition stated in Section 2. 
t • 
Proposition 7 .1. Let (~t} be ,,a process in t withe I l~t 11 2 < 00 , for each 
Then, with probability one we have ~t = ~t(l) + 2£t(2 )and ~t(:i)i=l,2· which are 
defined except possibly for an w-set of probability zero, have the following 
properties: 
(~t (l)} and (~t (2 )} are processes int with 
(i) 
(1) i11~t 11 2 < 00 (i = 1,2); 
(2) H(~(l)) is orthogonal to H(~( 2 )), and 
(3) {~t (l)} is deterministic and{~ (2 )} is purely non-deterministic. 
Proof: The process it(cp) = < ~t' cp > is a stochastic process on f. Hence 
Proposition 2.1 gives us it(q,) =1t (l)(cp) + gt(2 )(cp). It suffices to show that 
it(i)(q>) = < ~t (i), q> > (i = 1,2) where {x~i)} are processes int with the above 
mentioned properties. This is achieved by means of the following lennna. 
Lennna 7.1. Let {~t} be a process in e and let P be a projection operator onto 
an arbitrary subspace M of H(,!_;t). 'lhen there exists an almost everywhere weakly 
measurable mapping ~t,p from n toe such that with probability one< .!.t,p' q> > = 
p <~t' cp > for every cp € eo 
Proof: Lett be fixed. It is well-known that our assumptions on~ imply ~hat 
~ for all cp1 , cp2 in e & [ < ~t, cp1 > • < ~t, cp2 >] == < Bt cp1 , cp2 >, where Bt 
is an S-operator (see (13]). Choosing a complete orthonormal (c.o.N.) system of 
._ 
._ 
._ 
-
.. 
...,, 
eigenelements corresponding to the eigenvalues {"-n} of Bt and observing that Bt 
00 
has finite trace, we obtain I [P < ~t (w), q,n > ]2 <. 00 •. Thi~ inipli~s .. that> there 
1 
is an w--set .·N· of~.~ero ·probability such that 
(7.1) 
00 L [P < ~t(w), cpn >]~ is finite, if w f N. 
1 
For every cp e e and w ~ N, define 
-. 
(7.2) 11t ,/cp )[w] 
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00 
=I< cp, cpn > [P <~(w), cpn >] 
n=l 
Then Tlt is an a.e. weakly measurable, bounded linear functional on~- Hence, 
,P 
11(cp)[w] =< Tli fw), cp > for ~N. Clearly, for each cp, 
t,p ,I} 
8,[P < x/w),cp> - < Tlt,p(w),q, >Jc= 0 and from (7.1), I l11(w)I lc is finite. 
t,p 
If {Xm} is any other C.O.N. system then following the above argument we obtain 
an a.e. weakly measurable function St from n tot such that 
,P 
< S (w),cp > = p < 1£t(w),cp > , t,p and 
(7.3) 
since 
St (w), cp >]c = 0 for every cp. 
,P 
. 00 
Thus we have 
I ITlt (w) - ~ (w)l 12 = ~f:[< Tl (w) - s (w), Y >J 2 = 0 
,P t,p L' t,p t,p ''111 
1 
for every cp, t![ < "lt (w),cp > - < ~t (w),cp >] c = O. 
,P ,P 
the space of weakly measurable functions g from n to t, satisfying G 11 g(w) 11 2 < 00 
(strictly speaking, equivalence classes of functions, see Section 8). From (7.3) 
we see that 11t ands are elements of the same equivalence class, say, 1£t,p 
,p t,p 
belonging tocl;(n,P). Identifying xt with any of its elements we have 
- ,p 
< ~,p'cp > - p < ~t,cp >. 
Since g~l)(cp) = PH(!_;-eo) <xt,cp> and X~2 )(cp) = P( ) ~ )<x m> H ~; t /\ H l~: -00 t ''1" ' 
it follows from the lemma that there exist processes (~~l)}, (~~2 )} in~, defined 
for each t, except possibly on a null w-set such that x~i)(cp) = < x~i),cp > 
for i = 1,2. Obviously, (~~i)} satisfy all the other desired properties. 
Before proving the representation theorem for purely non-deterministic pro-
cesses ~tint, we need to introduce stochastic integrals taking values int, which 
we shall call Stochastic Pettis integrals. 
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8. Stochastic Pettis fntegrals. Let (A, Ot,, µ) be an arbitrary a -finite 
measure space and o(2(A,µ) be the set of all weakly measurable functions g 
from A tot such that JI lg(a)I l2dµ(a) is finite. It is well known that upon 
identifying functions which are equal almost everywhere[µ] (i.e., setting f = g 
if Ji If ( a) -g( a) I I 2dµ( a) = 0), ,l; 2(A ,µ) becomes a Hilbert space with inner 
product given by 
The norm of g will be denoted by I I g I I ol,
2
(A,µ). It is easy to show that 
I 
ol;(A,µ) is separable if the Hilbert space L2 (A,µ) of real functions square 
integrable with respect toµ is separable. In particular, if A= T, the real 
line andµ is a a -finite measure on Borel sets then the Hilbert space o[2(T,µ) 
is separable. In what follows we write c{2(µ) for c[2(T,µ). 
Lemma 8.1 Let z be a real orthogonal random set function with G[z(6)]2= P(6). 
If g E cl2 (p), then there exists an a.e. [p] weakly measurable mapping J(g) 
from n tot with the following properties: 
(8.1) 
if g1 , g2 are any elements of c[2 (p) and c1 , c2 are real numbers then 
(8.2) 
the e·quality holding in the sense of £2 (n ,P.); 
for every ~ € t, 
(8. 3) <J(g),~> = J < g( t) ,cp > dz( t) with probability one, where the 
right hand side integral is an ordinary stochastic integral. 
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The element J(g) is called the Stochastic Pettis Integral of g(t) 
with respect to z and is written f g(t)dz(t). We also have 
(8.4) &_< f g1(t)dz(t), J g2 (t)dz(t) >]= f < g/t), ½(t) > dp(t). 
Proof: 
---
Let (~k) be a C.O.N. system int and let g be any element of~(p) . 
Strictly speaking, each g represents an equivalence class belonging tocC2 (p) 
and it is clear that elements of this equivalence class give rise to the same 
stochastic integral J <g(t),~k > dz(t) since the latter is itself defined up 
to an equivalence. Denoting it {more precisely, a random variable belonging 
to the equivalence class) by L(g, ~k) we have 
00 00 L ~ [L(g,~k) ]2 = L f < g ( t) .~k >.2dp( t) < .,, so that 
k=l k=l 
00 
L [L(g 7cpk)[w] J2 < 00 eiccept possibly when w in a set N of 
k=l 
zero p - measure. If, for any ~, we now set 
00 
L(g .~)[w] = I <tp,~k > L(g, ~k) [w], (w ~ N), 
k=l 
it follows that 
L(g, ;))[w] is a bounded linear functional on t. Hence we obtain 
L(g,~) [w] = < J 1 (g) [w] , ~ >, 
where J 1(g)[w] € t. It is further easy to see that J 1(g) [.] is a.e. weakly 
measurable and that GI IJ1(g)[w]I 12 is finite. It is evident that we have 
relied on the choice of a particular CoOoN. system in our definition of J
1
(g). 
However, if (~rm) is any other C.O.N system int and J2 (g) [.] is the cor-
responding a.e. weakly measurable mapping, then we have 
._ 
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E I IJ1 (g) [w] - J2(g) [w] I 12 = 0, i.e., 
In other words, J 1(g) and J 2 (g) belong to the same equivalence class, say 
J(g), of cC2 (n,~). Thus, the equivalence,class J(g) in J:., 2 (n,~} is unambiguously 
defined for each g in c£2 (p) and further = 11 J(g) I I 4cn,~') · 
For every g E J,2 (p), the corresponding element J(g) of J;'2 (n,f) will be 
called the stochastic Pettis integral of g with respect to the orthogonal 
pracess z and will be denoted by f g(t)dz(t). The assertions (~.2)-(8.4) 
of the lemma are easy to verify. 
If z1 , z2 are orthogonal random set functions with measure functions p1 and 
respectively and are further mutually orthogonal then it can be shown that 
The proof follows by the definition of the Pettis integral. 
The following result will be useful in the next section. 
Lemma 8.2. Let zk(k = 1,2 ... ) be mutually orthogonal processes with ortho-
gonal increments and with respective measure functions pk. If gk etl,2(pk) 
are such that 
00 
(8.4) LI II gk( t) 11 2 -dpk(t) is finite, then 
k=l 
00 
L f gk(t}dzk(t) is an element of "'2 (n,f) ( the series of 
k=l 
Stochastic Pettis integrals converging in the ol (D:i·-P) sense), and for every 
2 
q> E t, 
00 00 
(8.5) <L f gk ( t) dzk ( t) , cp > = I f < gk ( t) , cp > dzk ( t) with 
k=l k=l 
.. 
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Probability one • 
Proof: It is clear from the definition of 
m 
fsk(t)dzk(t) that g .) where m 
tm = LJ gk(t)dzk(t) is a Cauchy sequence of elements in c(. 2(0,P. J; since 
1 
(m' > m), 
m' 
11 tm, - tml 12 .,(
2
(n,~P) = I f I I &ic( t) I l2dpk( t) -+ 0 
m 
by (8.4). Hence the limit{~n cl;(~) sense) of ~m exists which we denote by 
~ L f gk(t)dzk(t). The other conclusions of the lemma are similarly proved. 
1 
-
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9. Representation Theorems For Purely Non-deterministic Hilbert Space-valued 
Processes. In this section we consider a purely non-deterministic process 
{~t} int 'with e I l~tl 12 finite. As in Section 2 we confine ourselves to 
the continuous parameter case. The representation we seek for x is obtained in 
-t 
terms of Stochastic Pettis integrals. Since 
-process is continuous in the topology oft. Hence, from Lemma 2.1, the space 
H(~) is separable provided the limits ~t-O(cp) and ~t+O {cp) exist for each 
q> € t. We shall refer to this condition as assumption (B). 
Theorem 9.1. Let {~t} be a purely non-deterministic process int with 
e I l~t 11 2 finite and satisfying assumption (B). Then for each t, with pro-
bability one 
(9.1) 
where M0 , 
MO M. J 
-.-
- rt 
~t = L\ I F ( t, u )d z ( u) + L' ~ n n L b. 0 (t) ~.l ]"' . J 
1 
M.& the processes J<• 
tj ~ t l=l 
z and the random variables 
n 
E. 0 have the same 
. ]"' 
meaning as in Theorem 2.2. 
Furthermore, for each t, 
(9.2) p being the measure· function of z , and 
n n 
for every j, t; 
MO t 
( 9. 3) L J I IFn( t,u) 112 dpn (u) < co 
n=l -oo 
(9.4) and 
(9.5) H{~; t) = @{H(~; t) U H(.s_; t)} for every t, where 
-49-
H(!;t) = (s[zn(u) I u ~ t, n=l, •• ,M0 ] and H(5.;t~ =Cs[s-a I t=l, •• ,M. ,t. ~t]. J~ . J J 
Proof: Since ~t'~ > is a S.P. on t Theorem 2.2 applies without any change 
to it. Furthermore, it has been shown in Section 3 that the representation for 
< ~t'~ > can be chosen to be proper canonical without changing the numbers 
M0 and Mj and hence without affecting the multiplicity M of the process. 
This accounts for the conclusion (9.5) of the theorem. In order to prove the 
remaining assertions we need to use the additional hypothesis in the present 
case, viz., that 
(9.6) where 
n=l k=l -00 
is a c.o.N. system in~. A fortiori, there exists a set A of p - measure 
n n 
zero such that for u ~ A, 
n 
( 9. 7-) 
00 L Fn2 (~k;t,u) 
k=l 
< co. 
For~€~ setting ck=<~. ~k >, we obtain from (9.7)that for u. An,L ckFn(~k;t,u) 
k" 
converges and is in fact, equal to F (~;t,u) a.e. [p ]. Hence F (~;t,u) is a 
n n n 
bounded linear functional on~ for u f An. We may therefore write 
F (~;t,u~ = < F (t,u),~ >, where F (t,u) is an element of~ and moreover, F (t,•) 
n n n n 
is an element of £2 (pn). From (9.6) we have 
MO -t-oo 
(9.8) LJ I IF {t,u)I j2 dp {u) < co. n n 
n=l -00 
Since &I l~tl 12 is finite it follows that for all j and t there exists a 
bounded linear functional bjt{t) such that for each t, 
-50-
bjt(qin:) = <bjt(t),qi > with L I lbjt(t)l 12ajt2 < ... 
j,t 
By (9.8), Lemma 8.2 and (9.9), we have 
MO t M. 
~t = L J F (t,u)d z (u) + I t bjt(t}~jt n n 
n=l -00 tj ~ t l=l 
The corresponding results for weakly stationary (see -Introduction for de-
finition of stationarity) 0 -valued processes are stated below without proof. 
Theorem 9.2. A discrete parameter weakly stationary, purely non deter-
ministic, process in 0, with f:I l~tl 12 < 00, has the following representation. 
n M 
~n = L L bt(n-m) Et(m) • 
m=-00 t= 1 
Here M is the multiplicity of {x ) 
-n 
(i) the discrete parameter· processes {~t(m)} (l=l, •• ,M) have orthogonal 
increments and·.are mutually orthogonal; 
M 
(ii) H(~;n) = I G)HUi;n) for each n, 
i=l 
0 M 
(iii) b"(n-m) €~ with L L 11b:cm,11 2 &r~f(m)]< ... 
m=-00 l=l 
The number M is the multiplicity associated with the S~qch~stic process. 
Theorem 9.3 Let {~t) be a continuous parameter weakly stationary pro-
cess with values in 0 satisfying the assumptions of Theorem 9.1 and condition 
(C)·. Then for each t with probability one, 
t 
( 9. 12) F (u-t)df (u). 
n n 
In this representation 
( i) thee 's are mutually orthogonal and each e is a homogeneous orthogonal 
-n -n 
L; 
) I 
w 
~ 
I i I . 
bJ 
1
1 i 
\_J 
I i 
bi:) 
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\:a) 
\a) 
w 
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\aJ 
bJ 
l ! 
·W 
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w 
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I : 
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I I 
b) 
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,; 
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random :seti:fun4tion (with Lebesque measure µ. for its measure function) 1 
M 
(ii) H(~;t) = L 
i=l 
@-H( ~.; t) for every t, 
-1. 
(iii) M-is the multiplicity of the process, and 
(iv) F (u-t) € .-c[ (µ.) 
n 2 (n=l, ••• ,M) such that 
M O 
L J 11 F ( u) 11 2 dµ. ( u) < 00 • n 
n=l -co,. 
[1]. 
[2]. 
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