Purpose: A joint IAEA/AAPM international working group has developed a Code of Practice (CoP) for the dosimetry of small static fields used in external megavoltage photon beam radiotherapy, published by the IAEA as TRS-483. This summary paper introduces and outlines the main aspects of the CoP. Methods: IAEA TRS-483 is a condensation of the wide range of different approaches that have been described in the literature for the reference dosimetry of radiotherapy machines with nominal accelerating potential up to 10 MV that cannot establish the conventional 10 cm 9 10 cm reference field, and for the determination of field output factors for relative dosimetry in small static photon fields. The formalism used is based on that developed by Alfonso et al. [Med Phys. 2008;35:5179-5186] for this modality. Results: Three introductory sections describe the rationale and context of the CoP, the clinical use of small photon fields, and the physics of small-field dosimetry. In the fourth section, definitions of terms that are specific to the CoP (as compared to previous CoPs for broad-beam reference dosimetry, such as IAEA TRS-398 and AAPM TG-51) are given; this section includes a list of the symbols and equivalences between IAEA and AAPM nomenclature to facilitate the practical implementation of the CoP by end users of IAEA TRS-398 and AAPM TG-51. The fifth section summarizes the equations and procedures that are recommended in the CoP and the sixth section provides an overview of the methods used to derive the data provided in IAEA TRS-483. Conclusions: This is the first time an international Code of Practice for the dosimetry of small photon fields based on comprehensive data and correction factors has been published. This joint IAEA/ AAPM CoP will ensure consistent reference dosimetry traceable to the international System of Units and enable common and internationally harmonized procedures to be followed by radiotherapy centers worldwide for the dosimetry of small static megavoltage photon fields.
Beam quality specification in machine specific reference and in small fields
INTRODUCTION
The reference dosimetry of external high-energy photon beams used in radiotherapy is currently based on nationally or internationally adopted Codes of Practice (CoPs), or dosimetry protocols, such as IAEA TRS 398, 1 AAPM TG-51, 2 and its Addendum 3 or others. [4] [5] [6] [7] These CoPs are based on measurements with ionization chambers that have calibration coefficients in terms of absorbed dose to water, traceable to primary standards. The reference conditions for which these calibration coefficients are valid include the specification of a reference field size of 10 cm 9 10 cm. For the most common types of high-energy photon beams and ionization chambers, the reference absorbed dose to water determined with these CoPs is consistent within 1-2% 8 and does not lead to significant differences in clinical dosimetry. However, differences in the terminology, in some cases in the method for beam quality specification and in the basic data entering into beam quality correction factors, k Q , used for example in TRS-398 and TG-51, can be considered as the main obstacles for achieving an internationally unified approach to reference dosimetry in radiotherapy.
The IAEA and the AAPM have jointly decided to develop internationally standardized recommendations for the dosimetry of small static megavoltage photon fields used in external beam radiotherapy. A joint IAEA/AAPM international working group was established in 2008 and this group published a formalism for the dosimetry of small and composite fields soon after. 9 This publication introduced two new types of reference fields for beam calibration: (a) machinespecific reference (msr) fields for treatment units that cannot establish the conventional 10 cm 9 10 cm reference field, and (b) plan-class specific reference (pcsr) fields that are closely related to the complex delivery schemes employed in clinical dose deliveries. The publication 9 also included a call for comments from the international medical physics community on the formalism. The overall feedback from the community was very constructive and most researchers analyzing experimental and Monte Carlo calculated data for small-field dosimetry have adopted the formalism. This has resulted in a vast amount of published data that can be straightforwardly analyzed in the context of this formalism and the joint IAEA/ AAPM working group has met several times at the IAEA headquarters in Vienna to review these data. Taking into account the lack of a comprehensive set of data and the lack of methodology for standardization of pcsr fields, the working group decided to focus its work on small static fields with the intention of addressing the pcsr fields when further developments and data become available.
These efforts have culminated in the publication of IAEA TRS-483, 10 which is the first International CoP dedicated to the reference and relative dosimetry of small static fields used in radiotherapy. It is expected to provide consistent reference dosimetry traceable to the international System of Units and enable common and internationally harmonized procedures to be followed by all radiotherapy centers for the dosimetry of small fields.
IAEA TRS 483 addresses the reference and relative dosimetry of small static fields used for external beam photon radiotherapy with nominal accelerating potential up to 10 MV. The publication consists of six sections. The first two are introductory sections describing the rationale of the CoP and the physics of small-field dosimetry; they are followed by a description of the underlying concepts and formalism in Section 3. The fourth section discusses the detectors and equipment suitable for reference and relative dosimetry of small fields. Section 5 provides recommendations for the reference dosimetry of msr fields for beams with and without flattening filter (WFF and FFF, respectively), while Section 6 deals with the relative dosimetry of small fields; both sections provide the data required to implement the CoP. Two appendices provide details on the beam quality correction factors for reference dosimetry and field output correction factors for relative dosimetry, including the estimation of their uncertainties.
This paper provides an extensive summary of TRS-483 and includes a list of symbols and equivalences between IAEA and AAPM nomenclature to facilitate the practical implementation of the CoP by end users of TRS-398 and TG-51. This Summary, written by the core group of authors of TRS-483, has been approved by Science Council and represents the AAPM's recommendations on small-field dosimetry. It needs to be stressed though, that for the practical implementation of the CoP in hospitals, medical physicists need to refer to the entire TRS-483, which can be downloaded from the IAEA publication website. 10 
CLINICAL USE OF SMALL PHOTON FIELDS
In the past two decades, rapid advances in technology have pushed the development of technology-intensive, image-guided modalities for cancer treatment that we recognize as modern radiation therapy. These developments have resulted in an increased use of small static photon fields for the treatment of intra-and extracranial tumors using highly specialized techniques, such as intensity-modulated radiotherapy (IMRT), volumetric-modulated arc therapy (VMAT), stereotactic radiosurgery (SRS), stereotactic radiotherapy (SRT), and stereotactic ablative radiotherapy (SABR). At present, these highly specialized treatments are delivered using megavoltage photon beams obtained from a variety of dedicated treatment machines such as TomoTherapy â (Accuray Inc., Sunnyvale, CA, USA), CyberKnife â (Accuray Inc.), Gamma Knife â (Elekta AB, Stockholm, Sweden), or Vero â (Brainlab AG, Munich, Germany) system, or multipurpose nondedicated conventional accelerators equipped with standard, mini-and micro-multileaf (MLC) collimators.
Prior to the publication of DRPH Rapport 2008-18 11 and IPEM Report 103, 12 there was no national or international guidance on how to perform accurate dosimetry for small static photon fields. Partly due to this lack of recommendations, mistakes in dosimetry have been all too often encountered in clinical practice. 13 Many studies published in the literature show large discrepancies between the ratios of readings measured with different types of detectors for a particular beam compared with the actual ratio of absorbed dose to water values. [14] [15] [16] These differences depend on field size and detector type and can be very large when the detector has an active volume that is large compared to the field size or when using a phantom material composition with radiological properties very different from water. The use of an inappropriate detector for the measurement of small-field output factors has been reported to be the main cause of an accidental overdose of 145 patients for beams defined by a micro-MLC. 17 The resulting investigation, comparing beam data measured in different centers in France with microchambers for the 0.6 cm 9 0.6 cm beam of different Varian Clinac â models, for identical measurement conditions (6 MV photons, micro-MLC type, source-to-surface distance, depth, type, and orientation of the detector), revealed discrepancies of up to 15% in the detector output ratios, used as uncorrected estimates for field output factors. 17 A similar incident occurred in Missouri in 2010, where, over a period of 5 yr, 76 patients treated using a micro-MLC were given an average dose exceeding the prescribed dose by 50%. 18 These and other examples illustrate the challenges associated with experimental determination of dosimetric quantities for small static photon fields and the necessity of a small-field dosimetry guidance document for clinical medical physicists.
Although photon beams of nominal accelerating potential greater than 10 MV are often thought to be necessary for the treatment of deep-seated tumors, it is important to recognize that there are many advantages of using photon beams of energies below 10 MV for the treatment of these tumors. For example, while photon beams with energies above 10 MV contribute less to the absorbed dose at depths shallower than the target, they exhibit higher surface doses, larger extension of interface phenomena, and larger penumbral widths. This is especially important for small-field sizes and in the presence of low-density tissues, such as lung, in the irradiated site. In addition, for IMRT treatments, the fluence modulation for 6 MV beams is much higher than that for higher energy beams, for example, of 18 MV. 10 Higher energy beams contribute to neutron production, which results in unwanted radiation exposure to the patients, and it also causes activation of linac components that leads to exposure to staff and service personnel. For these reasons, the International Commission on Radiation Units and Measurements (ICRU) recommended that the use of high-energy beams is not justified for IMRT treatments 19 and small fields used in stereotactic treatments. 20 Furthermore, data from the IAEA's DIRAC database show that about 80% of the beams used at linacs installed after the year 2000, used for all forms of radiation therapy, have nominal energies of 10 MV or lower (J. Izewska, Personal communication, 2014). Data from the Imaging and Radiation Oncology Core (IROC) Houston QA Center indicates that, for lung SRT, 96.4% of the beams used are of 6 MV and 3.2% are of 10 MV, whereas for liver, the figures are 80% and 15.7%, respectively (D. Followill, Personal communication 2014). The availability of data for small-field dosimetry is also dominated by the 6-10 MV range. It is because of these reasons that the IAEA-AAPM Code of Practice provides small-field dosimetry recommendations only for beam energies less than or equal to 10 MeV.
PHYSICS OF SMALL-FIELD DOSIMETRY
Small fields in external radiation therapy are shaped by collimating a flattened or unflattened high-energy photon beam using jaws, multileaf collimators (MLCs), cones, or adjustable tertiary collimators. Small photon fields differ from conventional reference fields in their lateral dimensions, causing the penumbrae at both sides of the field to overlap. Additionally, the dimensions of most detectors commonly used in conventional fields become large compared to the small-field size. This has physical repercussions on dosimetry, which have in general been well described in the literature. 12, 13, [21] [22] [23] [24] [25] In addition, fields used for reference dosimetry in an increasing number of special devices do not conform to the reference conditions prescribed in conventional CoPs and dosimetry protocols. This section describes the physical conditions that determine if a field should be considered small and how its size should be defined; it also discusses deviations from conventional reference dosimetry that are at the basis of the recommendations in IAEA TRS-483, such as the measurement of beam quality and the response of detectors in small fields. A brief overview of the current practice for performing reference dosimetry and for the determination of field output factors is presented as well.
3.A. Small-field conditions
At least one of the following three physical conditions are generally considered to determine if an external photon beam can be designated small: (a) there is a loss of lateral charged particle equilibrium on the beam axis, (b) there is partial occlusion of the primary photon source by the collimating devices on the beam axis, and (c) the size of the detector is similar or larger than the cross-sectional beam dimensions at the depth of measurement. The first two characteristics are beam related, while the third condition is detector related for a given field size. All three of these conditions result in an overlap between the field penumbrae and the detector volume.
3.A.1. Beam-related conditions
Loss of lateral charged particle equilibrium (LCPE) occurs on the central axis of a photon beam if the beam half-width or radius is smaller than the maximum range of the majority of secondary electrons. This condition has been quantified by evaluating the minimal radius of a circular photon field for which collision kerma in water and absorbed dose to water on the central axis at the measurement depth have reached the values determined by broad beam transient charged particle equilibrium (TCPE) conditions within a small tolerance level. An illustration of this effect, first shown by Li et al., 26 is displayed in Fig. 1 based on updated Monte Carlo calculations. 27 This minimal radius can be viewed as a "lateral charged particle equilibrium range", r LCPE , and is a practical parameter to determine quantitatively if a field is small.
As a result from the Monte Carlo calculations, r LCPE (in cm), expressed as a function of the photon beam quality specifier TPR 20, 10 (10) , is given by: 
When the beam quality specifier %dd(10,10) X is used, r LCPE can be determined according to:
Recall that the beam quality for high-energy photon beams is defined in IAEA TRS-398 1 by a single beam quality specifier, the tissue-phantom ratio in water at depths of 20 and 10 g cm À2 for a field size of 10 cm 9 10 cm at the depth of the detector and a source-to-detector distance (SDD) of 100 cm, here denoted as TPR 20,10 (10) . In AAPM TG-51 and its Addendum, 2,3 the beam quality specifier is the percentage depth dose, due to photons only, at 10 cm depth in a water phantom, determined for a field size of 10 cm 9 10 cm at the phantom surface and a source-to-surface distance (SSD) of 100 cm, here denoted as %dd (10, 10) X . Note that the extra "10" in the notation of both beam quality specifiers as compared to the notations in IAEA TRS-398 and AAPM TG-51 refers to the 10 cm square field size making a distinction with similar quantities that are introduced later for smaller field sizes.
The second condition (partial occlusion of the primary photon source) is illustrated in Fig. 2 and is related to the finite size of the primary photon beam source, the extended focal spot. Its size is usually defined as the full width at half maximum (FWHM) of the bremsstrahlung photon fluence distribution exiting the target. A small field shaped by a collimator that shields part of the finite primary photon source will produce a lower beam output on the beam axis compared to field sizes where the source is not partially blocked. This primary source occlusion effect becomes important when the field size is comparable to or smaller than the size of the primary photon source. For modern linear accelerators where the primary photon source size is not larger than about 5 mm, direct source occlusion usually occurs at field sizes smaller than those where lateral electron disequilibrium starts. 12 Partial occlusion of the primary photon source influences the particle spectrum and is a source of steep local absorbed dose gradients, both of which can have a large effect on the detector response.
The loss of LCPE and the primary photon source occlusion effect are both responsible for a sharp drop in beam output with decreasing field size. This drop becomes more pronounced when the photon beam energy increases or the density of the medium decreases (since in both cases, the electron ranges increase).
3.A.2. Detector-related conditions
The third condition that characterizes a small field is the size of the detector relative to the size of the radiation field. A detector produces a signal that is proportional to the mean absorbed dose over its sensitive volume and this signal is affected by the homogeneity of the absorbed dose over the detection volume (volume averaging). The effect in a small field is illustrated in Fig. 3 . A deconvolution process would be required to derive the absorbed dose to water at a point from this signal. Ratios of dose-to-water to water-collision-kerma calculated by Monte Carlo simulation in water at 5 cm depth on the central axis of high-energy photon beams. The data are plotted as a function of the radius of clinical narrow beams defined at 100 cm SSD for the high-energy x-ray beams and 80 cm SSD for 60 Co, and are normalized to the values determined by broad beam transient charged particle equilibrium (TCPE) conditions. The lateral charged particle equilibrium range, r LCPE , is derived from these data as the radius of the field for which the ratio reaches the TCPE value, that is, D w / K col = TCPE value within a tolerance of 0.05%. Besides volume averaging, the perturbation of the charged particle fluence (and thus the deviation from Bragg-Gray cavity theory conditions) due to the presence of a detector is an important issue and it must be noted that both effects are always entangled. In the presence of large dose gradients and in the absence of lateral charged particle equilibrium conditions, fluence perturbations become large and difficult to model since they can depend on minor variations of the detector design, even within engineering tolerances. For the same reason, corrections for volume averaging will also have a large uncertainty. The dosimetric difficulties that this causes start to show up as soon as the effects of lateral absorbed dose gradients and charged particle disequilibrium reach the detector volume. Small-field conditions can thus be assumed to exist when the external edge of the detector volume is at a distance from the field edge smaller than the lateral charged particle equilibrium range in the medium (r LCPE ). To avoid this condition in central axis measurements, the beam halfwidth or radius has to be at least as large as r LCPE plus half the size of the external dimension of the detector.
3.B. Field size specification
In broad beams, the FWHM of the lateral profiles, that is, the irradiation field size specified at the 50% relative dose level equals the collimator setting projected at isocenter and is thus congruent with the geometrical field size. The field size defined by the collimator setting thus corresponds well with the FWHM of the lateral beam profile at the isocenter depth, and measuring the FWHM is often used as a verification of the field size setting. In small fields, however, due to the partial occlusion effect and loss of LCPE described in the previous section and the resulting reduction of beam output, this congruence breaks down as is illustrated in Fig. 4 . 13, 14 Because the central axis maximum dose value is reduced, the FWHM is determined by a lower position on the penumbral curve (see Fig. 4 ). The FWHM of the resulting field is therefore not consistent with the geometrical definition of the field. The irradiation field size specified at 50% relative dose level becomes larger than the geometrical field size defined by the projected collimator settings, an effect which is called the apparent widening of the field. For a given source to detector distance, this effect depends on the source to collimator distance.
It has been shown that the detector response and perturbation effects are determined by the FWHM at the measurement depth rather than on the collimator setting. 29 Therefore, the FWHM of the lateral beam profile is the most representative and essential field size parameter for accurate small-field dosimetry. Hence, the field size for small-field dosimetry is defined in IAEA TRS-483 as the irradiation field size or the FWHM of the field at the position of the detector. To facilitate establishing a relationship between FWHM and collimator setting, it is also recommended that both the FWHM and the geometrical field size, together with the depth it pertains to, be recorded when reporting small-field data.
Output correction factors for small fields are tabulated as a function of the size of square fields. For nonsquare fields, a method is provided to determine equivalent square small-field sizes for which the output correction factors are the same. This method simply equates the areas of the nonsquare and square small fields and is based on work by Cranmer-Sargison et al. 29 Note that this is different from obtaining the equivalent square field in machine-specific (broad) reference fields, where the amount of photon scattering is equated (see Section 6) . Given that for square field sizes below 4 cm, phantom scatter factors are independent of collimation and linac type and depend only on the measurement depth and field area, 27 4 cm is taken as the boundary between the broad beam equivalent field size method and the small-field equivalent-field-size method.
3.C. Spectrum hardening in small fields
The collimator that defines a small-field shields photons that are scattered from different components inside the linac head, including flattening filter and primary collimator. Thus, the amount of low-energy photons scattered from the linac head reaching the center of the small field is reduced. Additionally, the amount of phantom scatter also decreases for a small field as compared to a broad field, which, for most depths, is a larger effect than the reduced head scatter. These two effects result in a hardening of the photon energy spectrum at any point on the beam axis with decreasing field size, which corresponds to an increase in the average photon energy in comparison with broad beam conditions. This hardening effect has the potential to affect the ratio of mass energy-absorption coefficients and stopping-power ratios between water and the detector material. Additionally, when the field is too small for achieving LCPE, there will be a deficit of low-energy electrons reaching the central axis that results in an increase of the mean energy of the on-axis electrons. This increase can also affect the stoppingpower ratio. However, it turns out that the charged particle spectrum produced in water is much less affected so that the water-to-air stopping-power ratio has been found to decrease by no more than 0.5% at the depth of 10 cm in a 6 MV photon beam from 10 cm 9 10 cm reference fields down to 0.3 cm 9 0.3 cm square fields and 0.3 cm diameter circular fields. [30] [31] [32] Even over a range of depths, from the depth of dose maximum to a depth of 30 cm, the variation is not more than 1%. 30, 31 However, the increased average photon energy of the beam does affect the response of, for example, silicon-based diode detectors because of the large variation in the water-to-silicon mass energy-absorption coefficient ratio for photon energies below 100 keV. Simulations show a variation in 3-4% in the response of unshielded diodes from a 10 cm 9 10 cm field to subcentimeter field sizes at a measurement depth of 10 cm as a result of the reduced phantom scatter 33 and this is supported by experimental data. 15 Small ionization chambers with high-Z electrodes also exhibit a similar field-size dependence, 34 which may be further enhanced in FFF beams. 35 
3.D. Beam quality specification in machine-specific reference and in small fields
Conventional reference dosimetry of a high-energy photon beam with quality Q using an ionization chamber requires an absorbed dose to water calibration coefficient in the beam quality Q or, if that is not available, an absorbed dose to water calibration coefficient in a calibration beam quality Q 0 and a chamber-dependent beam quality correction factor k Q;Q 0 . The shorthand notation for k Q;Q 0 when Q 0 is 60 Co is k Q . Note that these factors are called beam quality conversion factors in AAPM TG-51 and its Addendum. As mentioned in Section 3.A.1, the beam quality for high-energy photon beams is specified in IAEA TRS-398 1 by TPR 20,10 (10); in AAPM TG-51 and its Addendum, 2,3 the beam quality specifier is %dd(10,10) X . The beam quality specifiers in these protocols are used for the selection of the beam quality correction factor k Q;Q 0 . TRS-483 gives the option of using either TPR 20,10 (10) or %dd(10,10) X as the beam quality specifier.
In IAEA TRS-398, the preferred approach is to use experimental k Q;Q 0 values measured for the user chamber at specific beam qualities in a Primary or Secondary Standards Dosimetry Laboratory (PSDL or SSDL). The difference between beam qualities at the standards laboratory and at the user facility would give preference to k Q;Q 0 factors determined for a specific clinical radiotherapy machine, a possibility that only exists if the PSDL or SSDL calibrates chambers in the beam of the particular clinical machine or the same machine type. Since PSDLs and SSDLs that provide linac-based highenergy photon beam calibrations now use clinical linacs, this option is realistic. Indeed, with modern radiotherapy technology, differences between machines of the same type have been reduced significantly and, within a certain tolerance, the beam quality for a given photon beam energy at a given machine type is found to vary only modestly from machine to machine. Thus, it is conceivable that a unique beam quality correction factor for a particular combination of ionization chamber type and radiotherapy machine type could be used and the dosimetry at these machines could, in principle, be done without a need for beam quality specifiers. This has to some extent been demonstrated for Gamma Knife â , Cyberknife â , and TomoTherapy â treatment units (personal communications with representatives of the vendors: J. Johansson, W. Kilby, and T. R. Mackie, respectively). Likewise, for conventional radiotherapy machines with jaws-or MLC-collimated fields, machine uniformity has improved. 36, 37 It must be emphasized though that this does not remove the necessity of verifying that the beam quality specifier is indeed within the normal range for a given machine type and that even if the determination of the beam quality specifier does not serve the purpose of looking up beam quality correction factors, it remains an essential part of commissioning and QA procedures. Another point is that most IMRT and stereotactic treatments are delivered with photon beams of nominal energies not exceeding 10 MV, where the sensitivity of k Q;Q 0 to changes in the beam quality is rather small. 1, 2 There is a remaining issue to be considered for dosimetry in small fields. As discussed in Section 3.C, the very small variation in water-to-air stopping-power ratios with field size suggests that, for ionization chambers, the beam quality specifier defined for the conventional 10 cm 9 10 cm reference field is appropriate and sufficient for the dosimetry of smaller fields from the same machine.
The variation in stopping-power ratios and perturbation factors with field size can be incorporated into a field-dependent output correction factor that will be discussed in Section 5.B.2. However, the problem is that not all machines can establish the conventional 10 cm 9 10 cm reference field and other reference conditions, such as SDD or SSD, prescribed for the measurement of beam quality.
Alfonso et al. 9 introduced the concept of a machine-specific reference (msr) field, f msr , for the reference dosimetry of such radiotherapy machines and it is thus logical to devise procedures for the determination of the beam quality specifier in this msr field. Such a procedure was proposed for TomoTherapy â38,39 to determine a machine-specific beam quality specifier, similar in definition to %dd(10,10) X but measured in the different conditions achievable in these treatment machines. Calculated k Q values as a function of this specific beam quality specifier were then compared with values as a function of the conventional beam quality specifier to establish a relation between the machine-specific beam quality specifier and the conventional beam quality specifier. Another proposed approach relies on the measurement of TPR 20, 10 (S), the ratio of absorbed dose to water values at the depths of 20 and 10 g cm À2 in water for a square field size of S cm 9 S cm defined at an SDD of 100 cm. TPR 20,10 (S) values are measured for the nonconventional machine at a series of square field sizes S up to the maximum field size available. Comparing those with the functional relation between TPR 20,10 (S) and S for a machine where the conventional reference conditions can be established, enables extrapolation of the measured data for the nonconventional machine to a value for S = 10. 40 The quantity TPR 20, 10 (S) has the character of a beam quality specifier, but since it is not measured according to its definition and only serves to derive the beam quality specifier TPR 20,10 (10), we consider it here as an auxiliary specifier.
Related approaches were used in several publications [40] [41] [42] involving extrapolation of measurements as a function of field size using data for the same range of field sizes from the generic set in BJR Supplement 25. 43 It was demonstrated by Sauer 42 that this methodology also works well for nonsquare (e.g., circular or rectangular) fields using the equivalent square fields method (BJR Supplement 25 43 ) and even for FFF beams after applying a correction for the scatter deficiency caused by their conical-shape lateral beam profiles (yielding a virtually flattened equivalent square field size). Based on the same approach and the same BJR Supplement 25 data, Palmans 44 derived self-consistent formulas for the derivation of TPR 20,10 (10) from TPR 20,10 (S) for a narrower range of square field sizes (S between 4 and 12 cm, the relevant range) as well as for the derivation of %dd(10,10) X from %dd(10,S) X , the percentage depth dose at 10 cm depth in a water phantom due to photons only (i.e., excluding the contribution of electron contamination) for an equivalent square field size of S cm 9 S cm at a source-to-surface distance (SSD) of 100 cm.
Last but not least, it must be noted that the slightly different relation between stopping-power ratios and beam quality specifier between FFF and beams with flattening filter (WFF) [45] [46] [47] [48] should strictly be considered and taken into account in the relevant k Q;Q 0 data. This has been included in the data tables of TRS-483 for the reference dosimetry of both beam types.
3.E. Detector response
As is well-known, the size, shape, and materials of a detector result in deviations from the ideal small volume concept underlying the Bragg-Gray principle. As a consequence, the application of cavity theory based on the assumption of identical electron fluence in the medium and in the detector, and the use of medium-to-detector stopping-power ratios, requires correction factors to account for the fluence perturbation caused by the different detector components. These perturbations are assumed to be small and independent of each other. Dosimetry protocols for conventional reference dosimetry 1-7,49-51 include explicitly or implicitly such perturbation correction factors to correct the detector response from the calibration beam quality to the user's beam quality.
In recent years, there has been a renewed interest in accurate Monte Carlo determinations of perturbation correction factors for ionization chambers and studies have analyzed the different perturbation effects in a stepwise fashion (cf. Ref. [52] [53] [54] [55] ), leading to a total chamber perturbation correction factor in a given beam quality. Studies on perturbation effects of small ionization chambers in small static beams are, however, scarce. One of the earliest studies in this area was the work by Crop et al., 56 showing that the largest perturbations were caused by the chamber volume averaging effect and the difference between the mass density of the ion chamber sensitive volume and that of the medium, both corrections being of similar size; the perturbations were considerably larger for off-axis measurements. The central electrode and wall perturbation correction factors were close to unity, although different from those in a broad beam. These results showed that, for small detectors and small fields, the fluence perturbation effects are considerably larger than for conventional ionization chambers in broad beams. In the smallest clinical fields, some perturbations become so large that the various contributions to the overall perturbation correction factor are no longer independent. This situation, which differs substantially from the conditions in broad beams, questions the traditional approach of applying Bragg-Gray cavity theory.
Monte Carlo calculations based on the ratio of the absorbed dose to a point in water and the absorbed dose to the real detector (simulating in detail the entire detector geometry) have become the preferred method for calculating an overall conversion factor. This overall factor accounts for all the possible detector component perturbation effects as well as for the necessary medium-to-detector component stopping-power ratios. Stepwise studies on the different perturbation contributions might still be of scientific interest but should not aim at deriving independent perturbation correction factors. Monte Carlo calculated overall conversion factors are recommended in the Addendum to AAPM TG-51.
It is of interest to emphasize that small solid-state detectors may also exhibit some level of volume averaging, which considering their size is only significant for the smallest clinical fields, that is, those with diameter or square field size smaller than about 1 cm. [57] [58] [59] [60] For these detectors, other perturbation effects may be of importance as well, for example, backscattering from metallic electrodes. The energy and angular dependence of some diode detectors also plays an important role. The high-Z materials used in shielded diodes to compensate for their overresponse in large fields (see Section 3.C), cause large perturbations in small fields; these are difficult to determine accurately even with Monte Carlo calculations, as detector-to-detector differences of a given model are complex to specify accurately. 61 
3.F. Current reference dosimetry vs msr and smallfield dosimetry
Current methods of reference dosimetry for conventional 10 cm 9 10 cm reference fields using calibrated ionization chambers are well-established by CoPs such as IAEA TRS-398, AAPM TG-51, and the Addendum to AAPM TG-51. Methods that have been proposed for reference dosimetry in msr fields, in general, do not differ much from those recommendations. As long as the msr field is sufficiently large, this is justified because of the minimal variation in calculated k Q;Q 0 values. As explained in Section 3.D, methods have also been worked out to derive the beam quality specifier for msr fields, given that it cannot be measured according to its definition. If the msr field is defined in an FFF beam, a correction factor for the nonuniformity of the lateral beam profile has been proposed and quantified by several authors 62, 63 and use of such a correction factor has been adopted in the Addendum to AAPM TG-51. Some additional differences arise if the msr field size is too small for commonly used reference ionization chambers, such as Farmer-type chambers, to meet the criterion that the outer edges of the detector should be at least a distance r LCPE away from the field edges. In TRS-483, the smallest field size recommended for a Farmer-type chamber is 6 cm 9 6 cm for the highest beam energies. In that case, smaller ionization chambers should be selected, but they may need more characterization to evaluate if they are suitable for reference dosimetry. Gamma Knife â is an exceptional case in this sense since in the msr field size of 1.6 or 1.8 cm diameter, no chambers that are normally recommended for reference dosimetry can be at least a distance r LCPE away from the field edges and one must resort to microchambers that do not fulfill the criteria of a reference class ionization chamber in high-energy photon beams as, for example, set out in the Addendum to AAPM TG-51. However, experimental studies have shown that some of those chamber types do fulfill these criteria in the small 60 Co fields of the Gamma Knife â . This can be explained partially by the fact that only a small portion of the stem is irradiated, meaning that substantial polarity effects observed in broad high-energy x-ray beams with these chamber types are not observed in the Gamma Knife â .
Concerning relative dosimetry of small fields, numerous issues have been widely reported as discussed in the previous sections. Small ionization chambers have been proven to be unsuitable for quantifying the penumbral width and detectors are needed with a higher spatial resolution in at least one direction or use an extrapolation technique. 64 For the determination of the field size, the resolution is slightly less critical and small ionization chambers are used or detectors with a higher spatial resolution by using the smallest dimension of the detector in the scanning direction. Some pitfalls like the asymmetry of detector response, especially due to stem signals, have been reported. 12 For the measurement of field output factors, the general approach is to use small-volume liquid-or solid-state detectors for the smallest field sizes. However, many such detectors have been shown to exhibit a field size-dependent response due to their energy dependence. For this reason, it has been proposed in numerous publications to use an ionization chamber for field sizes larger than "an as-small-as-possible intermediate field" and use small-volume liquid or solid detectors only for smaller field sizes, with an overlapping point at the intermediate field size, a method heretofore referred to as the intermediate-field method. However, even for those small detectors, volume averaging and other fluence correction factors need to be applied in the smallest fields.
SUMMARY OF TERMS AND SYMBOLS
This section includes a list of definitions of the special terms used in IAEA TRS-483 and a list of symbols that establishes the equivalence of symbols in IAEA TRS-483 and its implementation consistent with AAPM TG-51 and its Addendum.
Lateral charged particle equilibrium range. The lateral charged particle equilibrium range, r LCPE , is an important parameter to establish the relation between the field size and the minimum detector size for which LCPE conditions approximately exist. The value of r LCPE depends on the beam energy and is defined as the minimum radius of a circular field for which a fit to the ratio of absorbed dose to water in the center of the field and the water collision kerma in water reaches the value determined by broad beam TCPE conditions within a specified tolerance (a tolerance of 0.05% was used for the Monte Carlo results shown in Fig. 1 ). Equations (1) and (2) express the values of r LCPE derived from Monte Carlo simulations as a function of the beam quality specifiers TPR 20,10 (10) and %dd(10,10) X .
Field size. The field size is defined as the pair of dimensions (in rectangular fields) or the diameter (in a circular field) that define(s) the area of the field at the measurement distance and depth (cf. Section 3.B). Each dimension is defined by the FWHM of the lateral beam profile determined at the measurement depth which is sufficient to eliminate the contribution of contamination electrons. "Field size" is thus used as synonym for "irradiation field size" as defined by the International Electrotechnical Commission. 65 Small field. The field of a photon beam is defined to be small when at least one of the small-field conditions described in Section 3.A exists. With respect to measurement, this is the case when the external edge of the detector is at a distance from the field edge smaller than r LCPE .
Equivalent square small-field size. Output correction factors for the relative dosimetry of small fields are tabulated as a function of the size of square fields. For nonsquare fields, the equivalent square small-field size is defined as the size of a square field having the same area as the nonsquare field (cf. Section 3.B). The symbol for the equivalent square smallfield size in IAEA TRS-483 is S clin .
Machine-specific reference field. In high-energy photon beam generators where the conventional 10 cm 9 10 cm reference field cannot be established, a machine-specific reference (msr) field is introduced, which should have dimensions as close as possible to the conventional reference field and should extend at least a distance r LCPE beyond the outer boundaries of the reference ionization chamber (hence, no small-field conditions are present). If the size of the detector is d (greatest distance between two points on the outer boundary of the detector), the FWHM of the field in the direction of d has to fulfill the condition:
Note that the stem and cable are normally not considered part of the detector volume, but to account for the strong disequilibrium conditions at the field edges, part of the stem starting from the air cavity, with a length equal to the maximum wall thickness (including the sleeve) in the other directions, should be considered in the detector size.
In the case that only fields smaller than the conventional 10 cm 9 10 cm reference field can be realized, the msr field will usually be the largest achievable field.
Hypothetical reference field. The hypothetical reference field is a concept introduced in the formal dosimetric expressions in Section 5.A.3 for machines that cannot establish the conventional 10 cm 9 10 cm reference field. It is the 10 cm 9 10 cm reference field that would result from a 10 cm 9 10 cm collimator setting in such a beam. This field cannot be achieved physically, but it can be modeled in a virtual environment, that is, in a Monte Carlo simulation.
Equivalent square msr field size. Distinct from the definition of the equivalent-square small-field size, the equivalent square msr field size is defined as the size of a square field in which the same amount of phantom scatter is generated as in the nonsquare field (cf. Section 3.B). The symbol for the equivalent square msr field size in IAEA TRS-483 is S.
Field output factor. A field output factor is defined, at a given depth, as the ratio of absorbed dose to water in any nonreference (clinical) field to that in a reference field. In conventional broad beams, it is derived from a ratio of detector readings due to the practical independence of stoppingpower ratios and perturbation correction factors on field size. In small-field dosimetry, however, such independence does not exist, notably for perturbation factors, and a field output factor will in almost all cases require an output correction factor to the measured detector reading ratio relative to an
Field output correction factor. A field output correction factor is a correction factor that accounts for the differences between the response of a detector in a nonreference (clinical) field and that in an msr reference field. The symbol for an output correction factor in IAEA TRS-483 is k
Volume averaging correction factor. The volume averaging correction factor is defined as the ratio of the absorbed dose to water at the reference point in the water phantom in the absence of the detector and the mean absorbed dose to water over the sensitive volume of the detector (still in the absence of the detector). It can be derived from an integration of the 3D dose distribution in the water phantom over the sensitive volume of the detector. The expression to calculate the volume averaging correction factor is k vol ¼
R R
A wðx; yÞ dx dy R R A wðx; yÞ OARðx; yÞ dx dy ;
where x and y are the coordinates orthogonal to the beam central axis, A is the area of the projection of the sensitive volume of the detector on a plane orthogonal to the beam axis, OAR (x,y) is the off-axis ratio, which is the 2D lateral beam profile at the measurement depth normalized to unity on the central axis, and w(x,y) is a weighting function representing the extension of the detector's sensitive volume along the beam axis as a function of the beam lateral coordinates. Note that when output correction factors are calculated with Monte Carlo simulations using realistic models of the detector and the incident beam, k vol is intrinsically included in the calculations.
Beam quality specification of an msr field. The beam quality specifier of an msr field represents the penetration properties of the beam (in the absence of knowledge of the full spectral description at the measurement depth). In IAEA TRS-483, the beam quality is specified by a single parameter, similarly as in previous CoPs. Given the limited variation in k Q;Q 0 values with field size, it is assumed that the beam quality specifier of the msr field is the same as that of the hypothetical 10 cm 9 10 cm reference field. Since this field size cannot be established physically, expressions are provided to derive the beam quality specifier TPR 20,10 (10) or %dd(10,10) X from the measured quantities TPR 20,10 (S) or %dd(10,S) X in the msr field with equivalent square msr field size S. The symbol to denote the beam quality of an msr field is Q msr .
Beam quality of a small field. Despite the fact that the energy spectrum in a small field is different from that in a reference field, the concept of beam quality in a small field is not used in the implementation of this CoP, since the output correction factors for small fields are dominated by volume averaging and fluence perturbations. While in an msr field, the beam quality specifier is used to select the beam quality correction factor for the reference field, the output correction factor in small fields is specified by the field size expressed as the FWHM for a given MV. The energy dependence of the output correction factor is modest and data are given for two discrete accelerating potentials.
List of symbols and equivalence between IAEA and AAPM nomenclature. Table I shows the symbols in TRS-483 using the IAEA and AAPM nomenclature. In general, the designation of the field size is dropped from the AAPM nomenclature (the latter based on TG-51 and its Addendum). This simplification is possible for all quantities except for those associated with Eq. (8) below, where the beam quality correction from WFF-to-FFF beams is separated from that from Q 0 -to-WFF as a result of the difference in field size. Note that beam quality correction factors are called beam quality conversion factors in AAPM TG-51 and its Addendum.
FORMALISM AND APPLICATION
The approach for the dosimetry of small static photon fields at a particular radiotherapy machine includes the determination of small-field output factors relative to a reference field, which can be either the conventional 10 cm 9 10 cm reference field at 100 cm SSD or SAD (source-to-axis distance) or, if this cannot be established, an msr field. To this end, the formalism published by Alfonso et al. 9 for the reference dosimetry of msr fields and the determination of field output factors of small photon fields is followed with minor modifications.
For the reference dosimetry of msr fields, the recommendations are based on the use of an ionization chamber for which a calibration coefficient in terms of absorbed dose to water is available from a standards laboratory in a reference calibration beam. For the determination of field output factors of small photon fields, two steps are considered: relative dosimetry using an ionization chamber for field sizes larger than or equal to an intermediate field size and relative dosimetry using a small-field detector for field sizes smaller than or equal to the intermediate field size. For both, reference and relative dosimetry, the reference depth is taken to be 10 cm, except for the CyberKnife where output correction factors are provided at z max .
5.A. Reference dosimetry
For radiotherapy machines where the conventional 10 cm 9 10 cm reference field at 100 cm SSD or SAD can be established the recommendations of IAEA TRS-398 or AAPM TG-51 and its Addendum are followed, except for FFF beams for which the differences between beam quality correction factors for FFF and WFF beams are taken into account. These differences are due to the volume averaging correction factor (which is accounted for by a separate correction factor in the TG-51 Addendum) and water to air stopping-power ratios. 10 For radiotherapy machines where the conventional 10 cm 9 10 cm reference field at 100 cm SSD or SAD cannot be established an msr field is defined and alternative reference conditions specified. For msr fields smaller than 6 cm 9 6 cm, smaller volume ionization chambers than those recommended for reference dosimetry in IAEA TRS-398 or AAPM TG-51 are considered in IAEA TRS-483, including some in particular for the Gamma Knife â that do not fulfill the criteria for reference class ionization chambers in other fields. Apart from that, the same data for reference dosimetry as in IAEA TRS-398 or AAPM TG-51's Addendum are used, with the same exception for FFF beams as above. The only other difference to be considered with IAEA TRS-398 and AAPM TG-51 is the method for the determination of the beam quality specifiers, which involves the determination of an equivalent square field for nonsquare msr fields, as described in Section 5.A.6.
For most conventional linac-based msr fields and for a number of specific types of msr fields, such as CyberKnife â , TomoTherapy The formalism for reference dosimetry using an ionization chamber allows one of three approaches depending on the beam quality for which a calibration coefficient is available and the type of data that are available.
5.A.1. Chamber calibrated specifically for the msr field
The preferred approach for reference dosimetry of the msr field, provided the standards laboratory is able to supply a calibration coefficient in the msr field, coincides with that for the determination of absorbed dose to water using a calibration in terms of absorbed dose to water in the field f msr . Hence, the absorbed dose to water at the reference depth z ref in water in the absence of the ionization chamber is given by:
where Q msr is the beam quality of the msr field, M f msr Q msr is the reading of the dosimeter in the msr field corrected for influence quantities, and N f msr D;w;Q msr is the calibration coefficient in terms of absorbed dose to water of the ionization chamber measured at the standards laboratory for the msr field of quality Q msr .
5.A.2. Chamber calibrated for a conventional reference field and generic beam quality correction factors available
In most cases, the ionization chamber calibration coefficient is measured in a reference calibration beam of quality Q 0 for a conventional 10 cm 9 10 cm reference field f ref .
In that case, a beam quality correction factor is required for the use of the calibration coefficient in a different beam quality than the one used for the chamber calibration. The absorbed dose to water for the msr field is then given by:
where N for the difference between the response of the ionization chamber in a conventional reference calibration field with beam quality Q 0 at the standards laboratory and the response of the ionization chamber in the msr field with beam quality Q msr . A generic, chamber-type-only dependent k
factor is one that is common to a specific ionization chamber type, which is either determined experimentally for a representative sample of the chamber type or by calculation based on the nominal geometry and material compositions supplied by the manufacturer.
Note that the basic equation in TG-51 and its Addendum for the determination of the reference absorbed dose to water is Considering that the beam quality of the clinical reference field, that is, the machine-specific reference field, f msr , is specifically denoted as Q msr , Eq. (6) is a more general expression that accounts for the possibility that (a) the chamber calibration quality Q 0 at the laboratory may be different from 60 Co, and (b) the clinical reference field, f msr , may differ from the conventional f ref ¼ 10 cm Â 10 cm. Except for this generalization, which also replaces the corrected detector reading M by M f msr Q msr , the basic equation in TG-51 is identical to Eq. (6).
5.A.3. Chamber calibrated for the conventional reference field and generic beam quality correction factors not available
In the case that no generic beam quality correction factor for the msr field with reference to the calibration field is available, a third approach has to be followed. In this case, the absorbed dose to water for the msr field is given by:
where k
is a factor to correct for the difference between the response of the ionization chamber in a conventional reference calibration field with beam quality Q 0 at the standards laboratory and the response of the ionization chamber in a conventional 10 cm 9 10 cm reference field with beam quality Q at the same machine as the msr field and k f msr ;f ref Q msr ;Q is a factor to correct for the difference between the response of the ionization chamber in a conventional 10 cm 9 10 cm reference field with beam quality Q at the same machine as the machine-specific reference field and the response of the ionization chamber in the msr field with beam quality Q msr .
As already emphasized, the need for an msr field arose from the impossibility for some machines of realizing a 10 cm 9 10 cm field to perform dosimetry according to a conventional dosimetry protocol. When a 10 cm 9 10 cm field cannot be realized, f ref is referred to as a "hypothetical" 10 cm 9 10 cm reference field. 9 The beam quality correction factor k 
5.A.4. Considerations concerning FFF beams
For the application to FFF beams, a complication arises because the value k (7) is replaced with the product of two factors to account for the difference between the response of the ionization chamber in the hypothetical FFF beam of quality Q FFF and that in a WFF beam with beam quality Q WFF for which the beam quality specifier is the same as for the beam quality Q FFF . For clarity, a superscript index "FFF" has been included for all beam qualities of FFF beams and a superscript index "WFF" has been included for all beam qualities of WFF beams, leading to: is the factor that corrects for the difference between the response of the ionization chamber in a 10 cm 9 10 cm (hypothetical) reference field with beam quality Q FFF at the same machine as the machine-specific reference field and the response of the ionization chamber in the msr field with beam quality Q FFF msr . The latter factor equals unity in most cases for the detectors recommended in IAEA TRS-483. Two effects contribute to the value of k f ref Q FFF ;Q WFF : one is the different response of the ionization chamber due to the different charged particle spectra of both beam qualities, which changes stopping-power ratios and perturbation correction factors, and the second one is the volume averaging due to the nonuniformity of the lateral beam profile in the FFF beam (the typical quasi-conical 2D profile). In the Addendum to AAPM TG-51, only volume averaging is accounted for (as a separate correction factor) and the remainder of the overall beam quality correction factor is assumed to be applicable to both WFF and FFF beams. This assumption is justified based on the observation that differences in the mass stopping power ratios water-to-air for WFF and FFF beams are small when cast against %dd(10,10) X . 46 The volume averaging correction factor can differ significantly from unity for Farmer-type chambers. Details of the calculation of k If the reference field is the conventional 10 cm 9 10 cm reference field, Eqs. (5) and (6) reduce to a formalism equivalent to that of IAEA TRS-398 and AAPM TG-51 by substituting the indices "msr" with "ref". Eq. (7) is, of course, unnecessary in this case.
5.A.6. Determination of the beam quality specifier for an msr field
Reference conditions and detailed setup instructions are provided in IAEA TRS-483 for the measurement of TPR 20,10 (S) or %dd(10,S). These are very similar to the reference conditions and setup for the measurement of the conventional beam quality specifiers, TPR 20,10 (10)or %dd(10,10) X , in IAEA TRS-398 and AAPM TG-51 except that the field size is that of the msr field and if the SDD or SSD cannot be set to 100 cm, they should be set to the values closest to 100 cm achievable. TPR 20,10 (10) or %dd(10,10) is derived from TPR 20,10 (S) or %dd(10,S) using Eqs. (9) and ((10), valid for 4 cm ≤ S ≤ 12 cm, with S being the equivalent square msr field size in cm. For rectangular and circular fields, IAEA TRS-483 provides tables to derive their equivalent square msr field sizes, including data for generic FFF beams that are also valid for TomoTherapy and CyberKnife machines. 66 The beam quality specifier is then determined as 44 : 
where c = (53.4 AE 1.1) 9 10 À3 . It should be noted that if a field is smaller than 4 cm, it cannot be considered to be an msr field for accelerating potentials of 6 MV or higher.
Consistent with AAPM's Addendum to TG-51, 3 IAEA TRS-483 recommends that for beams with flattening filter (WFF beams) with energies below 10 MV (%dd(10,10) ≤ 75%), %dd(10,10) be taken as the beam quality specifier % dd(10,10) X . However, for beams with energies of 10 MV and higher (%dd(10,10) > 75%) and for FFF beams of any energy, it is recommended to introduce a 1 mm lead foil in the beam to eliminate the potential effect of accelerator-produced electron contamination and obtain %dd(10,10) Pb . The beam quality specifier %dd(10,10) X can then be obtained from %dd(10,10) Pb using Eqs. (13) or (14) in AAPM's TG-51 protocol. 
where TMR(z,S) is the tissue-maximum ratio at the depth z in water for a square field of size S (defined at the depth z), NPSF(S) is the normalized peak scatter factor for the field size S (see, e.g., BJR Supplement 25 [43] ) and z max is the depth of maximum dose. For SSD between 90 and 110 cm, a sufficiently accurate approximation is obtained by omitting the TMR and NPSF ratios in Eq. (11).
5.A.7. Recommended detectors for reference dosimetry
For reference dosimetry, the recommended choice of detector is an ionization chamber and the criteria that determine its suitability are extensively described in CoPs for the dosimetry of conventional 10 cm 9 10 cm reference fields such as IAEA TRS-398, AAPM TG-51, and the Addendum to AAPM TG-51. These criteria include a construction that is sufficiently robust and as homogeneous as technically possible with materials that are approximately water-equivalent to minimize the energy dependence of its response in terms of absorbed dose to water. It is also necessary for the air cavity not to be sealed so that the ionization chamber equilibrates rapidly with the ambient temperature and air pressure and it is preferable that it is waterproof, so that it can be used directly in water. Additional requirements are high sensitivity, good short-and longterm stability, linearity of the response with absorbed dose and dose rate, directionally independent response and low leakage and cable contributions to the signal.
Many of these characteristics are translated into criteria for reference class ionization chambers in the Addendum to AAPM TG-51 and these are adopted, with minor amendments, in IAEA TRS-483. In IAEA TRS-398 and AAPM TG-51, the size of recommended chambers is such that the fluence is approximately uniform over the chamber cavity for WFF beams. For FFF beams, the reference ionization chamber should preferably have a length shorter than that of a typical Farmer-type chamber given the nonuniformity of the lateral beam profile. Typical volumes for these chambers are between 0.1 and 0.3 cm 3 . If a Farmer-type chamber is used, a correction for the profile nonuniformity must be applied which can be up to 1.5%. In the context of msr dosimetry, for which equivalent square msr field sizes can be considerably smaller than 10 cm, an additional constraint, already mentioned above, is that the outer boundaries of the ionization chamber should be at least a distance r LCPE away from the field edges (at 50% of the maximum dose level).
Recommended characteristics of an ionization chamber for reference dosimetry of msr fields are given in Table 2 , which is largely adopted from AAPM TG-51's Addendum. 3 IAEA TRS-483 provides two lists of commercially available ionization chambers with their characteristics for use in msr fields with equivalent square msr field sizes of S ≥ 6 and S < 6 cm, respectively. While for the first range of field sizes, the recommended chamber types are largely the same as those recommended in TRS-398 and AAPM TG-51; for the smaller range of field sizes, there are considerable differences which are discussed below.
For equivalent square msr field sizes S < 6 cm, the largest chamber dimension is restricted to around 7 mm. This requirement is usually met only in ionization chambers with volumes smaller than about 0.3 cm 3 . While in principle, a field size and energy-dependent criterion could be given, the ionization chamber size limit of 7 mm assures that for a 10 MV beam, all fields with an equivalent square msr field size down to about 4 cm fulfill the conditions that the outer boundaries of the ionization chamber are at least a distance r LCPE away from the field edges, while for 6 MV, this is the case down to about 3 cm and for 60 Co gamma ray beams down to about 2 cm. The fact that, for Gamma Knife â fields, the beam quality correction factors for ionization chambers remain small, even for the smaller field sizes of 1.8 and 1.6 cm, can be understood by the size of the cavity, with typical values between 2 and 4 mm. That way, the full lateral charge buildup, which may not be achieved at the outer edges of the detector, is still partially achieved within the additional wall material thickness. This reasoning ignores the possibility that, at the interface between the phantom material and the wall, there is an additional component of charged particle disequilibrium; the interplay of this effect with the absence of LCPE could result in a perturbation correction factor different from the one for a broad beam. Some microchambers listed in IAEA TRS-483 do not fulfill the criteria of Table 2 for high-energy x-ray beams but have been proven to fulfill those criteria in a Gamma Knife â . 68 
5.B. Relative dosimetry of small fields: field output factors
In large fields, the recommended instrument for the determination of field output factors is an ionization chamber that exhibits a negligible change in response as a function of field size (this excludes, for example, ionization chambers with steel electrodes, which exhibit a substantial overresponse to the lowenergy phantom scatter in large fields. 34 ) In fields smaller than about 1-2 cm, however, it has been shown that even the smallest commercially available ionization chambers exhibit large fluence perturbations mainly due to volume averaging. The solution proposed in the literature and also adopted in TRS-483 is to use an ionization chamber down to a field size where the boundaries of the detector are still at least a distance r LCPE away from the field edge and use a suitable small solid-state detector for smaller fields. This method is called the intermediate field method. While there are some detectors that exhibit output correction factors close to unity for the smallest clinical field sizes used, most of the more robust and stable devices that are commercially available for measurements in small fields require output correction factors.
It is recommended to determine field output factors for small fields with two or three different types of detectors. Preference should be given to detectors that exhibit output correction factors close to unity. Examples of a suitable choice could be a combination of detectors with correction factors above and below unity so that the product of these factors is close to one such as a small air-filled ionization chamber, radiochromic film, and an unshielded diode, or a diamond, liquid ion chamber, and an organic scintillator.
The minimum field size recommended for measurements with real-time detectors (those providing an instantaneous and potentially continuous signal readout) and for off-line detectors (those that provide a readout after postprocessing) is such that the detector-specific output correction factor falls within the interval 0.95-1.05 for a particular machine. For this reason, TRS-483 does not provide tabulated values outside this interval.
5.B.1. Equivalent square small-field size
Since output correction factors for the smallest fields are very sensitive to the field size, an accurate measurement of the FWHM of the small field is a prerequisite for accurate small-field dosimetry. To this end, IAEA TRS-483 provides guidance on suitable detectors and methods for the measurement of lateral beam profiles to determination field size.
Field output correction factors are tabulated against the equivalent-square small-field size while stereotactic treatment fields are often circular or, in case of using mini-multileaf collimators, rectangular. For this reason, an approach for the determination of the equivalent-square small-field size of those fields is required. This approach is based on the observation that smallfield output factors and correction factors can be adequately represented as a function of the field area of small fields. 29 For rectangular small fields with unequal in-plane and cross-plane FWHMs, the equivalent-square small-field size is approximated by the geometric mean:
where A and B correspond to the in-plane and cross-plane irradiation field widths, defined as the FWHM at the measurement depth. The TRS-483 uncertainty estimates on output correction factors apply for 0.7 < A/B < 1.4. Outside this range, which is usually not violated except for the smallest equivalent-square having to correct only from the intermediate field f int to the clinical field f clin , the contribution from the small-field detector to the overall correction is thus minimized, especially concerning the influence of low-energy photon scatter in fields larger than the intermediate field.
5.B.3. Recommended detectors for the determination of field output factors
It is prudent to assume that a detector used for dosimetry in large fields will not perform well in small fields until the contrary is proven by its adequate characterization for use specifically in small fields. For example, ionization chambers are often not suitable in the presence of high gradients of absorbed dose. Volume averaging and substantial perturbations in the absence of LCPE compromise their use for the dosimetry of smallphoton fields. Generic characteristics of suitable detectors for small-field relative dosimetry are summarized in Table 3 .
The ideal detector for small-field relative dosimetry samples the fluence at a point, is water-equivalent, and has a linear response, which is energy independent and absorbed dose (fluence) rate independent, but meeting all those requirements together is a great challenge for detector design. Although water calorimeters are the most water-equivalent instruments and have no known energy-dependent or absorbed dose rate-dependent response when the chemical heat effect can be suppressed, they are impractical instruments for routine use. The most commonly used detector for relative dosimetry is the air-filled ionization chamber. The minimum chamber size, however, is limited by the magnitude of the ionization produced in the cavity volume as compared to the background signal from other chamber components such as stem and cable. For every ionization chamber, there will always be a field size below which volume averaging becomes unacceptably large. Below that size, only smallvolume liquid ion chambers or solid state detectors are suitable for relative dosimetry, including even those exhibiting substantial perturbations for the smallest field sizes.
IAEA TRS-483 provides recommendations on detectors for the measurement of beam profiles, needed to determine the field size, which are largely based on the recommendations given in IPEM Report 103. 12 For the determination of field output factors, the volume averaging effect is a limiting factor in the choice of detector; therefore, the detector size is such that the radiation fluence is fairly uniform over the detector area. Other properties that affect the performance for field output factor determination are the field size dependence of the response of the detector owing to its energy dependence, absorbed dose (fluence) rate dependence, water equivalence, and overall perturbation.
Fluence perturbation and detector size effects, together with positioning difficulties, are the most important issues encountered in almost all dosimetric systems used for measurements in small photon beams. Using active detectors, the center of a small field is relatively easy to determine via scanning (considering, however, the potential influence of detector asymmetries), but for passive detectors, this usually requires auxiliary tools such as metallic dummy detectors that can be easily imaged using portal imaging or extremely accurately designed detector holders.
Detector composition is also important; if a high-Z material is used in the detector's construction, the energy fluence of secondary electrons is altered. Such detectors (e.g., ionization chambers with a metal central electrode) may exhibit changes in response as field size changes.
For accurate measurements in small fields, it is thus important that each detector be radiographed before use, at more than one rotational position (e.g., orthogonal views), to identify any potential problems and assess the construction and symmetry of the device. This will also make it possible to determine the location of the sensitive volume of the detector, which may differ from external marks or information provided by the manufacturer to an extent significantly affecting small-field dosimetry. Where necessary, the angular response should also be measured to confirm any asymmetries and determine how to take these into account.
In IAEA TRS-483, the characteristics are discussed in detail for ionization chambers, liquid ionization chambers, shielded and unshielded silicon diodes, diamond detectors, plastic and organic scintillators, radiographic and radiochromic films, MOSFETS, TLD, OSLD, RPL glass dosimetry, and alanine. To summarize, liquid ion chambers, silicon diodes, diamond detectors, organic scintillators, radiochromic film, TLDs, alanine, and OSL dosimeters are considered suitable for relative dosimetry of small photon fields, and IAEA TRS-483 recommends their use in radiotherapy clinics provided the requirements in Table 3 are fulfilled and the required correction factors are available for that detector.
5.C. Measurement in plastic phantoms
Current dosimetry protocols [1] [2] [3] [4] [5] [6] [7] recommend that a water phantom be used for the determination of the reference absorbed dose to water at a reference depth in megavoltage photon beams. It is acknowledged, however, that, in certain situations, it might be more convenient for the user to perform the measurements in a plastic phantom while still determining the quantity absorbed dose to water from these measurements. This may occur, for example, when reference dosimetry and the determination of field output factors using off-line detectors have to be performed in a single setup or measurement session.
For the absorbed dose to water formalism, Seuntjens et al. 69 introduced a modification to the basic equation for the determination of the reference absorbed dose to water that can be translated into
where M f msr plastic;Q msr ðz eq;plastic Þ is the ionization chamber reading in plastic corrected for influence quantities and k w;plastic Q msr is a The useful energy range of the detectors for small-field MV radiotherapy is from 60 Co to 10 MV An ideal detector is constructed to be energy independent with macroscopic interaction coefficients (l en /q for photons and S/q for electrons) having a constant ratio to those of water in the energy interval of interest Spatial resolution The choice of a suitable detector in terms of spatial resolution is usually based on a trade-off between a high signal-to-noise ratio and a small dosimeter size
The requirement for spatial resolution is set by the gradients in the quantity to be measured
Size of detector
The detector size is such that the volume averaging correction is not larger than 5%
Orientation
The response of a detector is ideally independent of its orientation with respect to the beam and the variation is less than 0.5% for angles deviating less than 60 ∘ from the recommended orientation for the determination of field output factors
Detectors do not, in general, have an isotropic response, and either a correction is required to account for the angular response or, more commonly, the beam incidence is fixed (i.e., irradiation from end or side) to minimize the effect
Background signal
Any form of signal leakage that would contribute to increased background readings is at least three orders of magnitude lower than the detector
The zero dose reading of a detector will affect the low-dose limit of the device and the signal-to-noise ratio response per Gy
Environmental factors
Corrections over the full range of working conditions enables any influence to be reduced to better than 0.3%
Measurements are ideally independent of temperature, atmospheric pressure, and humidity changes or are corrected accurately for these influence quantities Note: These characteristics are based on the assumption that leakage is negligible and appropriate polarity and recombination corrections are applied.
Medical Physics, 45 (11), November 2018 phantom-dose conversion factor. The depth in plastic z eq,plastic is equivalent to the reference depth in water, z 70 ]. In general, an equivalent depth is defined as a depth where the photon fluence is the same. Under the assumption that Compton scattering dominates photon interactions, ensuring equivalence in photon fluence requires scaling, by the relevant electron density, of all dimensions involved, that is, depth, field size, and phantom size, while keeping the source-detector distance constant. In practice, for phantoms having their electron density similar to that of water, the effect of scaling some of these dimensions (i.e., phantom size and field size) introduces a negligible effect, while corrections can be introduced when the source-detector distance cannot be preserved.
In IAEA TRS-483, the phantom-dose conversion factor k w;plastic Q msr is determined experimentally as a ratio of ionization chamber readings corrected for influence quantities in the water phantom at a depth z ref and in the plastic phantom at a depth z eq,plastic . Its theoretical determination is more complicated and relies on Monte Carlo calculations or on the application of the scaling theorem. As an example for broad beams, values of k w;plastic Q msr for Solid Water â and for PMMA, calculated by Seuntjens et al., 69 are shown in Fig. 5 as a function of the photon beam quality specifiers TPR 20,10 (10) and % dd(10,10) X , illustrating the magnitude of the phantom-dose conversion factor. It can be seen that k derived from Monte Carlo calculations and experiments agree within 0.2% despite the rather large depth scaling correction. For Solid Water â phantoms, larger differences have been found between Monte Carlo and experiments, notably from phantom to phantom, which, although they yield an average difference of 0.3% (MC always larger), still point at a variation in the "water equivalence" of different phantoms of the same material. This was associated with heterogeneities in the phantom due to manufacturing variability in the plastic. indexing approach and is illustrated in Fig. 6(a) . Alternatively, of course, the original data tables from the CoPs can be used. The relative standard uncertainty of the k
values is estimated to be 1%. The additional uncertainty related to assigning k Q values to the beam quality specifiers via the double indexing approach is assumed to add a negligible component to the overall uncertainty.
For FFF linac beams, the k
data provided in IAEA TRS-483 have been calculated including corrections to the TRS-398/TG-51 data for volume averaging and for the difference of the water-to-air stopping-power ratios between WFF and FFF beams. 10 While it could be assumed that, apart from volume averaging, fluence perturbations in WFF and FFF beams with the same beam quality specifier may be slightly different, there is currently no information on this in the literature; those differences are probably small and any such contribution is ignored.
Volume averaging correction factors were calculated with Eq. (4) using published lateral beam profiles for FFF beams from different manufacturers (except CyberKnife â ). On the assumption that the off-axis profiles are similar for a given value of the beam quality specifier, the volume averaging correction factors as a function of TPR 20,10 (10) for cylindrical or thimble ionization chambers are represented by
À3 TPR 20;10 ð10Þ À 3:57 Â 10
where L is the length of the ionization chamber's cavity in cm. As a function of %dd(10,10) X , the expression is
For the CyberKnife â , which has a cone profile that is considerably steeper than that of other FFF linac beams due to its narrower primary collimator, a more accurate expression is
The difference of the water-to-air stopping-power ratios between WFF and FFF beams with equal beam quality specifier has been derived from the publication by Dalaryd et al., 48 the only source of calculated water-to-air stopping-power ratios for clinical FFF beams that was available in the literature when IAEA TRS-483 was developed. Data on the difference of the water-to-air stopping-power ratios between WFF and FFF beams in a newer publication by Czarnecki et al. 71 Fig. 6(b) , again illustrating the dual indexing approach to represent the data.
For both WFF and FFF beams, tables for the calculation of equivalent square msr field sizes for circular and rectangular msr fields are calculated based on scatter functions taken from BJR Supplement 25. For FFF beams, the virtually flattened equivalent square field size accounts for the reduced scatter compared to laterally uniform fields resulting from the typical cone-shaped lateral beam profile. Equivalent square msr field sizes for circular and rectangular msr fields are illustrated in Fig. 7 .
For Gamma Knife â beams, only the option described in Section 5.A.2 is considered. k f msr ;f ref Q msr ;Q 0 data provided in IAEA TRS-483 for the Gamma Knife â models Perfexion and 4C with respect to the calibration beam quality Q 0 ¼ 60 Co have been taken directly from the literature. 68, 72 Note that since reference dosimetry in Gamma Knife â beams is usually performed in plastic phantoms (ABS or Solid Water â ), the correction factors include the conversion to absorbed dose to water. 10 They were derived either from experimental comparisons of the ratio of readings M Q clin =M Q ref in the fields f clin and f ref obtained with two small-field detectors, the reference one assumed to require a negligible correction or with an already known correction, or from Monte Carlo simulations. Data obtained using a "hybrid procedure", combining Monte Carlo-calculated field output factors in water with measured ratios of detector readings were not used.
Field output correction factors based on experimental data were obtained using the equation 
An overall type B standard uncertainty for each field size and detector type has been estimated from the range of data used in the fit, assuming that the limiting values of the data range for each field size correspond to the 95% confidence limits of a normal (Gaussian) distribution. Outliers (deviating more than three standard deviations from the fitted values) were rejected after which the fit procedure was repeated with the remaining data. For some detectors and/or field sizes, there were only one or two datasets available and the method did not yield a realistic uncertainty estimate in which case the uncertainty has been taken to be as for a similar detector type. For a number of small-field detector types, the compiled data and the fits with their estimated uncertainties are shown in Fig. 8 for 6 MV beams. Typical uncertainty estimates for groups of detector types are shown in Fig. 9 .
Investigating all the data, the observation was made that the first term on the right hand side of Eq. (23) does not depend significantly (within the uncertainty estimates) on the nominal accelerator potential for 6-10 MV beams, whereas the second term does. The amount of data for 10 MV beams is, however, considerably smaller and thus recommended data for 10 MV beams contain also information from the 6 MV dataset on the first term. Another finding was that the first term on the right hand side of Eq. (23) did not depend significantly on the measurement depth, while the second term did. No significant differences in data between FFF and WFF beams were observed confirming earlier findings reported in the literature. 59, 73, 74 When taking into account the equivalent square small-field size at the measurement depth, the field output correction factors were also found not to depend on the source to detector distance (observations made for the CyberKnife â at distances ranging from 65 to 100 cm. 91 ) For the CyberKnife â , where the reference depth is z max , the data provided in IAEA TRS-398 have been calculated from the fits to the 6 MV data with a reduction in 40% applied to the sigmoid term and the slope of the linear term reduced by a factor 3 as compared to the values at a depth of 10 cm. By this approach, good agreement was found with published data for the CyberKnife â . 63, [93] [94] [95] For TomoTherapy â machines, the data in IAEA TRS-483 have been calculated from the fits to the 6 MV data at a measurement depth of 10 cm, but normalized to the virtually flattened equivalent square msr field size of the 5 cm 9 10 cm machine-specific reference field.
For 96 Such data are currently only available for the Gamma Knife â model Perfexion and the tabulated data are restricted to those that are not more than 5% different from unity. Note, again, that these data apply to measurements in plastic phantoms and the conversion to water is included in the correction factor.
SUMMARY AND CONCLUSIONS
IAEA TRS-483 is an international Code of Practice (CoP) for the dosimetry of small static fields used in external megavoltage photon beam radiotherapy, 10 published jointly by the IAEA and AAPM. It provides recommendations for reference dosimetry of radiotherapy machines that cannot establish the conventional 10 cm 9 10 cm reference field and for the determination of field output factors in small static photon fields. The formalism used is based on that developed by Alfonso et al. 9 Three introductory sections describe the rationale and context of the CoP, the clinical use of small photon fields, and the physics of small-field dosimetry. In the fourth section, definitions of terms that are specific to the CoP (as compared to previous CoPs for broad beam reference dosimetry, such as IAEA TRS-398 and AAPM TG-51) are given as well as a list of symbols and equivalences between IAEA and AAPM nomenclature to facilitate practical implementation by end users of IAEA TRS-398 and AAPM TG-51. The fifth section summarizes the equations and procedures that are recommended in the CoP and the sixth section provides an overview of the methods used to derive the data provided in IAEA TRS-483. This is the first time a Code of Practice (CoP) for the dosimetry of small photon fields based on comprehensive data and correction factors has been published. This publication will ensure consistency and improvement in the dosimetry of small photon fields in the coming decade. Worksheet templates similar to those of earlier IAEA dosimetry CoPs 1,50,51 will be developed by the IAEA.
