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DEFINABILITY LATTICE FOR ADDITION OF RATIONALS
A.L. SEMENOV, S.F. SOPRUNOV
Abstract. In the present paper we discuss the lattice of reducts of 〈Q, {+}〉.
1. Preliminaries
We consider the structure M = 〈Q<ω, {+}〉, where Q<ω ⊂ QN, ~v ∈ Q<ω if
{i|vi 6= 0} is finite. We denote by ~0 the vector 〈0, . . . , 0, . . . 〉 ∈ Q<ω. It’s well
known that M is ω-saturated elementary extension of 〈Q, {+}〉, so the lattice of
definable reducts of M (and 〈Q, {+}〉) corresponds to the lattice of subgroups of
the group of permutations Sym(M), containing the group GL(M) of invertible
linear maps.
Our consideration consists from 3 parts.
Dyadic relations. Here we discuss dyadic relations and 2-definable relations –
relations, definable by the signature {y = rx|r ∈ Q}. These relations are almost
trivial, but form rather complicated infinite lattice.
Triadic relations. Roughly speaking triadic relations add 2 new reducts:
z = (x + y)/2 and z = ±x ± y (by y = ±x1 · · · ± xn we denote the relation∨
s∈{−1,1}n y =
∑n
i=1 s(i)xi). In particular we reprove, that the group AGL(M) is
maximal ([1]).
Relations with more then 3 arguments. We show that they add no new
reducts.
If a relation R(x1, . . . , xn) is definable in M, tuples a1, . . . , an and b1, . . . , bn are
linearly independent, then R(a¯) ≡ R(b¯), so we will suppose, that ¬R(a¯) for a
linearly independent tuples a¯. In other words we suppose that {∑ni=1 rixi 6= ~0|ri ∈
Q, ri 6= 0 for some i} ∪ {R(x1, . . . , xn)} is inconsistent, so
Note 1. R(x1, . . . , xn)→
∨K
j=1
∑n
i=1 rj,ixi =
~0 for some K.
From now on a definable relation is a relation, definable in the structure 〈M, {+}〉,
definable by a signature Σ means definable in the structure 〈M,Σ〉; independent
tuple t¯ is a linearly independent t¯ = 〈t1, . . . , tn〉, ti ∈ M; by l(a, b), a, b ∈ M we
denote the straight line passing through a and b.
We say, that a tuple a1, . . . , an is m-independent for some natural m if∑n
i=1(ki/li)ai =
~0, |ki| < m, |li| < m implies all ki = 0.
Due to standard compactness arguments we note, that
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Note 2. For any definable relation R(x¯) exists such natural number m that R(x¯)
holds for any independent x¯ iff R(x¯) holds for any m-independent x¯
We use abbreviations (∃>kx)Q(x) for (∃x1, . . . , xk+1)(
∧
i 6=j xi 6= xj ∧∧n
i=1Q(xi)), (∃<kx)Q(x) for (∃x)Q(x) ∧ ¬(∃>k−1x)Q(x), and (∃=kx)Q(x)
for (∃>k−1x)Q(x) ∧ ¬(∃>kx)Q(x). Sometimes we use the abbreviation
(∃>kx1, . . . , xn) which is defined by induction: (∃>kx1, . . . , xn)Q(x1, . . . , xn) 

(∃>kx1)((∃>kx2, . . . , xn)Q(x1, . . . , xn)).
Note 3. For a definable relation R(x¯, y¯) there exists a natural number K such that
holds
¬(∃>K y¯)R(x¯, y¯) ∨ ¬(∃>K y¯)¬R(x¯, y¯)
Proof. This is shown by contradiction. Suppose that (∃x)((∃>K y¯)R(x¯, y¯) ∧
(∃>K y¯)¬R(x¯, y¯)) holds for any K. Then the set {R(a¯, b¯),¬R(a¯, b¯′)} ∪ {
∑
i piai +∑
qibi 6= ~0|pi, qi ∈ Q, qi 6= 0 for some i} ∪ {
∑
i piai +
∑
qib
′
i 6= ~0|pi, qi ∈
Q, qi 6= 0 for some i} is consistent, hence due to ω-saturation of M there are
a¯, b¯, b¯′ ∈ M such that b¯, b¯′ are independent, V(a¯) ∩ V(b¯) = V(a¯) ∩ V(b¯′) = {~0},
and R(a¯, b¯),¬R(a¯, b¯′). Contradiction, because there is σ ∈ GL(M) such that
σ(a¯) = a¯, σ(b¯) = b¯′. 
So the note 2 can be reformulated as
Corollary 1. For any definable relation R(x¯, y¯) exists a natural number K such
that R(a¯, b¯) holds for some (any) independent b¯ such that V(a¯) ∩ V(b¯) = {~0} iff
(∃>K y¯)R(a¯, y¯) holds.
Note, that there is only one nontrivial definable subset of M, i.e. {~0}.
2. Dyadic relations
Statement 1. If R(x1, . . . , xn) is nontrivial 2-definable relation, then {~0} is de-
finable by R.
Proof. We may suppose that R(a1, . . . , an)⇒ ai 6= aj .
The rank of a relation R(x1, . . . , xn) is a maximum number m, such that
R(a1, . . . , an) holds for a tuple a¯, containing m independent items. Note, that
we consider relations R(x1, . . . , xn) which rank is less than n.
Let m be the rank of R. Then (renumbering variables if necessary)
R(a1, . . . , am, b1, . . . , bn−m) holds for the independent tuple a¯ and some tuple b¯. The
relation R is 2-definable and m is the rank of R, so (1) each bj ∈ l(~0, ai) for some i
and (2) {b¯′|R(a¯, b¯′)} is finite (Note 3). We suppose, that b1 ∈ l(~0, a1) hence for some
k 6= 0 and sufficiently large M holds (∃=ky1)(∃>Mx2, . . . , xm)(∃y2, . . . , yn−m)(y1 6=
a1 ∧ R(a1, x2, . . . , xm, y1, . . . , yn−m)). Denote by Q(x, y) the statement
(∃>Mx2, . . . , xm)(∃y2, . . . , yn−m)R(x, x2, . . . , xm, y, . . . , yn−m). We see that
|{c|Q(a1, c), c 6= a1}| = k. Therefore |{c|Q(d, c), c 6= d}| = k for any d 6= ~0.
But {c|P (~0, c), c 6= ~0} is or empty or infinite for any definable P . 
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Let R(x, y) is definable relation, we may suppose that (∃x)(∃y)(R(x, y)∧x 6= y∧x 6=
~0 ∧ y 6= ~0) – otherwise it’s equivalent to a definable subset of M.
According to the note 1 a R(x, y) ∧ x 6= ~0 is equivalent to ∨ni=1 y = rix for some
r1, . . . , rn, ri 6= 1, 0.
Denote by G the multiplicative group generated by set {r1, . . . , rn}, and define the
equivalence relation ∼ on M such, that a ∼ b a = rb for some r ∈ G. A permu-
tation ϕ : M → M, preserving the relation R, is a composition of a permutation
on M/ ∼ and bijections between corresponding classes of the equivalence.
For each a ∈ M there is a corresponding permutation σa on the set {r1, . . . , rn},
such that ϕ(a·ri) = ϕ(a)·σa(ri). These permutations σa describe the corresponding
bijections.
If a  b, then permutations σa and σb are independent. If a ∼ b, then permutations
σa and σb are nearly the same.
Statement 2. If a ∼ b, then |σa(ri)| = |σb(ri)|.
Proof. It’s enough to show, that for any a ∈ M, ri, rj holds |σa(rj)| = |σa·ri(rj)|.
We enumerate r1, . . . , rn such, that |σa(r1)| 6 |σa(r2)| 6 . . . , |σa(rn)|.
By induction on m 6 n we prove that
|σa·ri(rj)| = |σa(rj)|; |σa·rj (ri)| = |σa(ri)| for all i 6 m, j 6 n
For a current m we need to prove that |σa·rm(rj)| = |σa(rj)| and |σa·rj (rm) =
σa(rm)| for all j > m.
The proof is by induction on j.
First we show, that |σa·rm(rj)| = |σa(rj)|. Suppose not, so σa·rm(ri) = σa(rj) for
some ri, |σa(ri)| 6= |σa(rj)|. Then i > j, because if i < j then, by the induction
hypothesis, |σa·rm(ri)| = |σa(ri)|. Then ϕ(a) ·σa(rm) ·σa(rj) = ϕ(a ·rm ·ri) = ϕ(a) ·
σa(ri)·σa·ri(rm), i.e. σa(rm)·σa(rj) = σa(ri)·σa·ri(rm). Because |σa(ri)| > |σa(rj)|,
then |σa·ri(rm)| < |σa(rm)|, and |σa·ri(rm)| = |σa(rk)| for some k < m. But
according the induction hypothesis |σa·ri(rk)| = |σa(rk)| holds for all k < m, i < n.
Contradiction.
Show now that |σa·rj (rm)| = |σa(rm)|. Note that ϕ(a · rm · ri) = ϕ(a) · σa(rm) ·
σa·rm(rj) = ϕ(a)·σa(rj)·σa·rj (rm). Because it was already shown that |σa·rm(rj)| =
|σa(rj)|, we conclude, that |σa·rj (rm) = σa(rm)|.
End of induction on j.
End of induction on m. 
Statement 3. If |ri| = |rj | then |σa(ri)| = |σa(rj)|
Proof. |ϕ(a · ri · ri)| = |ϕ(a)| · |σa(ri)| · |σa·ri(ri)| = |ϕ(a)| · |σa(ri)| · |σa(ri)| =
|ϕ(a · rj · rj)| 
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2.1. Dyadic relations summary. Automorphism groups of definable dyadic re-
lations closely connected with automorphism groups of finitely generated abelian
groups (e.g. [3]).
First of all we describe a group GR of automorphisms for a relation R(x, y) ≡∨n−1
i=0 x = riy where |ri| 6= |rj |. Let G be the multiplicative group generated by
set {r1, . . . , rn}. We say that permutation σ on the set {r1, . . . , rn} is correct if
the mapping ψ(rk11 . . . r
kn
n ) = σ(r1)
k1 . . . σ(rn)
kn is an automorphism of G, in other
words if σ preserves all multiplicative dependences between {r1, . . . , rn}.
A permutation ϕ, preserving the relation R on the structure M is the composi-
tion of a permutation on M/ ∼ and the permutations ϕf of group G for each
bijection f between corresponding classes of the equivalence. Each permutation
ϕf corresponds to an automorphism generated by a correct permutation on the set
{r1, . . . , rn}.
A relation R′ is definable by a relation R if GR ⊂ G′R, i.e. if all r′i belongs
to the group, generated by the set {r1, . . . , rn} and each correct permutation on
{r1, . . . , rn} generates (correct) permutation on {r′1, . . . , r′n′}.
A group GR is a bit more complicated when |ri| = |rj | for some i, j. Denote by
P = {s1, . . . , sk} subset of such numbers from {r1, . . . , rn} that −si 6∈ {r1, . . . , rk}
and by G′ the multiplicative group generated by P . Let φ be a mapping of cosets
of G′ in G to {−1, 1}. Then a permutation ϕf of group G, corresponding to a
bijection between corresponding classes of the equivalence is φ(x)σ(x) where σ is
an automorphism, generate by a correct permutation on the set {r1, . . . , rn} and
φ.
We call a relation R 2-(un)definable if it’s (un)definable by dyadic relations, i.e. is
(un)definable by the signature {y = rx|r ∈ Q}.
By LGL(M) we denote the group of permutations ofM, preserving all 2-definable
relations. We note that LGL(M) = 〈GL(M), Syml〉, where Syml is the group of
permutations on the set of straight lines, passing through ~0.
3. Triadic relations.
According the note 1 holds R(x, y, z)→ a1x+b1y+c1z = ~0∨· · ·∨anx+bny+cnz = ~0.
So there are expressions a1x + b1y + c1z = ~0, . . . , akx + bky + ckz = ~0 such, that
R(x, y, z) ≡ a1x+b1y+c1z = ~0∨· · ·∨akx+bky+ckz = ~0 for any linearly independent
x, y. We can suppose, due to linearly independence of x, y, that ci 6= 0, so we can
rewrite the equations in the form R(x, y, z) ≡ z = p1x+ q1y ∨ · · · ∨ z = pkx+ qky.
The list of expressions z = p1x+ q1y, . . . , z = pkx+ qky or simply the list of pairs
〈p1, q1〉, . . . , 〈pk, qk〉 we will call the table of relation R.
First of all we simplify the relation R.
Consider the relation R′(x, y, z) 
 R(x, y, z) ∧ ¬(∃>Ky′)R(x, y′, z) for sufficiently
large natural number K (Note 3). It’s easy to see, that (i) the table of R′ is a
subset of the table of R, and (ii) qi 6= 0 for all qi from the table of R′. So we can
remove from the table of R all expressions where pi = 0 or qi = 0. If we removed all
expressions from the table of R it means that R is 2-definable, so from now on we
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suppose that pi 6= 0, qi 6= 0 for all expressions in the table. The process of removing
lines where pi = 0 or qi = 0 we’ll call normalization, the result of normalization is
normal form of relation.
Now we can suppose that for all independent x, y holds |{z|R(x, y, z}| < k, so
for dependent x, y holds R(x, y, z) → z ∈ l(x, y), where l(x, y) is the line pass-
ing through x, y. Otherwise we consider the relation R′(x, y, z) 
 R(x, y, z) ∧
(∃<k+1z′)R(x, y, z′).
We call the relation R(x, y, z) affine if pi + qi = 1 for all pairs from the table of
R. In other word R is affine if for any independent x, y holds R(x, y, z) ⇒ z ∈
l(x, y).
The groupAGL(M) is the group of affine permutations: it contains, besideGL(M),
permutations σ(x) = x+ v for all v ∈M.
We are going to prove:
Lemma 1. If R is affine, and permutation σ preserves R then σ ∈ AGL(M).
Corollary 2. If ~0 is definable by an affine relation R, then R is equivalent (as
reduct) to z = x+ y.
If ~0 is not definable by an affine relation R, then R is equivalent (as reduct) to
z = (x+ y)/2.
Lemma 2. ~0 is definable by any nonaffine relation R.
Statement 4. Nonaffine relation R is
(i) equivalent to z = x+ y
or
(ii) is equivalent to {z = ±x± y,R∗} for some 2-definable relation R∗.
Proof. lemma 1.
First we prove
Lemma 3. By R can be defined a relation S(x, y, z), such that
(i) {z|S(x, y, z)} ⊂ l(x, y) and
(ii) for independent x, y holds S(x, y, (x+ y)/2).
Proof. lemma 3
We say that a relation S(x, y, z) is r-correct, if for any independent x, y condition
(i) holds and S(a, b, a + r(b − a)). The relation R is q-correct for some rational
q, q 6= 0, q 6= 1. Let us show, that by r-correct relation S(x, y, z) can be defined 1/r
and r/(1− r) correct relations. First, it’s easy to see that S(x, z, y) is 1/r-correct.
Second, note that the relation (∃v)(S(x, v, z)∧S(v, x, y)) is r/(1− r)-correct. Con-
dition (i) follows from the condition (i) for S. We need to show, that if a, b are
independent, then (∃v)(S(a, v, c) ∧ S(v, a, b)) where c = a+ (r/(1− r))(b− a). Let
v = b+ (c− a). It’s easy to check, that S(a, v, c) ∧ S(v, a, b).
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Using operations r → 1/r, r → r/(1− r) we can from any q-correct relation build a
1/2-correct relation. End of lemma 3 proof. 
According to the fundamental theorem of affine geometry([2]) a permutation σ of
M belongs to AGL(M) iff σ takes any 3 collinear points to 3 collinear points.
So we are going to show,that if σ preserves the relation R, then it takes any 3
collinear points to 3 collinear points. We start with nonzero points. Suppose, that
a, b, c – 3 collinear points, a, b, c 6= ~0, c = a + r(b − a), 0 < r < 1. Let S(x, y, z)
be definable by R 1/2-correct relation. Because S(a, b, (a + b)/2) holds for any
independent a, b, it must holds for a n-independent a, b when n is sufficiently large.
Choose such small vector ∆, that b = a+k∆, c = a+ l∆ for some integers k, l, k > l
and pairs a+ i∆, a+ (i+ 2)∆ are n-independent for i < k. Then holds
(1) (∃x0, . . . , xk)(x0 = a ∧ xk = b ∧ xl = c ∧
k−2∧
i=1
S(xi, xi+2, xi+1))
– we can set xi = a+ i∆. Permutation σ has to preserve S as well as equation (1).
From the condition (i) follows, that σ(xi) has to lie on the same line.
So the permutation σ takes any 3 collinear nonzero points to 3 collinear points.
Show now that the point ~0 keeps collinearity as well.
To the contrary. For any line l,~0 ∈ l by the σ′(l) we denote the line, containing all
points from σ(l \ {~0}). Suppose that ~0 lies on line l but σ(l) does not contain the
point σ(~0).
Consider 2 cases. (i) σ(~0) 6= ~0. Take some nonzero point a on the line l, consider a
line l′, passing through σ(~0), σ(a). Inverse images of all nonzero points of line l′ lie
on the line l and inverse images of all nonzero points of line σ′(l) lie on the line l.
Contradiction.
Case (ii). σ(~0) = ~0. Choose another line l′ passing through ~0. Lines σ′(l) and
σ′(l′) don’t intersect. Take an arbitrary line l′′, parallel to l. Lines σ′(l) σ′(l′′) are
parallel, which contradict the intersection of σ′(l′) and σ′(l′′).
End of lemma 1 proof. 
Proof. Proof of corollary 2.
Let R be an affine relation. The group of permutation, preserving R is a subgroup
of AGL(M). If ~0 is definable by R, then this subgroup preserves ~0, so it coincides
with GL(M). If ~0 is not definable by R, then it contains a shift x → x + v for
nonzero v. In this case it coincides with AGL(M). 
To prove the lemma 2 we need that p, q satisfy conditions: p2 + q 6= 0; p + q2 6=
0; p 6= q.
So it may be necessary to transform the relation R.
Lemma 4. For any nonaffine relation R there is a relation R′(x, y, z), definable
by R which table contains a line z = px + qy, where p, q 6= 0; p2 + q 6= 0; p + q2 6=
0; p 6= q, p+ q 6= 1.
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Proof. If p = −1, q = −1 then we consider the relation Q(x, y, u, z) 
(∃v1, v2, v3, v4)(R(x, y, v1) ∧ R(x, u, v2) ∧ R(y, u, v3) ∧ R(v1, v2, v4) ∧ R(v4, v3, z)).
For independent x, y, u it holds when v1 = −x− y; v2 = −x− u; v3 = −y − u; v4 =
−v1 − v2; z = −v4 − v2 = −(−(−x − y) − (−x − u)) − (−y − u) = −2x. Take the
relation S(x, z)  (∃>My)(∃>Mv)Q(x, y, v, z) for sufficiently large M (Corollary
1). The set {z|S(x, z)} is finite and contains −2x for a nonzero x. So the table of
relation R′(x, y, z) ≡ (∃x′)(∃y′)(S(x, x′) ∧ S(y, y′) ∧ R(x′, y′, z)) contains the item
z = 2x+ 2y.
If p = q, then choose the relation (∃z′)(R(x, y, z′) ∧ R(z′, y, z)) which contains the
line p2x+ q(p+ 1)y.
If p + q2 = 0 or p2 + q = 0, then we consider a sequence R0  R,Ri+1(x, y, z) 
(∃z1, z2)(Ri(x, y, z1) ∧ Ri(y, x, z2) ∧ Ri(z1, z2, z)) of relations. The table of Ri+1
contains the line (p2i + q
2
i )x + 2piqiy = z for any pix + qiy = z from Ri. Hence
the table of Rk for sufficiently large k contains a line pkx+ qky = z where pk, qk 6=
0; p2k + qk 6= 0; pk + q2k 6= 0; pk 6= qk, pk + qk 6= 0. 
Proof. lemma 2.
Suppose, that R is nonaffine relation, i.e. p+q 6= 1 holds for some item px+qy = z
of the table of R.
We are going to prove that ~0 is definable by R. To the contrary.
Due to lemma 4 we suppose, that p, q 6= 0; p2 + q 6= 0; p+ q2 6= 0; p 6= q.
We define relations R1(x, y, z)  (∃z′)(R(x, y, z′) ∧ R(y, z′, z));R2(x, y, z) 
(∃z′)(R(y, x, z′) ∧ R(z′, y, z)). Due to normalization we can suppose that tables
R1, R2 contains no zero items.
We claim, that for some K > 0, sufficiently large M , and for any b 6= ~0 holds
(∃<Kv, v 6= b)(∃>Mu)(∃w)(R1(u, b, w) ∧R2(u, v, w)).
First note that the line pqx+(p+q2)y is in the R1 table, and the line pqx+(q+p
2)y
is in the R2 table.
Take b 6= ~0, and denote S = {c|c 6= b, (∃>Mu)(∃w)(R1(u, b, w)∧R2(u, c, w))} where
M is sufficiently large, as in Note 3.
Show that the set S is nonempty. Choose c = b(p2 + q)/(q2 + p). It’s easy to
see that c 6= b, we will prove that (∃>Mu)(∃w)(R1(u, b, w) ∧ R2(u, c, w)). It’s
enough to demonstrate that (∃w)(R1(a, b, w) ∧ R2(a, c, w)) holds for any a, which
is independent with b. For this we can set w = pqa+ (q + p2)b.
The set S can not be too big. Suppose c ∈ S. Because M is sufficiently large, so
(∃w)(R1(a, b, w) ∧R2(a, c, w)) holds for any a 6∈ V({b, c}). It means that q2c = q1b
for some q1, q2, p0, such that p0x+ q1y is in the R1 table, and p0x+ q2y is in theR2
table. Because all table constants are nonzero, there are fixed number of such c.
We supposed that ~0 is indefinable, so (∃<Kv, v 6= ~0)(∃>Mu)(∃w)(R1(u,~0, w) ∧
R2(u, v, w)) has to hold. Contradiction. End of lemma 2 proof. 
Due to lemma 2 from now we consider ~0 as the symbol of the signature.
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We call a relation R(x, y, z) simple, if sentence R(a, b, c) ⇔ (c = pa + qb for some
table line px+ qy = z ) holds not only for independent a, b but also for any nonzero
a, b, c.
Define R′(x, y,∆, z)  (∃v)(R(x,∆, v) ∧ R(v, y, z)), R′′ is the normal form of
R′(x, x,∆, z). Now denote by R∗M the normal form of (∃>M∆)(∃w)(R′(x, y,∆, w)∧
R′′(z, z,∆, w)). The relation R∗M we call simplification of R.
Lemma 5. For any relation R there is a simple definable by R relation.
Proof. Due to lemma 4 we suppose that in the table of R there is a pair such that
p, q 6= 0; p2 + q 6= 0; p+ q2 6= 0; p 6= q.
We show that for sufficiently large M the simplification R∗M of R is simple.
Note that the table ofR∗M contains lines (p1p2x+q1y)/(p3p4+q3) where pix+qiy, i =
1, 2, 3, 4 are (not necessarily different) lines of R and p1q2 = p3q4, p3p4 + q3 6= 0.
Take a, b, c 6= ~0. Prove that for sufficiently large M holds R∗M (a, b, c)⇔ (p∗a+q∗b =
c for some p∗, q∗ from table R∗)
(i) ⇐. c = (p1p2a + q1b)/(p3p4 + q3) for some 4 lines of R, such, that p1q2 =
p3q4. Choose a vector ∆ 6∈ V({a, b, c}). Then all pairs {a, v}, {v, b}, {v′, c} are
independent, R(a,∆, v) and R(c,∆, v′) holds, so R∗M (a, b, c) holds as well.
(ii) ⇒. To the contrary. Suppose that p∗a + q∗b 6= c for all lines of table R∗M ,
but (∃>M∆)(∃w)(R′(a, b,∆, w) ∧ R′(c, c,∆, w)). The M is sufficiently large to
ensure that there is a vector ∆ 6∈ V({a, b, c}) and R′(a, b,∆, w) ∧ R′(c, c,∆, w)
holds (Corollary 1). From independency follows that w = p1q2∆ + p1p2a + q1b =
p3q4∆ + (p3p4 + q4)c, where p3p4 + q4 6= 0. And again from independency p1q2 =
p3q4, c = (p1p2a+ q1b)/(p3p4 + q3) – contradiction. 
Lemma 6. The relation z = ±x± y is definable by any simple relation.
Proof. Let R be simple relation. The proof of lemma 6 consists from few steps.
Step 1. Denote be Q the set of second components of the table {(pi, qi)} of relation
R.
(i) There is a relation definable by R which table is P ×Q for some nonempty P .
(ii) The relation D(y1, y2)⇔ y1 = (qi/qj)y2, qi, qj ∈ Q is definable by R.
Proof. Let N be the number of items in the table R. Define dyadic relations
W1(x, z)  (x 6= ~0) ∧ (∃<Ny, y 6= ~0)R(x, y, z),W2(y, z)  (y 6= ~0) ∧ (∃<Nx, x 6=
~0)R(x, y, z). Note that for independent a¯, b¯ holds ¬W1(a¯, b¯) because each table line
pia¯ + qiy = b¯ has a nonzero solution in y and all solutions are different. Hence
{z|W1(a¯, z)} is a finite subset of l(~0, a) for a 6= ~0. From the other hand W1(a¯, pia¯)
holds for any a 6= ~0 and pi from the table R because pia¯+ qiy = pia¯ has no nonzero
solution.
Consider a simple relation R1(x, y, z) (∃v)(W1(v, x) ∧R(v, y, z)).
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Note that table of R1 contains the line x + qiy for each qi ∈ Q. Define a relation
R2(x, y, z) R1(x, y, z)∧ (∃=Kv)(y 6= v ∧R(x, v, z)∧ (∃w)(W2(w, y)∧W2(w, v))),
where K is the number of items in Q.
We show, that for independent x, y holds R2(x, y, z) ⇔ (pix + qiy = z for {pi, qi}
from the table R1 such that {pi, q} belongs to the table of R1 for any q ∈ Q).
⇒. If R2(x, y, z) holds then pix + qiy = z for some {pi, qi}. If (∃w)(W2(w, y) ∧
W2(w, v)) holds then v = ry for some r ∈ Q. Hence there are K different rational
numbers r1, . . . , rK such that pjx + qjrmy = z holds for some {pj , qj}. From the
independency jf x, y follows that pj = pi and all qj are different.
⇐. Let pix+ qiy = z holds for some pi, such that {pi, q} belongs to the table of R1
for any q ∈ Q. Note that (∃w)(W2(w, y)∧W2(w, v) holds for any v = (q/qi)y, q ∈ Q
so R2(x, y, z) holds.
The table of R2 is not empty because R2(x, y, x+ qiy) holds for any qi ∈ Q.
Define D(y1, y2)  (∃>Mx, z)(R∗(x, y1, z) ∧ R∗(x, y2, z)) for sufficiently large M .

Step 2. There is a relation definable by R which table contains lines of form a(x−
y) = z or a(x± y) = z only.
Proof. If R2(x, y, z) holds for independent x, y then Sx,y,z =
{y′|R2(x, y′, z)(∃w)(W2(w, y) ∧ W2(w, y′)} consists of items qy/qi, q ∈ Q,
where z = pix + qiy. So Sx,y,z1 = Sx,y,z2 if z1 = p1x + q1y, z2 = p2x + q2y and or
q1 = q2 or q1 = −q2 (in the latter case Q has to contain −q for any q ∈ Q).
Consider the relation R3(x, y, z)  (∃v)(Sz,v,x = Sz,v,y). For independent a, b
the equality Sx,y,a = Sx,y,b holds if x, y is a solution of system of linear equations
pix + qiy = a, pjx + qjy = b, where qi = ±qj . In other words R3(x, y, z) → z =
(x− y)/(pi − pj) ∨ z = (x+ y)/(pi + pj) and in the case z = (x+ y)/(pi + pj) the
table must contain the line z = (x− y)/(pi − pj) as well. 
Step 3. The relation z = ±x± y is definable by R.
Consider the relation R4(x, y,∆, z) 
 (∃v, v′)(R3(z,∆, v) ∧ R3(x,∆, v′) ∧
R3(v
′, y, v)). In fact the R4(x, y,∆, z) is equivalent to disjunction of equations
z + ai∆ = x + aj∆ + aky for nonzero x, y and ∆ 6∈ V({x, y, z, }). Note that the
table of R4 is a subset of the table of R3.
We consider two cases.
Case 1. The table of R4 contains lines z = x+ qiy only.
Let N be a number of lines in the table of R4 and denote by W (y, z)
 (∃<Nx)(x 6=
~0 ∧R4(x, y, z)). It is easy to note that W (y, z)⇔ z = qiy.
Now we define R5(x, y, z) 
 (∀y1)(W (y1, y) ⇒ R4(x, y1, z)) and show that
R5(x, y, z)⇔ z = x+ y or R5(x, y, z)⇔ z = x± y.
The sentence R5(x, y, z) holds iff for any qi there is qj such that z = x+ (qi/qj)y.
It follows that qi = ±qj .
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Case 2. The table of R4 contains lines z = x+ qiy and lines z = −x+ qjy.
According item (ii) Step 2 the relation x = ±y is definable by R4, so we can consider
the relation R5(x, y, z)
 R4(±x,±y, z) the table of which is z = ±x±qiy. Denote
byW (y, z)
 R5(z, z, y)∧y 6= ~0. It is easy to see, thatW (y, z)⇔ y = 2z/qi. We use
the same arguments as in case 1 to show that (∀y1)(W (y, y1)→ R5(x, y1, z))⇔ z =
±x±2y. We can now define z = ±2y, y 6= ~0 as z 6= ~0∧ (∃=2x)(x 6= ~0∧z = ±x±2y)
hence z = ±x± y is definable. 
By the symbol S±(M) we denote the group of permutations of M which satisfy
condition σ(x) = ±x, x ∈M. Symbol GL±(M) denotes 〈GL(M), S±(M)〉.
Statement 5. GL±(M) is the group of automorphisms of the relation z = ±x± y
Proof. (i) It is obvious that σ ∈ GL±(M)⇒ σ preserves z = ±x± y.
(ii) Suppose, that σ preserves z = ±x ± y. Note that σ(px) = ±pσ(x). Choose
v1, . . . , vn, . . . a basis of M. We can suppose that σ(vi) = vi, so σ(
∑
pivi) =∑±pivi. Consider a sequence wk = ∑ki=1 vi and find a such permutation σ′ ∈
GL(M), σ′(vi) = ±vi, that for any m there is an n > m, σ∗(wn) = wn where
σ∗ = σ′ ◦ σ. Take an item a ∈ M and show that σ∗(a) = ±a. Select such n that
i > n → (a)i = 0. Then σ∗(wn + a) =
∑n
i=1±(1 + pi)vi = ±σ∗(wn) ± σ∗(a) =
±wn ± σ∗(a), so σ∗(a) = ±a. 
Corollary 3. If R is nonaffine relation, then z = ±x ± y is definable by R. If
GL±(M) preserves R then R is equivalent to z = ±x± y.
We postpone the proof of statement 4 till the statement 7 where more general
situation is discussed.
4. Relations with more then 3 arguments.
We prove
Statement 6. If a relation R(x1, . . . , xn) is 2-undefinable, then a triadic 2-
undefinable relation is definable by R.
The notion of table can be generalized for a relation with more than 3 argu-
ments.
First we prove
Lemma 7. If a relation R(x1, . . . , xn) is 2-undefinable, then by R can be defined a
relation R′(x1, . . . , xk) which table contains a line xk =
∑
pixi, where p1, p2 6= 0.
Proof. We use the notion rank from the statement 1.
Proof by induction on number of arguments of R, on rank k of R and number of
corresponding tuples xi1 , . . . , xik of length k .
Let a rank of R be k < n, we can suppose that R(a1, . . . , ak, b1, . . . , bn−k) holds for
independent a¯. Note that because a rank of R is k, there are only finite numbers
such tuples b¯′, that R(a¯, b¯′) holds.
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We consider 2 cases:
(A) There is a tuple b¯′, such that R(a¯, b¯′) holds and some b′j 6∈
⋃k
i=1 l(
~0, ai).
Then it’s easy to note that the relation R′(x1, . . . , xk, yj) 
(∃y1, . . . , yj−1, yj+1, . . . , yn−k)R(x¯, y¯) satisfies the required condition.
(B) For any tuple b¯ if R(a¯, b¯) holds then each bj belongs to a line l(~0, ai).
In this case we will construct a definable by R 2-definable relation Q(x¯, y¯), such
that for independent a¯ holds (∀y¯)(R(a¯, y¯) ≡ Q(a¯, y¯)).
Next we consider relations P (x1, . . . , xk)  (∀y¯)(R(x¯, y¯) ≡ Q(x¯, y¯)), R1(x¯, y¯) 
P (x¯) ∧ R(x¯, y¯);R2(x¯, y¯)  ¬P (x¯) ∧ R(x¯, y¯). Note, that R ≡ R1 ∨ R2, so one of
them has to be 2-undefinable.
From the definition of P follows that R1(x¯, y¯) ≡ P (x¯)∧Q(x¯, y¯), so if P (with a less
number of arguments than n) is 2-definable, thenR1 is 2-definable as well. From
the other hand from properties of Q follows that P (a¯) holds for independent a¯, so
(∀y)¬R2(a¯, y¯) holds. So the number of independent tuples of length k for R2 is less
than for R.
So it remains to construct such relation Q(x¯, y¯), that
(i) for independent a¯ holds (∀y¯)(R(a¯, y¯) ≡ Q(a¯, y¯)).
(ii) Q is 2-definable.
(iii) Q is definable by R.
Let us remind that we consider the case when each bj belongs to a line l(~0, ai).
For any tuple s = 〈m1, . . . ,mn−k〉,mj 6 k we will define a individual relation Qs,
describing the situation when bj ∈ l(~0, amj ) and set Q
∨
sQs.
So we fix a s = 〈m1, . . . ,mn−k〉,mj 6 k. For each j 6 n− k define a relation
Sj(xmj , yj) (∃>Mx1, . . . , xmj−1, xmj+1, . . . , xk)(∃y1, . . . , yj−1, yj+1, . . . , yn−k)R(x¯, y¯)
It’s clear, that for independent a 6= ~0 the set {y|Sj(a, y)} is finite, and {y|Sj(a, y)} ⊂
l(~0, a)}, and R(a¯, b¯)→ Sj(amj , bj) for independent a¯ if bj ∈ l(~0, amj ). So Sj(x, y) ≡
y = αj,1x ∨ · · · ∨ y = αj,njx for a finite set {αj,1, . . . , αj,nj} of rational numbers.
Note that ~0 is definable by Sj . Without loss of generality we can suppose that R(z¯)
is false, if at least one argument is equal to ~0.
We say that a string t = 〈αt1, . . . , αtn−k〉 of rational numbers is regular, if for some
(for any) independent a¯ holds R(a¯, αt1 · am1 , . . . , αtn−k · amn−k). Define Ts(x¯, y¯) ∨
t y1 = α
t
1 · xm1 ∧ · · · ∧ yn−k = αtn−k · xmn−k , the disjunction contains all regular
strings t. Conditions (i) and (ii) for Ts follows from the definition immediately.
Prove now that Ts is definable byR. First for each j 6 n−k we define an equivalence
Ej . Without loss of generality we describe the equivalence E1. Let m1, . . . ,ml be
the list of all numbers mi 6 n−k such that smi = 1. We may suppose that they are
1, . . . , l. We say that 2 tuples a, b1, . . . , bl and a
′, b′1, . . . , b
′
l are equal (E1(a, b¯, a
′, b¯′)
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holds) if∧
i6l
(Si(a, bi) ∧ Si(a′, b′i))
∧ (∃>Mx2, . . . , xk)(∀yl+1, . . . , yn−k)(R(a, x2, . . . , xk, b1, . . . , bl, yl+1, . . . , yn−k) ≡
R(a′, x2, . . . , xk, b′1, . . . , b
′
l, yl+1, . . . , yn−k))
Note
(*) that if {v, u} are independent, then E1(v, p1 ·v, . . . , pl ·v, u, p1 ·v, . . . , pl ·v) holds
for any rationals pi 6= 0.
Show that Ts(x1, . . . , xk, y1, . . . , yn−k) is equivalent to
(2) (∃>Mx′1, . . . , x′k)(∀y′1, . . . , y′n−k)
(
k∧
i=1
Ei(xi, y¯i, x
′
i, y¯
′
i)→ R(x′1, . . . , x′k, y′1, . . . , y′n−k))
Suppose (2) holds. We need to show, that for independent a¯ holds R(a¯, α1 ·
am1 , . . . , αn−k · amn−k), wher αi · xmi = yi. It immediately follows from (2) and
note (*).
To the opposite. Choose a regular string 〈α1, . . . , αn−k〉 and set yi = αi · xmi .
We need to show that (2) holds. By the definition of regular string there is
an independent tuple a¯, such that R(a¯, b¯) holds where bi = αi · ami . Select a
tuple a¯′, such that a¯ ∪ a¯′ ∪ x¯ is independent. Prove that if Ei(xmi , y¯i, a′mi , b¯i)
holds for all i then R(a¯′, b¯′) holds. E1(a1, b1, . . . , bl, a′1, b
′
1, . . . , bl) holds because
E1(x1, y1, . . . , yl, a
′
1, b
′
1, . . . , b
′
l) and E1(x1, y1, . . . , yl, a1, b1, . . . , bl). By the defini-
tion of E1 follows R(a
′
1, a2, . . . , ak, b
′
1, . . . , b
′
l, b2, . . . , bn−k) ≡ R(a¯, b¯). Continuing
this procedure we get R(a¯′, b¯′). 
Lemma 8. If the table of relation R(x1, . . . , xn, z) contains a line
∑n
i=1 pixi = z
where p1, p2 6= 0 then there is definable by R 2-undefinable triadic relation.
Proof. Due to lemma 4 we suppose, that p21 + p2 6= 0.
Consider a relation R′(x1,∆, x3, . . . , xn, z) 
 (∃v)(R(x1,∆, x3, . . . , xn, v) ∧
R(v, x2, . . . , xn, z)) which contains for independent {∆, x1, x3, . . . , xn} and
{∆, x2, . . . , xn} the line z = p21x1 + p1p2∆ + p2x2 + p3(1 + p1)x3 + · · · + pn(1 +
p1)xn. So a relation R
∗(x1, x2, z) (∃>M∆, x3, . . . , xn)(∃w)(R′(∆, x1, . . . , xn, w)∧
R′(∆, z, z, x3, . . . , xn, w)) holds for independent {x1, x2} when (p2 + q)z = p2x1 +
p2x2 and there are a finite number of such z that R
∗(x1, x2, z) holds. 
So if by 2-undefinable relation R an affine ternary relation is definable, then (ac-
cording to lemma 1) the automorphism group of R is a subgroup of AGL(M)
and coincide with this group if ~0 is not definable by R, otherwise it coincide with
GL(M).
If by 2-undefinable relation R a nonaffine ternary relation is definable, then the
relation z = ±x ± y is definable as well (lemma 6). We are going to prove, that
if the group GL±(M) does not preserves R then or z = x + y is definable byR
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or R is equivalent to signature {z = ±x ± y,R∗(x¯)} for some 2-definable relation
R∗.
We start with
Lemma 9. Suppose that for a relation R(x¯, z), a tuple r¯ ∈ Q, ri 6= 0 and for any
independent tuple a¯ ∈M holds
R(a¯, z)⇔ z = r1a1 ± r2x2 · · · ± rnan
Then z = x+ y is definable by R.
Proof. Let us remind that the relations y = −x and y = ±rx for any r ∈ Q are
definable by z = ±x± y and hence by R.
Define the relation R1(x, y, z)
 (∃x2, . . . , xn)(y = ±r2x2 · · · ± rnxn ∧ z = ±r1x±
y ∧ R(x, x2, . . . , xn, z)) and note that for independent x, y holds R1(x, y, z)⇔ z =
r1x±y. Next define R2(x, y,∆, z)
 (∃u, v)(R1(z,∆, u)∧R1(y,∆, v)∧R1(x, v, u)).
If ∆ 6∈ V({x, y, z}) then R2(x, y,∆, z) ⇔ r1z ± ∆ = r1x ± r1y ± ∆ hence
(∃>M∆)R2(x, y,∆, z)⇔ z = x± y for sufficiently large M and x, y, z 6= 0. There-
fore z = x+ y ⇔ ((x 6= y ∧ x 6= ~0∧ y 6= 0→ (z = x± y ∧ z = y± x))∧ (x = y ∧ x 6=
~0→ (z = x± x ∧ z 6= ~0)) ∧ (x = ~0→ z = y) ∧ (y = ~0→ z = x)) 
Lemma 10. Suppose that for a relation R(t¯, x1, . . . , xn, z) where n > 1, some
m > 0, any tuple r¯ ∈ Q, ri 6= 0, any parameters t¯ ∈M, and for any m-independent
tuple a¯ ∈M holds
R(t¯, a¯, z)⇔ ∨s∈St¯ z =∑ni=1 s(i)riai where St¯ ⊂ {−1, 1}n
and 0 < |St¯| < 2n for some t¯ ∈M.
Then z = x+ y is definable by Σ = {z = ±x± y,R}.
Proof. Note, that m-independency is definable by z = ±x± y.
We may suppose that (∀t¯)((∃z)(R(t¯, a¯, z)→ |St¯| = k)) holds for any m-independent
a¯ and some 0 < k < 2n, otherwise we consider the relation R(t¯, x¯, z) ∧ |St¯| = k for
an appropriate k.
For any m-independent x¯ and z we denote by Wx¯,z the set {z′|(∃u)(u = ±r1x1 · · ·±
rn−1xn−1∧z = ±u±rnxn∧z′ = ±u±rnxn)}. If R(t¯, x¯, z) holds, then z′ ∈Wx¯,z ⇔
(z =
∑n
i=1 s(i)riai, z
′ = ±∑ni=1 s(i)riai ± rnxn for some s ∈ St¯). Note, that
z ∈Wx¯,z and |Wx¯,z| = 4. By W ′¯t,x¯,z we denote {z′|R(t¯, x¯, z′), z′ ∈Wx¯,z}.
Now for any m-independent x¯ and z such that R(t¯, a¯, z) we define the type
(T (t¯, a¯, z)) – a natural number i, i < 7 , the relation T (t¯, x¯, z) = i will be definable
by Σ for each i.
(i) T (t¯, x¯, z) = 1
 |W ′¯t,x¯,z| = 4
(ii) T (t¯, x¯, z) = 2
 |W ′¯t,x¯,z| = 1
(iii) T (t¯, x¯, z) = 3
 |W ′¯t,x¯,z| = 3
(iv) T (t¯, x¯, z) = 4
 (|W ′¯t,x¯,z| = 2 ∧R(t¯, x¯,−z))
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(v) T (t¯, x¯, z) = 5
 (|W ′¯t,x¯,z| = 2 ∧ ¬R(t¯, x¯,−z) ∧R(t¯, x1, . . . , xn−1,−xn, z))
(vi) T (t¯, x¯, z) = 6
 (|W ′¯t,x¯,z| = 2 ∧ ¬R(t¯, x¯,−z) ∧ ¬R(t¯, x1, . . . , xn−1,−xn, z))
By TR we denote the minimal i such that
(∃t¯, x¯, z)(({x1, . . . , xn} is m-independent ) ∧ R(t¯, x¯, z) ∧ T (t¯, x¯, z) = i) and denote
R1(t¯, x¯, z) 
 R(t¯, x¯, z) ∧ T (t¯, x¯, z) = TR. Note that for some S1,t¯ ⊂ St¯, S1,t¯ 6= ∅
and any m-independent a¯ holds
R1(t¯, a¯, z)⇔
∨
s∈S1,t¯ z =
∑n
i=1 s(i)riai
For a function s ∈ {−1, 1}k, α = ±1 we denote by 〈s, α〉 ∈ {−1, 1}k+1 extension s on
{1, . . . , k+ 1} such that 〈s, α〉(i) = s(i), i < k+ 1, 〈s, α〉(k+ 1) = α by s∗ we denote
the initial segment of s i.e. s = 〈s∗, s(k)〉. If S ⊂ {−1, 1}k then S∗ = {s∗|s ∈ S}.
Proof by induction on n.
The basis of the induction, case n=2, will be considered later.
For n > 2 we will consider all 6 cases:
(i) TR = 1: if s ∈ S∗1,t¯ then all 4 strings 〈±s,±1〉 belong to S1,t¯
as well. Define the relation R2(t¯, x1, . . . , xn−1, z) 
 z =
∑n−1
i=1 ±riai ∧
(∃xn, z′)(({x1, . . . , xn} is m-independent )∧R1(t¯, x¯, z′)∧ z′ = ±z± rnan)). For m-
independent a1, . . . , an−1 holds R2(t¯, a¯, z)⇔ (z =
∑n−1
i=1 s(i)riai for some s ∈ S∗1,t¯).
Because |S∗1,t¯| = |S1,t¯|/2 we can use induction.
(ii) TR = 2: if s ∈ S∗1,t¯ then −s 6∈ S∗1,t¯ and 〈s, 1〉 ∈ S1,t¯ ⇔ 〈s,−1〉 6∈ S1,t¯. Con-
sider the relation R2(t¯, x¯, z, u) 
 R1(t¯, x¯, z) ∧ u =
∑n−1
i=1 ±ri(1 + rn)xi ± r2nxn ∧
R1(t¯, x1, . . . , xn−1, z, u). Let a tuple a¯ be m-independent, u =
∑n−1
i=1 s1(i)riai +
s1(n)rn(
∑n
i=1 s2(i)riai) for some s1, s2 ∈ S1. Then u =
∑n−1
i=1 ±ri(1+rn)xi±r2nxn
if s∗1 = s
∗
2 and s1(n) = 1 or s
∗
1 = −s∗2 and s1(n) = −1. From s ∈ S∗1,t¯ → −s 6∈ S∗1,t¯
follows that (∃u)R2(t¯, x¯, z, u)⇒ z =
∑n−1
i=1 s(i)rixi + rnxn for m-independent x¯. If
the relation (∃u)R2(t¯, x, z, u) is nonempty for some parameters t¯ andm-independent
x¯ then we can use the Lemma 9 renaming xn to x. If (∃u)R2(t¯, x, y, z) is empty for
any parameters t¯ then s(n) = −1 for any s ∈ S1,t¯, hence we can use Lemma 9 for
the relation R1.
(iii) TR = 3: if s ∈ S∗1,t¯ then there is only one item s′ = 〈±s,±1〉, s′ 6∈ S1,t¯. Define
R3(t¯, x¯, z)
 (∃z′)(R(t¯, x¯, z′)∧z ∈Wx¯,z′ \W ′¯t,x¯,z′). The relation R3 meets condition
of the case (ii).
(iv) TR = 4: 〈s, 1〉 ∈ S1,t¯ ⇔ 〈−s,−1〉 ∈ S1,t¯. Consider the relation R2(t¯, x¯, z, u)
from the case (ii). Just as in that case we see, that (∃u)R2(t¯, x¯, z, u) ⇒ z =∑n−1
i=1 ±rixi + rnxn for m-independent x¯, so we can use the Lemma 9 for the
relation (∃u)R2(t¯, x¯, z, u).
(v) TR = 5: if s ∈ S∗1,t¯ then 〈s, 1〉, 〈s,−1〉 ∈ S1,t¯,−s 6∈ S∗1,t¯. Consider the relation
R3(x1, . . . , xn−1, z, xn) and note that in this case it meets conditions of case (iv).
(vi) TR = 6: if s ∈ S∗1,t¯ then −s ∈ S∗1,t¯ and 〈s, 1〉 ∈ S1,t¯ ⇔ 〈−s, 1〉 ∈ S1,t¯. Consider
the relation R2(t¯, x¯, z, u) from the case (ii). It is easy to check that in this case
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if R2(t¯, x¯, z, u) holds then u =
∑n−1
i=1 ±ri(1 + rn)xi + r2nxn so so we can use the
Lemma 9 for the relation R3(t¯, x¯, u)
 (∃z)R2(t¯, x¯, z, u).
Basis of the induction: n = 2. The same as n > 2 except the case (i) because
TR < 4.

Statement 7. Suppose that R in 2-undefinable nonaffine relation. Then or R is
equivalent to z = x+ y or R is equivalent to {z = ±x± y,R∗} for some 2-definable
relations R∗.
Proof. We know, that z = ±x± y is definable by R, so is the relation y = −x and
relations y =
∑
i±rixi for any ri ∈ Q, so the m-independency is definable for any
m as well.
Let m be such number that ¬R(a¯) for any m-independent a¯.
We prove by induction of n – numbers of arguments of R.
Let s ⊂ {1, . . . , n}, s 6= ∅, s 6= {1, . . . , n} and p = {ri,j |i 6∈ s, j ∈ s, ri,j = l/k for
some |k|, |l| < m}. Denote by Rs,p(x¯) the statement ({xi|i ∈ s} is m-independent
∧∧i6∈s xi = ∑j∈s±ri,jxj ∧ R(x¯)). The relation Rs,p(x¯) is definable by R and
R(x¯) ≡ ∨s,pRs,p(x¯).
We prove the statement for each Rs,p(x¯), without loss of generality we suppose that
s = {1, . . . , k}.
Consider different cases:
(i) For any i > k there is only one li 6 k such that ri,li 6= 0. In other words
Rs,p(x¯) is equivalent to ({x1, . . . , xk} is m-independent ∧
∧
i>k xi = ±rlixli∧R(x¯)).
Then Rs,p(x¯) is equivalent to ({x1, . . . , xk} is m-independent ∧
∨
p¯∈A
∧
i>k xi =
pixli) where A = {p¯|pi = ±rli , R(a1, . . . , ak, pk+1,lk+1xlk+1 , . . . , pn,lnxln) holds for
independent {a1, . . . , ak}}.
(ii) rn,1, . . . , rn,m 6= 0, rn,m+1, . . . , rn,k = 0, where 1 < m 6 k.
Consider the relation Rs,p(x1, . . . , xk, t1, . . . , tn−k−1, z). If for any m-independent
{a1, . . . , ak} holds (∃t¯)(0 < |{z|Rs,p(a1, . . . , ak, t1, . . . , tn−k−1, z)| < 2m) then, due
to Lemma 10, the relation z = x+ y is definable by Rs,p and hence by R.
If for any m-independent {a1, . . . , ak} holds
(∀t¯)((∃z)Rs,p(a1, . . . , ak, t1, . . . , tn−k−1, z)→ |z|Rs,p(a1, . . . , ak, t1, . . . , tn−k−1, z)| = 2m)
then
Rs,p(x1, . . . , xk, t1, . . . , tn−k−1, z) ≡ (∃z)Rs,p(x1, . . . , xk, t1, . . . , tn−k−1, z)∧z =
m∑
i=1
±rn,ixk
so we can use induction for the relation (∃z)Rs,p(x1, . . . , xk, t1, . . . , tn−k−1, z) 
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The group of permutations, preserving all relations of form {z = ±x ± y, y =
p1x, . . . , y = pnx} we denote LGL±(M): beside GL(M) it contains such per-
mutations σ that for each line l passing through ~0 or σ(x) = x, x ∈ l or
σ(x) = −x, x ∈ l.
5. Summary.
Comments:
(i) Solid gray vertex denotes a family of relations
(ii) Dotted line means that members of one family is defined by members of another
one.
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