We have compared cosmic microwave background (CMB) maps made from one-year time ordered data (TOD) streams that simulated observations of the originally planned 100 GHz P Low Frequency Instrument (LFI). The maps were made with the ROMA, MapCUMBA and destriping algorithms. We produced angular power spectrum estimates from the ROMA and destriping maps and compared them as well. ROMA and MapCUMBA aim at finding an optimal minimum variance map. Destriping is an efficient map-making method but its accuracy is non-optimal. ROMA and MapCUMBA produce maps with lower noise than destriping. The difference between the ROMA and MapCUMBA maps was small. Lower noise leads to smaller error bars in the power spectrum estimation. If the signal bias of the map-making method is ignored a corresponding bias will be introduced in the power spectrum estimates due to map-making artefacts on the CMB contribution to the map. This study is related to P LFI activities.
Introduction
Map-making from an observed time ordered data (TOD) stream is an important step in the data processing pipeline of a cosmic microwave background (CMB) experiment. A number of map-making algorithms which aim at finding the optimal minimum variance map have been proposed (Wright 1996; Borrill 1999; Doré et al. 2001; Natoli et al. 2001) . The destriping technique (Burigana et al. 1997; Delabrouille 1998; Maino et al. 1999 Maino et al. , 2002 Keihänen et al. 2004a ) provides an efficient map-making method but it is non-optimal in accuracy.
For this study we considered simulated one-year TOD streams observed by the P Low Frequency Instrument (LFI). The simulated data contained contribution from CMB and foreground emissions, as well as from the instrumental noise. We considered temperature anisotropies only; no polarisation. Output maps were generated from the TOD using three distinct algorithms. The output maps and their angular power spectra were critically compared. The map-making algorithms were ROMA (Roma Optimal Mapmaking Algorithm) develSend offprint requests to: T.
Poutanen, e-mail: torsti.poutanen@helsinki.fi oped by Natoli et al. (2001) , MapCUMBA (originally introduced by Doré et al. 2001 , current version based on preconditioned conjugate gradient principle) and destriping (Keihänen et al. 2004a ). All methods have been developed to treat P-like data.
A minimum variance map maximizes the likelihood function involving the full noise covariance. The output maps of the ROMA and MapCUMBA algorithms fall close to the minimum variance map. To accomplish that, the algorithms require knowledge on the characteristics of the instrument noise. Both iterative (Doré et al. 2001 ) and non-iterative methods to estimate the noise properties directly from the data have been proposed. In this paper ROMA and MapCUMBA are referred to with a common name maximum likelihood (ML) map-making.
Destriping does not produce a minimum variance map in the maximum likelihood sense because it requires no prior knowledge on the characteristics of the instrument noise. This simplifies the algorithm considerably as compared to the ML map-making. In spite of this, destriping is able to provide an estimate of the low-frequency part of the instrument noise and to return a TOD where these noise components have been re-moved. Destriping can also be applied to estimate various systematic effects and drifts, remove them and return a cleaned TOD (see e.g. Mennella et al. 2002) .
This paper is organized as follows. In Sect. 2 we describe the map-making and power spectrum estimation methods applied in this study. The simulated one-year TOD streams are introduced in Sect. 3. The output maps are compared in Sect. 4 and the power spectrum estimates produced from the simulated TODs are examined in Sect. 5. The conclusions are given in Sect. 6. In Appendix A we describe how the output map is split in the (wanted) binned noiseless map and in the (unwanted) reconstruction error map. These quantities were considered in the comparison of the output maps in Sect. 4.
Methods

ROMA and MapCUMBA
Let us denote by a column vector y the samples of the observed TOD. The length of y is N t , the number of samples in the total mission. In the map-making problem we assume that the signal samples are scanned from a pixelized temperature map (m). The length of the column vector m is N pix , the number of pixels in the map. The scanning is implemented by a pointing matrix P. The size of the pointing matrix is [P] = (N t , N pix ). Throughout this study we assume that the map is convolved with the instrument beam. Thus each row of the matrix P contains zeros except for one element with value one.
The output map (m) is solved by minimizing the loglikelihood formula (Natoli et al. 2001 )
Here N is the noise covariance matrix N = nn T , where n is the instrument noise component of the TOD. A set of linear equations is obtained for the output map
Eq. (2) is a general result for the minimum variance map. Usually ML map-making assumes the noise to be stationary throughout the mission. It is further assumed that the elements of the covariance matrix (N i j ) vanish when |i − j| is larger than some N η and N η ≪ N t . This means that the correlation is significant only across a number of samples that is a tiny fraction of the total length of the TOD. Thus the noise correlation matrix N can be approximated by a circulant matrix (Natoli et al. 2001) . Note that the matrix N −1 is approximately circulant as well. The multiplication N −1 y can be carried out more easily in the frequency domain where N −1 is diagonal (Natoli et al. 2001 ). Both in the ROMA and in the MapCUMBA algorithms the output map is solved from Eq. (2) with an iterative preconditioned conjugate gradient method. The iterations are repeated until the fractional difference has reached a low enough value (Natoli et al. 2001 ). This limit is typically on the order of 10 −6 . Due to the circulant matrix approximation each row of the matrix N −1 contains the same element values with a different cyclic permutation. It is assumed that only the elements of a row with |i − j| ≤ N ξ (N ξ ≪ N t ) have non-zero values. The rest of the elements are zero. The collection of the non-zero elements (of a row) is called the noise filter. The lag of an element is the difference of its indices (i − j). The choice of the value N ξ is a significant decision for the quality of the output maps and for the computation time of the algorithm (Natoli et al. 2001) . Natoli et al. (2001) have shown how ML map-making can be applied when the instrument noise is only piece-wise stationary.
Destriping technique
The destriping technique for the map-making has been derived from the COBRAS/SAMBA Phase-A study (Bersanelli et al. 1996) . It has been implemented by several groups (Burigana et al. 1997; Delabrouille 1998; Maino et al. 1999 Maino et al. , 2002 Keihänen et al. 2004a) . Destriping makes use of the fact that P is a spinning spacecraft. Detector beams are drawing almost great circles on the sky. Each scan circle is observed several times before the spin axis is repointed. In order to reduce the level of instrumental noise, the signal can be averaged over these scan circles. Janssen et al. (1996) has pointed out that the effect of the instrumental noise, in particular 1/ f noise, on the average scan circle can be approximated by a uniform offset or "baseline". The key problem in destriping is to find the amplitudes of these baselines. The destriping technique uses the redundancy of the observing strategy by considering the intersections (crossing points) between the scan circles to obtain these amplitudes.
The correlated noise component of the TOD is modelled as n corr = Fa (Keihänen et al. 2004a ). Here vector a contains the amplitudes of the baselines and matrix F unfolds them into a TOD. Once the amplitudes have been solved, Fa is subtracted from the original TOD to produce a cleaned TOD. Finally the output map is binned from the cleaned TOD. This procedure is formally described by minimizing the following likelihood function with respect to the output map m and the amplitudes a (Keihänen et al. 2004a )
It is assumed here that the variance (σ 2 ) of the non-correlated component of the noise is constant throughout the TOD. The amplitudes (a) can be solved from the equation
and the output map is given by
In Eq. (4) Z ≡ I t − P(P T P) −1 P T , where I t is a unit matrix with dimension N t . The matrix Z is determined by the crossing points of the scan circles. When Z is acting on the TOD it subtracts from each sample the average of the samples hitting the same pixel.
The matrix Z and the binning of the output map can use different pixel resolutions. The first resolution applies in Eq. (4) and the latter in Eq. (5).
It turns out that the matrix F T ZF is singular and additional conditions are required before the amplitudes can be solved Poutanen et al.: Comparison of map-making algorithms for CMB experiments 3 from Eq. (4) (Keihänen et al. 2004a ). For uniform baselines we can e.g. require that the sum of the baseline amplitudes is zero.
The dimension of the matrix F T ZF equals the number of the fitted baselines. A typical number of baselines for a one year TOD (scan circles averaged between repointings) is on the order of several thousands. This is a less complex problem than solving the map in the ML method (c.f. Eq. (2)), because the number of pixels in the output map is typically between 10 6 . . . 10 7 . Generalized approaches to the destriping method have been implemented which are able to fit different sets of base functions (in addition to the uniform baseline) and may better remove the contributions of different systematic effects from the TODs (Delabrouille 1998; Maino et al. 2002; Keihänen et al. 2004a Keihänen et al. , 2004b .
Estimation of the angular power spectrum
We studied the CMB angular power spectrum estimates obtained from the output maps. For the power spectrum estimation we considered the MASTER approach (Monte carlo Apodised Spherical Transform EstimatoR) described by Hivon et al. (2002) . MASTER has been adapted to operate both with the ROMA (Balbi et al. 2002) and with destriping (Poutanen et al. 2004) . The estimate of the CMB angular power spectrum ( C ℓ ) is obtained by inverting the equation (Hivon et al. 2002 )
Here C ℓ is the power spectrum (pseudo spectrum) obtained from the output map. The matrix M ℓℓ ′ is the mode coupling matrix (kernel matrix) determined by the applied sky cut (Hivon et al. 2002) . The smoothings due to instrument beam and pixel window are accounted for by the factor B 2 ℓ . This factor can be made accurate for symmetric beams only.
The influence of the instrument noise is modelled by the noise bias term N ℓ . For destriping an analytic method has been proposed (Efstathiou 2004b ) that can provide an estimate for the noise bias. However, in this study we used Monte Carlo (MC) simulations to obtain an estimate for the noise bias. A number of noise only TODs can be generated from the power spectral density (PSD) of the instrument noise. Maps are made from these TODs and a mean of the pseudo spectra is derived. This mean is an estimate of the noise bias.
It has been shown by Poutanen et al. (2004) that the pseudo spectrum is affected by the distribution of the detector pointings on the sky and its relation to the pixelization. This artefact shows up in the filter function F ℓ . Secondly, both ML mapmaking and destriping distort the CMB part of their output maps (see Sect. 4) . This distortion contributes to the filter function as well. The magnitude of the first error is not dependent on the map-making algorithm. The latter error, however, depends on the applied algorithm.
It has been shown that the filter function is not the best way to model these errors (Poutanen et al. 2004 ). Instead, signal bias S ℓ has been proposed to model them. When the signal bias is applied, Eq. (6) becomes
Signal bias can be determined by signal-only MC simulations. In a typical experiment the magnitude of the signal bias (compared to the CMB power spectrum) is small and it is mainly visible at high ℓ (Poutanen et al. 2004 ). Due to its small magnitude it is sometimes ignored by setting S ℓ = 0. This corresponds to F ℓ = 1 in Eq. (6).
Time ordered data
The "observed" TOD streams used in this study were generated by computer simulations 1 . The order in which the samples of the TOD hit the sky was determined by the scanning strategy. In the applied scanning the mean pointing of the spin axis of the satellite was kept anti-solar by repointing it by 2.5 arcmin every hour. The spacecraft rotated around the spin axis at a nominal rate of 1 rpm. During one hour P scanned the same circle on the sky 60 times. The scanning pattern corresponded to the originally planned 100 GHz LFI detector number 9. The angle between the satellite spin axis and the optical axis of the telescope was 85
• . The spin axis exhibited slow precession where its mean pointing was in the ecliptic plane and its precession motion was cycloidal with a period of 6 months and 10
• amplitude. The duration of the TOD was 12 months. The TOD consisted of 525 960 scanning circles with 6498 samples on each circle, corresponding to a sampling frequency of f s = 108.3 Hz. Since we assumed idealized satellite motion, where the 60 scan circles between repointings fell exactly on each other, sample by sample, these circles could be averaged into a single ring.
In this study we utilized the HEALPix 2 pixelization scheme. Its pixel dimension is set by the N side resolution parameter. A map of the full sky contains 12N 2 side pixels. The number of hits per pixel (N side = 512) of the applied scanning strategy is shown in Fig. 1 . At this resolution the sky coverage was 100 %.
Two distinct antenna beam patterns were applied. The "symmetric beam" was modelled by a symmetric Gaussian beam with resolution FWHM = 10.6551 arcmin (Full Width Half Maximum). The "elliptic beam" was modelled by an elliptic Gaussian beam with minor and major axis FWHMs 9.5684 arcmin and 11.8652 arcmin, respectively.
We studied two simulation cases for this paper. Their TODs were different. In case 1 the signal component of the observed TOD was comprised of CMB and galactic foreground 3 . The CMB signal was derived from a set of a ℓm coefficients Fig. 1 . Number of hits per pixel for the scanning strategy applied in this study. The map is in the ecliptic coordinate system. The scale is log 10 (n hit ), where n hit is the number of hits in a pixel.
that was a realization from a theoretical CMB angular power spectrum. We considered the ΛCDM (cosmological constant + Cold Dark Matter) model and the theoretical power spectrum was computed using the CMBFAST code 4 (Seljak & Zaldarriaga 1996) . The expansion coefficients a ℓm of the sky and the beam were convolved together with the total convolution technique (Wandelt & Górski 2001) . The totalconvolver algorithm (part of Level S) outputs a discrete temperature field which is tabulated in an equally spaced three dimensional grid (two dimensions for the pointing of the beam center and one dimension for the beam orientation). The TOD samples were interpolated from the tabulated temperature grid. The interpolation causes a smoothing of the signal. Additionally, Level S models the integration window of the sampling. Due to the spinning of the spacecraft the integration elongates the effective beam in the direction of the scanning.
In case 2 the signal TOD was comprised of CMB only. For the elliptic beam the signal TOD was generated as in case 1. For the symmetric beam the CMB TOD was scanned from a map generated from the a ℓm that had been convolved with the beam and the pixel window. The map had N side = 1024 and it was generated with the SYNFAST code of the HEALPix package. The extra smoothings of the interpolation and the beam elongation do not appear in the symmetric beam TOD of case 2.
The instrument noise was a sum of white and 1/ f noise. The PSD of the noise was
The noise TODs generated for the two simulation cases had different knee frequency values: f k = 0.03 Hz in case 1 and 0.1 Hz in case 2. The noise of a single 100 GHz LFI detector was considered in this study. The nominal white noise standard deviation (std) per integration time (t = 1/ f s ) was σ = 3957.26 µK (in antenna temperature scale). We used the stochastic differential equation (SDE) 5 algorithm to generate the TODs of the instrumental noise. The minimum frequency was set to f min = 10 −4 Hz below which the noise spectrum became flat. Perfect knowledge of the noise model parameter values was assumed both in the ML map-making and in the power spectrum estimation.
Output maps
Signal+noise TOD streams were produced for cases 1 and 2 (see Sect. 3). Considering two different beams, four TOD streams in total were available for map-making. The noise in the simulated TODs resembled the noise from one LFI 100 GHz detector.
Before the ROMA and MapCUMBA output maps could be made the noise filters had to be produced (see Sect. 2.1). They were determined from the analytical model of the noise PSD (see Eq. (8)) and its known parameter values. The noise filters were symmetric and had N ξ = 65537 elements at non-negative lags (lag ≥ 0). In spite of having the same length, the ROMA and MapCUMBA noise filters were determined independently resulting in different filter element values.
Both in ROMA and in MapCUMBA the pixel resolution of the output maps was N side = 512. No averaging of 60 scan circles was carried out. The conjugate gradient iterations were continued until the fractional difference had decreased to < 10 −6 . In destriping we considered uniform baselines only. The amount of TOD was reduced by averaging 60 scan circles between the repointings. The pixel resolutions of the crossing point search and the output maps were N side = 512. The baseline amplitudes were solved exactly (no iterations) from Eq. (4) using as an additional condition that their sum is zero.
It is shown in Appendix A that the output maps of ML mapmaking and destriping can be split in a binned noiseless map and a reconstruction error map (Tegmark 1997a) . The binned noiseless map is the signal part of the TOD binned to map pixels. The reconstruction error map (ε) is the (unwanted) deviation of the output map from the binned noiseless map. A goal of map-making is to minimize this error. The reconstruction error map can be further split in the signal (ε p ) and noise (ε n ) components: ε = ε p + ε n (see Appendix A). The signal component arises from the pixelization noise (Dóre et al. 2001) . The noise component (ε n ) is the output map from the noise part of the TOD.
Our maps express the temperature fluctuations in the antenna temperature. The ratio of the thermodynamic temperature fluctuation to the antenna temperature fluctuation is (e x − 1) 2 /x 2 e x , where x = hν/kT 0 , h is the Planck constant, ν is the frequency, k is the Boltzmann constant and T 0 = 2.725 K is the CMB temperature. For this study the ratio is 1.287 (ν = 100 GHz).
The ROMA output map and the reconstruction error map for case 1 (symmetric beam) are shown in Figs. 2 and 3. The corresponding maps for MapCUMBA and destriping look sim- Fig. 4 . The prominent feature in the ROMA -MapCUMBA difference map (see Fig. 4b ) falls on top of the last repointing period of the scan. In MapCUMBA the TOD is truncated and in ROMA it is extended (by padding zeros to the end) to make its length suitable for convolution with the noise filter (number of TOD samples to be an integer multiple of 2(N ξ − 1)). The feature appearing in the ROMAMapCUMBA difference map is due to different treatments of the end of the TOD in these algorithms.
Minimum, maximum and std values of the pixel temperatures of the reconstruction error maps (ε) are given in Table 1 . In terms of the map variance ML map-making is slightly better than destriping. Table 1 also shows that the ML std is higher than the std of the white noise indicating that excess noise 100 GHz antenna scale) of the pixel temperatures of the reconstruction error maps (ε). The numbers were calculated from N side = 512 maps. They can be compared to the std of a white noise map, calculated as √ 1/n σ, where 1/n is the mean (taken over the hit pixels) of the inverse of the number of hits in a pixel. The values are 137.219 µK for case 1 and 137.400 µK for case 2. The values are different between the cases due to small differences in the cycloidal scannings. (-0.9, 0.8) remains in the map. The higher map std of case 2 is mainly caused by the higher knee frequency of the instrument noise. The MapCUMBA std seem to be systematically higher than the corresponding ROMA values. The truncation of the TOD in MapCUMBA decreases the number of valid observations which leads to an increase of the map noise. The increased noise leads to the higher MapCUMBA std in Table 1 (as compared to ROMA std). Pixel statistics for the signal component of the reconstruction error map (ε p ) are given in Table 2 . These maps were produced by subtracting the binned noiseless map from the output map of the signal only TOD. In the ML map-making the TOD was convolved with the noise filter. Table 2 shows that the signal-only ML map deviates more from the binned noiseless map than what happens in the destriping. However, the std of ε p is small compared to the std of the overall reconstruction error map (see Table 1 ) which is dominated by the instrument noise. The impact of ε p becomes more pronounced when we consider the angular power spectrum estimates (see Sect. 5).
The source of ε p is the pixelization noise (as shown in Appendix A). In destriping the low frequency part (uniform baselines) of the pixelization noise contributes to ε p . However, the full spectrum contributes in the ML map-making which makes the magnitude of ε p larger in the ML map-making. The galactic foreground signal has a more aggressive spatial variation than CMB. This results in higher pixelization noise power in case 1 than in case 2, which explains the differences in ε p magnitudes between the cases (see Table 2 ). Table 2 shows that the magnitude of the signal component of the reconstruction error map is larger for the symmetric beam in case 1 while it is larger for the elliptic beam in case 2. The differences in the ways how the signal parts of the TODs were produced (see Sect. 3) complicates the comparison between cases 1 and 2. In case 1 both TODs (for symmetric and elliptic beams) were produced by the totalconvolve technique of Level S. In this case the only difference in the smoothings of the TODs was due to the different beams. In case 2 totalconvolve was used to generate the signal TOD of the elliptic beam but the signal TOD of the symmetric beam was scanned from an N side = 1024 CMB map. This difference in the methods produced an additional difference in the smoothings (on top of the different beams): the elliptic beam TOD was smoothed by the interpolation in totalconvolve and the beam elongation while the symmetric beam TOD was smoothed by the pixel window. Due to the relatively low importance of the signal component of the reconstruction error map (compared to its noise component) we did not examine this matter any further.
The angular power spectra of the reconstruction error maps (ε) were derived. Some of these spectra are depicted in Fig. 5 . The spectra of ROMA and MapCUMBA were very similar and could not be distinguished in this plot. The ratio of the power spectra between destriping and ROMA is shown in Fig. 6 . It seems that in destriping ε has higher power in most multipoles.
To examine this further, 100 MC realizations of noise-only TODs were produced from the known PSD of the instrument noise (see Eq. (8)). Output maps for ROMA and destriping were made from the TODs and their angular spectra were derived. The mean spectra are shown in Fig. 7 . It should be noted that the MC noise TODs for the destriping were generated by the SDE method while the fast Fourier transform (FFT) technique was used for the TODs of the ROMA. The FFT noise was generated in 34 hour chunks with no correlation between the chunks. The SDE noise was stationary for the whole TOD. Fig. 7 shows that the mean angular power was higher in destriping at all scales. The lower power at some ℓ (in Fig. 6 ) seems to be just due to random variation.
Although the noise models were the same, SDE and FFT noise realisations may have slightly different statistical properties. These differences may show up in the mean MC noise spectra. To examine this, we calculated the spectrum ratio (for each ℓ) between the angular power spectrum of the reconstruction error map (ε) and the mean MC spectrum. Spectrum ratios were produced for ROMA and destriping. In order to reduce the random fluctuations they were further ℓ binned by combining 100 multipoles to a bin. We compared the binned spectrum ratios and discovered that the magnitude of the ROMA ratio was in average ∼0.1% smaller than the magnitude of the ratio for the destriping. This was an indication that (in this case) the mean angular power spectrum generated from the FFT noise has slightly higher magnitude than the spectrum derived from the SDE noise. Downscaling the ROMA spectrum by 0.1% would not cause a visible change in Fig. 7 .
The map-making algorithms were run on an IBM SP RS/6000 machine with a cluster of Power3 processors running at a clock speed of 375 MHz. ROMA and MapCUMBA codes were run parallel in multiple processors (number of processors was typically between 192 and 256) and it took ∼20 min to produce an ML output map. In destriping an output map was produced in ∼7 min in a single processor job. In MC studies this time can be reduced to ∼4 min by inverting the matrix (see Eq. (4)) once and using the inverse in the subsequent runs.
Power spectrum estimates
To see how the differences between destriping and ML mapmaking are reflected in the angular power spectrum estimates, we derived C ℓ estimates from the destriping and ROMA output maps. The relation between the pseudo spectrum C ℓ (angular power spectrum obtained from an output map) and the power spectrum estimate C ℓ was given in Eq. (7). The estimate is obtained by inverting the equation. We produced power spectrum estimates from the full sky output maps made from the TOD stream of case 2 (see Sect. 4). This TOD contained the CMB signal and the instrument noise. The CMB was smoothed with the symmetric beam. The estimate of the noise bias N ℓ was obtained from the MC simulations (see Fig. 7 ). The value of the signal bias (S ℓ ) was initially set to zero. Due to full sky coverage the kernel matrix was replaced with a unit matrix. We further defined a reference spectrum C in ℓ that was the power spectrum of the CMB a ℓm that produced the TOD (8)). The plot is for case 2.
The obtained power spectrum estimates, the reference spectrum and the MC noise bias (for destriping) are depicted in Fig. 8 . We assumed a signal from a single detector. Thus the noise becomes dominant already at around ℓ ≃ 350. For the quality of an angular power spectrum estimate its bias and covariance matrix are important figures of merit. For the covariance matrix we restricted our study to its diagonal elements.
Bias
We defined the estimation error ∆ C ℓ as the difference between the power spectrum estimate and the reference spectrum:
The estimation error was binned by averaging ∆ℓ multipoles to a bin
We evaluated the binned errors ∆ C b for ROMA and destriping from the spectra shown in Fig. 8 . The binned estimation error was normalized by dividing it with an analytic approximation of its std, which was obtained from
where
is the approximation for the std of the unbinned error ∆ C ℓ (Scott et al. 1994; Hobson & Magueijo 1996) . Here f sky is the sky coverage fraction ( f sky = 1.0 in this case). The std σ b of destriping was applied in all normalizations. The normalized errors are shown in Fig. 9 . If an angular power The estimates were derived from a single sky realization (case 2, symmetric beam). The output maps covered the full sky and contained CMB and instrument noise from a single detector. C in ℓ is the reference angular spectrum (Eq. (9)) and N ℓ MC is the MC noise bias (for destriping). The signal bias was set to zero for both estimates. b) Same as a) but the spectra have been ℓ binned to ∆ℓ = 25. The ROMA and destriping estimates are shown. spectrum estimate has a non-zero bias the mean of the fluctuations of the normalized error will have a positive or negative trend. In the case of zero bias the mean will be close to zero. We noted (see Fig. 9 ) that the mean for the destriping is closer to zero than the mean for the ROMA. In this case destriping seems to produce a power spectrum estimate with smaller bias than ROMA.
Some bias was introduced to our power spectrum estimates because we chose to ignore the signal bias term (S ℓ in Eq. (7) (11)). The std of destriping was used in all normalizations. The bin-to-bin fluctuations are caused by cosmic variance and instrument noise. The means of the normalized error (in the ℓ range 2 . . . 800) were -0.22 for ROMA and -0.033 for destriping.
by setting its value to zero. To assess the impact of this decision we estimated its magnitude for ROMA and for destriping. We carried out no MC simulations to reveal these magnitudes, but we determined them from a single noise-free realization. Thus these results should be taken as indicative. Applying Eq. (7) we can set up a relation for the pseudo power spectrum of the CMB-only output map (C S ℓ )
The power spectra C Fig. 10 . The signal bias estimate (S ℓ ) was solved from Eq. (13). S ℓ is shown in Fig. 10  (panels b) and c) ). The high-ℓ excess power is mainly produced by artefacts due to binning of detector pointings to map pixels (Poutanen et al. 2004 ). These artefacts are independent from the map-making algorithm. At lower ℓ the signal bias estimate is different for the two map-making algorithms (see Fig. 10,  panel b) ). At ℓ < 900 the absolute value of the signal bias estimate is larger for the ROMA than for the destriping. We verified that at this range of multipoles the signal bias is dominated by the signal component of the reconstruction error map (ε p ). Because its magnitude was larger for the ROMA (see Sect. 4), the larger absolute value of the signal bias can be understood.
We corrected our angular power spectrum estimates with the obtained signal bias estimates and reproduced the normalized estimation errors. The result is shown in Fig. 11 . When comparing to Fig. 9 the improved match between ROMA and destriping can be noted (especially at ℓ < 600). Comparison of Figs. 9 and 11 reveals that the map-making algorithms can produce a notable distortion in the signal part of the output map which may show up as a bias in the angular power spectrum es- timate. These errors can be reduced by using a properly determined signal bias estimate. It can be obtained from signal-only MC simulations (Poutanen et al. 2004) .
Even after the signal bias correction, ROMA and destriping show slightly different biases especially at the high-ℓ re- gion (at ℓ > 1000 in Fig. 11 ). In this region the bias is mainly produced by an inaccurate MC noise bias estimate N ℓ MC applied in the power spectrum estimation. It was noted in Sect. 4 that the FFT noise (used for the ROMA noise bias) produces slightly larger magnitude for the noise bias than the SDE noise (used for the destriping). If the magnitude of the ROMA noise bias is reduced by the FFT-SDE difference (0.1% as discovered in Sect. 4) the match between the estimates would be further improved (see Fig. 12 ).
Error bars
An error bar is defined as the square root of the diagonal element of the covariance matrix of C ℓ (±1σ error bar). The error bars can be derived either analytically (Tegmark 1997b; Efstathiou 2004a) or by MC simulations (Hivon et al. 2002; Poutanen et al. 2004) . In this study we did not do signal+noise MC simulations to determine the error bars, but used instead an approximation to compare ROMA and destriping. An approximation for the diagonal elements of the covariance matrix were obtained from Eq. (12) 
ℓ . An estimate for the ratio of the error bars between destriping and ROMA can be obtained by taking the ratio of the quantity C S ℓ + N ℓ MC evaluated with the spectra of the output maps of these two algorithms (spectra from Figs. 7 and 10a) . The ratio is shown in Fig. 13 . For most ℓ the error bars are larger for destriping. The largest relative differences are ∼2.5%. The main cause of the larger error bars is the higher level of noise in the output maps of destriping (see Table 1 ). We can conclude that ML map-making has a capability to deliver slightly smaller error bars than destriping. 
Conclusions
We have presented a comparison of the maps produced by three different map-making methods. We considered the ROMA, MapCUMBA and destriping algorithms. We also compared the angular power spectrum estimates obtained from destriping and ROMA maps. The power spectrum estimates from the MapCUMBA maps were close to the estimates from the ROMA maps. The maps and power spectra were derived from a set of one-year TOD streams that resembled the observations expected from a single 100 GHz P LFI detector.
In terms of the map variance ROMA and MapCUMBA produce maps with lower noise than destriping. This is an advantage for them. Lower map noise facilitates smaller error bars for the power spectrum estimates.
ROMA and MapCUMBA require knowledge of the power spectrum of the instrument noise. Destriping makes only a few assumptions on the noise characteristics. In a real experiment the noise spectrum (if required) needs to be estimated from the observed data. Some estimation error can be expected which may increase the noise in the ROMA and MapCUMBA maps. Thus differences in the noise performance between ROMA/MapCUMBA and destriping may become smaller in a real experiment. A perfectly known instrument noise spectrum was assumed in this study.
The map-making methods produced distortion (exhibited in the signal component of the reconstruction error map) to the signal part of the output maps. It was shown that these artefacts were smaller in destriping than in ROMA and MapCUMBA. It was further shown that, if a properly determined signal bias is not applied, these distortions may show up as an extra bias in the power spectrum estimates.
In terms of CPU resources destriping is less demanding. This is an advantage in e.g. MC simulations.
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Appendix A: Reconstruction error map
Performance measures are required for the comparison of the output maps produced by different map-making algorithms. The purpose of this Appendix is to derive those measures.
The output map of the ML map-making can be solved from Eq. (2). That equation is reproduced here
The noise covariance matrix N can be freely normalized by a constant without affecting the output map. Let us assume that each element of N has been divided by the variance (σ 2 ) of the non-correlated noise component of the observed TOD (vector y). By replacing N −1 with an identity I t − (I t − N −1 ) and rearranging some of the terms one obtains for the output map
Here I t and I m are unit matrices with dimensions equal to the number of samples N t of the TOD and the number of pixels N pix in the map, respectively. We can apply a geometric series trick (Tegmark 1997a) to prove the following identity Writing out the first term on the right hand side we obtain Zs = s − P(P T P) −1 P T s. (A.11) Apart from the sign, Zs is the pixelization noise introduced by Doré et al. (2001) . Pixelization noise represents error that is caused by the discretization of the sky into pixels. Following Doré et al. (2001) we define pixelization noise p = −Zs. The split of Zy in two components means that ∆ is split in two components as well: ∆ = ∆ p + ∆ n . They can be solved from In destriping the amplitudes of the base functions are split analogously: a = a p + a n . The first component is determined by the pixelization noise and the second one by the instrument noise.
Next we insert y = s + n into Eqs. (A.6) and (A.7). We obtain for the output map m = (P T P) −1 P T s − (P T P)
(A.14)
Ideally, we would like the output map of the map-making algorithm to be equal to the first term on the right hand side. It is called binned noiseless map in this study. The rest of the terms bring error. They are represented by the reconstruction error map (Tegmark 1997a) ε = m − (P T P) −1 P T s. (A.15) The reconstruction error map is comprised of a signal component (ε p ) and a noise component (ε n ).
(A.16)
For destriping we can write analogously
(A.20)
The signal and noise components of the reconstruction error map were used extensively when the map-making algorithms were compared in Sect. 4. We studied the minimum, maximum and std values of their pixel temperatures. Additionally, we produced their angular power spectra and compared them as well.
