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Abstract
Efficient numerical linear algebra is a core ingredient in many applications across
almost all scientific and industrial disciplines. With this survey we want to illustrate
that numerical linear algebra has played and is playing a crucial role in enabling and
improving data science computations with many new developments being fueled by
the availability of data and computing resources. We highlight the role of various dif-
ferent factorizations and the power of changing the representation of the data as well
as discussing topics such as randomized algorithms, functions of matrices, and high-
dimensional problems. We briefly touch upon the role of techniques from numerical
linear algebra used within deep learning.
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1 INTRODUCTION
The study of extracting information from data has become crucial in many field ranging from business, engineering, fundamental
research, or culture. We here assume that data science intends to analyze and understand actual phenomena with data according
to [136]. To achieve this, we follow [80] in that data science draws on elements of machine learning, data mining and many
other mathematical fields such as optimization or statistics . Also, we want to point out that in order to obtain information from
data it is not necessarily implied that the amount of data is big but often it is.
The multitude of applications where such data occur and need to be studied goes beyond the scope of this paper. Naturally,
matrices arise as part of spatial data analysis [28, 206, 117] or time-series data analysis [2, 154, 291, 233, 40] but can also be
found in many more disciplines [280].
We here view the data as being represented in a matrix
퐴 =
⎡⎢⎢⎣
푎푇1
⋮
푎푇푛
⎤⎥⎥⎦ ∈ ℝ푛,푚 (1)
with the dimensions푚, 푛 related to the underlying data. Here푚 is the dimension of the feature space with feature vectors 푎푖 ∈ ℝ푚
viewed here as the rows of 퐴. The dimension 푛 is the number of data points and is thus possibly very large. We often assume
that 푛 > 푚. Alternatively, the data can also arise in the form of a tensor of order 푑
퐴 ∈ ℝ푛1×푛2×…×푛푑 (2)
with dimensions 푛푖 ∈ ℕ ∀푖.
The tasks of extracting meaningful information from the collected data varies between application areas. In the process
of extracting information from data we often encounter tasks such as unsupervised learning, semi-supervised learning, and
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2supervised learning (cf. [153, 135]). The difference between these can roughly be summarized by the availability and usage of
training data with none for unsupervised, only for a subset for semi-supervised, and for all of the data in supervised learning.
Before starting the detailed discussion, we would like to point out a particular example that is a core problem in data science,
statistics, numerical linear algebra and computer science alike. This is the least squares problem [110], where in brief one wants
to fit a linear model to labeled data. Let us assume that we are given 푛 data points 푎푖 ∈ ℝ푚 and typically outputs 푦푖, e.g. a value
of either −1 or 1 for a classification problem. We are then interested in finding a weight vector 푤 ∈ ℝ푚 such that the 2-norm of
the residual 푟푖 = 푎푇푖 푤 − 푦푖 is minimized.It is well known that this would lead to a linear regression problem
min
푤
‖퐴푤 − 푦‖22 + 휆 ‖푤‖22 (3)
with 퐴 as above. Here, we also introduce 휆 > 0 as a regularization or ridge parameter for the regularization term ‖푤‖22 . Theregularization term could also be measured in several different norms such as the 푙1-norm [274] or the total variation norm
[285]. The solution to this problem is then given by
푤∗ =
(
퐴⊤퐴 + 휆퐼
)−1 퐴푇 푦, (4)
a prototypical linear system of equations with a symmetric and positive definite matrix as long as 휆 > 0. This example illustrates
that the different disciplines are intertwined. Problem (3) arises in data mining relying on techniques from numerical linear
algebra to make the evaluation robust and efficient. On the other hand, the development of sophisticated numerical methods
is driven by studying problems with real data. The goal of this survey is to show how information extraction from data, data
modeling, and pattern finding relies on efficient techniques from numerical linear algebra that not only enable computations but
also reveal hidden information.
The paper is structured as follows. We first illustrate the use of classical factorizations such as the QR and singular value
decomposition (SVD) and then introduce interpretable factorizations such as the non-negative matrix factorization (NMF) or
the CUR decomposition. We additionally discuss literature devoted to kernel methods with special attention given to the graph
Laplacian. Randomization as well as functions of matrices are discussed next. We close with a brief discussion of recent results
for high-dimensional problems and deep learning applications.
As a word of caution, we want to remark that the field of numerical linear algebra is vast and the analysis of data via techniques
from numerical linear algebra is not new. The goal of this survey is to point to recent trends and we apologize to the authors
whose results we missed while writing this. In particular we want to refer to the beautiful books by Eldén [92] and Strang [266]
that provide general introductions to linear algebra for data science applications.
2 DATA MATRICES AND FACTORIZATIONS
The decompositional approach to matrix computations has been named one of the top 10 algorithms of the 20th century [79].
Matrix factorizations are an ubiquitous tool in data science and have received much attention over the last years. A great example
is the use of matrix factorization techniques for recommender systems such as the Netflix challenge1 [169]. We here review some
important matrix factorizations, their applications as well as tailored factorizations used for data science. We split the discussion
into classical factorizations, which have been the workhorse of many applications such as engineering or fluid mechanics, and
factorizations that are designed to more closely resemble the nature of the data.
2.1 Classical factorizations
The singular value decomposition
Given a data matrix 퐴 ∈ ℝ푛,푚, assuming 푛 ≥ 푚, a singular value decomposition (SVD) [110] is given as
퐴 = 푈푆푉 ⊤
1https://en.wikipedia.org/wiki/Netflix_Prize
3with 푈 ∈ ℝ푛,푛 and 푉 ∈ ℝ푚,푚 being orthogonal matrices. The matrix 푆 ∈ ℝ푛,푚 is of the following form
푆 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
휎1 0 … 0
0 휎2
⋱
⋮ 휎푚
0 … … 0
⋮ ⋮ ⋮ 0
0 … … 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
with singular values 휎1 ≥ 휎2… ≥ 휎푚 ≥ 0. An equivalent and often very useful representation is the outer product form of the
SVD as
퐴 =
푚∑
푖=1
휎푖푢푖푣
푇
푖
where 푢푖 and 푣푖 are the columns of 푈 and 푉 , respectively. This allows for a natural interpretation of 푈 as providing a basis
for the column space of 퐴 and 푉 for its row-space. A crucial task is to find a good rank-푘 approximation to the matrix 퐴. The
Eckart–Young–Mirsky theorem [111] states that the best rank-푘 approximation in any unitarily invariant matrix norm is given as
퐴 ≈ 퐴푘 ∶=
푘∑
푖=1
휎푖푢푖푣
푇
푖 ,
hereby ignoring the smaller singular values in the summation. This is known as the truncated singular value decomposition and
is written in matrix form as
퐴푘 = 푈푘푆푘푉 ⊤푘 . (5)
The SVD is one of the most crucial tools in the complexity reduction of large-scale problems. The singular value decomposition
is naturally well-suited to solve the least squares problem (3) of the form
푤∗ =
(
퐴⊤퐴 + 휆퐼
)−1 퐴⊤푦 = (푉 푆⊤푈푇푈푆푉 ⊤ + 휆퐼)−1 푉 푆⊤푈⊤푦 = 푉 (푆⊤푆 + 휆퐼)−1 푆⊤푈⊤푦. (6)
This is expensive due to the cost of computing the full SVD but the truncated SVD can be exploited for solving least squares prob-
lems as discussed in [133]. There have been many algorithmic updates in the computation of the (truncated) SVD that deal with
the numerical difficulties of large-scale problems, rounding errors, locking of wanted singular vectors and purging of unwanted
information [14, 147, 264, 140]. At the heart often lies the Lanczos bidiagonalization and for large scale problems incorporating
implicit restarts is mandatory (cf. [30, 141, 14, 264]). The algoritmic foundations for computing the truncated SVD, namely the
Lanczos bidiagonalization [106] was shown to be equivalent [91, 30] to a well-known method in statistics, namely the NIPALS
(Nonlinear Iterative Partial Least Squares) method. To the best of our knowledge, the algorithmic improvements developed for
the Lanczos-bidiagonalization have not been exploited within NIPALS implementations (cf. [30]). Nevertheless, NIPALS has
become a crucial tool in the analysis of problems from economics applications [150, 128, 99].
The SVD is also a key ingredient in model order reduction2 [19, 50] classically used for reducing the dimensionality of
physics-related models based on differential equations. Recently, model order reduction has found more and more applications
in machine learning [171, 275]. One of the most important applications that directly mirrors the use of the SVD in computational
science and engineering is the creation of reduced representations. Here, applications include text mining [3], face recognition
[309], medicine [306] and many more.
The SVD also comes in many disguises among the different disciplines of statistics, engineering, and applied mathematics.
Given a data matrix 퐴 applying principal component analysis (PCA), which is equivalent to performing the SVD, has been a
key tool for understanding the structure of the data. In PCA, the column means within 퐴 is zero and then the right singular
vectors 푣푖 are called the principal component directions of 퐴 and the left singular vectors are the principal components of 퐴.
More information and applications are given in [155, 156, 203, 300].
In order to compute the singular value decomposition for data matrices that originate from massive datasets one often has to
resort to techniques from high performance computing [8, 267, 212]. Additionally, it is possible to rely on randomized algorithms
that we discuss in Section 4.
The SVD is also a crucial ingredient in many algorithms for high-dimensional data analysis, see Section 6 on tensor
factorizations.
2A prototypical example is the drastic reduction of the dimensionality of the system matrices defining a dynamical system.
4The QR factorization
Given a set of vectors collected in the matrix퐴 and considering the span of the columns of퐴 it is clear that the vectors themselves
can potentially be a terribly conditioned basis for further numerical computations. Hence, one wants to find a well-conditioned
basis, ideally a basis with orthogonal vectors. This task is achieved by computing the QR factorization, i.e.,
퐴 = 푄푅
with 푄 ∈ ℝ푛,푛 an orthogonal matrix and 푅 ∈ ℝ푛,푚 an upper triangular matrix of the form
푅 =
[
푅̂
0
]
,
where the matrix 푅̂ ∈ ℝ푚,푚 is invertible if only if the matrix 퐴 has full column rank 푚. From the representation it is clear that
one can also work with 퐴 = 푄̂푅̂ where 푄̂ only contains the first 푚 columns of 푄. The QR factorization is another ubiquitous
factorization in applied mathematics. Its computation is typically rather expensive and for the details we refer to [110]. In
particular, the reduction of 퐴 to triangular form via so-called Householder reflectors is a de-facto standard. The solution of the
least squares problem (3) without regularization [110] via the QR factorization is well-known
푤∗ = argmin푤 ‖푄푅푤 − 푦‖2 = argmin푤 ‖‖‖푅푤 −푄⊤푦‖‖‖2 .
Truncated QR decompositions in disguise are also at the heart of the Lanczos [172] and Arnoldi [9] methods, which are the key
algorithms of Krylov subspace methods. Many algorithms in numerical linear algebra rely on Krylov subspaces, i.e.
퓁(푀, 푟) ∶= span{푟,푀푟,푀2푟,푀3푟,… ,푀퓁−1푟}
being the space of dimension 퓁, where푀 is the system matrix of the underlying problem, e.g.푀 = (퐴⊤퐴 + 휆퐼) for the ridge
regression problem (4), and 푟 is a vector associated with a right-hand side of (4). In order to obtain robust methods we rely on
a well-conditioned basis of 퓁(푀, 푟). The Lanczos method computes an orthonormal basis of increasing dimensionality with
great efficiency only requiring one matrix vector product per iteration. For more details, we refer to [111, 237]. Truncated QR
decompositions are based on computing the columns of a matrix 푄 spanning the basis of the range of the Krylov matrix.
Additionally, the pivoted QR factorization [262, 261] computes the factorization
퐴푃 = 푄푅
with 푃 a permutation matrix. This QR factorization can be computed maintaining the sparsity of the matrix 퐴 (cf. [261]) and it
is also closely related to interpretable factorizations, which we discuss next.
2.2 Interpretable Factorizations
Despite the beautiful mathematical properties of both the QR and the SVD they sometimes do not provide a representation that
allows an easy interpretation of the results for practitioners. For example, in many applications the data are nonnegative while the
singular vectors can contain negative values. Mathematically this means that a given data matrix퐴 ∈ ℝ푛,푚 is well approximated
by the truncated SVD 퐴 ≈ 푈푘푆푘푉 ⊤푘 but the singular vectors contained in 푈푘(∶, 푙), are in general not sparse or non-negativeeven though this holds for the data. We adopt MATLAB notation addressing columns and rows of matrices by using 퐴(∶, 푘) for
the 푘-th column of 퐴 and 퐴(푘, ∶) for the 푘-th row. Analogously, this can be defined for several rows or columns.
To preserve the properties inherent in the applicationwhilemaintaining a good approximation of the original data with reduced
complexity, many interpretable factorizations have been developed over recent years (cf. [193, 293, 84, 38, 176, 81, 103] for
some of them). Here, fig. 1 illustrates how the CUR approximation, which we introduce later in this section, naturally represents
the original data.
We now briefly introduce these methods and comment on applications and new developments. We here follow the notation
of [287] and start with the CX decomposition defined by
퐴 ≈ 퐶푋
where 퐶 ∈ ℝ푛,푘 and 푋 ∈ ℝ푘,푚. Here the matrix 퐶 is a matrix consisting of 푘 columns of the data matrix 퐴, i.e.,
퐶 = 퐴(∶, 퐽 )
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FIGURE 1 We here illustrate a set of datapoints (red) that are stored in the matrix 퐴. We then show the two dominating rows
(black) of 퐴 obtained from a CUR decomposition and the two dominating singular vectors (blue).
for an index set 퐽 of order 푘. The important feature of the matrix 퐶 is that its columns are interpretable as they are taken from
the original data. Since the data matrix is often sparse this is inherited by 퐶 and as a result storing 퐶 requires less memory than
storing the singular vector matrix 푈푘. The computation of 퐶 and 푋 is done via the minimization of
min ‖퐴 − 퐶푋‖ ,
where ‖ ⋅ ‖ may be the 2-norm or the Frobenius norm. This problem is known as the column subset selection problem [37] and
its NP-completeness is discussed in [252]. Typically, more structure is required than just a general matrix 푋 and one quickly
moves to the interpolative decomposition (ID) [287]
퐴 ≈ 퐶푉 ⊤ (7)
where 퐶 ∈ ℝ푛,푘 is as before but the matrix 푉 ∈ ℝ푚,푘 is constructed such that it contains a 푘×푘 identity matrix andmax푖,푗 |||푣푖푗||| ≤
1. A procedure to obtain a low-rank ID via a pivoted QR is given in [287] returning a 푉 푇 = [퐼푘 푇푙]푃 푇 with 푃 a permutation
matrix and 푇푙 a solution related to the upper triangular factors of the pivoted QR. This approach works analogously when a
one-sided representation in terms of matrix rows is desired. One can also obtain a two-sided interpolative decomposition
퐴 ≈ 푊퐴(퐼, 퐽 )푉 푇 . (8)
We start its computation by using a one-sided interpolative decomposition 퐴 ≈ 퐶푉 ⊤, which already provides us with the set of
crucial column indices 퐽 . In order to compute the row indices 퐼 and the matrix푊 , we now compute a one-sided decomposition
for the matrix 퐶푇 . Following (7) we then obtain
퐶푇 ≈ 퐶̃푉̃ 푇 ,
where 퐶̃ contains by design columns of 퐶푇 , i.e., rows of 퐶 and thus elements of the rows of 퐴 along with the row index set
퐼 . The matrix 푊 is then given as 푊 = 푉̃ . Note that 푊 and 푉 do not contain columns and rows of the original matrix 퐴,
respectively, and hence properties such as sparsity and non-negativity found in the data are typically not carried over.
As a result, we can consider a factorization that avoids this pitfall and bears a lot of similarity to the two-sided ID. This is
achieved by the CUR decomposition
퐴 ≈ 퐶푈푅
where 퐶 ∈ ℝ푛,푘, 푈 ∈ ℝ푘,푘, and 푅 ∈ ℝ푘,푚. Here, 퐶 contains columns of the original matrix and 푅 represents a subset of its
columns. Both matrices inherit properties such as non-negativity, sparsity, and finally interpretability. The CUR decomposition
is also known as the skeleton decomposition [164, 102, 277, 220, 114] and is closely related to a rank-revealing QR factorization
[287, 119]. The point of departure for computing the CUR decomposition is typically a low-rank factorization of the matrix 퐴.
Both the truncated SVD (5) and the two-sided ID (8) are the typical initial factorizations. Given a truncated SVD, the crucial
algorithmic step is to select the index sets 퐼 and 퐽 . For this one typically computes leverage scores as sums over the rows of the
matrices 푈푘 and 푉푘 coming from the truncated SVD 퐴 ≈ 푈푘푆푘푉 ⊤푘 , e.g. 퓁푗 =
∑푘
푖=1 푈푗,푖 for 푗 = 1,… , 푛 for the column selectionand analogously for 푉푘. In [193] the authors provide a statistical interpretation of the leverage scores as a probability distribution.
More recently, Embree and Sorensen [258] have introduced a procedure based on the discrete empirical interpolation method
6(DEIM) [50] where the selection of the column and row indices is based on a greedy projection technique resembling a pivoting
strategy within the LU factorization. In [73] the authors compute the column and row subset using conditional expectations
with a more efficient numerical realization being recently introduced in [64]. It remains to compute the intersection matrix 푈
as 푈 = 퐴(퐼, 퐽 )−1 with the other possibility being 푈 = 퐶†퐴푅†, where † indicates the Moore-Penrose inverse. Recently, a
perturbation analysis of the CUR decomposition was presented in [132].
Another important interpretable factorization of the matrix 퐴 is the so-called non-negative matrix factorization (NMF) [104,
92, 77, 77, 24]
퐴푇 ≈ 푊퐻, (9)
which is a low-rank approximation using푊 ∈ ℝ푚,푘 and퐻 ∈ ℝ푘,푛 with component-wise non-negativity written as푊 ≥ 0, 퐻 ≥
0. The interpretation of the columns of푊 (∶, 푗) ∈ ℝ푚 is that they form a basis of order 푘 that best approximates the data points
푎푗 , i.e., the columns of 퐴푇 via
푎푙 = 푊퐻(∶, 푙) =
푘∑
푗=1
푊∶,푗퐻푗,푙.
The coefficients of how the data are expanded in the basis defined by 푊 are stored in 퐻 . Such linear dimension reduction
frameworks are found in various data tasks within image processing or text mining. Here again the non-negativity of the ele-
ments in푊 means that the resulting matrix is more sparse than an SVD-based approach and provides an interpretable feature
representation [187, 185].The computation of a NMF is an NP-hard ill–posed problem [283] and it is typically based on solving
the minimization problem
min
푊 ,퐻≥0
‖‖‖퐴푇 −푊퐻‖‖‖퐹 .
Alternating minimization procedures, which consist of an alternating update of the factors 푊 and 퐻 , are typically employed
and we refer to [103, 129, 190] for more details. It is also possible to include further constraints such as sparsity as was done in
[230, 229]. In [75] the authors analyze the relationship between the NMF factorization of a kernel matrix and spectral clustering
discussed later. For further improving the performance the authors in [47] include a kernel matrix as a regularization term for
the objective function. This shows that kernel matrices, which are matrices changing the representation of the data, are often
very useful and we discuss these next.
3 CHANGING THE DATA REPRESENTATION
So far we focused on methods that directly utilize the data 퐴 as a matrix. Often it is necessary to transform the data to a different
representation. The goal is that for the transformed data the learning task is easier and we now describe several approaches
designed for that purpose.
3.1 The graph Laplacian operator
The data encoded in 퐴 ∈ ℝ푛,푚 either have a natural representation as a graph with the nodes 푣푗 representing the associated
feature vectors 푎푗 ∀푗 or they can be modeled that way. The result is a graph퐺 = (푉 ,퐸) consisting of the nodes 푣푗 ∈ 푉 and edges
푒 ∈ 퐸, where an edge 푒 consists of a pair of nodes. We here consider undirected graphs where an edge is typically equipped
with an edge weight representing the strength of the connection between the corresponding nodes. Practically, the most relevant
weight function is the Gaussian weight function
푤(푣푖, 푣푗) = 푤푖푗 = exp
(
−‖푎푖−푎푗‖22∕휎2). (10)
Many applications naturally have a graph structure but one can also convert data to graph form and we refer to [286, Section
2.2] where different techniques are presented. Given a graph the weights are collected into a matrix 푊 ∈ ℝ푛,푛 where the
diagonal is set to zero. If two nodes are not connected in the graph the associated matrix entry is set to zero. A particularly
interesting and challenging example is a fully connected graph where all data points are compared pairwise also resulting in a
dense matrix푊 . As a second ingredient we compute the diagonal degree matrix퐷 where 푑푖푖 = ∑푛푗=1푤(푣푖, 푣푗).We then obtainthe graph Laplacian 퐿 = 퐷 − 푊 , which is often used in a normalized form either as the symmetric normalized Laplacian
퐿푠푦푚 = 퐼 −퐷−1∕2푊퐷−1∕2 or as the random walk Laplacian 퐿푟푤 = 퐷−1퐿. The properties of the graph Laplacian are discussed
7in [286, 55]. In more detail, we can see that 퐿 is symmetric and its positive semi-definiteness follows from
푢⊤퐿푢 = 1
2
푛∑
푖,푗=1
푤푖푗
(
푢푖 − 푢푗
)2 . (11)
This relation only changes slightly when퐿푠푦푚 is used. In the context of data sciencemany of the properties of the graph Laplacian
can be utilized for tasks such as clustering. In particular, the eigeninformation of퐿 and퐿푠푦푚 are crucial. For example, the number
of zero eigenvalues gives information about the number of connected components of the underlying graph. The eigenvector
corresponding to the first non-zero eigenvalue is known as the Fiedler vector. As the eigenvector corresponding to the zero
eigenvalue is the constant vector 푐 [1,… , 1]푇 with 푐 ∈ ℝ and since the Fiedler vector is orthogonal to it, we must have sign
changes in the Fiedler vector. This makes the Fiedler a first candidate to perform clustering simply by the sign of its entries3
[279, 76, 27, 49].
In fact, one of the classical tasks that is performed using the eigeninformation of the graph Laplacian is spectral clustering
[286], where one computes the first4 푘 eigenvectors 휙1,… , 휙푘. As the graph Laplacian translates the original data 퐴 into an
alternative space encoded into new matrices 푊 and 퐷, its eigeninformation will lead to a different clustering behavior than
traditional methods such as k-means [260]. It can be seen from fig. 2 that standard k-means clustering based on 퐴 [134, 158]
shows poorer performance when compared against spectral clustering [286]. In more detail, the most common spectral clustering
methods proceed by using k-means on the rows of the eigenvector matrix
Φ푘 =
[
휙1,… , 휙푘
]
. (12)
In [286] the author illustrates that performing spectral clustering solves relaxed versions of known graph cut problems, which
aim at partitioning the vertices of a graph into disjoint subsets. If instead of the graph Laplacian the two normalized versions
FIGURE 2 The typical two-moons data set with desired unsupervised classification into two-classes. A standard scikit-learn5푘-
means clustering applied on the left vs. scikit-learn spectral clustering (right). The curvature of the data is only correctly
identified with the spectral clustering approach.
are used, one obtains different results, for 퐿푟푤 see [251] and for 퐿푠푦푚 [216]. The hyperparameter6 휎 in the denominator of the
weight function can be replaced by a local scaling with an additional hyperparameter describing the locality [307]. Often the
parameter is chosen in a heuristic way according to the performance of the algorithm using the graph Laplacian [216]. When
interpreted in terms of Gaussian processes the parameter 휎 is related to the characteristic length-scale of the process [231].
As the foundation of the spectral clustering method is the computation of 푘 eigenvectors of the (normalized) graph Lapla-
cian, it is important to be able to compute these eigenvectors efficiently. Be reminded that the matrices 퐿, 퐿푟푤, and 퐿푠푦푚 =
3In https://people.eecs.berkeley.edu/~demmel/cs267/lecture20/lecture20.html a connection to vibrating strings and standing waves is made that beautifully illustrates
this property.
4The eigenvalues of the Laplacian are given as 0 = 휆1 ≤ 휆2 ≤⋯ ≤ 휆푛.5https://scikit-learn.org
6As hyperparameter we understand a parameter whose value is set before the learning process starts.
8퐼 −퐷−1∕2푊퐷−1∕2 are singular and the multiplicity of the zero-eigenvalue corresponds to the number of connected components
in the graph. We are interested in computing the smallest eigenvalues of 퐿. Iterative eigenvalue algorithms typically converge
towards the largest eigenvalues and as a result we would need to invert the matrix 퐿, which is not possible. Focusing on 퐿푠푦푚
it is obvious that the smallest eigenvalues of 퐿푠푦푚 can be computed from the largest eigenvalues of 퐷−1∕2푊퐷−1∕2. Methods
for efficiently computing the eigeninformation of such a matrix often rely on Krylov subspaces [111, 263, 177, 238], where
it is crucial to perform the matrix vector products with 퐷−1∕2푊퐷−1∕2 efficiently. If we assume that the graph consists of one
connected component 퐷 is diagonal and invertible. The main cost of multiplying with 퐷−1∕2푊퐷−1∕2 comes from computing
matrix vector products with푊 . For sparse graphs the matrix 푊 will itself be sparse and matrix vector products will be inex-
pensive. The main computational challenge is then encountered for non-sparse or fully connected graphs. For large data-sets
matrix vector products with 푊 are often infeasible and hence more sophisticated techniques are needed. Recently, methods
based on the non-equispaced Fourier transform [5], the (improved) fast Gauss transform [299, 209], or algebraic fast multipole
methods [303, 195] have shown great potential resulting in a complexity of(푛 log 푛) for the matrix vector products with a fixed
number of columns 푚. While these methods provide great speed-ups the dimensionality 푚 of the feature vectors still provides a
significant challenge in computations and we return to this point in the next section.
The basis Φ given in (12) is not only important for spectral clustering but also for a group of methods recently introduced for
semi-supervised learning, i.e., methods that, given a small set of labeled data, classify the remaining unlabeled points simul-
taneously. The methods are based on partial differential equation techniques from material science modeling [46, 7], namely
diffuse-interface methods, and have also been used in image inpainting [25]. The graph Laplacian then replaces the classical
Laplacian operator resulting in a differential equation based on the graph data via
푢푡 = 휀퐿푠푦푚푢 −
1
휀
휓 ′(푢) + 휔(푓 − 푢) (13)
with 휓(푢) being a potential defined on the graph nodes enforcing two classes and 휔 incorporating penalization for deviation
from the training data stored in 푓 . The variable 휀 is a hyperparameter related to the thickness of the interface region. Due to the
large number of vertices the dimensionality of (13) is vast. A projection usingΦ푘 reduces the PDE to a 푘-dimensional equation.
Similar to model order reduction the nonlinearity still needs to be evaluated in the large-dimensional space [50].
We briefly want to comment on the use of the graph Laplacian in image processing, where the pixels are often represented
as the nodes in a graph, which would then lead to a fully connected graph. In this field the graph Laplacian is often used as a
regularizer for denoising [159, 189, 232] or image restoration [160]. In [205] the construction of the Laplacian is performed
patch-wise in both a local and a non-local fashion. A more in-depth discussion for applications in image processing can also be
found in [53].
The graph Laplacian has also recently enjoyed wide applicability within deep learning, namely, as an essential ingredi-
ent within so-called Graph Convolutional Networks [139, 42, 162] where the equation at layer 푙 for semi-supervised learning
becomes
푋(푙+1) = 휎푙
(푁퐾∑
푘=1
퐾 (푘)푋(푙)Θ(푙,푘)
)
,
with 휎푙 an activation function and weights Θ that need to be learned. The crucial filter matrices 퐾 (푘) are computed using the
eigeninformation of the graph Laplacian associated with the input푋(0). The matrices 퐾 (푘) are composed from a 푘-dimensional
filter space span{휙1,… , 휙푘} , typically of the form 퐾 (푘) = 푈휙푘(Λ)푈푇 , where 푈 and Λ are the eigenvector and eigenvalue
matrix of the graph Laplacian or a slight modification of it. The name convolutional network stems from the fact that the
transformation 푈휙푘(Λ)푈푇 can be interpreted as graph Fourier transform [253, 70]. Similarly, classical convolutional networks
apply a filter/convolution to the data to detect more structure within the data [174]. In more detail, for a signal 푥 ∈ ℝ푛, with
푛 the number of nodes in the graph, 푥̂ = 푈푇푥 is the graph Fourier transform and its inverse is given by 푥 = 푈푥̂. It is clear
that polynomial filters 휙푗 are easy to apply either directly, by multiplying with the matrices, or via an (approximate) eigende-
composition of the Laplacian. Many filters and efficient methods for their computations have been suggested and we refer to
[162, 139, 6, 181, 254, 184, 313, 294] for some of them.
There have also been generalizations of the graph Laplacian to other settings. We in particular want to mention the case of
hypergraphs [312, 311], where an edge is now a collection of possiblymany nodes. Again, one can obtain a normalized Laplacian
operator of the form 퐿 = 퐼 − Ξ and perform spectral clustering based on the eigeninformation of this matrix. Hypergraphs are
encountered in many applications such as biological networks [166], image processing [305], social networks [310] or music
recommendation [43]. Hypergraphs have also been used in the context of semi-supervised learning [178, 228, 34] and particular
in convolutional neural networks based on hypergraphs [6, 298].
9Graph Laplacians have also been used to analyze multilayer networks [165, 31] where a set of nodes can be connected in
various layers (cf. fig. 3 for an illustration). The connections between the nodes and the various layers can be represented as a
tensor but also using a (supra)-Laplacian [257]
퐿 = 퐿(퐿) + 퐿(퐼)
with the intra-layer-supra Laplacian 퐿(퐿) = blkdiag(퐿1,… , 퐿퐾 ) and the interlayer-supra Laplacian 퐿(퐼) = 퐿퐼 ⊗ 퐼 with 퐿퐼 the
interlayer Laplacian. Again, the eigeninformation of the supra-Laplacian provides rich information about the network [257, 226,
271]. One can also obtain networks where the nodes are not connected across layers but rather only have intra-layer connections
(cf. [201]). We do not discuss the full details of the various different network structures here but identify this as a very exciting
area of future research.
Layer 1
Layer 2
a
b
c
d
a
b
c
d
FIGURE 3 A simple multilayer graph.
In the context of analyzing social relationships we want to mention signed networks, which are graphs with positive and
negative edge weights. These networks are used to model friend and foe type relationships and we refer to [180, 248, 127,
179, 268] and the references mentioned therein for an overview of some of the crucial applications. Again techniques such as
spectral clustering [248, 200, 202], semi-supervised learning [198], convolutional networks [72] are available to extract further
information from the data. The difficulty for signed networks is that the classical graph Laplacian is not feasible as for example
the sum of the weights could be zero resulting in a non-invertible degree matrix. As a result several competing Laplacians are
possible (see [101, 268] for an overview).
The graph Laplacian is also an essential tool analyzing complex networks via network motifs [20, 221], graph centralities
[96, 98, 225], or community detection [214, 215]. It has also been suggested to replace the graph Laplacian by a deformed
Laplacian or Bethe Laplacian [41, 239, 210] as
퐻(푠) = (푠2 − 1)퐼 − 푠푊 +퐷
for a parameter 푠 ∈ ℝ and푊 the adjacency matrix of the graph. It has been shown that퐻(푠) corresponds to a non-backtracking
random walk, which is a simple random walk that is conditioned not to jump back along the edge it has just traversed [170] and
shows better performance when community detection is desired in very sparse graphs generated by the stochastic block model.
In the next section, we turn our attention to the case when the kernel, i.e. (10) is not only part of the graph Laplacian, but is
viewed as the defining element of embedding the data into a high-dimensional space.
3.2 Kernel methods
The transformation of the data via a so-called kernel function, like the Gaussian encountered for the graph Laplacian, is a
technique that has been successfully applied in many data science tasks [250, 247, 211, 148]. In fig. 4 we illustrate a dataset that
is difficult to linearly separate in two dimensions on the left. When the data is transformed via kernelization to three dimensional
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space it is easily separable. Kernel methods can be motivated from the evaluation of the function 푓 (푥) = 푤푇푥 for a new data
FIGURE 4 A typical two-dimensional dataset (left) difficult to separate linearly vs the embedding of the data into three-
dimensional space (right) with the decision boundary shown in grey.
point 푥 by using the computed weights 푤 as minimizers of a least squares problem (3). By employing Lagrangian duality [247]
we can write the weights as 푤 = 1
휆
∑
푖 훼푖푎푖 ∈ ℝ푚 where 휆 is a regularization parameter, 푎푖 ∈ ℝ푚 are the vectors associated
with the data and the 훼푖 are the Lagrange multipliers. Inserting the new point 푥 gives 푓 (푥) = 1휆
∑
푖 훼푖푎푇푖 푥, which relies on theevaluation of inner products 푎푇푖 푥. It turns out that the evaluation of this and other inner products is replaced by a more general
kernel function 푘(⋅, ⋅). We then write the above as
푓 (푥) = 1
휆
∑
푖
훼푖푘(푎푖, 푥)
using the kernel instead of the inner product. The goal within kernel methods is now to find a kernel that allows for better
separability then the trivial kernel 푘(푎푖, 푥) = 푎푇푖 푥. To understand the role of the kernel function let us look at the kernel [247]
푘(푣, 푥) = (푥푇 푣)2
and consider the feature mapping 휙 that maps the two-dimensional data into three-dimensional space via
휙(푥) = 휙(
[
푥1
푥2
]
) =
⎡⎢⎢⎣
푥21√
2 푥1푥2
푥22
⎤⎥⎥⎦
and we can see that
푘(푥, 푣) = 휙(푥)푇휙(푣).
This even comes at a computational advantage as we do not need to compute the higher-dimensional 휙 vectors. This technique
of avoiding the direct computation of the higher-dimensional nonlinear relation via the evaluation of a kernel function is known
as the kernel trick [243, 247, 244]. It is clear now that the adjacency matrix of the graph Laplacian is also a kernel matrix for
the particular choice of the Gaussian kernel. The assembly of the kernel for all data points 푎푖 into a matrix leads to a positive
semi-definite Gram/kernel matrix 퐾 . In fact, under the name of kernel PCA the leading (now largest) eigenvectors of 퐾 are
computed to obtain principal components/directions in the data (cf. [246, 245]). The use of the kernel trick in machine learning is
omnipresent. One of the simplest but powerful methods is the so-called kernel ridge regression (KRR), where the core problem
is to minimize the function
1
2
‖푏 − 퐴푢‖ + 휆
2
‖푢‖
with 푏 a vector encoding the training data and 푢 a vector of weights. This problem is then solved using a dual formulation
resulting in a formulation based on the matrix 퐴퐴푇 , which consists of inner products of the feature vectors. A kernelization of
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퐴퐴푇 then leads to the kernel matrix 퐾 for which we need to solve the linear system [5]
(퐾 + 휆퐼)푤 = 푏.
The system matrix is symmetric and positive definite for a positive regularization or ridge parameter 휆 ∈ ℝ. Such a system is
typically solved numerically with the use of a preconditioned iterative solver such as the conjugate gradient method [111, 237,
142]. The key ingredients are thematrix vector products with퐾+휆퐼 and developing a preconditioner 푃 ≈ 퐾+휆퐼 . For thematrix
vector product the non-equispaced fast Fourier transform (NFFT) can be used for a variety of different kernels [5] and in the case
of Gaussian kernels many bespoke methods exist such as [299, 303, 195]. A method based on sketching and the random feature
method [227] is introduced in [12], which can also be applied to various different kernel functions. A flexible preconditioner,
which changes in every iteration, combined with a suitable Krylov solver was presented in [259] whereas the authors in [249]
construct a low-rank approximation preconditioner based on an interpolative decomposition and fast matrix vector products. A
more difficult scenario arises when 푚, the dimensionality of the feature vectors 푎푖ℝ푚 gets larger. In this case, fast matrix vector
multiplication becomes more difficult and suffers from the curse of dimensionality unless certain decay rates are imposed on
the matrix entries [209]. In [301] the authors consider an example with 푚 = 90 where they use a divide-and-conquer parallel
algorithm that also comes with communication avoidance. For more details we refer to [301] and also the mentioned literature
for competing methods. In [234] the authors use a technique based on randomization (cf. Section 4) for both the matrix vector
product and the preconditioner in KRR while a similar problem is solved in [304] via high performance computing approaches.
The power of the kernelization has been exploited as an essential ingredient of support vector machines (SVM) [247, 281, 63].
In more detail, support vector machines are derived from maximizing the margin of the separating hyperplane. The support
vectors are the closest data points to this hyperplane. In order to be able to obtain a nonlinear hyperplane kernelization of the
inner products is employed. The resulting kernel matrix is then at the heart of the quadratic program that needs to be solved
for determining the support vectors [247] but the computation suffers from having to deal with dense kernel matrices. In [222]
the sequential minimal optimization (SMO) method is introduced, which breaks the problem into smaller, analytically solvable
problems. Kernel matrices are also crucial when solving the closely related support vector regression (SVR) problem [256, 88].
While both SVM and SVR remain popular methods, deep learning techniques have recently gained more popularity and have
been combined with kernel techniques via graph convolution networks [139, 162] or as loss functions in convolutional networks
[269, 192].
Often the linear algebra tasks associated with large scale kernel methods will involve randomization, which we discuss next.
4 RANDOMIZATION
In their seminal review paper [131] the authors discuss the importance of the decompositional approach to matrix computations
[79] (cf. Section 2). Due to the computational complexity it is not always straightforward to efficiently compute matrix factor-
izations, such as the SVD or QR, since in many data science applications the matrix 퐴 is so large that computing approximate
factorizations is too costly. Additionally, the data might be corrupted or it might be desirable to avoid many passes over the data
so that classical methods need further thought.
One of the key ingredients in allowing efficient numerical linear algebra is the process of randomization. Randomization
has proven to be a valuable tool in various matrix computation tasks such as matrix vector products [62, 82] or low-rank
approximations [29, 83]. These techniques typically follow the scheme of producing a skinny matrix 푄 ∈ ℝ푛,푘+푝, with 푘 the
desired approximation rank and 푝 an oversampling parameter that is needed for theoretical guarantees, such that we obtain the
orthogonal-projection-approximation onto the subspace spanned by 푄 via
퐴 ≈ 푄푄푇퐴.
From the information contained in 푄 one then computes standard factorizations such as QR or SVD decompositions. In more
detail, we form the matrix 퐵 = 푄푇퐴 ∈ ℝ푘+푝,푚, which then gives the low-rank approximation 퐴 ≈ 푄퐵. Replacing 퐵 by its SVD
results in an approximate SVD of 퐴 via
퐴 ≈ 푄퐵 = 푄(푈Σ푉 푇 ) = (푄푈 )Σ푉 푇 .
The first stage, i.e, the computation of the matrix 푄, follows from the prototype algorithm illustrated in Algorithm 1. We are
typically only interested in a decomposition of order 푘 when proceeding to the second stage of the method but that 퐺 is of
7Typically, this is drawn as a Gaussian random matrix.
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Algorithm 1 Prototype algorithm from [131].
Draw a random 푛 × (푘 + 푝) test matrix 퐺7.
Compute 푌 = 퐴퐺.
Construct orthogonal basis for range(푌 ), e.g. [푄,푅] = 푞푟(푌 ).
dimension 푘+푝where 푝 is the oversampling parameter. The dimensionality of퐺 is crucial as our aim is to reduce the complexity
as much as possible. Theoretical bounds for the approximation quality are given in [131] and depend on the parameters 푘 and
푝 as well as the matrix size and the (푘 + 1)-st singular value of 퐴. Such a randomized SVD has become the an essential tool in
many scientific computing and data science applications in areas such as uncertainty quantification [182], optimal experimental
design [4], or computer vision [93].
One of the key applications of randomized methods within data science is the use for approximation of kernel matrices
[196, 85, 308, 183, 149, 26] where the desire is to avoid the computation of the full kernel matrix since the storage demand can
be too large. In particular, the kernel matrix is approximated via
퐴 ≈ (퐴푄)(푄푇퐴푄)−1푄푇퐴푇
where in the traditional setup the matrix 푄 contains columns of the identity matrix drawing columns from the matrix 퐴 and we
obtain the so-called Nyström scheme[
퐴11
퐴21
]
퐴−111
[
퐴11 퐴12
]
=
[
퐼
퐴21퐴−111
] [
퐴11 퐴12
]
=
[
퐴11 퐴12
퐴21 퐴21퐴−111퐴12
]
≈ 퐴.
This means in order to approximate a kernel matrix 퐴 one only needs to compute a small number of columns and rows, which
has been shown to be very successful (cf. [224, 85]). The authors in [85] give an approximation bound using the diagonal entries
of the kernel matrix and a probabilistic interpretation whereas the authors in [220] provide a bound for the Chebyshev-norm of
the pseudo-skeleton approximation and the 푘 + 1-st singular value of the kernel matrix. In [196] the author suggests to use a 푄
obtained via Algorithm 1 and thus obtain a variant of the traditional Nyström method.
We already pointed out in Section 2.2 that interpretable decompositions can be obtained via QR or SVD approximations to퐴.
As the author in [196] points out computing a matrix that holds a basis for the column space of퐴 is crucial. For this the author in
[196] computes 푌 = 퐴퐺 and via a subspace iteration proceeds to iteratively refine the matrix 푌 using the update 푌 ← 퐴퐴푇 푌 .
The resulting 푌 is then used to identify the relevant row-indices for the ID. In the same way one can obtain the two-sided ID
and also a randomized CUR decomposition, where the details are given in [196]. Note that algorithms for directly computing
the CUR decomposition compute some sort of statistical score for the importance of the columns/rows via the truncated SVD
[193, 289, 37]. When obtaining the CUR from the two-sided ID we get the index sets from the ID matrices. The usefulness of
the importance sample or sampling statistics is illustrated in [39] where the author shows that operations from numerical linear
algebra such as inner products or matrix vector products can be performed using randomized numerical linear algebra. The key
ingredients when multiplying 퐴퐵 or 푎푇 푏 is the sampling strategy for producing the approximations. The strategy is often based
on an importance sampling strategy [84, 86] to draw elements or rows/columns of a matrix for further processing. For example,
the authors in [94] use the vector 푞
푞푗 =
‖퐴(∶, 푗)‖2 ‖퐵(푗, ∶)‖2∑푛
푖=1 ‖퐴(∶, 푖)‖2 ‖퐵(푖, ∶)‖2 , 푗 = 1,… , 푛
of probabilities8 to produce an approximation 퐶 ≈ 퐴퐵 based on rows of 퐴 and columns of 퐵. For the solution of a least squares
problem such as (3) [87, 39] the (random) selection process is decoupled from from a deterministic computation via a traditional
numerical linear algebra method. In particular, the first stage computes a score based on e.g. Euclidean norms, a truncated SVD
matrix, or columns of a truncated Hadamard matrix. This means that the original problem is separated into a random sampling
procedure leading to a reduced formulation that is then solved via a deterministic NLA approach. Due to the success in data
science applications randomized methods have also penetrated classical problems in scientific computing such as solving linear
systems of equations [115, 276, 213], eigenvalue problems [242, 118] or inverse problems [296, 295, 282]. A recent survey can
be found in [197].
8This is obtained from the minimization of the expected value of the variance of the inner product/matrix vector product.
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One area where randomization has helped greatly with the evaluation of complex mathematical expressions is the computa-
tions of functions of matrices, which we want to describe now.
5 FUNCTIONS OF MATRICES
The concept of evaluating a function of a matrix
푓 ∶ 푅푛,푛 → 푅푛,푛,
where 푓 is not meant to be evaluated element-wise, is an old but still very relevant one and we refer to [144] for an excellent
introduction to the topic. Matrix functions appear in a variety of applications with a particularly important example given by
Gaussian processes [236]; an ubiquitous tool in machine learning and statistics or in the analysis of complex networks [97, 22].
One can define the matrix function via the Cauchy integral theorem as
푓 (퐴) = 1
2휋푖 ∫
Γ
푓 (푧)(푧퐼 − 퐴)−1푑푧 (14)
provided 푓 is analytic on and inside a closed contour Γ ⊂ ℂ that encloses the spectrum of 퐴. There are other definitions that
are equivalent for analytic functions (cf. [144]). Matrix functions provide a large number of challenges for numerical methods
and an early discussion with 19 dubious methods for the matrix exponential can be found in [207] with an update provided
in [208] adding Krylov subspace methods as the twentieth method. One typically considers two different setups, the first is
the computation or approximation of the matrix 푓 (퐴) explicitly and the other is the evaluation of 푓 (퐴)푏 where the explicit
computation of 푓 (퐴) and subsequent application to 푏 is avoided. For a recent survey on evaluating 푓 (퐴)푏 we refer to [125]. In
this case the computation of 푓 (퐴) and then applying it to 푏 is obviously avoided. Efficient techniques typically depend on the
size of the data matrix 퐴. The approximation of 푓 (퐴)푏 employing the Cauchy integral formula (14) via contour integration was
given in [130]. Often the main work goes into solving linear systems with (푧퐼 − 퐴) and once direct solvers become infeasible
approaches based on Krylov subspace methods have shown very good performance for approximating the evaluation of 푓 (퐴)푏
[146, 167, 89, 124, 167]. For the more complex case of computing 푓 (퐴) we again refer to [144] for an overview of suitable
methods. We here want to mention certain scenarios in data science applications that lead us to such matrix functions.
Throughout scientific computing and engineering fractional Laplacians, where instead of second order derivatives one con-
siders derivatives of arbitrary orders, have gained much popularity in recent years [223] and one way to evaluate this efficiently
is using matrix functions, e.g. [45]. Fractional powers of the Laplacian have recently become more popular for semi-supervised
learning [17, 69], where to the best of our knowledge techniques based on the full eigendecomposition have been employed,
which for large graphs quickly becomes infeasible. In [199] a multilayer graph is considered where arbitrary matrix powers of the
layer Laplacians are evaluated using the polynomial Krylov subspace method (PKSM) [144] and using contour integrals [201].
We return again to the study of complex networks and are now interested in the network centrality [97] as this helps in
identifying the most important nodes, such as the most influential people in a social network. We assume that the network is
understood as an undirected graph and describe some of the most important centrality measures. One measure of centrality is
the degree matrix 퐷 of the graph Laplacian assigning the degree 푑푖푖 to every node. Other centrality measures are of great use
for understanding the underlying data. For example, the eigenvector centrality [32] is defined as
푏푖 =
1
휆1
푊휙1
with 푊 the adjacency matrix of the network and (휆1, 휙1) the Perron-Frobenius eigenvalue and eigenvector, respectively. The
authors in [97] illustrate that powers of the adjacency matrix 푊 provide essential information about the graph. In particular,
studying the (푖, 푗)-th entry of푊 푛 allows to count the number of different walks of length 푛 getting from node 푖 to node 푗. For
example the diagonal entries of푊 2 give the degrees of the nodes in the network. Note that powers of the graph Laplacian are
considered in [1] for the purpose of spectral clustering and within graph convolutional networks for semi-supervised learning
in [188]. The use of푊 2 suggests to consider higher powers of the adjacency matrix for longer walks and one obtains
(퐼 + 푊
2
2!
+ 푊
3
3!
+ 푊
4
4!
+…)푖푖 = exp(푊 )푖푖 = 푒푇푖 exp(푊 )푒푖
as the so-called subgraph centrality for node 푖, (cf. [95, 98]) with 푒푖 the corresponding unit vector. The quantity trace(exp(푊 ))
is defined as the Estrada index of a network [105, 71, 66]. Due to the high complexity the computation of the matrix function
exp(푊 ) should be avoided, especially if complex networks are considered. It is well known that expressions of the form 푢푇푓 (퐴)푢
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can be well approximated by 푒푇1 푓 (푇푘)푒1, where 푇푘 is the tridiagonal matrix coming from the Lanczos process applied to 퐴 and
푢 is assumed to have norm one. In particular, for our example we have 푢 = 푒푖, 푓 (⋅) = exp(⋅), and 퐴 = 푊 . As the authors in
[108, 107] show there is a beautiful relation between 푢푇푓 (퐴)푢 and Gauss–quadrature with first results going back to [112]. In
particular, the authors in [21] use the error estimates that stem from studying the relation between the Lanczos process and Gauss
quadrature. In [33] the authors also rely on the power of Gauss quadrature to compute Katz scores and commute times between
nodes in a network. Using the Lanczos process or other Krylov subspace methods [108, 109, 265] to approximate quantities of
the form 푢푇푓 (퐴)푢 also proves essential for many applications (cf. [11, 151, 10]) when the trace of a matrix (function) has to be
estimated via
trace(푓 (퐴)) ≈ 1
푠
푠∑
푖=1
푣푇푖 푓 (퐴)푣푖
where we rely on 푠 carefully chosen random vectors 푣푖. One such estimator is the so-called Hutchinson estimator [13] where
푣푖 = ±1 and the numerical computation again relies on the Lanczos process and its efficient approximation of the spectrum of퐴
[278, 204, 18]. Gaussian processes [231, 191, 236] are another essential tool within statistics and data science. Their evaluation
poses a significant numerical challenge as it relies on evaluating matrix functions as we will illustrate now. Following [78], a
Gaussian process is a collection of random variables with a joint probability distribution. Let us consider 푋 = {푥1,… , 푥푛}
with all the 푥푖 ∈ ℝ푑 . The Gaussian process can then define a distribution over functions 푓 (푥) ∼ (휇(푥), 푘(푥, 푥′)) with mean
휇(푥) ∶ ℝ푑 → ℝ and covariance function 푘(푥, 푥′) ∶ ℝ푑 × ℝ푑 → ℝ. Now 푓푋 ∈ ℝ푛 represents the vector of the function values
for 푓 (푥푖), 휇푋 ∈ ℝ푛 the evaluation of 휇(푥푖), and the matrix 퐾푋푋 ∈ ℝ푛,푛 represents the evaluation of 푘(푥푖, 푥푗) ∀푖, 푗. Then it
holds that 푓푋 ∼  (휇푋 , 퐾푋푋). The chosen covariance kernel depends on hyperparameters 휃 and we assume that we are given
a set of noisy function values 푦 ∈ ℝ푛 with variance 휎2. Assuming a Gaussian prior distribution depending on 휃 one obtains the
log marginal likelihood as
(휃|푦) = −1
2
[(
푦 − 휇푋
)푇 (퐾푋푋 + 휎2퐼)−1 (푦 − 휇푋) + log (det (퐾푋푋 + 휎2퐼)) + 푛log(2휋)] .
It is obvious that for the numerical solution of the minimization of the log marginal likelihood the evaluation of the log-
determinant is crucial. If the matrix 퐾푋푋 is small then we can afford the computation via the Cholesky decomposition, which
is an (푛3) computation. An efficient computation is then given via
log (det(푊 )) = 2
푛∑
푖=1
퐿푖푖
where푊 = 퐿퐿푇 is the Cholesky decomposition of the symmetric positive definite matrix푊 . In [235, 236] the authors show
that the methods for approximating the log-determinant become more efficient if one works with Markovian fields (cf. [255]
for approaches beyond Cholesky for Markovian fields). In general the Cholesky decomposition will be too expensive and again
Krylov subspace methods such as the Lanczos process and its connection to Gauss–quadrature are exploited. From the relation
exp(trace(log(푊 ))) = exp(trace(푋log(Λ)푋−1) = exp
(∑
푖
log(휆푖)
)
=
∏
푖
휆푖 = det(푊 )
we obtain the following beautiful relationship
log(det(푊 )) = trace(log(푊 )).
This shows that in order to approximate the log–determinant, it is again crucial to efficiently evaluate a matrix function, namely
trace(log(퐴)) ≈ 1
푠
푠∑
푖=1
푣푇푖 log(퐴)푣푖.
The Lanczos-based approximation has been used in [186, 15, 278] and the authors in [78] combine these ideas with fast matrix
vector products by modified structured kernel interpolation [292] allowing a good approximation of the log–determinant and
also its derivatives.
We refer to [145] for an overview of software for the computation of matrix functions in various programming languages.
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6 HIGH-DIMENSIONAL PROBLEMS
All of the above problems are tailored to when the data is given as a matrix 퐴 ∈ ℝ푛,푚 but often it is also natural for the data to
be given as a tensor
퐴 ∈ ℝ푛1×푛2×…×푛푑 (15)
with the dimensions 푛푖 ∈ ℕ for all 푑 modes. It is obvious that the storage requirements for a full tensor 퐴 quickly surpass the
available resources in many applications. This exponential increase in relation to the parameter 푑 is often referred to as the
curse of dimensionality. Tensors and their approximations are closely related to the representation of a nonlinear function in a
high–dimensional space [74]
푓 (푥1,… , 푥푑) ≈
푙∑
푗=1
훼푗휙(푥1,… , 푥푑) (16)
where the choice of functions 휙 is crucial and these could be a basis, a frame, or a dictionary of functions [272, 44, 61, 90, 157].
In this case it is desirable to find an approximation to 푓 (푥1,… , 푥푑) with some form of sparsity, i.e., as small as possible number
of terms 푙. Alternatively, one can interpret the function as being defined on a tensor product space and aiming at designing a
low-rank approximation to 푓 (cf. [217] for example). The approximation of 푓 in (16) is then performed by relying on similar
formats and tool as the ones that are used for the approximation of the given tensor 퐴 in (15), which we briefly describe now.
For this reason approximating the tensor has a long tradition in computational mathematics, physics, chemistry, and other
disciplines. While being already 10 years old we would like to point to [168] for a seminal overview of numerical tensor methods
due to the introductory character and the broad overview. There are several low-rank approximations to the full tensor 퐴 that
correspond to different tensor formats such as the classical CANDECOMP/PARAFAC(CP) formulation [161] where
퐴 =
푅∑
푗=1
휆푗푢
(1)
푗 ◦⋯◦푢
(푑)
푗 , (17)
with ◦ being the dyadic product. While this format is the most natural, it has properties that make it not ideal for (many)
applications, e.g. the set of rank푅 tensors is not closed, the computation ill-posed, etc. (cf. [116] for more details). Alternatively,
one can consider the Tucker format/HOSVD [67, 68], which somewhat generalizes the SVD to themultidimensional case but still
suffers from the curse of dimensionality due to the 푑-dimensional core tensor needed. This is overcome by the tensor-train format
[219], which consists of 푑 core tensors of maximal dimension 3. In the context of data science tensors have long been an essential
tool and to list all applications and techniques goes beyond the scope of this paper. We here only list a few results that address
similar questions to the above mentioned matrix cases: non-negative factorizations [59, 60, 54], interpolative decomposition
[241], CUR [64, 194], kernel methods [270, 138, 137], semi-supervised learning [120], and randomization [16, 290].
This list is far from complete and for more detailed reviews on tensor methods for data science we refer to the recent surveys
[57, 58, 56] and the references given therein. For a very broad overview of recent techniques and literature for numerical tensor
methods beyond data science we refer to [116].
One of the key areas in which tensor prove very powerful tools is the field of deep learning, which we now briefly review.
7 NUMERICAL LINEAR ALGEBRA IN DEEP LEARNING
The study of computational and mathematical aspects of deep learning is glowing white hot with activity and we only want
to point to number of places where linear algebra is used for better understanding or improving performance of deep learning
methods.
In the most generic setup, the task in an artificial neural network is to determine the weight matrices 푊 (푗) and bias vectors
푏(푗) from minimizing a loss function to obtain the function
퐹 (푥) ∶= 푊 (퐿)
(
… 휎
(
푊 (2)
(
휎
(
푊 (1)푥 + 푏(1)
))
+ 푏(2)
))
…+ 푏(퐿) (18)
see [143, 113, 175] for more information and further references. The loss function typically consists of a sum of many terms
due to the large number of training data and as a result the optimization is based on gradient descent schemes [36]. For classical
optimization problems it is often desirable to use second order methods due their superior convergence properties. These typi-
cally require the use of direct or iterative solvers to compute the step towards optimality, e.g. solving with the Hessian matrix in
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a Newton method. As a result the applicability of Newton-type schemes for the computation of푊 (푗) and 푏(푗) has received more
attention with a strong focus on exploiting the structure of the Hessian matrix [35, 65, 288, 51, 240, 284].
The computational complexity of neural networks is challenging on many levels. In order to reduce the numerical effort
the authors in [273, 297] use the SVD to analyze the weight matrices and then restructure the neural network accordingly,
while the authors in [302] use the condition numbers of the weight matrices for such a restructuring. The weight matrices have
received further attention as in [218] the authors compress the weight matrices of fully connected layers using a low-rank tensor
approximation, namely, the tensor train format [219]. Additionally, low-rank approximations are also useful for speeding up the
evaluation of convolutional neural networks [152] by using a low–rank representation of the filters, which are used for detecting
image features. For a very similar task the authors in [173, 122, 123] rely on optimized tensor decompositions. Note that recently
these techniques have also been applied to adversarial networks [48].
The connection of neural network architectures to optimal control problems as introduced in [126, 121] makes heavy use of
PDE-constrained optimization techniques including efficient matrix vector products. This topic has also recently received more
attention from within the machine learning community [52] and promises to be a very interesting field for combining traditional
methods from numerical analysis with deep learning.
As already pointed out in Section 3.1 graph convolutional networks (GCNs) have shown great potential and received much
popularity recently as tools for semi-supervised learning [162]. The expressive power of representing data as graphs that is the
basis of GCNs has led to using their methodology for adversarial networks [100], matrix completion [23], or within graph auto
encoders [163].
This is only a brief glimpse where numerical linear algebra techniques have enhanced deep learning methodology. We believe
that this will be an area of intense research in the future.
8 CONCLUSION
We have illustrated with this literature review that numerical linear algebra is alive and kicking. In a sense the rise of machine
learning, big data, and data science shows that old methods are still very much in fashion but also that new techniques are
required to either meet the demands of practitioners or account for the complexity and size of the data.
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