Abstract-Computing the average input stimulus preceding a spike, the spike-triggered average (STA), has been a powerful tool for discovering a neuron's 'preferred' stimulus feature that enables efficient encoding of sensory information. Recent work in the squid giant axon has shown that STA waveforms can be remarkably similar to the energetically optimal stimulus waveforms for eliciting a spike. In the present study, we show using the Hodgkin-Huxley model that the STA can deviate from the global optimal solution if there is averaging of multiple solutions across different time scales and of multiple modes of spike induction. These findings inform attempts to develop model-free stochastic algorithms for finding energyoptimal stimuli, which is relevant to the efficient delivery of exogenous therapeutic stimuli in neurological diseases.
I. INTRODUCTION
For nearly half a century, spike-triggered averaging (STA) has been used in experimental neuroscience to gain insight into neuronal responses to stimulus features [1] - [6] . STA using broadband stochastic stimulation has revealed mechanisms that govern how inherently noisy sensory information might be encoded by neurons.
STA waveforms rendered from noisy current stimulation are remarkably similar to optimal stimuli that elicit an action potential with the least amount of applied current energy [7] - [9] , which is relevant to the efficient delivery of exogenous therapeutic stimuli in neurological conditions [10] , [11] .
In the present study, we analyze how noise-based STA waveforms relate to energy-optimal waveforms for eliciting a spike. In order to explore a range of neuronal threshold levels, we studied the Hodgkin-Huxley (HH) model [12] under two conditions: the standard condition in which there is no persistent current, and the condition of a large persistent current, which causes the membrane to be at a heightened state of excitability near a sub-critical Hopf bifurcation [13] .
II. METHODS

A. Hodgkin-Huxley Model
The HH model is a four-dimensional system that captures the ionic mechanisms underlying the generation of an action potential. By adjusting the persistent current, we can raise the excitability of the membrane such that much less stimulus energy is required to fire an action potential. Using different levels of persistent current, we are able to study differences in stimulus optimality related to a range of membrane thresholds, for example between high threshold interneurons as compared to low thresholds seen in some cortical neurons. Also, raising the persistent current affects the resonance properties of the membrane such that the neuron is more responsive to oscillatory stimuli [13] .
B. Determining optimality using a stochastically seeded gradient algorithm In order to provide a gold standard for optimality, we rely on analytic methods. In this paper, we calculate energy-optimal waveforms by minimizing the L 2 -norm of the stimulus. Traditionally, optimization of signals has been conducted using calculus of variations [14] , in which an optimal functional is derived and solved as a boundary-value problem. This approach has been used to calculate energyoptimal stimuli for the HH model [8] . An alternative approach has solved this problem directly using a stochastically-seeded gradient algorithm [15] . We use this approach for the HH model, to determine the optimal stimulus necessary to trigger a single action potential in both high and low persistent current conditions. The stochastically seeded gradient algorithm generates a series of random stimuli, and using a gradient-based approach calculates how the system will respond to minute changes in the stimulus. These small gradients, or slopes, are then used to determine a better solution. This algorithm iterates forward until it converges to a single solution. Stochastic seeding enables the algorithm to explore a large solution space. In the case of the standard HH model (with no persistent current), we previously showed convergence to a global optimal waveform [15] .
C. Finding the spike triggered average using different noise levels In order to mimic experimental spike-triggered averaging, we applied white noise current stimulation, sampled every 0.1 ms, to the Hodgkin-Huxley model neuron. The current was chosen randomly using a Gaussian distribution at each of the sampled points. The amplitude of the noise was tuned such that the action potentials would fire at a rate of <1 Hz. The white noise was given continuously until we reached 3,000 action potentials. Each time an action potential occurred, the stimulus signal preceding the spike (up to 100 ms) was stored. The average of all 3,000 stimulus snippets (aligned to the peak of the action potential) was scaled to the minimum amplitude for triggering an action potential as previously described [7] , [8] .
We ran the above protocol for the HH model under standard conditions (no persistent current) and the near-bistable condition (a persistent current of 6µA/cm2). The duration of the stimulus prior to each spike was 30 ms for the standard condition and 100 ms for the near-bistable condition; the longer averaging period was used to capture the full oscillatory stimulus pattern in the neuron near its sub-critical Hopf bifurcation.
All of the simulations and data analysis was done in MATLAB (The Mathworks, Inc, Natick, MA) on a Dell Precision T7500 (Intel Xeon Core E5520 @ 2.27 GHz, 2.26 GHz processors and 24 GB RAM). The code for the gradient algorithm can be obtained directly from the authors or from Physionet (www.physionet.org).
III. RESULTS
A. Gradient-based calculation of stimulus optimality for eliciting an action potential
As seen in Fig. 1 , the standard HH model fires an action potential most efficiently when the stimulus includes a single hyperpolarization followed by depolarization phase. On the other hand, when the neuron is more highly excitable in the near-bistable condition, the stimulus shows more prolonged sub-threshold oscillations with multiple cycles between hyperpolarization and depolarization building up to the action potential.
B. Comparing STA waveforms to optimal waveforms
The STA waveform and the optimal waveform calculated from the gradient algorithms are shown in Fig. 2 . The two waveforms are remarkably similar, as reported previously [7] , [8] , [11] . Two major differences stand out, however. First, the spike-triggered average appears to be right-shifted compared to the gradient algorithm in both the standard as well as the near-bistable conditions. Second, in the nearbistable condition, the spike-triggered average exhibits a phase reversal in the stimulus about 20-ms prior to the action potential.
The STA right-shift can be explained by considering that the waveform is an average of a library of successful stimuli without restriction on the effective portion of the stimulus that causes the spike. For example, a brief large fluctuation that induces a spike would be averaged with a stimulus having longer duration with smaller amplitude fluctuations. In Fig. 3 , we show using the gradient algorithm the optimal waveforms for progressively longer stimulus durations, all lined up to the peak of the spike. Note that the shorter stimuli have higher amplitude and are right shifted, compared to the longer duration stimuli. We previously showed that the longer stimuli are more energetically optimal [15] . Because of this phenomenon, we can see that if longer and shorter stimuli are included in the library of snippets that induce a spike, averaging the briefer waveforms with the more prolonged waveforms would result in a right-shift compared to the global optimal calculated from the gradient algorithm. As such, when averaging the optima across different time scales, we get this right-shift.
With regards to the deviation of the spike-triggered averaging from the gradient algorithm in the near-bistable condition, we examined the system's response to all the individual snippets in our library. We noticed that some of them caused single spikes, while others caused two or more spikes in rapid succession. This led us to speculate that the stimulus necessary to cause repetitive spikes might be qualitatively different from that which causes a single spike. We re- evaluated the near-bistable condition using the gradient algorithm, and we found that occasionally an optimal would be computed that causes repetitive spikes. These two stimulus waveforms are shown in Fig. 4 .
Informed by this result, we re-analyzed the noise induced spike trains in the near-bistable condition and calculated the STA on the snippets that contained just one action potential. The result was much closer to the energy optimal waveform computed using the gradient algorithm, as seen in Fig. 5 . The small rightward shift for the oscillations near the spike are not affected by this re-analysis, presumably because of the mechanism related to short duration stimuli (Fig. 3 ). This confirms that by averaging different local optimal solutions, or different modes, we get discordance from the true optimal.
We did take into consideration the fact that we are using extremely high frequency noise stimuli, but when we calculated the spike-triggered average with white-noise filtered through a 1-kHz low-pass filter (which is more biologically realistic [1] ), we found similar results.
IV. DISCUSSION
Our results suggest that while STA and energy optimal waveforms are remarkably similar, a number of mechanisms contribute to their discordance.
First is a rightward shift in the STA that can be explained by averaging stimuli having a range of time scales that contribute to spike generation. The rightward shift occurs because the briefer stimuli cause a more rapid depolarization and induction of a spike compared to the longer duration stimuli. Because the space of all possible solutions for the Hodgkin-Huxley model includes solutions that are larger, which fire an action potentials sooner, the spike-triggered average waveform is right-shifted from the optimal solution as determined by the gradient algorithm. We find that using larger noise amplitudes can potentially cause a larger deviation away from energetically optimal solutions. It is interesting to note that when choosing a smaller amplitude noise profile, the amplitude of the spike-triggered average also decreased, however the right-shift remained (Fig. 2) . In theory, if we choose an amplitude of the noise such that it is close to the amplitude of the optimal solution, we might be able to further reduce the right-shift in the STA because we would not be including into the average the large amplitudes that cause the action potential to fire faster. In practice, however, when we titrated the noise level further toward the amplitude of the optimal solution, spikes disappeared and we were not able to achieve this result.
Second, multiplicity of optima can skew the STA waveform.
When there are multiple mechanisms by which the event is triggered, the multiplicity can cause the spike-triggered average to move away from the true optimal solution (Fig. 4 ).
To gain a better appreciation of the relationship between spike triggered averaging and optimality, let us imagine a stimulus with only two points. This illustration can be extrapolated to much higher dimensions, but for visual purposes we will use a two point stimulus. The space created in Fig. 6 is the set of all possible stimuli. We have marked off two regions within this space. Region A represents all the stimuli that successfully cause an event, while Region B represents all the stimuli that our white noise generator produces given a specific amplitude.
In this depiction, the spike-triggered average is the centroid of Region C, which is the intersection between Region A and Region B. In calculating the energy of the stimuli, we are using a simple L2-norm metric, which is equivalent to the distance between the stimuli and the origin. Thus, the farther a point is from the origin, the larger is its energy. Using this representation, we can begin to gain some insight into the relationship between spike-triggered averaging and energy optimality. Fig. 6 (top) is a representation of the standard HodgkinHuxley neuron. As seen in the figure, the spike-triggered average alone is not close to the optimal, but when scaled to just barely causing an action potential, it is quite close to the true optimal solution. When multiplicity of solutions exists (e.g., as seen in the near-bistable condition), one can imagine a system similar to Fig. 6 (bottom) , where there exist two groups of solutions within the stimulus space, the scaled spike-triggered average could look very different when compared to the true optimal solution.
In our experiments, we recognized the existence of two sets of solutions by observing the train of action potentials in response to some of the stimuli. As such, we filtered the data to produce only the stimuli that exist in one of these sets, and then performed spike-triggered averaging, which led us to a result much closer to the true optimal solution. As we stated earlier, we could theoretically also have decreased the noise Figure 4 . The near-bistable solution has at least two locally optimal solutions: one that fires a single action potential (red), another that fires two action potentials in rapid succession (blue). Figure 5 . When averaging stimuli causing only one spike, the STA (red) phase reversal disappears, and STA aligns more closely with the true optimal (blue).
amplitude, shrinking Region B, to eliminate the possibility of the second solution set intersecting with the noise profile we are using. This is a potential solution, but only one that works if the two solution sets are separated by a large enough margin. Again, it is difficult to build a library of successful stimuli if the noise profile is barely above the amplitudes of the true optimal stimuli. As such, more often than not, the noise will be larger than what one can do to separate out multiple sets of successful stimuli.
While our experiments here have shown that spike-triggered averaging can approximate the energetically efficient optimal solution, we also show examples of when it will fail to do so. We posit that whether spike-triggered averaging is successful or not depends largely on the shape of the space defined by successful stimuli. Techniques that quantify the solution space could enable a more accurate and consistent method to approximate the optimal signal using the library of noisy stimulus waveforms that precede each spike. Figure 6 . Whether the spike-triggered average is close to the energyoptimal is related to the shape of the intersection (Region C) between the set of all possible stochastic signal (Region B) and the set of all possible stimuli that successfully trigger an event (Region A). Sometimes when the center of mass (y) is scaled (y'), it may move closer to the optimal stimulus (x) as seen in the top panel, while other times it may move further away as seen in the bottom panel.
