Abstract Here we assess estimates of atmospheric evaporative demand over China in 12 state-of-the-art global climate models (GCMs) against observed D20 pan evaporation (E pan ) over the period of 1961-2000. To do that, we use an energy-relevant and physical-based approach, namely, PenPan model, to comprehensively evaluate GCM performance with respect to their ability to simulate annual, seasonal, and monthly statistics of E pan (and its radiative and aerodynamic components, E p,R and E p,A ). The results indicated that most GCMs generally captured the spatial pattern and seasonal cycle of E pan , E p,R , and E p,A . However, regional means of annual and monthly E pan , E p,R , and E p,A were underestimated by most GCMs mainly due to negatively biased surface air temperature (T a ) and vapor pressure deficit (vpd) outputted/simulated by the GCMs. Overall, the discrepancies among GCMs in estimating the regional statistics (regional means and seasonal cycles) of E p,A were relatively larger than that of E p,R , which indicates considerable uncertainties in the calculation of the aerodynamic component of evaporation based on the GCM outputs. Moreover, a few GCMs captured negative trends of regional mean annual and seasonal E pan , E p,R , and E p,A well over the period of 1961-2000, but most showed positive trends. The underestimation of net radiation (R n ) and overestimation of wind speed at 2 m (u 2 ) in most GCMs may, to some extent, accentuate/compensate the negative biases in GCM-estimated annual and seasonal E pan , E p,R , and E p,A . The results demonstrate the importance of incorporating observation of pan evaporation and well-validated PenPan model to evaluate GCM performance on atmospheric evaporative demand that is relevant to projections of future drought and regional water-energy budgets.
Introduction
Global climate models (GCMs) are currently the primary and widely used tools in climate change impact assessments at both global and regional scales [Intergovernmental Panel on Climate Change, 2013] . However, GCM climate projections have considerable uncertainties nowadays, especially at the regional scale given their relatively coarse horizontal resolution and inadequate descriptions for the subgrid scale forcing and processes (e.g., short-lived convective cloud systems) [Murphy et al., 2004; Fowler et al., 2007; Maraun et al., 2010; Sun et al., 2011] . Uncertainties also stem from a hierarchy of other sources, i.e., model structure, emission scenarios, and natural variability , which make the evaluation of climate impacts on water resources extremely challenging [Liu et al., , 2015 Woldemeskel et al., 2016] . To assess the credibility of climate change scenarios, GCM simulations are usually testified against observations under the present-day conditions. This has been extensively done for the standard parameters such as temperature, precipitation, and wind speed over the last few decades [Kittel et al., 1998; Giorgi and Francisco, 2000; Phillips and Gleckler, 2006; Su et al., 2013; Rupp et al., 2013; Kumar et al., 2015; Aloysius et al., 2016] , but limited verifications have been conducted for quantities relevant to energy balance over the land surface (e.g., solar radiation, longwave radiation, and latent heat flux) in GCMs and land surface models (LSMs) due to the lack of adequate observational data sets [Wild and Ohmura, 1997; Allen et al., 2013; Wild et al., 2015] . in various countries), which is a simple robust instrument integrating relevant physical variables such as temperature, radiation, humidity, and wind speed into a single measure of the evaporative demand [Roderick et al., 2007] . Since the 1950s, E pan has been routinely observed at meteorological stations and worldwide long-term measurements are recently available. They have been traditionally applied in regional irrigation scheduling, but have recently come under more scientific scrutiny because they reflect hydroclimatic trends and patterns globally [Roderick et al., 2009a] . It is thus expected to be a useful reference, which is readily observable and relevant closely to many climate variables including the components of land surface energy balance, for evaluating the performances of GCMs and LSMs comprehensively.
The evaporative demand is not a direct output of GCMs but could be estimated using their other outputs by some physical models such as Priestley-Taylor [Kingston et al., 2009] , Hargreaves-Samani [Thompson et al., 2014] , and the Food and Agriculture Organization (FAO) recommended Penman-Monteith method [Chen et al., 2005 ; W. G. Wang et al., 2013 Xing et al., 2014 ] . However, E pan is distinct from the evaporation from open water or from surface of short green grass due to the impacts of pan wall, which intercepts additional solar radiation and enhances heat exchange [Linacre, 1994] . To better describe the mass and energy balance of the pan, Rotstayn et al. [2006] developed a modified version of the physically based equation of Penman [1948] , namely, the PenPan model, which considers the radiative and aerodynamic components in the Linacre [1994] and Thom et al. [1981] models, respectively. It has been shown that this model cannot only obtain excellent agreement between the observed and modeled monthly pan evaporation for a number of sites [Rotstayn et al., 2006] but also help us to identify the aerodynamic and radiative drivers of hydrologic cycle. During the last several years, the PenPan model has been successfully applied in estimating E pan at site and regional scales [Azorin-Molina et al., 2015] and attributing observed changes in E pan [Roderick et al., 2007; Hobbins et al., 2012; Li et al., 2013] .
Another possible application of this approach is to verify the E pan estimations in GCMs or LSMs. The E pan can be estimated by the PenPan model forced with the outputs of GCMs or LSMS and can then be directly validated against the long-term E pan measurements. Moreover, this method is helpful to distinguish the influences of forcing variables (e.g., air temperature, solar radiation, wind speed, and relative humidity) on E pan bias of the GCM or LSM estimation against observations. Recently, a few studies have evaluated the GCMs or LSMs evaporative demand estimates compared with the E pan measurements from Class A pan network in the conterminous United States [Hobbins et al., 2012] and Australia [Rotstayn et al., 2006; Johnson and Sharma, 2010] . However, to date, GCM or LSM performance on evaporative demand has not yet to be assessed using the D20 pan measurements (more than 700 sites) in China.
Our objective in this study is to evaluate a suite of latest Coupled Model Intercomparison Project Phase 5 (CMIP5) climate models in terms of their ability to reproduce annual, seasonal, and monthly statistics of the measured evaporation demand (evaporation observed using the D20 pan) for mainland China over the period of 1961-2000. The CMIP5 has a number of advances relative to its predecessor (CMIP3), for example, more comprehensive models with enhanced spatial resolution, a larger list of model output, and experimental designs as well as improved documentation about the models included [Taylor et al., 2011] . The rest of the paper is organized as follows. Section 2 introduces the GCM outputs, the observed D20 pan evaporation, and other meteorological data used for the analysis, and section 3 describes the PenPan model and trend analysis method. The evaluation results of multiple GCMs for mainland China and the corresponding attribution analysis are presented and discussed in section 4, followed by the conclusions in section 5.
Data

GCM Historical Simulations
We used the outputs from 12 CMIP5 GCMs archived at the Program on Climate Model Diagnosis and Intercomparison website (http://pcmdi9.llnl.gov/esgf-web-fe/) for monthly mean, minimum and maximum surface air temperature, surface relative humidity, surface air pressure, surface downwelling longwave flux, surface downwelling shortwave flux, incident shortwave radiation at the top of the atmosphere, and daily values of surface zonal velocity component (uwnd) and meridional velocity component (vwnd), to drive the PenPan model (Table 1) . It should be noted that the uwnd and vwnd are both vectors (with directions). The GCM outputs of monthly uwnd and vwnd are directly calculated as the means of their daily values (with the monthly averaged values of uwnd and vwnd, a significant part of the wind speed will be missed (the obtained wind speed should be equal to or, in most instances, less than that calculated from the daily wind speed). We thus calculated the daily wind speed first using the daily values of two velocity components and then averaged them to the monthly scale.
Twelve GCMs were selected based on the availability of all input variables to drive the PenPan model. The names of these climate models and relevant information are listed in Table 1 . Detailed descriptions for these models can also be found at the Intergovernmental Panel on Climate Change Data Distribution Centre website (http://ipcc-ddc.cru.uea.ac.uk). All the historical simulations (forced by the twentieth century emission scenarios) are for the period of 1850-2005. Since the horizontal resolution varies between GCMs, we regrided all GCM climate fields to a common resolution of 1°× 1°based on the bilinear interpolation.
Observed Data Set
Daily pan evaporation, air temperature (mean, minimum, and maximum), air pressure, relative humidity, wind speed, and sunshine duration data were obtained by the National Climate Center of China Meteorological Administration (http://www.nmic.gov.cn/) and have been quality-controlled before being released to the scientific community. The pan evaporation was measured with a Chinese D20 metal micropan installed on a wooden platform (0.20 m in diameter, 0.10 m in depth, and 0.70 m height above the ground), which was [Fu et al., 2004; Li et al., 2013] . The pan was filled with water to 0.02 m, or sometimes 0.03 m, depending on the local daily evaporative rate [Liu et al., 2011; McVicar et al., 2007] .
The D20 pan was commissioned from 1950s in China and has been basically replaced by the E601 pan (0.62 m in diameter) from 2001. We thus narrowed the evaluation period for 1961-2000 based on the availability of D20 pan observations in this study. Moreover, we conducted further temporal consistency control on the daily meteorological data based on the information of the length of available data over the period of 1961-2000 to ensure the overall statistics robust [Zhang et al., 2016] . Five hundred thirty-four out of 756 meteorological stations with continuing measurements were selected ( Figure 1a) . The observed station-based meteorological variables (including the D20 pan evaporation) were then interpolated to a regular 1°× 1°grid by using the bilinear interpolation to ensure that it is comparable to the gridded GCM outputs or estimates. To reduce the possible errors related to the interpolation of the limited station-based observations, we finally chose 384 grids for regional statistics and each individual grid should contain at least one station (Figure 1b ).
Methods
E pan Estimation by Using the PenPan Model
The PenPan model was developed originally essentially from the Penman's combination equation, which assumes a steady state energy balance on a monthly basis (or at least a weekly basis for a Class-A pan) [Roderick et al., 2009a] . In this model, the pan evaporation (E pan , kg m À2 s
À1
) can be estimated as the sum of the radiative (E p,R , kg m À2 s À1 )) and aerodynamic (E p,A , kg m À2 s À1 )) components [Rotstayn et al., 2006] :
) is the slope of the change in saturation vapor pressure (e s , Pa) estimated at the air temperature (T a , K) 2 m above the ground; λ is the latent heat of vaporization (2.45 × 10 6 J kg
); a is the ratio of effective surface areas for vapor and heat transfer calculated based on the pan size (= 4.2 for the D20 pan) [Li et al., 2013] ; γ is the psychrometric constant (≈ 67 Pa K À1 ), which can also be calculated based on the surface air pressure at 2 m above the ground (Pa); and vpd is the vapor pressure deficit (Pa) estimated using the actual vapor pressure (e a , Pa) and the saturation vapor pressure (e s , Pa). The e s and e a can be computed by the surface relative humidity (rhum, %) and minimum (t min , K) and maximum air temperatures (t max , K) as follows, ) [Thom et al., 1981] ,
where the u 2 can be computed based on the mean wind speed at 10 m (z = 10) above the ground (u 10 , m s À1 ) [Allen et al., 1998 ].,
R n is the net radiation (W m
À2
) of the pan,
A p is the pan albedo (= 0.14) [Roderick et al., 2007; Li et al., 2013] ; R sp is the incoming shortwave radiation of a pan, which is greater than R s due to the additional interception by the pan walls.
where α is the ground surface albedo (= 0.23); P rad (P rad = 1.32 + 0.0004|ϕ| + 0.00008|ϕ| 2 , ϕ is the latitude with a unit of degree) is to consider the additional direct radiation intercepted by the wall of D20 pan; and f dir is the fraction of direct radiation, which can be calculated based on the downward solar radiation at the 
) is the outgoing longwave irradiance from the pan, which can be estimated by assuming the pan is a blackbody radiating at temperature (T a , K). For simplicity, we assume that the incoming longwave irradiance at the pan water surface (R l,in , W m
) is the same as that at the ground, say, the longwave radiation interactions between the sides of the pan and the air are ignored when estimating the monthly E pan with the GCM outputs [Rotstayn et al., 2006] . We thus directly used the GCM-outputted surface downwelling longwave flux, surface downwelling shortwave flux, and incident shortwave radiation at the top of the atmosphere as the R l,in , R s , and R o in this study. While modeling the daily E pan with the meteorological forcing, we calculated the R s and R o based on the observed sunshine duration, latitude, and Julian days (with the parameters a s = 0.25 and b s = 0.50) and then calculated the R l,in using the Food and Agriculture Organization (FAO) 56 approach [Allen et al., 1998 ],
here σ is the Stefan-Boltzmann constant (4.903 × 10
and z is the station elevation (m).
Attribution of E pan Bias in GCM Estimation Against Observation
An approach for attributing the E pan changes to various meteorological variables based on the PenPan model was pioneered by Roderick et al. [2007] . .
In this study, the changes of E pan can be seen as the bias between the observed and GCM-estimated E pan (εE pan ) as follows,
where εT a , εu 2 , εvpd, and εR n represent the errors of surface air temperature, wind speed, vapor pressure deficit, and net radiation outputted/calculated from GCMs relative to that measured/calculated from the meteorological observations.
Modified Mann-Kendall Trend Test Method
The Mann-Kendal (MK) test is a rank-based nonparametric method which is less sensitive to outliers relative to other parametric statistics. However, the results of the MK test are sometimes influenced by the serial correlation of time series. 
The definition of each variable could also be found in section 3.1.
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lag-i autocorrelation and related robustness of the autocorrelation, which has been widely used in previous studies during the last half century [McVicar et al., 2012; Zhang et al., 2015] . In this study, we applied the MMK method to examine annual and seasonal trends of the observed and GCMestimated pan evaporations, and the confidence level of the MMK test was set at 95%.
Results and Discussion
Evaluaing PenPan Model in China With Observed Meteorological Data
We first calculated daily E pan using the PenPan model forced with the meteorological data from 523 weather stations over China for the period of 1961-2000. The monthly value was then calculated and compared with the observed E pan of the D20 pans (Figure 2 ). The agreement between modeled and observed E pan at the 523 meteorological stations was very good with their best fit regression y = 0.89, x + 9.82 (n = 21120), R 2 = 0.91 and the root-mean-square error (RMSE) 43 mm month À1 .
The performance was quite similar to validations of PenPan model in the United States [Hobbins et al., 2012] , Australia [Roderick et al., 2007; Johnson and Sharma, 2010] , Spain [Azorin-Molina et al., 2015] , and Northwest China [Li et al., 2013] . The possible reason for the relatively greater error here is our use of the sunshine duration data instead of measured solar radiation, which may cause errors for estimating the R sp 
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10.1002/2016JD025166 [Stanhill and Cohen, 2005] . Moreover, the topography and hydroclimate in China are relatively more complicated than other regions, which may be another possible source of error in modeling E pan based on the PenPan model [Hobbins et al., 2012] . Overall, the PenPan model is a reasonable tool for quantitatively modeling the monthly E pan of D20 pans over China. Figure 3 showed the modeled annual E pan anomaly (grid value minus the overall mean) over China for the period of 1961-2000, when the PenPan model is forced with the outputs of twelve GCMs. The spatial pattern of annual E pan anomaly estimated from most GCMs (e.g., the Meteorological Research Institute Japan (MRI) and Centre National de Recherches Météorologiques (CNRM) models) generally resembled that from D20 pan observations but not the details. For example, almost all GCMs estimated a negative annual E pan anomaly in Northeast China but a positive E pan anomaly in Northwest China, which was in agreement with the spatial pattern reflected in the observations and reanalysis data sets [Yao et al., 2014; Su et al., 2015] . However, relatively larger discrepancy between GCM-estimated and observed E pan anomaly was found in Southern China as well as the south and northeast parts of Tibetan Plateau. In these regions, many local processes induced by complicated topography (e.g., mesoscale mountain/valley wind) and land-sea interactions may not be comprehensively accounted for by the GCMs due to their relatively course resolution [Kim et al., 2008] . ) and the ensemble mean (EM) of 12 GCM estimates (À111 mm a À1 ) exhibited less bias in modeling the spatially averaged annual E pan relative to other GCMs.
Evaluation of Evaporative Demand Estimated From Multiple Climate Models
We further split the GCM-estimated E pan into the radiative (E p,R ) and aerodynamic (E p,A ) components based on the PenPan model. They could then be evaluated against the calculated E p,R and E p,A from observed meteorological data (we still regarded them as the observed components of E p,R and E p,A to distinguish from those calculated using different GCMs) over the period of 1961-2000. Figure 4 exhibited that the general spatial pattern of the observed annual E p,R anomaly can be reproduced by all twelve GCMs, with positive E p,R anomaly in Southern China but negative E p,R anomaly in Northern China. However, all 12 GCMs except for the IPSL (+8 mm a À1 ) and Model for Interdisciplinary Research on Climate (MIROC) (+9 mm a
À1
) models underestimated regional mean E p,R relative to the observed values with negative biases ranging from À210 mm a À1 (the BCC model) to À55 mm a À1 (the Commonwealth Scientific and Industrial Research
Organisation (CSIRO) model). Compared to other GCMs, the IPSL, MIROC, and CSIRO models performed relatively better in estimating the regional means of annual E p,R . For the annual mean E p,A , almost all GCM estimates reproduced the spatial pattern of the observations ( Figure 5 ). Most of the GCMs (9 out of 12) showed negative biases in estimating the regional mean annual E p,A ranging from À323 mm a À1 (the INM model) to À5 mm a À1 (the CSIRO model). Only three models showed positive biases ranging from 59 mm a
(the IPSL model) to 496 mm a À1 (the BCC model). Although the BCC model underestimated the regional mean annual E p,R , it overestimated the annual E pan significantly due to the obviously overestimation of annual E p,A .
Agreement between the GCM-estimated and the observed regional mean annual and seasonal evaporative demand is further evaluated by using the Taylor diagrams [Taylor, 2001] . The overall performance was no surprisingly not well for all the GCMs, but some models exhibited better compared against the observations. For example, the estimates from only 4 out of 12 models (the CNRM, Geophysical Fluid Dynamics Laboratory (GFDL), Hadley Centre Global Environmental Model (HadGEM), and Australian Community Climate and Earth-System Simulator (ACCESS) models) were positively correlated with the observed regional mean annual E pan ( Figure 6 ). The EM of the 12 GCM estimates simulated relatively closer centered root-mean-squaredifference (RMSD) of the observed annual E pan relative to individual models. All models except for the BCC model underestimated the interannual variability (revealed by the standard deviation (SD)) of the observed (1) the correlation coefficient between the GCM-estimated and observed E pan shown by the azimuthal angle, (2) the centered root-mean-square difference (RMSD) shown by the distance from the origin on the x axis (black), and (3) the standard deviation (blue). The observed E p,R and E p,A are calculated by the PenPan model using observed meteorological data.
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regional mean annual E pan and E p,A . Compared to the annual E p,A (4 out of 12 models), more models (6 out of 12 models) estimated positive correlation with observation for annual E p,R with the largest correlation approaching 0.4 (the GFDL model). Similar to the annual E pan , the EM of 12 GCM estimates performed relatively better with respect to estimating the centered RMSD of the regional mean annual E p,R and E p,A . Moreover, the MIROC, Canadian Earth System Model (CanESM), and Beijing Normal University (BNU) models performed relatively better in estimating the SD of the annual E p,R ( Figure 6 ). For annual E p,A , the CNRM and CSIRO models estimated a relatively closer SD than other models.
In terms of the seasonal E pan , some models, for example, the CNRM, INM, and ACCESS models in spring (March-May); the MIROC, HadGEM, and CNRM models in summer (June-August); the HadGEM, ACCESS, and INM models in autumn (September-November); as well as the GFDL, HadGEM, and CanESM models in winter (December-next February), performed relatively better (Figure 7 ). The EM of the 12 GCM estimates showed improvement for the centered RMSD of the observed regional mean E pan in all seasons, but not for the correlation and SD. Most models underestimated the interannual variability of E pan in spring and winter. Overall, the performance of multiple GCMs was better in estimating the seasonal E p,R , relative to E p,A over the period of 1961-2000. Specifically, some models, such as the CSIRO, ACCESS, and HadGEM models in spring; the GFDL, CNRM, and MRI models in summer; the ACCESS, GFDL, and BCC models in autumn; as well as the CNRM, GFDL, and BNU models in winter, performed relatively better in estimating the observed regional mean E p,R than other GCMs (Figure 8 ). For the regional mean seasonal E p,A , some GCMs, such as the ACCESS and CNRM models in spring; the CNRM, HadGEM, and CanESM models in summer; the INM, ACCESS, and HadGEM models in autumn; as well as the CanESM, GFDL, and CNRM models in winter, performed relatively better in each season (Figure 9 ).
The seasonal cycles of the regional mean E pan , E p,R , and E p,A between the GCM estimations and observations were also compared ( Figure 10) . Overall, the seasonal cycles of observed E pan , E p,R , and E p,A could generally be captured by most models, with high values in May to August and low values in November to next February [Su et al., 2015] . However, most models underestimated the monthly E pan except for the BCC, MRI, INM, and 
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BNU models in summer months. The GCM-estimated regional mean monthly E p,R were close to but underestimated the observations by most models. Although the BCC and MRI models performed relatively better for estimating the monthly E p,R in some months (e.g., June to November), they overestimated the E p,A significantly. The seasonal cycles of E p,A estimated from different GCMs were quite similar to their corresponding estimates of E pan , which revealed a relatively higher weight of the aerodynamic driver Azorin-Molina et al., 2015] . However, the discrepancy among various GCMs in modeling the seasonal cycles of regional mean E p,A was larger than those of E p,R , which indicated considerable uncertainty in the estimation of the aerodynamic component of evaporative demand [Johnson and Sharma, 2010] .
The E pan in China has been extensively reported significantly decrease over the period of 1955-2007 (especially over the period of 1960-1992) Fu et al., 2009 ] mainly due to the decreased wind speed and solar radiation [Liu et al., 2011] . One main concern is whether the trend of Chinese E pan could reasonably be estimated by the climate models. We thus evaluated the trends of GCM-estimated regional mean annual and seasonal E pan , E p,R , and E p,A against the observations using the MMK test. Most GCMs showed positive trends of E pan , E p,R , and E p,A for China over the period of 1961-2000, with some modeling the trends well. This agreed well with the findings of GCM evaluation in Australia [Johnson and Sharma, For example, only the ACCESS, CNRM, and GFDL models estimated the decline of the observed annual E pan , but the trends were not significant at the 95% level ( ), and MRI (À0.03 mm a À2 ) models simulated the decrease trend of the observed annual E p,R (À2.18 mm a
À2
) with the CNRM and GFDL models statistically significant at the 95% level.
The negative trend of the observed seasonal E pan over China during the period of 1961-2000 could generally be captured by some GCMs (Table 4) , for example, the ACCESS, CNRM, CSIRO, HadGEM, and MIROC models in spring; the ACCESS, CanESM, CNRM, GFDL, INM, MIROC, and MRI models in summer; the BCC and CSIRO models in autumn; as well as the ACCESS, BNU, CNRM, CSIRO, and GFDL models in winter. Some models such as the BCC, CNRM, CSIRO, GFDL, IPSL, and MIROC models and the EM in spring; the ACCESS, CanESM, CNRM, GFDL, MIROC, and MRI models and the EM in summer; as well as the CNRM, GFDL, and MIROC models in autumn estimated the declines of the observed seasonal E p,R . For the seasonal E p,A , some models such as the ACCESS, BNU, CSIRO, and HadGEM models in spring; the ACCESS, CanESM, CNRM, and INM models in a The "observed" E p,R and E p,A are calculated using the PenPan model with meteorological data as inputs. The bold value indicates the significant trend detected at α = 0.05 level. a The "observed" E p,R and E p,A are calculated using the PenPan model with meteorological data as inputs. The bold value indicates the significant trend detected at α = 0.05 level.
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summer; the BCC, CanESM, and CSIRO models in autumn; as well as the ACCESS, BNU, CNRM, and CSIRO models in winter estimated the negative trends. Overall, the CNRM model performed best compared with other GCMs for simulating the observed trends of regional mean seasonal E pan , E p,R , and E p,A , especially for the E p,R in summer and winter (statistically significant at the 95% level).
Attributing Biases of the E pan Estimates in Multiple Climate Models
The biases of various GCMs in modeling the regional mean annual and seasonal E pan could be attributed to the errors of climate forcings T a , u 2 , R n , and vpd based on equation (9). Compared with observations, all 12 GCMs had substantial cold biases of T a over China for the period of 1961-2000 (Figure 11 ), which were in agreement with the recent findings in CMIP3 and CMIP5 evaluations [Xu and Xu, 2012; Guo et al., 2013; Chen and Frauenfeld, 2014] . The amount of water vapor that a given mass of air can store would decrease exponentially with the declined air temperature following the Clausius-Clapeyron relation [Lawrence, 2005] . The vpd was thus underestimated associating with the underrated T a (except for the IPSL and MRI models), which could mainly attribute to the underestimate of GCM-estimated annual E pan . Moreover, most GCMs (9) estimated from multiple GCMs are also shown against that from meteorological observations for each 5°× 5°grid. The grid was resized from 1°× 1°to 5°× 5°for the coefficients to reduce the number of points and make the figure more clearly. The contribution of a certain variable, for example, u 2 , to the GCM-estimated bias could be directly calculated by overestimated the u 2 (9 out of the 12 models, except for the ACCESS, GFDL, and HadGEM models) [Chen et al., 2012] , and the R n (6 out of the 12 models, except for the ACCESS, BCC, BNU, CanESM, CNRM, and HadGEM models) over China which related closely to the underestimation of cloudiness/atmospheric aerosol concentrations in GCMs [Zhou and Du, 2015] . Although the contributions of the u 2 and R n to the biases of GCMestimated E pan were less than that of T a or vpd for most models, they could, to some extent, compensate/accentuate the negative biases of the GCM-estimated annual E pan . For example, the bias of regional mean annual E pan estimated by the CSIRO model (À158 mm) was attributed to the T a (À193 mm) and vpd (À83 mm) but then compensated by the R n (90 mm) and u 2 (33 mm). The underestimation of the R n in the BCC model could explain its negative bias in estimating the radiative component of evaporative demand, while the obvious overestimation of the u 2 could further account for its positive bias in estimating the aerodynamic component of pan evaporation [Chen et al., 2012; Wild et al., 2015] . It should also be noted that the 
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At the seasonal scale, the T a and vpd from GCMs were also primary causes of the underestimation in estimating the regional mean of E pan , E p,R , and E p,A in spring, autumn, and winter over China for the period of 1961-2000 (Figures 12-15) . The results showed that all 12 GCMs underestimated the seasonal and regional mean T a relative to observations, which was consistent with the finding of an earlier evaluation based on the CMIP5 models [Chen and Frauenfeld, 2014] . Moreover, most GCMs underestimated the seasonal vpd, which contributed to the negative-biased GCM-estimated seasonal E pan , together with the underrated T a (Figure 10 ). Almost all 12 GCMs overestimated the seasonal u 2 except for some models, such as the ACCESS, GFDL, and HadGEM models in spring and autumn; the ACCESS, CSIRO, GFDL, HadGEM, and MIROC models in summer; as well as the ACCESS and HadGEM models in winter. The obvious overestimated aerodynamic components of evaporative demand for the BCC model in different seasons were primary due to the excessive u 2 . In addition, the R n was overestimated in spring (9 out of 12 models) and winter (7 out of 12 models) but was underestimated in summer (7 out of 12 models) and autumn (8 out of 12 models), which contributed to the overall underestimations of the GCM-estimated radiative component of pan evaporation for most models. Moreover, the GCM-estimated sensitivity factors, for all seasons. They would contribute to the uncertainty of E pan , E p,R , and E p,A estimates in combination with the biases of T a , u 2 , R n and vpd from multiple GCMs.
Discussion
The results presented in this study may unavoidably associate with several aspects of uncertainty. First, the uneven distribution of meteorological observations may, to some extent, limit the evaluation of GCMestimated atmospheric evaporative demands in the data sparse regions such as the western Tibetan Plateau, the northwestern China, and the further northern of northeast China. However, in this study, we only selected the grid boxes containing at least one meteorological station with continuing measurements to calculate the regional statistics, which could minimize the possible error, induced by interpolations and could ensure the overall statistics robust. Second, the "observed" radiative and aerodynamic components were calculated from meteorological data based on a modified Penman equation (PenPan model) due to no direct measurements available, which may inherit some uncertainty as well. For example, the radiative component of pan evaporation was estimated from the sunshine duration, which is strongly influenced by the cloud coverage and aerosol [Stanhill and Cohen, 2005; Zhou and Du, 2015; Wild, 2016] ; based on that, the sunshine duration has showed adequate capacity to construct long-term radiation and was widely applied in many Figure 14 . Attribution of GCM-estimated biases autumn E pan to T a , u 2 , R n , and vpd outputs/estimates from multiple GCMs over China during the period of 1961-2000. The contribution of a certain variable, for example, u 2 , to the GCM-estimated bias could be directly calculated by ∂Epan ∂u2 × εu 2 × days (91 for autumn).
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countries and regions Azorin-Molina et al., 2015; Vicente-Serrano et al., 2016] . Moreover, several other improvement need also to be made in the PenPan model, especially in the calculation of the pan albedo and more accurate treatment of pan's incoming and outgoing long-wave radiations [Rotstayn et al., 2006; Roderick et al., 2007; Li et al., 2013] .
Conclusions
We evaluated a suite of the latest CMIP5 climate models, in terms of their ability to estimate annual, seasonal, and monthly statistics of observed D20 pan evaporation over China during the period of 1961-2000. A physical-based approach, the PenPan model, was applied to model E pan (and its radiative and aerodynamic components) with forcing data from meteorological stations and multiple GCMs.
The spatial patterns of the annual E pan , E p,R , and E p,A anomaly could generally be captured (although the regional means of annual E pan , E p,R , and E p,A were generally underestimated) by most models, with relatively larger discrepancy in Southern China as well as in the south and northeast parts of Tibetan Plateau, in which the GCMs may not adequately account for the local processes such as the mesoscale mountain/valley wind and land-sea interactions. Moreover, most GCMs reasonably reproduced the seasonal cycle of the E pan , E p,R , and E p,A , but overall underestimated their magnitudes except for some models (e.g., the BCC and MRI models) Figure 15 . Attribution of GCM-estimated biases of winter E pan to T a , u 2 , R n , and vpd outputs/estimates from multiple GCMs over China during the period of 1961-2000. The contribution of a certain variable, for example, u 2 , to the GCM-estimated bias could be directly calculated by ∂Epan ∂u2 × εu 2 × days (90 or 91 for winter).
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and for some months (e.g., June, July, and August). The discrepancy among the multiple GCMs for estimating the spatial patterns and seasonal cycles was larger for the E p,A relative to E p,R , which revealed considerable uncertainty in the GCM-estimated E p,A . Some of the GCMs reproduced trends of regional mean annual and seasonal E pan (e.g., the CSIRO and MIROC models in spring), E p,R (e.g., the CNRM, GFDL, and MRI models in summer), and E p,A (e.g., the ACCESS, BNU, CNRM, and CSIRO models in winter) well, but most showed an averaged positive trend over China for the period of 1961-2000. By virtue of the Taylor diagram, no climate model could reproduce the details well due to its inadequate capacity for modeling the interannual variability (and further the correlation coefficient) of the observed E pan , E p,R , and E p,A . The errors of T a and vpd from multiple GCMs were the main causes for the underestimation of the GCM-modeled E pan (and its radiative and aerodynamic components) at the annual and seasonal time scales for most GCMS. The underestimation of R n and overestimation of u 2 in some models may, to some extent, accentuate/compensate the negative biases in the GCM-estimated annual and seasonal E pan , E p,R , and E p,A .
Overall, the assessment results showed various performance for the GCM-estimated atmospheric evaporative demand due to the different accuracy of input variables (e.g., T a , R n , vpd, and u 2 ) from multiple GCMs. The GCMs with better performance could be selected and be applied to projections of future drought and regional water-energy budgets. The GCM assessment results are useful in choosing suitable GCMs to downscale from, and the bias-corrected GCMs could then be applied for many regional climate change impact studies.
In this study, we demonstrated that the PenPan model is a suitable and useful method to comprehensively assessing the performance of climate models on estimates of evaporative demand (relevant to the energy balance) against extensive long-term pan evaporation measurements, considering many more pan evaporimeters than radiometers worldwide.
