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Abstract. The theory of measuring dispersion in flow systems by tracer experiments is extended to 
two-dimensional flow and mixing fields. Closed form analytical expressions for the temporal moments 
of the response to point source tracer injections are presented. These expressions are used in a 
non-linear parameter estimation algorithm to extract the fluid velocity and the two diagonal components 
of the dispersion tensor from temporal moment measurements at points near the tracer injection point. 
The robustness of this approach is examined by numerical solution of the transport equation, to see 
the impact of violations of the model assumptions on the parameter estimates. 
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INTRODUCTION 
Tracer experiments have been widely used to 
characterize dispersion of fluids in flowing sys- 
tems. The experimental data are typically inter- 
pretted in terms of a theoretical model that 
describes the system. The model contains one 
or more parameters which are to be determined 
by the experiment. Concentration versus time 
distributions or temporal moments of these dis- 
tributions at points in the system are related 
via the model to the parameters. 
This approach has been successfully used to study 
one-dimensional flows with axial dispersion, in 
which the parameters are the fluid velocity and 
the dispersion coefficient (Bischoff and Leven- 
spiel, 19621. Although the axial flow problem 
with radial dispersion has been solved (Bischoff 
and Levenspiel, 19621, the fully two-dimensional 
flow and dispersion problem has not. An ex- 
ample of such an environment is the liquid phase 
on a tray-type, gasliquid contacting &vice such 
as might be used in distillation or gas absorption. 
The liquid flows in the plane of the tray, while 
the gas flows normal to the tray. The cross 
flow of the gas produces intense, virtually com- 
plete vertical mixing in the liquid phase. 
(Miyauchi and co-workers, 1967) Consequently, 
the liquid phase flow and mixing fields are essen- 
tially two-dimensional in the plane of the tray. 
MODELS 
Design Equations 
The starting point for development of the model 
we need in order to interpret tracer experiments 
in a two-phase system is the point species conti- 
nuity equation (Bird and co-workers, 1960), ap 
plied to tFchquid phase: 
+ + V*Ni = Qi (1) 
N. is the molar flux and Q. a volumetric molar 
sdurce term for species i! 
66 
The transport equation for a nonreactive, non- 
volatile tracer in terms of the intrinsic liquid 
ph 
< 
se-averaged concentration cc L, and velocity 
is obtained from Eq. (1) by the method of 
Zeal volume averaging (Slattery, 1972). Since 
liquid on an active tray is vertically well-mixed 
(Miyauchi and cr+workers, 19671, we lose no 
information and gain great simplification by dep- 
th averaging the governing relation over the 
liquid depth to obtain a two-dimensional model. 
The flow on a tray is turbulent, therefore the 
equation must be time-averaged (Slattery, 1972). 
We assume that the dispersion process, including 
hydrodynamic and turbulent contributions, .+s 
characterized by a total dispersion tensor, D . 
If we assume that only diagonal components of 
this tensor are important, that gradients in the 
froth density are small, and that the liquid den- 
sity is constant, then the governing equation for 
the average, liquid phase tracer concentration is 
(Gerdes and Bell. 1983): 
a<oL - + <Vx,L * + <$ ii+ 5 
at 
& DL i$ + a DT a<cbL -+ hQ>. w w w cL (2) 
Temporal Moments 
A difficulty with some tracer experiments is the 
physical problem of accurately and reproducibly 
measuring tracer concentration. We can avoid 
the problem of mutually consistent probe cali- 
bration if a signal proportional to concentration 
is used to characterize the local concentration- 
time history, and from which normalized tem- 
poral moments can be calculated. The most 
useful moments are the mean and variance, de- 
fined in Eq. (3) a,“d Eq. (4.J respectively. 
9 z /, tcdt,,/lo cdt (31 
(41 
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We want to relate these moments to the fluid 
velocity components, 
persion coefficients, D 
vx and v , and the dis- 
and d . Analytical 
solutions have not beenxXfound f# the general 
two-dimensional problem given by Eq. (2). How- 
ever, if we consider a sufficiently small region 
in which velocity gradients are not large, we 
can approximate the flow field as uniform and 
unidirectional with constant-intensity dispersion 
in the two dimensional plane. We model the 
tracer experiment as a point source injection of 
a non-volatile tracer into an infinite plane. 




D xxF-D -= w w 
where 
coFW 
6(X)6(Y) -j.y-- (51 
c(t=O,x,y) = 0 
c(t,x-++m ,y+- ) = 0 
F(t) is the volumetric tracer injection rate, and 
h is the liquid depth. The transient concen- 
tration problem for F(t) equal to a dirac delta 
tracer input was solved by Homsy (1979). Cerdes 
and Bell (1983) solved Eq. (5) for F(t) equal 
an arbitrary injection rate of finite duration by 
a combination of a Laplace transform of the 
time domain and double Fourier transform of the 
spatial domain (Weinberger, 1965). The t;ansient 
concentration is given by a convolution integrai 
of the injection rate and a transport term. 
c(t,x,y) = 
exnt-[(~-rw~)~ + Dx/Dy Y~I/~D~~~~Q (6) 
The Laplace domain expression of Eq. (6) is used 
to obtain the temporal moments of c (Gerdes 
and Bell, 1983). 
6(x,y) 7 ep + $- K~[&- R]/Ko[-& R] (7) 
X 
u* (x,y) = u* p+ $f KI[& R]/Ko[k R] + 
(8’ 
where 
uzp = J” 
0 
(t-@&l * F(t)&//= F(t)dt 
0 
between moment data and the model. For the 
parameter estimation, we need to consider an 
appropriate objective function and how to mini- 
mize it. 
Objective Fwction 
The objective function to be used is determined 
by what is known about the experimental error. 
In the absence of prior information about experi- 
mental error in the moment measurements, we 
used a maximum likelihood estimation scheme. 
To allow for flexibility in the data analysis, 
estimators based on several levels of probaba- 
listic information about the experimental error 
were used. 
Eqs. (7) and (8) are a deterministic model of the 
form 
where 
y = f(%P) 
yT = [e a21 
(9) 
XT = [x y ep $1 
$ = [vx Dx Dy 1 
Here, the pulse attributes, 0 andu*, are treated 
as independent variables, x.’ If n&essary, they 
could easily be treated as parameters to be 
identified, p 
The probabahstic assumptions used in this anaIy- 
sis are: 
1. Experimental errors are additive and have 
zero mean. 
2. The independent variables x are not subject 
to error. 
3. Experimental errors at different probes are 
uncorrelated. 
4. Experimental errors are distributed normally. 
Initially, we also assume 
5. Experimental error covariance at each probe 
is equal and unknown. 
With these assumptions, maximizing the likeli- 
hood function is the same as minimizing a(p) 
(Bard, 1974) 
0 (p) = (n/2)Iog det M(p) (10) 
M(p) is the moment matrix of residuals, defined 
as: n __ 
M(p) q 1 ri(pIrTi(pI , (111 
PARAMETER ESTIMATION 
Eqs. (7) and (8) provide a relationship between 
the model parameters and the measured mo- 
ments. These expressions can be solved alge- 
braically for the velocity and dispersion coef- 
ficients. Consequently, a non-linear parameter 
estimation method must be used. The temporal 
mean and variance can be measured at several 
points near the injection point, and the para- 
meters can be found that minimize some ob- 
jective function which is a measure of the error 
1=1 .th in terms of the residual at the I 
Yi-f(xi,pl. There are n probes. 
probe, ri = 
If the moment measurement errors at a probe 
are uncorrelated, or the error covariance matrix 
is diagonal, then the objective function is simpli- 
fied (Bard, 1974): 
n 
Q(p) = (n/2) &iog Mii(p) (12) 
A likely circumstance is that the experimental 
error covariance at each probe will not be equal. 
5th Im 
One easily treated alternate 
that the standard deviation of 
tional to the magnitude of 
to assumption 5 is 
the error is propor- 
the 
The covariance matrix for the 
wasurement. 
i probe is: 
Vi = AiVA; (13) 
where 
A modified residual is defined: 
-1 -1 -1 
; E Airi = Aiyi - Aif(xi,p) (14) 
and the objective function Eq. (12) is used with 
the modified residual (Bard, 1974). 
Finally, another alternate to assumption 5 is that 
the covariance matrix of experimental errors, 
V, is known. Then, a weighted least squares 
objective function can be used (Bard, 1974; Beck 
and Arnold, 1977): 
0 (pl = f +z r (15) 
For each of the above &mptions, at the maxi- 
mum likelihood estimate, p*, an estimate of the 
covariance matrix of experiment errors, approxi- 
mately corrected for bias, is (Bard, 1974): 
V,” M(p+)/(n-l/m) (16) 
Minimization of the Objective Fwxztion 
The minimization scheme used here is a Gauss 
algorithm with a Box-Kanemasu modification 
recommended by Bard (1974). The basic iteration 
scheme is: 
pj+l 
= pj - SjNi\ (17) 
in terms of the gradient of the objective func- 
tion, g.- avp.; a positive &finite matrix N 
which iz! a mo&fied inverse Hessian (Hab 
= a20/apaap b; and a scalar step length, s.. I The 
Gauss method involves constructing an approxl- 
mation to the Hessian using only first order 
derivatives. This matrix is then modified as 
suggested by Marquardt (1963) to ensure a posi- 
tive definite matrix, N. The direction of search, 
d., is found as the solution to the linear problem 
N.d. = g. . For computation speed, a Cholesky 
d&bmp&ition was used. Finally, the step length, 
sJ was found using the Box-Kanemasu interp- 
ation-extrapolation scheme recommended by 
Bard (1974). An upper bound was placed on step 
length, which is arbitrary for increasing para- 
meter values, and limited to avoid negative para- 
meters for decreasing values. The interpolation 
-extrapolation stage involves no gradient or Hes- 
sian computations, only objective function eval- 
uations. 
The convergence criterion is based on a minimum 
step size s. I,min = qn[ca/ldj ,all 3 
where E = lGI(p. +103). The exponent I is 
set to in&ire suffi&ent sensitivity to gradual 
slopes in the objective function. Marquardt 
(19631 recommended I = 4. Once convergence 
is obtained, a check to see if a stationary point 
has been reached Is to compare the quantity 
lg” RI* 1 with pa. 
thea SC% of 
If this quantity is small on 
p , then I+ is likely to be a 
stationary point bard, 1974). 
Interpretation of Estimates 
In addition to the parameter estimates we need 
to know the reliability of these estimates. We 
want an estimate of the covariance matrix of 
the parameter estiamtes, V . For a broad range 




z I++-’ (181 
[g-f st‘y;te_ of the variance of will be Further, the eigenva%es of V 
may %dicate model inadequacies or weaknessee 
in the experimental plan by showing linear combi- 
nations of the parameters that are ill-determined 
(large eigenvalues). 
The robustness and bias of this parameter esti- 
mation scheme was tested in a series of Monte 
Carlo simulations (Bard, 1974; Beck and Arnold, 
19771. Theoretical values of the moments were 
calculated for specified parameter values. A 
zerc+mean, pseudo random error was added to 
each moment value to obtain data for the para- 
meter estimation. Both a normal error distri- 
bution, which matches the estimator assumption, 
and a uniform distribution having the same vari- 
ance were used. The estimator performance was 
essentially unaffected by the choice of error 
distribution, and the estimator was found to be 
unbiased. The average estimated experimental 
error covariance matrix was close to that used 
in the simulation. The average estimated para- 
meter covariance matrix was close to that cal- 
culated from results of the Monte Carlo simu- 
lation. (Cerdes and Bell, 1983). 
MODEL VERIFICATION 
In the derivation of the model (Eq. (5)), a uniform 
velocity field in an infinite plane was assumed. 
Any given experiment may be in violation of one 
or both of the assumptions. It is therefore 
important to estimate the impact of this on the 
parameter estimates. This is very difficult to 
study experimentally. Another approach is to 
use a mathematical simulation in which arbitrary 
flow and mixing fields are specified, and the 
transport equation, Eq. (21, ls solved numerically 
to produce temporal moment data. The effects 
of near-by solid boundaries and non-uniform velo- 
city profiles on the parameter estimates can be 
studied. 
Transport Equation Solution 
The finite-element method was used to solve a 
Calerkin formulation of the problem (Zienkie- 
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wicz 1977; Huebner, 1975). We chose a finite 
element approach because of the ease of chang- 
ing mesh fineness and fitting various geometries 
and boundary conditions with a general computer 
code. Although a variational statement of the 
problem offers the advantage of a symmetric 
equation set to solve, the transformed problem 
for the diffusion-convection equation requires 
double precision problems. The usual Calerkin 
formulation of the transport equation was used 
to avoid problems with computation speed and 
significant digits. In addition, boundary condi- 
tions are treated in a more straight forward 
manner with the weighted residual approach. 
The various boundary conditions needed for solu- 
tion of Eq. (2) for our purposes include: 
(a) On lines of flow symmetry through the in- 
jection point, zero flux mote the normal 
velocity component is zero). 
n*Vc=O 
(b) On solid boundaries, zero flux (Note that 
the fluid velocity is zero). 
n*Vc = 0 
(c) At convective entrances and exits, the das- 
sical Wehner and Wilhelm (1956) conditions 
are applied. At entrances: 
nrcl= [nvc - nQ*Vc\ 
At exits: ‘- 
n*vclL = n*vc[ L+ 
Application of the Galerkin residual minimization 
criterion to eq. (2) results in a set of ordinary 
differential equations for the vector of nodal 
concentrations, 421, which must be satisfied at 
each instant in time. 
,. 
[HI {? )+[I’]@+{F) = o (19) 
The elements of the transport matrix [HI for 




? N. l++N. 3, 
XI ax 
a m Y 1 ay aN. aN. 
D 23.D 
aNi aNj_ dxdy 
I- 
XK ax ax fl ax ax 
-I I- NiNj (nxvx + nyvy)ds 
‘ent 
The Ni are the interpolation functions. The 
dispersion coefficients are assumed constant 
within an element. The point velocity is defined 
in terms of the node velocities, which are speci- 
fied. The line integral in Eq. (20) arises only 
along element sides where there is a convective 
entrance (boundary condition (c)). 
The source-term vector is: 
S fr 
Ni Q/EL dxdy + 
Nico(nxvx + nyvy)b 
ent 
(21) 
For a point source injection, the first sum in 
Eq. (6) has a contribution only at the node where 
the injection is. The second is non-zero only if 
tracer enters at a convective entrance. 
Finally, the matrix which weights the time deri- 
vative vector is 
NiN jdxdy (22) 
The area integrals above were evaluated numer- 
ically using 16 point, Gaussian quadrature. ISO- 
parametric, quadratic, quadrilateral elements 
were used for these computations (Zienkiewicz, 
1977). 
We treated the time-domain problem with a 
Crank-Nicholson, finite difference formulation 
(Segerlind, 1976). 
I (l/At) 1~1 
+ B[H]] I:Ij+l= [(l/At) [p] - 
(1-e) [HI] (?Ij+0{F++1+(l-f3) {F+ (23) 
0 is the Crank-Nicholson parameter (e= I, fully 
implicit). We used LJ= H throughout, which has 
2nd order accuracy and will not mask oscillatory 
components of the solution which indicate con- 
vergence problems. The righthand-side vector 
in eq. (23) is known at each time step j. The 
linear equation set, eq. (23), is unsymmetric due 
to the convective terms in eq. (20). A frontal 
solver developed by Hood (1976) for unsymmetric 
matrices was used. 
Simulation Results 
The first step in using the numerical solution to 
eq. (2) to check the range of applicability of eq. 
(5) is to find a spatial domain sufficiently large 
to appear infinite locally and a fine enough grid 
to provide a stable solution. Calculations were 
done for the extreme high and low Peclet num- 
bers (Pe) that have been’encountered in previous 
studies of mixing on trays (Solari, 19763 Maung, 
1980). 
As expected, since a point source is a singularity, 
the numerical solution of eq. (5) exhibits oscil- 
latory behavior. A fine mesh was required near 
the injection point to damp the oscillations. For 
convection dominated cases (high Pe), a finer 
mesh is required than for more dispersed cases 
(low Pe) because the concentration gradients are 
steeper. For highly dispersive cases (low Pe), a 
larger domain was required to obtain a match 
with the infinite domain solution than for low 
dispersion cases (high Pe). The two grids found 
to be “essentially infinite” for the high and low 
Pe cases are shown in Fig. 1. 
Since we are interested in temporal moments of 
the concentration-time relation, the microscopic 
behavior is not very important. The smoothing 
effect of integration, along with the property of 
weighted-residual solutions, in which some degree 
of short term accuracy is sacrificed for long- 
term accuracy (Crandall, 19561, means that the 
temporal moments of concentration converge 
nicely despite initial concentration oscillations, 
some negative, at a point. The numerical SD- 
70 5th ICm 
lution for concentration versus time had the 
property of converging quickly to a stable so- 
lution after the point source tracer injection 
stopped. The worst-case for oscillatory behavior 
is at high Pedet number, and is illustrated in 
Fig. 2. The temporal moments calculated from 
results of this case agree closely with the anaiy- 
tical infinite domain solution. 
The contours of 0 anda for the finite element 
simulation are compared to those for the analy- 
tical expressions, eqs. (7) and (8), in Fig. 3 for 
high and low Peclet numbers. The temporal mo- 
ments are calculated from the simulation results 
in the same manner as from experimental data. 
The traditional problem in using temporal mo- 
ments is the demand for an infinite integral in 
time versus finite concentration measuring capa- 
bility and finite time. The “tail” of the concen- 
tration-time curve can make a very large contri- 
bution to the moments, yet it is very hard to 
characterize. We have had good success by 
numerically integrating the early part of the 
curve and fitting an exponential function, which 
is analytically integrated, to the decaying part 
of the curve. 
Applicability of Infinite Model 
What we’ve done in the calculations presented 
here is to scope out the range of applicability 
of the simplified, infinite model eq. (5). In 
convection-dominated systems (high Pe), the im- 
pact of velocity gradients and near-by walls is 
minimal. In Fig. 4 we show the impact of a 
very close wall with zero velocity on the variance 
contours. Table I shows that the parameter 
estimates are quite reasonable. In the case with 
the non-uniform velocity, the average velocity 
over the sampling area was the same as the 
uniform velocity used in the other cases. 
In dispersion-dominated systems (low Pe), we find 
a strong effect of model violations on the para- 
meter estimates. These calculations are for a 
Peclet number in the lowest range that has been 
measured in practical operating conditions in past 
one-dimensional tracer studies on trays (Maung, 
1980; Barker and Self, 1962; Shore and Haselden, 
1969). Even here, although errors approach 30% 
in the velocity and 50% in the dispersion coef- 
ficient, the parameter estimates based on the 
proposed model are meaningful and generally 
more accurate than those obtained by data inter- 
pretation in terms of a one-dimensional model 
(Bischoff and Levenspiel, 1962). These results 
are shown in Table 1, and the variance contours 
of several cases are shown in Fig. 5. 
CONCLUSIONS 
A method for quantitatively characterizing two- 
dimensional flow and mixing fields has been de- 
veloped. We have found a range of operating 
conditions wherein the method is applicable and 
obtained an estimate of the magnitude of the 
error in the parameter estimates introduced by 
violations of. the model assumptions. 
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TABLE I 
Pe .= 5.0 v=l , Dx = Dy = 0.2 
- 
ESTIMATES 
Case Parameter Infinite Z-D 1-D 
Est. Model D 
V Dx V Dx 
Grid B 0.99 0.199 0.202 0.99 0.208 
Fig. 4 (a) 1.00 0.214 0.180 1.04 0.220 
Fig. 4 (b) 1.08 0.229 0.180 1.13 0.227 
Pe = 0.5 v=l, Dx = D = 2.0 
Grid A 0.98 1.89 1.81 0.83 1.92 
Fig. 5 (a) 0.82 1.68 1.55 0.78 1.55 
Fig. 5 (b) 0.65 1.05 1.25 0.74 1.32 
Fig. 5 (c) 0.84 1.78 1.58 0.49 1.93 
Y.) GRID A (LOW Pe) 
Yj GRID B (HIGH Pe) 
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