The Air Force Satellite Control Network (AFSCN) coordinates communications to more than 100 satellites via nine ground stations positioned around the globe. Customers request an antenna at a ground station for a specific time window along with possible alternative slots. Typically, 500 requests per day result in more than 100 conflicts, which are requests that cannot be satisfied because other tasks need the same slot. Scheduling access requests is referred to as the Satellite Range Scheduling Problem (SRSP).
Introduction
Although particular scheduling problems have been studied for decades (e.g., job shop scheduling studies started in the early 1960s), rarely have the changes in their application been considered. The earliest studies of the AFSCN problem by researchers at the Air Force Institute of Technology [1, 2, 3] addressed data collected in 1992. Our group has been studying this problem since 2000 and have at different points (2002 and 2003) obtained additional actual data sets.
The Air Force Satellite Control Network (AFSCN) coordinates communications to more than 100 satellites via nine ground stations positioned around the globe. Customers request an antenna at a ground station for a specific time window along with possible alternative slots. Typically, the problem is oversubscribed, meaning that more requests vie for certain time/resource slots than can be accommodated. Currently, human schedulers with some computer assistance construct the daily schedule of accesses and are forced to arbitrate conflicts between approximately 20% of the daily task requests. Scheduling access requests is referred to as the Satellite Range Scheduling Problem (SRSP).
We have found that the problem is not only challenging, but it also has changed in the intervening decade between the original studies and now. Some of the changes are minor, e.g., differences in availability of resources. Some changes are more significant but obvious, e.g., an increase in number of tasks that must be scheduled each day. Others changes are harder to identify, e.g., the relative mix of different types of requests have changed, or at least, the different types of requests now interact in more complex ways. In short, the problem is qualitatively different today from that of ten years ago. Not surprisingly, scheduling the Air Force Satellite Control Network has become more complex and difficult.
In this paper, we describe the AFSCN application and some of the changes that we have identified in the application based on the data we have collected and based on conversations with human schedulers. We show how the performance of solutions varies depending on whether the new or old data are being solved and discuss how the earlier solutions were well suited to the older problems. Finally, based on our recent conversations with the human schedulers, we propose a revision to the original application. We propose a new objective function that allows the search to locate schedules that are more easily repaired. We also show how the change in objective function impacts the performance of the solutions.
AFSCN Scheduling: Problem Definition
AFSCN scheduling is the problem of coordinating communications between civilian and military organizations and more than 100 satellites. Space-ground communications are performed using 16 antennas located at nine ground stations around the globe. Customer organizations submit task requests to reserve an antenna at a ground station for a specified time period based on the visibility windows between target satellites and ground stations. Two types of task requests can be distinguished: low altitude and high altitude. The low altitude tasks specify requests for access to low altitude satellites; such requests tend to be short (15 minutes) and have a tight visibility window. High altitude tasks specify requests for high altitude satellites; the durations for these requests are more varied and usually longer, and the visibility windows are large.
A problem instance consists of n task requests. A task request T i , 1 ≤ i ≤ n, specifies both a required processing duration T Dur i and a time window T Win i within which the duration must be allocated; we denote the lower and upper bounds of the time window by T Win i (LB) and T Win i (UB), respectively. Tasks cannot be preempted once processing is initiated. Each task request T i specifies a resource (antenna) R i ∈ [1..m], where m is the total number of resources available. Unlike some other SRSPs, these tasks do not include priorities.
T i may optionally specify j ≥ 0 additional (R i , T Win i ) pairs, each identifying a particular alternative resource (antenna) and time window for the task. While requests are made for a specific antenna, often a different antenna at the same ground station may serve as an alternate because it has the same capabilities. Consequently, the problem may be viewed as multi-capacitated, although for our studies we have not found any significant advantage or justification for this perspective.
We begin with the assumption that we wish to minimize the number of request conflicts for AFSCN scheduling, or alternatively we wish to maximize the number of requests that can be scheduled without conflict. Those requests that cannot be scheduled without conflict are bumped out of the schedule. This is not what happens when humans carry out AFSCN scheduling. Satellites are valuable resources, and the AFSCN operators work to fit in every request; however, the scheduling conflicts are real and numerous. What this means in practice is that some requests are given less time than requested, or shifted to less desirable, but still usable time slots. In effect, the requests are altered until all requests are at least partially satisfied.
By using an evaluation function that minimizes the number of request conflicts, an assumption is being made that we should fit in as many requests as possible before requiring human schedulers to figure out how to place those requests that have been bumped. To the best of our knowledge 1 , this is the only evaluation function that has been applied to AFSCN scheduling. In the first part of this paper, this evaluation function is also used. However, it may not be the most appropriate evaluation function, as will be discussed later in this paper.
Minimizing the number of request conflicts for a simplified version of AFSCN scheduling (have available only a single resource) is similar to a well-known problem in the machine scheduling literature, denoted 1|r j | U j (in the three-field notation widely used by the scheduling community [4] ). The first field specifies this is a one-machine scheduling problem.
The second field indicates that for each request a release date and due date are specified. The third field defines the objective function. A job is on time if it is scheduled between its release and due dates; in this case, U j = 0. Otherwise, the job is late, and U j = 1. The objective is to minimize the number of late jobs, n j=1 U j . Concurrency and preemption are not allowed. Based on AFSCN's equivalence to 1|r j | U j , we have shown that the decision version of the simplified one resource AFSCN Scheduling problem is N P-complete [5] .
Previous Research on SRSP
In satellite scheduling, customer requests for data collection need to be matched with satellite and ground station resources. The requests specify the instruments required, the window of time when the request needs to be executed and the location of the sensing/communication event. These task constraints need to be coordinated with resource constraints: the windows of visibility for the satellites, maintenance periods and downtimes for the ground stations, etc. Typically, more requests need to be scheduled than can be accommodated by the available resources. A general description of the satellite scheduling domain is provided by Jeremy Frank et al.(2001) [6] . Pemberton(2000) solves a simple one-resource satellite scheduling problem in which the requests have priorities, fixed start times and fixed durations. The objective function maximizes the sum of the priorities of the scheduled requests. A priority segmentation algorithm is proposed, which is a hybrid algorithm combining a greedy approach with branch-andbound. Wolfe et al.(2000) [8] define a more complex one-resource problem, the windowconstrained packing problem (WCP), which specifies for each request the earliest start time, latest final time and the minimum and maximum duration. The objective function is complex, combining request priority with the position of the scheduled request in its required window and the number of requests scheduled. Two greedy heuristic approaches and a genetic algorithm are implemented; the genetic algorithm is found to perform best. Globus et al.(2003) compared a genetic algorithm, simulated annealing, Squeaky Wheel Optimization [10] and hill climbing on a simplified, synthetic form of the satellite scheduling problem (two satellites with a single instrument) and found that simulated annealing excelled and that the genetic algorithm performed relatively poorly. For a general version of satellite scheduling (EOS observation scheduling), Frank et al.(2001) proposed a constraintbased planner with a stochastic greedy search algorithm based on Bresina's Heuristic-Biased Stochastic Sampling (HBSS) algorithm. HBSS [11] had been originally applied to scheduling astronomy observations for telescopes. Lemaître et al.(2000) research the problem of scheduling the set of photographs for Agile Earth Observing Satellites (EOS) [13] . Task constraints include the minimal time between two successive acquisitions, pairings of requests such that images are acquired twice in different time windows, and hard requirement that certain images must always be acquired. They found that a local search approach performs better than a hybrid algorithm combining branch-and-bound with various domain-specific heuristics.
The AFSCN application was previously studied by researchers from the Air Force Institute of Technology (AFIT). Gooley [1] and Schalck [2] developed algorithms based on mixed-integer programming (MIP) and insertion heuristics, which achieved good overall performance: 91% -95% of all requests scheduled. Parish [3] tackled the problem using a genetic algorithm called Genitor [14] , which scheduled roughly 96% of all task requests, out-performing the MIP approaches. All three of these researchers used the AFIT benchmark suite consisting of seven problem instances, representing actual AFSCN task request data and visibilities for seven consecutive days from October 12 to 18, 1992 2 . Later, Jang [15] introduced a problem generator employing a bootstrap mechanism to produce additional test problems that are qualitatively similar to the AFIT benchmark problems. Jang then used this generator to analyze the maximum capacity of the AFSCN, as measured by the aggregate number of task requests that can be satisfied in a single-day. His results showed that approximately 90% of the requests can still be scheduled when there are 175 low altitude requests and 250 high altitude requests are present.
While the general problem of AFSCN Scheduling with minimal conflicts is N P-complete, special subclasses of AFSCN Scheduling are polynomial. Burrowbridge [16] considers a simplified version of AFSCN scheduling, where each task specifies only one resource (antenna) and only low-altitude satellites are present. The objective is to maximize the number of scheduled tasks. Due to the orbital dynamics of low-altitude satellites, the task requests in this problem have negligible slack ; i.e., the window size is equal to the request duration. Assuming that only one task can be scheduled per time window, the well-known greedy activity-selector algorithm [17] is used to schedule the requests since it yields a solution with the maximal number of scheduled tasks.
Algorithms for AFSCN
Based on previous research on AFSCN, SRSP and other oversubscribed scheduling applications, we implemented a variety of algorithms for AFSCN scheduling: local search, heuristic constructive search, iterative repair and genetic algorithms. We considered local search algorithms, using shifting and other problem-independent move operators. Unfortunately, the size of the neighborhood with these operators is of the order of n 2 , where n is the total number of request tasks. We found that because of the size of the neighborhood, both a simple hill-climber and straightforward implementations of Tabu Search [18] perform poorly, even when combined with next-descent type search.
We also considered constructive search algorithms based on texture [19] and slack [20] constraint-based scheduling heuristics. We implemented straightforward extensions of such algorithms for our application. The results were again poor; the number of request tasks combined with the presence of multiple alternative resources for each task make the application of such methods impractical. Early on, we tested HBSS and Limited Discrepancy Search (LDS) [21] on AFSCN scheduling. Because we had difficulty designing an adequate heuristic, we could not produce performance competitive with the other algorithms. We are currently exploring alternative heuristics for the heuristic constructive search algorithms.
Iterative repair methods have been successfully used to solve various oversubscribed scheduling problems, e.g., Hubble Space Telescope observations [22] and space shuttle payloads [23, 24] . NASA's ASPEN (A Scheduling and Planning Environment) framework [25] , which has been used to model and solve real-world space applications such as scheduling EOS, employs both constructive and repair-based methods [26, 27] . More recently, Kramer et al. [28] used repair-based methods to solve the airlift scheduling problem for the USAF Air Mobility Command. In each case, a key component to the implementation was a domain appropriate ordering heuristic to guide the repairs. For AFSCN scheduling, Gooley's algorithm [1] uses domain-specific knowledge to implement a repair-based approach. We implement an improvement to Gooley's algorithm that is guaranteed to yield results at least as good as those produced by the original version.
While not as popular as repair-based techniques, genetic algorithms (GAs) have also been used in solving oversubscribed scheduling problems. Syswerda [29] uses a genetic algorithm to solve the problem of scheduling access to flight simulator resources in a laboratory. Also, a genetic algorithm is used to solve an abstraction of NASA's EOS scheduling problem, denoted the Window Constrained Packing Problem (WCPP) [8] . Parish [3] reported better results using Genitor on the AFIT AFSCN problems than the ones produced by Gooley's original algorithm.
Given the prevalence of repair-based and constructive techniques in the oversubscribed scheduling literature and Parish's results for the old AFSCN scheduling data, in our study, we focus on answering three questions: 1) How does the algorithm performance change from the old days of data to the current days? 2) What are the reasons for the performance differences? and 3) What works best for AFSCN scheduling? We investigate these questions by comparing three algorithms: Gooley's algorithm as an iterative-repair approach, Genitor as a genetic algorithm, a simple hill-climbing algorithm, and a random sampling as a baseline.
All of the algorithms include a phase in which a partial representation of the schedule is converted into an explicit assignment of time slots onto resources. Local search and the genetic algorithm encode the solutions as permutations of the requests; the search is defined over the permutation space. A greedy, deterministic "schedule builder" translates the permutations into schedules. The evaluation of the permutation is the number of bumped tasks in the corresponding schedule. Gooley's algorithm also constructs an ordering of the high altitude requests which can also be seen as a permutation. Complex, domain specific heuristics are then used to convert the permutation into an actual schedule; we consider these to be the "schedule builder" in Gooley's algorithm.
The rest of this section is organized as follows. First, we introduce a greedy algorithm that optimally schedules the low altitude requests. We use this algorithm when implementing our version of Gooley's algorithm. Gooley's original algorithm uses mixed integer programming to schedule the low altitude requests; however, this is no longer needed given that our method is provably optimal. Second, we describe the modified Gooley's algorithm and its schedule builder. Third, we describe Genitor and its schedule builder. Finally, we describe the remaining two algorithms.
We include random sampling in our study as a baseline for the performance. While generally not considered a viable method for scheduling, in the current study, random sampling helps to illustrate how problem difficulty has changed over the last decade.
Optimal Scheduling of Low Altitude Requests
In [5] , we proved that Range Scheduling for low-altitude satellites continues to have polynomial time complexity even if the tasks may be serviced by one of several resources. For general AFSCN scheduling, the resources R i specified in the (R i , T Win i ) pairs are antennas at the same ground station, and the time windows (T Win i ) corresponding to each antenna are identical. The problem of scheduling the low-altitude requests is equivalent to an interval scheduling problem with k identical machines (for more on interval scheduling, see Bar-Noy et al. [30] , Spieksma [31] , Arkin et al. [32] ). It has been proven that for the interval scheduling problem, an extension of the greedy activity-selector algorithm is optimal; the proofs are based on the equivalence of the interval scheduling problem to the k-colorability of an interval graph [33] . Our proof is based on a modified version of the greedy activityselector algorithm for multiple resource problems. The algorithm still schedules the requests in increasing order of their due date; however, it specifies that each request is scheduled on the resource for which the idle time before its start time is the minimum. We call this algorithm Greedy IS (where IS stands for Interval Scheduling). We use this result to improve Gooley's original AFSCN scheduling algorithm.
Gooley's Algorithm
Gooley [1] developed a two phase algorithm to solve the AFSCN scheduling problem. In the first phase, the low altitude requests are scheduled, mainly using MIP. Because there are a large number of low altitude requests, the requests are divided into two blocks. MIP procedures are first used to schedule the requests in the first block. Then MIP is used to schedule the requests in the second block, which are inserted in the schedule around the requests in the first block. Finally, an interchange procedure attempts to optimize the total number of low altitude requests scheduled. This is needed because the low altitude requests are scheduled in disjoint blocks. Once the low altitude requests are scheduled, their start time and assigned resources remain fixed.
In our implementation, we replaced this first phase with Greedy IS . Our version accomplishes the same function as Gooley's first phase but does so with a guarantee that the optimal number of low altitude requests are scheduled. Thus, the result is guaranteed to be equal to or better than Gooley's original algorithm.
In the second phase, the high altitude requests are inserted in the schedule (without rescheduling any of the low altitude requests). First, an order of insertion for the high altitude requests is computed. The requests are sorted in decreasing order of the ratio of the duration of the request to the average length of its time windows; ties are broken based on the number of alternative resources specified (fewer alternatives scheduled first). This in effect creates a permutation over the high altitude requests representing an ordered priority list. The insertion of the high altitude requests in the schedule is based on various domain specific heuristics; these heuristics function as a schedule builder, which we denote by GooleyS.
We separated the tasks of creating an ordered permutation of the high altitude requests and the construction of the actual schedule using the schedule builder for two reasons. First, during this second phase, the low altitude requests are not touched. This phase basically solves a separate problem: schedule the high altitude requests given that some blocks of time on the resources are marked as unavailable (because these blocks of time are reserved for the scheduled low altitude requests). Second, by explicitly noting the use of a permutation, Gooley's algorithm is seen to be similar to other methods that also use permutation representations. However, in Gooley's algorithm, the permutation contains only the high altitude requests, and some repair operations are also performed once all requests have been considered for insertion.
Gooley's Schedule Builder
GooleyS is represented by the set of heuristics used to incorporate the high altitude requests in the schedule containing the low altitude requests. For each high altitude request, its alternative resources are ranked based on the available free time; the resource with the most free time is considered first. Various criteria are then used to determine the start time for the request. These criteria refer to the free time available between the end of the request to be scheduled and the next request scheduled on that resource. For example, preference is given to slots for which less than five minutes or more than 60 minutes are available between the end of the request scheduled and the next one.
After all the high altitude requests have been considered for insertion, an interchange procedure attempts to accommodate the unscheduled requests by rescheduling some of the high altitude requests. A flexibility measure is used to determine which requests should be rescheduled.
Gooley defines the flexibility measure for a task request T i as:
where:
F reeBlocksAvg j represents the average of the lengths of the three largest free time blocks in a time window for the task, and |AltSet| is the number of possible resources specified for the task request.
The flexibility measure is directly proportional to the average length of the three largest blocks of free time in the alternative time windows, without correlating these to the duration of the request. This results in high flexibility for requests with long blocks of free time in their alternative time windows. However, since the length of such blocks is not checked against request duration, the corresponding requests might be harder to reschedule than shorter requests with shorter free blocks of time on their alternative resources (and smaller flexibility measure as defined).
The Genitor Genetic Algorithm
Previous studies of AFSCN by AFIT researchers indicate that Genitor provides superior overall performance [3] . The version of the Genitor used here was originally developed for a manufacturing scheduling application [34] [35] , but it has also been applied to problems such as job shop scheduling [36] .
Genetic algorithms have been successfully used to solve various scheduling problems, including problems with similar characteristics to SRSP. As mentioned earlier, genetic algorithms were found to perform well for WCPP (an abstraction of EOS). While WCPP differs in many ways from the AFSCN scheduling problem, both problems are oversubscribed, both model a unit capacity resource, and the requests in both problems define time windows based on satellite visibility. EOS scheduling has a number of competing objectives, including satisfaction of the largest possible number of task requests and consideration of the quality of the allocated time-slots. When the performance of two simple constructive algorithms and a genetic algorithm was compared on randomly generated instances of the WCPP, the genetic algorithm out-performed the constructive algorithms, but at the expense of larger run-times [8] .
The solutions are encoded as permutations of the task request IDs. Like all genetic algorithms, Genitor maintains a population of solutions. In each step of the algorithm, a pair of parent solutions is selected, and a crossover operator is used to generate a single child solution, which then replaces the worst solution in the population. The result is a form of elitism, in which the best individual produced during the search is always maintained in the population. Selection of parent solutions is based on the rank of their fitness, relative to other solutions in the population. A linear bias is used such that individuals that are above the median fitness have a rank-fitness greater than one and those below the median fitness have a rank-fitness of less than one [37] . We use a population size of 200, a selection bias of 1.5, no mutation.
Typically, genetic algorithms encode solutions using bit-strings, which enable the use of "standard" crossover operators such as one-point and two-point crossover [38] . Because solutions in Genitor are encoded as permutations, a special crossover operator is required to ensure that the recombination of two parent permutations results in a child that (1) inherits good characteristics of both parents and (2) is still a permutation of the n task request IDs. Numerous crossover operators have been proposed for permutations representing scheduling problems.
Syswerda's [29] order crossover and position crossover are different from other permutation crossover operators such as Goldberg's PMX operator [39] or Davis' order crossover [40] in that there is no contiguous block which is directly passed to the offspring. Instead, several elements are randomly selected by absolute position. These operators are largely used for scheduling applications (e.g., [29, 41, 42] 
(F B _ _ _ A _) & (_ _ C D E _ G) => F B C D E A G
Syswerda's order crossover operator was applied to AFSCN scheduling by Parish [3] . Whitley and Nam [43] prove that order crossover and position crossover (Syswerda's second operator) are identical in expectation when order crossover selects K position and position crossover selects L-K positions. In effect, order crossover inherits by order first, then fills the remaining slots by position. Position crossover inherits by position first, then fills the remaining slots by their relative order. Use of order or position crossover can still be found in the literature however. An extensive study of crossover operators for a warehouse/shipping scheduler for the Coors brewery [44] has shown that Syswerda's position crossover performs better than PMX or Davis' order crossover. We chose to use Syswerda's position crossover for our study of AFSCN scheduling.
Genitor's Schedule Builder: GenitorS
GenitorS considers task requests in the order that they appear in the permutations. Each task request is assigned to the first available resource (from its list of alternatives) and at the earliest possible starting time. If the request cannot be scheduled on any of the alternative resources, it is dropped from the schedule (i.e., bumped). The evaluation of a schedule is then defined as the total number of requests that are scheduled (for maximization) or inversely, the number of requests bumped from the schedule (for minimization).
Local Search
As the local search algorithm, we implemented a hill-climber. Because it has been successfully applied to a number of well-known scheduling problems, we selected a domainindependent move operator, the shift operator. From a current solution π, a neighborhood is defined by considering all (N − 1) 2 pairs (x, y) of task request ID positions in π, subject to the restriction that y = x−1. The neighbor π corresponding to the position pair (x, y) is produced by shifting the job at position x into the position y, while leaving all other relative job orders unchanged. If x < y, then π = (π(1), ..., π(x − 1), π(x + 1), ..., π(y), π(x), π(y + 1), ..., π(n)). If x > y, then π = (π(1), ..., π(y −1), π(x), π(y), ..., π(x−1), π(x +1), ..., π(n)).
Given the large neighborhood size, we use the shift operator in conjunction with nextdescent hill-climbing. We choose the position x by random and check the neighbors obtained by shifting the job at position x into all the positions, starting with position 0. The first neighbor with either a lower or equal number of bumped tasks is accepted. Search is initiated from a random permutation and terminates when a pre-specified number of solution evaluations is exceeded.
The local search algorithm also operates on permutations. To evaluate a solution corresponding to a particular permutation, we use GenitorS.
A Baseline: Random Sampling
Random sampling produces schedules by generating a random permutation of the task request IDs and evaluating the resulting permutation using GenitorS. Randomly sampling a large number of permutations provides information about the distribution of solutions in the search space, as well as a baseline measure of problem difficulty for heuristic algorithms.
Changes in the Application: New versus Old Problems
As discussed in Section 3, algorithms for AFSCN have previously been evaluated using only the AFIT benchmark suite from the 1992 data. The number of requests (low altitude and high altitude requests) to be scheduled for each of the seven problems is approximately 300 (see table 1 The most significant change since 1992 is that the number of requests received during a typical day has increased substantially to approximately 500 each day. The resources have remained more or less constant: the recent data include three new antennas not referenced in the AFIT problems, and the human schedulers tell us that two antennas are no longer reliable.
The increase in the number of requests currently received for a day also causes an increase in the number and percentage of requests that are bumped. In Table 1 , we present the results obtained by running the four algorithms considered in this study. The statistics for Genitor, hill climbing and random sampling were obtained over 30 runs, with 8000 evaluations per run. For the 1992 data, at most eight task requests (or 2.5% of the tasks) are bumped in the best schedules; for the more recent data, the number increases to 42 (or 8.7%). The variance in performance for the stochastic algorithms increases somewhat for the more recent data, but not as much as does the best and mean performance.
The changes in the data appear to go beyond just a difference in scale. In a previous study [5] , we showed that a simple heuristic that schedules first the low altitude requests and then the high altitude requests finds best solutions quickly for all the 1992 problems. We called this the split heuristic. In Table 2 , we show the results obtained by randomly sampling permutations such that all the low altitude requests are scheduled before the high altitude ones. Even with a very small number of permutations sampled during each experiment (100 permutations), the best known values are found for the 1992 problems. However, this is not the case for the recent days of data. Although the results using the split heuristic are much better than random sampling (as shown in Table 1 ), the split heuristic fails to find the best schedules for two of the recent problems, even when using Genitor with 8000 or more evaluations allocated per run (as shown in Table 3 ). By examining the data in the recent problems, we identified situations similar to the one in Figure 1 , for which scheduling low-altitude requests first results in suboptimal solutions. For the chosen example, there are two ground stations and two resources (two antennas) at each ground station. Two high-altitude requests, R3 and R4, have durations three and seven, respectively. R3 can be scheduled between start time 4 and end time 13; R4 can be scheduled between 0 and 9. Both R3 and R4 can be scheduled at either of the two ground stations. The rest of the requests are low-altitude requests. R1 and R2 request the first ground station, while R5, R6, R7, and R8 request the second ground station.
If low-altitude requests are scheduled first, then R1 and R2 are scheduled on Ground Station 1 on the two resources, and the two high-altitude requests are bumped. Likewise, on Ground Station 2, the low-altitude requests are scheduled on the two resources, and the high-altitude requests are bumped. By scheduling low-altitude requests first, the two highaltitude requests are bumped. However, it is possible to schedule both of the high-altitude requests such that only one request (R1, R2 or R8) gets bumped. A possible solution schedules R3 and R4 on one resource at Ground Station 1 and bumps either R1 or R2; R5, R6, R7, and R8 can all be scheduled on Ground Station 2. For this example, a global optimum is not possible when all of the low-altitude requests are scheduled before the high-altitude requests.
We also designed a problem generator [5] that preserves characteristics found in the two problem data sets and also models features encountered in the real-world problems, such as types of requests (state of health, maneuver, payload download, payload commanding) and customer behavior. We used the problem generator to produce problems of sizes 300, 350, 400, 450, and 500. For each size, we generated 30 problem instances. We found that for these synthetic problems the split heuristic does not work well and its performance worsens as the problem size increases. This is consistent with our results for the real data. Also, the scale-up from 300 to 500 requests causes additional conflicts and competition for the resources, which translates into more interactions between the requests. It is not surprising therefore that the performance of the split heuristic (which is based on separating the low and high altitude requests) deteriorates as the problem size increases.
Algorithm Comparison: What Works Well on the Different Problems
In this section, we investigate two main questions: 1) What works well for AFSCN scheduling? and 2) What are the reasons for performance differences? Although we can provide a fairly clear answer to the first question, at this time, we only have a partial answer to the second.
To answer the first question, we present the results of running Genitor, hill-climbing and Gooley's algorithm in Table 1 . Hill-climbing performs worse than both Genitor and Gooley's algorithm. We have recently investigated reasons for the poor performance of hill-climbing [45] . We found that the shifting operator is highly inefficient: given a current permutation, almost half of all possible moves result in no change in the corresponding schedule. In fact, by dramatically increasing the number of total evaluations allowed per run, from 8000 to 500,000 evaluations, hill-climbing finds best known value solutions for all the problems. The best performance for both the 1992 and the 2002/2003 data is obtained using Genitor. An increase in the number of evaluations to 800k and of the population size to 2000 did not improve the best solutions found for each problem.
Gooley's algorithm performs worse than Genitor for all the problems, except 10/18/92. The performance of Gooley's algorithm on the 1992 problems is somewhat disappointing. Gooley's algorithm optimally schedules the low altitude requests, then inserts the high altitude requests into the schedule. This is somewhat similar to the split heuristic. The split heuristic finds best known solutions for the seven old days of data relatively easily; also, we know that these problems have best known solutions for which the low altitude requests are optimally scheduled. Therefore, we expected Gooley's algorithm to perform better on these problems. On the other hand, the results in Table 1 show that its performance on the newer data is very similar to its performance on the data from 1992. Gooley's algorithm was designed based on the data from 1992. Given the differences between the 1992 data and the current data, this scale-up is surprising.
Genitor and local search are allocated the same number of evaluations (and therefore approximately the same CPU time); Gooley's algorithm is much faster. Running Genitor for 30 experiments, with 8000 evaluations per experiment, takes approximately 100 seconds CPU time for the 1992 problems and between 120 and 180 seconds for the 2002/2003 problems (on a Dell Precision 650, 3.06 GHz Xeon, running Linux). Gooley's algorithm only builds the schedule once and then it attempts to repair it by swapping tasks; it takes less than a second to run. We decided against implementing a possible extension of Gooley's algorithm that would run for a longer time (comparable to Genitor) for two reasons. First, we know that the heuristics used by Gooley to repair the schedule can be improved: Gooley's algorithm identifies the most flexible request to be rescheduled based on a flawed heuristic measure (see section 4). Second, as we show next, for the same permutation, the schedule builder in Genitor seems to result in a better schedule than the one in Gooley's algorithm for most of the problems (in fact, using GenitorS with Gooley's algorithm improves the solutions for six out of the seven 1992 problems).
Effect of the Schedule Builder on Performance
One factor that might contribute to the differences in performance is the schedule builder. The algorithms construct permutations (phase one) that are translated into schedules (phase two). We isolate the effect of each of these stages in Genitor and Gooley by comparing the effect on solution quality of 1) the permutation that gets translated into the solution (phase 1) and 2) the schedule builder (phase 2). To do this, we separate the two phases in each algorithm such that the best permutation can be used in either schedule builder. This produces four combinations of components: Genitor, Gooley, Genitor+GooleyS and Gooley+GenitorS. To control for the effect of low altitude requests, in all cases, the low altitude requests are scheduled optimally using Greedy IS .
The results are presented in Table 4 . To study the effect of the initial permutation, we hold constant the schedule builder and allow the permutation to vary which produces two comparisons: Genitor versus Gooley+GenitorS (both permutations are translated by GenitorS) and Gooley versus Genitor+GooleyS (both permutations use GooleyS). In both cases, the best results are usually obtained when the permutation is matched with its original schedule builder. Genitor's results dominate the results for Gooley+GenitorS. In all but two cases, Gooley dominates Genitor+GooleyS. This result is not surprising: Genitor's permutation is the result of evolving a population of permutations for which the fitnesses were computed using GenitorS.
To study the effect of the schedule builder on the quality of the solution obtained, we hold constant the permutation source which produces two comparisons: Genitor versus Genitor+GooleyS and Gooley versus Gooley+GenitorS. Applying GooleyS to the permutations from Genitor results in schedules that are worse than the ones obtained by GenitorS for the same permutations. Interestingly, pairing Gooley's initial permutations with GenitorS improves over the solutions found in Gooley's original configuration for most of the problems. Thus, it appears that GenitorS is the better schedule builder.
The results suggest that Genitor's schedule builder may contribute to its relative success. This result is surprising: for six out of the seven problems from 1992 (for which Gooley's algorithm was designed), a simple greedy scheduler works better than the domain-specific, complex heuristics used to schedule the high altitude requests and then to repair the schedule.
To obtain the results just presented, the phases were decoupled so that the output of the first was available for the second. Consequently, the separation was not as clean as it could be: Genitor still used GenitorS for its objective function. An alternative is to excise GenitorS completely from Genitor for the comparison. GooleyS starts with a schedule containing the low altitude requests (optimally scheduled) in which it inserts the high altitude requests. In order to use GooleyS with Genitor, the population in Genitor would only contain permutations of the high altitude requests. However, using GooleyS as the scheduler most likely will not produce better results than Genitor using the split heuristic (since Gooley's algorithm always schedules the low altitude requests first). As for the split heuristic, this new version of Genitor would probably work well for the 1992 data; however, because of the existence of situations as the one depicted in Figure 1 , it will perform worse than Genitor (with GenitorS) on the 2002/2003 data.
New Objective Function
Human schedulers of AFSCN use considerable, informal domain specific knowledge about their application. For example, they know that certain requests require access to a limited subset of ground stations and so the choices for scheduling such a request are more restricted. They know that the task durations sometimes can be reduced and this can be exploited in the assignment of time slots 4 . They also know that certain large requests can be split. Considering that our automated schedulers do not possess this additional knowledge, Genitor is doing quite well, managing to schedule 90-93% of the tasks on the days we have analyzed.
Nevertheless, minimizing the number of unscheduled task produces schedules that are unlike those that humans produce. For example, because we are minimizing the number of bumped requests, requests for large time slots are bumped more often than requests for smaller time slots. Often, the large tasks are related to satellite maintenance that can be put off for some period, but after some time, it becomes critical to fit them into a schedule.
Human schedulers also indicate that they often negotiate changes in duration of tasks to fit in additional tasks-and that everything must eventually be scheduled, even if that means modifying the requests. The problem with minimizing the number of bumped tasks is that this evaluation function does not include any evaluation of how difficult it will be to modify the schedule and fit in those requests that have been bumped.
Based on discussions with human schedulers, it would appear that a better evaluation criterion is to minimize the sum of overlaps between conflicting tasks in a proposed schedule.
In this case, all requests are scheduled before evaluation, and the evaluation measures the degree of conflict, or overlap after all requests are scheduled. If the overlaps are small, it may be possible to simply trim time from the requested tasks that overlap without actually moving and rescheduling requests. This is not the case when requests are bumped. There is no indication as to where the bumped requests might be reinserted into the schedule, and in fact, reinserting larger requests into the schedule may mean moving many other scheduled tasks that conflict with the bumped request. Consequently, a schedule that has been optimized to minimize the number of bumped requests may in fact look very different than the schedule a human eventually produces because many requests have to be rescheduled in order to fit in the bumped requests, which means that the schedule produced by the automated system offers little utility to the human scheduler. A schedule that minimizes conflicts also gives no indication as to what requests might be "trimmed" and fit into the schedule with only minor modifications, but nevertheless which will not fit without modifications. A schedule that allocates time to all requests and then minimizes the total overlap provides human schedulers with a potential solution that is much closer to the conflict-free schedule they must eventually produce. In order to modify a request, human schedulers must negotiate with the individual who made the original request. If a request is reduced or allocated a less desirable time slot, the negotiated compromise must be honored after that.
Having a solution that is closer to the final solution provides a much better starting point for negotiations.
Additionally, the new objective function provides a richer evaluation function for the algorithm. When minimizing the number of bumped tasks, if 500 jobs are being scheduled, then the number bumped is always an integer between 1 and 500. If most of the time, the number of bumps is between 1 and 100, then most of the time the evaluation function is an integer between 1 and 100. Thus, the evaluation function is a somewhat coarse metric. When using overlaps as an evaluation, the evaluation function is not just related to the number of jobs, but also to their durations. If the number of conflicts is between 1 and 100, but the overlaps range from 1 to 50 time units, then the evaluation function ranges over 1 to 5000 and provides more distinction between alternative solutions.
An example of how the sum of overlaps is computed is presented in Figure 2 . Note that this is a solution for the example problem in Figure 1 . R8 could either be scheduled on antenna A1 or antenna A2 at Ground Station 2. In order to minimize the overlaps, we schedule R8 on A1 (the sum of overlaps with R6 and R7 is smaller than the sum of overlaps with R3 and R4). While this is a trivial example, it illustrates the fact that instead of just reporting R8 as bumped, the new objective function results in a schedule which provides guidance about the fewest modifications needed to accommodate R8.
What is really being done is that the new evaluation function calculates conflicts in terms of individual time units instead of individual requests. This also means that two schedules many have exactly the same number of conflicts, but have very different evaluations in terms of the number of time units that are conflicted and overlap.
We designed a new schedule builder for Genitor to schedule all tasks (including conflicting tasks) and compute the sum of the overlaps. As with minimizing the number of bumps, in the order defined by the permutation, each task request is assigned to the first available resource from its list of alternatives and at its earliest possible starting time. If a request cannot be scheduled without conflict on any of the alternative resources, it overlaps; we assign such a request to the alternative resource on which the overlap with requests scheduled so far is minimized. We call this version GenitorOverlaps.
In Table 5 , we present the results of running Genitor and GenitorOverlaps for 30 runs, with 8000 evaluations per run. Genitor optimizes the number of bumps; we compute for each best schedule obtained in a run, the corresponding sum of overlaps for the bumped requests. Statistics for both the number of bumps and the sum of overlaps over 30 runs are shown in columns 2-7. GenitorOverlaps optimizes the sum of overlaps; for each permutation evaluated as best at the end of a run, we apply the GenitorS schedule builder to compute the corresponding number of bumps. Again, we present statistics for the number of bumps and the sum of overlaps over 30 runs in columns 8-13.
The results show clearly that optimizing the number of bumps results on average in a larger corresponding sum of overlaps than when the overlaps are optimized, and the increase can be quite significant. On the other hand, optimizing the sum of overlaps results in a number of bumps which is usually larger than when the bumps are optimized; the increase is significant for the 2002/2003 data. These results also suggest that when minimizing the number of bumps, longer tasks are bumped, thus resulting in a large sum of overlaps.
Conclusions
Given how difficult it is to obtain actual data from real applications, it is compelling to assume that the application is well represented by what data have been obtained. Such an assumption is safe sometimes, but not always. In this paper, we present an overview of the AFSCN scheduling problem with a focus on how the application has changed over time and how the performance of the solutions have been affected.
First, we analyze the changes in the problem over the last ten years by comparing data sets from 1992 and 2002-2003. Some changes are obvious: the number of task requests significantly increased, while the resources remained more or less the same. From this, other changes emerge: the contention for the resources is higher, and therefore more requests cannot be accommodated in the schedule. We also found changes in the way the tasks interact. While a simple heuristic made the 1992 problems easy to solve, this is not the case for the new problems. The task requests in the current data interact in more complex ways, and the simple heuristic cannot always find the best solution.
Second, we study what algorithms work best for the scheduling application circa 1992 and 2002/2003. Previous research has shown that a genetic algorithm, Genitor, performs best for the 1992 problems. We found that Genitor also performs best for the 2002/2003 data, outperforming both local search and Gooley's algorithm, a domain-specific repair-based algorithm. Our results also show that the performance of Gooley's algorithm does scale-up when solving the later problems; this is somewhat surprising given that Gooley's algorithm was designed based on the 1992 data set. We also investigate possible reasons for the performance difference between Gooley's algorithm and Genitor by comparing the schedule builders in the two algorithms. We show that by replacing Gooley's schedule builder with the schedule builder from Genitor, the solutions obtained by Gooley's algorithm improve for six out of the seven problems from 1992.
Finally, we introduce a new objective function: minimizing the sum of the overlaps. The new objective function is motivated by the fact that human schedulers must eventually schedule all the requests by negotiating with the customers possible shorter durations or alternative time windows. This provides human schedulers with a potential solution that is much closer to the conflict-free schedule they must eventually produce.
The AFSCN scheduling application changed over a decade (from 1992 to 2002-2003), becoming more complex and difficult. Yet, surprisingly, the best solutions developed for the 1992 data have been shown to be robust to the changes. We are currently working on explaining why Genitor seems well suited to this application [45, 46] , accommodating even the changes in complexity that have been observed over more than a decade.
