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Abstract--A function characterizing the stability of explicit boundary value Runge-Kutta methods for 
the solution of ordinary differential equations i introduced. It can be used to design methods with better 
stability, and also in the selection of mesh points. It is based on a generalization f the algebraic stability 
criterion. Numerical examples demonstrating the use of the proposed function are given. 
1. INTRODUCTION 
The determination of the stability properties is of great interest when assessing the applicability 
of a numerical method for the solution of an ordinary differential equation 
y'(x) =f(x,  y(x)), x ~ (a, b), (1) 
with initial conditions 
g, (y(a)) = 0, (2) 
or boundary conditions 
g2(y(a), y(b)) = 0. (3) 
A variety of stability concepts have been defined in the literature (see, for example, Ref. [1]). The 
criterion M(x, 2) algebraic stability by Burrage and Butcher [2] is easy to implement, since it is 
based on being able to test the non-negativity of a quadratic form written down from the 
coefficients of the numerical method. M(x, 2) criterion is well-suited to handle implicit methods. 
Cooper [3] offers a generalization of this criterion applicable to explicit methods. His results are 
rather difficult to apply to schemes with zero weights in the quadrature. In addition, he requires 
extra conditions on the test problem. In this paper, we propose a generalization of M(x, 2) 
algebraic stability, called M(x, 2, F) algebraic stability to handle these problems. 
The criterion obtained here is useful in the study of explicit boundary value Runge--Kutta 
(BVRK) methods that have received attention in recent years (see Gupta [4] and Cash [5]). The 
new parameter F is a minimum norm matrix obtained as shown later in Lemma 3.1. This matrix 
combined with the derivatives for the internal stages, leads to a rational function (called a stability 
function) that provides information about the proximity of the numerical method to M(x, 2) 
stability. 
The above information is relatively easy to acquire since the derivation of the stability function 
involves the computation of the eigenvalues and eigenvectors of a matrix determined from the 
coefficients defining the integration method, and the evaluation of the derivatives for the internal 
stages is easily carried out using a linear non-autonomous test problem. These features allow the 
study of high order methods. 
Let us consider a numerical method defined, for the subinterval [x,_ l, x,], by 
Y=(e- -O)® y._l +O ® y .+(A  ® I)F (4) 
and 
Y. = Y.- 1 "JI- (b T (~) I)F, (5) 
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where ® denotes the tensor product and 
A = 
all . . .  als | 
I 
as1 . . .  a,, .j 
, O= °, 1 
b l  
b= bs 
e m y= 
The subindex s represents the number of internal stages• When O~ = 0, i = 1 . . . . .  s, we get a 
standard Runge--Kutta method used for initial value problems, otherwise methods tudied by 
Bokhoven [6] and Gupta [4], usually used for the solution of boundary value problems, are 
obtained. Such methods are known in the literature as BVRK methods. In this paper the scheme 
defined by equations (4) and (5) will be referred to as the Runge-Kutta method and can be 
characterized by the Butcher table 
 I/T O '6' 
where 
c = Ae + 6). (7) 
2. PRELIMINARY DEFINITIONS 
Definition 2.1 
A Runge-Kutta method is said to be explicit if the matrix A is strictly lower triangular. 
It is assumed that a pseudo inner product on 9P is given and the matrix G, associated with it, 
is symmetric non-negative. To investigate the stability properties of the numerical scheme given 
by the equations (4) and (5), a ~ monotomic test problem is used. 
Definition 2.2 
A pair (f.  G) is ~ monotonic if 
urGf (x ,  u) <~ ¢(x)uTGu Vu 6 ~R", x ~ [a, b]. (8) 
Definition 2.3 
A numerical method is said to be (x, 2)-monotonic f for every ¢ monotonic problem (f, G) such 
that 2 = h~, h - -x . -  x._ ~, there exists a non-negative symmetric matrix G such that 
yT Gy ~ <<. T xy .  _ 1Gy. - I .  (9) 
This definition implies that the computed solution by a (x, 2)-monotonic scheme reflects the 
non-increasing nature of the theoretical solution• 
A function that relates the computed solutions at a given mesh point and the previous mesh point 
is now defined. 
Definition 2.4 
The K(~) function of a Runge-Kutta method used to solve the 
equation (1) with a ~ monotonic test problem f(x, u)= q(x)u  satisfies 
y.  = K(~)y._  ,, 
ordinary differential 
(10) 
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with ~ = diag(~l . . . . .  ~,), ~f = hq(x . _  1 + hc~), h = x .  - x . _  l ,  and is given by 
K(~) = 1 + bT~(I -- ~2)- 'e, (11) 
where ,~ = A + Ob T. 
For completeness, the definition of M(x, 2) algebraic stability is presented. 
Definition 2.5 
The numerical method given by equations (4) and (5) is said to be M(x, 2) algebraically stable 
if there exists a diagonal non-negative matrix D such that the matrix M(~c, 2) shown below is also 
non-negative: 
M(x, 2) = ( x - 1 - 22eTDe erD - b T - 22eTD.~ ~, 
De - b - 22ATDe D.4 + .4rD - bb r - 22ATDAJ (12) 
where 
,'1 =A +Ob T. 
The matrix A and vectors O and b were defined in the Butcher table (6). 
3. M(x,  2, F) ALGEBRAIC  STABILITY 
In this section a generalization of M(x, 2) algebraic stability, that we call M(x, 2, F ) algebraic 
stability, is presented. 
Definition 3.1 
Let 2 be a real scalar and let the matrix P(2) be defined as 
P(2) = -D .4  - .4TD + bb T + 222VD2. (13) 
Also, let F be the minimum norm matrix such that F - P(2) is non-negative. A Runge--Kutta 
method is M(x, 2, F) algebraically stable if there is a non-negative diagonal matrix D such that 
the matrix M(x, 2, F), defined below, is also non-negative definite: 
M(x, 2, F )=(  f f  -1 -22eTDe eTD--bT- -22CDA'~ (14) 
De - b - 22ATDe F - P(2) ]" 
When F = O, this concept of stability coincides with M(x, 2) algebraic stability. The next lemma 
shows how the matrix F is determined. 
Lemma 3.1 
Suppose that the matrix P is diagonalizable. Then the minimum norm matrix F is given by 
QAQ T, where Q is the similarity transformation matrix of P(g), i.e. QTP(2)Q = diag [n~ . . . .  ,n,], 
and A = diag[ri . . . . .  6,], where 
6 i=fn i  if h i>0,  
0 if n~<0. 
Proof. The definition of A, implies that 
A - QTP(2)Q = A - diag[nj . . . . .  n,] >I 0 
and, therefore, 
Q(A - QT P(2 )Q )QT = Q AQ T - P(2 ) >>. O. 
It easily follows from the definition of A that F = QAQ T is the minimum norm matrix such that 
F -P (2 ) I>  0. Note that the 6A are real since P(2) is a symmetric matrix. • 
Consider a test function f (x ,  y) = q(x)y in equation (11) of the form 
f (x ,y )  = (wx + v)y, (15) 
where w and v are constants. 
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The fact that we use a linear test problem is not a stringent condition since we are interested 
in the local behavior of Runge-Kutta methods. 
The next theorem provides means of analyzing the performance of BVRK methods for this test 
problem. 
Theorem 3. I 
If an M(x, 2, F) algebraically stable Runge-Kutta method is applied to a ~ monotonic test 
problem f (x,  y)= q(x)y with ~ ~< 0 and step size h, then 
yT.Gy.<.KyT._,Gy._l +FT(F  ® G)F. (16) 
If the above inequality is evaluated with respect o Y = x - x. and the function q(x) of the test 
problem can be locally approximated by a linear function, i.e. f(£, y) ~ (wY + v)y, ~ ~ Ix._ I, x.], 
then expression (16) becomes 
1 + 2pl (s, r) 
yT"Gy" ~< 1 -- 2p2(s, r) xyT"- tGy._ I, (17) 
where pt(s, r), 1 = 1, 2 are polynomials on the variables = wh 2, r = -vh. The coefficients of the 
polynomials depend on the eigenvalues and eigenvectors of the matrix P(2) of Definition 3.1. 
Proof We have 
yT.Gy. -- xYX.- IGY.- I = --(x - 1 -- 22 TeDe)yT._ tGY.- I -- FX((F -- P().)) ® G )F  
+ 2yT(D ® G)F-22YX(D ® G)Y+FX(F ® G)F 
= -[Y~- i FX](m(x, 2, r ) ® G )F [YF '  1 
+ 2yT(D ® G)F-22yT(D ® G)Y+FT(F  ® G)F. 
Since the problem is ~ monotonic with ~ ~< 0, we obtain 
Ky._,Gy._I ~< -- [y._I, FXl(M(K, 2, F) ® G) yF  1 _22YX(D ® G)Y + FT(F ® G)F 
and, the non-negativity of M(x, 2, F) implies that 
yT.Gy. <~ xyX._ IGy.-1 + Fr( r ® G )F. 
To prove the second part of the theorem, we make a change of variables via the transformation 
= x -  x., and linearizing q(x) around ff = 0, to get f (~ ,y )= (w~ + v)y, where ~ = h(cj-1). 
Substituting this into equations (4) and (5), and using P =/~1 - Pz, where Pl contains the terms with 
y._ ~ and/~2 contains the terms with y., we have 
yr.Gy. <~ xyT._ ,Gy._, + PT(QAQ r ® G )ff 
<~ xyT_ IGy._, + 2F~(Q ® I)(A ® G )(Q r ® I)F~ + 2F2r(Q ® I)(A ® G)(Q T ® I)F2 
= xyV._lGy._ ~ + 2yr._t(p~(s, r))(I ® G)y._~ + 2yr.(p:(s, r))(I ® G)y. 
and the proof is now complete. 
From now on the rational function 
tk(s, r) = 
1 "JI- 2pl (S, r) 
1 - 2p2(s, r) 
will be called the stability function of the numerical scheme. Note that it is non-negative for 
appropriate values of s and r. 
When P(2) is negative, then F = O and the internal product in equation (16) eontairting the 
stability function vanishes, thus accomplishing M(x, 2) algebraic stability. For methods whose 
corresponding P(2) matrix is non-negative there corresponds a positive stability function and, for 
a fixed values of s and r, we expect hat the larger the internal product containing it, the worse 
the stability behavior will be. Thus, the stability function contains the information about the 
stability properties of the chosen Runge-Kutta method. 
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In order to obtain the values for the parameters x, 2 and the diagonal matrix D used in the 
definition of M(x, 2, F) stability, we proceed as follows: In equation (16) the parameter r as a 
function of 2 will resemble the function K(~) with 22 =(t ,  i = 1 . . . . .  s, if we take 
r - 1 -22e  rDe = 0 in equation (14). Then M(r, 2, F) is non-negative if De -b  -22,~ rDe = O. 
These equations will define ~:(2) and D, i,e. 
K(2) = l + eT(I -- 222 r)-'b, (18) 
De = (I - 22A T)-tb. (19) 
I fD is non-negative for 2 = 0, i.e. b~/> 0 for i = 1 . . . . .  s, we obtain r = 1, De = b and M(1, 0, F) 
stability will imply (1, 0) monotonicity if and only if F = O. 
Some of the concepts presented in this section are now illustrated in the analysis of a simple 
Runge-Kutta method given by 
2(1 -b , )  
0 0 0 
0 0 1 
2 (1 -bO 
b I 1 -b  I 
(20) 
By choosing 2 = 0, then De = b and x = 1, and ifb~ = 0 the midpoint rule is obtained and F = O. 
As pointed out by Ascher and Bader [7], it is the only interesting explicit Runge-Kutta method 
to accomplish M(x, 2) stability. When b~ =½ the trapezoidal rule is obtained and F # O and 
therefore q~(s, r) > 0 for appropriate values of s, r. Thus, b~ = 0 should be chosen for improved 
stability. 
Higher order Runge-Kutta methods, for which ~b(s, r )>  0 not subject to a M(x, 2) stability 
study, will be analyzed in the next section. 
4. STABILITY FUNCTIONS OF SOME EXPLICIT RUNGE-KUTTA METHODS 
In this section we will use the stability function ~b(s, r) to study the stability behavior of a set 
of Runge-Kutta methods for a specific problem. 
The following Butcher table and the coefficient values 
analyzed. 
0 
1 
C3 
1 - c3 
0 0 0 0 
0 0 0 0 
aj a2 0 0 
a3 a4 0 0 
bl bl b3 b3 
assigned below define the methods to be 
0 
1 
03 
1 - 0 3 
(21) 
Method I
Method II 
Method 111 
a ,=-a ,=] ,  a2=--a3=--~, 03---0, e3=½, b, =l ,  b3=½. 
al = -a4 - 0.3, a 2 = -a  3 = -0.070642, 03 = -0.014316, 
41 109 
Ca = 0.356326, bl = 3-'~' b3 = 300" 
a, -a ,=9,  :2 -a3=-k ,  0 -± = = 3-32, c3=~, b ,=~,  b3=~. 
Methods I and III appear in Bokhoven [6] and Gupta [4] and are A-stable. Method II is not 
A-stable and was chosen for comparison purposes. 
1082 A. JAZCILEVICH and R. P. T~w,~sON 
These methods were used to solve the following differential equation [8] 0)(0 
y~,] 0 x+ -1 /2  , - l~<x~l  y~( -1 )= l .0 ,  y~(1)=2.0. 
The exact solution is Yl = e-tt+ k)/, + 2e~,-~)/, + O(E). 
Since the theory developed in the previous section supposes a scalar linear test function 
f (Y ,y )  = (w~ + v)y, ~ = x -  x,, we translate the differential equation to the new origin xn, to 
obtain 
where 
y ; J  
Since the behavior of the Runge-Kutta method will be analyzed at the left boundary, we take 
xn ~ - 1 and there II W 112 = l/E, II v 112 ~ ~/ i / , ,  w >/0, v < 0 and II ~ 112 = h. Therefore, the scalar 
problem related to the above differential equation is of the form 
f (~,y )  = (15-  __~) y. 
A typical graph of $(s, r) is given in Fig. 1. Since we want to study the behavior of the method 
for different values of E, we will project $(s, r) on a plane perpendicular to the (s, r) plane and 
such that 
r 
-=  - -  , s>0.  
S 
The graph obtained in this manner for Methods I-III, is shown in Fig. 2. We therefore predict 
that Method I is the best relative to the others for milder stiffness, but it deteriorates rapidly as 
stiffness increases. Methods II and III improve their relative behavior as stiffness grows. 
The numerical solution for different values of E is obtained by selecting a mesh as in 
Ref. [9, equations (3.46)-(3.48)], with an error tolerance of 0.1[-1] and cr = 0.291~, overlaid by 
a uniform mesh with h = 0.2. Overall, there are 27 mesh points including the boundaries. 
o 
>, 
>¢ 
< > 
< 
O 
Fig. 1. Stability function ~b(s, r) of Method I for a test problem of the form f(x, y)ffi ((w/h)x -v)y, w, 
v>0. 
Explicit boundary value Runge-Kutta methods 
¢ 
-e- 
t5 Method Method m 
~mod H 
1 I 
0 4 .2  
f= -1.415 
Fig. 2. Method I is better than Methods II and III for lower values of s, but Methods II and III improve 
their behavior for stiffer problems. 
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Table I 
Maximum error 
Method E =0.1[-2] ~ ~ 0.5[-3] E =0.1[-3] ~ =0.5[-4] 
I 3.754 8.22 14.75 15.75 
II 7.5 9.84 11.18 11.30 
IlI 5.34 9.41 11.58 12.38 
The maximum errors in the numerical solution for yl are presented in Table 1 for different 
values of c. 
This experiment provides evidence of the accuracy of the predictions furnished by the 
(s, r). As predicted, Methods II and III improve their relative behavior as stiffness increases and 
Method I rapidly deteriorates. 
5. CONCLUDING REMARKS 
Methods I and III in the above discussion are A-stable and Method II is not. More insight about 
the stability properties of these methods is provided by M(K, 2, F) stability analysis. For example, 
their relative behavior changes with stiffness as the graph of the stability function 0(s, r) shows 
in Figs 1 and 2. The stability functions establish a basis for comparison of the stability behavior 
of BVRK methods and can be useful for the design of better behaved schemes and mesh placement 
purposes. 
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