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We consider rapid cooling processes in classical, 3-dimensional, purely repulsive binary mixtures in which an
initial infinite-temperature (ideal-gas) configuration is instantly quenched to zero temperature. It is found
that such systems display two kinds of ordering processes, the type of which can be controlled by tuning
the interactions between unlike particles. While strong inter-species repulsion leads to chemical ordering in
terms of an unmixing process, weak repulsion gives rise to spontaneous crystallization, maintaining chemical
homogeneity. This result indicates the existence of a transition in the topography of the underlying potential-
energy landscape as the intra-species interaction strength is varied. Furthermore, the dual-type behavior
appears to be universal for repulsive pair-interaction potential-energy functions in general, with the propensity
for the crystallization process being related to their behavior in the neighborhood of zero separation.
I. INTRODUCTION
Classical systems described by repulsive pair poten-
tials have been the subject of intense investigation for
over five decades.1–31 Not in the least due to their role as
effective descriptions for interactions in soft-condensed-
matter systems,32–42 substantial effort has been directed
towards elucidating the equilibrium phase behavior of
such models, considering both single-component samples
as well as multi-component mixtures.17–31
Nonequilibrium phenomena, on the other hand, have
received much less attention, despite their key role in
self-organization phenomena in such systems.43–53 In-
deed, one of the challenges in soft-matter materials de-
sign concerns the ability to adjust the effective interac-
tion parameters so as to control the self-organization pro-
cess and achieve desired self-assembled structures.53 In
this context, processes that display spontaneous develop-
ment of structure from an initially disordered, far-from-
equilibrium state are of particular interest.43,52,53
A typical example is a process in which a system ini-
tially at equilibrium in a high-temperature state is sud-
denly quenched to low temperature.54 Because of the
instant cooling, the initial high-temperature phase falls
out of equilibrium and spontaneously decays into a low-
temperature state. However, due to the intrinsic nonequi-
librium nature of this cooling protocol the corresponding
low-temperature state most often does not correspond to
that given by the equilibrium phase diagram, character-
izing the intrinsic nonequilibrium nature of the process.
When considering mixtures, the sudden quench of a
high-temperature state can give rise to two kinds of de-
cay processes.54,55 The prototypical example of the first
kind are unmixing phenomena in which the final low-
temperature state is characterized by chemical ordering
through phase separation, whereas the second type is
a)Electronic mail: dekoning@ifi.unicamp.br
typified by the development of structural order. While
unmixing transitions are quite common for the class of
repulsive pair potentials,41,56,57 the occurrence of the sec-
ond type of process is not. In fact, as far as model systems
are concerned, to the best of our knowledge such struc-
tural ordering phenomena have so far only been observed
for discrete spin systems such as the Ising model,54 while
there have been no reports for systems characterized by
continuous interactions. Above all, to date there are no
known model systems that can display both types of pro-
cesses as a function of boundary conditions and/or model
parameters.
Here, we show that 3-dimensional binary mixtures de-
scribed by purely repulsive pairwise interactions display
both kinds of decay processes and that the observed type
can be controlled by tuning the interactions between un-
like particles. While strong inter-species repulsion gives
rise to chemical ordering through unmixing, weak val-
ues lead to a spontaneous development of structural or-
der, forming a polycrystalline solid of uniform chemi-
cal composition. Interestingly, this crystallization pro-
cess is barrierless in nature and gives rise to grain-size
distributions that display scale-invariant characteristics.
Furthermore, the results suggest that the dual-type de-
cay behavior is universal for pairwise repulsive potential-
energy functions in general and that the propensity of
the crystallization process is related to their behavior in
the neighborhood of zero separation.
II. COMPUTATIONAL APPROACH
A. Simulation Protocol
We consider the case in which the cooling process
is infinitely rapid, meaning that the initial infinite-
temperature (i.e., ideal-gas) state is instantly quenched
to zero temperature. Because the quench is infinitely fast,
the system has no time to explore the potential-energy
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2landscape (PEL) and is instantaneously driven to the
local minimum closest to the initial configuration, also
known as its inherent structure (IS).58–60 In this sense,
the process is fundamentally different from a quasi-static
cooling protocol in which the system is at equilibrium at
all times and the outcome is determined by the equilib-
rium phase diagram.
The quench process is implemented computationally in
the following way. First, for a specified particle density,
we construct a cubic, periodic simulation cell with a vol-
ume V that corresponds to a given total particle number
N . Subsequently, the system is initialized by randomly
placing the N particles in the cell, giving rise to a struc-
tureless, uniform position distribution that represents an
infinite-temperature, i.e., ideal-gas state. Then, to locate
the corresponding IS, a conjugate-gradient (CG) mini-
mization is invoked. For each set of interaction properties
and particle densities this procedure is repeated several
times using different random initial conditions. All the
CG calculations have been performed using the Polak-
Ribiere version of the CG algorithm as implemented in
the LAMMPS package,61 which is among the most efficient
local minimization algorithms for functions of many vari-
ables.62
B. Interaction Models
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Figure 1. (Color online) Graphs of considered repulsive pair
potentials.
We carry out the quench protocols described in
Sec. II A for a set of five different purely repulsive
pair interaction models. Specifically, we consider, (i),
the Uhlenbeck-Ford (UF) model,63–66 (ii), the inverse
fourth (IPL4) and sixth-power (IPL6) potentials,57, (iii),
the Weeks-Chandler-Andersen (WCA) force field,67 and,
(iv), the Gaussian-core (GC) potential.20
The UF model63–66 is characterized by a logarithmic
divergence at zero separation and belongs to the class
of so-called ultrasoft potentials.36 It is defined by the
potential-energy function
uij(r) = −ij ln(1 − e−r2/σ2ij), (1)
where r is the interparticle distance, the indices i and j
denote the species of the interacting particles (either A
or B) and ij and σij are the corresponding energy and
length scales. The cut-off for the interaction calculation
is set at rc = 4σ.
The potential-energy functions describing the IPL4
and IPL6 models57 are given by
uij(r) = ij (σij
r
)n , (2)
The exponents for the IPL4 and IPL6 models are n = 4
and n = 6, respectively, and the cut-offs for the interac-
tion calculation are set at rc = 6σ and rc = 4σ for the
IPL4 and IPL6 models.
The WCA model67 is defined by the repulsive part of
the Lennard-Jones (LJ) potential energy function, shift-
ing the LJ function such that the minimum value cor-
responds to zero, and truncating it for distances beyond
that of its minimum at r = 21/6 σ. Accordingly, the WCA
force field is defined as
uij(r) = ⎧⎪⎪⎨⎪⎪⎩4 ij [(
σij
r
)12 − (σij
r
)6] + ij , if r ≤ 21/6 σij
0, otherwise.
(3)
Finally, the GC model also belongs to the category of
ultrasoft interaction models and is defined as20
uij(r) = ij exp(−r2/σ2ij). (4)
Figure 1 compares the behaviors of these interaction
models, plotting u/ij as a function of the scaled interpar-
ticle distance r/σij . The main difference between these
models is their behavior near the origin. The UF, IPL4,
IPL6 and WCA models all diverge at the origin, yet at
different rates. Whereas the UF model diverges only log-
arithmically, the IPL4, IPL6 and WCA force fields di-
verge according to the inverse powers r−4, r−6 and r−12,
respectively. The GC, on the other hand, does not di-
verge at all as r → 0, reaching a constant value at zero
slope.
III. RESULTS AND DISCUSSION
For all models we fix the energy scales of the in-
teractions between particles of the same species to be
AA = 100  and BB = 200 , respectively, whereas AB
for inter-species interactions between A and B particles
is variable. The length scale is chosen to be the same for
all interaction types, i.e., σAA = σBB = σAB = σ. Fur-
thermore, we consider symmetric binary mixtures in all
cases, meaning that species A and B are present in equal
proportions.
3a) b) c)
Figure 2. (Color online) Typical configurations containing N = 107 particles, with the distinct species shown in blue and red,
respectively, as obtained from the CG quench protocol for the binary UF model for two different values for the inter-species
interaction energy scale. a) Infinite-temperature (i.e., ideal-gas) initial configuration. b) Phase-separating system for strong
inter-species repulsion. c) Spontaneous ordering into a rock-salt (B1) type polycrystal of uniform composition. Inset displays
part of the grain structure, with the green and white particles representing those in the B1 structure and in the disordered
surroundings of the grain boundaries, respectively, as determined using the Ovito package.68,69
As a first case we consider the quench-simulation re-
sults for the binary mixture described by UF inter-
particle model.63–66 Figure 2 displays typical configura-
tions obtained for the UF mixture containing 107 parti-
cles at a reduced particle density ρ∗ ≡ Nσ3/V = 1. Fig-
ure 2a) depicts a typical random ideal-gas initial condi-
tion that is completely disordered, both chemically and
structurally. Figures 2b) and c) then show snapshots ob-
tained from the subsequent CG minimizations for two
different values of the inter-species interaction parame-
ter, AB .
Fig. 2b) portrays a case of strong inter-species repul-
sion at AB = 175. Under these conditions the initial
ideal-gas phase undergoes a chemical ordering transi-
tion by which the two species unmix. Indeed, the de-
picted structure strongly resembles the typical patterns
of spinodal decomposition often seen for phase separa-
tion.55,72,73 Note, however, that the structure depicted in
Fig. 2b) has not yet fully converged to the completely un-
mixed IS. This is because the computational cost to reach
a fully unmixed state is prohibitively large for the system
size considered here, even for efficient minimizers such as
CG. For smaller system sizes, however (N ∼ 105 − 106),
complete unmixing is attained within reasonable compu-
tational limits.
For a weak inter-species interaction at AB = 20, the
decay phenomenon is fundamentally different. In this
case the CG minimization rapidly converges to the IS dis-
played in Fig. 2c), which remains uniform with respect to
chemical composition but has spontaneously developed
structural order. In particular, it features a polycrys-
talline morphology composed of grains with the rock-salt
(B1) structure, which consists of two interpenetrating fcc
lattices, each occupied by either A or B. Interestingly,
the nature of this crystallization process is rather dif-
ferent from the usual equilibrium freezing phenomena,
which occur by nucleation and growth. Here, the crys-
tallization transition between the initial ideal-gas phase
and the final polycrystalline structure is barrierless since
they are connected by a CG sequence that always moves
downhill on the PES.62
A further interesting property is that the grain-size
distribution reveals power-law characteristics, suggesting
the existence of scale-invariant features in the polycrys-
talline IS. This is illustrated in Fig. 3, which depicts a
log-log representation of the rank-size distribution70,71 of
the grain sizes obtained for a 108-particle cell, such that
the largest and smallest grains are ranked first and last,
respectively. To identify the individual grains and de-
termine their sizes we employed the recently developed
grain-segmentation algorithm (GSA) in Ovito.68,69 The
rank-size graph in Fig. 3 shows a manifest linear regime
for grain sizes ≳ 104 particles, indicating that the grain-
size distribution follows a power law asymptotically, in-
dicating scale invariance.70
In all of the cases shown above, the results are inde-
pendent of the random initial condition, displaying the
same unmixing and crystallization processes for different
random-number seeds. Accordingly, for a given particle-
number density, the type of process that occurs is deter-
mined by the magnitude of the interspecies interaction
strength AB only. To further analyze its role we carry
out a series of quench CG simulations for a set of AB-
values between 0 and 200 , employing cells containing
of the order of 103 − 104 particles. In addition, we also
investigate the possible influence of the particle-number
density by considering a range of ρ∗-values for each AB .
To automate the detection of the unmixing and crystal-
lization processes we monitor the displacements of the
particles during each quench simulation, comparing their
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Figure 3. (Color online) Log-log graph of rank-size represen-
tation of the grain size distribution for cell containing 108
particles as obtained using the grain-segmentation tool of the
Ovito package68,69 , plotting the rank of each grain as a func-
tion of its size k such that the largest and smallest grains are
ranked first and last, respectively. Blue circles depict results
data points of individual grains. Red line represents a guide to
the eye, obtained by a linear fit to the data for the 200 largest
grains, giving a distribution p(k) ∼ k−α with α = 3.64 ± 0.02.
positions in the initially structureless state to those at the
end of the CG minimization procedure. Fig. 4a) displays
a density plot of the mean particle displacements (MPD)
for the UF system as a function of AB and ρ
∗, expressed
in units of the particle-density length scale d ≡ ρ∗−1/3 .
It displays three well-defined regimes, characterized by
distinct values for the mean particle displacement. The
yellow band on the left corresponds to values of the or-
der of ∼ 2d and signals the decay of the initial ideal-
gas configuration into the self-similar rock-salt structure.
The mostly blue band on the right corresponds to the
unmixing transition in which particles move over signif-
icantly larger distances. Finally, in the orange-colored
areas the displacements are less than the average par-
ticle separation, meaning that the initial configurations
are metastable, i.e., they are “close” to their correspond-
ing local minima, which retain their chemically uniform
and structurally disordered character. A further notable
characteristic is that the identification of these 3 groups
involves AB only, being essentially independent of ρ
∗,
except for very low values for which the distances be-
tween the particles become large and the interactions be-
tween them weak. This implies that the ISs associated
with high-temperature configurations are invariant with
respect to uniform volume scaling.59
Interpreted from the perspective of the PEL formal-
ism,59 the above findings imply that, for the consid-
ered binary UF model, the topography of the inherent
structures for uniformly sampled ideal-gas configurations
undergoes abrupt transitions as a function of the inter-
species interaction intensity. At AB ≃ 5 and 50 there is
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Figure 4. (Color online) Density plots of mean particle dis-
placement in units of the mean interparticle distance d ≡
ρ∗−1/3 during CG quench as a function of the interaction en-
ergy scale AB and the reduced density ρ
∗ for the UF model
(a), the IPL4 (b), IPL6 (c), WCA (d) and GC (e) poten-
tials. Inset in (d) shows zoom into region with AB < 10.
Colors defined in the color bar distinguish between different
displacement magnitudes.
an abrupt transition between chemically uniform, amor-
phous inherent structures and local minima that dis-
play polycrystalline structural order at a homogeneous
composition. When reaching AB ≃ 150, on the other
hand, there is a second kind of transition, with the na-
ture of the inherent structures changing from chemically
uniform and structurally ordered to compositionally un-
mixed without long-range structural order.
Another important finding is that the observed phe-
nomena are not limited to the binary UF system but seem
to be universal for repulsive interaction potential-energy
functions in general. This is illustrated in Figs. 4 b-e),
which depict density plots of the mean particle distance
for the inverse fourth-power law (IPL4), the inverse sixth-
power law (IPL6), the Weeks-Chandler-Andersen (WCA)
and the Gaussian core (GC) models described in Sec. II B,
respectively. For all these systems the same 3 regimes can
be identified, observing unmixing for large values for AB ,
structural ordering to chemically uniform, rock-salt-type
polycrystals for weak interspecies interactions and chem-
ically/structurally amorphous configurations in between.
A particularly interesting issue in this context concerns
the relation between the crystallization regime and the
functional form of the repulsive interaction. Specifically,
the shape and the extent of the structural ordering region
in Fig. 4 is seen to correlate with the rate at which the
potential-energy function diverges at the origin. Along
the sequence shown in Fig. 4 a) to d), in which the di-
vergence changes from slow (logarithmic) to fast (r−12),
as displayed in Fig. 1, the range of energy scales AB for
which crystallization occurs reduces systematically. In-
deed, the role of the behavior of the pair potential at
5the origin in the ordering process becomes even more ev-
ident when considering the GC force field, which does
not diverge at all, tending to a constant value and zero
derivative at the origin. As shown in Fig. 4 e), the de-
cay to the rock-salt polycrystal structure in this case is
restricted to a very narrow region in the AB − ρ∗ plane,
disappearing altogether for densities above ∼ 0.8.
Finally, the observed unmixing and crystallization phe-
nomena closely resemble the two types of continuous non-
equilibrium phase transition that are known to occur in
mixtures such as metallic alloys.54,55 As discussed in de-
tail in Ref. 55 such transitions start from an initial in-
stability, meaning that any infinitesimal variation in, for
instance, the chemical concentration or degree of crys-
tallinity, lowers the free energy of the system, with spin-
odal decomposition and a number of structural order-
disorder transitions as examples. The phenomena ob-
served here are very similar to such behavior, with the
spontaneous decay of infinite-temperature ideal-gas con-
figurations into chemically or structurally ordered states,
respectively. However, a formal classification of these
phenomena in terms of such continuous nonequilibrium
phase transitions also requires an analysis of the system’s
time-evolution, which, for such phenomena, is known
to exhibit dynamical scaling properties.54,72,73 Such an
analysis requires modeling protocols that include system
dynamics, which is inaccessible to the employed CG min-
imization protocol here.
IV. CONCLUSIONS
In conclusion, we have considered nonequilibrium be-
havior of classical, 3-dimensional binary mixtures of par-
ticles interacting through purely repulsive forces during
processes in which an infinite-temperature, ideal-gas ini-
tial structure is instantly quenched to zero temperature
using conjugate-gradient minimization. We find that
such systems display two different types of ordering pro-
cess which can be controlled by tuning the interactions
between unlike particles. Whereas strong inter-species re-
pulsion giving rise to unmixing, weak interactions lead to
a spontaneous development of structural order, forming
a rock-salt-type polycrystalline solid of uniform compo-
sition. Furthermore, the findings suggest that the dual-
type transition behavior is universal for repulsive pair in-
teraction potential-energy functions in general, with the
propensity for the crystallization processes being related
to their behavior in the neighborhood of zero separation.
Finally, the observed phenomenology displays features
that resemble the two kinds of continuous nonequilibrium
phase transitions that are known to occur in mixtures
such as metallic alloys. However, a formal classification
of these phenomena in terms of such continuous nonequi-
librium phase transitions also requires an analysis of the
system’s time-evolution, which is inaccessible to the min-
imization protocol employed here.
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