This paper investigates how lender-borrower relationships affect credit cost for small and medium sized companies (SMEs). We use data within the period 2006-2015 for the Polish SME sector and deploy panel regression models to analyse how the number and length of banking relationships influence the financial costs of a random sample of Polish SMEs. We document that the price of capital decreases as relationships progress. Outcomes of the research are thus inconsistent with the "hold-up" hypothesis. Moreover, we find evidence that supports the view that multiple banking relationships generate more financial benefits for companies than a relationship with one lender.
Introduction
Developing the SME sector was one of the main goals of the economic reforms enacted by the post-communist governments, since the relative absence of SMEs was regarded as one of the major causes of the under-performance of the centrally planned economies (Bateman, 2000) . The considerable growth of this sector in Poland was predominantly supported by banks (Hasan et al., 2017) . Radical changes were also observable in the banking sector, especially concerning bank ownership. The majority of the banking sector, previously run by the government, came under the control of foreign investors. This feature has distinguished the banking sector in Poland from other European banking sectors for a long time (Iwanicz-Drozdowska et al., 2018) . Another distinctive trait of banks operating in Poland is their traditional business model: banks rarely conduct risky operations and their funding model is based mainly on customers' deposits (Słomka-Gołębiowska and Urbanek, 2016) . Due to these characteristics, the Polish banking sector was affected by the financial crisis in 2008-2009 to a lesser extent than the banking sectors of other European countries.
It was often suggested that post-socialist countries should support the development of banking relationships as part of their financial system reforms (Hoshi et al., 1995) . Banking relationships were considered as a means to stimulate the growth of the SME sector. During the transition from a centrally planned economy to a market economy, many newly established companies decided to engage in this form of cooperation with financial intermediaries 1 . Although it could be assumed that banking relationships made it possible for SMEs in Poland to obtain the funds necessary for their development, it is unclear whether this level of proximity between enterprises and banks generates more costs or profits for borrowers in the long run. This problem remains relevant, especially as academics have still not reached a consensus regarding the virtues and disadvantages of relationship banking, even for more mature economies.
There are two strands of literature regarding the abovementioned issue. According to the first, borrowers enjoy more favourable conditions of lending as their relationships progress (Boot and Thakor, 1994; Boot, 2000) 2 . As a result of these close ties, both sides are inclined to reveal more information (often of a proprietary nature) than in nonrecurring interactions (transaction banking), consequently mitigating problems of asymmetric information. Information obtained in interactions within a relationship may be reused (which is impossible in transaction-oriented banking) and, therefore, the costs of information gathering are significantly reduced. As a result, banks have better knowledge about their clients and are thereby more likely to offer them products at lower prices.
On the other hand, Sharpe (1990) and Rajan (1992) suggest that the proximity between borrowers and lenders leads to undesired consequences 3 . Instead of being used to the borrower's benefit, this additional information gathered thanks to relationship interactions, enables the lender to charge higher interest rates. As the cooperation progresses, the relationship bank begins to gain a competitive edge and may "lock" the borrower into the existing relationship. The informationally captured company is not able to change its lender, since non-relationship banks will not risk the so-called "winner's curse". It is believed that the relationship counterpart is better informed, so if a company approaches an outside bank (instead of the current lender), the project that it wants to finance is considered unlikely to succeed (due to factors that the non-relationship banks are unaware of). Hence, the relationship bank becomes a monopolist for the borrower 4 . The relationship lender acquires the power to enforce higher prices, and indirectly influence the investment policy of a borrower. All profits generated in the relationship are, therefore, captured by the financial intermediary (Weinstein and Yafeh, 1998) . This paper constitutes a unique attempt to answer the question whether banking relationships are a source of costs or profits for companies in a post-transition economy. Sources of SME financing other than relationship banking (e.g., transaction banking or non-bank sources such as private equity, stock exchanges or commercial papers) were largely unattainable for young companies characterised by a considerable level of risk.
2 More on this approach: Petersen and Rajan (1994) , Berger and Udell (1995) .
3 See also: Greenbaum et al. (1989) , Angelini et al. (1998) , Weinstein and Yafeh (1998), Von Thadden (2004) , Dong and Guo (2011) , Saunders and Steffen (2011) .
4 Sharpe (1990) assumed that "held-up" companies are not able to change their situation in the future and have to remain in their toxic relationships. This was questioned by Von Thadden (2004), who claims that only partial informational capture is possible, since all participants of the market game observe each other and may learn which of the borrowers are trustworthy, and which bear a higher level of risk. Schenone (2009) noticed that these spillover effects mentioned by Von Thadden (2004) are likely to be observed when the company releases its initial public offer.
To verify the "hold-up" hypothesis, it is examined whether borrowers' financial costs increase as their relationships progress. We study a random sample of Polish SMEs within the period 2006-2015 deploying panel regression models. The data used in the analysis were extracted from the Bureau van Dijk's Amadeus database and supplemented with a survey conducted among sample firms. As some studies suggest, a borrower may avoid being "locked in" by engaging in multiple relationships. For this reason, this paper also analyses whether it is true that companies borrowing from more than one relationship lender are less likely to suffer from increasing cost of debt.
The findings of this study contradict the existence of the so-called "hold-up problem" among Polish SMEs. Not only do we find that financial costs do not increase with the length of the relationship, but they tend to decrease. This evidence does not support the theory developed by Sharpe (1990) and Rajan (1992) . Significant improvements in financing conditions seem to corroborate the positive impact of relationships, as suggested by Boot and Thakor (1992) and Boot (2000) . Furthermore, it is found that the increasing number of banking relationships positively affects the cost of capital for the borrower. This is consistent with the findings of, e.g., D'Auria et al. (1999) .
This paper contributes to the existing literature in two ways. Firstly, the existing literature has not been able to reach consensus as to whether banking relationships have a positive or negative impact on a borrower's credit cost. This study is another attempt to answer this question, based on unique empirical evidence. Secondly, Poland, as well as other countries of Central and Eastern Europe (CEE countries), has rarely been the subject of detailed studies on lender-borrower relationships and the problems that they present; therefore, there is still a substantial gap in our knowledge. We are still not certain of how such proximity works in younger free-market economies and whether the companies are able to avoid the problems that seem to affect their foreign counterparts.
The remainder of this paper is organised as follows: In Section 2, we review the existing literature concerning bank-firm relationships and their influence on credit costs. We refer to existing studies to formulate our hypotheses. In Section 3, we present data, variables and methodology used in our analysis. Section 4 describes the empirical results and the limitations of our analysis. In Section 5, we provide concluding remarks and discuss implications of the results.
Existing Literature and Hypotheses
There exist two theoretical approaches to the problem of how banking relationships affect interest rates paid by a borrower. First, relationships help overcome asymmetric information between lender and borrower. In relationship banking, the borrower is more likely to reveal information than in transaction-oriented banking, for it is assumed that this information will not spill over to competitors. On the other hand, the lender, with the objective of longer cooperation in mind, has stronger incentives to gather such information. This improved information flow and the increasing amount of knowledge acquired by the bank may substantially reduce the costs of screening and monitoring, and it will be able to offer products to its relationship borrower at lower prices (Boot and Thakor, 1994; Petersen and Rajan, 1995; Boot, 2000) . According to this theory, banking relationships are beneficial for both the borrower (who is offered cheaper products) and the lender (who benefits from reduced costs for gathering and evaluating information).
Studies exist that support this theory with empirical evidence. For example, Berger and Udell (1995) show that in the United States interest rates exhibit the tendency to decrease throughout the duration of the relationship. Other studies corroborating this phenomenon in Europe include Lehmann and Neuberger (2001) , Peltoniemi (2007) , and Bonini et al. (2016) .
A second strand of literature developed by, inter alia, Greenbaum et al. (1989) , Sharpe (1990) and Rajan (1992) suggests the existence of a "hold-up problem". Relationships are believed to have a negative impact on the borrower's financial condition because of growing information asymmetry between the relationship lender and outside banks. Borrowing from non-relationship banks becomes impossible, since it is assumed that if a relationship lender has not granted financing, a company's investment is probably unlikely to succeed. Even if the data provided by a company indicate that the project will be profitable, outside banks suspect that due to factors that they are unaware of, it will result in disappointment. Therefore, the company becomes "locked" into the existing relationship and forced to buy products only from its current lender, who may from now on enforce higher interest rates. As opposed to the aforementioned theory (Boot and Thakor, 1994; Boot, 2000) , it is now only the lender who benefits from the banking relationship. Companies that suffer from being informationally captured pay higher interest rates as the relationship progresses.
Weinstein and Yafeh (1998) support this theory with empirical evidence derived from a study of Japanese firms. Similar conclusions were reached for Belgium (Degryse and Van Cayseele, 2000; Degryse and Ongena, 2005) , for the United Kingdom (Saunders and Steffen, 2011; Mattes et al., 2012) , and for Italy (Pozzolo, 2004) . Moreover, Angelini et al. (1998) demonstrate that in Italy, only companies that borrow from banks other than CCBs (local cooperative banks) are subject to higher interest rates. This may be due to CCBs' cooperative structure and the fact that they grant loans mainly to small local businesses. Furthermore, Ioannidou and Ongena (2010) suggest that in Bolivia, banks tend to increase interest rates for current borrowers in order to offer discounts for new clients. Thus, in this case, the difference in prices is even greater. On the other hand, Elsas and Krahnen (1998) find that in Germany, cost of capital is unaffected by the nature of the borrower-lender relationship.
However, for the economies where the banking sector has the dominant position as a source of capital (e.g., Belgium, Italy, Japan), the empirical results generally suggest the existence of the "hold-up problem". The Polish SME sector shares such characteristics (the use of alternative banking forms of financing still remains a rare phenomenon), hence we expect the "hold-up problem" to be present in any given sample. Therefore, we formulate H 1 .
H 1 : As the banking relationship progresses, loan costs paid by the borrower increase.
Complementary to the abovementioned studies is another strand of literature suggesting that firms engaged in more than one banking relationship are less likely to become "locked in" and, thus, do not suffer the increasing interest costs. Multiple relationships are supposed to induce healthy competition among relationship lenders and suppress the urge to extract higher rates (Detragiache et al., 2000; Farinha and Santos, 2002; Guiso and Minetti, 2010; Zhang et al., 2016) .
The aforementioned theory finds empirical evidence in the works of Ioannidou and Ongena (2010) and D'Auria et al. (1999) , who show that firms with fewer relationships have to pay higher interest rates than their competitors cooperating with a higher number of banks.
On the other hand, Petersen and Rajan (1994) in their seminal work prove that small companies in the US have to pay higher interest rates if they engage in more than one banking relationship. They question the assumption that competition among lenders mitigates the "hold-up problem", and shows that it prevents them from reducing prices. If a company has more than one relationship, lenders have fewer incentives to produce information due to the perspective of fierce competition in the future. The borrower is, therefore, not offered any preferential treatment. Similar results have been reached by Bonfim et al. (2018) for Portugal.
The above reviewed studies lead to the following H 2 .
H 2 : Loan costs paid by the borrower decrease with the number of banking relationships.
Data and Methodology
To test H 1 and H 2 , we constructed an unbalanced panel using a random sample of SMEs headquartered in Poland. The sample covers the period 2006-2015. The financial data were extracted from the Bureau van Dijk's Amadeus database. The relationship-specific data were gathered in a survey conducted between June and September 2017. The survey was conducted either online or via telephone, depending on the interviewee's preferences. The sample of surveyed firms was drawn randomly from the Amadeus database. The sampling process was approached in the following manner. First, we filtered the data so they exclusively included companies that were active in 2015 and had financial data available for at least six years of the studied period. Second, we excluded enterprises that did not comply with the criteria for SMEs provided by the European Commission (2003) 5 . Third, from the initial number of entities that met these conditions (26,411 companies), a random sample of 1,000 enterprises was drawn. It included: 248 micro, 545 small and 207 medium-sized companies. On average, the sample companies employed nearly 44 persons (with the minimum of 1 person employed and maximum of 240). Due to data unavailability, the sample is compared to the entire population of enterprises in Poland, i.e., also including companies that employ 250 or more persons. Table 1 presents a comparison between the sample and the population of SMEs in Poland in the year 2015 based on their size, legal form and region (voivodeship 7 ) where they were headquartered. Unfortunately, due to data unavailability SMEs in the population are defined solely on the basis of their employment level, and therefore it is possible that some companies may not have met the criteria for SMEs defined by the European Commission (2003) . Most of the entities in the sample were small-sized companies, while the vast majority of SMEs in Poland were micro-sized companies. Such disparity is mainly due to the fact that there are no available financial data concerning the smallest enterprises. Most of the companies in both the sample and the population operated as limited liability companies. Other legal forms were relatively rare. In both groups, the highest share of entities were registered in the Mazovian voivodeship, which is the largest, the most populous and the most economically developed region of Poland.
The sample companies were provided with the same set of questions regarding their banking relationships (such as number of relationships, length and exclusivity of each relationship). A total of 315 companies took part in the survey. 161 SMEs (51.11%) declared that they were engaged in banking relationships during the given period. These firms constitute the basis of the present study.
We use the financial expenditures to total liabilities ratio of the company i in the year t as the dependent variable. Unfortunately, we were unable to isolate the interest costs for the given sample. However, it can be assumed that the interest costs constitute a majority of the companies' total financial expenditures. In the case of Polish SMEs, other means of external financing are still rarely encountered 8 .
To test the hypotheses, we defined two relationship-specific variables: Rel_no and Rel_length. Rel_no illustrates the number of banking relationships of the company i in the year t. We measure the length of the banking relationship (Rel_length) in a manner similar to Guiso and Minetti (2010) , using the average length of relationships that the company i has in the year t. However, we applied the average weighted by each relationship bank's share in the company's total liabilities (relationship exclusivity).
The generalised model that is used to evaluate the relation between the dependent variable and other variables takes following form:
where the dependent variable is the financial expenditures to total liabilities ratio of the company i in the year t; C i,t is a set of variables controlling for the different characteristics of companies included in our sample and R i,t represents variables related to banking relationships of a given company. M i,t refers to the variable controlling for the macroeconomic situation in the year t (central bank interest rate). I i,t stands for industry dummies.
7 Voivodeships (Polish: województwa) are the highest-level administrative divisions of Poland.
8 SMEs in Poland rarely operate activities that may lead to kinds of financial expenditures other than those regarding bank loans. Thus, we assume that our dependent variable is sufficient in the analysis of the aforementioned problems. Table 2 presents descriptions of the variables and expected signs of the relevant coefficients. We measure the size of the company (Size) as a natural logarithm of its total assets. It is expected to indicate a negative correlation with the dependent variable, since larger companies are generally considered to be less risky. A similar relation is predicted with regard to Age (years elapsed since a company's establishment). Firms that are better established on the market should bear a lower level of risk, and be offered loans at lower prices. Profitability (measured with earnings before interest and taxes to sales ratio) indicates a company's financial well-being and, thus, we predict a negative correlation. We deploy the total asset turnover (TAT) as a measure which shows how efficiently assets are used in generating a firm's profits (Assets_efficiency). We expect a negative sign. Equity (equity to total assets ratio) depicts to what degree a company is financed with equity. Companies with a lower level of this indicator may be burdened with excessive debt. This results in concerns about their solvency and, ergo, a higher cost of capital. Therefore, a negative sign is anticipated. Cash (cash and equivalents to current assets ratio) is expected to adversely affect the dependent variable, since companies with higher levels of cash are less likely to suffer cash flow problems due to payment delays. Fixed_assets (fixed assets to total assets ratio) is presumed to have a negative correlation.
Firms with a larger share of fixed assets in total assets may provide sufficient collateral for their debt more easily. Finally, we include two experimental variables to test H 1 and H 1 . Rel_no (the number of a company's banking relationships) is expected to have a negative correlation with the dependent variable. This will support H 2 . Rel_length indicates the average length of banking relationships of a firm in a given year. The positive sign of a coefficient will provide evidence in favour of H 1 . Table 3 presents descriptive statistics for the main variables deployed in the following empirical models. The data exhibit significant variability. A substantial level of variability is observable in the Profitability variable.
SMEs included in the dataset are mostly engaged in one or two banking relationships. A higher number of relationships is a relatively rare phenomenon. In this regard, Polish companies resemble their counterparts headquartered in Belgium (Degryse and Van Cayseele, 2000) , Germany (Harhoff and Körting, 1998; Memmel et al., 2007) , Norway (Degryse and Ongena, 2001) and Portugal (Farinha and Santos, 2002) . In one of the rare studies regarding CEE countries, Geršl and Jakubík (2016) find that having a larger number of lenders is rare among Czech companies. However, in contrast to Polish SMEs, the vast majority of firms located in the Czech Republic (over 80%) have only one lending relationship. Our data contradicts Ongena and Smith (2000) , who show that the mean for the number of relationships in Poland is 3.3 and almost 80% of companies have 3 or more banking relationships. A possible explanation for this disparity is that our data set consists of a larger number of entities (159 unique records instead of just 13) and is strictly focused on the SME sector.
Our data document that relationships longer than 20 years rarely occur. This is mainly due to the short history of a market economy in contemporary Poland. The number of companies that existed before the economic transition of the early 1990s, especially in the case of SMEs, is quite small (see descriptive statistics for Age). The average length of a banking relationship in our sample (10.5 years) is, however, similar to the average length observed in other countries (Angelini et al., 1998; Bonini et al., 2016) or even longer (Ongena and Smith, 2001; Farinha and Santos, 2002; Degryse and Ongena, 2005; Santikian, 2014) . Table 4 presents the results of the t-test for differences in means between SMEs engaged in single and multiple banking relationships. We find that these differences in the case of most of the variables are statistically significant. Profitability, Equity and Fixed_assets constitute exceptions to this rule. As H 2 suggests, companies with multiple relationships have a lower value of financial expenditures to total liabilities ratio (significant at the 5% level). This difference is, however, rather small (0.0083). This may suggest that in the following regression models, Rel _no may be negatively correlated with Fin_expenditures. Differences in means for Size and Age seem to prove the theory that larger and better-established companies engage in multiple relationships (Farinha and Santos, 2002) . The average length of a relationship for single-relationship companies is relatively higher (1.7843 years), as is in the findings of Ongena and Smith (2001) . However, due to the simplistic nature of this test, drawing any decisive conclusions is not recommended. Further evidence will be provided based on the results of the regression models. 5 documents how the variables are affected by the length of banking relationships. As before, we run the t-test for differences in means between companies with shorter and longer relationships. By "short relationship", we refer to relationships shorter than 10 years and by "long relationship", we refer to relationships that have lasted for at least 10 years.
Empirical Results

Univariate evidence
We find that for the majority of the variables, differences in means are statistically significant. Consistent with the findings of Ongena and Smith (2001) , companies that have higher profitability ratios, better asset management and depend on a lower degree of equity (variables: Profitability, Assets_efficiency and Equity, respectively) have, on average, shorter banking relationships. Fix_expenditures does not differ significantly. This may lead to the question whether the length of a banking relationship affects the cost of capital, as H 1 conjectures. It will be analysed in the following regression models. 
Multivariate evidence
As well as the univariate tests, we provide multivariate evidence from the GLS (generalised least squares) random effects panel regressions. We start our analysis by developing a model which includes only variables controlling for companies' characteristics and omits variables referring to banking relationships (Model 1). Relationship-specific variables are included in Model 2 (Rel_no), Model 3 (Rel_length) and Model 4 (both Rel_no and Rel_length). Table 6 shows the results. In Model 2, we find that the number of relationships does not have a statistically significant impact on the dependent variable, which leads to the conclusion that this variable does not affect the financial costs of Polish SMEs. However, in Model 4 (which includes both relationship-specific variables) Rel _no shows a weak negative correlation (significant at the 10% level) and supports H 2 . Model 4 indicates that every additional relationship leads to a drop in Fin_expenditures by 0.0087. Bearing in mind the mean value of Fin_expenditures (0.0486), this change is rather considerable. Disparities in the results of Model 2 and Model 4 are probably due to the differences in the samples used in the models. The sample in Model 4 is more restricted than it is in Model 2.
The results of Model 4 are consistent with the findings of D'Auria et al (1999) , Ioannidou and Ongena (2010) . Both Model 4 and the t-test for differences in means (Table 4) contradict Petersen and Rajan (1994) and Bonfim et al. (2018) , who claim that companies from the SME sector find it more costly to maintain more than one banking relationship.
Model 3 and Model 4 show that Rel_length is negatively correlated with the dependent variable. Coefficients indicate that for every additional year of a relationship, Fin_expenditures is expected to fall by 0.0011 (Model 3) or 0.0012 (Model 4). The results of both models do not differ greatly. The drop in the value of the dependent variable is also lower than it is in the case of Rel_no. Correlations are significant at the 10% level (Model 3) and at the 5% level (Model 4). These findings do not support H 1 . According to our data, the longer the relationship, the more benefits it generates for the company. This is inconsistent with the "hold-up problem" theory proposed by Sharpe (1990) and Rajan (1992) , as well as with the empirical results from Belgium (Degryse and Van Cayseele, 2000; Degryse and Ongena, 2005) , Italy (Angelini et al., 1998; Pozzolo, 2004) , Japan (Weinstein and Yafeh, 1998) and the United Kingdom (Saunders and Steffen, 2011; Mattes et al., 2012) . Our findings seem to support the theory developed by Boot and Thakor (1994) and Boot (2000) , which suggests that thanks to the gradual overcoming of information asymmetry between both sides, the borrower is offered capital at a decreased price.
Our findings that both Rel_no and Rel_length are negatively correlated with the dependent variable suggest the possibility that Polish SMEs avoid being "held-up" (negative correlation of Rel_length) by engaging in multiple relationships (negative correlation of Rel_no).
Contradictory to the previous research, we find that the size and age of a company do not have a significant impact on companies' cost of debt for enterprises in banking relationships. These results repeat in all the models. Neither do the variables Cash and Fixed _assets indicate any statistically significant correlations with the dependent variable.
As has been predicted (Table 2) , we find negative correlations between Fin_expenditures and the variables Assets_efficiency (significant at the 1% level) and Equity (significant at the 5% level) in every model considered. The results differ between models only in how large the fall of Fin_expenditures is with the increase of these variables. Assets_efficiency presents the most visible change in Model 3 (−0.0065), while Equity in Model 4 (−0.0273). Companies with a better asset turnover ratio (Assets_efficiency), as well as those financed mainly with their shareholders' funds (Equity), are considered less risky by their lenders and, thus, enjoy a decreased cost of capital. We expected a negative correlation in the case of companies' profitability ratio. Paradoxically, it is found that more profitable firms show higher values of the dependent variable. The values of the coefficients amount to 0.0369 (Model 1), 0.0370 (Model 2), 0.0471 (Model 3) and 0.0476 (Model 4). These results are statistically significant at the 5% level in every model considered.
This raises the question what may be the reason for these results. One probable explanation is the existence of the "hold-up problem", where companies are forced to pay higher interest rates. This is, however, inconsistent with the results of Model 3 and Model 4 (regarding Rel_length). The second possibility is that more profitable firms engage in a larger number of risk-bearing investments in order to accelerate their growth and expansion rather than just focus on maintaining their current market position (riskier investments are usually considered more profitable). 
Limitations of the study
There exist several limitations to our study that prevent an unambiguous evaluation of the analysed problems. The main limitation is the size of the sample used in the models. This was mainly due to the low response rate in the conducted survey. A larger sample should result in more accurate outcomes. Our study is also limited by the availability of financial data regarding the SME sector in Poland, particularly data from microsized companies. Estimations and hypothesis testing are possible only when such data are available. Therefore, it was not possible to conduct our analysis basing on the sample which would include a larger share of micro-sized entities. Moreover, in our analysis we used total financial expenditures weighted by total liabilities as the dependent variable, since we were unable to isolate interest rate costs (which would have been more accurate). It would also be advisable to analyse the problem of increasing/decreasing credit costs by supplementing companies' financial statements with the data provided by their lenders. Furthermore, the question whether there is a certain length of a relationship, or a certain number of relationships that may lead to a change in the observed trend, i.e., after the given number of relationships financing conditions begin to deteriorate, has not been answered even though they were generally improving along with this variable.
Conclusions and Implications of the Study
This paper assessed two problems. First, we tested whether the length of banking relationships negatively affects companies' cost of credit, as suggested by the "hold-up" hypothesis (Greenbaum et al., 1989; Sharpe, 1990; Rajan, 1992) . Existing literature indicates that the "hold-up problem" occurs in economies where companies' external financing is restricted to bank loans. Poland shares such characteristics and, therefore, the "hold-up problem" was expected to be observed among Polish enterprises. However, our analysis of a random sample of Polish SMEs shows that the length of banking relationships exhibits a negative correlation with the cost of capital. Therefore, the "holdup problem" seems to be non-existent in this sector. Our findings support the theory which suggests that banking relationships constitute a source of benefits for the borrowing companies (Boot and Thakor, 1994; Boot, 2000) . Longer relationships help overcome the information asymmetry between lender and borrower. As a result, the lender is able to offer the borrower products at lower prices. The second issue analysed was the question whether the number of banking relationships has a beneficial impact on the price of credit. Existing literature generally supports the view that multiple banking relationships leads to healthy competition among lenders and, as a consequence, reduced credit cost. It also helps mitigate the "hold-up problem". Our findings provide evidence for this theory. Contrary to Petersen and Rajan (1994) , who suggest that maintaining multiple banking relationships may be generating extra costs for smaller companies, we find that Polish SMEs engaged in multiple banking relationships enjoy a reduced cost of debt.
Negative correlations of both variables with the dependent variable also suggest that engaging in multiple banking relationships may be an efficient method to mitigate the "hold-up problem". It is possible that the beneficial influence of relationship length has been caused by the fact that companies engaged in more than one relationship have become less exposed to the threat of being informationally captured. However, a complete picture of the situation may only be achieved if further analysis is conducted.
We believe that our results convey important implications for stakeholders of Polish SMEs. First, as we find that companies engaged in banking relationships do not suffer from the "hold-up problem" and such close cooperation is beneficial, it is advisable for owners/ managers of SMEs in Poland to use this form of banking. These benefits are also visible in multiple relationships. Companies may establish more than one relationship if required (because of, e.g., larger capital demand) without worrying about losing the benefits from the current relationship. Furthermore, the company's improved situation might translate into benefits for other groups of stakeholders. Local communities may be considered as one group of stakeholders who may benefit from the profits of SMEs generated in banking relationships. Many Polish SMEs (especially smaller entities) operate only locally and employ local workers. Their growth is essential for the communities in which they operate. If local SMEs suffer from financial constraints or an excessive financial burden, this also affects the whole community (e.g., redundancies, a lower level of investment). Furthermore, SMEs constitute 99.8% of all firms in Poland and employ 70% of the workforce for nonfinancial enterprises . SMEs create nearly half of the Polish GDP (PARP, 2016) . For this reason, SMEs play a crucial role for the whole economy. Due to their significance in creating jobs and generating the country's GDP, the success of SMEs is also important for the public authorities. Public agencies responsible for fostering entrepreneurship should consider promoting relationship banking as a beneficial form of financing companies' activities.
