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We study the antiferromagnetic quantum critical metal in 3−ǫ space dimensions by extending the
earlier one-loop analysis [Sur and Lee, Phys. Rev. B 91, 125136 (2015)] to higher-loop orders. We
show that the ǫ-expansion is not organized by the standard loop expansion, and a two-loop graph
becomes as important as one-loop graphs due to an infrared singularity caused by an emergent quasi-
locality. This qualitatively changes the nature of the infrared (IR) fixed point, and the ǫ-expansion
is controlled only after the two-loop effect is taken into account. Furthermore, we show that a ratio
between velocities emerges as a small parameter, which suppresses a large class of diagrams. We
show that the critical exponents do not receive corrections beyond the linear order in ǫ in the limit
that the ratio of velocities vanishes. The ǫ-expansion gives critical exponents which are consistent
with the exact solution obtained in 0 < ǫ ≤ 1.
I. INTRODUCTION
Quantum critical points in metals host unconventional
metallic states which lie outside the realm of Landau
Fermi liquid theory1–3. Experimentally, non-Fermi liq-
uids are often characterized by anomalous dependencies
of thermodynamic, spectroscopic and transport proper-
ties on temperature and energy4,5. On the theoretical
side, the quasiparticle paradigm based on well-defined
single-particle excitations needs to be replaced with the-
ories that capture strong interactions between soft col-
lective modes and electronic excitations6–25.
The antiferromagnetic (AF) quantum phase transition
arises in a wide range of strongly correlated materials
such as electron doped cuprates26, iron pnictides27, and
heavy fermion compounds28. Due to its relevance to
many experimental systems, intensive analytical29–40 and
numerical41–46 efforts have been made to understand the
nature of the non-Fermi liquid state. The AF quan-
tum critical metal in two dimensions is described by a
strongly interacting field theory for the AF spin fluctu-
ations and electronic excitations near the Fermi surface.
Although it seemed intractable, the theory for the SU(2)
symmetric AF quantum critical metal has been recently
solved through a non-perturbative ansatz47. The non-
perturbative solution utilizes a ratio between velocities,
which dynamically flows to zero at low energies, as a
small parameter.
According to the non-perturbative solution47, the AF
collective mode is strongly dressed by particle-hole exci-
tations. In contrast, electrons have zero anomalous di-
mension, and exhibit a relatively weak departure from
the Fermi liquid with dynamical critical exponent z = 1.
The non-perturbative solution actually applies to more
general theories, and the same conclusion holds for the
AF quantum critical point in the presence of a one-
dimensional Fermi surface embedded in general dimen-
sions, 2 ≤ d < 348. However, the exact critical exponents
obtained from the non-perturbative solution are not con-
sistent with the earlier one-loop analysis of the theory in
3− ǫ dimensions even in the small ǫ limit37. At the one-
loop order, the ratio between velocities which is used as
a small parameter in the non-perturbative solution does
not flow to zero, and the electrons at the hot spots exhibit
a stronger form of non-Fermi liquid with z > 1.
In this work, we resolve this tension. We extend the
earlier one-loop analysis to include higher-loop effects.
We find that the ǫ-expansion is not simply organized by
the number of loops, and certain higher-loop diagrams
are enhanced by IR singularities caused by an emergent
quasi-locality. As a result, a two-loop diagram qualita-
tively modifies the nature of the fixed point even to the
leading order in ǫ49. We show that the ǫ-expansion is
controlled with the inclusion of the two-loop effect. Fur-
thermore, the ratio between velocities is shown to flow to
zero in the low energy limit, which protects the critical
exponents from receiving higher-loop corrections. This is
similar to the nematic critical point in d-wave supercon-
ductors, where an emergent anisotropy in velocities leads
to asymptotically exact results to all orders in the 1/N
expansion50.
The ǫ-expansion and the non-perturbative solution47,48
are independent and complimentary. The former is a
brute-force perturbative analysis, which is straightfor-
ward but valid only near the upper critical dimension.
The latter approach is non-perturbative, and it is based
on an Ansatz that is confirmed by a self-consistent com-
putation. The agreement of the results from the two dif-
ferent approaches provides an independent justification
of the Ansatz used in the non-perturbative solution.
II. MODEL AND DIMENSIONAL
REGULARIZATION
We start with the theory for the AF quantum criti-
cal metal in two dimensions. We consider a Fermi sur-
face with the C4 symmetry. The low-energy degrees
of freedom consist of the AF collective mode coupled
to electrons near the hot spots, which are the set of
2points on the Fermi surface connected by the AF order-
ing vector30–32,37, as is shown in Fig. 1. We study the
minimal model, which has eight hot spots. The AF or-
dering is taken to be collinear with a commensurate wave
vector. The action is written as
S =
4∑
n=1
∑
m=±
∑
σ=↑,↓
∫
d3k
(2π)3
ψ(m)∗n,σ (k)
[
ik0 + e
m
n (
~k; v)
]
ψ(m)n,σ (k) +
1
2
∫
d3q
(2π)3
[
q20 + c
2|~q|2] ~φ(−q) · ~φ(q)
+g0
4∑
n=1
∑
σ,σ′=↑,↓
∫
d3k
(2π)3
d3q
(2π)3
[
~φ(q) · ψ(+)∗n,σ (k + q)~τσ,σ′ψ(−)n,σ′(k) + c.c.
]
+
u0
4!
∫
d3k
(2π)3
d3p
(2π)3
d3q
(2π)3
[
~φ(k + q) · ~φ(p− q)
] [
~φ(−k) · ~φ(−p)
]
. (1)
Here, k = (k0, ~k) denotes the Matsubara frequency and
the two-dimensional momentum ~k = (kx, ky). ψ
(m)
n,σ
are the fermion fields that carry spin σ =↑, ↓ at the
hot spots labeled by n = 1, 2, 3, 4, m = ±. The
Figure 1: The first Brillouin zone of a metal in two
dimensions with C4 symmetry. The shaded region
represents the occupied states. The AF ordering
wavevector ~QAF is denoted by red arrows. The hot
spots are the red dots connected by ~QAF .
choice of axis is such that the ordering wave vector is
~QAF = ±
√
2πkˆx,±
√
2πkˆy up to the reciprocal lattice
vectors
√
2π(kˆx ± kˆy). With this choice the fermion dis-
persions are e±1 (~k; v) = −e±3 (~k; v) = vkx ± ky, e±2 (~k; v) =
−e±4 (~k; v) = ∓kx + vky, where ~k is the momentum de-
viation from each hot spot. The curvature of the Fermi
surface can be ignored, since the patches of Fermi sur-
face connected by the ordering vector are not parallel to
each other with v 6= 0. The Fermi velocity along the
ordering vector has been set to unity by rescaling ~k. v
is the component of Fermi velocity that is perpendicular
to ~QAF . ~φ(q) is the boson field with three components
which describes the AF collective mode with frequency
q0 and momentum ~QAF + ~q. ~τ represents the three gen-
erators of the SU(2) group. c is the velocity of the AF
collective mode. g0 is the Yukawa coupling between the
collective mode and the electrons near the hot spots, and
u0 is the quartic coupling between the collective modes.
We generalize the theory by tuning the num-
ber of co-dimensions of the one-dimensional Fermi
surface22,37,51. For this, we pair fermions on opposite
sides of the Fermi surface into two component spinors,
Ψ1,σ = (ψ
(+)
1,σ , ψ
(+)
3,σ )
T , Ψ2,σ = (ψ
(+)
2,σ , ψ
(+)
4,σ )
T , Ψ3,σ =
(ψ
(−)
1,σ ,−ψ(−)3,σ )T , Ψ4,σ = (ψ(−)2,σ ,−ψ(−)4,σ )T . In the spinor
basis, the kinetic term for the fermions becomes SF =∑4
n=1
∑
σ=↑,↓
∫
d3k
(2π)3 Ψ¯n,σ(k)
[
iγ0k0 + iγ1εn(~k; v)
]
Ψn,σ(k),
where γ0 = σy and γ1 = σx (σi being the Pauli matri-
ces), Ψ¯n,σ = Ψ
†
n,σγ0 with ε1(
~k; v) = e+1 (
~k; v), ε2(~k; v) =
e+2 (
~k; v), ε3(~k; v) = e
−
1 (
~k; v), ε4(~k; v) = e
−
2 (
~k; v). The
general theory in d spatial dimensions reads
S=
4∑
n=1
Nc∑
σ=1
Nf∑
j=1
∫
dk Ψ¯n,σ,j(k)
[
iΓ ·K+ iγd−1εn(~k; v)
]
Ψn,σ,j(k) +
1
4
∫
dq
[
|Q|2 + c2|~q|2
]
Tr [Φ(−q) Φ(q)]
+i
gµ(3−d)/2√
Nf
4∑
n=1
Nc∑
σ,σ′=1
Nf∑
j=1
∫
dkdq Ψ¯n¯,σ,j(k + q)Φσ,σ′(q)γd−1Ψn,σ′,j(k)
+
µ3−d
4
∫
dk1dk2dq
[
u1Tr [Φ(k1 + q)Φ(k2 − q)] Tr [Φ(−k1)Φ(−k2)] + u2Tr [Φ(k1 + q)Φ(k2 − q)Φ(−k1)Φ(−k2)]
]
.(2)
Here we consider SU(Nc) spin and Nf flavors of fermions
for generality. k = (K, ~k) is the (d + 1)-dimensional
energy-momentum vector with dk ≡ dd+1k(2π)d+1 . ~k =
(kx, ky) still denotes the two original momentum compo-
3nents, and K = (k0, k1, ..., kd−2) denotes the frequency
and the momentum components along the (d − 2) co-
dimensions that have been added. Γ = (γ0, γ1, ..., γd−2)
together with γd−1 are the gamma matrices which satisfy
the Clifford algebra {γµ, γν} = 2Iδµ,ν with Tr[I] = 2.
Ψn,σ,j with σ = 1, 2, ..., Nc and j = 1, 2, ..., Nf is in
the fundamental representation of both the enlarged spin
group SU(Nc) and the flavor group SU(Nf ). Φ(q) =∑N2c−1
a=1 φ
a(q)τa is a matrix field for the collective mode,
where τa are the generators of SU(Nc) with Tr[τ
aτb] =
2δab. The Yukawa interaction scatters fermions between
pairs of hot spots denoted as (n, n¯) with 1¯ = 3, 2¯ = 4,
3¯ = 1, 4¯ = 2. The Yukawa and quartic interactions have
scaling dimensions (3 − d)/2 and (3 − d), respectively,
at the non-interacting fixed point. µ is the energy scale
introduced to make g, u1, u2 dimensionless. For Nc ≤ 3,
u1 and u2 are not independent couplings because of the
identity, Tr[Φ4] = 12 (Tr[Φ
2])2. The energy of the fermions
is given by En(k1, ..., kd−2, ~k) = ±
√∑d−2
i=1 k
2
i + ε
2
n(
~k),
which supports a one-dimensional Fermi surface embed-
ded in the d-dimensional momentum space. The theory
respects the U(1)×SU(Nc)×SU(Nf ) internal symmetry.
It is also invariant under the C4 transformations in the
(kx, ky) plane, the SO(d − 1) that rotates (k0, ..., kd−2),
and time-reversal. When Nc = 2, there is an addi-
tional pseudospin symmetry, which rotates Ψn,σ,j(k) into
iτ
(y)
σ,σ′Ψ¯
T
n,σ′,j(−k)32.
In three spatial dimensions the interactions are
marginal. We therefore expand around d = 3 using
ǫ = 3 − d as a small parameter. We use the minimal
subtraction scheme to compute the beta functions, which
dictate the renormalization group (RG) flow of the veloci-
ties and couplings. To make the quantum effective action
finite in the ultraviolet (UV), we add counter terms which
can be written in the following form,
SCT =
4∑
n=1
Nc∑
σ=1
Nf∑
j=1
∫
dk Ψ¯n,σ,j(k)
[
iA1Γ ·K+ iA3γd−1εn
(
~k;
A2
A3 v
)]
Ψn,σ,j(k)
+
1
4
∫
dq
[
A4 |Q|2 +A5 c2 |~q|2
]
Tr [Φ(−q) Φ(q)]
+iA6 gµ
(3−d)/2√
Nf
4∑
n=1
Nc∑
σ,σ′=1
Nf∑
j=1
∫
dk dq
[
Ψ¯n¯,σ,j(k + q)Φσ,σ′(q)γd−1Ψn,σ′,j(k)
]
+
µ3−d
4
∫
dk1 dk2 dq
[
A7u1Tr [Φ(k1 + q)Φ(k2 − q)] Tr [Φ(−k1)Φ(−k2)]
+A8u2Tr [Φ(k1 + q)Φ(k2 − q)Φ(−k1)Φ(−k2)]
]
, (3)
where
An ≡ An(v, c, g, u; ǫ) =
∞∑
m=1
Zn,m(v, c, g, u)
ǫm
. (4)
Zn,m(v, c, g, u) are finite functions of the couplings. The
counter terms are computed order by order in ǫ. The gen-
eral expressions for the dynamical critical exponent, the
anomalous scaling dimensions of the fields, and the beta
functions of the velocities and couplings are summarized
in Section III. More details on the RG procedure can be
found in Ref.37.
III. THE MODIFIED ONE-LOOP FIXED POINT
We begin by reviewing the one-loop RG analysis of
Ref.37. The conclusion of the analysis is that the theory
flows to a quasi-local non-Fermi liquid state, where c, v
flow to zero as 1/l for d < 3 and as 1/ log(l) at d = 3
in the logarithmic length scale l, with their ratio fixed to
be w ≡ v/c = NcNfN2c−1 in the low energy limit with l→∞.
Along with the emergent quasi-locality, the couplings also
flow to zero such that λ ≡ g2/v and κi ≡ ui/c2 flow to
λ∗ = 4π(N
2
c+NcNf−1)
N2c+NcNf−3 ǫ and κ
∗
i = 0 in the low energy limit.
The perturbative expansion is controlled by the ratios
between the couplings and the velocities, and the dynam-
ical critical exponent becomes z = 1 +
N2c+NcNf−1
2(N2c+NcNf−3)ǫ.
With w ∼ O(1) at the one-loop fixed point, general dia-
grams are estimated to scale as I ∼ λVg2 κVui cVu−Lb+
E−2
2 ,
where Vg is the number of Yukawa vertices, Vu is the num-
ber of quartic vertices, Lb is the number of boson loops,
and E is the number of external lines. Because c flows
to zero, magnitudes of higher-loop quantum corrections
are controlled not only by λ but also by c. In particular,
the quantum correction to the spatial part of the boson
kinetic term becomes A5 ∼ I/c2 ∼ λ
Vg
2 κVui c
Vu−Lb−2,
where the counter term is further enhanced by a factor of
1/c2 because the velocity in the classical action is already
small.
In three dimensions (ǫ = 0), all higher-loop diagrams
are suppressed because λ flows to zero faster (λ ∼ 1/l)
than the velocities (v ∼ c ∼ 1/ log(l)). Therefore, the
critical point in three dimensions is described by the sta-
ble quasi-local marginal Fermi liquid52, where the Fermi
liquid is broken by logarithmic corrections from the one-
loop effect37. Below three dimensions (ǫ > 0), however,
4(a) (b)
(c) (d)
(e)
Figure 2: One-loop diagrams.
some higher-loop diagrams cannot be ignored because c
flows to zero while λ∗ ∼ ǫ. For example, A5 from Fig. 3
is divergent at the one-loop fixed point. It might seem
strange that the higher-loop graph suddenly becomes im-
portant for any nonzero ǫ while it is negligible at ǫ = 0.
This apparent discontinuity originates from the fact that
the small ǫ limit and the low energy limit do not com-
mute. If the small ǫ limit is taken first, all higher-loop
graphs are suppressed. However, since we are ultimately
interested in the theory at d = 2, we fix ǫ to a small but
finite value, and then take the low energy limit of the
corresponding theory. In this case, c flows to zero, and
the IR singularity caused by the softening of the collec-
tive mode enhances the magnitude of the two-loop graph.
Since certain higher-loop diagrams can be enhanced by
the IR singularity in the small c limit, we cannot ignore
all higher-order quantum corrections from the outset even
in the small ǫ limit.
The largest contribution to the renormalization of c
comes from the boson self-energy in Fig. 3. We call the
addition of this two-loop diagram to the one-loop dia-
grams (Fig. 2) the “modified-one-loop” (M1L) order. As
will be shown later, the flow of c is modified by the two-
loop graph in Fig. 3 such that the effect of other higher-
loop diagrams is negligible in the small ǫ limit. There
also exists a two-loop diagram made of quartic vertices
contributing to A5. However, the diagram has no en-
hancement by 1/c2 because the momentum dependent
self-energy comes with c2 due to the (d+ 1)-dimensional
rotational symmetry present in the bosonic sector. The
contribution from the quartic vertices are further sup-
pressed because κi is irrelevant at the fixed point.
Fig. 3 gives rise to the quantum effective action whose
Figure 3: Two-loop diagram for the boson self-energy.
divergent part is given by
δΓ2L0,2 =
1
ǫ
4
NcNf
g4
v2c2
h5(v, c)
∫
dp
1
4
c2|~p|2Tr[Φ(−p)Φ(p)],
(5)
where h5(v, c) is given by h5(v, c) = h
∗
5
v
c with h
∗
5 ≈ 5.7×
10−4 in the limit v, c, v/c are small. The full definition
of h5(v, c) is given in Appendix B. The positive sign of
Eq. (5) implies that the two-loop correction prevents c
from flowing to zero too fast49. If c is small, the quantum
correction makes the collective mode speed up until the
quantum correction becomes O(1), 1ǫ 4NcNf
g4
v2c2h5(v, c) ∼
1. Since g
2
v ∼ ǫ, this suggests that g
2
c3 becomes O(1)
in the low energy limit. Once c becomes comparable to
g2/3 ∼ v1/3, it flows to zero together with v, although
at a slower rate than v. As a result, w = v/c flows to
zero at the M1L fixed point for ǫ > 0, unlike at ǫ = 0.
This emergent hierarchy in the velocities plays a crucial
role in the non-perturbative solution47,48. In order to
confirm this picture, we examine the RG flow in the space
of {λ, x, w, κi}, where x ≡ g
2
c3 is expected to flow to anO(1) value at the fixed point.
The beta functions for the five parameters are ex-
pressed in terms of the counter terms as
dλ
dl
= z λ
(
ǫ+ Z ′2,1 + Z
′
3,1 + Z
′
4,1 − 2Z ′6,1
)
,
dx
dl
= z x
(
ǫ+
1
2
(
6Z ′1,1 − 2Z ′3,1 − Z ′4,1 + 3Z ′5,1 − 4Z ′6,1
))
,
dw
dl
=
1
2
z w
(
2Z ′1,1 − 2Z ′2,1 − Z ′4,1 + Z ′5,1
)
,
dκ1
dl
= z κ1
(
ǫ+ Z ′4,1 + Z
′
5,1 − Z ′7,1
)
,
dκ2
dl
= z κ2
(
ǫ+ Z ′4,1 + Z
′
5,1 − Z ′8,1
)
, (6)
where Z ′n,1 ≡
(
1
2g∂g + ui∂ui
)
Zn,1, and z =[
1 + Z ′1,1 − Z ′3,1
]−1
is the dynamical critical exponent.
In the limit that v, c, v/c are small, the beta functions at
the M1L level become
5dλ
dl
= z λ
(
ǫ− 1
4π
λ+
1
2πNcNf
λw
)
, (7)
dx
dl
= z x
(
ǫ− 3N
2
c − 7
8πNcNf
λw +
(N2c − 1)
2π2NcNf
(λw)
3
2
x
1
2
+
1
8π
λ− 12 h
∗
5
NcNf
λx
)
, (8)
dw
dl
=
1
2
z w
(
− (N
2
c − 1)
4πNcNf
λw − (N
2
c − 1)
π2NcNf
(λw)
3
2
x
1
2
+
1
4π
λ− 8 h
∗
5
NcNf
λx
)
, (9)
dκ1
dl
= z κ1
(
ǫ − 1
4π
λ− 8 h
∗
5
NcNf
λx− 1
2π2
(
(N2c + 7)κ1 + 2
(
2Nc − 3
Nc
)
κ2 + 3
(
1 +
3
N2c
)
κ22
κ1
))
, (10)
dκ2
dl
= z κ2
(
ǫ − 1
4π
λ− 8 h
∗
5
NcNf
λx− 1
2π2
(
12κ1 + 2
(
Nc − 9
Nc
)
κ2
))
, (11)
with z =
(
1− N2c−18πNcNf λw
)−1
. The beta functions exhibit
a stable fixed point given by
λ∗ = 4πǫ, x∗ =
NcNf
32π h∗5
, w∗ = 0, κ∗i = 0. (12)
It is noted that x is O(1), and v, c, v/c all vanish at the
fixed point.
Figure 4: The RG flow in the space of (λ, x, w) for
ǫ = 0.01 and Nc = 2, Nf = 1. The axes are scaled as
x¯ ≡ x/10, λ¯ ≡ 10λ. The fixed point
(λ¯∗, x¯∗, w∗) = (1.26, 3.49, 0) is denoted as a red dot.
The solid curves represent the numerically integrated
RG flows, and the dotted (orange) line represents the
one-dimensional manifold given by dxdl =
dλ
dl = 0.
In order to understand the flow near the fixed point, we
first examine the beta functions for x and λ. Although
it may seem arbitrary to focus on the flow of x, λ first
with fixed w, this is actually a good description of the
full RG flow because the flow of x, λ is much faster than
that of w, as will be shown in the following. From Eqs.
(7), (8), the beta functions for (δλ, δx) ≡ (λ−λ∗, x−x∗)
are given by
dδλ
dl
= fλ(w) − ǫ δλ+ . . . ,
dδx
dl
= fx(w) − NcNf
32π h∗5
(
48π h∗5ǫδx
NcNf
+
δλ
4π
)
+ . . .
(13)
to the linear order in the deviation from the fixed point
for small w, where fλ(w) =
dλ
dl
∣∣
λ=λ∗,x=x∗
, fx(w) =
dx
dl
∣∣
λ=λ∗,x=x∗
, and . . . represent terms that are higher or-
der in δλ, δx. Eq. (13) implies that the perturbations in
λ and x are irrelevant at the fixed point, and they flow to
w-dependent values exponentially in l. This can be seen
from Fig. 4, which shows the full numerical solution to
the beta functions for (λ, x, w). Once the RG flow reaches
the one-dimensional manifold given by (λ, x, w) =(
λ∗ + fλ(w)ǫ , x
∗ + 23ǫ
[
fx(w) − NcNffλ(w)128π2 h∗5ǫ
]
, w
)
, w flows
to the fixed point at a slower rate. To compute the flow
within this manifold, we set dλdl =
dx
dl = 0 in Eq. (6)
to express Z1,1, Z4,1 in terms of Zn,1 with n = 2, 3, 5, 6.
This gives the beta function for w within the manifold,
dw
dl
=
2z
3
(
−Z ′2,1 + Z
′
3,1
)
w, (14)
which reduces to
dw
dl
= −64
√
2h∗5(N
2
c − 1)
3(NcNf )3/2
ǫ3/2 w5/2 (15)
to the leading order in w. Because the flow velocity of
w vanishes to the linear order in w, w flows to zero as a
power-law in the logarithmic length scale, w ∼ l−2/3. At
the fixed point, the quartic couplings are irrelevant and
their beta functions become
dκi
dl
= −ǫκi, (16)
to the leading order in w and κi. This confirms that the
fixed point in Eq. (12) is stable.
In the small ǫ limit, Eq. (12) does not converge to
the one-loop fixed point, λ∗ = 0, x∗ = 0, w∗ = NcNfN2c−1 ,
6κ∗i = 0, which represents the correct fixed point at ǫ = 0.
Although the beta functions are analytic functions of ǫ,
the fixed point is not because the low energy limit and
the ǫ→ 0 limit do not commute. One way to understand
this non-commutativity is in terms of the ‘RG time’ that
is needed for the flow to approach Eq. (12) for nonzero
but small ǫ. In order for w to decrease by a factor of 1/2,
the logarithmic length scale has to change by ∆l ∼ ǫ−3/2
according to Eq. (15). The fixed point described by
Eq. (12) can be reached only below the crossover energy
scale, µ ∼ Λe−ǫ−3/2 , where Λ is a UV cut-off scale. The
crossover energy scale goes to zero as ǫ becomes smaller,
and the fixed point in Eq. (12) is never reached at ǫ = 0.
A converse issue of non-commutativity arises in 2 + ǫ′
dimensions48. In order to capture the correct physics in
two dimensions, one needs to take the ǫ′ → 0 limit first
before taking the low energy limit. If the other order of
limits is taken, some logarithmic corrections are missed48.
Although the two-loop diagram in Fig. 3 (a) is super-
ficially O(ǫ2), it becomes O(ǫ) at the fixed point because
the IR singularity caused by the vanishingly small veloci-
ties enhances the magnitude of the diagram. Formally, a
factor of g2 coming from one additional loop is canceled
by an IR enhancement of c−3 in Eq. (5), which makes the
two-loop diagram as important as the one-loop diagrams
in the small ǫ limit. This is rather common in field the-
ories of Fermi surfaces where the perturbative expansion
is not organized by the number of loops17,22,32,49.
The breakdown of the naive loop expansion is anal-
ogous to the case of the ferromagnetic quantum critical
point53. In the disordered ferromagnetic quantum critical
metal, the perturbative expansion breaks down even near
the upper critical dimension, as a dangerously irrelevant
operator enters in the beta functions of other couplings
in a singular manner54,55. In our case, the velocities play
the role of dangerously irrelevant couplings which spoil
the naive loop expansion. Although they are marginally
irrelevant, one cannot readily set the velocities to zero
as quantum corrections are singular in the zero velocity
limit. This leads to a subtle balance between the Yukawa
coupling and the velocities, making the two-loop diagram
as important as the one-loop diagrams. Then the natural
question is the role of other higher-loop diagrams. In the
following, we show that other higher-loop diagrams are
suppressed and the ǫ-expansion is controlled, as is the
case for the SDW critical metal with C2 symmetry
49.
IV. EMERGENT SMALL PARAMETER
In this section, we show that the ǫ-expansion is con-
trolled, by providing an upper bound for the magnitudes
of general higher-loop diagrams at the M1L fixed point.
Furthermore, we show that a large class of diagrams are
further suppressed by w, which flows to zero in the low
energy limit. Since κi = 0 at the M1L fixed point, only
those diagrams without quartic vertices are considered.
Among the diagrams made of only Yukawa vertices, we
first focus on the diagrams without self-energy correc-
tions. The diagrams without self-energy corrections scale
as
I ∼ g
2L+E−2
vLf cL−Lf
, (17)
up to potential logarithmic corrections in v and c, where
L is the total number of loops, Lf is the number of
fermion loops, and E is the number of external lines.
The derivation of Eq. (17), which closely follows Ref.47,
can be found in Appendix C.
A diagram whose overall magnitude is given by Eq.
(17) contributes to the counter term as
A1,A2,A3,A4,A6 ∼ λL wL−Lf ,
A5 ∼ λL−1 wL−Lf−1 x, (18)
up to logarithmic corrections in v and c, where the re-
lations, g =
(
λ3w3
x
) 1
4
, v =
(
λw3
x
) 1
2
and c =
(
λw
x
) 1
2 are
used. A5 scales differently from the rest of the counter
terms because quantum corrections to the spatial part of
the boson kinetic term are enhanced by 1c2 . Since the
classical action c2|~q|2 vanishes in the c→ 0 limit, the rel-
ative magnitude of quantum corrections to the classical
action is enhanced as A5 ∼ 1c2 I. For example, the two-
loop diagram in Fig. 3 is A5 ∼ g
4
vc3 . On the other hand,
A2 is not enhanced by 1v , even though the fermion kinetic
term also loses its dependence on kx (ky) for n = 1, 3
(n = 2, 4) in the small v limit. The difference is at-
tributed to the fact that the fermion self-energy takes
the form of Σ(k) ∼ g2L
vLf cL−Lf
Σ˜(k0, vkx, ky) for n = 1, 3
and Σ(k) ∼ g2L
vLf cL−Lf
Σ˜(k0, kx, vky) for n = 2, 4. Besides
the overall factor of g
2L
vLf cL−Lf
from Eq. (17), Σ˜ becomes
independent of kx (ky) for n = 1, 3 (n = 2, 4) in the
small v limit. This is because in all fermion self-energy
diagrams the external momentum can be directed to flow
through a series of fermion propagators of type n = 1, 3
(n = 2, 4) only, and the fermion propagators become in-
dependent of kx (ky) when v = 0. For example, the
one-loop fermion self-energy with L = 1, Lf = 0 in Fig.
2 is at most Σ ∼ g2c (vkx−ky) for n = 1. Explicit calcula-
tion actually shows that the one-loop diagram is further
suppressed by c for an unrelated reason37.
Now we consider the consequences of Eq. (18). We
initially ignore the potential logarithmic corrections in
v, c. First, higher-loop diagrams are systematically sup-
pressed by λ∗ ∼ ǫ as the number of loops increases. How-
ever, there is an exception to the usual rule that L-loop
diagrams are suppressed by ǫL. The quantum correction
to the spatial part of the boson kinetic term is suppressed
only by ǫL−1, due to the enhancement by 1/c2. Although
Eq. (18) suggests that the one-loop contribution to A5
scales as λ0w−1x, its contribution to A5 is actually zero
because Fig. 2 (a) is independent of momentum. Since all
self-energy corrections are at most O(ǫ), diagrams with
self-energy insertions are further suppressed by ǫ. This
7, , ,
, ,
, . . .
,
,
,,
Figure 5: Some examples in the infinite series of
diagrams that survive in the small w limit.
implies that the ǫ-expansion is controlled, and the M1L
includes all quantum corrections to the linear order in ǫ.
Second, a large class of higher-loop diagrams are fur-
ther suppressed by w which flows to zero in the low energy
limit. Unlike ǫ, which is fixed at a given dimension, w
flows to zero dynamically in the low energy limit. The
suppression by w is controlled by the number of non-
fermion loops. The only diagram with L− Lf = 0 is the
one-loop boson self-energy in Fig. 2 (a). Since A5 from
Fig. 2 (a) vanishes, the leading order contribution to A5
comes from the two-loop boson self-energy in Fig. 3 at
O(w0). Among the diagrams without self-energy inser-
tions, only Fig. 2 (a) and Fig. 3 survive in the small
w limit. When those self-energy corrections are included
inside a diagram, the diagram with dressed boson propa-
gators is not further suppressed by w (although they are
suppressed by ǫ). Other self-energy corrections, includ-
ing all fermion self-energies, are negligible because they
are suppressed by w. Therefore, the complete set of di-
agrams which survive in the small w limit are generated
by dressing the boson propagator in Fig. 3 by the self-
energy in Fig. 2 (a) and Fig. 3. This generates a series
of diagrams, some of which are shown in Fig. 5.
Now we turn our attention to the sub-leading correc-
tions that are potentially logarithmically divergent in v
and c in Eq. (18). Diagrams suppressed by at least one
power of w still vanish in the small w limit even in the
presence of logarithmic divergences in v or c. However,
the effect of the logarithms on the diagrams in Fig. 5
(which are O(w0)) cannot be ignored, and this can in
principle jeopardize the control of the ǫ-expansion. In
Appendix D, we demonstrate that the ǫ-expansion is
still controlled, by showing that all logarithmic correc-
tions that arise at higher orders in ǫ can be absorbed
into x˜ = x/F (c, v), where F (c, v) is defined such that x˜
flows to x∗ in the low energy limit. Once physical ob-
servables are expressed in terms of the new parameter
x˜, they have a well defined expansion in ǫ. At least for
small ǫ, the theory is free of perturbative instabilities to-
ward other competing orders32,41,56–59, and it represents
a stable non-Fermi liquid state22,23,49.
(a) (b)
(c)
Figure 6: Quantum corrections that renormalize the
quartic vertices in the small w, ǫ limit.
Although κi = 0 at the M1L fixed point, the quartic
vertices are generated from the Yukawa vertices. It hap-
pens that the one-loop diagram in Fig. 2(d) vanishes, and
the leading contributions that source the quartic vertices
are shown in Fig. 6. Once these diagrams are included,
the beta functions for κi are modified as
dκi
dl
= −ǫ κi +Aiλ 52w 32x 12 , (19)
where the Ai’s are functions that diverge at most loga-
rithmically in w in the small w limit. As a result, the
quartic couplings flow to zero as κi ∼ w 32 up to loga-
rithms of w as w flows to zero.
The small parameter w that emerges in the low energy
limit suppresses all higher-loop diagrams except for the
specific set of diagrams shown in Fig. 5. It turns out
that w flows to zero in the low energy limit in any di-
mensions, 2 ≤ d < 347,48. This allows one to extract the
exact critical exponents by non-perturbatively summing
the infinite series of diagrams through a self-consistent
equation.
V. PHYSICAL PROPERTIES
Now, we examine the scaling form of the Green’s func-
tions. The dynamical critical exponent and the anoma-
lous scaling dimensions at the fixed point are given by
z = 1, ηψ = 0, ηφ =
ǫ
2
. (20)
These critical exponents do not receive higher-order cor-
rections in ǫ in the small w limit, as is shown in Ap-
pendix D. Indeed, w flows to zero in the low energy
limit, and the critical exponents in Eq. (20) are exact
in any 0 < ǫ ≤ 147,48. At intermediate energy scales, the
physical Green’s functions receive corrections generated
from irrelevant parameters of the theory. The least ir-
relevant parameter that decays at the slowest rate is w,
8which decays as l−2/3 in the logarithmic scale l. This sub-
logarithmic flow introduces super-logarithmic corrections
in the Green’s functions. The fermion Green’s function
for the n = 1 patch is given by
G1(K, ~k) =
1
iFψ(|K|) ×
1
Fz(|K|)Γ ·K+ γd−1
[
πNcNf
4ǫ(N2c−1)
kx
log(1/|K|) + ky
] (21)
in the limit of small frequency |K| and fixed eIz(l)~k ∼ 1,
where Iz(l) = l − 3(N
2
c−1)
1
3
2
14
3 (h∗5)
1
3
l
1
3 and l = log(1/|K|). The
universal functions Fz(|K|) and Fψ(|K|),
Fz(|K|) = exp
(
3(N2c − 1)
1
3
2
14
3 (h∗5)
1
3
(
log
1
|K|
) 1
3
)
, (22)
Fψ(|K|) =
√
log
1
|K| , (23)
contain the contributions from the deviations of the dy-
namical critical exponent and the anomalous scaling di-
mension of the fermion, respectively, from their fixed
point values in Eq. (20). Due to the super-logarithmic
correction, the quasiparticle peak is destroyed. All other
Green’s functions are determined by this one through the
C4 symmetry of the theory.
The scaling form of the spin-spin correlation function
is given by
D(Q, ~q) =
1
|Q|2−ǫFz(|Q|)2Fφ(|Q|)
×D
(
~q
Fz(|Q|)|Q| ;
NcNf
2
11
3 (h∗5)
1
3 (N2c − 1)
2
3
1
ǫ
1
log(1/|Q|) 23
)
,
(24)
in the limit of small frequency |Q| and fixed
eIz(log(1/|Q|))~q ∼ 1. D is a universal function, and
Fφ(|Q|) = exp
(
− 3(N
2
c − 3)
2
11
3 (h∗5)
1
3 (N2c − 1)
2
3
(
log
1
|K|
) 1
3
)
(25)
is the universal function which captures the contribution
from the deviation of the anomalous scaling dimension
of the boson field from its fixed point value in Eq. (20).
Unlike the fermion Green’s function, the boson has a non-
trivial anomalous dimension.
VI. PHYSICAL PICTURE
Finally, we provide a simple physical picture for why
w = v/c emerges as a control parameter. The most im-
portant factor is the Landau damping which describes
(a)
(b)
Figure 7: The tilted lines represent patches of Fermi
surface connected by the AF ordering vector, where the
red dots denote hot spots. The Fermi surfaces are not
parallel because of non-zero v. (a) Particle-hole
excitations of momentum ~QAF can stay within the
low-energy states of energy E < Λf as far as their
momenta are within the range of Λf/v from the hot
spots. Therefore the phase space available for Landau
damping of the collective mode scales as 1/v in the
small v limit. (b) The shaded region denotes the phase
space available for a fermion when scattered by a
collective mode of energy less than Λb. Since the energy
of the boson with momentum ~q scales as c|~q|, a boson
with energy less than Λb can transfer momentum up to
Λb/c to a fermion. Therefore, the phase space grows as
1/c in the small c limit.
the decay of the collective mode into the particle-hole
continuum. As the Fermi surface becomes locally nested
near the hot spots in the small v limit, the phase space
for the particle-hole excitations that a collective mode
can decay into increases as 1/v. A single boson with a
fixed momentum can decay into low-energy particle-hole
pairs that lie anywhere along the nested Fermi surface
of length Λf/v, where Λf is an energy cut-off for the
9fermionic excitations. This is illustrated in Fig. 7(a).
This results in a large screening, which renormalizes the
Yukawa vertex to g2 ∼ ǫv. As the Fermi surface gets
nested, g flows to zero.
The dispersionless particle-hole excitations near the
hot spots renormalize the velocity of the collective mode
to zero as well, through the mixing between the collective
mode and the particle-hole excitations. As the fluctua-
tions of the collective mode become soft, quantum fluctu-
ations are enhanced at low energies. On the other hand,
the enhanced quantum fluctuations speeds up the veloc-
ity of the collective mode through Fig. 3, and a balance
is formed such that c3 ∼ g2 ∼ ǫv to the leading order
in ǫ. As a result, the boson velocity c flows to zero at a
much slower rate than v.
Now let us consider the feedback of the collective mode
on the propagation of fermions, by examining the process
where a fermion is scattered by a collecitve mode. With
the initial momentum fixed, the fermion does not have
access to the entire Fermi surface. Instead it can only
scatter into a region allowed by the maximummomentum
carried by a collective mode. The available phase space
for the scattering scales as Λb/c, where Λb is the energy
cut-off of the collective mode. This is illustrated in Fig.
7(b). Therefore, the scattering of fermions is controlled
by g2/c ∼ ǫ v/c, where g2 ∼ ǫv is used. As v/c flows to
zero in the low energy limit, the scattering of fermions by
collective modes becomes negligible. This explains why
fermions are largely intact in the small w limit, and w
emerges as a control parameter.
VII. CONCLUSION
We extended the earlier one-loop analysis of the an-
tiferromagnetic quantum critical metal based on the di-
mensional regularization scheme which tunes the number
of co-dimensions of the one-dimensional Fermi surface.
We show that the IR singularities caused by the emer-
gent quasi-locality rearrange the perturbative series such
that a two-loop graph becomes as important as the one-
loop graphs in the small ǫ limit. With the inclusion of
this two-loop effect, higher-loop diagrams are systemati-
cally suppressed, and the ǫ-expansion is controlled. Fur-
thermore, a ratio between velocities dynamically flows to
zero, which has been confirmed in the non-perturbative
solution in 2 ≤ d < 347,48. The ǫ-expansion provides
an independent justification for the ansatz used in the
non-perturbative solution.
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Appendix A: The beta functions and the anomalous dimensions
In this section we summarize the expressions for the beta functions and the anomalous dimensions derived from
the minimal subtraction scheme. More details can be found in Ref.37. The renormalized action is given by the sum
of the classical action and the counter terms which can be expressed in terms of bare fields and bare couplings,
Sren =
4∑
n=1
Nc∑
σ=1
Nf∑
j=1
∫
dkB Ψ¯B;n,σ,j(kB)
[
iΓ ·KB + iγd−1εn(~kB ; vB)
]
ΨB;n,σ,j(k)
+
1
4
∫
dqB
[
|QB|2 + c2B |~qB|2
]
Tr [ΦB(−qB) ΦB(qB)]
+i
gB√
Nf
4∑
n=1
Nc∑
σ,σ′=1
Nf∑
j=1
∫
dkB dqB
[
Ψ¯B;n¯,σ,j(kB + qB)ΦB;σ,σ′(qB)γd−1ΨB;n,σ′,j(kB)
]
+
1
4
∫
dk1B dk2B dqB
[
u1BTr [ΦB(k1B + qB)ΦB(k2B − qB)] Tr [ΦB(−k1B)ΦB(−k2B)]
+u2BTr [ΦB(k1B + qB)ΦB(k2B − qB)ΦB(−k1B)ΦB(−k2B)]
]
. (A1)
The renormalized quantities are related to the bare ones through K = Z−1τ KB, ~k = ~kB, Ψn,σ,j(k) =
Z−
1
2
ψ ΨB;n,σ,j(kB), Φ(q) = Z
− 12
φ ΦB(qB), v =
Z3
Z2 vB, c =
[Zφ Zd−1τ
Z5
] 1
2
cB, g =
Zψ Z
1
2
φ Z2(d−1)τ
Z6 µ
− 3−d2 gB,
u1 =
Z2φZ3(d−1)τ
Z7 µ
−(3−d) u1B, u2 =
Z2φZ3(d−1)τ
Z8 µ
−(3−d) u2B, where Zτ = Z1Z3 , Zψ = Z1 Z−dτ , Zφ = Z4 Z
−(d+1)
τ
and Zn = 1+An. The scaling dimension of ~k is fixed to be 1. By requiring that the bare quantities are independent
of the scale µ, we obtain the dynamical critical exponent, the anomalous dimensions and the beta functions as
z =
[
1 + (Z ′1,1 − Z ′3,1)
]−1
, (A2)
ηψ = − ǫ
2
z
(
Z ′1,1 − Z ′3,1
)
+
1
2
z
(
2Z ′1,1 − 3Z ′3,1
)
, (A3)
ηφ = − ǫ
2
z
(
Z ′1,1 − Z ′3,1
)
+
1
2
z
(
4Z ′1,1 − 4Z ′3,1 − Z ′4,1
)
, (A4)
dv
dl
= −z v (Z ′2,1 − Z ′3,1) , (A5)
dc
dl
= −1
2
z c
(
2Z ′1,1 − 2Z ′3,1 − Z ′4,1 + Z ′5,1
)
, (A6)
dg
dl
= z g
[
ǫ
2
+
1
2
(
2Z ′3,1 + Z
′
4,1 − 2Z ′6,1
)]
, (A7)
du1
dl
= z u1
[
ǫ− (2Z ′1,1 − 2Z ′3,1 − 2Z ′4,1 + Z ′7,1)] , (A8)
du2
dl
= z u2
[
ǫ− (2Z ′1,1 − 2Z ′3,1 − 2Z ′4,1 + Z ′8,1)] , (A9)
where l = − lnµ is the logarithmic length scale, and Z ′n,1 ≡
(
1
2 g∂g + ui∂ui
)
Zn,1.
Appendix B: Computation of the boson self energy at two loops
In this section we compute the quantum corrections to the spatial part of the boson self-energy. Among the two-loop
diagrams, only Fig. 3 contributes. It is written as
δΓ2L0,2 = −
µ2ǫ
4
4g4
NcNf
∫
dp Υ2L0,2(p)Tr[Φ(−p)Φ(p)], (B1)
where
Υ2L0,2(p) =
∑
n
∫
dk dq Tr [γd−1Gn(q + k)γd−1Gn¯(p+ q + k)γd−1Gn(p+ k)γd−1Gn¯(k)]D(q). (B2)
11
Since we are interested in the momentum-dependent part, we set P = 0. We first perform the frequency integrations,
which introduces four Feynman parameters x1, x2, y1, y2, followed by the spatial integrations. The final expression is
given by
Υ2L;a0,2 (~p) = −
1
ǫ
h5(v, c)
v2
(p2x + p
2
y) +O(ǫ0), (B3)
where h5(v, c) is defined as
h5(v, c) = − 2
(4π)2
∫ 1
0
dx1
∫ 1−x1
0
dx2
∫ 1
0
dy1
∫ 1−y1
0
dy2
(
Av2 +B
)
, (B4)
with
A = − 1
128π2
(
4 (b1 + b2 + b3) (2 (1− y1 − y2)− (x1 + x2) (1− 2y1 − 2y2))√
a1 a2 a3 a4 (1− x1 − x2) (x1 + x2) 2
−2a1 (b1 + b2 + b3) (a2 a4 d2,3 + a3 (a4 d2,2 + a2 d2,4))
(a1 a2 a3 a4) 3/2
+
4 (d2,5 + d2,6 + d2,7)√
a1 a2 a3 a4
+
3 (b1 + b2 + b3) (1− y1 − y2) d3,1√
a1 a2 a3 a
5/2
4 (1− x1 − x2) 2 (x1 + x2) 2
+
a1 (b1 + b2 + b3) (1− y1 − y2) (a3 d3,2 + a2 d3,3)
(a1 a2 a3 a4) 3/2 (1− x1 − x2) 2 (x1 + x2) 2
−2a1 (1− y1 − y2) (a2 a4 (d3,7 + d3,8 + d3,9) + a3 (a4 (d3,4 + d3,5 + d3,6) + a2 (d3,10 + d3,11 + d3,12)))
(a1 a2 a3 a4) 3/2 (1− x1 − x2) 2 (x1 + x2) 2
)
,
B = A with (b2 → −b2, d2,6 → −d2,6, d3,5 → −d3,5, d3,8 → −d3,8, d3,11 → −d3,11).
Here dn,m are defined as
d2,2 = −c1 ((1− x1 − x2) (x1 + x2))−2 (1− y1 − y2) ,
d2,3 = (−1 + x1 + x2 − c2 (−1 + c4 + x1 + x2) + c4 (2− x1 − x2 + c1 (−1 + c4 + x1 + x2)))
× (−1 + y1 + y2) ((1− x1 − x2) (x1 + x2))−2,
d2,4 =
(
c1c
2
5 (−1 + y1 + y2) + (−1 + x1 + x2) (−1 + y1 + y2)− c28
(
1− c1c24 − x1 − x2 + c2 (−1 + c4 + x1 + x2)
+ c4 (−2 + x1 + x2 − c1 (−1 + x1 + x2))) (−1 + y1 + y2)− c5 (−1 + x1 + x2 − c8 (−2 + c2 + x1 + x2)
+ c1 (2− x1 − x2 + c8 (−1 + 2c4 + x1 + x2))) (−1 + y1 + y2) + c8
(−4 + 3x1 + 3x2 + 4y1 − 4x1y1 + x21y1
− 4x2y1 + 2x1x2y1 + x22y1 + 4y2 − 4x1y2 + x21y2 − 4x2y2 + 2x1x2y2 + x22y2 + c2 (−2 + x1 + x2) (−1 + y1 + y2)
− c4 (1− x1 − x2 + c1 (−2 + x1 + x2)) (−1 + y1 + y2))
)
((1− x1 − x2) (x1 + x2))−2,
d2,5 =
(
c11 (−c9 + c8c11) (−1 + x1 + x2) (x1 + x2) +
(
c1c
2
5c
2
11 + c1c
2
4 (1 + c9 − c8c11) 2 + c9 (−1 + x1 + x2)
− (−1 + c2) c29 (−1 + x1 + x2)− 2c8c9c11 (−1 + x1 + x2) + c5c9c11 (2− x1 − x2 + c1 (−1 + x1 + x2))
+ c2c11 (−1 + c8c11) (−2 + c5 + x1 + x2 − c8 (−1 + x1 + x2)) + c11 (−2− c11 + x1 + c11x1 + x2 + c11x2
− c9 (−2 + x1 + x2) 2 + c28c11 (−1 + x1 + x2) + c8
(
1− x1 − x2 + c11 (−2 + x1 + x2) 2
))
− c4 (1 + c9 − c8c11) (−1− c11 + 2c1c11 − 2c1c5c11 + 2c8c11 − c1c8c11 + c2 (1 + c9 − c8c11) + c11x1 − c1c11x1
− c8c11x1 + c1c8c11x1 + c11x2 − c1c11x2 − c8c11x2 + c1c8c11x2 + c9 (−2 + x1 + x2 − c1 (−1 + x1 + x2)))
− c2c9 (−1 + x1 + x2 + c11 (−2 + c5 + x1 + x2 − 2c8 (−1 + x1 + x2)))− c5c11 (−1 + c11 (−1 + x1 + x2
− c8 (−2 + x1 + x2) + c1 (2− x1 − x2 + c8 (−1 + x1 + x2))))) (−1 + y1 + y2)
)
((1− x1 − x2) (x1 + x2))−2,
d2,6 = ((1− x1 − x2) (x1 + x2))−2
(
(−c9c12 + c8c11 (−1 + 2c12)) (−1 + x1 + x2) (x1 + x2) + (((−1 + c2) c8
+ c1 (c5 − c4c8)) (− (−1 + c5) c11 − c4 (1 + c9 − c8c11)) (−1 + c12)− (−1 + c5 − c4c8) (1 + c9 − c8c11
− c2 (1 + c9 − c8c11) + c1 (c5c11 + c4 (1 + c9 − c8c11))) (−1 + c12) + (c8 (1 + 2c11 − c5c11 + c1c5c11
− 2c8c11 + c2 (−1 + (−1 + 2c8) c11)− (−1 + c1) c4 (−1 + (−1 + 2c8) c11)) + c9 (−1 + (−1 + c1) c5 (−1 + c12)
+ 2 (−1 + c2 + c4 − c1c4) c8 (−1 + c12) + 2c12 − c2c12 − c4c12 + c1c4c12) + (−1 + c8) ((−1 + c2 − (−1 + c1) c4) c12
+ c11 (1 + (−1 + c1) c5 − 2 (1 + (−1 + c1) c5 + (−1 + c2 + c4 − c1c4) c8) c12))) (1− x1 − x2)
− c8c11 (−1 + c12) (−1 + x1 + x2) 2 + (c9 − c8c11) c12 (−1 + x1 + x2) 2
)
(1− y1 − y2)
)
,
12
d2,7 = ((1− x1 − x2) (x1 + x2))−2
(
((−1 + c12) (c1 (c5 − c4c8) (1 + c5 (−1 + c12)− (−1 + c4) c8 (−1 + c12)− 2c12)
− (1 + c2 (−1 + c4)− 2c4) c28 (−1 + c12) + (−1 + c5) c12 + c8 (−2 + c2 (1 + c5 (−1 + c12)− 2c12)− 2c5 (−1 + c12)
+ 4c12 − c4c12))− c8x1 + (1− c2 + (−1 + c1) c4) c28x1 + (−1 + c1) c5 (−1 + c8) c12x1 + c8c12x1 − 2c28c12x1
− (−1 + c1) c5c8 (−1 + c12) c12x1 + (1− c2 + (−1 + c1) c4) c28c212x1 + c12 (−1 + (1 + (−1 + c1) c5) c12)x1
+ c8 (−1 + c12) x2 + (1− c2 + (−1 + c1) c4) c28 (−1 + c12) 2x2 + (1 + (−1 + c1) c5) (−1 + c12) c12x2
+ c8
(
(c2 − (−1 + c1) c4) c12 ((−1 + 2c8 + c12) x1 + (−1 + c12)x2)− (−1 + c1) c5
(
x1 + (−1 + c12) 2x2
)))
(−1 + y1 + y2)
+c8 (−1 + c12) c12 (x1 + x2) (3 + (−4 + x1 + x2) y1 + (−4 + x1 + x2) y2)
)
,
d3,1 = c8 (1− c5 + c4c8) (− (−1 + c2) c8 + c1 (−c5 + c4c8)) ,
d3,2 = c1c8,
d3,3 = 1− c5 + c2 (−1 + c5 − 3c4c8) + c4 (3c8 + c1 (1− 2c5 + 3c4c8)) ,
d3,4 = c1c11 (−c9 + c8c11) ,
d3,5 = −c1 (c8c11 (1− 2c12) + c9c12) ,
d3,6 = c1c8 (−1 + c12) c12,
d3,7 = c11
(
(−1 + c2) (−1 + c5) c11 + c1c24 (−2− 3c9 + 3c8c11)
+ c4 (−2− 3c9 + c1c11 − 2c1c5c11 + 3c8c11 + c2 (2 + 3c9 − 3c8c11))) ,
d3,8 = c4 (−1 + c2 − c1c4) (2 + 3c9) c12 − (−1 + c5 − 3c4c8 − c1c4 (1− 2c5 + 3c4c8) + c2 (1− c5 + 3c4c8)) c11 (−1 + 2c12) ,
d3,9 = − (−1 + c5 − 3c4c8 − c1c4 (1− 2c5 + 3c4c8) + c2 (1− c5 + 3c4c8)) (−1 + c12) c12,
d3,10 = c1c
2
4c8 + (1− c5 + c2 (−1 + c5 − 3c4c8) + c4 (3c8 + c1 (1− 2c5 + 3c4c8))) c29 + 3c8 (−1 + c5 − c4c8) c11 (1− c2
+ 2 (c1c5 + (−1 + c2 − c1c4) c8) c11) + c9 ((−1 + c2) (−1 + c5 − 2c4c8)− 3 ((−1 + c2) c8 (−2 + 2c5 − 3c4c8)
+ c1
(
c25 + c4c8 (2 + 3c4c8)− c5 (1 + 4c4c8)
))
c11
)− c4 (c1 (−1 + 2c5) c9 + c8 (−1 + c2 + 2 (−1 + c2 − 2c1c4) c9
+ 3 (− (−1 + c2) c8 + c1 (1− 2c5 + 2c4c8)) c11)) ,
d3,11 = −c1 (−1 + c5) c5c9 (−2 + 3c12) + 3c4 (1− c2 + c1c4) c38c11 (−3 + 4c12) + c28
(−c1c24 (2 + 3c9) (−2 + 3c12)
+ 3 (−1 + c2) (−1 + c5) c11 (−3 + 4c12) + c4 (4− 9c1c11 + 18c1c5c11 + c9 (6− 9c12)− 6c12 + 12c1c11c12
− 24c1c5c11c12 + c2 (2 + 3c9) (−2 + 3c12))) + c8 ((−1 + c5) (1 + 2c9) (−2 + 3c12)− c2 (−1 + c5) (1 + 2c9) (−2 + 3c12)
+ c1 (c4 (−1 + 2c5) (1 + 2c9) (−2 + 3c12) + 3 (−1 + c5) c5c11 (−3 + 4c12))) ,
d3,12 = 3c8 (1− c5 + c4c8) (− (−1 + c2) c8 + c1 (−c5 + c4c8))
(
1− 3c12 + 2c212
)
,
where an, bn and cn are given by
a1 = −X1 (−1 + y1 + y2)
(
4v2 (−1 + x1 + x2) (x1 + x2)
)−1
,
a2 = −X2 (−1 + y1 + y2) (X1 (−1 + x1 + x2) (x1 + x2))−1 ,
a3 = X3 ((x1 + x2)X2)−1 ,
a4 = X4 ((x1 + x2)X3)−1 ,
b1 = X−14 c2x1y1 (−1 + y1 + y2)
(
c2 (−1 + x1)x1y2 +
(−1 + c2 − v2)x22y2 + x2 (−c2 + c2y1 + (−1 + 2c2 − v2)x1y2)) ,
b2 = −X−14 2c2
(−1 + v2)x1x2 (x1 + x2) y1y2 (−1 + y1 + y2) ,
b3 = X−14 c2x2
((−1 + c2 − v2)x21y1 + c2 (−1 + x2)x2y1 + x1 ((−1 + 2c2 − v2)x2y1 + c2 (−1 + y2))) y2 (−1 + y1 + y2) ,
c1 = −X−11 c2
(−1 + v2) (−1 + x1 + x2) ,
c2 = −X−11 4v2x1,
c4 = c1 X1 X−12 x1,
c5 = −X1 X−12 x2,
c8 = X−13 c2
(−1 + v2)x1x2 (−1 + y1 + y2) ,
c9 = X−13 c2x1
(
c2 − c2x1 +
(
1− c2 + v2)x2) (−1 + y1 + y2) ,
c11 = −X−14
(
c2
(−1 + v2)x1x2 (x1 + x2) y1 (−1 + y1 + y2)) ,
c12 = −X−14
(
c2x2
((
1− c2 + v2)x21y1 − c2 (−1 + x2)x2y1 + x1 ((1− 2c2 + v2)x2y1 − c2 (−1 + y2))) (−1 + y1 + y2))
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with
X1 =
(
c2 +
(−4 + c2) v2)x1 + c2 (1 + v2) (−1 + x2) ,
X2 = c2
(−1 + c2 − v2)x21 + c2 (−1 + x2) (−c2 + (−1 + c2 − v2)x2)+ x1 (c2 (1− 2c2 + v2)+ 2 (c4 + 2v2 − c2 (1 + v2))x2) ,
X3 = c2
(−1 + c2 − v2)x31y1 + c2 (−1 + x2) x2 (−c2 + (−1 + c2 − v2)x2) y1 + x1 ((3c4 + 4v2 − 3c2 (1 + v2))x22y1
+c2x2
((
1− 3c2 + v2) y1 + (−1 + c2 − v2) (−1 + y2))− c4 (−1 + y2))+ x21 ((c2 (1− c2 + v2)
+
(
3c4 + 4v2 − 3c2 (1 + v2))x2) y1 + c4 (−1 + y2)) ,
X4 = c2
(−1 + c2 − v2)x41y1y2 + x31 ((c2 (1− c2 + v2)+ 4 (−1 + c2) (c2 − v2)x2) y1 + c4 (−1 + y2)) y2
+c2 (−1 + x2)x22y1
(−c2 + c2y1 + (−1 + c2 − v2)x2y2)+ x1x2 (c2 (−1 + 2c2 − v2)x2y21
+c2 (−1 + y2)
(−c2 + (−1 + c2 − v2)x2y2)+ y1 (4 (−1 + c2) (c2 − v2)x22y2 + c4 (−1 + 2y2)
+c2x2
(
1− 2c2 + v2 + (1− 3c2 + v2) y2)))+ x21 (2 (3c4 + 4v2 − 3c2 (1 + v2))x22y1y2 − c4 (−1 + y2) y2
+c2x2
((−1 + c2 − v2) y21 + (−1 + 2c2 − v2) (−1 + y2) y2 + y1 (1− c2 + v2 + (1− 3c2 + v2) y2))) .
10-13 10-10 10-7 10-4 10-1
w
10-17
10-14
10-11
10-8
10-5
h5(v, c)
c = 10
-10
Figure B1: The dots represent h5(v, c) evaluated as a function of w = v/c at fixed c = 10
−10. The line represents
L(w) = 5.7× 10−4w. It is noted that h5(v, c) deviates from the line beyond w ∼ 0.1.
To extract the leading behavior of h5(v, c) in the limit v, c, w ≡ v/c are small, we approximate the integrand in
h5(v, c) by its leading order term in this limit. This gives h5(v, c) = h
∗
5 w with h
∗
5 ≈ 5.7× 10−4 to the leading order in
v, c, w. In Fig. (B1), we show the full h5(v, c) as a function of w =
v
c for a small value of c, which confirms the linear
behavior in the small w limit. The two-loop contribution to the quantum effective action is
δΓ2L0,2 =
1
ǫ
4
NcNf
g4
v2c2
h5(v, c)
∫
dp
1
4
c2|~p|2Tr[Φ(−p)Φ(p)] + O(ǫ0). (B5)
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Combining Eq.(B5) with the one-loop quantum effective action obtained in Ref.37, we obtain the counter terms as
Z1,1 = − (N
2
c − 1)
4π2NcNf
g2
c
h1(v, c), (B6)
Z2,1 =
(N2c − 1)
4π2NcNf
g2
c
h2(v, c), (B7)
Z3,1 = −Z2,1, (B8)
Z4,1 = − 1
4π
g2
v
, (B9)
Z5,1 = − 4
NcNf
g4
v2c2
h5(v, c), (B10)
Z6,1 = − 1
8π3NcNf
g2
c
h3(v, c), (B11)
Z7,1 =
1
2π2c2
[
(N2c + 7)u1 + 2
(
2Nc − 3
Nc
)
u2 + 3
(
1 +
3
N2c
)
u22
u1
]
, (B12)
Z8,1 =
1
2π2c2
[
12u1 + 2
(
Nc − 9
Nc
)
u2
]
. (B13)
Here h1(v, c), h2(v, c), and h3(v, c) are given by
37
h1(v, c) =
∫ 1
0
dx
√
1− x
c2 + (1 + v2 − c2)x =
π
(
1 + v2
)− 2c√1− c2 + v2 − i (1 + v2) (log (1 + v2)− 2 log (ic+√1− c2 + v2))
2 (1− c2 + v2)3/2
,
h2(v, c) = c
2
∫ 1
0
dx
√
1− x
(c2 + (1 + v2 − c2)x)3 = −
c
(−2√1− c2 + v2 − ic (log (−1− v2)− 2 log (ic+√1− c2 + v2)))
(1− c2 + v2)3/2
,
h3(v, c) =
∫ 1
0
dx1
∫ 1−x1
0
dx2
πc
(
8v2x1x2 + 2c
4 (−1 + x1 + x2) 2 − c2 (−1 + x1 + x2)
(
1 + 2x1 + 2x2 + v
2 (−1 + 2x1 + 2x2)
))
(4v2x1x2 + c4 (−1 + x1 + x2) 2 − c2 (1 + v2) (−1 + x1 + x2) (x1 + x2)) 3/2 .
From the expressions for Zn,1, we obtain the beta functions for λ ≡ g
2
v , x ≡ g
2
c3 , w ≡ vc , κi ≡ uic2 ,
dλ
dl
= z λ
(
ǫ− λ
4π
+
1
4π3NcNf
λw h3(v, c)
)
, (B14)
dx
dl
= z x
(
ǫ− 3(N
2
c − 1)
4π2NcNf
λw h1(v, c) +
(N2c − 1)
4π2NcNf
λw h2(v, c) +
λ
8π
− 12
NcNf
λx
w
h5(v, c) +
λw h3(v, c)
4π3NcNf
)
,(B15)
dw
dl
=
1
2
z w
(
− (N
2
c − 1)
2π2NcNf
λw h1(v, c)− (N
2
c − 1)
2π2NcNf
λw h2(v, c) +
λ
4π
− 8
NcNf
λx
w
h5(v, c)
)
, (B16)
dκ1
dl
= z κ1
(
ǫ− λ
4π
− 8
NcNf
λx
w
h5(v, c)− 1
2π2
(
(N2c + 7)κ1 + 2
(
2Nc − 3
Nc
)
κ2 + 3
(
1 +
3
N2c
)
κ22
κ1
))
, (B17)
dκ2
dl
= z κ2
(
ǫ− λ
4π
− 8
NcNf
λx
w
h5(v, c)− 1
2π2
(
12κ1 + 2
(
Nc − 9
Nc
)
κ2
))
. (B18)
The leading order behavior of hi(v, c) in the limit of small v, c, w are h1(v, c) =
π
2 , h2(v, c) = 2c, h3(v, c) = 2π
2.
Appendix C: Upper bound of higher-loop diagrams
Here we estimate the magnitude of higher-loop diagrams without self-energy insertions at the M1L fixed point.
Since κi = 0 at the fixed point, we consider diagrams made of Yukawa vertices only. The discussion closely follows
Appendix A of Ref.47, and we will be brief here. A general L-loop diagram can be written as
I ∼ gV
∫ L∏
r=1
dpr

 If∏
l=1
1
Kl · Γ+ εnl(kl)γd−1

( Ib∏
m=1
1
|Qm|2 + c2(q2m,x + q2m,y)
)
. (C1)
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Here V is the number of Yukawa vertices. If , Ib are the number of fermion and boson propagators, respectively.
pr’s represent the internal momenta. kl (qm) is the momentum that flows through the l-th fermion (m-th boson)
propagator, which is given by a linear combination of the internal and external momenta. nl is the patch index of
the l-th fermion line. Without loss of generality, we can focus on diagrams that involve only patches 1 and 3. We are
ignoring the γ matrices coming from the Yukawa vertices as they play no role in the estimation.
The dependence of kl and qm on the internal momenta is determined by the choice of loops. One can choose the
loop momenta such that L − Lf boson propagators become exclusive propagators, in the sense that each of them
depends exclusively on only one internal momentum, where Lf is the number of fermion loops. Since the limit of small
v, c, w does not affect the frequency integrations, we focus on the spatial parts of the propagators. The integrations
for pr,x, pr,y in Eq.(C1) can be written as
I ∼ gV
∫ L∏
r=1
dpr,xdpr,y

L−Lf∏
m=1
1
(cpm,x)2 + (cpm,y)2



 If∏
l=1
1
El(p)

R[p].
Here we have dropped the frequency variables and all the γ matrices. The first group represents the exclusive boson
propagators for the L−Lf non-fermion loops. The second group represents all fermion propagators, and the energy of
the fermion is written El(p) ≡ εl(kl(p)), where kl(p) is the momentum that flows through the l-th fermion propagator
which is a function of internal momenta. R[p] represents the remaining boson propagators in the diagram.
Now we change variables in a way that the divergence in the small v, c limit becomes manifest. The first L − Lf
variables are chosen to be p
′
i ≡ cpi,x with 1 < i ≤ L−Lf . The remaining L+Lf variables are chosen among {El(p)}.
{p′i, El(p)} are expressed in terms of {vpr,x, pr,y} as


p
′
1
p
′
2
...
p
′
L−Lf
E1
E2
...
EIf


=
(
c
v IL−Lf 0
A V
)


vp1,x
vp2,x
...
vpL−Lf ,x
vpL−Lf+1,x
vpL−Lf+2,x
...
vpL,x
p1,y
p2,y
...
pL,y


. (C2)
Here, Ia is the a×a identity matrix. A is an If×(L−Lf) matrix whose matrix elements are given by An,i = 1v ∂En∂pi,x with
1 ≤ n ≤ If and 1 ≤ i ≤ L−Lf . V is an If×(L+Lf) matrix whose first Lf columns are given by Vn,a−(L−Lf) = 1v ∂En∂pa,x
for L−Lf+1 ≤ a ≤ L while the remaining L columns are given by Vn,b+Lf = ∂En∂pb,y for 1 ≤ b ≤ L. In Ref.47 it is shown
that the L+Lf column vectors of V are linearly independent. Therefore, there exist L+Lf row vectors of V that are
linearly independent, which we label to be the lk-th rows with k = 1, ..., (L+ Lf ). Let V˜ be the (L+ Lf )× (L+ Lf )
matrix consisting of these rows. Then we define p
′
L−Lf+k ≡ Elk with k = 1, ..., (L + Lf ) as the remaining (L + Lf )
16
integration variables. The new momentum variables are given in terms of the old variables by


p
′
1
p
′
2
...
p
′
2L

 =
( c
v IL−Lf 0
A˜ V˜
)


vp1,x
vp2,x
...
vpL−Lf ,x
vpL−Lf+1,x
vpL−Lf+2,x
...
vpL,x
p1,y
p2,y
...
pL,y


, (C3)
where A˜ is the collection of the lk-th rows of A, with k = 1, ..., (L + Lf ). The Jacobian of this change of variables
is given by Y −1c−(L−Lf )v−Lf , where Y = | det V˜| is a numerical constant independent of v, c. Y is nonzero because
V˜ is invertible. In the new basis, it is manifest that for every integration variable p
′
r, there is one propagator that
guarantees the integrand decays at least as 1/p
′
r, in the limit c, v → 0. Since there is no sub-diagram with a positive
degree of UV divergence, the integrations over p
′
r are at most logarithmically divergent in the UV cut-off or v, c.
Therefore, the diagram is bounded by
I ∼ g
V
vLf cL−Lf
, (C4)
up to potential logarithmic corrections in v and c.
Appendix D: Beyond the modified one-loop order
In this appendix, we consider the effects of higher-loop diagrams in the small w limit. To the leading order in w,
the higher-loop diagrams that need to be considered are the M1L diagrams in which the boson propagator is dressed
with the self-energy insertions in Figs. 2(a) and 3. An insertion of the self-energy in Fig. 2(a) adds one power of λ
to Zn,1, while an insertion of the self-energy in Fig. 3 adds one power of λx, up to logarithmic corrections in c, v for
both insertions. We write the general form of the counter terms from the higher-loop diagrams as
Z1,1 = λw
∞∑
n,m=0
λn+mxman,m(c, v), (D1)
Z2,1 =
(λw)
3
2
x
1
2
∞∑
n,m=0
λn+mxmbn,m(c, v), (D2)
Z3,1 = −Z2,1, (D3)
Z4,1 = − 1
4π
λ, (D4)
Z5,1 = λx
∞∑
n,m=0
λn+mxmhn,m(c, v), (D5)
Z6,1 = λw
∞∑
n,m=0
λn+mxmrn,m(c, v). (D6)
Here, an,m(c, v), bn,m(c, v), hn,m(c, v), rn,m(c, v) are functions that grow at most logarithmically in c, v. For n =
m = 0, they are independent of c, v, and given by a0,0(c, v) = − (N
2
c−1)
8πNcNf
, b0,0(c, v) =
(N2c−1)
2π2NcNf
, h0,0(c, v) = − 4 h
∗
5
NcNf
,
r0,0(c, v) = − 14πNcNf . The relation Z2,1 = −Z3,1 still holds because the external momentum can be passed through a
single fermion line with the opposite patch index to the external lines.
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We first establish that the fixed point still exists in the presence of general logarithmic corrections in v, c. It is
straightforward to check that w∗ = 0 remains as a fixed point. At w = 0, the beta functions for λ, x read
dλ
dl
= z λ
(
ǫ− 1
4π
λ
)
, (D7)
dx
dl
= zx
(
ǫ +
1
8π
λ+
3
2
λx
∞∑
n,m=0
(n+ 2m+ 2)λn+mxmhn,m(c, v)
)
. (D8)
While λ still flows to λ∗ = 4πǫ, x no longer flows to an O(1) fixed point if hn,m(c, v) diverge logarithmically in the
small v, c limit. This may be regarded as an indication that the theory has an instability. However, we show that
such a runaway flow is an artifact of looking at the wrong parameter x for general ǫ. In other words, the relative rate
at which v, c flow to zero depends on ǫ, and we have to take the ǫ-dependence into account in choosing the variable
that represents the fixed point. To see this, we define a new variable x˜ ≡ xF (c,v) with
F (c, v) = 1 +
∞∑
p=1
ǫp fp(c, v), (D9)
where we leave open the possibility that fp(c, v) depends on both c, v for the sake of full generality. The beta function
for x˜ is given by
dx˜
dl
= z x˜
[
ǫ+
(
3 +
∂log(c)F
F
)
Z ′1,1 +
∂log(v)F
F
Z ′2,1 −
(
1 +
∂log(c)F
F
+
∂log(v)F
F
)
Z ′3,1
−1
2
(
1 +
∂log(c)F
F
)
Z ′4,1 +
3
2
(
1 +
∂log(c)F
3F
)
Z ′5,1 − 2Z ′6,1
]
, (D10)
where Z ′n,1 ≡
(
1
2g∂g + ui∂ui
)
Zn,1. The point of introducing x˜ is that we can determine F (c, v) such that x˜ flows to
an O(1) fixed point, x˜∗. The conditions, dλdl = 0 and dx˜dl = 0 imply
1 + 4π x˜∗
(
1 +
∞∑
p=1
ǫp fp(c, v)
) ∞∑
n,m=0
(n+ 2m+ 2) ǫn+m(x˜∗)m
(
1 +
∞∑
p=1
ǫp fp(c, v)
)m
h˜n,m(c, v) = 0 (D11)
to the leading order in w, where h˜n,m(c, v) = (4π)
n+mhn,m(c, v). Eq. (D11) can be solved for x˜
∗ and fp(c, v) at every
order in ǫ. For α = 0, we have
1 + 8πx˜∗h˜0,0 = 0
which gives x˜∗ = − 1
8πh˜0,0
=
NcNf
32π h∗5
= x∗. The equation for general α > 0 contains only fα′ with α′ ≤ α, from which
fα is uniquely fixed. For example, the first few equations in the series read
2h˜0,0f1 + 4x˜
∗h˜0,1 + 3h˜1,0 = 0 for α = 1,
2h˜0,0f2 + 6(x˜
∗)2h˜0,2 + f1
(
8x˜∗h˜0,1 + 3h˜1,0
)
+ 5x˜∗h˜1,1 + 4h˜2,0 = 0 for α = 2,
2h˜0,0f3 + 4f
2
1 x˜
∗h˜0,1 + 8f2x˜∗h˜0,1 + 8(x˜∗)3h˜0,3 + 3f2h˜1,0 + 7(x˜∗)2h˜1,2
+2f1
(
9(x˜∗)2h˜0,2 + 5x˜∗h˜1,1 + 2h˜2,0
)
+ 6x˜∗h˜2,1 + 5h˜3,0 = 0 for α = 3,
each of which fixes f1(c, v), f2(c, v), f3(c, v), respectively. Therefore, fp(c, v) can be determined such that x˜ flows to an
O(1) value to all orders in ǫ. At the fixed point with (λ∗, x˜∗, w∗) =
(
4πǫ,
NcNf
32π h∗5
, 0
)
, Eq. (D10) implies that Z ′5,1 = −ǫ,
and Z1,1, Z2,1, Z3,1, Z6,1 in Eqs. (D1), (D3), (D3), (D6) vanish because x is divergent at most logarithmically in
w. The same conclusion holds for all other higher-loop diagrams suppressed by w. As a result, the ǫ-expansion is
well defined, and the fixed point with w∗ = 0 persists to all orders in ǫ. Furthermore, the critical exponents in Eqs.
(A2), (A3), (A4) do not receive perturbative corrections beyond the M1L order at the fixed point. This is a rather
remarkable feature attributed to w∗ = 0.
The remaining question is whether the non-trivial fixed point remains attractive to all orders in ǫ. In the small ǫ
limit this is indeed the case. For general ǫ, we cannot prove this from the present perturbative expansion without
actually computing the counter terms to all orders in ǫ. However, from the non-perturbative calculation47,48, it is
shown that w indeed flows to zero for any 0 < ǫ ≤ 1.
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Appendix E: Computation of physical properties
Here we provide some details of the derivation of the scaling forms of the Green’s functions. The fermion Green’s
function satisfies the renormalization group equation37,[
zK · ∂
∂K
+ ~k · ∂
∂~k
− βw ∂
∂w
− βx ∂
∂x
− βλ ∂
∂λ
− (2ηψ + z(d− 1)− d)
]
Gn(k;w, x, λ) = 0, (E1)
where we have set κi = 0 and βκi = 0. The solution to this equation is given by
Gn(k;w0, x0, λ0) = exp (−Iψ(l))Gn(elK, eIz~k; , w(l), x(l), λ(l)), (E2)
where
Iz(l) =
l∫
0
dℓ
z(ℓ)
, (E3)
Iψ(l) =
l∫
0
dℓ
(
2ηψ(ℓ) + z(ℓ)(2− ǫ)− (3 − ǫ)
z(ℓ)
)
, (E4)
and w(l), x(l), λ(l) are solutions to dw(l)dl = − βwz(l) , dλ(l)dl = − βλz(l) , dx(l)dl = − βxz(l) with initial conditions, w(0) =
w0, λ(0) = λ0, x(0) = x0. Because all three parameters flow, the full crossover structure is rather complicated.
However, w decays at the slowest rate,
w(l)
l≫1
=
NcNf
2
11
3 (h∗5)
1
3 (N2c − 1)
2
3
1
ǫ
1
l
2
3
, (E5)
and the crossover at low energies is dominated by the flow of w. To the leading order in w and ǫ,
z − 1 = (N
2
c − 1)ǫ
2NcNf
w − 32
√
2
√
h∗5(N
2
c − 1)ǫ
3
2
N
3
2
c N
3
2
f
w
3
2 , (E6)
ηψ = − (N
2
c − 1)ǫ(2− ǫ)
4NcNf
w +
8
√
2
√
h∗5(N
2
c − 1)(5− 2ǫ)ǫ
3
2
N
3
2
c N
3
2
f
w
3
2 . (E7)
Although w flows to zero in the low energy limit, the slow decay of w renormalizes the scaling of the frequency
and the field at intermediate energy scales as Iz(l) =
l∫
0
dℓ
(
1− (N2c−1)ǫ2NcNf w(ℓ)
)
= l − 3(N2c−1)
1
3
2
14
3 (h∗5)
1
3
l
1
3 , Iψ(l) = −Iz(l) +
16
√
2
√
h∗5(N
2
c−1)ǫ
3
2
N
3
2
c N
3
2
f
l∫
0
dℓ w(ℓ)
3
2 = −Iz(l)+ 12 log(l). Using the fact that the fermion Green’s function reduces to the bare
one in the small w(l) limit, we obtain the scaling form of the Green’s function for n = 1 in the low energy limit with
eIz(log(1/|K|))~k ∼ 1,
G1(K, ~k) =
1
iFψ(|K|)
1
Fz(|K|)Γ ·K+ γd−1
[
πNcNf
4ǫ(N2c−1)
kx
log(1/|K|) + ky
] , (E8)
where
v(l) = w(l)
3
2
√
λ(l)
x(l)
≈ πNcNf
4(N2c − 1)
1
ǫ
1
l
(E9)
and Fz(|K|), Fψ(|K|) are given by Eqs. (22) and (23), respectively.
The Green’s function for the boson satisfies the renormalization group equation37,[
zQ · ∂
∂Q
+ ~q · ∂
∂~q
− βw ∂
∂w
− βx ∂
∂x
− βλ ∂
∂λ
− (2ηφ + z(d− 1)− (d+ 1))
]
D(q;w, x, λ) = 0, (E10)
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which is solved by
D(q;w0, x0, λ0) = exp (−Iφ(l))D(elQ, eIz(l)~q;w(l), x(l), λ(l)). (E11)
Here Iz(l) is defined in Eq. (E3) and
Iφ(l) =
l∫
0
dℓ
(
2ηφ(ℓ) + z(ℓ)(2− ǫ)− (4 − ǫ)
z(ℓ)
)
, (E12)
with
ηφ =
ǫ
2
+
((N2c − 1)(ǫ− 4) + 4)ǫ
4NcNf
w +
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2
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2
N
3
2
c N
3
2
f
w
3
2 . (E13)
From Iφ(l) = −2Iz(l) +
l∫
0
dℓ
(
ǫ− (N2c−3)ǫNcNf w(l)
)
= −2Iz(l) + ǫl − 3(N
2
c−3)
2
11
3 (h∗5)
1
3 (N2c−1)
2
3
l
1
3 , the scaling form of the boson
propagator is obtained to be
D(q;w0, x0, λ0) = exp
(
2Iz(l)− ǫl + 3(N
2
c − 3)
2
11
3 (h∗5)
1
3 (N2c − 1)
2
3
l
1
3
)
D(elQ, eIz(l)~q;w(l), x(l), λ(l)), (E14)
where l = log(1/|Q|) with eIz(l)~q ∼ 1.
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