Drawing on linear model theory, we rigorously extend the notion of degrees of freedom to richlyparameterized models, including linear hierarchical and random-e ect models, some smoothers, and combinations of these. The numberof degrees of freedom can beand often is much smaller than the number of parameters. Our notion of degrees of freedom is compatible with similar ideas long associated with smoothers, but is applicable to new classes of models and can be interpreted using the projection theory of linear models. One use of this notion, which w e examine through an example, is to control the size of a richly-parameterized model by setting prior distributions for its variances.
Introduction
A common goal in statistical analyses is to nd a model for a dataset which describes and explains key features of the data and is as simple as possible. In recent years, more and more elaborate models have been proposed for the increasingly complicated datasets made possible by computing advances. Often these models are hierarchical, that is, a simple statistical model (e.g., a linear regression) serves as the base for a sequence of models speci ed in a hierarchy. It is now fairly easy to t such models but it is not clear how t o judge their complexity. A B a yesian analysis adds prior distributions for 2 and 2 .
If we ask how complex or large this model is, the answer depends on which viewpoint we adopt. In one approach, often associated with the label \variance component modeling", the i are integrated out, leaving the model with three parameters | 2 and 2 . In another approach, often associated with the term \hierarchical or multilevel] modeling", the i remain in the model, so there are N + 3 parameters: N i 's, 2 and 2 . However, it would seem that the answer must depend on 2 and 2 . For nite, positive 2 , i f 2 = 1, there are plainly N + 1 parameters: N i 's and 2 . But if 2 = 0 , there are plainly two parameters, and 2 . It seems awkward to suggest that the model's complexity c hanges discontinuously when 2 reaches either zero or in nity and is constant otherwise, but no continuous measure of complexity is immediately obvious. The purpose of this paper is to formulate a notion of complexity for models like this one, and to measure it. The complexity of single-level models is usually measured by degrees of freedom (DF) . For linear models, DF are a property o f t h e v ector space into which t h e y ij are projected to obtain tted valueŝ y ij . In this paper we extend this linear-model theory to hierarchical and other richly-parameterized models. In Section 2 we review the relevant theory for the usual linear model, then show how hierarchical and other richly-parameterized models can be expressed formally as linear models.
Section 3 proposes a method for counting DF for models that can be expressed in the form given in Section 2. Section 4 then gives examples. Section 5 relates our approach to similar notions of DF developed for smoothers (e.g., Hastie and Tibshirani 1990) and for very general modelling methods (Ye 1998) . Section 6 illustrates how our approach m a y be helpful in understanding the implications of prior distributions for variances in richly-parameterized models, and examines a simple problem in detail. Section 7 concludes and brie y mentions areas for future research. is the generalized inverse of X (see, e.g., Searle, Casella, and McCulloch 1992, p. 451 
where the U (k) are the columns of U. The singular value decomposition has no special role here except to prove the existence of an orthonormal basis for A's column space any other orthonormal basis for A's column space yields the same result.
Expressing richly-parameterized models as linear models
To c o u n t the DF in a richly-parameterized linear model, we use the technique of Hodges (1998) to express such models formally as linear models. Consider again the balanced one-way randome ects model of Section 1, which can be represented by t wo equations:
where ij N(0 2 ) and i N(0 2 ). Rewrite (7) as 0 = ; i + + i :
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where y = fy ij g 1 m and 0 m r are a column vector of 1's and a matrix of zeros of the speci ed dimensions respectively, = f ij g, and = f i g. This is a linear model in the formal sense that the left-hand side is known and the right hand side consists of known linear combinations of unknown parameters with a heteroskedastic vector of additive errors.
Hodges (1998) shows that Bayesian inferences based on (9) and prior distributions for , 2 , and 2 are identical to inferences drawn from the typical formulation. In e ect, (9) is simply an accounting identity (Whittaker 1998 The covariance matrix ; of the error term E has a block-diagonal structure with blocks ; 1 , ; 2 , and ; 3 corresponding to the data, constraint, and prior cases, respectively. In general, ; 1 and ; 2 will contain unknown parameters, while the prior cases are distinguished from the constraint cases because ; 3 is completely speci ed. For the remainder of this paper, we s e t ;
;1 3 = 0, that is, we use a at prior for the highest-level parameters in 2 . This is equivalent to simply omitting the prior cases, which we henceforth do. This at prior creates no pathologies except in computing Bayes factors or posterior probabilities of models of the form (11).
3 Counting degrees of freedom in richly-parameterized models Suppose we h a ve a richly-parameterized model in the form (10), with cov(E) = ;, and assume X is of full rank. For now, assume ; is known. Pre-multiply (11) As with the ordinary linear model, we have used the singular value decomposition of X to demonstrate existence, but for any (p + q)-dimensional orthogonal matrix P, U = U Pis easily shown to produce the same count of DF as U. Another basis for the column space of X simply produces a di erent allocation of the DF among directions on which y is projected.
In this discussion, we have assumed ; = Cov(E) is known in practice, elements of it are unknown. From a Bayesian perspective, we h a ve conditioned on ; removing this conditioning implies that the DF in a model and dataset is a function of unknown parameters and hence has a posterior distribution. (This de nition of DF meshes tidily with Bayesian computations using Markov c hain Monte Carlo MCMC]). In other words, in a Bayesian t, the data adaptively determine the complexity of the tted model. We discuss this further in Section 6, where we consider setting a prior distribution on as a way t o induce a prior on the unknown elements of ;. From a frequentist or smoothing perspective, choosing ; is equivalent to choosing smoothing or penalty constants, and we can do so by estimating ;, by cross-validation, or by other means.
Examples 4.1 One-way random e ects model
Consider the balanced one-way random-e ects model from Section 1. Using the form of (10), with the design matrix from (9), the error covariance matrix ; is (N n +N) (N n +N) and diagonal, the rst N n diagonal elements being 2 = 
Simple smoother
If we h a ve T observations that are ordered (in time, say) and equally spaced, the simple Kalman smoother (Kalman 1960) 
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Unlike the random-e ects model in Section 4.1, this model has no closed-form expression for .
However, the basis matrix U obtained from the singular value decomposition has two interesting properties. The rst property is a pattern in the columns of U 1 . One column of U 1 is constant across t = 1 2 ::: T and has 1 DF for all 2 and 2 . The k th largest DF, k = 2 3 ::: T, belongs to a column that is approximately a (k ; 1) th -order polynomial in T, where the approximation improves as T grows. The DF of the columns decline at a slower-than-exponential rate in the order of these polynomials. The total DF declines as 2 2 increases, that is, as the permissible change in t between t's is reduced for xed 2 . For example, for T = 1 0 a n d 2 2 taking the va l u e s 1 , 2 , 4 , 8 , and 16, takes the values 4.9, 3.8, 2.9, 2.3, and 1.8, respectively.
The second interesting property is that for all 2 and 2 , there is an orthonormal basis matrix for the column space of X whose rst d rows are U 1 , where U 1 is given by the aforementioned singular-value decomposition and is a diagonal matrix. Thus, the basis for y's projection space is, in a speci c sense, invariant t o c hanges in 2 and 2 .
Error distributions that are scale mixtures of normals
The error terms for the data, constraint, and prior cases need not be normally distributed.
If, instead, they are scale mixtures of normals, e.g., with a t or double-exponential distribution, then the error distribution for each case can be written as normal conditional on a mixing variate that has the appropriate distribution. The foregoing theory can then be applied conditional on the mixing variates and any scale factors. It is not necessary for all cases to have the same kind of scale-mixed normal distribution. As with normal errors, this lends itself readily to Bayesian computations using MCMC.
Relationship with other approaches

Degrees of freedom in the smoother literature
The notion of DF has a long history for smoothers and related methods like generalized additive models. The notion of DF in Section 3 was developed for a class of models that includes some smoothers. As it turns out, our approach can be used to extend the familiar theory of DF for smoothers (e.g., Hastie and Tibshirani henceforth HT] 1990) to richly-parameterized linear models that can be expressed in the form (10). ; (see Section 6), we prefer the latter.
As a rst step in deriving trace(2S ; SS 0 ) and trace(SS 0 ) in our framework, note that HT obtained these de nitions from frequentist derivations where the true smooth function is xed but unknown and hypothetical repeated draws are made of the error vector. In our constraint-case formulation (10), this corresponds to xing 2 , xing the constraint-case error vector at the value corresponding to the unknown true 1 , and then deriving properties over repeated draws of the data-case error vector . In HT's framework, a smoother is given and draws are made from the error vector the analog, in our framework, is to condition on a value of ; and draw the data-case error vector from its true distribution, which has a covariance matrix that, in general, di ers from ; 1 . To emulate HT, we need to x ; 1 and make repeated draws from the true distribution of . Thus, we de ne the true covariance matrix of to be 1 .
HT obtain the de nition = trace(2S ;SS 0 ) as a property of the residual sum of squares | in our formulation, the data-case residual sum of squares. To follow their derivation in our framework, x a value of ;, transform the problem to the form (12), and make the canonical reparameterization to arrive at (13). Using the subscript ; for emphasis and de ning H ; = U ; U 0 ; , the residual vector from the maximum likelihood or least-squares t iŝ 
where the term bias is the same as in (24) 
where the notation E indicates that the expectation is over the distribution of Y , conditional on
. Ye (1998) shows that GDF is the sum over data cases of the average sensitivity o f i (Y ) t o a small change in y i , and thus measures the exibility of the modeling procedure M.
Conditional on ;, our measure of DF equals GDF. Also, for the tted values X 1 E( 1 jY ), if we de ne DF = E( jY ), then our measure of DF again equals GDF. GDF is completely general in the sense that M can be literally anything. However, GDF can be written in closed form only for simple M and can usually be computed only by s i m ulation. In this sense, our de nition of DF is more explicit, for the cases in which both are de ned.
DF and prior distributions for variances
One is rarely in a position to set prior distributions for the variances in a richly-parameterized model and be con dent of their implications. Sometimes relevant previous data are available, but in the more common absence of bona de prior data, it is hard to think even qualitatively about the consequences o f a g i v en prior. The usual expedient | at or otherwise improper priors | causes problems see O'Hagan (1976 O'Hagan ( , 1985 , Hoeschele (1989) , Hobert and Casella (1996) , and the latter part of this section.
The foregoing notion of DF o ers an alternative approach to specifying such priors. A richlyparameterized model's DF is a function of ; if you specify desired features of a prior on DF, these constrain or fully specify a prior on the unknown elements of ;. Suppose, for example, you
x E( ) = 3. If the prior standard deviation of is small, then E( jdata) will benear 3 in the random-e ects model, this means you have inserted strong prior information about the ratio 2 2 . (In this sense, someone using a smoother in, say, S+ and xing the DF is implicitly using a point prior on 2 2 in a particular richly-parameterized model.) If, on the other hand, the prior standard deviation of is large, then E( jdata) will be shrunk toward 3 a bit, but it will be primarily in uenced by the data (and the model speci cation) | that is, you have inserted weak prior information about the ratio 2 2 . In the remainder of this section, we consider in detail the one-way random-e ects model with conjugate priors for the precisions, to illustrate how DF can be helpful in showing the implications of particular priors in richly-parameterized models. Before we do, though, we can derive two facts about priors and posteriors on without any further assumptions. First, takes values in a closed, bounded set, the lower bound being no less than zero and the upper boundno greater than p + q. Thus, if has a proper distribution, it has moments of all orders. The second, related fact is that 's variance is bounded above by a function of its expectation. If 2 l u], then var( ) (E( ) ; l)(u ; E ( )), with equality occurring when 's distribution places all its mass on l and u.
Consider, then, the one-way random-e ects model, de ning the precisions h e = 1 2 and h = We can now see some possibly undesirable features of the conjugate priors for h e and h. To make var( ) small, we m ust make var(r) small, but for xed E(r), we can only make var(r) small by making both c and d large, that is, by inserting strong prior information about both h and h e . On the other hand, to achieve the maximal var( ) for xed E( ) 2 (1 N ), the prior on must place all its mass on 1 and N. But when c and d arebothpositive, f( ) g i v es positive probability to (1 N ). Thus, the conjugate priors for h and h e provide near-maximal prior variance for only to the extent that their scale parameters approach zero (i.e.,they are nearly improper).
These properties arise because we assumed h and h e independent a priori. An alternative prior speci cation has h e Gamma( d d ), and h = rh e with r distributed independently of h e . Then 's prior depends only on the prior for r, w h i c h can take a n y desired form. Analytically this is less convenient than conjugate priors, but it creates no di culty in, for example, the MCMC computing package BUGS (Spiegelhalter et al 1995 (Spiegelhalter et al , 1997 . 
Conclusion
We have developed a measure of model complexity that generalizes the notion of degrees of freedom used for linear smoothers to a large class of richly-parameterized linear models. Our de nition also provides an approach to specifying prior distributions for the variances of those models. Future papers will develop such priors, focusing on their implications for the resulting tted values.
