We provide empirical evidence on the nature of spatial externalities in a matching model for the UK. We use a monthly panel of outflows, unemployment and vacancy stocks data from the registers at Jobcentres in the UK; these are mapped on to travel-to-work areas. We find evidence of significant spill-over effects that are generally in line with the predictions of theory. For example, we find that conditional on local labour market conditions, high unemployment levels in neighbouring areas raise the number of local filled vacancies but lower the local outflow from unemployment. JEL Classification: E24, J64
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Introduction
The matching approach is now one of the standard tools for analysing labour markets. It has proved to be an essential element in understanding the dynamic processes of labour markets for both labour and macroeconomics (see for example the surveys of Pissarides, 1999a and 1999b) . However, empirically it is still largely a 'black box' approach.
Estimates of matching functions have been mostly from aggregate time series 1 , with a f ocus on looking at the estimated 'returns to scale' 2 . Recently, some authors have used crosssection or panel data 3 .
In this paper we extend the empirical evidence on matching functions. First, by establishing the existence of a matching relationship in a large panel dataset, we significantly enhance the empirical support for their use as a key tool of analysis. We look at local labour markets, in fact travel-to-work areas (TTWAs), in a ten year panel of monthly data on unemployment and vacancy stocks and flows in Britain. Second, we provide evidence on a neglected aspect of matching: the importance of the externalities stressed by matching theory. These externalities lead to market inefficiencies and the potential for multiple equilibria. The matching approach is built on the importance of trading frictions, and in labour markets one of the most important is spatial frictions. We test for and find significant spatial inter-dependence between markets, decaying with the distance between them. We also find evidence of significant cyclical variation in the strength of these spatial spillovers.
Both of these findings make sense with the assumption that search costs are likely to increase with distance. Search effort is therefore more intense in neighbouring markets, and when agents are in a strong position in the business cycle, they can afford to only search locally.
With a few exceptions the existing empirical studies have not really examined the externalities issue. Burda and Profit (1996) extended t he matching function to account for spillovers from neighbouring areas on local employment probabilities. This paper applies their specification of the matching function to local labour markets in Britain, and extends their work, first, by exploring the e ffects on both unemployment and vacancy flows as dependent variables, and second, by analysing cyclical variations of spatial dependence in job-matching.
1 See for example, Pissarides (1986) and Blanchard and Diamond (1989) . Other more recent examples are Berman (1997) , Fox (1996) , Gregg and Petrongolo (1997) , Gross (1997) , Warren (1996) . 2 See Anderson and Burgess (2000) for whether the sum of the coefficients can be so interpreted. 3 See for example, Anderson and Burgess (2000) , Burda and Profit (1996) , Boeri and Burda (1996) , Coles and Smith (1996) , Münich, Svenjar and Terrell (1995) .
We find evidence of significant spill-over effects. For example, we find that conditional on local (TTWA) labour market conditions, high unemployment levels in neighbouring areas raise the number of local filled vacancies but lower the local outflow from unemployment. We also find cyclical variation in the degree of spatial dependence: in a boom, the unemployed reduce their search radius and employers increase theirs; the situation is reversed in a recession.
The rest of the paper is organised as follows: Section 2 describes the data and Section 3 estimates a benchmark model. The form of the possible spatial dependence is not clear from theory so we proceed cautiously, exploring the data in a fairly non-parametric way before specifying the form in a standard matching function format; Section 4 sets out our exploratory analysis of the spatial dependence. Section 5 presents the results of parameterising this in the standard specification of the matching function. Section 6 concludes.
Description of the Data
We analyse monthly gross worker flows at a local level, estimating matching functions for 303 TTWAs in the UK between October 1985 and December 1995 4 . The geographic entities were originally constructed through an algorithm which ensured that at the time of collecting the data a minimum of 75% of employed residents work within the district 5 . Therefore, while these areas do represent local labour markets, a significant minority of residents work in and so are connected to employment networks in neighbouring TTWAs.
Unemployment and vacancy stocks and flows are registration data provided by local employment agencies. Such administrative data has the advantage of being readily available on a regular basis, at high frequencies, and at a very disaggregate regional level. On the other hand, the data is necessarily based on the official definitions and counts of unemployment and vacancies, thus excluding for example people who would be counted as Labour market data is extracted from NOMIS at University of Durham. 5 TTWAs were constructed based on commuting data from the 1981 Census. The observations for February 1986 are missing. Four travel-to-work areas (Fishguard, Pickering and Helmsley, Ripon, Thirsk) contain a value of zero for vacancy stocks and vacancy outflows for most of the sample period. Since it is not clear whether these zero observations are due to misreporting, or to a revision of district borders, we decide to delete these districts. Moreover islands (Orkney, Shetland, Western Isles) with the exception of Isle of White, which is close enough to the mainland, and Northern Ireland were not considered in our analysis.
but who are not eligible to claim benefits 6 . Moreover, registered vacancies only constitute one channel from which firms recruit personnel and job-seekers find employment. Gregg and Wadsworth (1996) report for Britain that about 70% of the unemployed, 30% of the employed and 50% of all employers use official Jobcentres as one of their search channels.
Registered vacancies capture a disproportionate share of positions offered to low-skilled, manual workers as well as long-term unemployed, but on average account for only one third of total vacancies 7 . Furthermore, nothing can be said about the variation in non-registered vacancies across regions and over the business cycle. While Gregg and Wadsworth (1996) present evidence that the use of state employment services in Britain moves countercyclically, there is no evidence available on the spatial variation of search effort over the cycle.
We choose to model two flow variables: the outflow of unemployed and the outflow of filled vacancies. In most theoretical models these would be equal but as we shall see, they are in fact very different empirically. We do not think of these as two noisy measures of the same underlying variable, but rather take them to be different variables in theory: they measure different events. While in simple matching models they should be the same, because of employed job search, out-of-area hires, exits from the labour force and so on, there is no reason to expect them to behave the same empirically. Indeed, this allows us to look at the impact on the two sides of the labour market separately. The first variable we use is unemployment outflows in district i during p eriod t: simply, the number of people leaving the unemployment register. Unemployment outflows have the clear drawback of including flows out of the labour force which can be expected to vary in size over the business cycle as well as across regions. Second, we use filled vacancies: vacancies notified in area i and filled during period t. Filled vacancies also include job finds due to activities of Career Offices, which mainly mediate school-leavers and labour market entrants (see Green, 1991) 8 . Figure 1 plots the aggregate totals for our data. Registered unemployment moves counter-cyclically and vacancies pro-cyclically. Research in recent years has investigated the cyclicality of the flows (see Antolin, 1995; Blanchard and Diamond, 1990; Burda and 6 One factor which mitigates the discouraged worker bias in the registration data is pointed out by Schmitt and Wadsworth (1993) . They find that, in contrast to common belief, workers who have lost eligibility for unemployment benefit search less intensively. Their explanation is that they are denied access to the training and counselling facilities of Jobcentres, underlining the important role of official employment agencies as a search channel in Britain. 7 See Smith (1988) , Green (1991) , and Gregg and Wadsworth (1996) . 8 We also used data on job placings, which includes job seekers from i mediated to vacancies initially notified to other Jobcentres. However, the regression results proved to be very similar implying that either mediations to other regions closely match with vacancies filled by Career Centres, or are negligible in size. Wyplosz, 1994) . In our data, filled vacancies clearly move in a pro-cyclical manner, and unemployment outflows seem to move counter-cyclically. Appendix Table 1 provides summary statistics on the cross-sectional variation in the data. Average unemployment outflow rates suggest a mean duration of an unemployment spell just above six months, whereas the average duration of vacancies is only slightly above one month. We can disaggregate to examine TTWAs in five structural categories according to a region's degree of dependence on UK's principal urban centres ("metropolitan dominants") 9 . Average unemployment outflow rates are lowest in metropolitan areas, particularly in London, which is, at least in part, due to the composition of the labour force with a larger proportion of high risk groups, i.e. the young and ethnic minorities. Appendix Table 2 shows the between-TTWA variance in the data and the within-TTWA variance. Unsurprisingly, the variance between TTWAs is much stronger than within TTWAs.
Estimating a Standard Matching Function
Typically, matching functions are not derived from some underlying modelling exercise, but are posited as a summary of the process matching workers and jobs. We follow that practice here.
Basic Specification
We consider a Cobb-Douglas specification of the matching function in log-linear form with fixed effects for time and districts,
Travel-to-work areas which were linked to the former by significant commuting ties, are labelled "metropolitan subdominants". "Metropolitan rural areas" are also linked with commuting flows to one of the first two groups, but their main settlement falls below a certain threshold in size. Relatively independent areas are called "freestanding" and are divided in "urban" and "rural areas" according to the size of their main settlement. The classification is taken from a framework of local labour-market areas (LLMA) devised by the Centre for Urban and Regional Studies at Newcastle University to analyse urban and regional change (see Coombes and Openshaw, 1982) . We match the 281 LLMAs with 310 TTWAs to transfer the classification. See also Champion (1994) .
where X it is the flow dependent variable in area i during month t; U it −1 and 1 − it V are stocks of registered unemployed and vacancies in area i at the beginning of period t; µ i is a TTWA fixed effect controlling for regional characteristics, including the size of the TTWA; η t is a time fixed effect controlling for aggregate shocks as well as seasonal fluctuations of workerfirm matches; and u it is an error term for which the usual properties apply 10 .
For all our results, we separately analyse two different flow variables: the number of unemployment outflows in the TTWA, and the number of vacancies filled through official Jobcentres (in the same TTWA). To avoid simultaneity bias, we date the unemployment and vacancy stocks at the beginning of the month (denoted t-1), while the flows occur during the month (denoted t) 11 .
Recently two issues have been raised in the context of estimating matching functions:
non-random matching and time aggregation bias. In the former, a sequential structure is imposed on the search process, with the assumption that once a contact between a firm and a worker does not result in a match, neither side includes this trading partner in the search pool again (see Coles and Smith, 1998) . This implies a matching relationship between unemployment inflows and the stock of vacancies, and between the inflow of vacancies and the stock of unemployed. In the latter, Burdett et al (1994) show that time aggregation causes a (downward) bias in the matching parameters. Gregg and Petrongolo (1997) propose a solution to the time aggregation problem by transforming labour market stocks to include a fraction of contemporary inflows. In a longer version of this paper, available from the authors 12 , we implement both these extensions to our model. We discuss these results briefly below.
10 An analysis of cross-sectional distributions of unemployment and vacancy outflow rates reveals considerable outlier problems in the data. In order to check whether our results are driven by these outliers, we replaced the three largest and smallest observations (for unemployment outflow and filled vacancy rates) for each TTWA with a missing value, which amounts to about 5% of the sample. The results did not change very much; only the estimates of spatial effects in Section 4 became somewhat more robust across specifications after trimming. The results presented are based on the full sample. 11 Jobcentres count unfilled vacancies on the first Friday, whereas unemployment counts are on the second Thursday of each month. Therefore, when we use lagged unemployment in the filled vacancy regression, there exists a period of overlap of four to nine workdays, which may give rise to a simultaneity bias. This may potentially produce a downward in the estimated elasticity of filled vacancies with respect to the unemployment stock. No problem arises for the regressions with unemployment outflows as dependent variable.
Results
The results of estimating this basic matching function are in 
Spatial Spillovers
In this basic specification, we have ignored any spatial spillovers between TTWAs, but this assumption of independence of the observations of adjoining labour m arkets is invalid if such spillovers are present and may lead to bias (see Anselin, 1988 and Profit, 1996) .
Job-search activities of workers and recruiting activities of firms across district borders may influence the job-matching process in neighbouring regions. Although TTWAs in the UK were constructed to minimise commuting flows, search behaviour can clearly range more widely and hence interaction effects may constitute an important component of local jobmatches. In this section of the paper, we look for evidence of spatial dependence, how this correlates with geographical distance and the business cycle.
An informal test for spatial effects in local labour markets is obtained by exploring the relation between the residual correlation from the matching function and road distances. We take a pair of TTWAs, compute the residual correlation from the matching function estimates (column 3 of Table 1 ), and correlate this with the road distance between main settlements within each of the TTWAs 17 . We do this separately for both our flow matching variablesunemployment outflows and filled vacancies. Figure 2 demonstrates that while road distances between districts only explain a small part of the residual correlation, they have a significant negative impact on residual correlation for both dependent variables. This distance decay effect is consistent with diminishing search intensities due to higher costs of job-search at longer distances. The regressions in Table 2 A more formal way of testing for spatial dependence is to use Moran's I test (see Anselin and Hudak, 1992) . This test is designed to detect spatial correlation from crosssection regression residuals. For our TTWA panel, we calculate the test statistic for each cross-section separately and analyse the resulting time series of tests. We do this separately for the residuals from each of our dependent variables; the residuals are taken from column 3
of Table 1 .
The test statistic for each period t is constructed as
where u is the vector of regression residuals and W is an N×N weight matrix with components ij ω , N is the number of TTWAs and ω the sum of the weights. This test statistic simply produces a weighted covariance of the residuals, where the weights are based on the spatial properties of the observations, normalised by the unweighted covariance. Finally, the test statistic is then standardised to follow asymptotically a standard normal distribution (Anselin and Hudak, 1992) .
We adopt two specifications for the weights -one discrete and one continuous. First, we simply use (0, 1) first-order contiguity dummies for each pair of TTWAs (equal to unity if two districts share a common border). Second, we use a function based on the road distance (D) between centres of the TTWAs,
. This allows a smooth decay of the effect with distance. Following Molho (1995) , we pick η = 0.02; we did experiment with other values but no qualitatively different results were produced. The η parameter can be thought of as a discount factor in the spatial dimension. So a high degree of dependence among the residuals of neighbouring TTWAs will produce a high MI test score; a high degree of correlation among randomly scattered TTWAs will not. Figure 3 plots the values of these standardised Moran's I statistics. We present results for both unemployment outflows and filled vacancies, and for both choices of weighting matrix. Left hand panels use the first-order contiguity weights, and right hand panels use the smooth distance decay weights. The figures clearly show that the null hypothesis of no spatial correlation is rejected at conventional significance levels for most periods and both dependent variables (since these are standardised, numbers above 2 may be considered significant). Along with Table 2 , this test provides strong support for the importance of spatial spillovers in matching. This seems to make sense: in good times, the unemployed lower their search radius, but employers are forced to increase theirs; in bad times, the unemployed have to search more widely, but firms can afford to search more locally.
Cyclical movements in spatial dependence could arise from a number of sources:
variations in individual search effort, varying intensity of use of search and recruitment channels and compositional effects. First, spatial search costs and job finding probabilities will vary through booms and recessions, and induce different individual search efforts across regions. Second, g iven Gregg and Wadsworth's (1996) evidence on the cyclicality in the intensity of use of search channels, if different search channels have different geographical reach, an agent's choice of search channel also influences the spatial coverage of her search.
Third, the composition of the pool of job seekers may not be invariant over the cycle: in economic downturns, labour shedding is more likely to affect all types of workers, whereas inflows into the unemployment pool during booms is more likely to be of a selective nature.
Estimation of Spatial Spillovers
We now investigate this spatial dependence more systematically. Burda and Profit (1996) present a stylised model of non-sequential job search, where job seekers optimise individual search intensities across local labour markets trading off expected benefit of job search against its costs. Both of these are assumed to depend on the distance between residence and target regions. Optimal search and recruiting intensities determine the relevant pools of participants in a local labour market. Plugging optimal search intensities into a generalised matching function which relates job matches to economic conditions everywhere, reveals that 
Estimation of Augmented Matching Functions
We estimate a linear approximation of this augmented matching function: (1) and (3)), and a smooth decay distance weighting matrix with η = 0.02 as above (in regressions (2) and (4)) 19 . Both these choices weight nearer TTWAs more highly, as suggested by Burda and Profit (1996) , as search costs rise at larger distances and search intensities diminish. Table 3 shows the results of this estimation for our two dependent variables of unemployment outflows and filled vacancies. Taking unemployment outflows first, the elasticity with respect to 'local' unemployment and vacancies is positive and significant. In addition, we find a negative congestion effect of higher unemployment in 'foreign' TTWAs, which is robust across all specifications. This negative externality reflects strong competition from neighbouring TTWAs. This may in part be a composition effect: unemployed workers contacting a 'foreign' Jobcentre may exhibit a higher search intensity on average compared to the local unemployment pool. For vacancies, the externality is unambiguously positive and significant. Notably the elasticity is higher compared to the effect of a change of local vacancies. Even when accounting for spatial spillovers, the UK matching function clearly exhibits decreasing returns-to-scale. Recall that the dependent variable unemployment outflows includes flows to inactivity, so not all these exits are into jobs.
Turning to the regressions for filled vacancies, we find a negative and significant elasticity with respect to local unemployment. However, standard matching theory results are recovered when spatial spill-over effects are taken into account: the positive externality of unemployed from other TTWAs indicates that UK Jobcentres are very successful in mediating local vacancies to job seekers from other districts, and that job seekers exhibit the flexibility to accept these jobs 20 . Another interpretation of the strong positive external effect of foreign unemployment is due to the fact that filled vacancies only count matches accruing from one search channel, e.g. official Jobcentres. Since local job seekers acquire information on the local labour market at lower costs, it seems reasonable to assume that the diversification of search channels is higher compared to job seekers from other regions, who will probably rely on the official employment service.
We have also run a variety of other specifications for these regressions. We have allowed for non-uniform dependence by using linear splines in the distance weighting matrix.
As for the basic model in Table 1 , we have run models allowing for non-random matching and time aggregation. We have also tried an alternative specification for all of these models (standard, non-random matching, time aggregation bias), using regional instead of TTWA fixed effects, the size of the TTWA (interpolated log labour force), and structural features such as proximity to metropolitan centres, accessibility (a dummy for a coastal location) and infrastructure (a dummy for being crossed by a motorway). These are all available from the authors. To summarise the results, we continue to find strong evidence in favour of spatial spillovers from neighbouring TTWAs. We also find different effects of the stocks and flows involved in estimating the non-random matching models.
Finally, we check for asymmetric spillovers between particularly high and low unemployment areas 21 . We construct the ratio of unemployment in the local TTWA (on the denominator) to the weighted average of its neighbours (the numerator). So a high value indicates a TTWA in which unemployment in neighbouring areas is much higher than locally. We then construct two dummy variables: one that picks out the TTWAs in the top 10% of the distribution of this and one picking out the bottom 10%. These are included in the regression alongside the basic spillover variables from Table 3 (we just run the version looking at contiguous TTWAs). The results are in Table 4 . We find no asymmetry for 20. It is important to remember that filled vacancies are defined as counting positions notified to a local employment service and filled with a job seeker referred to any Jobcentre or other agencies to whom it has copied the vacant position. Note, that while the coefficient of 'foreign' unemployment at smaller distances is only mildly significant in regression (6), it becomes larger and highly significant if we control for outliers in the data as described above.
TTWAs with particularly low ratios, but we do find effects from high ratio areas on filled vacancies. This implies that the spillover effect is significantly different in areas where 'foreign' unemployment is much higher than 'local' unemployment. Looking at 'foreign' unemployment the spatial effect becomes stronger, which means that unemployed in neighbouring TTWAs search more intensively if unemployment is much higher in their home
TTWA. An alternative interpretation is that firms tend to recruit workers more intensively from areas with very high unemployment. Looking at 'foreign' vacancies the asymmetry shows that the spatial effect becomes weaker, since vacancies in neighbouring TTWAs with high unemployment are filled with local job seekers more rapidly.
Conclusions
Matching functions are widely used in labour economics and macroeconomics to summarise the job-filling and job-finding processes in labour markets. In this paper we have provided empirical evidence supporting this, showing that a strong relationship exists in the data between job formation, and unemployment and vacancies. We have used a long panel of local labour markets in Britain. We have also presented evidence on the nature of spatial externalities in a matching model. We find strong evidence of spill-over effects between local labour markets, including significant negative congestion effects in matching. For example, conditional on local conditions, high unemployment in neighbouring areas raises the number of local filled vacancies but lowers the local outflow from unemployment. A number of empirical puzzles 22 in this data remain for further investigation but overall, the results are supportive of the matching approach and show that one of the key matching function concepts, externalities, has empirical content.
These findings have implications for both macroeconomics and economic policy. For the former, our findings are indicative of significant spatial frictions underlying the matching function. The denial of instantaneous, frictionless trading is the basis of the search and matching approach. The role of externalities in matching is one important difference between that approach and standard price-taking assumptions. Such externalities are very difficult to isolate using macro data, so our results provide useful support of their importance. For economic policy, the spillover effects between neighbouring TTWAs imply that wider 21 We are grateful to Dan Hamermesh for this idea. Notes: The unit of observation here is a TTWA pair. The correlation between the residuals of the two TTWAs is the dependent variable, the residuals deriving from the estimation of a matching function with the variable named at the column head as the dependent variable. This correlation is regressed on characteristics of that pair of TTWAs, such as their distance apart, where in the country they are and so on. The distance cut-off is 120 km. The regional dummies (fixed effects) were constructed as follows: for all observations that contain correlations between TTWAs within region A (e.g. East Anglia), the dummy "region A" has the value of one, else zero. For all observations that contain correlations between TTWAs in region A and region B, the dummy "region A/region B" has the value of one, else zero. Only fixed effects for adjacent regions considered. The reported specifications were chosen according to an algorithm which maximises an AIC criterion. Absolute t-values in parentheses. Notes: See Table 1 . The asymmetry dummy was constructed as follows: for each TTWA we compute the ratio of its unemployment rate to the weighted average of the unemployment rates of its neighbours (defined by first order contiguity). We take the distribution of these and define a dummy variable for TTWAs with values in the highest 10% and a dummy for those in the lowest 10%. The variable therefore picks up TTWAs where the local unemployment is very different from the surrounding labour markets. The flows are defined as the number leaving divided by the beginning of period stock, the unemployment and vacancy rates are defined as the number in the stock divided by the labour force (standard deviation in parenthesis). 
