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Abstract
We give an exact criterion for a monomial to belong to Lusztig’s canonical basis for any
quantised enveloping algebra corresponding to a symmetric Cartan datum. Using results of Marsh,
we give a partial answer to a question of Lusztig (Israel Math. Conf. Proc. 7 (1993) 117–132).
The key step is a combinatorial formula for the scalar product of two monomials in the quantised
enveloping algebra. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 17B37
1. Introduction
Let f be the positive part of the quantised enveloping algebra corresponding to a
symmetric Cartan datum in the sense of Lusztig (see [1]), and let B be its canonical
basis.
In [2], Lusztig studies the question under what circumstances a monomial in the
generators of f belongs to B. He gives a su@cient criterion for this in terms of a
certain quadratic form using methods of intersection cohomology.
This quadratic form is studied in great detail by Marsh in [4], giving evidence for
the general opinion that, except in cases of small Cartan data, there are “not as many
monomials in B as one expects”.
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In this paper, we introduce a new quadratic form, allowing for a necessary and
su@cient criterion for a monomial to belong to B. This form turns out to be a “sym-
metrised” version of Lusztig’s one, giving access to Marsh’s results. This provides us
with a large class of (in a sense) “well-behaved” monomials not belonging to B. The
question under what circumstances such monomials belong to B was posed in [2,16].
The key step for obtaining this criterion is an elementary calculation of the scalar
product of monomials in f , yielding an explicit formula. It involves a certain statistics
on special non-negative integer matrices, reminiscent of analogous formulas in the
theory of symmetric functions.
The paper is organised as follows: in Section 2, we calculate the scalar product of
two monomials in f , yielding the above-mentioned formula. Specialising to the case
of the scalar product of a monomial with itself, and using general results on Lusztig’s
canonical basis, we establish in Section 3 the exact criterion for a monomial to belong
to B. We identify our quadratic form as a symmetrised version of Lusztig’s, and
apply Marsh’s results in Section 4 to provide us with the above-mentioned class of
examples.
2. The scalar product of monomials
Throughout this paper, we use the notations of Lusztig’s book [1].
Let (I; ·) be a symmetric Cartan datum [1, 1.1.1, 2.1.3], and let f be the associated
positive part of the quantised enveloping algebra [1, 1.2.5] with generators i : i ∈ I .
The Q(v)-algebra f carries a non-degenerate scalar product (; ) : f×f→Q(v) adjoin-
ing multiplication and the (twisted) comultiplication r : f→f ⊗Q(v) f [1, 1.2.5,1.2.6].
Given a sequence i = (i1; : : : ; ik) in I and a vector of non-negative integers a =
(a1; : : : ; ak), we deJne the monomial
(a)i :=
(a1)
i1 : : : 
(ak )
ik ;
where (a)i is the divided power [1, 1.4.1].
Denition 2.1. Given (i; a) and another such pair ( j; b), where j = ( j1; : : : ; jl), b =
(b1; : : : ; bl), we introduce the following notations:
1. Z(i;a)( j;b) denotes the set of l×k-matrices z=(zmp)mp with non-negative integer entries
zmp such that the following conditions are satisJed:
(∗1) zmp = 0 unless jm = ip,
(∗2)
∑l
m=1 zmp = ap for all p= 1; : : : ; k,
(∗3)
∑k
p=1 zmp = bm for all m= 1; : : : ; l.
2. Given a matrix z = (zmp)mp ∈Z(i;a)( j;b), we denote by Q(z) the following integer:
Q(z) =
∑
m¿n;
p
zmpznp +
∑
m;
p¡q
zmpzmq +
∑
m¿n;
p¡q
zmpznq(im · in):
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3. For a ∈ N we deJne
({a}!)−1 =
a∏
s=1
(1− v−2s)−1 = va(a+1)=2(v− v−1)−a([a]!)−1 ∈ Q(v)
[2, 1.4.4].
Using these notations, we can now formulate the main result of this section.
Theorem 2.2. The following formula holds for all pairs (i; a); ( j; b) as above:
((a)i ; 
(b)
j ) =
∑
z∈Z(i;a)( j;b)
vQ(z)
∏
m;p
({zmp}!)−1:
Remark. There is some analogy between this formula and formulas in the theory of
symmetric functions. For example, the formula [3, I.6.7(ii)] describes the base change
coe@cients between complete and monomial symmetric functions as the cardinality
of the set of non-negative integer matrices with given row- and column-sums. By
the Robinson–Schensted–Knuth correspondence, this set is in bijection with pairs of
tableaux of the same shape.
Analogously, one could hope to have a notion of “tableaux” for any symmetric Car-
tan datum, together with a version of the Robinson–Schensted–Knuth-correspondence
relating the set Z(i;a)( j;b) with pairs of these “tableaux”. This could give further insight
into the nature of the above formula. We plan to come back to these topics elsewhere.
Let us now come to the proof of Theorem 2.2; we need three preparatory lemmas.
First, we have to generalise the maps r and (; ) and their basic properties to the
n-fold tensor product f ⊗n; the proofs follow by easy inductions from the corresponding
statements for f ⊗ f [1, 1.2.2,1.2.3], so we omit them.
Lemma 2.3. De7ne the multiplication on f ⊗n by
(x1 ⊗ · · · ⊗ xn)(x′1 ⊗ · · · ⊗ x′n) = v
∑
i¡j
|xj|·|x′i |x1x′1 ⊗ · · · ⊗ xnx′n
on homogeneous elements of f [1; 1:2:1]. Then the following holds:
1. The map
r(n) : i 
→
n∑
k=1
1⊗(k−1) ⊗ i ⊗ 1⊗(n−k)
extends uniquely to a homomorphism of algebras r(n) : f → f ⊗n.
2. r(n) satis7es r(n+1) = (r ⊗ 1⊗(n−1))r(n) = (1⊗(n−1) ⊗ r)r(n).
3. If (; ) is extended to an inner product on f ⊗n by the rule
(x1 ⊗ · · · ⊗ xn; x′1 ⊗ · · · ⊗ x′n) =
n∏
k=1
(xk ; x′k);
then
(x1 : : : xn; y) = (x1 ⊗ · · · ⊗ xn; r(n)(y)):
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Next, we apply the operator r(n) to the divided power (a)i . Again, this is an easy
induction using [1, 1.4.2] and the second part of Lemma 2.3.
Lemma 2.4. For any a ∈ N we have
r(n)((a)i ) =
∑
a1+···+an=a
v
∑
m¡n
aman(a1)i ⊗ · · · ⊗ (an)i :
Now we can extend the previous lemma to an arbitrary monomial (b)j .
Lemma 2.5. For all j and b as above we have
r(k)((b)j ) =
∑
(zmp)mp
v
∑
m;p¡q
zmpzmqv
∑
m¿n
p¡q
zmpznqjm·jn(b1)j ⊗ · · · ⊗ (bk )j ;
where bp=(z1p; : : : ; zlp); and the sum runs over all (zmp)mp in N l×k satisfying
∑
p zmp=
bm for all m= 1; : : : ; l.
Proof. Using the above lemmas, we calculate
r(k)((b1)j1 : : : 
(bl)
jl ) =
l∏
m=1
r(k)((bm)jm )
=
l∏
m=1
∑
zm1+···+zmk=bm
v
∑
p¡q
zmpzmq(zm1)jm ⊗ · · · ⊗ (zmk )jm
=
∑
(zmp)mp
v
∑
m;p¡q
zmpzmq
l∏
m=1
(zm1)jm ⊗ · · · ⊗ (zmk )jm
=
∑
(zmp)mp
v
∑
m;p¡q
zmpzmqv
∑
m¿n
p¡q
zmpznqjm·jn
×((z11)j1 : : : (zl1)jl )⊗ · · · ⊗ ((z1k )j1 · · · (zlk )jl ):
We can now go on completing the proof of Theorem 2.2 by calculating the value
of the inner product of two monomials.
Proof of Theorem 2.2. Using the third part of Lemma 2.3 and the previous lemma,
we have
((a)i ; 
(b)
j ) = (
(a1)
i1 ⊗ · · · ⊗ (ak )ik ; r(k)((b)j ))
=
∑
(zmp)mp
v
∑
m;p¡qv
∑
m¿n
p¡q
×((a1)i1 ⊗ · · · ⊗ (ak )ik ; (b1)j ⊗ · · · ⊗ (bk )j );
where the sum runs over all (zmp)mp satisfying the deJning property (∗3) of Z(i;a)( j;b) (for
simplicity, we omit the arguments of the sums).
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If a summand of this sum does not vanish, then the homogeneous degrees of (am)im
and (bm)j coincide for m = 1; : : : ; k. But this is equivalent to the conditions (∗1) and
(∗2).
So we can proceed further in our computation, summing only over Z(i;a)( j;b), and using
[1, 1.4.4] to calculate the value of the inner product on divided powers:
=
∑
(zmp)mp
v
∑
m;p¡qv
∑
m¿n
p¡q
×

(a1)i1 ⊗ · · · ⊗ (ak )ik ;
k∏
p=1
[ap]!
[z1p]! : : : [zlp]!
(a1)i1 ⊗ · · · ⊗ (ak )ik


=
∑
(zmp)mp
(
v
∑
m;p¡qv
∑
m¿n
p¡q
×
k∏
p=1
(
[ap]!
[z1p]! : : : [zlp]!
vap(ap+1)=2(v− v−1)−ap([ap]!)−1
) :
Now we cancel the terms [ap]! and regroup the factors. Noting that
k∑
p=1
ap(ap + 1)=2 =
k∑
p=1
(z1p + · · ·+ zlp)(z1p + · · ·+ zlp + 1)=2
=
∑
m;p
zmp(zmp + 1)=2 +
∑
m¿n;p
zmpznp;
we see that we are done.
3. A criterion for monomials in canonical bases
Let B be the canonical basis of f [1, 14.4.2]. We will now derive a neccessary and
su@cient criterion for a monomial (a)i to belong to B by specialising formula 2.2 to
the case ( j; b) = (i; a).
Proposition 3.1. A monomial (a)i belongs to B if and only if (
(a)
i ; 
(a)
i ) ∈ 1 +
v−1Z [[v−1]].
Proof. By [1, 14.2.3], an element x ∈ f belongs to ±B if and only if
1. x belongs to the Z [v; v−1]-lattice Af spanned by the divided powers 
(a)
i [1, 1.4.7],
2. x is invariant under the bar-involution of f [1, 1.2.12],
3. (x; x) ∈ 1 + v−1Z [[v−1]].
So it follows immediately that if (a)i belongs to B, then (
(a)
i ; 
(a)
i ) ∈ 1+ v−1Z [[v−1]].
Conversely, if ((a)i ; 
(a)
i ) ∈ 1 + v−1Z [[v−1]], then the third condition above for
x= (a)i is satisJed, and the Jrst and second conditions are fulJlled by the deJnitions.
So we see that (a)i belongs to ±B. But by repeated application of [1, 14.4.13(a)], we
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see that (a)i always belongs to
∑
b∈B Nb. We conclude that 
(a)
i actually belongs to
B.
The set Z(i;a)(i;a) always contains the matrix z0 = (mpam)mp; we have Q(z0) = 0. Now
we can give the main criterion.
Theorem 3.2. A monomial (a)i belongs to B if and only if
Q(z)¡ 0 for all z ∈Z(i;a)(i;a) \ {z0}:
Proof. First note that, by deJnition, ({a}!)−1 belongs to 1+ v−1Z [[v−1]] for any a ∈
N , so each summand in formula 2.2 belongs to vQ(z)(1+v−1Z [[v−1]]). It follows easily
that ((a)i ; 
(a)
i ) belongs to Z [[v
−1]] if and only if Q(z) ≤ 0 for all z ∈Z(i;a)(i;a), since no
cancellations can appear in the summation in 2.2. Since the summand corresponding
to z0 always belongs to 1 + v−1Z [[v−1]], we conclude that (
(a)
i ; 
(a)
i ) belongs to 1 +
v−1Z [[v−1]] if and only if Q(z)¡ 0 for all z ∈Z(i;a)(i;a) \ {z0}. Combining this with the
previous proposition, we see that the theorem is proved.
Now we relate the quadratic form Q to the quadratic form Q′ used by Lusztig in
[2,5]. Q turns out to be a “symmetrised form” of Q′.
Suppose we are given a Jnite oriented graph with a set of vertices I , a set of edges
 and two maps h 
→ h′, h 
→ h′′ from  to I associating to an edge its start and end,
respectively. From this graph we can construct a simply laced [1, 2.1.3] symmetric
Cartan datum (I; ·), where
i · j =


2; i = j;
−1; there is an edge in  from i to j;
0; otherwise:
Lusztig associates [2,5] to the graph a quadratic form Q′ on the set Z(i;a)(i;a) deJned
above by
Q′((zmp)mp) =
∑
h∈
∑
m≥n; p¡q:
im=h′ ; in=h′′
zmqznp −
∑
i∈I
∑
m≥n; p¡q:
im=i=in
zmqznp:
Lemma 3.3. For all a ∈ N k and all z = (zmp)mp ∈Z(i;a)(i;a) we have
Q(z) =−Q′((zmp)mp)− Q′((zpm)mp):
Proof. We deJne a non-symmetric bilinear form on Z I by
i ∗ j =


1; i = j;
−1; i = h′; j = h′′ for some h ∈ ;
0; otherwise:
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Then Q′ can be written as
Q′((zmp)mp) =−
∑
m≥n
p¡q
zmqznpim ∗ in:
We calculate
Q′((zmp)mp) + Q′((zpm)mp)
=−


∑
m≥n
p¡q
zmqznp(im ∗ in) +
∑
m≥n
p¡q
zqmzpn(im ∗ in)


=−


∑
m≥n
p¡q
zmqznp(im ∗ in) +
∑
q≥p
n¡m
zmqznp(in ∗ im)


=−


∑
m≥n
p¡q
zmqznp (im ∗ in + in ∗ im)︸ ︷︷ ︸
=im·in
+
∑
m;p¡q
zmqzmp +
∑
p;m¿n
zmpznp


=− Q(zmp);
where in the second step we permute the indices m; n; p; q, using condition (∗1).
4. A class of examples
In [2], Lusztig introduces – in the case of a Cartan datum of Jnite simply-laced
type and a sequence i corresponding to a reduced expression of the longest Weyl
group element – the following cone Ci [2,16]:
Ci consists of the vectors a such that for all pairs (p; q), where 1 ≤ p¡q ≤ k,
ip = iq, and is = ip for all p¡s¡q, the following condition holds:
ap + aq +
∑
p¡s¡q
as(ip · is) ≤ 0:
He asks [2,16] under what circumstances the (a)i for a ∈ Ci belong to B.
While all of them do in types A2, A3 [2,12,13] and A4 [4,4], it was generally expected
that this is not true for higher An. Evidence has been provided by Marsh in [4,6] by
exhibiting a matrix z1 having a negative value for Lusztig’s quadratic form Q′. Using
our exact criterion and Marsh’s matrix z1, we can turn this evidence into a large class
of vectors a ∈ Ci such that (a)i does not belong to B for all An where n ≥ 6.
We consider the Cartan datum of type A6 given by the following Dynkin diagram:
1− 2− 3− 4− 5− 6
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and choose the reduced expression
i = (135246 135246 135246 135):
To simplify the calculations in this section, we introduce the following notations:
J= {(2; 8); (3; 9); (4; 16); (5; 17); (6; 18); (14; 20); (15; 21)};
J1 = {2; 3; 4; 5; 6; 8; 9; 14; 15; 16; 17; 18; 20; 21};
J2 = {2; 3; 4; 5; 6; 10; 11; 12; 14; 15}:
For any adjacent pair, i.e. a pair (k; l) such that 1 ≤ k ¡ l ≤ 21, ik = il, and ip = ik
for all k ¡p¡l, we deJne a linear form (kl) on Z21 by
(kl)(a) = ak + al +
∑
k¡p¡l
ap(ik · ip);
so that Ci equals the set of all a ∈ N 21 such that (kl)(a) ≤ 0 for all adjacent pairs
(kl).
The cone Ci contains the subspace Si spanned by the following vectors:
v1 = (1; 0; 0; 1; 0; 0; 0; 1; 0; 0; 1; 0; 0; 0; 1; 0; 0; 1; 0; 0; 0);
v2 = (0; 0; 0; 1; 0; 0; 1; 1; 0; 1; 1; 0; 0; 1; 1; 0; 1; 1; 0; 0; 1);
v3 = (0; 1; 0; 1; 1; 0; 1; 1; 1; 1; 1; 1; 0; 1; 1; 0; 1; 0; 0; 0; 0);
v4 = (0; 0; 0; 0; 1; 0; 0; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 0; 0; 1; 0);
v5 = (0; 0; 1; 0; 1; 1; 0; 1; 1; 1; 1; 0; 1; 1; 0; 1; 0; 0; 0; 0; 0);
v6 = (0; 0; 0; 0; 0; 1; 0; 0; 1; 0; 1; 0; 0; 1; 0; 1; 0; 0; 1; 0; 0):
By an elementary calculation it can be seen that Si is precisely the set of those vectors
a ∈ N 21 such that (kl)(a) = 0 for all adjacent pairs (kl).
Following [4,6], we deJne for any a ∈ N 21 and any t ∈ N a matrix z1(a; t) as
follows:
(z1(a; t))mp =


t; (m;p) ∈ J or (p;m) ∈ J;
0; (m;p) ∈ J; (p;m) ∈ J; m = p;
am − t; m= p;m ∈ J1;
am; m= p;m ∈ J1:
It is easy to see that the deJning properties of Z(i;a)(i;a), except possibly non-negativity
of the entries, are fulJlled. A simple calculation (or see [2,6]) shows that
Q(z1(a; t)) = 2t(t + L(a));
where
L(a) =
∑
k∈J2
(k;k+6)(a):
Now we can exhibit our class of examples.
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Theorem 4.1. For any a ∈ Ci and any s ∈ Si such that
(a + s)k ¿− L(a) for all k ∈ J1;
we have a + s ∈ Ci ; but (a+s)i ∈ B.
Proof. We consider the matrix z1=z1(a; 1−L(a)). First note that z1 = z0. By deJnition,
z1 belongs to Z
(i;a+s)
(i;a+s) since
(z1)mm ≥ (a + s)m − (1− L(a)) ≥ 0;
and we have
Q(z1) = 2(1− L(a))¿ 0:
Using Theorem 3.2, we see that (a+s)i ∈ B. But for any adjacent pair (kl), we have
(kl)(a + s) = (kl)(a) ≤ 0;
thus a + s ∈ Ci .
So we see that starting from an arbitrary a ∈ Ci , we can always obtain a six-dimensional
region of examples by adding “large enough” vectors from Si to a.
This argument also shows that the failure of (a)i belonging to B for a ∈ Ci is not a
“boundary phenomenon”, i.e. not only happening when some of the (kl)(a) are equal
to 0, answering a question of Marsh.
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