A model-development environment for simulation of discrete and continuum dynamics in complex 3D geometries is described. This environment is based on 3D libraries for manipulation of geometrical primitives, object-oriented multi-domain modeling paradigm, continuum solvers on unstructured meshes, discrete particle solvers, and a proprietary tool-assisted grid generation technique. The numerical approach is based on combined control-volume and finite-element methods of continuum mechanics and Lagrangian particle dynamics method.
Background
Over the past few years a clear trend has emerged toward the integration of different modeling paradigms of continuum dynamics, such as fluid dynamics and structural analysis. On the one hand, we witness a further expansion of discrete dynamics modeling in such areas as molecular dynamics, particulate and aerosol transport, etc. The complexity of modeling a mechanical system, grows exponentially with the number of different processes involved. A computational approach that simultaneously accounts for all the phenomena related to an event is called multiphysics [1, 2] . Some examples of multiphysics systems that are in the focus of today's scientific and engineering research include (1) engineering systems, involving flow in complex cavities with electromagnetic and acoustical fields, multicomponent reactive flows in systems like fuel-cells, the classical problem of elastic structure interaction with the surrounding fluid, particle transport and deposition in complex geometries etc., (2) biological applications such as: cellular mechanics, involving fluid-membrane-cytoskeletal interactions and cell's responses to electrical fields and mechanical loading, blood flow in flexible vessels subjected to mechanical stresses, air flow with aerosol transport in respiratory tracts; (3) sub-micron and nano-mechanical systems, where both continuum description of fields and discrete description of particles should co-exist in a unified formalism, to name just a few.
To cope with this complexity an object-oriented programming (OOP) approach has been widely accepted. In academic community the attempts are steadily underway to use OOP in order to cope with the modeling complexity of such systems. The examples are many but usually they are related to specific applications [3, 4] . In commercial area the trend toward model integration has forced many companies, engaged in continuum mechanics simulations, to rely on the OOP approach, and now it is spreading to the area of multiphysics [5] .
As any experienced user of continuum mechanics software knows, the success of its application depends to a large extent on the mesh used in simulations. The area of mesh generation has always been a large and somewhat independent field of continuum mechanics. Mesh generation is not directly involved with the physics of the processes to be modeled, but may greatly affect the outcome of modeling. Another key area is the development of visualization tools. Together with mesh generation they constitute preand post-processing environments for continuum mechanics simulations.
However, in such traditional fields as fluid dynamics, molecular dynamics and to some extent structural analysis, it is quite common to use simpler functional modeling approaches and coding techniques. This can be explained by the numerical complexity of the problems, the desire to achieve a stable convergent solution in a reasonable time, and a reliance on robust algorithms found in Fortran libraries and textbooks. Nevertheless, the lack of an objectoriented paradigm for modeling of continuum mechanics often presents a stumbling block on the way of simulating In this work we developed a unified object oriented modeling paradigm for a broad class of mechanical systems on the basis of progressive associations and interdependencies of geometrical primitives. These primitives or elements are enveloped in classes and supplied with functions that enable spatial manipulations of and dynamic inter-connections between the primitives. The elements are arranged into domains, defining the geometry, and functions are arranged into solvers, providing physical content. Together domains and solvers constitute a set of models. This multi-domain multi-model approach turned out to be flexible enough to enable prototype solutions of several complex problems, involving continuum and discrete dynamics, as those mentioned above. An additional benefit of this approach is that the mesh generation procedure itself is included as just another model.
Modeling paradigm
The top-down approach of the method starts with a concept of a model. Each model consists of a domain and a solver (Fig.1 ). Domains populate a physical 4D space-time and have one-to-many relationships to each other in form of geometrical intersections in the common regions of spacetime. Each domain consists of a connected set of geometrical primitives or elements and variables defined on these primitives. The domain is also supplied with a collection of functions to manipulate the variables and the primitives. These functions are executed in a certain sequence specific for each domain, which constitutes a solver. Domains have one-to-one relationship to solvers, whereby there can be only one solver for each domain. Solvers may have one to many relationship to domains, where one solver can operate in several domains, and can have inclusive relationships between each other, where each solver can include one or several other solvers.
Elements and variables
The bottom-up approach to the modeling paradigm starts with the concept of an element or a geometrical primitive.
One property of an element is its spatial dimension, which can span the range between 0 and 3. Another property is its type, like point, node, edge, face, and cell. In the current version of the method there are two types of elements of dimension zero (points and nodes) and one type of element for each dimension higher than zero. Among the latter the faces are currently represented by triangles, and cells are represented by tetrahedrons. The elements can be connected to each other and to other elements. The connectivities between the elements are determined by their types and geometrical constraints. For example, points can have one-to-many connectivity to each other, one-to-one connectivity to the cells and faces (inclusion) and generally, no connectivity to the edges, etc. The possible connectivities are given in Tab.1.
points nodes edges faces cells The connectivity matrix is asymmetric, which points to the asymmetry of element inclusion relationship. The one-to-many relationship (M) is usually represented by dynamically linked lists. It can also be seen from the table, that the boundary elements of the domain may possess some extra connectivity constraints.
There are several functions defined inside the Element-class, which realize operations on elements, such as creation/destruction, motion, connection, etc. These functions combine into an element library that is used to build domain specific solvers and models described below.
A 3D mesh is a connected set of elements, such as cells, faces, edges and nodes, excluding points. A mesh does not have to include elements of all types. So, a simple 3D mesh for the finite-element method can consist of connected set of cells and nodes only. Similarly, a 2D mesh can consist of faces, edges and nodes, or of faces and nodes only.
A variable is a property of an element which is changing in space-time, such as coordinates, velocities, mass, etc. Each element can contain a set of discrete or continuous variables of a general tensor type with a rank of 0 (scalar), 1 (vector), 2 (matrix), etc. For example, a finite-element incompressible Navier-Stokes solver may be defined on nodal elements with one variable of type scalar (pressure) and one of type vector (velocity). At the same time in a control-volume type formulation the pressure variable may be defined on the cells and velocity variable can be defined on the faces, providing a variant of a staggered-grid formulation [6] . A node-cell arrangement with pressure defined at the nodes and velocity at cell-centers, with subsequent interpolation to the faces would represent still another possibility. As can be seen, this approach enables a great flexibility in the choice of numerical discretization schemes.
Domains and solvers
Domain is a connected set of elements and variables. A solver is a domain-specific sequence of operations on variables and elements. Element operations were introduced earlier, and variable operations include interpolation, differentiation, computing fluxes, etc. It is important to point out that the inclusion of element-operations into the solver extends the notion of the solver from a simple variable manipulator to domain manipulator. This not only incorporates the domains with changing geometries, but also enables other complex modeling, like domain construction (grid-generators, tissue-growth, etc), and destructors (dissolution, fracture, collapse, etc).
The solver is based on a known method. For example, the current implementation the solution of a Poisson equation on 3D tetrahedral meshes is realized using the finite-element method [7] , and the solution of aerosol transport in bifurcating airways is realized using the controlvolume method for unstructured meshes [6] and the Lagrangian particle dynamics method [8] . Composite modeling can be accomplished by combining several models. For example, the current implementation of the incompressible Navier-Stokes solver is combined from the control-volume solver for convection-diffusion process and the finite-element Poisson solver. Such a solver has the advantage of using each method in its most appropriate context: a flux-conservative scheme for transport process, and a rigorous FEM scheme for the elliptic problem.
The creation of a model is divided into two steps: domain setup and solver setup (Fig.2) . Domain setup is in turn split between: geometry definition and variables definition. Solver setup consists of two procedures: initializer and iterator. Each procedure is implemented in a high-level language (C++), and uses a set of library functions for manipulating geometrical primitives (elements) and performing operations on variables. The dependency lines on the figure indicate that the variables are conditioned on the existence of elements and the iterator is conditioned on the initializer. During the program run the initializers for all the models are called first, and then the iterator of each model is executed one after another, or concurrently when in multiprocessor mode.
The advantage of this scheme is that it not only allows simultaneous coexistence of many models in one simulation, but also accounts for spatial inhomogeneity of the processes, by enabling the existence of different models on different sub-domains. In other words, it provides both complex and distributed modeling environment, in which it is possible to combine different models into one, and also to assign different models to different regions of space. This feature can be of a great benefit in simulating complex multi-component systems, where different parts of the sys- it is important to incorporate the laws for different physical processes in different parts of the system, like electrodes, electrolyte, separator plates, air/fuel ducts. The same can be true for many biomedical and other complex inhomogeneous systems controlled by spatially distributed physical processes. Integration of different solution techniques, like stress-analysis and CFD in combined solvers is an important subject in computational mechanics, and the approach proposed here offers one way to tackle this problem.
Domain coupling
The multi-domain feature of the system makes it easily parallelizable, with each domain or a group of domains assigned for execution by a separate process. A special algorithm of domain coupling (DOVE) enables automatic setup of communication interfaces in the overlapping regions of domains. In the first phase of the algorithm the boundary information is exchanged between the domains to identify the regions of the overlap, and in the second stage the connectivity between the domains is established. For the domains belonging to the same process a pointer connectivity array is used. For the domains executed by different processes, or residing on different computing nodes, calls to the message-passing interface (MPI) routines are used to exchange the variables in the regions of overlap. The current version of the algorithm is based on non-conformal mapping and linear interpolation, and is implemented for the vertex-based variables.
This approach is more general than the conventional domain decomposition technique commonly used in parallel programming applications of continuum mechanics [9] . We call the current approach domain coupling, since it allows both static and dynamic domain connectivities, and does not need to be used in the context of distributed processing only. For example, the DOVE scheme can be used to track the connectivities of dynamic domains with changing geometries and moving with respect to each other. This feature can be useful in handling complex topological transformations, like cell mitosis etc. The work on such dynamic coupling is currently underway.
Visualization
The integral approach of developing the modelingenvironment pursued in this work enabled the author to implement a unique visualization strategy, where there are no pre-and post-processor stages for data setup and visualization. Instead there is a single mode of monitoring and control of the state of the simulation via a graphic user interface (GUI). In this mode the information on geometry and variables for each model is displayed concurrently, during all stages of model initialization and execution. Monitoring of three-dimensional domain data is done through the calls to 3D visualization routines built on top of the OpenGL graphics library (www.opengle.org). These routines provide visual output of each element (node, edge, face, cell), and the values of the variables defined on the elements (scalars, vectors, tensors), by means of surface textures, shades, colors and vectors.
During the execution of the program, the main GUIloop is handling interrupts coming from the user via a mouse or a keyboard, and in the absence of such it is executing the pending iteration steps of domain solvers in prescribed time-sequence or concurrently when in a multiprocessor mode. In addition to streamlining the visualization process this technique enables continuous monitoring of the state of each model during the simulation. A provision for a pure batch-job mode is available as well, which can be used for large production runs or while executing the code in parallel on a distributed memory platform.
Applications
The modeling approach proposed here allows the building of composite solvers and executing of several models in a single simulation. Several examples below illustrate the flexibility of generating different models and combining existing solutions in one simulation.
Example in Fig. 3 illustrates the application of a control-volume based flow solver formulated for unstructured meshes coupled with the finite-element elasticity solver for the membrane. The prototype simulation was capable of reproducing transient flow regimes and membrane deformations. Figure 4 illustrates the mesh generation algorithm based on a tool-assisted mesh generation concept proposed by the author [10] . Figure 5 shows the process of particle transport in bifurcating ducts, and deposition on the walls. The simulation was done using a coupled flow-particle solver in Eulerian-Lagrangian formulation. Figure 6 shows an example of a complex flow through overlapping domains. The domain coupling scheme enables the representation of topologically complex geome- http://mulphys.org/dove tries, and can be used for parallel execution on distributed memory computer platforms. Figure 7 shows an example of molecular dynamics simulation of atoms self-assembling around another group of atoms. Each atom is represented by a point-element with dynamic bonding to other elements. The number of bonds is limited by a certain number. Two different types of atoms were used in the simulation: immobile atoms arranged in a Y-shaped structure representing a lattice, and mobile atoms that could interact with the atoms of the lattice and each other. The Lennart-Jones interaction forces of different types were prescribed to the different groups of atoms. After initializing the domain with the random distribution of the mobile atoms, the dynamics of the atoms can result in an ordered arrangement, depending on the strengths and radii of the interaction potentials. Figure 8 shows a fragment of a simulated building collapse. The model uses a concept of "heavy" nodes connected by elastic struts. The braking of a strut can occur as its length or the angles it forms with other struts change beyond certain limits. Multi-body interaction mechanism was implemented to enable the modeling of collisions of different previously not-connected elements of the structure as they collapse toward the ground.
Conclusions
By creating a bridge between continuum and discrete dynamics the described approach enables modeling multiphase flow systems, involving particle transport, deposition, and turbulence.
By using a multi-domain multi-solver approach complex multi-physics modeling becomes possible with applications, involving fluid-structure interaction, fluidacoustic, electromagnetic and radiative effects.
Being based on a rich hierarchy of geometrical constructs and dynamic connectivities, the methods developed during this work can be successfully applied to the area of cellular mechanics, bio-mechanics and bio-fluids, solving the problem of flexible tissue dynamics subjected to unsteady flow-fields.
In a broader perspective this approach has a potential to bridge together the paradigms of continuum mechanics and molecular dynamics in in modeling sub-micron and nano-systems.
