We have determined 238 U/ 235 U ratios for a suite of commonly used natural (CRM 112a, SRM 950a, and HU-1) and synthetic (IRMM 184 and CRM U500) uranium reference materials by thermal ionisation mass-spectrometry (TIMS) using the IRMM 3636 233 U-236 U double spike to accurately correct for mass fractionation. Total uncertainty on the 238 U/ 235 U determinations is estimated to be <0.02% (2r). These natural 238 U/ 235 U values are different from the widely used 'consensus' value (137.88), with each standard having lower 238 U/ 235 U values by up to 0.08%. The 238 U/ 235 U ratio determined for CRM U500 and IRMM 184 are within error of their certified values; however, the total uncertainty for CRM U500 is substantially reduced (from 0.1% to 0.02%). These reference materials are commonly used to assess mass-spectrometer performance and accuracy, calibrate isotope tracers employed in U, U-Th and U-Pb isotopic studies, and as a reference for terrestrial and meteoritic 238 U/ 235 U variations. These new 238 U/ 235 U values will thus provide greater accuracy and reduced uncertainty for a wide variety of isotopic determinations.
INTRODUCTION
Uranium has three naturally occurring isotopes: 238 U (t 1/2 % 4.5 Â 10 9 a) , 235 U (t 1/2 % 7.0 Â 10 8 a) ) and the shorter-lived 234 U (t 1/2 % 2.5 Â 10 5 a) (Cheng et al., 2000) . Until recently, the present-day 238 U/ 235 U ratio has been considered invariant as mass-dependent thermodynamic isotopic fractionations were not expected to be detectable in U due to its high mass. However, recent studies suggest U isotopic fractionation in terrestrial materials is possible as a result of oxidation-reduction reactions (U VI to/from U IV ) and/or nuclear field shift (Bigeleisen, 1996; Buchachenko, 2001; Schauble, 2007) , and its presence has been confirmed in natural systems (Stirling et al., 2007; Weyer et al., 2008; Bopp et al., 2009) . Thus, it is crucial to re-evaluate the 238 U/ 235 U of standards for which the consensus value 238 U/ 235 U value ( 137.88) has been considered accurate and often used with zero uncertainty. Natural (processed) and synthetic uranium reference materials are employed in isotope ratio and isotope dilution mass-spectrometry to assess performance and accuracy and provide benchmark isotopic compositions for calibration purposes. Examples include monitoring mass fractionation and/or detector bias (Cheng et al., 2000) , developing ( 233 U ± 235 U ± 236 U)/(Th ± Pb) gravimetric reference solutions for isotopic tracer calibration (Roddick et al., 1987; Cheng et al., 2000; Condon et al., 2007) , and use as a reference for studies that document the variability of uranium isotopic composition of natural (terrestrial and meteoritic) materials (Stirling et al., 2005 (Stirling et al., , 2007 Weyer et al., 2008; Bopp et al., 2009; Amelin et al., 2010; Brennecka et al., 2010) . The uranium reference materials available for these purposes are either derived from ore deposits or are synthesized by mixing highly enriched isotopes to achieve desired ratios. We use the term 'natural uranium' for reference materials derived from uranium ores and/or minerals. However, it is possible pre-existing intra-ore variation has 0016-7037/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi: 10.1016/j.gca.2010.09.019 been homogenized, and isotopic fractionation may have occurred during processing, so that the isotopic composition of the processed natural uranium differs from the parent ore. Natural uranium reference materials are typically considered to have an invariant isotopic composition, and their 238 U/ 235 U is taken to be the 'consensus' 238 U/ 235 U value equal to 137.88 (Steiger and Jäger, 1977) . The isotopic composition of synthetic isotopic reference materials are determined gravimetrically by weighing high purity isotopes (as oxides) prior to mixing, or through cross-calibration against gravimetric isotopic reference materials (Catanzaro et al., 1968; Richter et al., 2008) .
In this contribution, we present new 238 U/ 235 U determinations for a series of commonly used natural and synthetic uranium reference materials. These measurements were made using a 233 U-236 U double spike (IRMM 3636) to accurately correct for mass fractionation during analysis. The 233 U/ 236 U ratio of IRMM 3636 was determined gravimetrically with an uncertainty of 160 ppm, coverage factor of k = 2 (2r) (Richter et al., 2008) . Combined with highprecision, high-accuracy, thermal ionisation mass-spectrometry (TIMS) we are able to determine 238 U/ 235 U ratios of these reference materials with a combined standard uncertainty of <200 ppm (95% confidence limit). Quantifying the 238 U/ 235 U ratio and associated uncertainty for these reference materials will require adjusting the results of previous instrumental and tracer calibration efforts; if the radiogenic 238 U/ 235 U of U-daughter (U-Pb and U-series) geochronology samples is different from 137.88, small systematic errors will result.
NATURAL URANIUM 238 U/ 235 U RATIO
A compilation of ninety gas source mass-spectrometry 238 U/ 235 U determinations on uranium hexafluoride (UF 6 ) was used to indicate a lack of variation in natural 238 U/ 235 U ratios at the sub per-mil level (Cowan and Adler, 1976; Steiger and Jäger, 1977) . The measurements were made in five laboratories on a variety of uranium ore bodies (Cowan and Adler, 1976) . Examination of the original data reveals a bimodal distribution (noted by Cowan and Adler, 1976) , and a mean value >137.88 ( Fig. 1) . Furthermore, all data in this compilation were normalised to an NBS standard (unnamed, from the Belgian Congo) for which a value of 0.7110 weight percent 235 U (equivalent to 238 U/ 235 U = 137.88) was used. Critically, a personal communication and an unpublished report are the only sources cited in Cowan and Adler (1976) for the isotopic composition of the NBS standard used for normalisation. Thus, the accuracy of the 238 U/ 235 U value in the Cowan and Adler (1976) compilation cannot be traced back to the SI system of units and its uncertainty cannot be quantified. For the purposes of U-daughter geochronology, the IUGS subcommission proposed the adoption of a 'consensus value' of 238 U/ 235 U = 137.88, based largely upon the Cowan and Adler (1976) compilation (Steiger and Jäger, 1977) and this value has been and is currently widely used in the geochronology community.
For the past three decades, researchers have been measuring the 238 U/ 235 U of various sources of natural uranium to assess whether it is truly invariant. In the late 1970's and early 1980's several pioneering studies (Chen and Wasserburg, 1980, 1981b; Tatsumoto and Shimamura, 1980) focused on determining the uranium isotopic composition of meteorites, using 233 U-236 U tracers to facilitate accurate correction for mass fractionation during mass-spectrometry. The 233 U/ 236 U ratio of the double spikes used in these studies were calibrated against CRM U500, and thus given the sample sizes and analytical capability of the time could assess variation at the $0.5% level (Chen and Wasserburg, 1981b) . A summary of their measurements on two terrestrial standards, NBS 950a and the well-known Columbia River basalt whole-rock geochemistry standard BCR-1, showed that the terrestrial material 238 U/ 235 U of 137.85 ± 0.4 (2r) was indistinguishable from the consensus value 137.88 (Chen and Wasserburg, 1981a Bopp et al. (2009) and Cowan and Adler (1976) for data from the same U-ore bodies, which indicates either an error in the normalisation of one of the datasets or isotopic heterogeneity. (B) Relative probability plot of the Cowan and Adler (1976) compilation. The dashed line reflects data from magmatic-type ore deposits, the solid line represents data from sedimentary-type ores. Note, all the data presented in Cowan and Adler (1976) (de Laeter et al., 2003) . The IUPAC value is based upon UF 6 measurements of six natural uranium ore samples by gas-source mass-spectrometry (Richter et al., 1999) . These data are calibrated against gravimetrically prepared synthetic isotope reference materials that are traceable to a fundamental SI unit. Subsequently, Richter et al. (2008) and Keegan et al. (2008) obtained high precision data that support the current IUPAC 238 U/ 235 U value (Fig. 1 ) using a 233 U-236 U double spike (IRMM 3636), which is also traceable to SI units and has a smaller uncertainty than previous double spike preparations.
Recent studies employing multi-collector inductively coupled plasma mass-spectrometry (MC-ICP-MS) have been able to resolve variation in 238 U/ 235 U better than 0.01% (Stirling et al., 2005 (Stirling et al., , 2007 Weyer et al., 2008; Bopp et al., 2009; Brennecka et al., 2010) . A variety of rock types, and to a much lesser extent U-bearing minerals (Stirling et al., 2007; Weyer et al., 2008) have been examined, as well as revisiting some of the uranium ore bodies reported in the Cowan and Adler (1976) compilation (Bopp et al., 2009 ). In the case of the Bopp et al. (2009) study, the data are normalised to IRMM REMEIP 18A, which has a certified isotope composition traceable to SI units ( 238 U/ 235 U = 137.85 ± 0.05%, (Richter et al., 2007) . Importantly, the Bopp et al. (2009) study included a suite of uranium ores from the Cowan and Adler (1976) compilation and obtained 238 U/ 235 U values that are (systematically) 0.1-0.05% lower than 137.88 (Fig. 1) . Stirling et al. (2007 Stirling et al. ( , 2006 and Weyer et al. (2008) use a "natural" uranium standard (CRM 112a and SRM 950a, respectively) for normalisation and present data as fractional deviations from this standard material. For studies that exploit 238 U/ 235 U variation as a redox-sensitive proxy, absolute 238 U/ 235 U values are less important. However, absolute 238 U/ 235 U values are used in U-daughter geochronology, so the absolute value of the comparative reference material is important.
URANIUM REFERENCE MATERIALS
A variety of natural uranium (derived from minerals and devoid of any synthetic uranium isotopes) and synthetic uranium (derived from mixing highly enriched single isotopes) reference materials are available and in widespread use within the isotope community. The synthetic uraniums are isotope reference materials (IRM), whereas the 'natural' uraniums are either metals, oxides and/or solutions derived from the processing of natural uranium that are certified for purity/concentration (such as CRM 112a, SRM 950a) or materials such as HU-1 stated to be in 'secular equilibrium'. We have chosen to study three natural (CRM 112a, SRM 950a, HU-1) and two synthetic (CRM U500 and IRMM 184) reference materials that are commonly employed in U-daughter geochronology for calibration of tracers, as isotopic standards for correcting bias effects during isotope ratio mass-spectrometry (see Section 6) and as a reference for 238 U/ 235 U variation in terrestrial and meteoritic materials.
CRM 112a
CRM 112a is a high-purity metal assay standard, formerly known as SRM 960. There is also an assay solution standard (CRM 145) which is derived from CRM 112a and hence it is assumed to have the same isotopic composition. These CRMs were produced by NBS (National Bureau of Standards) and are now distributed by New Brunswick Laboratory (NBL, http://www.nbl.doe.gov). The isotopic composition is not specified in the CRM certificate. The CRM 112a solution used in this study was prepared at the NERC Isotope Geoscience Laboratory (NIGL) in 2008 by dissolving the metal in a pre-cleaned Teflon FEP bottle using high purity 2 M HNO 3 prepared in a Picotrace Teflon double sub-boiling still.
SRM 950a
This material consists of 'normal' uranium in the form U 3 O 8 with a uranium oxide mass fraction of 99.94 ± 0.02%. SRM 950a was produced by National Institute of Standards and Technology (NIST, http://www.nist.gov), and the isotopic composition is not specified in the certificate. The SRM 950a solution used in this study was prepared at the British Geological Survey in 1978 using U 3 O 8 powder from a previously unopened vial of SRM 950a dissolved in 2 M HNO 3 in a pre-cleaned 1 litre borosilicate glass flask.
Harwell Uraninite (HU-1)
HU-1 was originally distributed by the UKAEA Harwell (Hoffmann et al., 2007) and is used as a secular equilibrium standard by the U-series community (Ludwig et al., 1992; Cheng et al., 2000; Hoffmann et al., 2007) . There is no certification for this material. TIMS and MC-ICP-MS data measured for different aliquots sourced from different laboratories indicate that HU-1 is homogeneous with respect to 234 U/ 238 U at the 60.1% level, but may vary in 230 Th/ 238 U as measured (Cheng et al., 2000; Hoffmann et al., 2007; Andersen et al., 2008) . The HU-1 solution used in this study was prepared at NIGL in 1992 by dissolving material obtained from M. Ivanovich (UKAEA) in a precleaned 1 litre FEP bottle using $1 litre of 2M HNO 3 prepared by sub-boiling distillation in a Teflon two-bottle still.
IRMM 184
IRMM 184 is a standard solution with a near natural uranium isotopic composition (Richter et al., 2005 (Garner et al., 1971) . The 238 U/ 235 U ratio was determined gravimetrically and therefore can be traced back to the SI system of units. The CRM U500 238 U/ 235 U value of $1 is certified with a maximum uncertainty of 0.1% (Garner et al., 1971) . This reference material is widely used by both the U-Pb and U-series community in applications where accuracy and uncertainty quantification is a priority, such as in tracer calibrations (Cheng et al., 2000) . It is noteworthy that routine analysis of CRM U500 by the MC-ICP-MS community is not as common as by the TIMS community because of the risk of 'memory effects', especially when operating in dry plasma mode employing a desolvating nebuliser. However, it is of critical importance to calibrations of double 233 U-236 U spikes, excluding the IRMM 3636 spike, and therefore currently underpins MC-ICP-MS analyses in several U-series geochronology labs (Cheng et al., 2000) .
Two batches of CRM U500 were used in this study. The CRM U500 solution analysed at NIGL was prepared at NIGL in 2004 by dissolving U 3 O 8 powder from a previously unopened vial of U500 in a pre-cleaned Teflon FEP bottle using high purity 2 M HNO 3 prepared in a Picotrace Teflon double sub-boiling still. The CRM U500 solution analysed at MIT was prepared at Washington University in 1988 in a pre-cleaned Teflon bottle and high-purity HNO 3 . (Richter et al., 2008) . Derived from high-purity isotopes, its 233 U/ 236 U ratio and uncertainty were determined by gravimetric principles and therefore can be traced to the SI system of units (Richter et al., 2008 
Mass-spectrometry
Measurements were performed on a ThermoFinnigan Triton TIMS instrument (Triton 2) at NIGL and GV Isoprobe-T TIMS instrument at MIT. Prior to sample loading, the filaments were outgassed for >40 min at between 1.5 and 4.5 amps (>20 min at 4.5 amps). Batches of Re used for filaments were first checked in the mass-spectrometer on the SEM at typical running temperatures to ensure U emitted directly from the outgassed Re was insignificant. At NIGL, samples were loaded on zone-refined Re filaments in a double filament configuration in dilute HNO 3 and slowly dried down at 0.5-1.0 amps. During the run, ionisation filaments were heated to $1700-1750°C (4.6-5.4 amps) with the evaporation filament at 1.8-2.4 amps, and the uranium ionised as U+ ions. At MIT, uranium was ionised as UO 2 þ on a single Re filament loaded in a Si Gel emitter (Gerstenberger and Haase, 1997) and real time correction for uranium oxide isobaric interferences was possible by measuring additional oxide species at masses 272 and 269. Details and equations used for mass fractionation correction, oxide correction, and stripping of minor isotope contributions are outlined for both labs in Appendix A.
At NIGL the abundance sensitivity, following the IUPAC recommended definition (Todd, 1991) as "the ratio of the maximum ion current recorded at a mass m to the ion current arising from the same species recorded at an adjacent mass (m ± 1)", was determined by measuring what are interpreted to be down-mass scattered ions from the U ions was $8 ppm, small compared to our target total uncertainty and largely accounted for by the interpolated half-mass baseline measurements. At MIT, abundance sensitivity was <3 ppm and the effects of scattered 236 U ions on the 235 U peak for the CRM U500 analyses were similarly accounted for. Faraday amplifiers in both labs employed 10 11 O resistors and amplifier electronic gains were measured <24 h prior to analyses. Amplifier cup rotation was employed at NIGL to minimise biases arising from residual differences in amplifier performance/gain. Baselines were obtained at masses 232.55 and 233.55 as measured on the axial Faraday (on-peak mass was 233.05), with on-peak corrections based on a linear interpolation of the half-mass baselines. Each baseline measurement was integrated over 60 s and taken before each data block, employing a delay of at least 10 s between exposure of the Faraday amplifiers to an on-peak signal and the baseline measurements. Further details of massspectrometry performance are listed in Appendix B.
Our aim was to obtain 238 U/ 235 U data with a total uncertainty of <200 ppm, including the $160 ppm contribution from the uncertainty of the IRMM 3636 tracer isotopic composition. This necessitates that the external reproducibility contribution from mass-spectrometry be 6120 ppm when combined in quadrature. For standards with "natural" isotopic compositions, minimum Measurement of all tracer and sample isotopes required four Faraday cups and thus inter-cup biases were required to be relatively small. Cup matching tests at NIGL using Nd isotopes show that these biases are on the order of $10-20 ppm and therefore are not a limiting factor (Appendix B). Furthermore, individual 10 11 ohm amplifier responses at NIGL (i.e. signal decay) were checked by loading with a constant current source, demonstrating that all amplifiers achieved <10 ppm residual signal after 2 s, and verified by loading with large ion beams, as measured on both a single Faraday cup and all required Faraday cup-amplifier pair responses. The ion beam signal decay experiments employed >40 V 238 U beams, and determined that residual long term (>3 s magnet settling time) effects of large ion beam exposure were not present.
Sample/spike mixing ratios for the natural uranium materials and IRMM 184 were optimised to give 238 U/ 236 U ratios between 25 and 120 in order to minimise potential for tailing of the 236 U peak on the 235 U peak in the mixture. In the case of CRM U500, the 238 U/ 236 U of the spike/CRM mixes ranged from $0.5 to $10. It is useful to note that U mass fractionation analysed by TIMS is typically 60.1%/u, almost an order of magnitude smaller than that observed for MC-ICP-MS, and the correction is insensitive to the fractionation law used (Wasserburg et al., 1981) .
Uncertainty estimation
"There are known knowns. These are things we know that we know. There are known unknowns. That is to say, there are things that we now know we don't know. But there are also unknown unknowns. These are things we do not know we don't know." -D. Rumsfeld (2002) We have attempted to identify and quantify the major sources of uncertainty in the 238 U/ 235 U measurements that arise from both random and systematic effects. The quantifiable uncertainty component due to random effects is largely from data acquisition, and comprises counting statistics on ion beams and baseline noise. Known systematic contributions include uncertainty in the isotopic composition of the IRMM 3636 tracer used for fractionation correction, amplifier gain and collector efficiency differences, and the fractionation law used.
Replicate determinations in a single laboratory do not reveal all potential sources of systematic error. To quantify reproducibility, we performed an inter-laboratory comparison of CRM U500 measurements at both NIGL and MIT. The isotopic composition of CRM U500 is amenable to higher precision determinations and therefore provides a means to assess repeatability within each laboratory, and also resolve inter-laboratory bias at the level of tens of ppm. Reference materials with a natural isotopic composition were measured at NIGL, and the combined CRM U500 data was used to estimate the full uncertainty budget, which was applied to all determinations. Table 4 (Fig. 4) . The analytical uncertainty reported for each mix is the standard error of the fractionation-and tracercorrected 238 U/ 235 U ratios, multiplied by a coverage factor of k = 2, following the approach and terminology of the Joint Committee for Guides in Metrology (JCGM, 2008) . This is equivalent to a $95% confidence interval, or 2r of a normal distribution, and is justified due to the large number of effective degrees of freedom for each measurement. Each two step (see Table B1 ) measurement cycle's fractionation-and tracer-corrected 238 U/ 235 U measurement represents an independent measurement, with only the systematic components of uncertainty from the tracer IC in common.
The uncertainty contribution from the isotopic composition of IRMM 3636 from (Richter et al., 2008) was assessed at the weighted mean level for each standard. Because each weighted mean includes mixes with sample/spike ratios that vary by up to an order of magnitude, the tracer subtraction uncertainty contribution is not constant. Instead of adding a single standard uncertainty in quadrature to the measurement uncertainty, we use a more sophisticated algorithm that computes the maximum likelihood estimate of the weighted mean, its standard error, and MSWD by treating the tracer uncertainty contributions to analyses as error correlations between them (Lyons et al., 1988; Valassi, 2003) . The generalized weighted mean statistics computed in this way incorporate the components of uncertainty from systematic and random effects without incorrectly reducing systematic contributions during averaging. The uncertainty contribution from the IRMM 3636 isotopic composition, and in particular the uncertainty in its 233 U/ 236 U ratio, contributes >75% of the combined variance of each weighted mean.
Close examination of the precise CRM U500 238 U/ 235 U determinations from both labs indicates that there are (at least) two additional sources of uncertainty. First, both labs report individual measurement uncertainties that are too small to explain the variability between measurements, which is reflected by the relatively high MSWDs (2.3 at MIT and 16.5 at NIGL) of both large datasets. This overdispersion, or "excess scatter," implies an unrecognized or underestimated component of variability in the measurements, yet to be identified but potentially amplifier gain drift or other instrumental parameters. One simple way to estimate the magnitude of this missing component is to calculate the increase in uncertainty required to bring the MSWD of each dataset to 1, and is 41 ppm for NIGL and 42 ppm for MIT (2r). Second, there is a significant difference (ca. 50 ppm) between the weighted means for each lab outside these expanded measurement uncertainties. There is no a priori reason to believe that one lab's results are more accurate, so we must ascribe the difference to unrecognized mass-spectrometer or method-dependent effects such as measuring U as a metal (NIGL) vs. as an oxide (MIT). An additional 65 ppm (2r) standard uncertainty added in quadrature to both labs' weighted means brings the NIGL and MIT CRM U500 weighted means into agreement within uncertainties and a MSWD of 1.
Two MSWDs are reported for each solution. The first incorporates both the measurement uncertainty, represented by the standard error of the fractionation-corrected ratios, and the variability caused by predictable systematic effects. For example, the 238 U/ 236 U ratio of the tracer may be slightly higher than, but within uncertainty of, its certified value. In this case, relatively large sample/tracer ratios would yield corrected U values. This would subtly increase the scatter between analyses with different sample/tracer ratios, but the trend would not be resolvable at our level of precision. Since the certified value is not perfectly accurate, this source of variability must be included when determining whether the data are consistent with a single weighted mean. The second MSWD is calculated after the adding the intra-laboratory reproducibility (41-42 ppm) uncertainty term in quadrature to each measurement to account for the overdispersion of the CRM U500 dataset.
Including data from two independent laboratories using two different methods increases our confidence in the measurements' accuracy and ensures the uncertainty estimates are realistic. For the other solutions analysed in a single laboratory, the combined standard uncertainty must include these two effects, as well as the measurement and tracer uncertainties. We consider this the best estimate of the true external reproducibility of our experiment.
RESULTS
The results of the determinations are outlined below and listed in Tables 2 and 3 (Figs. 2 and 3) . The final values and associated uncertainties are summarised in Table 4 (Fig. 4) . Uncertainties of the 238 U/ 235 U ratio means are presented as ±X/Y. The X uncertainty is our best estimate of the external reproducibility, twice the standard error of the weighted mean measurement uncertainty combined in quadrature with the intra-and inter-laboratory components (see Section 4.3). The Y uncertainty includes these combined with the propagated systematic uncertainty in the 233 U/ 236 U ratio and minor isotope composition of the IRMM 3636 double spike. In the case of U500 and IRMM 184, Y also includes the uncertainty in the 236 U/ 235 U ratio of the standard solution, all added in quadrature (JCGM, 2008) . The MSWDs are reported as A/B, where A incorporates only measurement (without intra-and inter-laboratory components included) and tracer variability and B incorporates the extra sources of variability inferred and estimated from the CRM U500 data. The observation that the re-calculated MSWDs for reference materials with natural composition are between 0.5 and 1.9, values that are acceptable for the given sample sizes (Wendt and Carl, 1991) , supports applying the CRM U500-based external reproducibility to the reference materials with natural 238 U/ 235 U compositions.
CRM 112a
Seven CRM 112a/IRMM 3636 mixes were analysed with a weighted mean 238 U/ 235 U value of 137.844 ± 0.011/0.024, MSWD = 2.0/0.6 (2r absolute).
SRM 950a
Six SRM 950a/IRMM 3636 mixes were analysed with a weighted mean 238 U/ 235 U value of 137.847 ± 0.011/0.024, MSWD = 1.0/0.5 (2r absolute). These data show that CRM 112a has a 238 U/ 235 U indistinguishable from SRM 950a; however, the two materials do have significantly different 234 U/ 238 U ratios (Chen et al., 1986) .
Harwell Uraninite (HU-1)
Six (Stirling et al., 2007) who documented e 235 U CRM 112a of 5.6 ± 0.9 for the HU-1 standard.
IRMM 184
Five IRMM 184/IRMM 3636 mixes were analysed with a weighted mean 238 U/ 235 U value of 137.682 ± 0.011/0.024, MSWD = 4.3/1.9 (2r absolute). This result is 109 ppm lower than certified value 238 U/ 235 U = 137.697 but within the certified 300 ppm uncertainty which is based upon UF 6 gas source mass-spectrometry calibrated against synthetic uranium isotope mixtures (Richter et al., 2005) . (Tables 1 and 2, Fig. 3) . A weighted mean of the combined NIGL and MIT dataset, including intraand inter-laboratory uncertainties (see Section 4.3) results in 238 U/ 235 U = 0.999781 ± 0.000164 (2r absolute). This 238 U/ 235 U value is $520 ppm lower than the certified value of 1.0003 but well within the stated 1000 ppm uncertainty (Garner et al., 1971) .
CRM U500
234 U/ 235 U and 236 U/ 235 U: Six non-spiked aliquots of CRM U500 were analysed as metal (with 236 U intensity >10 mV) using our new 235 U/ 238 U value (see above) for internal mass bias correction in order to determine the 234 U and 236 U abundances (see Table 3 (Richter and Goldberg, 2003 ). These differences decrease by 0.05% if the NBL data are normalised to the NIGL 235 U/ 238 U value. In contrast, the NIGL data are nearly identical to the original NBS certificate values (0.010422 ± 0.18% and 0.0015195 ± 0.41%).
DISCUSSION
New values for the 238 U/ 235 U ratios of these reference materials have implications for U-series, U-Pb and PbPb geochronology, tracer calibrations, and nuclear forensics. These include the magnitude of routine instrumental mass bias corrections using internal normalisation or double spiking, as well as the precision and accuracy of both isotopic tracer calibrations and the 234 U and 235 U decay constants. For U-Pb geochronology, if the parent U isotopes show the same spread in modern 238 U/ 235 U ratios, then using the consensus value of 137.88 will result in small systematic errors in age calculations. For U-Th geochronology, the impact of uncertainty in the 238 U/ 235 U value of reference materials used for both tracer calibration and correction of instrumental mass fractionation effects is explored by Stirling et al. (2007) .
Mass bias correction
The term mass bias is taken here to be the sum of all mass-dependent isotopic effects related to mass-spectrometry, including both the source and detector. Uranium isotopic standards are used to make mass bias corrections during mass-spectrometry in three ways: (1) Internal normalisation (TIMS and ICP-MS) employs a "known" isotope ratio (e.g. 238 U/ 235 U) to determine mass bias during the run and to correct the isotope ratio of interest (e.g. 234 U/ 235 U). (2) Sample-standard bracketing (ICP-MS) is based on analyzing a standard or reference with a "known" isotope ratio to determine the mass bias drift during an analytical session and alternated with unknowns. The mass bias in the unknown samples is calculated by interpolation from the standard measurements. (3) "Double-spiking" (TIMS and ICP-MS) involves adding two synthetic and/ or enriched isotopes (e.g. 233 U, 235 U, 236 U) of known relative abundance to the sample, allowing mass bias to be corrected during the measurement ratio by ratio. "Doublespike" tracers require calibration against standard reference materials, which limits the accuracy of this approach. Our new 238 U/ 235 U values for a number of commonly used standards allow us to assess the impact of this assumption on the accuracy of the resultant determinations.
For 238 U/ 235 U studies, e.g. forensic studies of nuclear materials, the absolute error in the measured 238 U/ 235 U ratio should include and be no less than that of the reference material 238 U/ 235 U ratio, regardless of the approach taken U of IRMM 3636 using a linear fractionation law on a cycle-bycycle basis.
d Twice the standard error of the mean of fractionation-and tracer-corrected ratios. This value does not include uncertainty terms determined from intra-and inter-laboratory comparison or the isotopic composition of IRMM 3636.
to constrain mass bias. In U-series geochronology by ICP-MS, the 234 U/ 238 U ratio is often determined using either natural uranium reference materials (CRM 112a, SRM 950a, HU-1) for sample-standard external bracketing, or by internally measuring the 238 U/ 235 U in the sample material, provided the 233 U or 236 U tracer is relatively pure. In both cases, a value of 137.88 has been used for normalisation. In U-series, many U-Th laboratory tracers are calibrated using the assumed secular equilibrium value of HU-1, and using 137.88 for 238 U/ 235 U to correct for mass bias. Using HU-1 for mass bias correction of the 238 U/ 234 U ratio (Du % 4) by standard-sample bracketing using an assumed 238 U/ 235 U value of 137.88 will result in an inaccuracy of $0.027%/u, which results in an error of $ 0.1% for the corrected 238 U/ 234 U ratio. HU-1 is often used as a check on Faraday/ion-counting calibrations as well, using the assumed 238 U/ 235 U value to correct for mass bias. This may not be a critical issue when dating material to routine precision or when open system behaviour controls data quality, but inaccuracies arising from consensus d Average fractionation during analysis, determined using a linear fractionation law. A fractionation value was determined each cycle and used for correcting that cycle.
e Ratios corrected for isotopic fractionation and oxygen isobaric interferences on a cycle-by-cycle basis. f Twice the standard error of the mean of fractionation-oxide-and tracer-corrected ratios. This value does not include uncertainty terms determined from intra-and inter-laboratory comparison or the isotopic composition of IRMM 3636. value normalisation will impact high precision chronologies. Stirling et al. (2007) further discuss the impact of deviation from the consensus 238 U/ 235 U value for mass bias corrections.
The 238 U/ 235 U ratio of CRM U500 determined here is within the stated 0.1% uncertainty of the certified value (Garner et al., 1971) . Our new value, however, is 0.05% lower and the combined standard uncertainty is reduced to 0.02%. Because the 238 U/ 235 U ratio of CRM U500 is determined gravimetrically, it has been used for high-accuracy calibration of 233 U-235 U (Condon et al., 2007) and 233 U-236 U tracers (Cheng et al., 2000) U ratio determinations for CRM 112a, SRM 950a, HU-1 and IRMM-184 in this study. Black bars represent analyses of single reference material-IRMM 3636 mixes, the dark grey band reflects the external reproducibility and the lighter grey bar represent the total uncertainty (see text for discussion). All ranges are plotted with a coverage factor of k = 2 (2r). U ratio determinations for CRM U500. Smaller black bars represent analyses of U500-IRMM 3636 mixes, the dark grey band reflects the external reproducibility and the lighter grey bar represents the total uncertainty (see text for discussion). The larger black bars at right represent the weighted means and combined standard uncertainties from this study and the CRM U500 certificate. All ranges are plotted with a coverage factor of k = 2 (2r). Accurate calibration of a tracer to be used for isotope dilution purposes requires mixing the tracer with a gravimetric reference solution of known concentration and isotopic composition. For most uranium-based tracers, a gravimetric solution of a reference metal (e.g. CRM 112a) with known purity is used. When the tracer and reference solution are mixed, a common approach is to use the (assumed) isotopic composition of the reference material to correct for fractionation of the tracer/gravimetric solution mixture in order to accurately determine the concentration of the tracer isotope relative to the reference isotope. In such an approach the uncertainty in the isotopic composition of the reference material will result in inaccurate fractionation correction as described above (Section 6.1); resulting is an inaccurate tracer concentration estimate. For instance, calibrating a 233 U tracer using a 238 U/ 235 U ratio of 137.88 for CRM 112a to correct the 238 U/ 233 U of the mixture results in a 233 U concentration too low by 0.05% if isotopic fractionation is 1%/u, and if HU-1 was used this inaccuracy would increase to 0.15%.
When a double uranium tracer is used (i.e. 233 U-236 U), the ratio of enriched isotopes can be calibrated independently of the concentration calibration. This ratio can then be used to correct for mass fractionation of the tracer/ gravimetric solution mixture. Both the concentration and composition of different certified reference materials are thus exploited, as in the recent calibration of the EARTH-TIME U-Pb tracer (Condon et al., 2007) . In this example, CRM U500 was used to determine the 233 U/ 235 U ratio of the tracer, which in turn was used for mass bias correction of the tracer/gravimetric solution mixture measurements used to determine the concentration of the tracer isotopes. The 0.1% uncertainty in the 238 U/ 235 U ratio of CRM U500 propagated into a 0.066% uncertainty in the 233 U/ 235 U double spike ratio which in turn resulted in a 0.1% uncertainty in the moles of 235 U in the tracer relative to the gravimetric isotope of 238 U; this uncertainty contributes ca. 50% of the total uncertainty in the U/Pb ratio of the tracer (Condon et al., 2007) . The new CRM U500 238 U/ 235 U data presented herein results in a significant (ca. 50%) reduction in the U/Pb ratio uncertainty of the EARTHTIME U/Pb tracer which translates to a ca. 50% reduction in sample U/Pb ratio uncertainty.
Another common approach used by some U-series workers is to calibrate mixed U-Th tracers against natural materials considered to be in secular equilibrium. For example, HU-1 is considered to be in secular equilibrium, an assumption supported for, in part, U isotopes by direct measurement (Cheng et al., 2000) , and is used to calibrate the U/Th ratio of mixed 229 Th-236 U or 229 Th-233 U-236 U tracers when gravimetric calibration solutions for both U and Th are not used (e.g. Ludwig et al., 1992; Henderson and Slowey, 2000) . The inaccuracy of the consensus 238 U/ 235 U value relative to our determined 238 U/ 235 U value (0.027%/u) will impart an inaccuracy in the tracer ( 236 U) concentration if the 238 U/ 235 U ratio of HU-1 is used to correct for mass fractionation during the calibration. The magnitude of this bias will depend upon the nature of the tracer calibration experiment, which will vary between laboratories but is on the order of 0.03-0.05%.
Impact on inter-calibration of U decay constants
Several key studies have demonstrated the potential for inter-calibrating the uranium (and uranium-series) decay constants by analyzing "closed-system" minerals (Cheng et al., 2000; Mattinson, 2000 Mattinson, , 2010 Schoene et al., 2006) . The current k 234 U value (Cheng et al., 2000) was determined by measuring secular equilibrium 234 U/ 238 U ratios using a 233 U-236 U double spike calibrated against the certified 238 U/ 235 U value for CRM U500. The calculation assumes the consensus 238 U/ 235 U ratio for U in secular equilibrium in zircons, calcite and HU-1 where the 238 U/ 234 U was calculated from a 234 U/ 235 U measurement and assumed 238 U/ 235 U = 137.88. The original data of Cheng et al. (2000) could be used in conjunction with the new data presented here to determine more accurate and precise decay constant values. The most important change would be a reduction in the propagated uncertainty on the 234 U decay constant arising from the newly determined reduced uncertainty for CRM U500 235 U/ 238 U. Cheng et al. (2000) also made 230 Th/ 238 U determinations on these closed system materials and used these to solve for k 230 Th. The 230 Th/ 238 U ratio determination is underpinned by the gravimetric calibration of 229 Th and 233 U-236 U tracers and therefore the reference materials against which the concentration and isotopic composition of the tracers are calibrated will directly affect the tracer Th/U ratio and derived 230 Th/ 238 U ratio of the closed system materials. As such the new 238 U/ 235 U determinations for CRM 112a and CRM U500 will impact the k 230 Th determination. However, without detailed information for the tracer calibration exercise it is not possible to quantify the affect these new reference values will have. High-precision analyses of demonstrably closed-system materials (zircon) have also been exploited to derive a more accurate and precise k 235 U (Mattinson, 2000 (Mattinson, , 2010 Schoene et al., 2006; Mattinson, 2010) . In this approach, the systematic disagreement between 206 Pb/ 238 U dates and 207 Pb/ 235 U dates is minimised by solving for a new value of k 235 U relative to the more precisely determined k 238 U of Jaffey et al. (1971) . Many of the potential uncertainties outlined above for tracer calibrations and fractionation corrections arising from assumed 238 U/ 235 U = 137.88 for natural uranium reference materials were not fully explored in these studies. Furthermore, nearly all U-Pb determinations rely in part upon the assumption of the 238 U/ 235 U ratio in zircons is equal to 137.88 (usually with zero uncertainty). The impact of this assumption in light of our new data is explored below.
Impact on U-Pb geochronology
The new 238 U/ 235 U determinations reported here allow us to calculate absolute 238 U/ 235 U ratios for materials that have been previously determined relative to reference materials (Stirling et al., 2006 (Stirling et al., , 2007 Brennecka et al., 2010) . For materials that are also used for U-Pb and Pb-Pb geochronology, we can use these absolute values to explore the potential effect on age determinations and associated uncertainties. For example, Stirling et al. (2007) dates cannot be precisely resolved using the 207 Pb/ 206 Pb system; the more precise 206 Pb/ 238 U date is usually used instead.
The magnitude of these biases has limited impact on most published U-Pb dates given other sources of uncertainty but is significant for efforts to inter-calibrate k 235 U and k 238 U using very high-quality, high-precision, data generated specifically for this purpose (see above). Given the dearth of absolute 238 U/ 235 U determinations on U-bearing accessory minerals such a zircon, we believe it prudent at this point to refrain from proposing a 238 U/ 235 U value for use in geochronology until such a dataset exists. However, this study indicates that the assumption that all uranium in geochronologically relevant minerals has a 238 U/ 235 U = 137.88 is unlikely. The question remains, what is the range of 238 U/ 235 U in commonly dated U-bearing accessory minerals, and how much variation should be expected (and accounted for in uncertainty estimation)?
Of particular interest are the oldest objects in the solar system. No absolute 238 U/ 235 U data have been reported for any meteorites, their components (e.g. CAIs), or other extraterrestrial materials so far. Brennecka et al. (2010) demonstrate that there are variations in 238 U/ 235 U for CAIs within single meteorites, notably the Allende CV3 carbonaceous chondrite, whose CAI U-Pb dates are thought to record some of the earliest materials to condense in the solar system (Amelin et al., 2009; Brennecka et al., 2010) . This previously unappreciated variation in CAI uranium isotope compositions indicates that further inroads in high precision Pb-Pb geochronology will depend upon determining 238 U/ 235 U for each dated CAI. Based upon the variation in 238 U/ 235 U documented by Brennecka et al. (2010) these variations could result in a 65 Myr change for individual CAIs, although the effect on most CAIs will be much less, on the order of $1 Myr (Brennecka et al., 2010 (Amelin et al., 2010) and SRM 950a (Brennecka et al., 2010) Amelin et al., 2010) .
CONCLUSIONS
We have determined new 238 U/ 235 U values of several commonly used natural uranium standards that lacked high precision isotopic compositions. All of the determinations made in this study are relative to a certified value of 233 U/ 236 U = 1.01906 ± 0.016% for the IRMM 3636 double spike (Richter et al., 2008) . We estimate that the uncertainty from our mass-spectrometry is <0.01% for the 238 (Steiger and Jäger, 1977) has been used for the past three decades. However, improvements in mass-spectrometry, combined with the development of the gravimetric reference IRMM 233 U-236 U double spike (Richter et al., 2008) provides us with an opportunity to reassess the consensus value. All the natural uranium standards analysed in this study have yielded 238 U/ 235 U ratios lower than the widely used 'consensus' value by up to 0.08%. These results, combined with the results of previous studies (Stirling et al., 2007; Weyer et al., 2008) 
Finally, the total isotope ratios can be expressed as fraction-corrected measured ratios, using the a calculated above. Nd was loaded onto outgassed zone-refined Re filaments prepared and tested as for the U measurements and analysed as Nd+ ions using a double filament configuration. Data obtained for ion beams ranging from 0.3 to 1.0 V 142 Nd were used for comparison with the U data. An identical measurement protocol to U measurements was used for baseline and gain measurement, zoom lens use and amplifier rotation. The data were corrected for mass fractionation using an exponential correction (Wasserburg et al., 1981) 142 Nd -anomaly literature (e.g. Sharma and Chen, 2004; Caro et al., 2006) . The Table B1 Cup configuration for TIMS analyses at NIGL. For natural uranium materials with no significant overlap of isotopes between the unknown natural uranium and the IRMM 3636 double spike a method using cycles 2 and 3 was employed. Nd isotopes in parentheses indicate the masses used in the cup-matching experiment. 
