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a b s t r a c t
We consider one-step estimation of parameters that represent the strength of spatial
dependence in a geostatistical or lattice spatial model. While the maximum likelihood
estimators (MLE) of spatial dependence parameters are known to have various desirable
properties, they do not have closed-form expressions. Therefore, we consider a one-step
alternative to maximum likelihood estimation based on solving an approximate (i.e., one-
step) profile likelihood estimating equation. The resulting approximate profile likelihood
estimator (APLE) has a closed-form representation, making it a suitable alternative to
the widely used Moran’s I statistic. Since the finite-sample and asymptotic properties of
one-step estimators of covariance-function parameters have not been studied rigorously,
we explore these properties for the APLE of the spatial dependence parameter in the
simultaneous autoregressive (SAR) model. Motivated by the APLE statistic’s closed from,
we develop exploratory spatial data analysis tools that capture regions of local clustering
or the extent to which the strength of spatial dependence varies across space.We illustrate
these exploratory tools using both simulated data and observed crime rates in Columbus,
OH.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
One-step estimation has a rich history in the robustness literature (eg., [17,22]). Typically, these estimators are based
on a particular class of M-estimator, or estimators that are obtained by maximizing an objective function of the form,
e−φ(z;η), where z are the data and η are the parameters over which the optimization occurs. Classes ofM-estimators, which
include both maximum likelihood and least-squares estimators, are defined by specification of φ. For robust estimation of
the regression function, various one-step M-estimators have been proposed, including those derived from one iteration
of Gauss–Newton, Newton–Raphson, method-of-scoring, and iteratively-reweighted least-squares algorithms [4,14,26].
Beyond their use in robust estimation, one-step estimators have been proposed for computational-efficiency considerations,
although we note that this is not the motivation for our work. For example, Cai et al. [6] use one-step Newton–Raphson
solutions to obtain local likelihood estimating equations in the varying-coefficient models due to Hastie and Tibshirani [16].
Another desirable property of one-step estimators, and the motivation for their use in the methodology presented in
this paper, is that they typically have a closed form. In this article, we concentrate on one-step estimation of covariance
parameters, rather than robust estimation of mean parameters.
In spatial statistics, the statistic known as Moran’s I is frequently used in exploratory data analyses [23,7]. Unlike the
maximum likelihood estimators of spatial-covariance-function parameters in classes of parametric spatial models, Moran’s
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I has a closed form expression. In our previouswork [21], we demonstrated that, while the closed-formproperty ofMoran’s I
is desirable, the use of this statistic is limited.Moran’s I is not an estimator of a spatial dependence parameter, and hence it is
limited in terms of both its interpretability and its use as a test statistic. As an alternative to Moran’s I , Li et al. [21] proposed
a statistic they called the APLE statistic, since it corresponds to an approximate profile likelihood estimator (APLE) of the
spatial dependence parameter in a spatial autoregressive (SAR) model (see Section 2.2). Li et al. [21] argued that exploratory
spatial data analysis (ESDA) tools should be easily computable and interpretable, making ESDA based on APLE preferable
to that based on Moran’s I . The APLE is derived by taking a first-order Taylor-series expansion of the first derivative of
the negative log profile-likelihood function, and setting the result equal to 0. That is, it is a one-step estimator obtained
from one iteration of the Newton–Raphson algorithm. Through both simulation studies and theoretical arguments, [21]
showed the SAR-based APLE outperforms Moran’s I as an estimator of the strength of spatial dependence (not surprisingly,
since Moran’s I is not an estimator of the spatial dependence parameter) and as a test statistic. As a result of its desirable
properties, functions for calculating the APLE statistic for the SAR model are now included in the widely used R package
spdep [5].
In this paper, we generalize and complete our previous work on estimation of spatial dependence parameters using
the APLE approach. To the best of our knowledge, the finite-sample and asymptotic properties of one-step estimators of
covariance parameters have not been studied formally, and we make a contribution in this regard. Finally, we introduce
graphical exploratory-data-analysis tools based on the APLE; analogous tools are not available for the corresponding MLEs,
because they do not have a closed form.
Our article is organized as follows. Section 2 reviews the APLE approach and introduces a more general version of
the statistic that adjusts for covariate effects and heteroskedasticity. After introducing the generalized version of APLE, in
Section 3 we explore the finite-sample and asymptotic properties of a special case of the statistic. Then, in Section 4, we
develop the APLE scatterplot and define local APLEs. These exploratory tools are illustrated using both simulated data and
observed crime rates from Columbus, OH. In Section 5, we conclude with a discussion of future research directions.
2. The APLE approach
Webegin by generalizing the APLE approach introduced in [21]. Many standard spatial statistical models can be specified
as follows. Consider Z ≡ (Z(s1), Z(s2), . . . , Z(sn))′, an n-dimensional data vector observed at spatial locations {s1, . . . , sn}
in Rd. Let X ≡ (Xj(si); i = 1, . . . , n, j = 1, . . . , p), be an n × p matrix of fixed covariates; β ≡ (β1, β2, . . . , βp)′ be a p-
dimensional vector of regression parameters; andΣ(ρ, σ 2) be an n×n covariancematrix depending on variance parameter
σ 2 and spatial dependence parameter ρ. Note that ρ might be a vector but here we consider it to be a scalar. Assume that Z
follows the n-dimensional multivariate distribution, which depends on µ ≡ Xβ andΣ ≡ Σ(ρ, σ 2). The functional form of
Σ(ρ, σ 2) defines a class of spatial statistical models. For example, in geostatistics, Σ ≡ σ 2H(ρ), where the (i, j)th entry of
thematrixH is often a function of dij, the distance between locations si and sj, and ρ; in the conditional autoregressive (CAR)
model,Σ ≡ σ 2(Dw − ρW )−1, where Dw is a diagonal matrix with the diagonal elements (Dw)ii equal to the ith row sum of
W ; and in the spatial autoregressive (SAR) model, Σ ≡ σ 2(I − ρW )−1(I − ρW ′)−1. In both the CAR and SAR models, W
is a spatial neighborhood matrix. No matter the format of the spatial dependence structure, ρ is the unknown parameter of
interest (i.e., the parameter capturing the strength of spatial dependence) and θ = (β, σ 2)′ can be easily estimated once ρ
is estimated.
The APLE approach proceeds by computing the profile likelihood function, ℓP(ρ), of ρ, by assuming ρ is fixed and
substituting the maximum likelihood estimator (MLE) θ˜(ρ) of θ into the likelihood function, l(ρ, θ); that is, ℓP(ρ) ≡
l(ρ, θ˜(ρ)). Then ℓP(ρ) is maximized by taking its derivative with respect to ρ and setting it equal to 0. Solving the resulting
profile likelihood estimating equation,
f (ρ) ≡ ∂ℓP(ρ)/∂ρ = 0,
yields the MLE of ρ. This is clearly an M-estimator based on the profile likelihood ℓP(·). Since the solution to the profile
estimating equation is generally not available in closed form for spatial models, we apply a first-order Taylor-series
expansion to the estimating equation about ρ0 (i.e., we take f (ρ) ≈ f (ρ0)+ f ′(ρ0)(ρ − ρ0)). The result is a linear equation
in ρ, which when solved provides an estimator in closed form,
ρˆ = ρ0 − f (ρ0)/f ′(ρ0),
which approximates the MLE. We call this type of estimator an approximate profile likelihood estimator or APLE(e.g., [21]);
it is clearly a one-step estimator, although of a covariance parameter rather than of a mean parameter. In this article, we
choose the null value, ρ0 = 0.
Now that we have introduced the APLE approach in a general context, we derive a version of APLE corresponding to the
spatial dependence parameter in the SARmodel introduced below. The SARmodel is an ideal test-bed for further exploration
of the APLE approach throughout the paper, for several reasons. First, it motivates Moran’s I statistic. Second, the SARmodel
imitates the usual autoregressive modeling in time series [3, pg. 71]. Our SAR-based APLE statistic measures the strength of
spatial association among areal units and is the spatial analogue of statistics used for measuring association in time series.
The SAR-based APLE for areal data can also be viewed as the areal unit analogue of the empirical estimates for the correlation
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function or the variogram. In addition, the SAR model can be expressed in terms of the CAR model [8, pg. 409]. Here, we
consider a more general version of the SAR model than that used in [21], to account for covariates and heteroskedasticity.
These generalizations permit the resulting APLE to be appropriate for a wide range of applications.
2.1. SAR model
The SAR model for Z ≡ (Z(s1), Z(s2), . . . , Z(sn))′ on a spatial lattice {s1, . . . , sn} inRd can be defined as follows:
Z = Xβ + δ, (1)
where X and β are covariates and regression parameters, respectively. The n-dimensional error vector δ ≡
(δ(s1), δ(s2), . . . , δ(sn))′ is a spatial latent process, which is written as,
δ = ρWδ+ ϵ, (2)
where ϵ is a zero-mean Gaussian random vector with diagonal covariance matrix L, and ρ is the spatial dependence
parameter. We define the n × n spatial neighborhood matrix W by letting W = {wij; i, j = 1, . . . , n} and taking wij ≠ 0
if locations i and j are ‘‘nearby’’ and otherwise setting wij = 0. We assume that locations are not ‘‘nearby’’ themselves (i.e.,
wii = 0, for i = 1, . . . , n), which allows identifiability of the spatial autoregression in (2) (e.g., [8], pg. 441). Typically, what
constitutes ‘‘nearby’’ is determined by the modeler. It follows that tr(W ) =ni=1 λi = 0, where λ = {λi; i = 1, . . . , n} are
the eigenvalues ofW (e.g., [25], pg. 27). This constructive definition of the SAR model implies that Z is normally distributed
with mean Xβ and covariance matrixΣ, where
Σ = (I − ρW )−1 L I − ρW ′−1 . (3)
Further details on the SAR model can be found in, for example, ( [7], pg. 145) or ( [8], pg. 405).
In order for the spatial dependence parameter, ρ, to be interpretable as the strength of spatial dependence, the elements
of W must be restricted to guarantee that ρ is identifiable. Toward this end, W is usually chosen to be row-standardized,
where row-standardization implies that
n
j=1wij = 1. When the elements of W are nonnegative, the Perron–Frobenius
Theorem (e.g., [12], pg. 301) implies that the eigenvalues of W , λ = (λ1, . . . , λn)′, satisfy ∥λi∥ ≤ 1, for i = 1, . . . , n,
where the norm ∥z∥ of the complex number z is given by (z¯z)1/2. In addition, from (3), I − ρW must be invertible, which Li
et al. [21] showed is guaranteed by specifying that ρ ∉ {λ−1i ; i = 1, . . . , n}. For this reason, ρ is typically chosen to satisfy−1 ≤ ρ < 1, since I − ρW is guaranteed to be invertible for all values ρ in this range.
The matrix L ≡ diag(σ 21 , . . . , σ 2n ) in (3) is an n × n diagonal matrix with positive entries. In what follows, we assume
that the variances, σ 21 , . . . , σ
2
n , are known up to a normalizing constant; that is, L = σ 2Φ, where Φ ≡ diag(φ1, . . . , φn) is
a known n × n diagonal matrix, and σ 2 is an unknown variance parameter. For example, when analyzing disease rates, φi
might be the inverse of the number of people at risk in the ith spatial region. Initially, homoskedasticity (i.e., L = σ 2I) will
be assumed, but later we relax this assumption.
2.2. Derivation of APLE
In deriving the APLE statistic for the SARmodel, we first consider a homoskedastic spatial process (i.e., all vertices on the
spatial lattice have the same variance parameter). In this situation, L = σ 2I , and hence Σ = σ 2(I − ρW )−1(I − ρW ′)−1.
Using a one-step estimator based on the profile likelihood, the APLE of ρ in the SAR model is given by,
ρˆ = A
B
, (4)
where
A ≡ Z ′(I − P)[(W ′ +W )/2](I − P)Z,
B ≡ Z ′(I − P)W ′W (I − P)Z − Z ′(I − P)(W ′ +W )P(W ′ +W )(I − P)Z + Z ′(I − P)Z tr(W 2)/n,
tr(·) calculates the trace of a matrix, and P ≡ X(X′X)−1X′ is a projection matrix. Details on the derivation are provided in
Appendix A.
In exploratory analyses of spatial data, it is common to detrend data to remove the effects of covariate information and to
assess the strength of spatial dependence in the residual process. If the detrending is done well, we can assume that X = 0
in (4), resulting in a simplified version of APLE given by
ρˆ = Z
′[(W ′ +W )/2]Z
Z ′W ′WZ + tr(W 2)Z ′Z/n ≡
R
P
. (5)
It is this version of the APLE of ρ that was introduced and discussed in [21], where we have used the identity, λ′λ = tr(W 2).
Genton and Ruiz-Gazen [13] also use this equivalent form of the APLE.
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The APLE in (4) and (5) is derived using the first-order Taylor-series approximation at ρ0 = 0. In addition, we have
derived it using a general ρ0, where ρ0 ≠ 0. One way to specify a ρ0 is to proceed sequentially. In the first step, we choose
ρ0 = 0 and derive ρˆ1 using the APLE approach. In the second step, set ρ0 = ρˆ1 and derive ρˆ2. This procedure could be
iterated, yielding a two-step (three-step, etc.) estimator. From a simulation study, we saw that the performance of ρˆ2 is very
close to that of ρˆ1. However, the form of ρˆ2 is much more complicated than that of ρˆ1, which is based on ρ0 = 0. Another
appealing feature of (4) or (5) is that they are ratios of quadratic forms, just as Moran’s I .
A further generalization considers the heteroskedastic case, whereΦ ≠ I . An example of the need for this generalization
is in modeling rates in small areas: homoskedasticity can be violated due to differing population sizes from region to region.
We deal with heteroskedasticity in a fairly simple way, by transforming the lattice data Z to Z˜ ≡ Φ− 12 Z , where recall that
Φ is known. Then Z˜ has the property of homoskedasticity. Since the transformation is one-to-one, the information content
of Z˜ and Z are identical, and hence inference on β, σ 2, and ρ can be based equivalently on the likelihood of Z˜ (e.g., [10]).
For the heteroskedastic SARmodel, we have seen in (3) that the covariance matrix isΣ = σ 2(I −ρW )−1Φ(I −ρW ′)−1,
where Φ ≡ diag(φ1, . . . , φn) is a known n × n diagonal matrix with positive entries. For Z˜ ≡ Φ− 12 Z , Appendix B.1 shows
that Z˜ ∼ N(X˜β, Σ˜),where X˜ ≡ Φ− 12X, Σ˜ ≡ σ 2(I − ρW˜ )−1(I − ρW˜ ′)−1, and W˜ ≡ Φ− 12WΦ 12 . Given this transformation,
it can be shown that the (possibly complex) eigenvalues of W˜ , λ˜ ≡ {λ˜i; i = 1, . . . , n}, are the same as λ, since W and W˜
have the same characteristic polynomial. (Observe that for any λ, |W − λI | = |Φ− 12 (W − λI)Φ 12 | = |Φ− 12WΦ 12 − λI |.)
Notice that the transformed data Z˜ have the property of homoskedasticity. Hence the APLE statistic can be calculated using
(4) with Z˜ , X˜, W˜ , and λ˜ replacing Z , X,W , and λ, respectively.
3. Sampling properties of APLE
We investigate the performance of the one-step estimator of ρ, namely the APLE statistic given by (4), by comparing its
performance to that of theMLE,which does not have a closed from. However, theMLE has a number of optimality properties,
even in a spatial context. Our comparisons consider both finite-sample and asymptotic situations.Wedonot includeMoran’s
I in our comparison here, for the following reason. Although it is widely used to test for spatial dependence, Li et al. [21]
showed that for the SAR model, Moran’s I is a poor estimator of ρ when the strength of spatial dependence is moderate to
large. This is not surprising, since it was developed as a test statistic, not as an estimator.
3.1. Finite-sample simulations
We first evaluate the performance of the APLE statistic given by (4) through simulation studies, where the true value of
ρ is known. Before specifying W , we need to define a spatial neighborhood structure. In R2, if we assume each vertex
of the spatial lattice is at the center of a 1 × 1 unit square, we define a neighborhood structure to be ‘‘qth order’’ if
the distance between the two neighboring vertices is less than or equal to 2(q−1). More generally, in Rd, a qth-order
neighborhood can be defined iteratively in terms of nearest (i.e., first-order) neighbors of all vertices in the (q− 1)th-order
neighborhood.
In our simulation studies, we consider first-order and second-order neighborhood structures on a 10×10, a 30×30, and a
50×50 regular lattice, andwe specify a row-standardized spatial neighborhoodmatrixW with non-zero elements identical
within each row. We assume further that there are two predictor variables (i.e., p = 2) and take X1 and X2 to be orthogonal.
In the simulation, we set the true values of β equal to (1,−1)′ and σ 2 equal to 1; the true values of ρ are allowed to vary,
taking on values ρ∗ = 0, 0.1, 0.5, and 0.9. We simulate 1000 data sets under all combinations of neighborhood structure,
lattice size, and ρ∗. For each simulated data set, we compare both the APLE and the MLE of ρ as follows.
First, we compare the APLE (average) estimating equation given by (18) in Appendix A,with theMLE (average) estimating
equation given by (17) in Appendix A. Average estimating equations are calculated by averaging (across the different
simulated data sets) the estimating equation evaluated at a given value of ρ, where ρ is allowed to vary (on a fine grid)
between−1 and 1. Fig. 1 compares the APLE average estimating equation (solid line) to theMLE average estimating equation
(dashed line) for the data sets generated on a 10×10 lattice with a second-order neighborhood structure. As expected, since
the APLE statistic is based on a first-order Taylor-series expansion of the maximum-likelihood estimating equation about
ρ0 = 0, we see that the APLE average estimating equation is tangent to theMLE average estimating equation at ρ = 0. Fig. 1
also indicates that across different true levels of spatial dependence ρ∗, the APLE average estimating equation approximates
the MLE average estimating equation well around values of ρ = ρ∗. Thus, it appears that the APLE of ρ is generally close to
the MLE of ρ. Changing the lattice size or the neighborhood structure does not produce results that differ substantially from
those shown in Fig. 1, so to save space we omit these figures.
In addition to examining the average estimating equations across the simulated data sets, we also compare the sampling
distributions of the APLE and the MLE empirically. Fig. 2 shows the mean and 0.025 and 0.975 quantiles of the sampling
distributions of the APLE and theMLE under the different scenarios (neighborhood structure, lattice size, value of ρ∗). These
figures show that the sampling distributions of the two estimators are comparable, especially when the strength of spatial
dependence is small or moderate (i.e., ρ∗ < 0.6). We see that APLE performs slightly better for data simulated and modeled
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Fig. 1. A comparison of the average estimating equations (E. E.) for the APLE (solid line) and the MLE (dashed line), for various true values ρ∗ of ρ. The
neighborhood structure is second-order and the data were generated on a 10× 10 lattice.
assuming a second-order neighborhood structure than for data assuming a first-order neighborhood structure. Again, these
results provide evidence that the APLE performs quite well in comparison to the MLE.
Overall, the sampling distributions of the MLE and the APLE in the simulation experiment are nearly identical: both
are centered near ρ∗, and they have similar shapes. We also made Q–Q plots (not shown) that show the profile likelihood
approximation used to define APLE, when compared to the MLE, to be very accurate for levels of spatial dependence that
are small to moderate. For ρ∗ ≥ 0.9, the quantiles of the sampling distributions of the APLE and the MLE do not line up as
well, which is expected since the APLE statistic is derived from a Taylor-series expansion about ρ0 = 0. In addition, in our
simulation study we compared both estimators (not shown) based on their mean squared errors (MSE), a commonly used
measure of the performance of an estimator, which can be calculated via,
MSE = (bias)2 + variance.
Again, we found that the performances of the two statistics are nearly identical using this measure, particularly for values
of ρ∗ < 0.9.
3.2. Asymptotic properties of APLE
In addition to evaluating the finite-sample properties of the APLE statistic through simulation, we explore its asymptotic
properties. In what follows, we consider the zero-mean homoskedastic case, and hence ρˆ is given by (5). The asymptotic
properties for the heteroskedastic case can be obtained by taking the linear transformations discussed in Section 2.2; then,
conditions for theorems have to be adapted accordingly. We consider data Zn on an n× n lattice, with neighborhood matrix
Wn; notice thatwe use the subscript n here to feature the role of the number of locations. Let Rn ≡ Z ′n[(Wn+W ′n)/2]Zn be the
numerator of ρˆn given by (5), and Pn ≡ Z ′n(W ′nWn + tr(W 2n )In/n)Zn be the denominator of ρˆn, where In is the n× n identity
matrix. The means µRn and µPn , variances σ
2
Rn and σ
2
Pn , and covariance σRn,Pn , of Rn and Pn can be derived straightforwardly:
µRn = tr
[(Wn +W ′n)/2]Σn , µPn = tr W ′nWn + tr(W 2n )In/nΣn
σ 2Rn = 2 tr
[(Wn +W ′n)/2]Σn2 , σ 2Pn = 2 tr W ′nWn + tr(W 2n )In/nΣn2 ,
σRn,Pn = 2 tr
[(Wn +W ′n)/2]Σn W ′nWn + tr(W 2n )In/nΣn ,
(6)
whereΣn = σ 2(In − ρWn)−1(In − ρW ′n)−1.
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Fig. 2. Comparison by simulation of the means and 0.025 and 0.975 quantiles of the sampling distributions of the APLE (solid lines) and the MLE (dashed
lines). The dotted 45° line corresponds to the ideal situation where ρˆ = ρ∗ . The top panels are for first-order neighborhoods, and the bottom panels are
for second-order neighborhoods.
The following theorem provides the asymptotic distribution of ρˆn, the APLE of ρ.
Theorem 3.1. Consider the APLE of ρ in the SAR model given by (1) and (2) with X = 0. Given Assumptions C.1–C.4,
1
τn

ρˆn − µRn
µPn

d−→ N(0, 1),
where
d−→ denotes convergence in distribution, ρˆn ≡ Rn/Pn is the APLE of ρ ,
τn ≡

1
µ2Rn
σ 2Rn +
µ2Rn
µ4Pn
σ 2Pn −
2µRn
µ3Pn
σRn,Pn
 1
2
, (7)
and µRn , µPn , σ
2
Rn , σ
2
Pn and σRn,Pn are given by (6).
Proof. See Appendix C. 
For comparison, we provide the asymptotic distribution of the MLE of ρ, called ρ˜n, under the same set of conditions.
However, from [19], the MLE result holds under weaker conditions; see the discussion in Appendix D.
Theorem 3.2. Consider the MLE of ρ in the SAR model given by (1) and (2) with X = 0. Given Assumptions C.1–C.4,
1
ωn
(ρ˜n − ρ) d−→ N(0, 1), (8)
where ρ˜n is the MLE of ρ , and ωn is the asymptotic standard deviation of ρ˜n given by (23) in Appendix D.
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Fig. 3. The relative efficiency (RE) of the APLE (relative to the MLE) as a function of ρ∗ for three lattice sizes (10× 10, 30× 30, and 50× 50) and for both
a first-order (left panel) and a second-order (right panel) neighborhood structure.
Proof. The proof follows from results due to Lee [19]; see Appendix D for details. 
We now compare the asymptotic properties of the APLE to those of the MLE for row-standardizedWn defined by either
a first-order or second-order neighborhood structure on a regular lattice. Obviously, such aWn satisfies the assumptions of
Theorems 3.1 and 3.2, since for models with few neighbors, the rate sequence, {hn} in Appendix C is bounded, and hence the
APLE and the MLE of ρ are both asymptotically normal. Fig. 3 shows the relative efficiency (RE) of the APLE (relative to the
MLE) over a range of true values of ρ, namely ρ∗ = 0, 0.1, . . . , 0.9, where
RE ≡ 1/MSEAPLE
1/MSEMLE
= ω
2
n
(µRn/µPn − ρ∗)2 + τ 2n
,
and the biases and variances are calculated from the asymptotic distributional results (Theorems 3.1 and 3.2). They are
calculated for three grids (10 × 10, 30 × 30, 50 × 50) and both first- and second-order neighborhood structures. Overall,
the APLE performs well when ρ∗ is small-to-moderate, for both neighborhood structures. When ρ∗ is large, for the first-
order neighborhood structure, the asymptotic bias of the APLE dominates theMSE, and hence the RE drops well below 1; for
the second-order neighborhood structure, the APLE is more comparable to theMLE in terms of RE, especially for the 10×10
grid. In this case, the asymptotic standard deviation of the APLE is less than the asymptotic standard deviation of the MLE,
which counteracts the contribution from the asymptotic bias of the APLE in its MSE.
4. Extensions of APLE
In this section, we show the usefulness of having a closed-form estimator of ρ, the strength of spatial dependence, in
exploratory analyses of spatial data. From Section 3, the MLE generally has better properties than the APLE, for estimating
the spatial dependence parameter in the SARmodel. Still, the APLE does remarkably well under a wide variety of conditions.
However, certain visualizations of the data, based on the APLE and discussed below, are not available for the MLE since it
does not have a closed form. After introducing these visualizations, we illustrate their application in an exploratory spatial
data analysis of crime rates in Columbus, OH.
4.1. APLE scatterplot
In our previous work [21], we introduced an exploratory spatial data analysis tool based on the APLE statistic, which
we called the APLE scatterplot. Following the idea of the Moran scatterplot applied to regression residuals [2], the APLE
scatterplot provides a way to view APLE as a least-squares slope estimator. The APLE scatterplot is defined as a plot of points
{(ui, yi) : i = 1, . . . , n}, where U = (u1, . . . , un)′ is given by
U ≡ W ′W + tr(W 2)I/n 12 Z, (9)
and Y = (y1, . . . , yn)′ is given by
Y ≡ W ′W + tr(W 2)I/n− 12 W +W ′ /2 Z . (10)
Since APLE given by (5) is equal to Y ′U/U ′U , it follows that APLE can be viewed as a least-squares slope estimator in a simple
linear regression of Y on U through the origin. Section 4.3 gives an example of an APLE scatterplot.
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Fig. 4. The left panel displays the weight matrix in (9) and the right panel displays the weight matrix in (10).
4.2. Local APLE
The identification of local patterns of spatial association is an important goal in exploratory spatial data analysis. For this
purpose, Anselin [1] outlined a general class of local indicators of spatial association (LISA). The LISA for each observation
gives an indication of the contribution of individual observations to a (global) statistics. We propose using the local APLE
statistic, introduced below, as a LISA.
We define local APLEs, {ρˆi; i = 1, . . . , n}, by
ρˆi ≡ nuiyin
i=1
u2i
, (11)
whereui and yi are defined in Section 4.1. For ρˆ given by (5), it is clear that ρˆ =ni=1 ρˆi/n. In thisway, the spatial dependence
in the data as a whole can be decomposed into a contribution from each observation.
Notice that if we define u∗i ≡ n−1/2ui and y∗i ≡ n1/2yi, then ρˆi ≡ u
∗
i y
∗
in
i=1 u∗2i
. Hence ρˆi is a weighted regression estimator
(through the origin) of the regression y∗i = ρu∗i + ϵi, where ϵi is the random error. u∗i is the weighted average of the data
Z , i.e., u∗i ≡ n−1/2
n
j=1 aijzj, where aij is the ijth element of the matrix, A ≡

W ′W + tr(W 2)I/n 12 in (9). However, the
weight of zi, aii, is much larger than the other weights, aij, j ≠ i. Hence u∗i is close to n−1/2aiizi. The left panel of Fig. 4 shows
an example of the A matrix, where a first-order neighborhood matrix W is assumed on a 3 × 3 regular lattice. The image
of the 9 × 9 A matrix shows that the diagonal elements are much larger than the off-diagonal values which means aiizi
dominates u∗i . Accordingly, y
∗
i can be interpreted approximately as the weighted average of location i’s neighboring values.
Let y∗i ≡ n1/2
n
j=1 bijzj, where bij is the ijth element of the matrix, B ≡

W ′W + tr(W 2)I/n− 12 W +W ′ /2 in (10).
Since the diagonal elements ofW are zero, bii is close to zero and biizi has little contribution to y∗i . The right panel of Fig. 4
shows the Bmatrix, where the diagonal elements are close to zero and some of the off-diagonal elements are much larger.
The above illustration shows how each individual observation and the neighboring values contribute to its local APLE value.
We use local APLEs to give an indication of the extent to which the spatial clustering of similar values around an
observationmatches the level of spatial dependence observed across the lattice as awhole. To demonstrate this, we generate
a synthetic data set as follows. First, we simulate two sets of data from the SARmodel (1) with zero mean on a 4× 4 regular
lattice with variance parameter (σ 2) equal to 1 and a second-order neighborhood structure. The first of these two data
sets is generated assuming ρ = 0.8, while ρ = −0.8 is assumed for the second data set. Second, a zero-mean, spatially
independent data set is generated on a 10× 10 regular lattice with variance parameter equal to 1. We then replace blocks
in the upper-right (columns 6–9 and rows 6–9) and lower-left (columns 2–5 and rows 2–5) corners of the 10 × 10 data
set with the two sets of spatially correlated 4 × 4 data; notice that the values on the edge of the 10 × 10 lattice are left
intact. The top left panel of Fig. 5 shows the resulting simulated data set, where the block in the upper-right corner features
positive spatial dependence, and the block in the lower-left corner features negative spatial dependence. For this synthetic
data set, the APLE statistic is ρˆ = 0.349, while the MLE is ρ˜ = 0.356. The top right panel in Fig. 5 displays the local APLE
values, calculated using (11), one for each observation on the lattice. The colors and shading of the cells indicate the values
of the local APLE: white indicates that ρˆi ≈ ρˆ, implying that the local clustering around location i is equal to the overall level
of spatial dependence; values of ρˆi above ρˆ are shaded red with higher values of ρˆi being shaded darker; and values of ρˆi
below ρˆ are shaded blue with lower values of ρˆi being shaded darker. This plot of the local APLEs identifies successfully the
two regions in which the local spatial clustering does not match the global level of spatial dependence.
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Fig. 5. Data on the top row are simulated following the procedure discussed in Section 4.2. The top left panel displays the simulated data Z , and the
right top panel shows the local APLEs for each location. The bottom left panel superimposed on the Columbus census tracts is a map of the (transformed)
Columbus crime rates, and the bottom right panel is a map of the local APLEs. See Section 4.2 for the interpretation of the color scheme in the right panels.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
4.3. Application
As part of the National Neighborhood Crime Study (NNCS) conducted by researchers from the Criminal Justice Research
Center (CJRC) at The Ohio State University, the number and locations of violent crimes (homicide, forcible rape, robbery,
and aggravated assault) committed in the year 2000 were collected for the city of Columbus, Ohio, and aggregated to the
neighborhood (census tract) level. This resulted in counts for 196 census tracts that are completely contained within the
city of Columbus and within Franklin County (census tracts with populations less than 500 individuals were removed for
the purpose of this analysis), which henceforth we refer to as the Columbus 2000 crime data. The motivation for the NNCS’s
collection of crime data at the census-tract level is that this scale provides information about the spatial variation in crime
across cities, while still addressing privacy and accuracy concerns; such concerns can make police departments reluctant
to release point-referenced data. In addition, there is considerable research in the criminology and sociology literature that
suggests that the census tract is the best proxy among administration areal units for the concept of a ‘‘neighborhood’’ in
large US cities (e.g., [24]), a spatial resolution at which the sociological processes underlying crime are believed to operate.
For this data set, the assumption of homoskedasticity is violated, since different locations have different population sizes,
and thus the observed rates have different variances. To account for heteroskedasticity, we transform the data. Let n = 196
be the total number of census tracts, and Φ = diag{1/Ni : i = 1, . . . , n}, where Ni is the size of the population (based on
Census 2000) of tract i, for i = 1, . . . , n. Let Si denote the number of crimes that took place in census tract i. We take the
Freeman–Tukey transformation [11] of Si, to make the distribution of the crime rates appear more normally distributed,
and we define Zi ≡
√
1000
√
Si/Ni +√(Si + 1)/Ni

, for i = 1, . . . , n. Cressie and Chan [9] used this transformation
to model sudden-infant-death rates. Then we detrend the data {Zi : i = 1, . . . , n} by removing the weighted mean
µ˜ ≡ ni=1 ZiNi/ni=1 Ni. Finally, we normalize the centered data by defining Z˜i ≡ (Zi − µ˜)√Ni. Thus, the data used for
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Fig. 6. APLE scatterplot for the (transformed) Columbus crime rates, where the identification of census tracts is given in Fig. 5. The solid line is the ordinary-
least-squares fit through the origin, whose slope is the APLE, ρˆ, for the transformed detrended data.
analysis are Z˜ = (Z˜1, . . . , Z˜n)′, and we can assume that Z˜ follows the homoskedastic SAR model (1) and (3) with E(Z˜) = 0
and L = σ 2I .
A map of Z˜ superimposed on Columbus’s census tracts is shown in the bottom left panel of Fig. 5, with darker shading
indicating higher values. From this map, it is clear that the observations are positively spatially correlated. The locations of
census tracts with higher (transformed) values are grouped in the center of the city, while those with lower (transformed)
values tend to be on the perimeter of the city.
For our analysis of the Columbus 2000 crime data using the SAR model, we define the neighborhood of census tract si as
Ni = {sj : sj and si share more than one boundary point}, and recall that si ∉ Ni. Then we define the matrix, W o = {woij}
according to
woij ≡

0 if sj ∉ Ni
d−1ij > 0 if sj ∈ Ni,
where dij is the distance between centroids of si and sj. Then we row-standardizeW o, resulting in the spatial neighborhood
matrix W , which is asymmetric. Finally, we let W˜ be the transformed weight matrix, which is equal to Φ−
1
2WΦ
1
2 , as
described in Section 2.2.
For the transformed crime rates, the estimate of ρ using the APLE statistic is calculated to be ρˆ = 0.566, while the MLE
is ρ˜ = 0.577. Confidence regions can be calculated from Theorems 3.1 and 3.2. For example, for APLE, Theorem 3.1 can
be written as gn(ρˆ, ρ)
d−→ N(0, 1). Hence, an approximate 95% confidence region is {ρ : |gn(ρˆ, ρ)| ≤ 1.96}. In practice,
such confidence regions can be approximated by evaluating |gn(ρˆ, ρ)| for values of 0 ≤ ρ < 1. In our application, for
the Columbus crime data, we obtain an APLE-based confidence interval, (0.391, 0.675), for ρ. Similarly, we obtain an MLE-
based confidence interval, (0.412, 0.691). Further, the Monte-Carlo test described in [21] and applied here, rejects the null
hypothesis that ρ = 0. Together, these results provide strong evidence of spatial dependence.
The source of the spatial dependence is now investigated through the LISAs (bottom right panel of Fig. 5) and the APLE
scatterplot (Fig. 6). From these figures, it is clear that the census tracts in the center of the city (tracts 32, 33, 47, 52, 53, 64,
and 71) exhibit higher levels of spatial clustering than those in other regions of the city. Tracts on the western side of the
city seem to be more spatially dependent than tracts in other parts of the city, and tracts 107, 176, and 191 have local APLEs
that are quite different from those of their neighbors.
5. Discussion
In this paper, we introduce a class of one-step estimators of covariance parameters, the APLEs based on the profile
likelihood. We promote their use in exploratory spatial data analysis, as well as in situations where formal inferences are
desired. Due to their closed-form representation, the APLEs can be decomposed to identify the contribution of individual
regions to the overall strength of spatial dependence. The APLE scatterplot and local APLEs introduced in Section 4 represent
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examples of the types of exploratory tools that arise from the SARmodel. Since one-step estimators of covariance parameters
have not been rigorously studied before,wehave also included a detailed look at the finite-sample and asymptotic properties
of the SAR-model-based APLE. Our simulation studies and theoretical results demonstrate that, relative to theMLE, the APLE
performs very well as an estimator of the SAR’s spatial dependence parameter. Thus, we have confidence that exploratory
tools derived from this APLE are able to provide reliable insights into the spatial dependence structure of lattice data. In
future work, we plan to explore ways in which the APLE approach can be used to address the following model-selection
issues: (1) class of spatial covariance model; (2) order of the neighborhood structure; and (3) presence of measurement
error. We also plan to consider the APLE approach for broader classes of spatial models, including non-Gaussian models and
models with multiple spatial dependence parameters.
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Appendix A. Derivation of APLE statistics
Assume a homogeneous SAR model for spatial data Z ≡ (Z(s1), Z(s2), . . . , Z(sn))′; that is,
Z = Xβ + δ,
where X and β are defined in Section 2, and the error vector δ ∼ N(0, σ 2 (I − ρW )−1 I − ρW ′−1). Twice the negative
loglikelihood function of η = (ρ, σ 2,β)′ is,
ℓ(η) = −2 lnL(ρ, σ 2,β)
= n ln(2πσ 2)− ln |(I − ρW ′)(I − ρW )| + (Z − Xβ)
′(I − ρW ′)(I − ρW )(Z − Xβ)
σ 2
. (12)
Fixing ρ and substituting MLE σˆ 2(ρ) given by
σˆ 2(ρ) = 1
n
(Z − Xβ)′(I − ρW ′)(I − ρW )(Z − Xβ),
and MLE βˆ(ρ) given by
βˆ(ρ) = X′(I − ρW ′)(I − ρW )X−1 X′(I − ρW ′)(I − ρW )Z,
into (12), the negative profile loglikelihood function of ρ can be written as:
ℓP(ρ) = ℓ(ρ, σˆ 2(ρ), βˆ(ρ))
= n ln(2π)+ n ln σˆ 2 − ln |(I − ρW ′)(I − ρW )| + (Z − Xβˆ)
′(I − ρW ′)(I − ρW )(Z − Xβˆ)
σˆ 2
= n ln(2π)+ n ln(Z − Xβˆ)′(I − ρW ′)(I − ρW )(Z − Xβˆ)− n ln(n)− ln |(I − ρW ′)(I − ρW )| + n
= n(ln(2π/n)+ 1)− ln |(I − ρW ′)(I − ρW )| + n ln (Z − X(X′VX)−1X′VZ)′V (Z − X(X′VX)−1X′VZ)
= n(ln(2π/n)+ 1)− ln |(I − ρW ′)(I − ρW )| + n ln[((I − Q )Z)′V (I − Q )Z], (13)
where V ≡ (I − ρW ′)(I − ρW ), and Q ≡ X(X′VX)−1X′V . Recall that ln(I − ρW ′)(I − ρW ) = nj=1 ln ∥1 − ρλj∥2 for
any W , where λ = {λj; j = 1, . . . , n} is the vector of (possibly complex) eigenvalues of W . Now the profile loglikelihood
estimating equation can be obtained by setting the first derivative of ℓP(ρ), given by (13), with respect to ρ equal to 0. That
is,
−
∂
n
j=1
ln ∥1− ρλj∥2
∂ρ
+ n∂

((I − Q )Z)′V (I − Q )Z /∂ρ
((I − Q )Z)′V (I − Q )Z = 0. (14)
To simplify the first term in (14), assume that λk and λ′k are a pair of complex eigenvalues that are complex conjugates
of each other. If λk is a real value, think of it as a special case where the paired complex eigenvalues become a single
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eigenvalue and appropriate adjustments are made in the summations below. Let λk = ak + bki and λk′ = ak − bki. We
have
n
j=1
ln ∥1− ρλj∥2 =

k,k′∈pairs
ln ∥1− ρλk∥2 + ln ∥1− ρλk′∥2
=

k
ln ∥1− ρ(ak + bki)∥2 + ln ∥1− ρ(ak − bki)∥2
=

k
ln((1− ρak)2 + (ρbk)2)+ ln((1− ρak)2 + (ρbk)2)
=
n
j=1
ln(1− 2ρaj + ρ2(a2j + b2j )),
where λj = aj + bji, j = 1, . . . , n. Hence,
∂
n
j=1
ln ∥1− ρλj∥2
∂ρ
=
n
j=1
−2aj + 2ρ(a2j + b2j )
1− 2ρaj + ρ2(a2j + b2j )
.
To simplify the second term in (14), ((I − Q )Z)′V (I − Q )Z , can be decomposed as follows:
((I − Q )Z)′V (I − Q )Z = Z ′VZ − Z ′VQZ − Z ′Q ′VZ − Z ′Q ′VQZ = Z ′VZ − Z ′VQZ . (15)
The last equality is true, since VQ = Q ′V and Q ′VQ = Q ′V . Taking the derivative of the first term on the right-hand side
of (15) yields,
∂Z ′VZ
∂ρ
= −Z ′(W ′ +W )Z + 2ρZ ′W ′WZ .
Since ∂Σ−1/∂ρ = −Σ−1 (∂Σ/∂ρ)Σ−1 [15, pg. 308], the derivative of the second term on the right-hand side of (15) is,
∂
−Z ′VQZ
∂ρ
= −∂(Z
′VX(X′VX)−1X′VZ)
∂ρ
= Z ′(W ′ +W − 2ρW ′W )X(X′VX)−1X′VZ
− Z ′VX (X′VX)−1X′(W ′ +W − 2ρW ′W )X(X′VX)−1X′VZ + Z ′VX(X′VX)−1X′(W ′ +W − 2ρW ′W )Z
= 2Z ′(W ′ +W − 2ρW ′W )X(X′VX)−1X′VZ − Z ′VX(X′VX)−1X′(W ′ +W − 2ρW ′W )X(X′VX)−1X′VZ
= 2Z ′(W ′ +W − 2ρW ′W )QZ − Z ′Q ′(W ′ +W − 2ρW ′W )QZ . (16)
Thus, the profile loglikelihood estimating equation (14) can be written as
−
n
j=1
−2aj + 2ρ(a2j + b2j )
1− 2ρaj + ρ2(a2j + b2j )
+ n
Z ′VZ − Z ′VQZ
−Z ′(W ′ +W )Z + 2ρZ ′W ′WZ
+ 2Z ′(W ′ +W − 2ρW ′W )QZ − Z ′Q ′(W ′ +W − 2ρW ′W )QZ = 0,
which can be simplified to:
− Z ′(W ′ +W )Z + 2ρZ ′W ′WZ − 1
n

Z ′VZ − Z ′VQZ n
j=1
−2aj + 2ρ(a2j + b2j )
1− 2ρaj + ρ2(a2j + b2j )
+ 2Z ′(W ′ +W − 2ρW ′W )QZ − Z ′Q ′(W ′ +W − 2ρW ′W )QZ = 0. (17)
Our goal is to approximate the estimating equation (17) by approximating the left-hand side as a linear function of ρ.
Recall thatQ depends onρ and
n
i=1 λi = 0. FromaTaylor-series expansion,
n
j=1
−2aj+2ρ(a2j +b2j )
1−2ρaj+ρ2(a2j +b2j )
≈ −ρλ′λ = −ρ tr(W 2),
and hence the third term in (17) can be approximated as:
−1
n
ρ tr(W 2)

Z ′Z − Z ′X(X′X)−1X′Z = −1
n
ρ tr(W 2)Z ′(I − P)Z,
where recall that P = X(X′X)−1X′, and consequently P is symmetric and idempotent. Again from a Taylor-series expansion,
the fourth and fifth terms on the left-hand side of (17) can be approximated respectively by,
2Z ′(W ′ +W − 2ρW ′W )QZ ≈ 2Z ′(W ′ +W )PZ + 2ρ −2Z ′W ′WPZ
+ Z ′(W ′ +W )P(W ′ +W )PZ − Z ′(W ′ +W )P(W ′ +W )Z ,
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and
Z ′Q ′(W ′ +W − 2ρW ′W )QZ ≈ Z ′P(W ′ +W )PZ − 2ρ Z ′(W ′ +W )P(W ′ +W )PZ
− Z ′P(W ′ +W )P(W ′ +W )PZ + Z ′PW ′WPZ .
Combining all of the results given above and grouping similar terms, we obtain the approximate profile loglikelihood
estimating equation:
Z ′(I − P)[(W ′ +W )/2](I − P)Z − ρ Z ′(I − P)W ′W (I − P)Z
− Z ′(I − P)(W ′ +W )P(W ′ +W )(I − P)Z + Z ′(I − P)Z tr(W 2)/n = 0, (18)
which because of the Taylor-series expansions is a one-stepM-estimator of ρ. Solving this equation leads to the APLE of ρ:
ρˆ ≡ Z
′(I − P)[(W ′ +W )/2](I − P)Z
Z ′(I − P)W ′W (I − P)Z − Z ′(I − P)(W ′ +W )P(W ′ +W )(I − P)Z + Z ′(I − P)Z tr(W 2)/n ,
where P = X(X′X)−1X′.
Appendix B. Heteroskedasticity
Assume an SAR model for spatial data Z ≡ (Z(s1), Z(s2), . . . , Z(sn))′; that is,
Z = Xβ + δ,
where X and β are defined in Section 2, and the error vector δ ∼ N(0, σ 2 (I − ρW )−1 Φ I − ρW ′−1).
Result B.1. Let Z˜ ≡ Φ− 12 Z . Then, Z˜ ∼ N(X˜β, σ 2(I − ρW˜ )−1(I − ρW˜′)−1), where X˜ ≡ Φ− 12X, and W˜ ≡ Φ− 12WΦ 12 .
Proof. Since Z ∼ N(Xβ, σ 2(I − ρW )−1(I − ρW ′)−1),
E(Z˜) = E(Φ− 12 Z) = Φ− 12Xβ = X˜β,
and
var(Z˜) = var(Φ− 12 Z)
= σ 2Φ− 12 (I − ρW )−1Φ(I − ρW ′)−1Φ− 12
= σ 2Φ− 12

Φ
1
2 (I − ρΦ− 12WΦ 12 )Φ− 12
−1
Φ

Φ−
1
2 (I − ρΦ 12W ′Φ− 12 )Φ 12
−1
Φ−
1
2
= σ 2(I − ρΦ− 12WΦ 12 )−1(I − ρΦ 12W ′Φ− 12 )−1
= σ 2(I − ρW˜ )−1(I − ρW˜ ′)−1. 
Therefore, Z˜ ∼ N(X˜β, (I − ρW˜ )−1(I − ρW˜ ′)−1σ 2).
Appendix C. Asymptotic distribution of the APLE of ρ
Four assumptions, Assumptions C.1–C.4, are givenbelow, underwhichwegive asymptotic results for theAPLE, ρˆn, and the
MLE, ρ˜n. Lee [19] proved the asymptotic distribution of MLE, ρ˜, under weaker conditions; see the discussion in Appendix D.
Assumption C.1. The elementswij,n ofWn are at most of order h−1n , denoted by O(1/hn), uniformly in all i, j, where the rate
sequence {hn} can be bounded or divergent.
Assumption C.2. The ratio hn/n1/2 → 0 as n goes to infinity.
Assumption C.3. The matrix (In − ρWn)−1 is nonsingular.
Assumption C.4. The sequences of matrices {Wn} and {(In − ρWn)−1} are uniformly bounded in both their row sums and
their column sums.
Before we prove Theorem 3.1, we need several technical results. We require the following property of spatial
neighborhood matrices and of linear and quadratic forms, which was proved in Lee [19]’s Appendix A.
Property C.1. Suppose that the elements aij,n of the n × n matrices An are O(1/hn) uniformly for all i, j. If n × n matrices Bn
are uniformly bounded in column sums (respectively, row sums), then the elements of AnBn (respectively, BnAn) are O(1/hn)
uniformly.
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The following two results and theorem are used in the proof of Theorem 3.1.
Result C.1. Given Assumptions C.1–C.4, for all n > 0, there exists a constant c > 0, such that 1nσ
2
Rn ≥ c, where σ 2Rn is given
in (6).
Proof. Through calculations, we have σ 2Rn = tr

Wn+W ′n
2

(In − ρW ′n)−1(In − ρWn)−1
2
. Property C.1 shows that the
elements of

Wn+W ′n
2

(In − ρW ′n)−1(In − ρWn)−1 are the same order of the elements of

Wn+W ′n
2

, since (In − ρWn)−1
are uniformly bounded in row and column sums. That implies that there exists a constant, d > 0, such that
1
n
σ 2Rn ≥
d2
n
tr

Wn +W ′n
2
2
.
Then the problem becomes showing that there exists a constant c > 0, such that 1n tr

Wn +W ′n
2 ≥ c.
1
n
tr

Wn +W ′n
2 = 1
n

tr(W 2n )+ tr(W ′2n )+ 2 tr(WnW ′n)

≥ 2
n
tr(WnW ′n)
= 2
n
n
i=1
n
j=1
w2ij,n. (19)
It is equivalent to showing that there exists a c > 0, such that 1n
n
i=1
n
j=1w
2
ij,n ≥ c.
Given Assumption C.1, as n →∞,wij,n/(1/n1/2)→ d1 > 0, or equivalently,w2ij,n/(1/n)→ d21 > 0. Letting d2 = d21 > 0,
we can write w2ij,n/(1/n) = d2 + o(1). For any ϵ > 0, there exists Nϵ , such that for all n > Nϵ , we have o(1) < ϵ. It follows
thatw2ij,n/(1/n) ≥ d2 − ϵ. Then, letting ϵ = d2/2 and c = d/2, we have 1n
n
i=1
n
j=1w
2
ij,n ≥ c. 
Result C.2. Given Assumptions C.1–C.4, for all n > 0, there exists a constant c > 0, such that 1nσ
2
Pn ≥ c, where σ 2Pn is given
in (6).
Proof. Similar to the proof in Result C.1, we have
1
n
σ 2Pn =
1
n
tr

W ′nWn + λ′nλnIn/n

(I − ρW ′n)−1(I − ρWn)−1
2
≥ 1
n
tr

W ′nWn + λ′nλnIn/n
2
≥ 1
n
tr

W ′nWn
2
= 1
n
tr

n
j=1
wjk,nwjl,n

n
j=1
wjk,nwjl,n

= 1
n

k

l

n
j=1
wjk,nwjl,n
2
≥ 1
n

k

n
j=1
w2jk,n
2
.
The proof in Result C.1 shows that there exists d2 > 0, such that for any ϵ > 0, w2ij,n/(1/n) ≥ d2 − ϵ. Letting ϵ = d2/2 and
c = 4d22, we have 1n

k
n
j=1w
2
kj,n
2 ≥ c. 
Theorem C.1. Given Assumptions C.1–C.4, then (Rn, Pn)′ follows a joint normal distribution.
Proof. Our derivation is based on the Cramer–Wold device: for all ∥t∥ ≠ 0,Vn d−→ V if and only if t ′Vn d−→ t ′V . In our case,
Vn = (Rn, Pn)′. Define Ln ≡ t1Rn + t2Pn, for all (t1, t2) ≠ (0, 0). From Kelejian and Prucha [18], if we can show there exists a
82 H. Li et al. / Journal of Multivariate Analysis 105 (2012) 68–84
c > 0, such that 1n var(Ln) ≥ c , then Ln
d−→ N(µL, σ 2L ). ForΣn ≡ (In − ρWn)−1(In − ρW ′n)−1 and some constant c1 > 0,
1
n
var(Ln) = 1n

t21 var(Rn)+ t22 var(Pn)+ 2t1t2cov(Rn, Pn)

= 1
n

t21 tr

(Wn +W ′n)/2

Σn
2 + t22 tr W ′nWn + tr(W 2n )In/nΣn2
+ 2t1t2 tr

(Wn +W ′n)/2

Σn(W ′nWn + tr(W 2n )In/n)Σn

= 1
n
tr

t1(Wn +W ′n)/2+ t2W ′nWn + t2 tr(W 2n )In/n
2
Σ2n

≥ c1
n
tr

t1(Wn +W ′n)/2+ t2W ′nWn + t2 tr(W 2n )In/n
2
(20)
= c1
n

tr(t1(Wn +W ′n)/2+ t2W ′nWn)2 + t22 (tr(W 2n ))2/n+ 2t22 tr(W ′nWn)tr(W 2n )/n

≥ 2c1t22

tr

W ′nWn

/n
 
tr(W 2n )/n

. (21)
Inequality (20) can be shownusing Property C.1, similar to the proof in Result C.1. Equality (21) uses the fact that tr(Wn) = 0,
by definition of Wn. Similar to the proof based on (19) of Result C.1, we can show there exists a constant c > 0, such that
(tr

W ′nWn)/n
 
tr(W 2n )/n
 ≥ c. 
We now restate and prove Theorem 3.1.
Theorem 3.1. Consider the APLE of ρ in the SAR model given by (1) and (2) with X = 0. Given Assumptions C.1–C.4,
1
τn

ρˆn − µRn
µPn

d−→ N(0, 1),
where ρˆn ≡ Rn/Pn is the APLE of ρ , τn ≡

1
µ2Rn
σ 2Rn +
µ2Rn
µ4Pn
σ 2Pn −
2µRn
µ3Pn
σRn,Pn
 1
2
, andµRn , µPn , σ
2
Rn , σ
2
Pn and σRn,Pn are given by (6).
Proof. We have shown in Lemma C.1 that (Rn, Pn)′ follows a joint normal distribution. Results C.1 and C.2 show that for any
n > 0, there exists c1 > 0 such that var(Rn)/n ≥ c1, and there exists c2 > 0 such that var(Pn)/n ≥ c2. As a consequence,
Σ−1/2n

Rn − µRn
Pn − µPn

d−→ N (0, I) , (22)
where
Σn ≡

σ 2Rn σRn,Pn
σRn,Pn σ
2
Pn

.
Next we use the delta method to derive the asymptotic distribution of APLE. Define
f (Rn, Pn) ≡ RnPn .
Then from Theorem 5.2.2 in [20], we have
f (Rn, Pn)− f (µRn , µPn) = (Rn − µRn)
∂ f
∂R
+ (Pn − µPn)
∂ f
∂P
+ Ln,
where the partial derivatives are evaluated at (µRn , µPn) and Ln is o

(Rn − µRn)2 + (Pn − µPn)2

. We can derive
E

(Rn − µRn)
∂ f
∂R
+ (Pn − µPn)
∂ f
∂P

= 0,
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and
var

(Rn − µRn)
∂ f
∂R
+ (Pn − µPn)
∂ f
∂P

=

∂ f
∂R
2
var(Rn − µRn)+

∂ f
∂P
2
var(Pn − µPn)+ 2
∂ f
∂R
∂ f
∂P
cov(Rn − µRn , Pn − µPn)
= 1
µ2Rn
σ 2Rn +
µ2Rn
µ4Pn
σ 2Pn −
2µRn
µ3Pn
σRn,Pn
≡ τ 2n .
Due to the joint distribution of (Rn, Pn)′ in (22) and Lemma 5.2.1 in [20], the limiting distribution of
1
τn

f (Rn, Pn)− f (µRn , µPn)

is normal with mean 0 and variance 1; that is,
1
τn

Rn
Pn
− µRn
µPn

d−→ N(0, 1).
That is,
1
τn

ρˆn − µRn
µPn

d−→ N(0, 1). 
Appendix D. Asymptotic distribution of the MLE of ρ
Following the asymptotic normality result given in [19], we provide a proof of Theorem 3.2. Now, from [19], the result
actually holds under aweaker condition on {hn}, namely, the ratio hn/n → 0 as n goes to infinity. Notice that Assumption C.2
is a special case of this condition,whichweneed to prove asymptotic normality of theAPLE. In this paper,we showa common
set of conditions under which both asymptotic results hold, namely Assumptions C.1–C.4.
Theorem 3.2. Consider the MLE of ρ in the SAR model given by (1) and (2) with X = 0. Given Assumptions C.1–C.4,
1
ωn
(ρ˜n − ρ) d−→ N(0, 1),
where ρ˜n is the MLE of ρ , and ωn is the asymptotic variance of ρ˜n given by (23) below.
Proof. Let ϑ = (ρ, σ 2)′ be the true parameter vector and ϑ˜n = (ρ˜n, σ˜ 2n )′ be the MLE of the true parameter vector. Since
Lee [19] considered covariates in his model, we modify the asymptotic distribution of the MLE for the SAR model given by
Lee [19]: under Assumptions C.1–C.4, we have
√
n(ϑ˜n − ϑ) d−→ N(0,Ω(ϑ)),
where
Ω(ϑ) = −

lim
n→∞ E

1
n
∂2 lnLn (ϑ)
∂ϑ∂ϑ′
−1
,
andLn (·) is the loglikelihood function of ϑ. By exchanging the order of limit and integral, we obtain
1
ωn
(ρ˜n − ρ) d−→ N(0, 1),
where ωn ≡ √Ωn(1, 1)/√n and
Ωn ≡ −n

E

∂2 lnLn (ϑ)
∂ϑ∂ϑ′
−1
.
Thus, a straightforward evaluation ofΩn yields,
ω2n =

2

tr(W ′nWn(In − ρWn)−1(In − ρW ′n)−1)
− tr(((W ′n +Wn)/2− ρW ′nWn)(In − ρWn)−1(In − ρW ′n)−1)/n
−1
.  (23)
84 H. Li et al. / Journal of Multivariate Analysis 105 (2012) 68–84
References
[1] L. Anselin, Local indicators of spatial association− LISA, Geographical Analysis 27 (1995) 93–115.
[2] L. Anselin, The Moran scatterplot as an ESDA tool to assess local instability in spatial association, in: M. Fischer, H. Scholten, D. Unwin (Eds.), Spatial
Analytical Perspectives on GIS, Taylor and Francis, London, UK, 1996, pp. 111–125.
[3] S. Banerjee, B.P. Carlin, A.E. Gelfand, Hierarchical Modeling and Analysis for Spatial Data, Chapman & Hall/CRC, Boca Raton, FL, 2004.
[4] P.J. Bickel, One-step Huber estimates in the linear model, Journal of American Statistical Association 70 (1975) 428–434.
[5] R. Bivand, with contributions by LucAnselin, R. Assuno, O. Berke, A. Bernat, M. Carvalho, Y. Chun, B. Christensen, C. Dormann, S. Dray, R. Halbersma,
E. Krainski, N. Lewin-Koh, H. Li, J. Ma, G. Millo, W. Mueller, H. Ono, P. Peres-Neto, M. Reder, M. Tiefelsdorf, D. Yu 2009. Spdep: spatial dependence:
weighting schemes, statistics and models. R package version 0.4–50.
[6] Z. Cai, J. Fan, R. Li, Efficient estimation and inferences for varying-coefficient models, Journal of American Statistical Association 95 (2000) 888–902.
[7] A.D. Cliff, J.K. Ord, Spatial Processes — Models and Applications, Pion, London, UK, 1981.
[8] N. Cressie, Statistics for Spatial Data, revised edition, Wiley, New York, NY, 1993.
[9] N. Cressie, N. Chan, Spatial modeling of regional variables, Journal of the American Statistical Association 84 (1989) 393–401.
[10] N. Cressie, O. Perrin, C. Thomas-Agnan, Likelihood-based estimation for Gaussian MRFs, Statistical Methodology 2 (2005) 1–16.
[11] M.F. Freeman, J.W. Tukey, Transformations related to the angular and the square root, Annals of Mathematical Statistics 21 (1950) 607–611.
[12] J.E. Gentle, Matrix Algebra: Theory, Computations, and Applications in Statistics, Springer, Berlin, DE, 2007.
[13] M.G. Genton, A. Ruiz-Gazen, Visualizing influential observations in dependent data, Journal of Computational and Graphical Statistics 19 (2010)
808–825.
[14] F.R. Hampel, E.M. Ronchetti, P.J. Rousseeuw, W.A. Stahel, Robust Statistics: The Approach Based on Influence Functions, Wiley, New York, NY, 1986.
[15] D.A. Harville, Matrix Algebra from a Statistician’s Perspective, Springer, New York, NY, 1997.
[16] T. Hastie, R. Tibshirani, Varying-coefficient models, Journal of the Royal Statistical Society, Series B 55 (1993) 757–796.
[17] P. Huber, Robust Statistics, Wiley, New York, NY, 1984.
[18] H. Kelejian, I. Prucha, On the asymptotic distribution of the Moran I test statistic with applications, Journal of Econometrics 104 (2001) 219–257.
[19] L. Lee, Asymptotic distributions of quasi-maximum likelihood estimators for spatial autoregressive models, Econometrica 72 (2004) 1899–1925.
[20] E.L. Lehmann, Elements of Large-Sample Theory, Springer, New York, 1999.
[21] H. Li, C.A. Calder, N. Cressie, Beyond Moran’s I: testing for spatial dependence based on the SAR model, Geographical Analysis 35 (2007) 357–375.
[22] R.A. Maronna, R.D. Martin, V. Yohai, Robust Statistics: Theory and Methods, Wiley, New York, NY, 2006.
[23] P.A.P. Moran, Notes on continuous stochastic phenomena, Biometrika 37 (1950) 17–23.
[24] R.D. Peterson, L.J. Krivo, Divergent Social Worlds: Neighborhood Crime and the Racial-Spatial Divide, Russell Sage Foundation, New York, NY, 2010.
[25] N. Ravishanker, D.K. Dey, A First Course in Linear Model Theory, Chapman & Hall/CRC, Boca Raton, FL, 2002.
[26] A.H. Welsh, E. Ronchetti, A journey in single steps: robust one-step M-estimation in linear regression, Journal of Statistical Planning and Inference
103 (2002) 287–310.
