In this paper, we present generalizations of the Jacobian matrix and the Hessian matrix to continuous maps and continuously di erentiable functions respectively. We then establish second-order optimality conditions for mathematical programming problems with continuously differentiable functions. The results also sharpen the corresponding results for problems involving C 1;1 -functions.
Introduction
This work was motivated both by the need of sharper second-order optimality conditions for nonsmooth mathematical programming problems and by the recent work ( 11, 12] ) on second-order nonsmooth analysis of approximate Jacobian matrices which extends many basic calculus of locally Lipschitz vector-valued maps to continuous maps and uni es and strengthens various results of second-order calculus.
In this paper we examine mathematical programming problems involving continuously di erentiable functions. Mathematical programming problems involving continuously di erentiable functions which are not necessarily C 1;1 -functions, that is, continuously di erentiable functions with locally Lipschitz gradients, arise in applications, particularly, in reformulating certain variational inequality problems with continuously di erentiable maps as equivalent optimization problems. We present necessary, and su cient optimality conditions for such mathematical programming problems. The optimality conditions, which are expressed in terms of approximate Hessian matrices, extend and sharpen the corresponding results for mathematical programming problems with C 1;1 -functions 8].
A new notion of approximate Hessian is de ned as the closed and bounded set of matrices which is an approximate Jacobian of the vector-valued gradient mapping. For a scalar-valued mapping, the approximate Jacobian means there exists a compact set which generates both an upper convex and a lower concave approximations to the mapping at a point (see 19, 11] ). It is a key property that is shared by most of the generalized subdi erentials in nonsmooth analysis. Our approach also extends the idea of generalized Hessian matrix introduced and studied for C 1;1 -functions in 8].
The outline of the paper is as follows. In section 2 we introduce the notions of approximate Jacobian and Hessian matrices and develop calculus rules such as the sum formula, the mean value condition and generalized Taylor's expansions which will then be used to establish optimality conditions. We also provide examples to show the signi cance of such matrices in particular in the locally Lipschitz case. In section 3 we present necessary optimality conditions for nonlinear programming problems with equality and inequality constraints, where the functions are assumed to be C hMv; ui 8u 2 IR n : (2:2) and is a strengthened version of the initial de nition of approximate Jacobian, given in Jeyakumar and Luc 11] where the approximate Jacobian was assumed to be merely closed , not necessarily bounded, and the inequality (2.1) was given in terms of the lower Dini directional derivative (vF ) ? (x; :) of vF at x. The connections between the approximate Jacobian and the coderivatives ( 9, 10, 14, 15, 16, 18] ) are discussed in 11].
Clearly, if F : IR n ! IR m is continuously di erentiable at x, then any compact subset of L(IR n ; IR m ) containing the Jacobian rF(x) T is an approximate Jacobian of F at x. Here we write rF(x) for the usual m n Jacobian matrix of partial derivatives. Proof. The proof follows by standard arguments and so is omited.
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The following proposition shows that a simple sum formula holds for our approximate Jacobians. However, the general notion of approximate Jacobian, given in 11], requires a regularity hypothesis. for some M 0 2 @ F 1 (x) and N 0 2 @ F 2 (x). Hence,
hPv; ui and so the conclusion follows.
2 In the following proposition we show how an approximate Jacobian of F can be constructed from the approximate Jacobians of its components. Recall that when m = 1, @ F(x) consists of n 1 matrices (i.e. column vectors ). is an approximate Jacobian of F at x. Here the latter set denotes the set of all matrices whose i th column belongs to @ f i (x) for each i.
Proof. Since for each i, @ f i (x) is compact , @ F(x) is clearly closed and bounded subset of L(IR n ; IR m ). Let u 2 IR n and let v 2 IR m . Then
So, The following example illustrates that the previous theorem provides a sharper mean value condition even for a locally Lipschitz map than the corresponding result of Clarke 
The case where is a maximum point of h also yields the same condition (2.5). The details are left to the reader. The cone of feasible directions to a subset S of IR n at x 2 S is given by F(S; x) = fu 2 IR n j 9 > 0; 8 0 ; x + u 2 Sg Theorem 3.1 Assume that the problem (P ) attains a local minimum at a. Sup hAu; ui:
Condition (3.2) means that for each u 2 S and for each sequence u n ! u; t n # 0 and A n 2 @ for su ciently large k. Thus for su ciently large k, hN k u k ; u k i 0: Since the setvalued map @ 2 f is locally bounded at a, the sequence N k is bounded. Hence this sequence has a subsequence, again denoted by N k which converges to a matrix N. It follows from the inequality f(a) > f(x k ); (4.1), (4.2) , and the Taylor's Expansion for L(x; ; ) at a (Theorem 2. Proof. The proof is only a slight modi cation of that of Theorem 4.1 and so is omitted.
2
