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ABSTRACT
Rapid development of genetically encoded fluorescent indicators has provided a
diverse chemical toolkit to probe complex biological systems, leading to the expan-
sion of fluorescence microscopy for biological research and applications. However,
the inherent constraints on resolution, speed and field of view have hindered the
development of high speed, three dimensional fluorescence imaging over large spatial
scales for biological microscopy. This thesis describes two strategies based on confocal
microscopy to provide single-shot volumetric fluorescence imaging over large scales.
In the first part, we describe a multiplane line-scan imaging strategy, which uses
a series of axially distributed reflecting slits to probe different depths within a sample
volume. Our technique, called line-scan multi-z confocal microscopy, enables the
simultaneous imaging of an optically sectioned image stack with a single camera at
frame rates of hundreds of hertz, without the need for axial scanning. We demonstrate
the applicability of our system to monitor fast dynamics in biological samples by
performing calcium imaging of neuronal activity in mouse brains and voltage imaging
of cardiomyocytes in cardiac samples.
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In the second part, we describe a fiber bundle-based endomicroscopy technique,
which provides pseudo-volumetric imaging over large field of views, without the need
for axial scanning. Our technique uses a gradient refractive index lens to achieve an
axially extended illumination and a series of reflecting pinholes of different diameters
to simultaneously probe different number of fiber cores. The fluorophores are localized
from the series of acquired images using a convolution neural network. We validate
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Since its invention, optical microscopy has become a valuable tool to study biologi-
cal systems at the cellular and sub-cellular level (Mertz, 2019a). However, biological
systems are very complex and their structures and processes occur on different spa-
tial and temporal scales. Therefore, a longstanding goal of optical microscopy is to
image cellular activity over large three dimensional (3D) field of views (FOVs) with
appropriate spatial and temporal resolution to develop a proper understanding of
such biological systems.
Rapid development of exogenous fluorescent indicators (Coons et al., 1941; Chalfie
et al., 1994; Shimomura et al., 1962; Tsien, 1998) and genetically encoded fluorescent
proteins (Miyawaki et al., 1997; Lin and Schnitzer, 2016) has provided a diverse
chemical toolkit to probe biological systems. The ability to target and label individual
cell types and sub-cellular compartments with high specificity has accelerated the
expansion of fluorescence microscopy for biomedical research and applications. With
the development of modern cameras with large sensor areas, kilohertz frame rates and
excellent spatiotemporal resolution, camera-based microscopes have been developed
for volumetric fluorescence imaging. Conventional wide-field fluorescence microscopy
(WFM) is the simplest method for visualizing fluorescent samples. WFM acquires
single-shot two dimensional (2D) images at high speeds and volumetric imaging can be
achieved by translating the sample and/or camera sensor or by alternative strategies.
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However, camera-based techniques are highly susceptible to out-of-focus background
which degrades contrast and signal-to-noise ratio (SNR) when imaging thick tissue.
Alternatively, scanning microscopes, such as confocal microscopy and multiphoton
microscopy (MPM), have been developed to achieve higher contrast in thick tissue
by providing optical sectioning. Confocal microscopy (Pawley, 2006) uses a detec-
tion pinhole to physically reject out-of-focus background fluorescence. MPM (Denk
and Svoboda, 1997; Zipfel et al., 2003) uses a nonlinear absorption process to gener-
ate fluorescent signal, thereby preventing the generation of out-of-focus background.
However, for large scale volumetric imaging, the speed of these techniques are limited
by the inertia of the mechanical beam scanners.
In this thesis, we present two recently developed techniques, based on confocal
microscopy, to provide single-shot volumetric fluorescence imaging over large scales.
In Chapter 2, we describe an augmented variant of line-scan confocal microscopy
for high speed volumetric imaging over large FOVs. This technique combines point
spread function (PSF) engineering with parallelized detection using reflecting slits to
simultaneously image different depths within the sample onto a single camera sensor,
without the need for axial scanning. Our system is not only highly light efficient in
both the illumination and detection path, but it is also relatively simple, scalable and
versatile. We demonstrate its general applicability for different biological imaging
applications such as in vivo calcium and voltage imaging.
In Chapter 3, we describe a fiber bundle-based endomicroscope capable of ob-
taining pseudo 3D images over large FOVs, without the need for axial scanning. In
practice, the system is similar to fluorescence confocal laser endomicroscopy (CLE)
with improvements in the illumination and detection optics. A fiber-optic imaging
bundle (FOIB) with a gradient refractive index (GRIN) lens is used to achieve an
extended depth of focus in the illumination while a series of reflecting pinholes of
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different diameters is used to probe the illuminated core and the surrounding cores in
the detection. From the 2D images obtained with our system, we train a convolution
neural network (CNN) to perform feature extraction and localization. We validate
our system by localizing fluorescent beads distributed in a 3D volume sample.
In Chapter 4, we state conclusions, examine the limitations of our techniques and
discuss potential future directions for volumetric fluorescence imaging.
1.2 Confocal microscopy
Confocal microscopy, which was first invented in 1955 by Marvin Minsky (Minsky,
1988), is one of the major advances in microscopy of the last century since it provides
out-of-focus background rejection and higher spatial resolution than WFM (Webb,
1996; Pawley, 2006). Unlike WFMwhich illuminates the sample with an extended uni-
form light beam, confocal microscopy illuminates the samples with a tightly focused
illumination. In fact, after the invention of the laser in 1960 by Theodore H. Maiman
(Maiman, 1960), confocal microscopy became rapidly popular since lasers have in-
nate spatial coherence that allows the beam to be focused to a diffraction-limited
spot. However, since focused illumination alone does not selectively illuminate the
focal plane or prevent scattering, a physical aperture is placed in front of the detector
to confine the signal detected to the illumination spot. Consequently, the confocal
aperture rejects the out-of-focus light from above or below the conjugate focal plane
as well as any scattered or stray light. To acquire a 3D image of the sample, either the
laser beam is held fixed while the sample is scanned with a motorized stage, or the
laser beam is scanned in three dimensions while the sample remains stationary. Since
the signal detected is confined to a small 3D probe volume, a single-pixel detector
such as photomultiplier tube (PMT) is used to collect all the signal from the probe
volume. In both cases, the final image is synthesized sequentially but beam scanning
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is preferred for biological applications.
Confocal microscopy can be configured in either reflection or transmission modes.
However, reflection geometry is more prevalent for biological applications since it
is not limited to thin samples and directly and automatically de-scans the signal
beam. Moreover, confocal microscopy can image both non-fluorescent and fluorescent
samples but nowadays, it is applied primarily for fluorescence imaging due to the wide
diversity of fluorescent indicators available for functional imaging. Similar to WFM,
confocal fluorescence microscopy is based on single-photon fluorescence process where
a fluorophore absorbs one excitation photon and emits one fluorescent photons. Due
to Stokes shift (Stokes, 1852), the excitation photon and emission photon are at





















Figure 1·1: (a) Molecular two-level system exhibiting Stokes shift.
(b) A typical layout for confocal microscopy.
Since this work focuses on the development of optical microscopy techniques for
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biological imaging, we henceforth refer to confocal fluorescence microscopy simply
as confocal microscopy and assume a reflection geometry with laser-beam scanning.
Figure 1·1(b) shows a typical optical setup for confocal microscopy.
Confocal scanning implementations
Several approaches have been developed for laser-beam scanning. The most common
technique involves two galvanometric mirrors that deflect the angle of the beam along
two orthogonal axes - a fast and slow axis - to generate a transverse 2D image. This
process can be repeated at the same focus to generate a time series of images or at
different focal depths by axial translation to generate a 3D image stack. However, one
major limitation of such serial-acquisition technique is that their temporal resolution


















Figure 1·2: (a) Illustration of spinning disk confocal microscopy based
on Yokogawa design. The micro-lens disk focuses the light through each
pinhole of the Nipkow disk to drastically improve light transmittance
to the sample. Reprinted from Zeiss Microscopy Online. (b) Typical
layout for line-scan confocal microscopy. DM: dichroic mirror, CL:
cylindrical lens
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Faster transverse 2D imaging can be achieved using a resonant scanner or a rotat-
ing polygon mirror (Rajadhyaksha et al., 1999) to tremendously increase the speed
of the fast axis scan. Other methods, such as spinning disk confocal microscopy
(SDCM) (Nakano, 2002) and line-scan confocal microscopy (Im et al., 2005), achieve
faster imaging rate through multiplexing. As depicted in Figure 1·2(a), in SDCM, a
Nipkow disk, which is an opaque disk with a series of pinholes arranged in spirals, is
used to excite and detect light from several spots simultaneously. As the disk rotates
at high speeds, the excitation spots scan the entire FOV and the images are captured
using a charge-coupled device (CCD) or intensified CCD camera. As shown in Figure
1·2(b), line-scan confocal microscopy is very similar to standard confocal microscopy
with two main differences. Firstly, in the excitation path, a laser line generator lens,
such as a cylindrical lens or Powell lens, is used to create a line illumination. Secondly,
a slit aperture and an area detector such as a linear CCD array or a line-scan camera
are used for detection. Line illumination only requires scanning in one direction for
imaging, thus increasing the imaging rate by orders of magnitude.
1.3 Challenges for biological imaging
Biological systems are sophisticated systems in the human body. Their crucial and
essential roles for proper body function have fostered a tremendous interest in under-
standing the processes and functions associated with such complex systems.
One of the most complex system is the mammalian brain. The brain consists of
a dense network of neurons which communicate and transfer information by means
of electrical signals called action potentials (APs) (Alivisatos et al., 2012; Insel et al.,
2013). There has been a growing interest to study the different network dynamics
and connectivity in the brain: how external sensory inputs are dynamically mapped
onto the functional activity of neuronal populations and how the highly intercon-
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nected neuronal populations, which creates excitable circuits, process those signals to
generate cognitive functions and behavior (Maguire et al., 2013).
Recently, there has been increased interest to study another major system, the
heart. Monitoring electrical potential and conduction in the heart is crucial for un-
derstanding how APs propagate through cardiac tissue in both healthy and diseased
conditions. Moreover, recording the AP waveform morphology of cardiac cells types
through different phases such as differentiation, maturation or during disease progres-
sion provides valuable insight on cells development and disease mechanisms (Leyton-
Mange et al., 2014; Song et al., 2015).
Volumetric imaging
Brain and cardiac processes occur on different spatial scales, ranging from single cell
to population interactions. Since the populations of cells span in three dimensions, an
accurate and precise understanding of network dynamics and connectivity can only
be achieved by simultaneously recording the 3D cells interactions (Alivisatos et al.,
2012; Insel et al., 2013). Optical microscopy provides an ideal solution since they
are relatively non-invasive and provides micron-level spatial resolution to distinguish
individual cells across millimeter FOV. However, standard microscopes usually image
a single 2D plane at a time and thus, new approaches for 3D volumetric imaging,
encompassing hundreds to thousands of individual cells, are needed for population
studies.
Imaging speed
Another key condition for biological imaging is imaging speed. Since those processes
not only occur on different spatial scales but also on different temporal scales, the ac-
quisition speed of the microscope needs to be fast enough to track the sample dynamics
of interest. Conventionally, the individual cell types and sub-cellular compartments
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of interest are labeled with fluorescent indicators to facilitate the monitoring of their
dynamics through fluorescence microscopy. Calcium imaging is a well-established and
popular method to investigate brain and heart activities due to the attractive char-
acteristics of calcium indicators. In addition to having high sensitivity (Tsien, 1980)
and custom-tailored spectroscopic properties (Grynkiewicz et al., 1985), calcium in-
dicators can be genetically encoded (Miyawaki et al., 1997) and non-invasively loaded
into cells without disturbing their physiology and functionality (Tsien, 1981). With
the development of high-performance chemical and genetically encoded calcium indi-
cators (GECIs), it is possible to optically detect and monitor the APs of an individual
cell without averaging and with high SNR (Smetters et al., 1999; Lin and Schnitzer,
2016). Thus, scientists can monitor the calcium transients in cells to study different
mechanisms. Moreover, the calcium transients generally decay with a time constant
of a few hundred of milliseconds (Chen et al., 2013), requiring tens of hertz imaging
rates to capture these AP-evoked calcium dynamics. While such imaging speed can
easily be achieved for 2D imaging, new techniques with comparable acquisition speed
are required for 3D imaging.
Since calcium transients act as a proximal measurement of AP and signal propaga-
tion, there has recently been an increased interest in the development of new optical
reporters of voltage based on organic dyes, fluorescent proteins and light-sensitive
opsins (Peterka et al., 2011; Yang and St-Pierre, 2016) to provide a direct measure-
ment of membrane potential and cell activity. Although the continuous development
of genetically encoded voltage indicators (GEVIs) with high sensitivity to voltage, fast
kinetics, and high specificity and localization has facilitated the optical monitoring
of voltage, the voltage dynamics occur on the order of a few milliseconds. Such fast
dynamics require hundreds to kilohertz imaging speed, leading to further challenges
in the development of 3D imaging techniques (Kulkarni and Miller, 2017).
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Sample properties
For biological imaging, the depth penetration is limited by the optical properties of
the tissues, especially scattering. The scattering properties of biological tissue are
characterized by the scattering mean free path ls, which is the average distance trav-
eled by a photon between two successive scattering events. As photons travel through
tissue, their directional information is reduced or lost due to scattering, thereby mak-
ing it hard to locate their origin and reconstruct an image (Ishimaru, 1978). In WFM,
the sample is illuminated with an extended uniform light beam, exciting all the fluo-
rophores within the volume, and the generated fluorescent signals are detected with
a camera. WFM is inherently unable to reject extraneously scattered light leading to
image blur and low contrast when imaging thick tissue (Lim et al., 2008). As previ-
ously described, confocal microscopy can reject scattered photons due to the confocal
pinhole placed at the detector but its maximum depth penetration is still limited to
about a single scattering mean free path in tissue (Pawley, 2006). MPM has a greater
depth penetration due to its nonlinear excitation process and single-pixel large area
detection (Zipfel et al., 2003; Helmchen and Denk, 2005) but its penetration is lim-
ited by the loss of signal contrast caused by tissue scattering. Hence, the sample
properties, whether it is thin and optically clear or thick and highly scattering, are
key considerations in the development of 3D imaging techniques.
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Chapter 2
Fast, multiplane line-scan confocal
microscopy using axially distributed slits
2.1 Introduction
Biological systems, such as the brain and heart, are complex and essential systems
in the human body. However, there is still limited understanding how those systems
work to give rise to the various processes and functions of the human body. The
dramatic improvements in GECIs (Lin and Schnitzer, 2016; Dana et al., 2019) has
facilitated the recording of cellular activity with an optical microscope through the
imaging of calcium transients. Recently, the advent of GEVIs (Peterka et al., 2011;
Yang and St-Pierre, 2016) with high SNR, sensitivity to voltage, fast kinetics and high
specificity and localization has allowed the optical monitoring of action potentials.
The response times of genetically encoded optical indicators often range from a few
hundred of milliseconds for calcium to a few milliseconds for voltage. Moreover, the
cells can often extend over hundreds of micrometers and the interconnectivity among
cells occurs in three dimensions (Alivisatos et al., 2012). Over the past two decades,
there has been an increased interest in the development of microscopy systems to
monitor cellular activity over large 3D FOVs with high temporal resolution. Several
strategies have been developed to perform high speed volumetric imaging for both
camera-based and scanning microscopes (Mertz, 2019b).
An advantage of camera-based techniques is that they can exploit the remarkably
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fast sampling rates of modern cameras (Adam et al., 2019; Abdelfattah et al., 2019;
Piatkevich et al., 2019). For example, multiple focal planes can be acquired in rapid
succession using fast axial scanning mechanisms such as electrically tunable lenses
(ETLs) (Jabbour et al., 2014; Martı´nez-Corral et al., 2015), deformable mirrors
(DMs) (Shain et al., 2017a), tunable acoustic gradient (TAG) lenses (Kong et al.,
2015; Mermillod-Blondin et al., 2008) or by remote focusing (Botcherby et al., 2007;
Rupprecht et al., 2016). Alternatively, to achieve faster imaging still, multiple focal
planes can be acquired simultaneously with multiple cameras (Prabhat et al., 2004;
Dean et al., 2017), or by spatially distributing different axial focal planes onto a single
camera with diffractive optical elements (DOEs) (Blanchard and Greenaway, 1999;
Abrahamsson et al., 2013) or specialized beam splitters (BSs) (Descloux et al., 2018;
Xiao et al., 2020).
Such camera-based techniques, however, are based on standard widefield imaging
and are thus inherently susceptible to out-of-focus background that can undermine
contrast and SNR. These effects of background can be partially mitigated by post-hoc
numerical deconvolution (Shain et al., 2017b; Wagner et al., 2019; Xiao et al., 2020),
or, better yet, by physically reducing the generation of background with structured
or targeted illumination (York et al., 2012; Wu and Shroff, 2018; Xiao et al., 2018),
or with multiplane lightsheet techniques (Duocastella et al., 2017; Voleti et al., 2019).
However, when imaging in thick tissue, these approaches at background reduction
begin to fail, and depth penetration becomes compromised.
Alternatively, multiplane imaging can be approached with scanning microscopy.
An advantage of scanning microscopy is that it can provide optical sectioning by
the use of a detection pinhole to physically reject out-of-focus background (confocal
microscopy), or by nonlinear signal generation which avoids the generation of out-of-
focus background (multiphoton microscopy). For example, confocal microscopy can
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be parallelized to enable multifocus detection using a micro-mirror array (Yang et al.,
2012) or reflecting pinholes (Badon et al., 2019). In turn, MPM can be parallelized
to enable multifocus excitation by spatiotemporal multiplexing (Cheng et al., 2011;
Weisenburger et al., 2019; Beaulieu et al., 2020). The speeds of these techniques,
however, are limited by the speeds of the mechanical beam scanners, which, for large
fields-of-view (>500 µm), tend to be no more than video rate.
Here we describe a microscopy technique that provides multiplane and optically
sectioned imaging over relatively large FOVs and at frame rates of hundreds of hertz.
Our technique, called line-scan multi-z confocal microscopy, is a line-scan version of
multi-z confocal microscopy (Badon et al., 2019). We demonstrate that it can be
used for different biological imaging applications such as in vivo calcium and voltage
imaging.
2.1.1 Review of techniques for volumetric imaging
Optical microscopy techniques can be divided into two categories. The first category
is based on parallelized data acquisition with a camera, which has a large sensor area
and excellent spatiotemporal resolution. The second category is based on sequential
data acquisition with a scanner, which is capable of optical sectioning. We review
some strategies which have been developed to perform volumetric imaging for both
camera-based and scanning microscopes (Mertz, 2019b).
Camera-based strategies
Scanned focus The simplest approach to perform volumetric imaging is to acquire
multiple images while translating the sample and/or camera but it is also the slowest
and most unwieldy. An image stack can be rapidly acquired sequentially using a
fast z-scanner, such as an ETL (Jabbour et al., 2014; Martı´nez-Corral et al., 2015),
TAG lens (Kong et al., 2015; Mermillod-Blondin et al., 2008), DM (Shain et al.,
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2017a) or liquid crystal spatial light modulator (SLM) (Maschio et al., 2011), or
by remote focusing (Botcherby et al., 2007; Rupprecht et al., 2016). However, a
drawback associated to such techniques based on widefield imaging is that they are
highly susceptible to out-of-focus background due to lack of optical sectioning. Such
background can be partially removed by post-hoc numerical deconvolution (Shain
et al., 2017b; Wagner et al., 2019; Xiao et al., 2020) but it requires a priori sample
information.
(b)(a)
Figure 2·1: (a) Schematic of a microscope for 3D targeted illu-
mination. Obj: objective. DM: dichromatic mirror. DMD: dig-
ital micromirror device. Reprinted from (Xiao et al., 2018). (b)
Illustration of oblique light-sheet illumination and detection. The
scanning-descanning geometry, using the same scanner, automatically
co-registers the light-sheet and oblique focal planes. Reprinted from
(Bouchard et al., 2015).
Alternatively, structured or targeted illumination (York et al., 2012; Wu and
Shroff, 2018; Xiao et al., 2018) or light-sheet microscopy (LSM) (Power and Huisken,
2017) improves sectioning by reducing generation of background but similarly, those
technique cannot prevent scattered background light from impinging the camera sen-
sor, yielding limited image contrast and depth penetration in thick tissue. In targeted
illumination, instead of using uniform illumination, a pattern illumination is used to
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target only the in-focus sample structures. For volumetric imaging, a different pat-
tern illumination is used at each focal plane during the focal sweep (Fig. 2·1(a)). In
LSM, a thin sheet of light, generated by a cylindrical lens, Powell lens or by lat-
erally scanning a line focus, is used to illuminate the sample and the fluorescence
is detected from the orthogonal direction of the light-sheet. Since the excitation is
confined, no out-of-focus fluorescence is generated outside the sheet of illumination
and photobleaching and photodamage are reduced. To perform volumetric imaging,
the sample is axially translated (which is slow) or the light-sheet is axially scanned
(which can be fast). However, a drawback of LSM is the requirement for side-on
illumination, which is not feasible for different samples. To circumvent this problem,
geometries have been proposed, where the same objective is used to both illuminate
the sample with an oblique light-sheet and collect the emitted fluorescence (Bouchard
et al., 2015; Voleti et al., 2019) (Fig. 2·1(b)) but at the cost of a reduced detection
numerical aperture (NA).
Multi-focus Instead of acquiring multiple focal planes sequentially in time, multi-
focus strategies acquire multiple focal planes simultaneously. One way is to use mul-
tiple cameras to image different focal planes (Prabhat et al., 2004; Dean et al., 2017).
Another way is to spatially distribute multiple focal planes on a single camera with
DOEs (Blanchard and Greenaway, 1999; Abrahamsson et al., 2013) or custom-made
BSs (Descloux et al., 2018; Xiao et al., 2020) (Fig. 2·2(a)). However, significant de-
sign and manufacturing challenges often limit their applications to single-molecule
tracking and imaging of thin samples.
Alternatively, light-field microscopy (LFM) uses static pupil engineering to capture
both the 2D location and 2D angle of the fluorescence light on a camera. The most
common implementation of LFM is done by placing a microlens array in the native
image plane followed by a camera such that the sensor pixels capture the rays of the
15
(b)(a)
Figure 2·2: (a) Schematic of a multifocus microscope using custom-
made z-splitter prisms to spatially arrange different focal planes on the
same camera. Reprinted from (Xiao et al., 2020). (b) Schematic of a
light-field microscope using a microlens array at the conjugated image
plane to capture the 3D information onto a 2D camera. Reprinted from
(Prevedel et al., 2014).
light field simultaneously (Prevedel et al., 2014) (Fig. 2·2(b)). The four dimensional
light fields can be used to synthesize a focal stack of images computationally. However,
a drawback of LFM is a loss in spatial resolution.
Extended focus Another approach is to axially extend the focus to obtain 2D
images where all the depths are superposed upon one another. Quasi-3D or extended
depth of field (EDOF) imaging can be achieved through dynamic focal sweep, where
the focal sweep is performed within a camera exposure using ultrafast z-scanner (Shain
et al., 2017a; Liu and Hua, 2011) (Fig. 2·3), or by PSF engineering (Dowski and
Cathey, 1995). However, EDOF imaging typically results in loss of axial resolution.
In some applications, axial localization and segmentation can be recovered post hoc
through intensive numerical processing, which typically requires a priori information
such as sample sparsity.
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Figure 2·3: Schematic of an EDOF microscope using a DM to rapidly
scan the focus within a camera exposure time. The in- and out-of-
focus light are captured simultaneously and deconvolution can be used
to remove the out-of-focus haze. Reprinted from (Shain et al., 2017a).
Scanning strategies
PSF engineering EDOF imaging can also be achieve in scanning microscopes by
PSF engineering. In some examples, an axially elongated focus, such as a Bessel focus,
is used to illuminate the sample (Fig. 2·4(a)) and thus, axially projected images of
the samples are captured (Lu et al., 2017). A Bessel focus can be created using a
SLM or an axicon. Other examples use a SLM to create multiple beamlets distributed
axially that scan the sample simultaneously (Fig. 2·4(b)). The image captured is the
superposition of the different focal planes (Yang et al., 2016).
Fast 3D scanning Other approaches can be used to scan the focal spot very rapidly
in three dimensions. Random access techniques use acousto-optic deflectors (AODs)
to rapidly switch from one target to another (Fig. 2·5(a)), allowing imaging at kilo-
hertz frame rates (Reddy et al., 2008; Villette et al., 2019; Chamberland et al., 2017).
However, they require an initial calibration step and are highly sensitive to motion
artifacts.
With the advent of fast detector technologies, MPM can be parallelized to enable
multifocus excitation by spatiotemporal multiplexing (Cheng et al., 2011; Weisen-
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(b)(a)
Figure 2·4: (a) Schematic of an EDOF two-photon microscope using
an SLM and annular mask to create a Bessel focus. Reprinted from
(Lu et al., 2017). (b) Schematic of a SLM two-photon microscope for
multi-focus excitation. Reprinted from (Yang et al., 2016).
(b)(a)
Figure 2·5: (a) Schematic of a random access two-photon microscope
which uses AODs to perform 3D scan. Reprinted from (Reddy et al.,
2008). (b) Schematic of two-photon microscope with a reverberation
loop to create an infinite series of beamlets separated in space and time.
Reprinted from (Beaulieu et al., 2020).
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burger et al., 2019; Beaulieu et al., 2020). The excitation laser beam is split into
independently time-delayed beamlets which can be focused to different depths (Fig.
2·5(b)). The emitted fluorescence from different depths is sequentially detected in
time, allowing for multiplane imaging. However, the acquisition speed is no more
than video rate for large FOV due to the inertia of the mechanical 2D scanners.
2.1.2 Multi-Z confocal microscopy
(b)(a)
(c)
Figure 2·6: (a) Simplified schematic of multi-Z confocal microscopy
(b) Axially extended illumination is obtained by underfilling the back
aperture of the objective. (c) A series of axially distributed reflecting
pinholes, each probing a different depth within the sample. Reprinted
from (Badon et al., 2019).
Multi-Z confocal microscopy is an augmented variant of confocal microscopy which
provides video-rate, multiplane, optically sectioned imaging over large FOVs on the
millimeter scale (Badon et al., 2019). Figure 2·6(a) shows a schematic of the micro-
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scope setup. This technique is based on three main ideas. The first is to combine
high-NA detection with low-NA illumination. The former leads to high signal col-
lection efficiency while the latter leads to an axially extended illumination over a
large range of depths (Fig. 2·6(b)). The second idea is to detect multiple signals
from this extended depth range using multiple confocal pinholes that are axially dis-
tributed (Fig. 2·6(c)). The pinholes are reflecting, so that signal rejected by one
pinhole is sent to the next pinhole, and so forth. In this manner, no signal is lost,
and signal collection efficiency remains high. The third idea is to exploit the benefits
obtained from our larger confocal probe volumes, namely larger signals and avoidance
of oversampling at cellular resolution, to scan over much larger FOVs than provided
by standard confocal microscopes, thus optimizing our multi-Z microscope for fast,
large-scale imaging of cell populations.
Multi-Z confocal microscopy provides simultaneous imaging of 4 different focal
planes, separated by 25 µm. Using a 10× objective, the lateral resolution, δx, is 2.6
µm and the axial resolution, δz, is 15 µm. Multi-Z microscopy can be used to perform
in vivo calcium imaging in mouse brain over a 1200 × 1200 × 100 µm3 volume at 30
Hz, without the need for axial scanning. Different neurons can be identified in each
plane and their activity can be plotted for further investigation (Fig. 2·7).
Thus, multi-Z confocal microscopy is great to study biological systems since it
has a large FOV which is desirable for population studies, can perform volumetric
imaging with optical sectioning and have an imaging speed of 30 Hz which is perfect
for calcium imaging. However, the imaging speed is still limited by the inertia of





Figure 2·7: Video-rate volumetric calcium imaging in mouse brain.
(a) Extended depth of field image recorded in the hippocampus at 30
frames per second and averaged over 20 s. 512×512 pixels; scale bar,
100 µm. Inset with 3× zoom illustrates cellular resolution. (b) Iden-
tification of neurons in each image plane. (c) Activity of the neurons
identified in (a). (d) Magnified view of the neuronal activity traces for
the region indicated by the red rectangle in (c). Reprinted from (Badon
et al., 2019).
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2.2 Line-scan multi-z confocal microscopy
To address the imaging speed problem of multi-Z microscopy, we adopt a line-scanning
approach instead of a point-scanning one. We propose a microscopy technique that
provides multiplane and optically sectioned imaging over relatively large FOVs and
at frame rates of hundreds of hertz. Our technique, called line-scan multi-z confocal
microscopy, is based on the same two main principles as its point-scanning counter-
part. The first principle is to use low-NA illumination to create an axially extended
illumination over a large range of depths (Fig. 2·8(a)) along with high-NA detection
to achieve high signal collection efficiency. The second principle is to parallelize the
readout to simultaneously detect multiple signals from this extended depth range
using multiple reflecting slits that are axially distributed (Fig. 2·8(b)). Since the
apertures are reflecting, no signal is lost and the signal collection efficiency remains
high. The key advantage of using line scanning rather than point scanning is that
our imaging rate is increased by more than an order of magnitude.
2.2.1 Microscope layout
A schematic of our line-scan multi-z confocal microscope is shown in Fig. 2·9, which
is in essence a standard line-scan confocal microscope but with differences in both
the illumination and detection optics. The illumination beam is produced by a blue
laser diode (488 nm/ 200 mW, Omicron LuxX). A Powell lens (LOCP-8.9R10-1.2,
Laserline Optics) is used to shape the beam into a uniform line (Saghafi et al., 2014)
and two cylindrical lens (LJ1695RM-A and LJ1703RM-A, Thorlabs) shape the line
into an appropriate aspect ratio. A single-axis, large-aperture galvanometric mirror
(15 mm S1 8330k, Cambridge Technology) scans the laser line across the sample in
the x direction. To achieve low-NA illumination, we significantly underfill the back
























Figure 2·8: (a) Excitation principle: axially extended line-sheet illu-
mination is obtained by underfilling the back aperture of the objective.
(b) Detection principle: a series of axially distributed reflecting slits
detect signals at different focal planes. The slits are re-scan across the
camera sensor for full field detection.
20× NA 1.0, Olympus) using a pair of achromats as an afocal beam compressor. With
NAill ≈ 0.1, the axial extent, or Rayleigh range, of the line focus is on the order of
100 µm.
The generated fluorescence signal is epi-detected through the full NA of the same
objective, ensuring both maximized collection efficiency and a constrained detec-
tion depth-of-field. The fluorescence signal is spectrally filtered with a dichroic mir-
ror (ZT405/488/561/640 rpc, Chroma) and emission filter (ZET405/488/561/635m,
Chroma) and relayed onto three reflecting slits (126 µm x 25 mm, Optical Filter
Source), which are axially distributed in the conjugated image space. As in standard
line-scan confocal microscopy, the purpose of the slits is to select (here reflect) in-
focus fluorescence while rejecting (here transmit) out-of-focus fluorescence, leading
to optical sectioning. The difference with standard line-scan confocal microscopy is






















Figure 2·9: Schematic of line-scan multi-z confocal microscope.
one. In the image space, the separation between the slits ∆Z is given by approxi-
mately M2∆z, where M is the magnification of the system (M = 22.2) and ∆z is
the distance between focal planes in the sample, selected here to be ∆z = 32 µm.
The in-focus fluorescence selected by the slits is, in turn, re-imaged onto a high-speed
camera (ORCA-Flash 4.0 V3 Digital CMOS, Hamamatsu) using a pair of lenses and a
second identical single-axis galvanometric mirror (15 mm S1 8330k, Cambridge Tech-
nology). As the galvanometric mirror in the illumination path scans the illumination
line across the sample, the galvanometric mirror in the detection path re-scans images
of this line across the camera sensor, thus producing three spatially separated images
of the different focal planes, which are recorded simultaneously. Both galvanometric
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mirrors are synchronized to the camera clock and composite images 512 × 2048 pix-
els in size are recorded at a frame rate up to 400 Hz using the Hamamatsu image
software.
2.2.2 Design challenges
We note that a design challenge in our setup comes from the aberrations occasioned
in the detection path beyond the slits, specifically field curvature and astigmatism,
which stem primarily from the off-axis imaging of the slits probing the deepest and
shallowest focal planes and the short focal length of the camera lens. Figure 2·10
shows the ray diagram for the original detection arrangement in Zemax. At the
camera plane, the slits are focused along a curve, with a separation of 700 µm between
the middle slit and the side slits.
Camera
d = 700 µm
Reflecting slits
Figure 2·10: Ray diagram of the original detection unit. Inset shows
the field curvature at the detector.
Since the camera sensor is flat, we need to modify our detection to partially
compensate for these aberrations. The first modification is to use a Plössl scan lens to
reduce field curvature. The field curvature is successfully reduced but the separation
between the middle slit and the side slits is still 350 µm (Fig. 2·11(a)). The second
modification is to insert a weakly focusing correction lens (LA1908-A, Thorlabs) just
after the middle slit (lens with dashed outline in Fig. 2·9) to ensure that all three slits









Figure 2·11: (a) Ray diagram of the detection unit using a Plössl scan
lens. Inset shows the field curvature is still 350 µm. (b) Ray diagram
of the detection unit using both a Plössl scan lens and a correction lens
just after the middle slit. Inset shows that the 3 slits are now properly
focused on the camera.
2.2.3 Resolution and optical sectioning
It is well known that both the resolution and optical sectioning capacity of a line-
scan confocal microscope are inherently weaker than those of a point-scan confocal
microscope (Pawley, 2006).
To evaluate the resolution of our microscope, we imaged 0.5 µm fluorescent beads
over a 200 µm axial range. Using our 20× objective, we obtained a transverse reso-
lution of δx = 3.6 µm and an axial resolution of δz = 17.9 µm (see Fig. 2·12(a)).
To evaluate the optical sectioning capacity of our microscope, we integrated the
total bead fluorescence intensity captured by each detection channel as a function










































Figure 2·12: (a) Transverse (xy) and axial (xz) PSF measured with
a 0.5 µm fluorescent bead, and corresponding x and z profiles. Scale
bar, 10 µm. (b) Normalized bead intensity measured by each detection
channel at different z positions.
detection channels are shifted by δz = 32 µm, as expected. Importantly, they are
confined axially, illustrating optically sectioning, with only small overlap between
planes.
This optical sectioning capacity was further demonstrated when we imaged a fixed
fluorescent sample of a common mold, known as Aspergillus conidiophores (#297872,
Carolina Biological Supply Co.). From the three images acquired simultaneously (Fig.
2·13(a)), we can clearly observe different features and branching of the filaments.
Moreover, the signals in each plane produce little background in adjacent planes. We
image the static sample over an axial range of 160 µm, in steps of 2 µm, and an EDOF
image is created and depth color-coded (Fig. 2·14).
Finally, we compared images acquired with our line-scan multi-z microscope and
with a standard widefield fluorescence microscope (Nikon TE2000-U). We imaged the
Aspergillus conidiophores sample when focused to approximately the same axial plane
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0 µm-32 µm  +32 µm
Figure 2·13: Simultaneous imaging of different axial planes of As-
pergillus conidiophores. Scale bar, 100 µm.
with both microscopes and normalized the intensity of both images for better com-
parison. As expected, we observe that the out-of-focus background haze is noticeably
less prominent in the line-scan multi-z image than in the widefield image. Example
profiles of the normalized intensity are shown in Fig. 2·15(c), where we note that fine
sample features (e.g. thin filament indicated by arrows in Figs. 2·15(a) and (b)) that
are readily apparent in the line-scan multi-z image can be completely overwhelmed
by out-of-focus background in the WFM image (corresponding vertical dotted line in
Fig. 2·15(c)).
We further highlight the optical sectioning capability of our microscope by imaging
a densely labeled sample such as fluorescent lens paper. Similarly, we imaged the
sample when focused to approximately the same axial plane with both microscopes
and normalized the intensity of both images. Even for fluorescent lens paper, our
microscope successfully rejects the out-of-focus background, leading to an increased
contrast (see Fig. 2·15(d) and (e)). Example profiles of the normalized intensity (Fig.
2·15(f)) illustrate the improved signal-to-background of our microscope over widefield





Figure 2·14: EDOF image of Aspergillus conidiophores, color-coded
to represent depth.
2.2.4 Mouse preparation and imaging
All animal procedures were approved by the Boston University Institutional Animal
Care and Use Committee. Both male and female mice were used in this study (Charles
River, Wilmington, MA) and were 8-12 weeks old at the start of the experiments. All
injections and surgical procedures were carried out as previously described (Gritton
et al., 2019). Briefly, animals were injected with 1 µl AAV9-Syn-GCaMP7f virus
obtained from Addgene (titer: 6.9 e12 GC/ml: 104488-AAV1), targeting the left
striatum under stereotaxic conditions (AP: +0.5, ML: -1.8 mm, DV: -1.6). Following
complete recovery, animals underwent surgery for the implantation of an imaging
window. The window consisted of a stainless steel cannula (OD: 3.17 mm, ID: 2.36
cm, height, 2 mm) with a circular coverslip (size 0; OD: 3 mm). The overlying cortical
tissue was carefully aspirated away to expose the corpus callosum, which was then
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Figure 2·15: (a,b,d,e) Normalized intensity images of Aspergillus coni-
diophores (a,b) and fluorescent lens paper (d,e) acquired with our line-
scan multi-z microscope (a,d) and a commercial widefield microscope
(b,e) at the same axial focal plane. Scale bar, 100 µm. (c,f) Nor-
malized intensity plots across the dotted horizontal lines in (a,b,d,e),
illustrating the improved signal-to-background of our microscope over
widefield. The vertical dotted lines correspond to the location of a fine
filament indicated by the arrow in the images.
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thinned until the dorsal striatum was exposed. The imaging window was centered
above the striatum injection site. During the same surgery, a custom aluminum head-
plate was attached to the skull, anterior to the imaging cannula, which allowed for
head fixation during imaging. Prior to imaging, animals underwent handling and
habituation to running on a spherical treadmill platform while head-fixed for 1-2
weeks. During the imaging, animals were head-fixed under the objective while freely
running on the treadmill. A single imaging session lasted approximately 2.5 minutes
and an average laser power output of 4 mW was used.
2.2.5 Cardiac samples preparation and imaging
Human induced pluripotent stem cells (iPSCs) (I.D. Personal Genome Project, PGP1)
were maintained in mTeSR1 medium (Stem Cell) and differentiated as 2D monolayers
into cardiomyocytes (CMs) using a small molecule differentiation protocol (Lian et al.,
2012) with CHIR99021 (Tocris) and IWP4 (Tocris) in RPMI 1640 Medium, Gluta-
MAX (Gibco) supplemented with B-27 minus insulin (Gibco). Once beating was
observed, cells were metabolically selected in no glucose, RPMI 1640 Medium sup-
plemented with 4 mM DL-lactate (Sigma), then replated and maintained in RPMI
1640 Medium, GlutaMAX supplemented with B-27. Human mesenchymal stem cells
(hMSCs) were isolated from Human Bone Marrow Mononuclear Cells (Lonza), and
maintained in DMEM, low glucose medium (Gibco) with 10% Fetal Bovine Serum
(Sigma) and 1% Penn-Strep. hMSCs were used between passages 4-7. Cells were
maintained at 37°C and 5% CO2. Polydimethylsiloxane devices with wells containing
two micro-pillars were cast from a 3D printed molds (Protolabs). Prior to seeding,
devices were plasma treated and then treated with 0.01% poly-l-lysine (ScienCell),
then treated with 0.1% Glutaraldehyde (EMS). Prior to tissue seeding, devices were
UV light sterilized and then treated with 5% Bovine Serum Albumin (Sigma) and 2%
Pluronic F127 (Sigma) to prevent cell adhesion. CMs and hMSCs were then disso-
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ciated and suspended into a 4 mg/mL human fibrinogen (Sigma) and 10% Matrigel
(Corning) hydrogel; 0.4 unit of thrombin (Sigma) per mg of fibrinogen, 5 µM Y-27632
(Tocris), and 0.033 mg/mL aprotinin (Sigma) were also added. 60k cells (90% CMs,
10% hMSCs) per tissue were then added to this hydrogel mixture and pipetted into
each well. After seeding, gel was polymerized for 5 minutes. Tissues were maintained
in DMEM (Corning) 10% Fetal Bovine Serum (Sigma), 1% Penicillin-Streptomycin
(Gibco), GlutaMAX Supplement (Gibco), MEM Non-Essential Amino Acid Solu-
tion (Gibco), and 0.033 mg/mL aproptinin (5 µM Y-27632 was added for the first
48 hours). Samples were imaged between Day 7 and 9 post-seeding. For imaging,
CM monolayers and tissues were stained for 30 minutes, using FluoVolt (Invitrogen)
following manufacturer’s protocol. Samples were imaged in Tyrode’s Salt Solution
(Sigma). An average laser power of 5 mW and 10 mW was used for the monolayers
and tissues respectively.
2.2.6 Image processing and data analysis
A uniform fluorescent plastic slide (#92001, Chroma Technology) was imaged to gen-
erate a reference mask to crop the FOV of each focal plane on the camera. We
acquired a z-stack of an Aspergillus conidiophores glass slide over a 250 µm axial
range to obtain a maximum-intensity projection (MIP) image of the sample at each
detection channel. We then estimated elastic transforms for the deepest and shallow-
est focal planes (referenced to the middle plane), to account for any astigmatism due
to off-axis imaging.
For calcium imaging in mouse brain, we used the Moco plugin (Dubbs et al., 2016)
in ImageJ to correct for motion artifacts during the acquisition. We used a constrained
non-negative matrix factorization (CNMF) algorithm (Pnevmatikakis et al., 2016) in
Matlab (MathWorks) to segment the neurons at each focal plane. For each segmented
region of interest (ROI), a temporal component F (t) was obtained and we calculated
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∆F/F = (F (t) − F0)/F0, where F0 is the average of the spatiotemporal background
for a given region of interest (ROI).
For voltage imaging of CM samples, we manually segmented 50 × 50 µm ROIs
and extracted the voltage traces in ImageJ. A Matlab detrend function with linear
fitting was applied to all the raw traces to correct for photobleaching and the ∆F/F
for each trace was computed as described above.
2.3 Results
2.3.1 In vivo Calcium imaging in mouse brain
One of the fundamental goals of neuroscience is to understand the different network
dynamics in the brain responsible for cognitive function and behavior. Monitoring
the activity of populations of neurons over 3D volumes rather than 2D planes is
crucial in achieving this goal (Alivisatos et al., 2012). To demonstrate the capability
of our system to perform high speed functional imaging over relatively large FOVs
across multiple planes, we performed in vivo calcium imaging in the mouse brain.
We imaged the striatum area of a mouse brain expressing GCaMP7f, a genetically-
encoded calcium indicator, within a volume of 617× 645× 64 µm3 at a 100 Hz frame
rate for 2.5 minutes. Figure 2·16(a) shows the temporal (max-min) projection of the
three focal planes after motion correction. Using CNMF, we identified 99, 128 and 93
neurons in each plane separately, from deepest to shallowest. We note that there was
often signal overlap between focal planes (Fig. 2·12(b)) owing to the fact that many
neurons resided between adjacent focal planes and also because scattering somewhat
undermined the optical sectioning of our microscope. Duplicate neurons were merged,
leading to a total number of 195 independent neurons that were identified throughout
the imaging volume. The ∆F/F traces of these neurons are shown in Figs. 2·16(b) and
2·16(c) for a magnified view, demonstrating that, even when imaging at high speed,
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our microscope provides ample signal-to-noise ratio (SNR) for neuronal segmentation
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Figure 2·16: High-speed volumetric in vivo calcium imaging of
GCaMP7f-labeled mouse brain. (a) Max-min projections of three focal
planes recorded in the striatum at 100 Hz over 2.5 min. From left to
right, 99, 128, 93 neurons are identified in each plane using constrained
non-negative matrix factorization. Scale bar, 100 µm. ∆z = 32 µm.
(b) Activity of the 195 distinct neurons identified throughout the imag-
ing volume. (c) Expanded view of the calcium traces for a subset of
neurons indicated by the red rectangle in (b).
2.3.2 Voltage imaging in cardiac monolayer and tissue
A more challenging application is to image voltage changes since the dynamics are on
the millisecond timescale (Kulkarni and Miller, 2017). To demonstrate the novelty
and strength of our microscope, we performed voltage imaging in CM samples. We
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Figure 2·17: High-speed volumetric voltage imaging of iPSC-derived
CM monolayer. (a) Max projections of three different focal planes, with
manually segmented 50 × 50 µm ROIs. Scale bar, 100 µm. ∆z = 32
µm. (b) Optically recorded voltage traces for 10 seconds at 400 Hz.
From bottom to top, the traces correspond to ROIs shown from left to
right in (a). Voltage traces depict different phases (i - iii) of each AP.
imaged CM monolayer labeled with FluoVolt (F10488, Invitrogen), a newly derived
voltage sensitive fluorescent dye, over a volume of 575 × 645 × 64 µm3 at 400 Hz
for 10 seconds. After imaging of CM monolayer beating spontaneously, we extracted
voltage traces for manually segmented 50× 50 µm ROIs across the three focal planes
(Fig. 2·17(a)). We recorded typical action potential (AP) waveforms with clearly
identifiable phases (Fig. 2·17(b); i: resting potential, ii: peak depolarization, iii: end
of repolarization).

















Figure 2·18: High-speed volumetric voltage imaging of µTUG hMSC-
CM tissue. (a) Max projections of three different focal planes, with
manually segmented 50× 50 µm ROIs. Scale bar, 100 µm. (b) Voltage
traces of ROIs shown in (a) for an acquisition of 20 seconds at 400 Hz.
Traces from bottom to top correspond to ROIs from left to right.(c)
Overlay of representative AP from the recorded traces, highlighting
both onset synchrony and waveform variability.
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which are more similar to in vivo tissues, they provide better models than simple
2D CM monolayers (Ronaldson-Bouchard et al., 2018). We imaged un-paced CM
tissue, labeled with FluoVolt, at 400 Hz for 20 seconds. 5mM MYK-461 (Cayman
Chemical), a cardiac-specific myosin ATPase inhibitor, was added to attenuate tissue
contraction and associated movement-related optical artifacts (Stern et al., 2016).
Similarly, we extracted voltage traces for manually segmented 50 × 50 µm ROIs at
different depths (Fig. 2·18(a)). We observed that the CMs’ APs are highly synchro-
nized (Fig. 2·18(b) and 2·18(c)), indicating that even in the absence of an external
electrical pacing signal, the cells are electrically coupled within the tissue. An assess-
ment of the similarities and differences in AP waveform morphology can potentially
provide insight into the establishment of intercellular synchrony and cellular maturity
throughout the tissue. For example, the ability of our microscope to simultaneously
monitor APs from multiple CMs at high-speed and over relatively large volumes could
aid in the study of in vivo population dynamics in near-natural 3D environments.
2.4 Discussion
In summary, we have demonstrated an augmented variant of line-scan confocal mi-
croscopy which provides simultaneous multiplane imaging over relatively large FOV
at high speed - here, hundreds of hertz, compatible with voltage imaging. Our system
offers similar advantages to its point-scanning counterpart (Badon et al., 2019); it is
highly light efficient since the signal is detected using the full NA of the objective and
through reflecting slits. Moreover, it uses the same laser excitation power to image
multiple planes simultaneously, thus reducing the amount of excitation light inflicted
on the sample to image these planes.
Our system bears resemblance to a light-sheet microscope in the sense that our
line-scan illumination effectively corresponds to a scanning light-sheet within the
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sample, though here oriented vertically rather than horizontally (or obliquely). In
particular, light-sheet microscopy has been implemented in confocal line-scan geome-
tries using detection slits either physical (Silvestri et al., 2012) or electronic based
on camera rolling shutters (Fahrbach and Rohrbach, 2012). The key difference with
our technique is that we use multiple slits that are axially distributed, allowing the
acquisition of multiple planes simultaneously, rather than a single plane at a time
(though see (Ma et al., 2016; Sacconi et al., 2020)) where multiple planes are ac-
quired simultaneously, albeit without the advantage of optical sectioning).
Compared to multiphoton multiplane techniques (Cheng et al., 2011; Weisen-
burger et al., 2019; Stirman et al., 2016; Beaulieu et al., 2020), which also provide
optical sectioning, our system does not provide the same depth penetration, but it
is certainly easier to implement and more cost-effective. The speed of multiphoton
microscopes is usually limited by the speed of the excitation beam scanners (though
see examples of faster variations (Wu et al., 2020; Maioli et al., 2020)). To obtain
frame rates on the order of kilohertz, for example compatible with voltage imaging,
this generally limits the imaging to small FOVs (Wu et al., 2020; Zhang et al., 2019;
Kazemipour et al., 2019). To date, multiphoton microscopes combining high speed,
relatively large FOV, and multiplane capacity have not yet been reported.
The speed of our system is currently limited by the speed of our scanners and the
camera frame rate. In principle, this speed can be increased by using faster single-axis
or resonant scanners combined with a faster camera. In principle also, the sample
interplane separation can be adapted to different applications by simply adjusting
the total magnification of the system or the physical distance between the reflect-
ing slits. Moreover, the imaging volume can be expanded with no speed penalty by
simply decreasing the illumination NA and adding more reflecting slits. However,
it should be noted that our method of detection using a re-scan galvanometer and
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single camera imposed several design constraints that limited our ability to navigate
these parameters while maintaining a reasonably large FOV. In hindsight, perhaps
a better design would have been to replace our single area-scan camera with multi-
ple high-speed line-scan cameras, one for each detection slit. Such a design would
allow even more flexibility between FOV, number of planes, interplane separation,
etc., while completely obviating the need for a second re-scan galvanometer and field





endomicroscopy with a fiber bundle
3.1 Introduction
Cancer is one of major diseases affecting human health. Based on the World Cancer
Report 2014, nearly 14 million new cancer cases and 8.2 million cases of cancer-related
deaths happened in 2012 and there are predictions that the approximate number of an-
nual cancer cases will nearly double over the next 20 years (McGuire, 2016). Over the
past decades, advanced medical imaging procedures such as computed tomography,
magnetic resonance imaging, positron emission tomography and ultrasound imaging
have vastly enhanced physicians’ ability to detect cancer and other diseases(Pierce
et al., 2008), but their spatial resolution is still limited to the submillimeter level. In
most cases, a biopsy is necessary to make a definitive diagnosis, but this process is
invasive, time-consuming and prone to human error due to inaccuracy to locate where
to extract and prepare the tissue for analysis (Gmitro and Rouse, 2009).
One of the optical imaging systems developed to improve on this centuries-old ap-
proach to diagnosis is endoscopy. Since its development, endoscopy has been used to
visualize the hollow cavity or the surface of inner organs of the human body for gas-
trointestinal tract diagnosis or surgery in a minimally invasive or noninvasive manner
(Udovich et al., 2007). Conventional endoscopes operate under a reflection geome-
try and thus, it has a low spatial resolution which allows physicians to only observe
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the macrostructure of a tissue with no cellular information. A miniaturized high-
resolution imaging system could be especially helpful for various medical problems
ranging from diagnosis to treatment, such as the determination of tumor margins dur-
ing a minimally invasive operation, the screening of large tissue sections and, most
importantly, the guiding of conventional biopsy.
Endomicroscopy can be used for optical biopsy and monitoring cellular activity
deep in tissue. It combines conventional intravital microscopy and miniature en-
doscopy to provide histology-like images from deep inside the body in real time and
in a minimally invasive manner. Recent advances in multiple areas have facilitated
the development and applications of endomicroscopy techniques.
With the development of novel fluorescence probes designed to bind to specific tar-
get molecules with high specificity, fluorescence imaging improves the diagnostic value
of endomicroscopy techniques by increasing the contrast and revealing molecular in-
formation of the target tissue (Hsiung et al., 2008; Bedard et al., 2010). Furthermore,
advances in fiber-optic technology have allowed for miniaturization of endoscopic
probes and fiber-based imaging devices for portable usage (Kim et al., 2005). Optical
fibers provide increased mechanical flexibility to perform imaging within hollow tissue
cavities as well as facilitate minimally invasive high-resolution imaging deep within
tissue (Oh et al., 2013) Lastly, improvements in the fabrication of GRIN micro-optics
have benefited the development of minimally invasive probes and allow access to
structures deep within tissue. GRIN lenses are miniature rod-like lenses with a radial
refractive index profile of near parabolic shape (Gomez-Reino et al., 2002). Since
GRIN lenses have high NAs, a miniature profile of 1 mm diameter or less and planar
faces for easy mounting to optical fibers, they can be used to relay the excitation and
emission light between an objective and the structure of interest (Jung et al., 2004;
Bocarsly et al., 2015).
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3.1.1 Fluorescence endomicroscopy techniques
In this work, we focus primarily on fluorescence endomicroscopy techniques. One-
photon, confocal and multiphoton fluorescence imaging have been adapted for en-
domicroscopy.
Wide-field fluorescence endomicroscopy
In wide-field fluorescence endomicroscopy, the excitation light from a light-emitting
diode (LED) is delivered to the sample through a fiber bundle (FB). A FB is made
up of a large number of fibers where only the light in the core can be transmitted
effectively. The fluorescent signals are collected by the same FB and relayed to a
camera for imaging (Fig. 3·1(a)). Wide-field fluorescence endomicroscopy offers the
advantages of full-frame image acquisition, lower cost, simplicity and greater ease of
use. This approach has been used for cancer detection (Pierce et al., 2008; Zhong
et al., 2009; Quinn et al., 2012) and neural imaging (Mehta et al., 2004; Murayama and
Larkum, 2009; Saunter et al., 2012). However, it lacks optical sectioning capabilities
which limit the depth penetration and allow imaging of only the topmost surface layer
of a biological sample. Moreover, the FOV is limited by the active diameter of the
FB and GRIN optics and the effective resolution is reduced by the pixelation artifact
caused by the cores of the FB.
Structured illumination endomicroscopy
Structured illumination microscopy (SIM) can be readily implemented in any wide-
field imaging device. It provides out-of-focus background rejection by physically
reducing the generation of background with modulated illumination patterns (Neil
et al., 1997). The modulated patterns can be periodic sinusoidal or grid patterns,
generated through interference or with SLMs (Neil et al., 1998; Chasles et al., 2007).
A series of structured light patterns is applied to introduce an artificial high frequency
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(b)(a)
Figure 3·1: (a) Typical layout for wide-field fluorescence endomi-
croscopy. Reprinted from (Murayama and Larkum, 2009). (b) SIM
endomicroscope setup with an imaging FB. Reprinted from (Santos
et al., 2009).
spatial modulation of the sample of interest. Since high spatial modulations decay
very rapidly when out-of-focus (optical transfer function attenuation), only the in-
focus features remain highly contrasted while the out-of-focus features are smoothed
out. Therefore, a simple image analysis can be used to isolate the in-focus features
from the out-of-focus background to produce optically sectioned images. The strength
of the sectioning depends on the pitch and the contrast of the structured pattern.
In a SIM endomicroscope (Fig. 3·1(b)), a FB serves as a relay to guide both
the structured illumination patterns to the sample and the generated fluorescence
distribution back to a camera (Bozinovic et al., 2008; Santos et al., 2009; Ford et al.,
2012). However, a major drawback of SIM is imaging speed since it requires multiple
raw images to recover a single optically sectioned image.
Confocal fluorescence endomicroscopy
Confocal laser endomicroscopy (CLE) has emerged by combining confocal laser scan-
ning microscopy (CLSM) and optical imaging fiber, typically a FB (Gmitro and Aziz,
1993; Sabharwal et al., 1999; Knittel et al., 2001; Wang et al., 2015). CLSM is a
well-established technique to non-invasively image thin sections within thick tissue
with high resolution (Rajadhyaksha et al., 1999) and thus, it has the high potential
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to obtain histo-pathologic information non-invasively and in real time (Inoue et al.,
2000). A typical layout for CLE is shown in Fig. 3·2(a). CLE uses a thin and flex-
ible imaging FB to relay images between the proximal and distal ends of the fiber.
A 4-f imaging system, typically composed of GRIN lenses, is located at the distal
end of the fiber to focus the excitation light on the sample and collect the emitted
fluorescence. Due to the small diameter of the individual fibers, each fiber acts like
a confocal pinhole aperture, resulting in optical sectioning. There is also a confocal
pinhole aperture in front of the detector that is conjugated to an individual fiber core
to reject stray light emitted from neighboring fibers of the FB.
In CLE, the number of fibers and the space between adjacent fibers determine
the FOV and resolution respectively. However, despite its high spatial resolution, the
depth penetration is generally less than 100 µm in tissue (Mehta et al., 2004) and it
suffers from photobleaching for prolonged exposures.
(b)(a)
Figure 3·2: (a) Confocal laser endomicroscopy setup with a FB.
Reprinted from (Knittel et al., 2001). (b) Typical layout for two-photon
endomicroscopy with a FB. Reprinted from (Göbel et al., 2004)
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Multiphoton endomicroscopy
Similar to CLE, multiphoton endomicroscopy combines MPM, specifically two-photon
microscopy (TPM), and a FB to allow deep imaging in tissue using small and flexible
endoscopic probe (Göbel et al., 2004; Jung and Schnitzer, 2003). Due to the selective
nature of its nonlinear excitation process, two-photon endomicrosopy (TPE) confines
the excitation at the focus, thereby providing optical sectioning and reducing photo-
bleaching and out-of-focus photodamage (a typical layout for TPE is shown in Fig.
3·2(b)). TPE has enabled in vivo imaging of individual neurons and blood vessels
deep in the brain (Jung et al., 2004; Mehta et al., 2004; Levene et al., 2004; Barretto
et al., 2009; Meng et al., 2019).
However, a limitation of two-photon excitation through glass fibers is pulse broad-
ening due to group-velocity dispersion (GVD) and self-phase modulation (SPM)
(Helmchen et al., 2001; Ouzounov et al., 2002). To compensate for the positive
GVD and SPM which occur in the cores of the FB, the laser pulses are negatively
prechirped by double passing a pair of diffraction gratings (Clark et al., 2001). An-
other limitation is the relatively small FOV due to the size of the FB and distal
focusing optics.
3.1.2 Scanning mechanisms
In endomicroscopy, scanning mechanisms can be grouped in two categories: proximal
and distal scanning. Proximal scanning is usually used with a FB where the scanners
are separated from the imaging probe. It usually involves a pair of galvanometric
mirrors which scans the excitation beam across the proximal end of the FB (Gmitro
and Aziz, 1993; Knittel et al., 2001; Göbel et al., 2004). A line-scanning approach
using a cylindrical lens can be used to increase the acquisition speed to allow video-
rate imaging (Rouse and Gmitro, 2000; Lin and Webb, 2000). However, because
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the galvanometer approach involves sweeping the illumination across the FB, light
enters the cladding between adjacent cores throughout the scanning cycle, potentially
reducing image contrast. An alternate approach to proximal scanning is to use a SLM
to sequentially illuminate each fiber, without sweeping the excitation beam (Lane
et al., 2000). However, much of the excitation power is lost which is detrimental for
imaging deep in tissue. The main advantage of proximal scanning is that there is no
restriction on the size of the scanning system which facilitates miniaturization of the
endomicroscopic probe.
Distal scanning is usually used to scan the illumination from a single fiber over the
sample to obtain a 2D image. A piezoelectric-driven tip-tilt mirror (Kim et al., 2005)
or a miniaturized microfabricated microelectromechanical systems (MEMS) mirror
(Dickensheets and Kino, 1996) pivots in two angular dimensions for 2D scanning.
Another approach is to use a piezoelectric or electromagnetic actuator to vibrate the
distal tip of the fiber at resonance (Helmchen et al., 2001). In some cases, both
the fiber and imaging lens are mounted to a cantilever that is vibrated at resonance
by a piezoelectric or electrostatic actuator (Dickensheets and Kino, 1994). Another
method for distal scanning combines translating the fiber in one direction and using
diffracting optics to encode spatial position in the wavelength (Tearney et al., 2002).
Distal scanning is free from pixelation artifact but it requires developing miniature
endoscopic probe containing a scanning unit, which can be challenging and expensive.
Scanning techniques such as CLE and TPE provide optical sectioning and thus, an
axial scan is necessary to obtain volumetric information. As with scanners, focusing
mechanisms can either be located at the proximal or distal end of the fiber. Distal
focusing mechanisms can be implemented using a miniature motor or hydraulic or
pneumatic system to move the end of the fiber with respect to the objective optics
(Rouse and Gmitro, 2000; Sabharwal et al., 1999). However, they are invasive due
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to the addition of electromechanical or electromagnetic components at the sample
end, hindering miniaturization and being expensive. Proximal mechanisms are of
conventional size and do not enter the sample. The simplest approach is to axially
move the sample mechanically to translate the fixed focal plane but this method
restricts applications to immobilized specimens. Another approach is to move both
the external objective and the imaging probe axially relative to the sample. This can
be difficult due to the miniature size of the imaging probe and can potentially cause
sample damage and motion (Wang and Ji, 2013). A more desirable method is to
leave the imaging probe, typically a GRIN endomicroscope probe, stationary within
the sample while moving the microscope objective axially to adjust the focus inside
the sample (Jung et al., 2004; Rector et al., 1999).
Independently of the scanning mechanisms, the current endomicroscopy tech-
niques has two main limitations. The first limitation is the relatively small FOV,
typically less than 500 µm, which is limited by the active imaging area of the FB and
GRIN micro-optics used. The second limitation is the need to do an axial scan to
perform 3D volume imaging which can be slow and hard to manipulate.
3.2 Pseudo-volumetric fluorescence endomicroscope
To address these limitations, we present a fiber bundle-based endomicroscope capable
of obtaining pseudo 3D images over large FOVs, without the need for axial scanning.
3.2.1 Operation principle
Most endomicroscopy techniques use an assembly of GRIN lens to relay the excitation
and emission between a conventional microscope objective and the sample and thus,
the excitation light is focused at a fixed distance inside the sample. As previously
described, GRIN lenses use a radial refractive index profile to bend and focus light
and they are characterized by the length, or pitch, and a NA (Gomez-Reino et al.,
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2002). The pitch length corresponds to the axial length for one full sinusoidal cycle.
In our endomicroscope, we use a single infinitely focusing quarter-pitch GRIN lens
glued to the distal end of a coherent FOIB. An infinitely focusing quarter-pitch GRIN
lens collimates a point source incident on the front surface to obtain a parallel beam
on the back surface but by intentionally leaving a small gap between the distal end of
the fiber and the front surface of the GRIN lens, a beam with a weak focus is obtained
at the back surface, similar to an extended depth of focus. Since GRIN lenses have
a position-to-angle relation, as depicted in Fig. 3·3(a), the excitation light emerging
from each core of the FB is weakly focused at different angles, acting as a searchlight
to probe the sample. Using this approach, the FOV is no longer limited to the active
imaging diameter of the FB and size of GRIN lenses but increases as a function of













Figure 3·3: (a) Excitation principle: a quarter-pitch GRIN lens is
used to achieve an extended depth of focus. (b) Detection principle:
different cores of the FB collect the fluorescence light depending on the
axial location of the fluorophore.
The emitted fluorescence is collected by the same GRIN lens. The position-to-
angle relation also plays an important role in the detection. In fact, the fluorescent
light captured depends on the location of the fluorophore in the volume. As depicted
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in Fig. 3·3(b), the closer the fluorophore is to the end face of the GRIN lens, the greater
the angle captured is and thus, more cores of the FB can detect and transmit the light
back to detector. Using reflecting pinholes of different diameters to simultaneously
probe different cores, we can determine the relative depths of the fluorophores in the
















Figure 3·4: Schematic of pseudo-volumetric fluorescence endomicro-
scope. It consists of a CLSM coupled to a coherent FOIB with a
quarter-pitch GRIN lens as the imaging lens.
A schematic of our pseudo-volumetric fluorescence endomicroscope is shown in
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Figure 3·4, which is in essence a standard CLE but with differences in both the il-
lumination and detection optics. We adopt a proximal scanning approach since it
separates the bulky scanners from the imaging probe, thereby facilitating miniatur-
ization and robustness and obviating the need for precision moving components at
the distal end of the fiber. A 488 nm laser (Stradus 488-50, Vortran) is used as a
light source since the common fluorophores, such as fluorescein (Sjöback et al., 1995)
and the GECI GCaMP (Nakai et al., 2001), are easily excited at this wavelength.
The laser beam is directed by a dichroic mirror (FF506-Di02-25x36, Semrock) and
raster scanned by a pair of galvanometric mirrors (6215H, Cambridge Technology).
The beam is expanded to fill the back pupil aperture of the objective (UPLFLN 20x,
0.5 NA, Olympus) using a pair of achromats as an afocal beam expander. The beam
is focused and coupled onto the proximal end of a coherent FOIB (FIGH-10-500N,
Fujikura). By scanning the laser beam, the individual fibers of the bundle are illumi-
nated one by one sequentially. The coherent FOIB relays images between its proximal
and distal ends while preserving the spatial integrity of the images and it is thin and
flexible, making it amenable to clinical endoscopy applications. The FB has 10,000
cores with an active diameter of 460 µm and an average core diameter of 2.9 µm
(Chen et al., 2008). A quarter-pitch GRIN lens (GT-IFRL-050-inf-50-NC, 0.5 NA,
Grintech) with an infinite working distance is adhered to the distal end of the FB,
with a small gap in between, to create an excitation beam with an extended depth of
focus.
The generated fluorescence signal is collected by the GRIN lens, transmitted by
the FB and epi-detected by the CLSM. The fluorescence signal is spectrally filtered
with the dichroic mirror and emission filter (FF01-536/40-25, Semrock) and relayed
onto several, here 3, reflecting pinholes (National Aperture Inc.). The fluorescence is
first routed to a 100 µm reflecting pinhole, whose size is adjusted to be approximately
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Mδx, where δx is the size of single core in the FB and M is the magnification
from the proximal end of the FB to the pinhole (here M = 27.8). Thus, only the
fluorescent light collected by the single core being illuminated is detected through
the first pinhole by a large area single-pixel detector (MicroFC-SMA-60035, SensL)
(SensL, 2011). The remaining light is reflected and re-imaged with a de-magnification
factor of 2 onto a 500 µm reflecting pinhole to detect the fluorescent signal collected
by the surrounding cores (here about 142 cores surrounding the center, illuminated
core). Finally, the remaining light is detected with another single-pixel detector with
a 200 µm pinhole aperture placed before the detector to provide a different detection
area and reject stray light. The advantage of using reflecting apertures is that no
signal is lost and the signal collection efficiency remains high. The acquisition is
done using the open source software ScanImage (Pologruto et al., 2003) to facilitate
synchronization between the different hardware components of the microscope. In a
single acquisition, three 512 × 512 images are acquired simultaneously, each probing
different number of cores.
3.2.3 Image processing
Since we use a FB in our setup, we need to eliminate the honeycomb pattern caused by
quasi-periodic distribution of the fiber cores. Three different algorithms, namely spa-
tial filtering (Göbel et al., 2004; Han et al., 2010), frequency domain filtering (Dickens
et al., 1999; Lee and Han, 2012) and triangulation reconstruction (Lertrattanapanich
and Bose, 2002; Vercauteren, 2008), can be used to remove the honeycomb pattern.
In spatial filtering algorithms, a mean filter is applied to the effective image re-
gion to suppress the noise. Then histogram equalization is used to enhance image
contrast followed by Gaussian filtering to blur out the honeycomb pattern. However,
the drawback of spatial filtering is the loss of resolution and image contrast, which
is accentuated for small active core area, since relatively wide kernels are used to
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sufficiently attenuate the core pattern.
In frequency domain filtering algorithms, 2D fast Fourier transform (FFT) is ap-
plied to acquire the frequency domain information of the image. The quasi-periodic
distribution of the fiber cores concentrates the core pattern to mainly high frequency
components in the frequency domain. An appropriate Gaussian low-pass filter can
be used to selectively remove the frequency domain information of the honeycomb
pattern and a final image is recovered by applying the inverse FFT to the filtered
frequency domain information. Similar to spatial filtering, frequency domain filtering
results in decrease in signal level and image contrast. It also cannot precisely remove
the honeycomb pattern when the distribution of the fiber cores is aperiodic.
In triangulation reconstruction, the pixels that correspond to the center of the fiber
core, called center pixels, are determined with local extrema searching and additional
filtering. Then every non-center pixel is linearly interpolated based on the gray values
of the center pixels, which are triangulated using Delaunay triangulation (Delaunay
et al., 1934). This process is comprehensive and increase signal level and image
contrast, but is computationally intensive and difficult to achieve in real time.
We applied an iterative segmentation-interpolation algorithm to remove the hon-
eycomb pattern (Ford et al., 2012). For each iteration, a 2D Gaussian low-pass filter,
which is highly local and has a kernel size of approximately one inter-core distance
to only average over nearest neighbor cores, is applied to the image. The core pixels
are distinguished from the cladding pixels to preserve their original intensity values
while the cladding pixels are assigned the low-pass filtered values. Throughout the
process, the core pixels retain their original intensity while the cladding pixels are
filled in to approach the average intensity of their nearest neighbor cores. This sim-
ple procedure is iterated until a desired smoothness is achieved; typically two to five
iterations suffice. The advantages of the algorithm is that it is computationally fast
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and easily implemented with minimal loss in resolution and image contrast.
Algorithm 1 Calculate Idecore from Iraw
for number of iterations do
I lp = LP (Iraw, σ) . Gaussian low pass
Idiff = Iraw − I lp
Idiff = Idiff(Idiff > 0)
Idecore = I lp + Idiff
end for
Before applying the iterative segmentation-interpolation algorithm, we correct for
autofluorescence of the fiber core and cladding material by subtracting a background
image acquired with no sample but with the laser turned on. After background
subtraction, we apply the de-coring algorithm for 6 iterations with a σ = 3. Finally,
we apply a 2D median filter of kernel size 3 to locally smooth the final image.
3.2.4 Localization using deep learning
We perform localization using deep learning (LeCun et al., 2015). We first acquire
a dataset of images to train the network to perform localization. A single 20 µm
fluorescent bead is imaged at different positions in the 3D object space using a three-
axis motorized translation stage (Thorlabs PT1-Z8 for lateral displacement and PI
M-126 CG1 for axial displacement). Since the 3D object space is cone-shape like, a
custom MATLAB script is used to generate an appropriate grid size with constant
spacing based on the axial displacement - the lateral and axial spacing is set to 50
µm - and the fluorescent bead is imaged at each position.
Preprocessing routine
Before training the network, a preprocessing routine (Fig. 3·5) is performed to convert
the training dataset to use a common scale so that the network can be applied to
both the training and testing data without any bias. A 3-channel of 512×512 images
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is used as input. The first step is to use a binary mask to crop the FOV of the FB
and to downsample the images. Then, a ROI selection step is applied to keep the
important features in the images. The ROI selection step consists of two procedures:
thresholding and segmentation. The maximum intensity across the entire training
dataset is determined and a 5% threshold value is applied to create a binary mask. For
segmentation, the intensity peaks that correspond to the centers of the fluorophores
are located. However, spurious fluctuations in intensity can lead to artifact peaks
and thus, pairs of peaks are combined based on their inter-distance and percentage
intensity difference. Finally, watershed segmentation (Beucher and Meyer, 1993) with
the intensity peaks as seeds is performed on the binary mask to generate a final mask.
The final mask is generated using the third channel image and then applied to all 3
images. After the preprocessing routine, a 3-channel output of 210 × 210 images is













Figure 3·5: Preprocessing routine to convert training and testing data
to a common scale before feeding it into the network for training or
prediction. Input size is 512× 512× 3 and output size is 210× 210× 3.
Due to the cone-like shape of the 3D object space (Fig. 3·8(c)), the Cartesian
coordinates associated with each 3-channel images are converted to spherical coordi-
nates. Since it is challenging to precisely position the fluorescent bead at the end face
of the GRIN lens, which corresponds to the zero z position, we determine an axial
offset to correct the z coordinates. Provided the actual distance between two beads is
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the same, we measure their pixel distance in two axial planes. Using similar triangles







where z is the axial offset, ∆z is the axial separation between the two planes and





z + Δz 
Figure 3·6: Illustration depicting determination of axial offset.
Convolution Neural Network
After preprocessing, we shuffle the dataset to prevent any ordering bias and split it
into a training and validation datasets (90−10%) to train a Convolution Neural Net-
work (CNN) to predict a set of spherical coordinates (θ, φ, r) from a 3-channel input
of 210× 210 images. We use the most common form of a ConvNet architecture (Fig.
3·7). The first part is the convolutional layer for feature extraction: two convolution-
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Figure 3·7: Illustration of the ConvNet architecture. Eight convolu-
tion layers (only three shown) are used for feature extraction followed
by two fully connected layers (only one shown) for localization to pre-
dict a set of spherical coordinates (θ, φ, r) for each fluorophore.
ReLU layers are stacked and followed by a max pooling layer and this pattern is
repeated four times to spatially merge the image to a small size. The convolution
layers create feature maps from the images using a 3 × 3 filter size, he_normal as
kernel initializer, a stride of 1 and valid padding to drop the part of the image where
the filter does not fit. ReLU stands for Rectified Linear Unit and is a non-linear op-
eration to introduce non-linearity in our network. The max pooling layer uses a 2× 2
pool size to reduce the dimensionality of each rectified feature map while retaining the
important information. The number of filters used is [32, 64, 128, 256] for consecutive
pair of convolution layers since different operations, such as edge detection, blur and
sharpen, can be achieved by applying different filters.
The second part is the fully connected layer for localization. At this point, the
image matrix is flattened into a vector and feed into two fully connected layers that
consist of 512 and 256 neurons respectively, like a neural network. The fully connected
layers use a ReLU activation function and apply learnt weights to predict the outputs.
Finally the output layer consists of three outputs: azimuthal angle (θ), elevation angle
(φ) and radial distance (r), which can be used to render a 3D prediction. A hyperbolic
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tangent function is used as activation function for the θ output since θ has a value in
the range of [-π, π]. A sigmoid function is used as activation function for the φ and r
outputs since both has only positive values.
Since we have three outputs, we use a custom loss function L, which is the sum



















(ri − r̂i)2 (3.2)
where θ, φ and r are the ground truth values and θ̂, φ̂ and r̂ are the predicted
values.
To evaluate the accuracy of our network, we convert both ground truth and pre-
dicted values from spherical to Cartesian coordinates and calculate the distance be-




(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (3.3)
After hyperparameter tuning, we train the network with a batch size of 30 for
40 epochs. An Adam optimizer is used with an initial learning rate of 0.001 but
we decrease the learning rate after 10 and 20 epochs to prevent overshooting of the
minimum, thus favoring convergence. We train the network on 5615 samples and
validate on 624 samples. For a computer with a Intel Xeon E5-1650 v4 processor, 64
GB RAM and a NVIDIA GeForce GTX 1080 as graphics processing unit (GPU), one
epoch takes only 44 s when done on GPU.
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3.3 Results
3.3.1 Fluorescent beads sample
After building the endomicroscope, we image a volume sample of 20 µm fluorescent
beads at different axial positions and remove the honeycomb pattern using our it-
erative segmentation-interpolation algorithm (see Fig. 3·8(a) and (b)). We confirm
that our setup has an extended depth of focus and can detect an object throughout
hundreds of microns depth, as indicated by the blue arrow. Moreover, as expected,
the size of the object detected depends on its location in the volume, as depicted by
the red arrow - the closer it is to the surface, the bigger it is since more cores can
capture the fluorescence signal. Also, the FOV increases as a function of the axial
displacement, allowing detection of additional features - at 500 µm away from the
end face of the GRIN lens, the FOV is about 850 µm while at 1 mm away, the FOV




Figure 3·8: Images of 20 µm fluorescent beads acquired using three
different pinholes sizes at an axial displacement of (a) 500 µm and (b)
1 mm away from the end face of the GRIN lens. (c) Illustration of the
cone-like shape of the 3D object space.
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3.3.2 CNN training
The network takes about 30 minutes to train and obtain an accuracy of 96.81% for the
training data and 84.37% for the validation data after training (Fig. 3·9). We observe
that the network is able to perform an accurate prediction after only 15 epochs. Since
the accuracy for the validation data does not exceed 84.37%, the network is overfitting
on the training data but for our application, this validation accuracy is enough for
a 25 µm distance threshold over a millimeter scale FOV. After training, the network
predictions on the validation data are very close to the ground truth (see Table 3.1).
Figure 3·9: Accuracy curves for training and validation data. The
network is already well trained after only 15 epochs.
From the loss curve (Fig. 3·10(a)), we confirm that the network reaches conver-
gence during training. We also plot the MSE for each output to confirm that training
is performed with equal importance on each output (Fig. 3·10(b)), thus there is no
overfitting on one particular output.
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Table 3.1: Preliminary results of CNN during training.
Image (ch 3) Ground Truth Pred (5 epochs) Pred (40 epochs)
θ φ r θ φ r θ φ r
−1.57 0.440 939 −1.57 0.439 961 −1.59 0.441 936
2.76 0.276 987 2.76 0.264 1033 2.77 0.272 983
1.21 0.306 1416 1.24 0.301 1403 1.21 0.306 1408
(a) (b)
Figure 3·10: (a) Loss curves for training and validation data, showing
network convergence. (b) Loss curves for all three outputs, showing no
bias on any output during training
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3.3.3 Predictions on unseen data
After training the network, we test it using unseen data and compare the predicted
values to the ground truth values. A 20 µm fluorescent beads sample is imaged at
an arbitrary depth away from the end face of the GRIN lens. After applying the
same preprocessing routine as for the training data, we segment the image into a
series of 3-channel images containing only a single region (see Fig. 3·11 showing the
third channel image and the segmentation results after preprocessing). Then, the
network use this set of 3-channel images to predict a set of corresponding coordinates
locations.
Preprocessing
Input Image (ch 3) Segmentation Results
Figure 3·11: Preprocessing of unseen testing data (only channel 3
shown). An image of the sample showing several beads is segmented
into single bead regions (shown in different colors) before the network
can predict the locations of each bead.
To validate the network predictions, we acquire a z-stack of the same beads sample
using a commercial widefield fluorescence microscope (Nikon TE2000-U) to act as
ground truth. We image the sample using a 10× objective NA 0.25 and translate the
sample axially in steps of 50 µm. We convert the predicted spherical coordinates to
Cartesian coordinates and compare them with the ground truth. We observe that the
predicted coordinates are not the same as the ground truth locations but it might be
due to an offset between the network and ground truth. Since the most important
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parameter is the axial position, z, we plot the z ground truth values against the z
predicted values for all the beads to determine any linear relationship between them
(Fig. 3·12]. The relationship between the ground truth, x and the predictions, y is
given by y = 0.414x+ 656.9.
Figure 3·12: Plot showing the linear relationship between the ground
truth z coordinate and the predicted z coordinate.
We determine the MIP image from the z-stack of widefield images and depth
color-coded (Fig. 3·13(a)). From the plot of the predicted x and y coordinates (Fig.
3·13(b)), we observe that the general arrangement of the beads is similar to the
ground truth. Though it is not perfect, in some applications, knowing the general 3D





Figure 3·13: (a) MIP image of the beads sample, color-coded by
depth, to act as ground truth. (b) Plot of the predicted x and y coor-
dinates showing the general arrangement of the beads similar to (a).
3.4 Discussion
In summary, we have demonstrated a novel endomicroscope which provides pseudo-
volumetric imaging over large FOV on the millimeter scale. Our system has two main
advantages over current techniques: it can obtain volumetric information in a single
acquisition and can image over large FOV on the millimeter scale. Other advantage
of our system is that it is light efficient since there is no loss upon signal detection
through reflecting pinholes, thus maximizing signal collection efficiency. Moreover, it
uses the same laser excitation power to image a volume, thus reducing photobleaching
and photodamage inflicted on the sample.
Our system bears resemblance to a confocal laser endomicroscope (Knittel et al.,
2001) in the sense that it uses a proximal scanning approach, whereby a CLSM is
coupled to a coherent FB, thus facilitating miniaturization. One key difference with
our technique is that we use a single GRIN lens instead of an assembly of GRIN lenses
at the distal end of the fiber to act as imaging system. Thus, we image a larger FOV
and prevent any back reflection of the fluorescent signal from inner optical interfaces
at the distal imaging system, which is detrimental to the image signal and quality (von
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Bally et al., 1986). Another key difference is that we use multiple reflecting pinholes
of different diameters to probe different number of fiber cores, rather than only the
illuminated fiber core, allowing the acquisition of different planes simultaneously.
Despite minimizing the reflections at the distal imaging system, specular back
reflections originating from various optical interfaces in the beam path can undermine
the detected signal. For example, part of the fluorescent signal epi-detected at the
proximal end of the FB can be lost due to back reflection at the microscope objective.
To ensure high signal collection efficiency, an immersion objective could be used
to minimize the mismatch in refractive index between the objective and the FB.
Additionally, since there is a small air gap between the distal end of the FB and the
GRIN lens, multiple back reflections can occur, potentially leading to loss of signal
and image contrast. To circumvent this problem, an optical adhesive with a refractive
index similar to the FB and GRIN lens could be used to fill the small gap and an
anti-reflection coating could be applied to the GRIN lens.
Moreover, one inherent problem of GRIN lenses is their intrinsic aberration (Wang
and Ji, 2013; Lee and Yun, 2011). Since GRIN lenses are usually designed to minimize
the intrinsic on-axis aberrations for a particular working distance, altering the working
distance away from the design value would introduce additional aberrations, thus
deteriorating imaging performance. Adaptive optics (Tyson, 2015) could be used to
characterize and correct the on-axis and off-axis aberrations of the GRIN lens. The
speed of our system is currently limited by the speed of our scanners. In principle,
this speed can be increased by using faster scanners or resonant scanners.
We note that it is difficult to characterize the resolution of the system due to the
lack of a tight focus spot and the conical shape of the imaging volume. Consequently,
it would be challenging to localize overlapping fluorophores with this system since the
shallower fluorophore would prevent the deeper ones from being properly localized.
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Thus, our system is restricted to only sparsely labeled samples. The architecture of
our CNN could also be further improved to achieve better accuracy on unseen data.
Although we only use fluorescent beads samples, we demonstrate that our system
can successfully predict the general 3D distribution of the fluorophores in a sparse
sample over a large volume but at a reduced resolution. This lays some groundwork
for further improvements. Ultimately, in the future, we hope this system can be used





The goal of this research has been to develop techniques to provide single-shot volu-
metric fluorescence imaging over large spatial scales. Those techniques would allow
scientists to monitor the cellular activity over large 3D FOVs with appropriate tempo-
ral resolution to understand the various processes and functions of complex biological
systems. Towards this goal, we present two novel techniques based on confocal mi-
croscopy.
The first technique is an augmented variant of line-scan confocal microscopy which
provides simultaneous multiplane imaging over relatively large FOV at frame rates
of hundreds of hertz, making it compatible with voltage imaging. This technique,
called line-scan multi-z confocal microscopy, is based on two main principles which
makes it highly light efficient. The first principle is to combine low-NA illumina-
tion with high-NA detection to achieve an axially extended illumination over a large
range of depths while preserving a confined detection depth of field and high signal
collection efficiency. The second principle is to simultaneously detect multiple signals
from this extended depth range with high signal collection efficiency using multiple
reflecting slits that are axially distributed. We demonstrate that our system can suc-
cessfully monitor fast dynamics for different biological imaging applications such as
in vivo calcium imaging of neuronal activity in mouse brains and voltage imaging of
cardiomyocytes in cardiac samples.
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Our technique is also easier to implement and more cost-effective than current
multiplane multiphoton techniques (Cheng et al., 2011; Weisenburger et al., 2019;
Stirman et al., 2016), albeit at a lower depth penetration. However, the speed is
currently limited by the inertia of the large aperture galvanometric mirror and the
current method of detection using a re-scan galvanometer and a single camera imposes
several design constraints and introduces aberrations that limit the scalability and
flexibility of our system. Those limitations could be circumvented by implementing
an alternative design in the future.
The second technique is an augmented variant of confocal laser endomicroscopy
which, for the first time to our knowledge, provides pseudo-volumetric imaging over
large FOV on the millimeter scale, without the need for axial scanning. We adopt a
proximal scanning approach to separate the bulky scanners from the imaging probe to
facilitate miniaturization. The imaging probe consists of a single infinitely focusing
quarter-pitch GRIN lens glued to the distal end of a coherent fiber bundle, with
a small gap in between, to create an excitation beam with an extended depth of
focus. In the detection path, we use three reflecting pinholes of different diameters
to simultaneously probe different number of cores to capture the 3D information on
three 2D images. We designed a convolution neural network to perform localization
of fluorophores from the three acquired images.
Our technique is light efficient and can perform large-scale volumetric imaging,
albeit at a reduced resolution and being restricted to sparse samples. Some drawbacks
are the specular back reflections due to mismatch in the refractive indexes at the
optical interfaces and the intrinsic on-axis and off-axis aberrations (Wang and Ji,
2013; Lee and Yun, 2011) of GRIN lenses, which lead to loss of image contrast and
reduced imaging performance. Furthermore, the speed of our system, only a few
hertz, is limited by the speed of our scanners. Changes in the design would potentially
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improve the performance of our system making it suitable for biological applications.
4.2 Future directions
We have successfully developed two techniques to provide single-shot volumetric imag-
ing over large scales but we note that both could be further optimized for different
biological applications.
For the line-scan multi-z confocal microscope, we could replace our single area-scan
camera with multiple high-speed line-scan cameras, one for each detection slit. Such
a design would allow more flexibility between FOV, number of planes and interplane
separation while completely obviating the need for a second re-scan galvanometer and
field curvature correction optics. It would also eliminate any astigmatism due to off-
axis imaging, allowing easier registration between the images at different focal planes.
Moreover, we could double the imaging speed with the same single-axis scanner by
imaging bi-directionally since we would no longer be limited by the rolling shutter
of the single-area scan camera. Even higher speed could be achieved with faster
single-axis or resonant scanners.
Furthermore, we could alter the illumination to obtain a better transverse reso-
lution while preserving the axial extent. For example, we could scan a Bessel beam
(Lu et al., 2017) ultra-fast in one-dimension using a polygon scanner to generate an
axially extended line-sheet illumination that is more uniform and has better trans-
verse resolution. The main drawback would be the loss of laser power in the side
lobes of the Bessel beam. Alternatively, a lattice light sheet of fine resolution (Chen
et al., 2014) could be used as illumination by placing phase/ amplitude masks in the
illumination pupil, albeit with loss of laser power and increased complexity and cost.
Regarding our novel confocal endomicroscope, we note that it is a new technique
with lots of room for improvement. The specular back reflections at the proximal and
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distal end of the FB could be respectively minimized using an immersion objective and
an optical adhesive to prevent mismatch in refractive indexes. Moreover, a resonant
scanner could be used to increase the speed of our system such that it could potentially
monitor the cells dynamics for biological applications. Adaptive optics (Tyson, 2015)
could also be implemented to correct the on-axis and off-axis aberrations of the GRIN
lens.
In addition, we could achieve a better resolution, which is desirable for biological
applications, by decreasing the axial extent of the illumination to obtain a more
confined focus in the transverse direction. For example, we could increase the gap
between the distal end of the FB and the GRIN lens or we could use a quarter-pitch
GRIN lens with a designed working distance and illuminate the front surface with
a de-focused spot. A better resolution would likely allow our system to image more
densely labeled samples.
Moreover, additional work is needed to use our system for biological applications
such as in vivo neuronal imaging. We intentionally train our network to perform
localization using 20 µm fluorescent beads since they are about the same size as
neurons. In deep learning, trained networks perform better on unseen data similar to
the trained data (LeCun et al., 2015). However, since our network perform localization
on low resolution images, similar to de-focused images, it might successfully predict
the locations of neurons which are similar in size as the beads. Fixed brain slices with
sparsely labeled neurons could be used to evaluate the performance of our network.
If unsatisfactory, the network could further be trained with images of fixed brain
slices. Ultimately, we would use our system for in vivo neuronal imaging and perform
localization post hoc.
In this thesis, we emphasize the need for the development of microscopy systems to
perform volumetric fluorescence imaging over large spatial scales with high temporal
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resolution to study complex biological systems. With the rapid development of faster
camera and scanning technologies, the two techniques described can enable volumetric
imaging at scales up to a cubic millimeter and speeds up to kilohertz frame rates.
At these scales, the problem of signal-to-noise ratio becomes the limiting factor due
to fluorescence lifetimes and constraints related to photobleaching or photodamage.
Further progress in high speed, large-scale volumetric imaging will only be possible
if the problem of SNR is addressed through different means such as development of
brighter and more robust indicators and/ or use of computational techniques based
on a priori sample information.
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