In this work new methods for solving systems of nonlinear equations are considered: the rst and second topological epsilon algorithms, the CGS (conjugate gradient squared), and some of their nonlinear variants. First, we point out the link between them and the Lanczos and the CGS methods, and we present the implementation of the algorithms. Then a su cient condition for quadratic convergence of these nonlinear methods is proved. Finally, some examples for illustrating our purpose are given.
Introduction and notations
Let us rst give some notations. (:; :) denotes the inner product such that ( x; y) = (x; y) = p X i=1 x i y i for and complex numbers and x and y two vectors of l C p . We shall also use the Euclidean vector norm kxk, and the matrix norm kAk = max i=1:::p k X j=1 ja ij j, where A is a p k matrix whose coe cients are denoted by a ij . In this paper we deal with some nonlinear methods induced by linear ones. Let us now recall the linear methods needed. Let (u n ) be a sequence of vectors and (c n ) be a sequence of numbers,we de ne the vectors " (n) i , where the numerator denotes the vector obtained by expanding the determinant with respect to its rst row using the classical rules for that purpose. These vectors can be recursively computed respectively by 8 > < > : s (n) 0 = 1 and r (n) 1 = c n for n = 0; 1; : : :
? 1) for k; n = 0; 1; : : :
? 1) for k; n = 0; 1; : : : .
In the particular case where c n = (y; u n ) where y is an arbitrary nonzero vector, the vectors " (n) 0;2k can be computed by the rst topological epsilon algorithm (TEA1) 4] whose rules are " (n) 0;?1 = 0 and " (n) 0;0 = u n for n = 0; 1; : : : " (n) 0;2k+1 = " (n+1) 0;2k?1 + y (y; " (n+1) 0;2k ? " (n) 0;2k ) for n; k = 0; 1; : : :
0;2k+1 ? " (n) 0;2k+1 ; " (n+1) 0;2k ? " (n) 0;2k ) for n; k = 0; 1; : : : :
The vectors " (n) k;2k can be computed by the second topological epsilon algorithm (TEA2) 4] whose rules are: " (n) ?1;?1 = 0 and " (n) 0;0 = u n for n = 0; 1; : : :
for n; k = 0; 1; : : :
for n; k = 0; 1; : : : :
Let us now consider the particular case where c n = (y; u n ) and where the vectors u n are generated by u n+1 = Bu n + b for n = 0; We denote by x a solution of this system and J the Jacobian matrix G 0 (x ). We assume that c n = (y; u n ) with u n+1 = G(u n ). For solving this system of p nonlinear equations in p unknows we consider the algorithms 1],named iNTEA, (N for nonlinear, TEA for the topological epsilon algorithms which induced some of these nonlinear algorithms, and i for the coe cient corresponds to the method chosen), and NCGS, (nonlinear conjugate gradient squared). These algorithms are the following 
for the NCGS. We can notice that for i = 0 the iNTEA is the same as the NTEA1, (nonlinear algorithm directly issued from the TEA1), and that it becomes the NTEA2, (second nonlinear topological epsilon algorithm), for i = d k .
The particular interest of these new methods is that they don't need any derivatives, nor matrix inversion contrarily other nonlinear methods. Indeed we can found other nonlinear methods coming from generalizations of linear ones, such as the Nonlinear Orthomin(1) and the Newton-Orthomin in 7], or Nonlinear Krylov algorithms in 5], but these ones need the computation of the jacobian matrix of the system. Moreover, from a lemma due to Kato 
The b (k) j 's are the same as in the second theorem due to the fact that the determinants involved in G 0 d k (d k ; 0) and " (0) j;2d k are similar. So they are bounded independently of k. Moreover we still have " (0) 3 Numerical examples
In practice, the degree d k of the minimal polynomial of J for the vector x k ? x is not known, this is the reason why we take d k = p, the dimension of the system. We notice that in certain cases, a solution of the system is obtained when computing the vectors u j = G(u j?1 ) for j = 1; : : : ; 2d k ; then we have u j = u j?1 dating from a certain j and a division by zero occurs; in that case we will stop the algorithm to the corresponding j.
The results are computed in double precision using 16 exact digits. It can be noticed that, in the examples, the choice of the arbitrary vector y is important for the results. In certain cases, a good choice seems to be y = u 0 , but this choice is not always the best.
In each example, we point out the method chosen and, at each iteration k, if the solution of the system is known, we give the in nite norm of the error , otherwise we give the in nite norm of the di erence between the vector x k and the vector G(x k ).
For each method used below the number of evaluations of nonlinear functions is 2p that is to say twice the dimension of the system per iteration.
Example 1
This example was given in 13]. We want to solve the system of dimension 4, G(x) = We want to solve the system of dimension 6, G(x) = x with G de ned by G 1 (x) = ?0:75 ? 
NTEA1
iNTEA with i = 4 We notice that, in this example, the NTEA2 and the iNTEA for i = 3 really converge faster than the NTEA1.
We can also remark that the choice of h is important. For example with h = 0:25, the methods NTEA1 and iNCGS for i = 1 converge whereas the iNTEA for i = 3, the NTEA2, and the NCGS diverge.
