In this paper, time-varying (TV) long-term fading (LTF) wireless channel model, which captures both the space and time variations are developed. The dynamics of the TV LTF channels are depicted by a stochastic differential equation (SDE), which essentially capture the spatial-temporal variations of wireless communication links. The proposed models are more realistic than the standard static models usually encountered in the literature. The SDE model proposed allows viewing the wireless channel as a dynamical system that shows how the communication channel evolves in time and space. In addition, the SDE model allows well-developed tools of adaptive and non-adaptive estimation and identification to be applied to this class of problems. In contrast with the traditional static models, the statistics of the proposed model are shown to be time varying but converge in steady state to their static counterparts. Moreover, optimal power control algorithms (PCAs) based on the developed models are discussed. The centralized PCA is shown to reduce to a simple linear programming problem if predictable power control strategies (PPCS) are used. Iterative distributed stochastic PCA are used to solve for the optimization problem by using stochastic approximations. Generalizations of the power control problem based on convex optimization techniques are provided if the PPCS are not assumed. Numerical results show that there are potentially large gains to be achieved by using TV stochastic models, and the distributed stochastic PCA provides better power stability and consumption than that of the distributed deterministic PCA.
I. INTRODUCTION
Power control (PC) is important to improve performance of wireless communication systems. The benefits of power minimization are not just increased battery life, but also increased overall network capacity. The measure of quality usually employed in cellular systems design is the signal to interference ratio (SIR) [1] . The SIR defines the strength and quality of the received signal. Users only need to expand sufficient power for acceptable reception as determined by their quality of service (QoS) specifications. The majority of research papers in this field use time-invariant (static) models for the wireless channels. In time-invariant models, channel parameters are random but not depend on time, and remain constant throughout the observation and estimation phase. This contrasts with time-varying models, where the channel dynamics become time varying stochastic processes [16, 19, 20] . These models take into account the relative motion between transmitters and receivers and temporal variations of the propagation environment such as moving scatterers [1] . They exhibit more realistic behavior of wireless communication systems. Radio channels experience both large-scale fading (long-term fading (LTF)) and small-scale fading (short-term fading (STF)). LTF is modelled by lognormal distributions and STF are modelled by Rayleigh or Ricean distributions [17] . In general, LTF and STF are considered as superimposed and may be treated separately [17, 18] . In this paper, we consider dynamical modelling and power control for LTF channels which are predominate in suburban areas. The STF case has been considered in [16] .
The PCAs can be classified as centralized and distributed. The centralized PCAs require global out-of cell information available at base stations. The distributed PCAs require the base stations to know only the incell information, which can be easily obtained by local measurements. The power allocation problem has been studied extensively as an eigenvalue problem for non-negative matrices [2] [3] , resulting in iterative power control algorithms (PCA's) that converge each user's power to the minimum power [4] [5] [6] [7] , and as optimization-based approaches [8] . Much of this previous work deals with static time-invariant channel models. The scheme introduced in [8] , whereby the statistics of the received SIR are used to allocate power, rather than an instantaneous SIR. Therefore, the allocation decisions can be made on a much slower time scale. Previous attempts at capacity determinations in CDMA systems have been based on a "load balancing" view of the PC problem [9] . This reflects an essentially static or at best quasi-static view of the PC problem, which largely ignores the dynamics of channel fading as well as user mobility. In this formulation PC at successive sampling time points is viewed as a point-wise optimization problem with total statistical independence assumed between the variables (control or signal) at distinct points.
Stochastic PCAs that use noisy interference estimates was first introduced in [27] , where conventional matched filter receivers are used. It is shown in [27] that the iterative stochastic PCA, which uses stochastic approximations, converges to the optimal power vector under certain assumptions on the stepsize sequence. These results were later extended to the cases when a nonlinear receiver or a decision feedback receiver is used [30] . However, in those papers the channel gains are assumed to be fixed, which ignore the effects of the time variations on the performance of the system. Moreover, the proposed distributed stochastic PCA is different from those introduced in [26, 27] , in that the algorithms are based on the assumptions that two parameters should be known at each transmitter, namely, the received matched filter output (received SIR) at its intended receiver and the channel gain between the transmitter and its intended receiver. In the proposed algorithm, only the received SIR at its intended receiver is assumed to be known.
Other results which attempt to recognize the time correlated nature of signals are proposed in [10] , where blocking is defined via the sojourn time of global interference above a given level, which if sufficiently long, induces blocking. Downlink PC for fading channels is studied in [11] by a heavy traffic limit where averaging methods are used. Stochastic control approach for uplink lognormal fading channels is studied in [12] , in which a bounded rate power adjustment model is proposed. Recent work on dynamic PC with stochastic channel variation can be found in [13] [14] [15] . In contrast to those papers, the modelling and analysis of PC strategies investigated here employ wireless models which are time-varying and subject to fading. The random variables characterizing the instantaneous power in static channel models are generalized to dynamical models including random processes with time-varying statistics. Since wireless channels have random and time varying (TV) properties, this paper suggests using dynamical time varying channel models in which the dynamics of the channel is captured by a SDE. The SDE model proposed allows viewing the wireless channel as a dynamical system which shows how the channel evolves in time and space. In addition, the SDE model allows well-developed tools of adaptive and nonadaptive estimation and identification (to estimate the model parameters) to be applied to this class of problems [32] [33] [34] . A stochastic PCA is applied to determine the optimal transmitted powers. The correct usage of any PCA and thereby the power optimization of the channel models, require the use of such channel models that capture both temporal and spatial variations in the channel, which exhibit more realistic behaviour of wireless systems than the static ones usually encountered in the literature. Since few temporal or even spatial-temporal dynamical models have so far been investigated with the application of any PCA, the suggested dynamical models and PCAs will thus provide a far more realistic and efficient optimum control for wireless channels.
The proposed PCA is based on predictable power control strategy (PPCS) that was first introduced in [16] , which is simply updating the transmitted powers at discrete times and maintaining them fixed until the next power update begins. The PPCS algorithm is proven to be effectively applicable to such dynamical models for an optimal PC. The outage probability is used as a performance measure for the proposed algorithm. Moreover, distributed PCAs are used to determine the optimal powers iteratively. This helps in allowing autonomous execution at the node or link level, requiring minimal usage of network communication resources for control signalling. Deterministic and stochastic distributed PCAs are discussed here. Numerical results are provided to evaluate the performance of the proposed PPCS and distributed algorithms.
The paper is organized as follows. In section II, a TV LTF channel model in which the evolution of the channel is described by a SDE is introduced. In section III, several PCAs are discussed. In section III-A, a centralized deterministic PCA is proposed in which the solution is obtained through linear programming using PPCS, then an iterative version is introduced to simplify the implementation of the proposed PCA. A stochastic PCA scheme is introduced in section III-B. More general power control cases are presented in section III-C. In section IV, numerical results are presented. Finally, section V gives the conclusion of the work developed in this paper.
II. TIME VARYING LOGNORMAL FADING CHANNEL MODEL
Wireless communication networks are subject to time-spread (multi-path), Doppler spread (timevariations), path loss, and interference seriously degrading their performance. In addition to the exponential power path loss, wireless channels suffer from stochastic short-term fading due to multipath, and long term fading due to shadowing depending on the geographical area. If a mobile happens to be in some less populated area with few buildings, vehicles, mountains etc., its signal will undergo LTF (log normal shadowing) [17] , which must be compensated in any design. Before introducing the dynamical TV LTF channel model that captures both space and time variations, we first summarize and interpret the traditional lognormal shadowing model, which serves as a basis in the development of the subsequent TV model. The traditional (time invariant) power loss (PL) in dB for a given path is given by [17] 
where
is the average PL in dB at a reference distance d 0 from the transmitter, the distance d corresponds to the transmitter-receiver separation distance, α is the path-loss exponent which depends on the propagation medium, and Z is a zero-mean Gaussian distributed random variable, which represents the variability of PL due to numerous reflections and possibly any other uncertainty of the propagation environment from one observation instant to the next. Note that the average value of the PL described in (1) is
In the traditional models the statistics of the PL do not depend on time t, therefore these models treat PL as static (time invariant). They do not take into consideration the relative motion between the transmitter and the receiver, or variations of the propagating environment due to mobility, the appearance and disappearance of various scatters along the way from one instant to the next. Such spatial and time variations of the propagation environment are captured herein by modeling the PL and the signal envelop of the received signal as random processes that are function of space and time. Moreover, and perhaps more importantly, traditional models do not take into consideration the correlation properties of the PL in space and at different observation times. In reality, such correlation properties exist, and one way to model them is through stochastic processes, which obey specific type of stochastic differential equations (SDEs).
In transforming the static model to a dynamical model, the random PL in (1) is relaxed to become a [19] ( ) 
represents the effect of pulling the process towards ( ) X t τ for a fixed t = t 0 as a function of τ [24] . X t τ given by [20] 0 0 invariant. In this case we need to show that the expected value of the dynamic PL ( )
E X t τ , converges to the traditional average PL in (2) . The solution of the SDE (3) is given by ( ) 
where for a given set of time-invariant parameters ( ) 
Expression (7) of the mean and variance shows that the statistics of the communication channel vary as a function of both time t and space τ . As the observation instant, t, becomes large, the random process
X t τ converges to a Gaussian random variable with mean ( )
Therefore, the traditional lognormal model (1) is a special case of the general TV LTF model (3).
Moreover, the distribution of ( , ) ( , )
is lognormal with mean and variance given by
Next, we go back to the general case in which
. At a particular location τ, the mean of the PL process ( )
E X t τ is required to track the time variations of the average At time t, the distance from the transmitter to the receiver ( ) d t is given by
Therefore, the average PL at that location is given by In this section, we show that the spatial correlation of the lognormal mean-reverting model of (3) agrees with that found in the literature [21] [22] [23] . In particular, it is reported that the spatial correlation for shadow fading in mobile communications, which compares successfully with experimental data, can be modeled using an exponentially decreasing function multiplied by the variance of the PL process as follows
where 2 X σ is the covariance of the PL process, ∆d is the distance between two consecutive samples, v is the velocity of the mobile and X c is the effective correlation distance, which is proportional to the density of the propagation environment corresponding to the distance when the normalized correlation falls to e 
The solution of (13) is given by 
The mean of the process ( , )
X t τ is zero, and its covariance is given by
where 
The covariance of the overall dynamical model indicates what proportion of the environment remains constant from one observation instant or location to the next, separated by the sampling interval. Since the mobile is in motion, it implies that this corresponds to a spatial covariance. If we choose the variance of the initial condition such that
Expression (17) indicates that the spatial covariance of our overall dynamical model corresponds to the reported experimental spatial covariance given by (12) . The comparison further indicates that β(τ) is a characteristic of both the propagation environment and the separation distance of two consecutive samples, i.e., β(τ) is inversely proportional to the density of the propagation environment, and directly proportional to the sample separation distance. Finally, we note that the spatial covariance is an important characteristic for our dynamical mean-reverting shadow fading model since it can be clearly used in order to identify the random parameters {β(τ), δ(τ)}. This could be accomplished by using experimental data of Here we consider the uplink channel of a cellular network. We assume that the users are already assigned to their base stations and therefore we do not consider the base station assignment case. Let M be the number of mobiles (users), and N the number of base stations. The received signal of the ith mobile at its base station at time t can be expressed as
t s t S t n t
where ( ) j p t is the transmitted power of mobile j at time t, which acts as a scaling on the information
n t is the channel disturbance or noise at the base station of mobile i, and ( ) ij S t is the signal attenuation coefficient between mobile j and the base station assigned to mobile i. Therefore, in a cellular network the spatial-temporal model described in (3) for M mobiles and N base stations can be described as 
III. POWER CONTROL ALGORITHMS
In this section, different PCAs are introduced based on the TV lognormal channel models derived in the previous section. Deterministic PCA (DPCA) is introduced first, and then stochastic PCA (SPCA) is presented. Both centralized and distributed PCAs are considered.
A. Deterministic power control schemes
The aim of the PCAs described here is to minimize the total transmitted power of all users while maintaining an acceptable quality of service (QoS) for each user. The measure of QoS can be defined by the signal to interference ratio (SIR) for each link larger than a target SIR. Consider cellular network as described above, then the centralized PC problem for time invariant channels can be stated as follows [16] 
Consequently, a natural generalization of the PC problem in (20) 
t dt p t s t S t dt p t s t S t dt n t dt
A solution to (22) is presented by first introducing the communication meaning of predictable power control strategies (PPCS). In wireless cellular networks, it is practical to observe and estimate channels at base stations and then send the information back to the mobiles to adjust their power signals { }
Since channels experience delays, and power control is not feasible continuously in time but only at discrete time instants, the concept of predictable strategies is introduced [16] . Consider a set of discrete time strategies { } Next, we consider an iterative distributed version of the centralized PCA in (23) . This is convenient for on-line implementation since it helps allowing autonomous execution at the node or link level, requiring minimal usage of network communication resources for control signaling. The iterative distributed PCA proposed in [5, 7] can be used to find a distributed version to the centralized PCA in (23) . The constraint in (23) can be rewritten as
t t t t t t t
Defining ( ) ( ) ( ) , where ρ F is the Perron-Frobenius eigenvalue of F [5] . It is shown in [5, 7] that the following iterative PCA converges to the minimal power vector when
However, our channel gains are time varying, thus a "time varying version" of the deterministic PCA (DPCA) in (26) can be defined as (27) Clearly, in general the power vector ( ) k t p will not converge to some deterministic constant as it does in (26) . Rather, in a time varying (random) channel environment, it is required that the power vector ( ) k t p converges in distribution to a well defined random variable. Since ( )
is a random matrix-valued process, the key convergence condition is that the Lyapunov exponent 0 λ < F [25] , where λ F is defined as ( ) ( ) ( )
Throughout this section, we assume that the PC problem is feasible, i.e., there exists a power vector p that satisfies the inequality in (22) . The distributed version of (27) can be written as
where ( )
It is shown in [26] that the performance of the DPCA in (29) in terms of power consumption is not optimal when the channel environment is time varying (random). Actually, the performance can be severely degraded when PCAs that are designed for deterministic channels are applied to time varying channels [26] . Therefore, stochastic PCAs (SPCAs) must be used in order to get optimal power consumption. The latter is introduced in the following section.
B. Stochastic power control schemes
A distributed SPCA similar to the one described in [27] will be used in this section, where the transmit powers are updated based on stochastic approximations. Let us define the instantaneous interference at time k t by ( ) ( ) ( ) ( )
then the SPCA proposed in [27] , which uses the concept of interference averaging as introduced in [28] , can be used to update the transmitted power recursively as
where k a is the step-size at time k t , which satisfies certain condition as explained later. Substituting (31) into (32) and using (30) yields
If the PC problem in (22) is feasible, the distributed SPCA in (33) converges to the optimal power vector when the step-size sequence satisfies certain conditions. Two different type of convergence results are shown in [29] under different choices of the step-size sequence. If the step-size sequence satisfies (33) converges to the optimal power vector with probability one. However, due to the requirement for the SPCA to track time-varying environments, the iteration step-size sequence is not allowed to decrease to zero. So we consider the case where the condition
is violated. This includes the situation when the step-size sequence decreases slowly to zero, and the situation when the step-size is fixed at a small constant. In the first case where 0 k a → slowly, the SPCA in (33) converges to the optimal power vector in probability. While in the second case the power vector clusters around the optimal power. In fact, the error between the power vector and the optimal value does not vanish for non-vanishing step-size sequence; this is the price paid in order to make the algorithm in (33) able to track time-varying environments. This algorithm is fully distributed in the sense that each user iteratively updates its power level by estimating the received SIR of its own channel. It does not require any knowledge of the link gains and state information of other users. The remaining three parameters of (33) t t + , the power control updates will be more frequent and thus convergence will be faster. However, frequent transmission of the feedback on the downlink channel will effectively decrease the capacity of the system since more system resources (bandwidth) will have to be used for power control.
C. More generalizations
Without predictable power control strategies, two formulations in terms of convex optimization using linear programming techniques and stochastic control with integral or exponential-of-integral constraints are introduced in this section. Moreover, an alternative stochastic power control formulation that meets outage constraints is also discussed.
The first problem is formulated in terms of convex optimization and linear programming as follows ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 
t dt p t s t S t dt p t s t S t dt n t dt i M
According to the above formulation using predictable strategies this is a convex optimization problem. The second problem is formulated in terms of stochastic control with integral or exponential-of-integral constraints as 
t s t S t dt p t s t S t dt n t dt
i M ε ≠     − + ≤ =       ∑ ∫ ∫ ∫(35)M T M j j i j M T j i i i T T p p i i i i i i i p
t s t S t dt L u E p t dt p t s t S t dt n t dt
and then solving the problem ( ) ( )
satisfies a dynamic programming equation of the Hamilton-Jacobi-Bellman type [24] .
Similarly, the QoS can be considered as point-wise constraints and pursue the problem
V t x E c p t s t S t dt p t s t S t dt n t dt c n t dt X
Thus, the Chernoff bound is computed explicitly in (40), and then has to be minimized over 0 i c ≥ .
To illustrate the efficiency of the various PCAs discussed in this paper, numerical results are presented in the next section.
IV. NUMERICAL RESULTS
In this section, we consider first numerical examples to compare the performance of the centralized DPCA using PPCS described in (23) km/hr, all mobiles move at sinusoidal variable velocities around their average velocities such that the peak velocity is two times the average speed, power path loss exponent is 3.5, initial reference distance from each of the transmitters is 10 meters, power path loss at the initial reference distance is 67 dB, ( ) The performance measure is interference or outage probability. It is defined as the probability that a randomly chosen link fails due to excessive interference [2] . Therefore, smaller outage probability implies larger capacity of the wireless network. A link with a received SIR, i R , less than or equal to a target SIR, i γ , is considered a communication failure. The outage probability
In the first example, the centralized DPCA using PPCS in (23) (5) shows that the performance of PPCS using the stochastic models is much better than static models. This is because the static models do not capture the time variations of the channels. For example, at 10 dB target SIR, the outage probability is reduced from 0.26 for static models to 0.18 for TV stochastic ones, this represents an improvement of over 30%. The PPCS algorithm for stochastic models outperforms the static models by an order of magnitude. It can be seen that as target SIR i ε increases the performance gap between the PPCS using stochastic and static models decreases. This is because the effect of i ε (required QoS) is dominant. based on static models when the actual channels have high variance gives higher outage probability than when the actual channels have low variance as observed in Figure (5) and (6) . This is due to the fact that channels with high variance deviate significantly from the average (static) channels. For example, at 10 dB target SIR, the outage probability in the static case is about 0.32 while in the stochastic case, it is about 0.2, an improvement of over 37%. Therefore, the optimal transmitted power for the static models is no longer optimal when it is used for more realistic stochastic models. Thus, stochastic models provide a far more realistic and efficient optimum control. , the total transmitted powers of all mobiles using the distributed DPCA in (29) and the SPCA in (33) under stochastic TV LTF channels are shown in Figure (7) . Note that the power axis is logarithmic. Clearly, the distributed SPCA using stochastic approximations provides better power stability and consumption than that of the distributed DPCA described in [5, 7] , even though the SPCA requires less information than the DPCA (for each mobile only its received SIR ( ) 
V. CONCLUSION
In this paper, TV LTF wireless channel models, which capture both the space and time variations of TV LTF wireless channels, are developed. The dynamics of the TV LTF channels are described by a SDE, which essentially capture the spatial-temporal variations of wireless communication links. The proposed models are more realistic than the standard static models encountered in the literature. The SDE model proposed allows viewing the wireless channel as a dynamical system, which shows how the channel evolves in time and space. In addition, the SDE model allows well-developed tools of estimation and identification to be applied to this class of problems [32] [33] [34] . An optimal DPCA based on the developed models is proposed. The optimal DPCA is shown to reduce to a simple linear programming problem if predictable power control strategies (PPCS) are used. Iterative distributed DPCAs and SPCAs are used to solve for the optimization problem. Generalizations to PC problems based on convex optimization techniques are provided if PPCS are not assumed, together with outage constraints. These optimizations are the subject of on-going research. Numerical results show that there are potentially large gains to be achieved by using TV stochastic models. It should be noted that channel models based on SDEs for STF (Rayleigh and Ricean environments) have been developed in [16, 31] , by approximation the Doppler power spectral density of the wireless channel.
