Artificial neural network (ANN) has successfully provided solutions to many practical problems. One of the difficulties in training ANNs is finding the ideal solution to the network weights quickly. This paper designs an implementation of the hybrid particle swarm optimization (PSO) and quasi-Newton (QN) algorithm on CPU-GPU platform using OpenCL to accelerate ANN training. The PSO-QN implementation combines the strength of the PSO algorithm in global search and the advantage of the QN algorithm in fast convergence rate. A configurable parallel line search implementation and an efficient parallel reinitialization implementation are proposed to improve the performance and reduce data transmission. Experiments show the PSO-QN hybrid parallel implementation on CPU-GPU platform can achieve up to 362x and 8.9x acceleration compared with the C++ implementations of PSO and BFGS-QN on CPU, respectively. Compared with the PSO and BFGS-QN parallel implementations, the training loss of the PSO-QN hybrid implementation at given training time is reduced by 15.16% and 3.97%, and the testing error is reduced by 13.66% and 6.86%, respectively.
I. INTRODUCTION
Recently, research on artificial neural network (ANN) has made great progress, and provides solutions for many practical problems in early detection [1] , microwave circuit design [2] , energy expenditure estimation [3] , etc.
However, ANN still faces difficulties in practical applications, one of which is training. Gradient descent algorithm [4] has been widely used for ANN training. Each iteration of the algorithm is carried out along the direction in which the loss function drops the fastest. This algorithm is easy to fall into local optimum and has slow convergence rate [5] . To deal with the local optimum problem, global optimization algorithms like particle swarm optimization (PSO) algorithm [6] are used for ANN training. As a population based stochastic optimization technique, the PSO algorithm has global search ability which increases the probability of finding the global optimal solution. However, the PSO algorithm requires a large number of particles to participate in the computation, The associate editor coordinating the review of this manuscript and approving it for publication was Aysegul Ucar . resulting in excessively long training time. In addition, it suffers from slow convergence rate in the training process. One of the solutions to the slow convergence issue is to use the quasi-Newton (QN) method [7] . The QN method overcomes the shortcomings of the Newton method to calculate the second-order partial derivative matrix while maintaining the convergence rate. However, theoretically the feature extracted by the QN algorithms is the local information of the solution space, which also causes local optimum problems especially when the initial point is not appropriate.
On the whole, the training of ANNs not only faces the problem of being easy to fall into local optimum, but also faces the problem of long training time. With increasing complexity of the neural network structure and increasing size of training data, the problems have become more and more acute.
One of the possible solutions to the problems is to combine local search methods with global search methods. Several attempts have been made in the various engineering optimization applications. Qu et al. [8] combined Teaching-Learning Based Optimization (TLBO) and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Broyden-Fletcher-Goldfarb-Shanno (BFGS)-QN algorithm to enhance the searching efficiency for functional optimization. Plevris and Papadrakakis [9] presented the implementation of an enhanced PSO algorithm with a gradient-based quasi-Newton sequential quadratic programming (SQP) method to solve structural optimization problems. Combining PSO algorithm with BFGS-QN algorithm was used to solve practical problems [10] , [11] . Li and Tan [12] proposed the comprehensive learning PSO-BFGS algorithm to tune support vector machine (SVM) parameters. Nezhad et al. [13] applied PSO and modified BFGS-QN algorithm to solve medium scale nonlinear programs. Although the PSO-QN shows good performance in solving optimization problems, it suffers from large computational complexity which leads to excessively long computation time. At present, heterogeneous computing provides powerful computation capability. Heterogeneous computing is a platform that combines specialized computing devices to accomplish particular tasks. Common heterogeneous platforms contain CPU, GPU, FPGA, etc. OpenCL is an industry standard developed for heterogeneous platforms [14] . OpenCL supports both data parallelism and task parallelism to achieve performance boost. With OpenCL, programmers can schedule individual devices more efficiently, take advantage of each device and increase program portability.
To address the problems faced by ANN training, this paper designs an implementation of PSO-QN algorithm on CPU-GPU platform with OpenCL. A set of configurable OpenCL kernels are implemented to accelerate the training process of ANNs. The main contributions of this paper are listed as follows: The remainder of this paper is organized as follows: Section II describes the ANN training process with PSO algorithm, BFGS-QN algorithm and PSO-QN algorithm. Section III introduces the implementation of PSO-QN algorithm using OpenCL. Experiments and results are given in Section IV while Section V presents the conclusion and future work.
II. PROBLEM STATEMENT A. NEURAL NETWORK TRAINING
ANN is comprised of a large number of neurons connecting with each other. The connection between each pair of neurons has a weight. The training process of the neural network can be regarded as the process of adjusting the weight of each connection according to the training data. The design proposed in this paper is applicable to train various ANNs such as multi-layer perceptron (MLP) networks, recurrent networks and wavelet networks. Here we use the most commonly used neural network namely MLP ANN to discuss the problem.
The classic MLP model has three layers. The input layer contains N 1 neurons, the hidden layer contains N 2 neurons, and the output layer has N 3 neurons. The inputs h j to neuron j at the hidden layer is a weighted sum of the input neurons
, and the outputsŷ k of the network are the weighted sum of the hidden neuron outputs 12 11 , w 12 12 , . . . , w 23 N 3 N 2 ) T are the network connection weights. The total number of weights is n. In this paper, F(x) = 1 1+e −x . The purpose of neural network training is to find weights w that minimize the error between the neural network output y and the expected output y. The normalized training loss is defined in (1) .
where S T represents the size of training data set, y km is the kth element of y m ,ŷ k (x m , w) is the kth output of the ANN for input x m . y max and y min represent the maximum and minimum value of the training set labels, respectively.
B. BFGS-QN ALGORITHM
BFGS-QN algorithm is one of quasi-Newton methods. It is effective in solving unconstrained nonlinear optimization problems. Different from the first-order iterative optimization algorithms only calculating the gradient, the BFGS-QN algorithm also directly approximates the Hessian matrix. Moreover, solving the inverse of the Hessian matrix is avoided, which is more conducive to the implementation of the algorithm. The overall process of the BFGS-QN algorithm is summarized in Algorithm 1.
Step 0 is initialization, and the starting point of the search is selected. In Step 1 the search direction d k is calculated. Step 2 uses the golden section search (GSS) algorithm to obtain the step size λ k . Step 3 calculates the gradient, and uses the norm of gradient as a sign to determine whether the iteration is terminated or not. If the norm is small enough, then the iteration process terminates. Step 4 calculates y k and step 5 updates D k+1 .
Algorithm 1 BFGS-QN Algorithm
Step 0: Initialization. Choose the initial point w 0 ∈ R n , g 0 = ∇E T (w 0 ). Set D 0 = I and k = 0.
Step 1: Compute search direction d k = −D k g k .
Step 2: Obtain step size λ k , set s k = λ k d k , w k+1 = w k +s k .
Step 3: Update gradient g k+1 = ∇E T (w k+1 ).
if ||g k || ≤ ε Return w. else go to Step 4.
Step 4: Compute y k = g k+1 − g k .
Step 5: Update matrix D k+1 .
Step 6: k = k + 1, go to Step 1.
The BFGS-QN algorithm has fast convergence rate because it uses both the first-order partial derivative and the second-order partial derivative information. However, the BFGS-QN algorithm only reflects the local properties near the iteration point, and thus can fall into the local optimum, especially when the initial point is not appropriate.
C. PSO ALGORITHM
Particle Swarm Optimization (PSO) is an evolutionary algorithm inspired by the foraging behavior of bird populations in nature. In the PSO algorithm, independent computing units are called particles. Particle i at time k has position p i k and velocity v i k . In this paper, the position of the particle represents a solution to the weights w in the ANN. The fitness is evaluated based on (1). A swarm consists of N p particles. pbest i k is personal best position of a particle and gbest k is best position that has been visited so far by the whole swarm of particles.
In each iteration, the velocity and position of the particles are updated according to
where α is the inertia coefficient, indicating the numerical relationship between the particle velocity at the current moment and the next moment. Values c 1 and c 2 are learning factors. In this paper, the inertia coefficient and learning factors are typical constant values used in [15] . r 1 and r 2 are random numbers between 0 and 1. The random numbers of each component of the particle velocity are independent and are used to simulate the influence of nature on the particle. In addition, the position and velocity of each particle have boundary limits in the optimization process. The overall process of the PSO algorithm is summarized in Algorithm 2.
Step 0 is initialization, generating random particle position and velocity. Step 1 evaluates objective function and step 2 updates gbest k and pbest i k .
Step 3 uses fitness as a
Algorithm 2 PSO Algorithm
Step 0: Initialization. Generate random velocity and position p k ,v k ∈ R n .
Step 1: Compute E T .
Step 2: Update personal best position pbest i k . Update global best position gbest k .
Step 3: Termination test.
if E T (gbest k ) ≤ ε Return p k . else update velocity and position.
Step 4: k = k + 1, go to Step 1. sign to judge whether the iteration is terminated or not. If the fitness is small enough, then the iteration process finishes, else the particle position and velocity are updated.
PSO algorithm has been widely used because of its simple implementation and effectiveness in solving multidimensional problems. However, it is limited by premature convergence, slow convergence rate and a large amount of computation. In the PSO algorithm, the particles start from several random points and search for many points in one iteration. After reaching the best point, other particles have the tendency to migrate to the best point. In the final part of the iteration, most of the particles are concentrated in a small range, losing the diversity of particles. This process inevitably weakens the search ability.
D. PSO-QN ALGORITHM
The PSO algorithm suffers from premature convergence and slow convergence rate while the BFGS-QN algorithm could fall into the local optimum [16] . The PSO-QN hybrid algorithm has the advantages of two algorithms and can solve their problems to some extent. In the hybrid algorithm, the PSO algorithm runs first. When the potential solution is found, the BFGS-QN algorithm is used to iterate to the optimal value quickly. The result obtained by the BFGS-QN algorithm is used as the starting condition of the PSO algorithm to start the next loop of hybrid algorithm. The flow of the PSO-QN hybrid algorithm is shown in Fig. 1 .
First, the position and velocity of several particles are initialized, and the global search is performed using the PSO algorithm. Usually, the loss value of the PSO algorithm drops rapidly at the beginning, while it slows down when iterating to the vicinity of the solution. When the loss value of the PSO algorithm reaches the expected value we set, or drops slowly, the algorithm is terminated. Then the solution obtained by the PSO algorithm is used for local search by the BFGS-QN algorithm. The BFGS-QN algorithm makes fine-grained search round the solution and converges quickly. The result obtained by the BFGS-QN algorithm is considered to be the potential solution. However, the BFGS-QN algorithm only reflects the local properties of the iteration point and could be to fall into local optimum. Next, the PSO algorithm is performed again around the potential solution obtained by the BFGS-QN algorithm. The coarse-grained search of PSO algorithm is to achieve the purpose of increasing the probability of jumping out of the local optimum. The process is repeated until the requirement of training loss is met.
III. OPENCL IMPLEMENTATION AND OPTIMIZATION
As shown in Fig. 2 , the whole implementation consists of a group of OpenCL kernels and C++ functions. Each part of the OpenCL implementation is assigned to the CPU or GPU to execute according to the characteristics of the algorithm. The initialization, judgment and output of the final result are implemented on CPU; the main computation part of the algorithm is accelerated on GPU by using the parallel feature of GPU.
As a framework for heterogeneous computation, OpenCL can be abstracted as a hierarchy of models. In execution model, a kernel is a function executing on an OpenCL device. An OpenCL device is divided into a large mount of processing elements (PEs) that can be further organized into one or more compute units (CUs). Basic computations on an OpenCL device occur within the PEs. An instance of the kernel that executes on one or more PEs is called a work-item. A collection of related work-items that executes on a single CU is called a work-group [17] . In memory model, OpenCL provides a hierarchical memory structure for designers. Global memory corresponding to the memory of GPU can be accessed by all the work-items with the largest capacity and the lowest I/O speed. Local memory can only be shared by work-items in a work-group. It has faster access speed and smaller memory space compared with the global memory. In addition, every work-item has its private memory implemented as registers on GPU [18] . In order to better utilize the performance of the device, OpenCL kernels and memory allocation should be carefully designed. Detailed implementations and optimizations are as follow.
A. KERNEL IMPLEMENTATION
The PSO algorithm implementation is divided into four kernels, which are random number generation kernel, velocity and position update kernel, fitness calculation kernel and parallel reduction kernel. This division has the flexibility to easily change a kernel without affecting others.
1) RANDOM NUMBER GENERATION KERNEL
According to (2) , a large number of random numbers are required in updating particle velocity. However, OpenCL does not provide a random number function. If a set of random numbers is generated on the host CPU and then passed to the GPU, considerable communication overhead will be introduced. Previous work [19] generates M (M N p * n) random numbers on CPU and transports them to GPU. In each iteration, the host CPU is required to send the start index and the end index to select random numbers. In order to reduce the memory space and communication between the host and the OpenCL device, a random number generation kernel is implemented on GPU. The linear congruence method is fast and easy to implement and has a small deviation rate [20] . Therefore, the linear congruence method is implemented to generate random numbers. The formula for the linear congruence method is a k = (βa k−1 + c) mod M and r k = a k /M . In this paper, β, c and M are 21403, 2531011 and 2147483648, respectively. r k is the random number and a k is the random number seed. Each work-item provides random numbers for a particle in the PSO algorithm. For other kernels to use, the generated random numbers are stored in global memory.
2) FITNESS CALCULATION KERNEL
The calculation of fitness is the most computationally intensive part of the PSO algorithm, especially for large data sets and a large mount of particles. Previous work [19] assigns the calculation of each particle to a work-item. In order to utilize the rich computing resources of GPU and increase parallelism to improve the overall performance, the fitness calculation kernel is designed with a total of N p * S T workitems which are organized as several work-groups. A particle consists of S T work-items, and each work-item deals with a sample of data set. That is to say, all work-items in a particle share the same weights, but correspond to different samples of data set. Every work-item evaluates N 3 k=1 |ŷ k (x m , w) − y km | 2 according to (1) , and all intermediate values and results are stored in private memory. The result computed by the workitem is transferred to the local memory of work-group, and each work-group sums the values using a reduction algorithm. After the summation in the work group is finished, the final fitness corresponding to every particle are calculated in parallel.
The BFGS-QN algorithm is divided into six kernels, which are search direction kernel, loss calculation kernel, gradient kernel, gradient norm kernel, matrix update kernel and line search kernel.
3) LOSS CALCULATION KERNEL
The loss calculation kernel in BFGS-QN algorithm and the fitness calculation kernel in PSO algorithm are both based on (1), but the kernels have two differences. One is the number of work-items. In fitness calculation kernel, there are N p * S T work-items calculating in parallel while there are S T work-items executed simultaneously in loss calculation kernel. In other words, the loss calculation kernel is equivalent to a particle in the fitness calculation kernel of PSO algorithm. The other difference is the allocation of memory. Since the gradient kernel needs to use the output of the hidden layer and output layer neurons, the loss calculation kernel stores these variables in global memory.
4) GRADIENT KERNEL
The gradient calculation of ANN is similar to the gradient calculation of ordinary multivariate functions. The basic idea is to use the chain rule to calculate from the back to the front. The gradient of the output layer neurons is g(w 23 kj ) = c
The gradients of the hidden layer are obtained backward. c is a constant calculated from the objective function. Because F (h jm ) is the derivative of the sigmoid function, F (h jm ) can be calculated as F (h jm ) = F(h jm )(1 − F(h jm )). This kernel performs parallel calculations according to the dimension of weights. Intermediate variables are stored in private memory to accelerate access speed and g k is stored in global memory for the gradient norm kernel to use.
5) LINE SEARCH KERNEL
Golden section search (GSS) method is one of the most commonly used algorithms in exact line search problem. It first initializes an interval, evaluates objective function of two golden points x 1 ( ≈ 0.382), leaves the point with smaller function value and deletes the interval outside the larger point. Repeat the process until the stop criteria are satisfied. In the BFGS-QN algorithm, GSS is used to determine the step size λ k along the search direction d k . In other words, GSS is designed to find λ k that minimizes loss function. For example, in Fig. 3 (a) , step 1 calculates two golden points P 0 (0.382) and P 1 (0.618) in the selected interval. The loss of P 1 is smaller, so the interval on the left side of P 0 is deleted and the new golden point P 2
Step 2 evaluates the loss of P 2 (P 1 does not need to be calculated again) and the interval on the right side of P 2 is deleted. The search interval and the golden points are updated in the same way until the threshold is reached. The average of the last two golden points is taken as an estimate of the minimum point.
This method requires repeated computation of objective function and communications between the host and the device, which is considered to be the most time-consuming part when the stop interval is small. To solve this problem, this paper proposes a configurable parallel line search method. As shown in Fig. 3(b) , the parallel line search kernel simultaneously calculates N l possible golden points, which reduces the number of iterations of line search. Every golden point is arranged to a number of work-groups, each of which contains several work-items. Every work-item computes a sample of the data set. The final results are obtained by summation within and between work-groups. Then the loss values of all golden points are traversed, and the minimum value and the smaller adjacent point are selected as the new search interval. The kernel is executed repeatedly until the stop criteria are met. At the last, the estimated value of the minimum point is obtained.
In addition to achieving acceleration, the proposed method has advantage of being configurable. One is flexible selection of N l calculated in parallel according to the computing resources, and the other is flexible selection of execution numbers of line search kernel according to the search accuracy. The larger N l is, the more computing resources are consumed and the higher the per-execution search precision is. The more times the kernel is executed, the higher the search precision is obtained. Changing the parameters N l and execution times without modifying the source code of kernel, the implementation can be adapted to different computing resources, search precision and expected run time.
Before the PSO algorithm and the BFGS-QN algorithm are executed for a new loop, they need to be reinitialized. The serial reinitialization part requires a large amount of data transmission and processing on the host CPU. In order to eliminate the time loss caused by such problem, this paper proposes a parallel reinitialization kernel implementation.
6) PSO REINITIALIZATION KERNEL
After the BFGS-QN algorithm obtains a potential solution, the PSO reinitialization kernel generates several random particles around the solution as the starting particles of the PSO algorithm. In addition, the kernel generates the random starting velocity of particles. Based on the starting particles, pbest i k of each particle and gbest k of the swarm are updated. Every particle is assigned a work-item. Compared to initializing the PSO algorithm on the host CPU, this method makes full use of the data stored in the GPU memory, avoiding data transmission of random numbers, p k , pbest k and gbest k .
Among them, the size of the random numbers, p k and pbest k is n * N p , and the size of gbest k is n.
7) BFGS REINITIALIZATION KERNEL
The BFGS reinitialization kernel executes after the PSO algorithm part finishes. The kernel uses n work-items to update the initial weights of BFGS-QN algorithm part and the Hessian matrix in parallel. This kernel avoids the data transmission of n weights and n × n Hessian matrix between the host and the device during reinitialization.
8) OTHER KERNELS
Velocity and position update kernel and parallel reduction kernel take a single particle as the basic unit of operation, and each particle is assigned a separate work-item on GPU. The velocity and position update kernel is designed based on (2) and (3). The parallel reduction kernel uses the reduction method mentioned in [21] to find gbest k . The essence of search direction kernel and matrix update kernel is matrix multiplication, so the kernels simultaneously compute a row (column) of the matrix. Similar to parallel reduction kernel, gradient norm kernel also uses the reduction algorithm to evaluate ||g k || of BFGS-QN algorithm which also reduces the time consumption compared to executing on CPU.
Among the above kernels, fitness calculation kernel, random number generation kernel and line search kernel are the most time-consuming parts of the whole PSO-QN parallel implementation, due to the high density of arithmetical computation and memory access. 
IV. EXPERIMENTAL RESULTS

A. EXPERIMENT SETUP
We implement the PSO-QN hybrid algorithm onto a CPU-GPU heterogeneous computing platform. The used CPU platform is Intel Xeon CPU E5-2630 v4 running at the clock frequency of 2.20 GHz. The GPU is NVIDIA K40c with 12 GB memory. The communication between the host and the device is connected via a PCIe gen3.0 16x.
In this paper, electromagnetic (EM) behavior model of ultra-wideband (UWB) antenna [22] is chosen as the neural network model. The model has 6 input neurons, 32 hidden layer neurons, and 2 output neurons. It is built using the neural network microwave modeling software NeuroModeler. The training set with 2048 samples and the test set with 512 samples are from CTS Studio 2014 device simulation [23] . The training set and the test set are independent. All the starting points of algorithms are randomly generated. All implementations use the 64-bit double-precision floating-point format except for special declarations. The number of particles in the PSO algorithm is set to 1024.
This section aims to compare the performance of PSO algorithm, BFGS-QN algorithm and PSO-QN hybrid algorithm and their different implementations. For simplicity, the first two algorithms implemented on CPU-GPU platform are referred as PSO parallel implementation and BFGS-QN parallel implementation, respectively. The algorithms written in C++ implemented on CPU are called PSO serial implementation and BFGS-QN serial implementation.
The experiment includes seven parts. Section IV-B shows the diversity plot of PSO algorithm and PSO-QN hybrid algorithm. Section IV-C compares the performance of GSS serial and parallel implementations. Comparison of training loss and testing error at given time among different implementations is shown in Section IV-D. In Section IV-E, we evaluate the convergence of PSO, BFGS-QN, and PSO-QN hybrid implementations. We evaluate the performance scalability of five implementations in different data set sizes, neural network sizes, structures and data types in Section IV-F. Section IV-G compares the energy consumption of five implementations. In Section IV-H, we briefly discuss the limitations of the hybrid implementation. 
B. COMPARISON OF DIVERSITY OF PARTICLES
The diversity of particles has an important impact on the performance of the PSO algorithm. The average distance around the swarm center given in (4)
is a way to show the exploration and exploitation of the PSO algorithm. A small value represents poor diversity of particles while a large value indicates the dispersion of particles away from the center [24] . Fig. 4 shows the loss curves and curves of average distance D around the swarm center of the PSO algorithm and the PSO-QN hybrid algorithm.
For the PSO algorithm, as the number of iterations increases, the particles gather toward the swarm center and D decreases. After about 2000 iterations, D is close to zero. This process leads to a quick drop of loss value at the very beginning, and the decrease becomes slow and slow, leading to premature convergence due to the loss of particle diversity. In the PSO-QN hybrid algorithm, the BFGS-QN algorithm is executed to speed up the convergence rate. In the second execution of the PSO algorithm, the particles are dispersed again and D gradually decreases from a relatively large value. This alternate mechanism can avoid the stagnation of convergence and leads to consecutive decrease of the training loss.
C. PERFORMANCE COMPARISON OF GSS IMPLEMENTATIONS
In this section, we evaluate the performance of the C++ GSS serial implementation, the OpenCL GSS serial implementation and the OpenCL GSS parallel implementation. The performance is evaluated in terms of average execution time. The threshold = l f /l i , where l i represents the length of the initial search interval and l f is the length of the final search interval. Table 1 shows the performance of three different implementations with 6-32-2 ANN. The GSS serial method requires to update the line search interval and calculate loss function I s times. It inevitably brings a large number of calculations and data transmissions. The parallel line search kernel we proposed reduces the number of line search iterations and avoids data transmission of golden points. Compared to the C++ serial and the OpenCL serial implementations, the GSS parallel implementation achieves 9.5x-23.1x and 4.0x-5.1x acceleration, respectively. As the total number of weights increases, the speedup also increases. Table 2 shows the performance of three different implementations under 256 training data samples. Compared to the two serial implementations, the parallel one achieves up to 46.5x and 5.1x acceleration, respectively. Observing the two tables, the OpenCL parallel implementation shows better performance as decreases. As the number of weights increases, the parallel implementation with larger N l shows better performance. When the data set size increases, the parallel implementation with smaller N l takes less time in line search process. In actual use, the performance of the GSS parallel implementation can be maximized by selecting appropriate N l according to the threshold, computing resources, network structure and training data set.
D. PERFORMANCE COMPARISON
This part of the experiment is designed to compare the performance of PSO serial, BFGS-QN serial, PSO parallel, BFGS-QN parallel and PSO-QN hybrid implementations. Under the same neural network structure and data set, we evaluate the average training loss and average testing error of the five implementations when the training time is 300s. The testing error is obtained by (1) and aims to reflect the generalization of trained neural network. The results are shown in Table 3 . Due to the acceleration, the parallel implementations perform more iterations in 300s and achieve smaller training loss than serial implementations. Compared with the PSO and BFGS-QN parallel implementations, the training loss of the hybrid implementation is reduced by 15.16% and 3.97%, and the testing error is reduced by 13.66% and 6.86%, respectively. The smallest testing error at given time shows the good generalization ability of PSO-QN implementation compared to others.
E. CONVERGENCE COMPARISON
This part compares the convergence curves of PSO, BFGS-QN and PSO-QN hybrid implementation and the result is shown in Fig. 5 . Each implementation iterates 35,000 times. The hybrid implementation performs two loops. Among the loops, the PSO part performs 1431 iterations and 2749 iterations respectively, and the BFGS-QN part performs 3,129 iterations and 27,691 iterations respectively.
Among the three implementations, the BFGS-QN implementation converges the fastest especially at the beginning, after it converges to a certain value, the loss drops slowly or even stops dropping. The PSO implementation has slow convergence rate and the descent of loss is also relatively slow. The hybrid implementation first uses the global search ability of the PSO algorithm to perform a coarsegrained search in the solution space, and then uses finegrained search ability of the BFGS-QN algorithm to speed up the convergence. The PSO implementation is executed again to increase the probability of jumping out of the local optimum. The training loss still has a downward trend when the PSO and BFGS-QN loss values fall into stagnation.
F. PER-ITERATION EXECUTION TIME COMPARISON
In this section, we evaluate the performance scalability of the five implementations in different neural network structures, neural network sizes, training data sizes and data types. The performance is evaluated in terms of average execution time per iteration. Per-iteration execution time allows us to evaluate the performance of implementations instead of algorithms. In particular, the ratio of PSO and BFGS-QN in the hybrid implementation is 1:1. Fig. 6 shows the single iteration speed of the five implementations in the same 6-32-2 neural network and different training data sizes. Taking Fig. 6 (a) where the data type is doubleprecision floating-point as an example, the hybrid parallel implementation can achieve up to 362x and 8.9x acceleration, respectively, compared to the PSO serial and BFGS-QN serial implementations. The run time shows good scalability to the data size increase. Similar acceleration can also be observed in Fig. 6 (b) with single-precision floating-point format. Due to the less memory consumption of the single-precision, the implementation using the single-precision has an average performance improvement of 18% over the implementation using the double-precision.
1) DIFFERENT TRAINING DATA SIZES
2) DIFFERENT NEURAL NETWORK SIZES Fig. 7 shows the comparison of the per-iteration execution time of the five implementations under the same training data size and different neural network structures. The hybrid parallel implementation achieves 315x-358x and 6.2x-8.5x acceleration compared to the PSO serial and BFGS-QN serial implementations, respectively. According to Fig. 7 , the parallel implementation shows linear relation to network size n, consistent with the complexity analysis in Section III-B. These results demonstrate the good performance and scalability of our implementation. Fig. 8 shows the per-iteration speed of the hybrid parallel implementation for training ANNs with different structures and sizes using the same training data set with 2048 samples. The 3 layers, 5 layers and 7 layers mean that ANNs have 1, 3 and 5 hidden layers, respectively. The hybrid implementation requires to calculate the loss function in the PSO part and obtain the gradients in the BFGS-QN part layer by layer. Therefore, from Fig. 8 we can see that the execution time increases linearly and slowly as the number of hidden layers increases.
3) DIFFERENT NEURAL NETWORK STRUCTURES
G. ENERGY CONSUMPTION COMPARISON
This section evaluates the overall energy consumption and energy consumption per iteration of each implementation to complete ten training processes. The criterion for completing the training process in this part is that the training loss first drops to 0.06. According to Table 4 , the serial implementations running on CPU require higher energy consumption due to the long training time compared to the parallel implementations on CPU-GPU platform. Among the three parallel implementations, the BFGS-QN and PSO-QN consumes similar energy and obtains similar energy consumption per iteration which is lower than the PSO implementation.
H. DISCUSSIONS ON LIMITATIONS
As the PSO and BFGS-QN algorithms, the proposed implementation requires at most N p * S T work-items and O(n 2 ) memory space, and is not suitable to application scenarios where the neural network size is huge and the computation and memory resources are limited. In the future light-weight BFGS-QN algorithms such as L-BFGS will be considered.
V. CONCLUSION
This paper introduces a parallel implementation of the PSO-QN algorithm using OpenCL on CPU-GPU platform.
The efficient design with OpenCL kernels is presented. Compared with the separated PSO and BFGS-QN algorithms, the hybrid algorithm shows improved performance in ANN training. In future, we would like to optimize the hybrid algorithm according to its limitations and expand our implementation to more complex neural networks like Convolutional Neural Networks. In addition, we consider mapping the OpenCL design onto FPGAs to see what performance improvement can be achieved.
