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Seznam uporabljenih simbolov 
AAA - Avtentikacija, avtorizacija in obračunavanje (angl. Authentication, 
Authorization, Accounting) 
API - Aplikacijski programski vmesnik (angl. Application Programming 
Interface) 
BGP - Protokol mejnih usmerjevalnikov (angl. Border Gateway Protocol) 
CDP - Cisco-ov protokol odkrivanja omrežja (angl. Cisco Discovery Protocol) 
CLI - Vrstični ukazni vmesnik (angl. Command-Line Interface) 
CoA - Sprememba avtorizacije (angl. Change of Authorization) 
DHCP - Protokol za nastavitev dinamičnih gostiteljev (angl. Dynamic Host 
Configuration Protocol) 
DMVPN - Dinamično večtočkovno navidezno zasebno omrežje (angl. Dynamic 
Multipoint Virtual Private Network) 
DNS - Sistem domenskih imen (angl. Domain Name System) 
DPI - Temeljit pregled paketa (angl. Deep Packet Inspection) 
FQDN - Popolnoma kvalificirano domensko ime  (angl. Fully Qualified Domain 
Name) 
GRE - Generično ovijanje pri usmerjanju (angl. Generic Routing Encapsulation) 
GUI - Uporabniški grafični vmesnik (angl. Graphical User Interface) 
HSRP - Cisco-ov protokol stalne pripravljenosti usmerjevalnika (angl. Hot 
Standby Router Protocol) 
HTTP - Protokol za prenos hiperteksta (angl. HyperText Transfer Protocol) 
IDP - Sistem za detekcijo vdorov (angl. Intrusion Detection System) 
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IF-MAP - Vmesnik za metapodatke dostopovne točke (angl. Interface for 
Metadata Access Points) 
IoT – Internet stvari (angl.  Internet of Things) 
IP – Internetni protocol (angl. Internet Protocol) 
IPv6 - Internetni protokol verzije 6 (angl. Internet Protocol version 6) 
IPS - Sistem za preprečevanje vdorov (angl. Intrusion Prevention System) 
IS-IS - Od vmesnega sistema do vmesnega sistema (angl. Intermediate System 
to Intermediate System) 
JSON - Objektni JavaScript zapis (angl. JavaScript Object Notation) 
LISP – Ločevalni protokol Lokatorja/Identifikatorja (angl. Locator/ID 
Separation Protocol) 
MAC - Krmiljenje dostopa do medija (angl. Medium Access Control) 
MP-BGP - Večprotokolna razširitev za BGP-protokol (angl. Multiprotocol 
Border Gateway Protocol) 
MPLS - Večprotokolna komutacija oznak (angl. Multiprotocol Label Switching) 
NAT - Prevajanje omrežnih naslovov (angl. Network address translation) 
NTP - Protokol omrežnega časa (angl. Network Time Protocol) 
OSI - Referenčni model povezovanja odprtih sistemov (angl. Open Systems 
Interconnection) 
OSPF - Prosta najkrajša pot najprej (angl. Open Shortest Path First) 
OVSDB – Protokol proste upravljavske baze navideznega stikala (angl. Open 
vSwitch Database Management Protocol) 
SGT – Razširljiva skupinska značka (angl. Security Group Tag) 
SNMP - Preprosti protokol za upravljanje omrežja (angl. Simple Network 
Management Protocol) 
SSH - Varnostna lupina (angl. Secure Shell) 
STP - Protokol vpetega drevesa (angl. Spanning Tree Protocol) 
UDP - Protokol uporabniških podatkov (angl. User Datagram Protocol) 
VLAN - Navidezno lokalno omrežje (angl. Virtual Local Area Network) 
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VNI – Navidezna omrežna instance (angl. Virtual Network Instance) 
VPC – Navidezni zasebni oblak (angl. Virtual Private Cloud) 
VRF – Navidezno usmerjanje in posredovanje (angl. Virtual Routing and 
Forwarding) 
VRRP - Navidezni usmerjevalni redundantni protokol   (angl. Virtual Router 
Redundancy Protocol) 
VTP – Povezovalni protocol navideznega lokalnega omrežja (angl. Virtual Local 
Area Network Trunk Protocol) 
VXLAN – Navidezno razširljivo lokalno omrežje (angl. Virtual Extensible 
Local Area Network) 
XML - Razširljivi označevalni jezik (angl. Extensible Markup Language) 
XMPP - Razširljiv protokol za sporočanje in navzočnost (angl. Extensible 
Messaging and Presence Protocol)
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Povzetek 
Cilj diplomske naloge je predstavitev ideje omrežja, ki temelji na namenu. 
Omrežje, ki temelji na namenu vedno bolj postaja realnost tudi v produkcijskih 
omrežjih. Tako omrežje bi zadostilo vse večjim potrebam po prilagodljivem in 
razširljivem omrežju, se spopadlo z današnjimi zahtevami po digitalizaciji ter 
prenovilo zastarela klasična omrežja.  
 
V prvem delu diplomske naloge so opisane glavne ideje in arhitektura omrežja, 
ki temelji na namenu, vključno s prednostmi in slabosti. V drugem delu sledi 
podrobnejši opis programsko definiranega omrežja. S tovrstnim omrežjem ustvarimo 
navidezno prekrivno omrežje na fizični podlagi in na ta način omrežje, ki temelji na 
namenu, prenesemo tudi v resnična produkcijska okolja.  
 
Ideja o vpeljavi navideznih prekrivnih omrežij ni nova, ampak je že kar nekaj 
časa vpeljana v arhitekturo podatkovnih centrov. S pomočjo ideje omrežja, ki temelji 
na namenu, in vedno bolj zmogljive strojne opreme pa se počasi vpeljuje tudi v 
omrežni del.  
 
V nadaljevanju diplomske naloge je obravnavana začetna testna postavitev 
univerzitetnega omrežja z namenom prikaza delovanja programsko definiranega 
omrežja. Testna postavitev je osnovana na krmilniku proizvajalca Cisco Systems.  
 
Glede na hitro razvijajočo digitalizacijo in vedno več naprav, ki sodelujejo v 
Internetu stvari (IoT), bo omrežje, ki temelji na namenu, v prihodnosti postalo vedno 
večji del produkcijskih omrežij ter tako počasi nadomestilo zastarela, klasična 
omrežja. Z vpeljavo več navideznih prekrivnih omrežij na isti fizični podlagi tovrstno 
omrežje zagotovi večjo prilagodljivost in elastičnost, hkrati pa poskrbi tudi za vpeljavo 
enotnih varnostnih politik. 
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Abstract 
The main goal of the thesis is a basic introduction of an intent-based network. 
Intent-based networking is slowly becoming a part of reality in production networks. 
It satisfies the growing demand for scalable, agile networks, and faces issues brought 
up by digitalization through redesigning traditional networking.  
 
The first part of the thesis describes the main idea and architecture of 
intent-based networking as well as the benefits and possible weaknesses. A more 
detailed presentation of software-defined networking is presented in the second part. 
With the help of software-defined networks, the idea of Intent can be translated into 
real production networks by creating virtual overlay network over physical devices.  
 
The concept of virtual overlay networks is not new and has been present in the 
concept of data centers for a considerable amount of time. Now, it is slowly seeping 
into the field of networking by taking on the idea of intent-based network and 
providing more capable hardware. 
 
The rest of the thesis presents the process of building a basic campus network 
for testing purposes only. A controller lead by Cisco Systems was used to demonstrate 
the capabilities of a software-defined network.  
 
Taking into account the continually and quickly evolving digitalization with an 
increasing number of devices present in the Internet of Things (IoT), the idea of Intent 
will be adopted by real production networks and gradually overcome traditional ones. 
By implementing multiple virtual overlays based on the same physical gear, Intent 
provides more network flexibility and implement uniform security policies as well.  
 
Key words: intent-based network, software-defined network, virtual overlay 
network, encapsulation, Cisco Systems, Juniper Networks, digitalization 
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1  Uvod 
Svet, v katerem živimo, se vedno bolj digitalizira in posledično ustvarja nove priložnosti 
za razvoj na področju medicine, izobraževanja, financ in ostalih industrij. Povečala se je 
mobilnost končnih uporabnikov in uporaba aplikacij, ki se nahajajo v oblaku, ter naprav, ki 
sodelujejo v Internetu stvari (angl. Internet of Things). Prav tako so se potrebe po večji 
raztegljivosti in uporabi omrežja povečale, tehnologije in operacije v njem pa so ostale statične. 
 
Da bi zadostile potrebam današnje digitalizacije, organizacije povečujejo raznovrstne 
vložke v že obstoječe omrežje, ga nadgrajujejo in prilagajajo novim aplikacijam. Vse te 
spremembe pa povzročijo, da je vsako omrežje sestavljeno iz večih kosov in ne deluje kot 
celota. Čeprav to omrežje služi svojemu namenu, vanj vseeno vpelje določeno stopnjo 
zapletenosti, kar povzroči daljše odpravljanje napak v primeru odpovedi. Zapletenost odvzame 
tudi zmožnost hitrega prilagajanja omrežja na nove aplikacije.  
 
V diplomski nalogi bom kot rešitev omenjenim problemom prestavila pojem omrežja, ki 
temelji na namenu. Le-to se v določeni obliki že uporablja v podatkovnih centrih, v omrežjih 
pa je ideja še relativno nova.  
 
K izbiri teme za diplomsko nalogo me je spodbudilo podjetje NIL, kjer sem prejšnje leto 
pričela z delom na oddelku informacijske varnosti. Poleg dela na varnostnih smernicah v 
omrežju sem pričela tudi s sledenjem novostim na področju informacijske tehnologije. Opazila 
sem, da je v tujini omrežje, ki temelji na namenu, pogosto že vpeljano v produkcijska okolja, 
zato menim, da bodo temu trendu kmalu sledile tudi slovenske stranke in si tako omogočile 
lažji prehod iz klasičnega omrežja v že močno digitalizirano okolje.
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2  Omrežje, ki temelji na namenu 
2.1  Kaj je omrežje, ki temelji na namenu? 
Omrežje, ki temelji na namenu (angl. intent-based network), je osnovano na neodvisnosti 
od točno določene omrežne tehnologije in dobaviteljevih značilnosti. Omrežnemu 
administratorju dovoli, da s pomočjo poslovnih ali sistemskih nivojev terminologij in pojmov 
uporabi višje nivojsko abstrakcijo, hkrati pa zagotavlja, da se administrator lahko osredotoči le 
na želeno stanje omrežja namesto na tehnični vidik in izvedbo zahteve. Tako omrežje se 
osredotoča bolj na uporabnikove želje namesto na uresničevanje (z obzirom na vire, omejitve 
in akcije) [1]. 
2.2  Zakaj potrebujemo omrežje, ki temelji na namenu?  
Z drastično rastjo trenutnega interneta in s širjenjem omrežja proti novim zapletenejšim, 
raznovrstnejšim in bolj mobilnim potrebam, se je razkrilo tudi veliko število arhitekturnih 
slabosti. Upravljanje takega omrežja je postalo zahtevno in od administratorjev zahteva 
napredne veščine ter dolgoletne izkušnje. 
 
Upravljanje in nadzor klasične omrežne infrastrukture od administratorjev omrežja 
zahteva, da so usposobljeni za konfiguracijo omrežne opreme. Poleg potrebe po zelo dobrem 
programskem znanju in poznavanju vrstičnega ukaznega vmesnika (angl. Command-Line 
Interface, v nadaljevanju je uporabljena kratica CLI) mora administrator poznati tudi zaporedje 
operacij IOS v paketni obravnavi za posamezen element v omrežju (upoštevajoč, da je omrežje 
sestavljeno iz omrežnih elementov več dobaviteljev). 
 
Če želimo, da omrežje opravlja natančno določeno vlogo, se morajo usmerjevalniki in 
stikala zavedati natančno določene narave vsakega paketa in okvirja, ki ga prejmejo ali 
posredujejo naprej. Posledično je treba vsakemu fizičnemu in navideznemu vmesniku določiti 
vlogo ali več vlog – odvisno od tipa opreme, na kateri določamo vlogo (drugi sloj ali višje), 
trenutne verzije naložene platforme, umestitve omrežnega elementa v omrežju (robni del ali 
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jedro) in protokola, ki ga nameravamo uporabiti: VLAN (angl. Virtual Local Area Network, v 
nadaljevanju je uporabljena kratica VLAN), povezovalni protokol, MPLS (angl. Multiprotocol 
Label Switching, v nadaljevanju je uporabljena kratica MPLS), NAT, IPv6, itd. Vsa ta strogost 
v omrežje vnese novo raven okostenelosti in kljub uporabi večnivojske omrežne opreme, 
povzroči neelastičnost omrežja in vpliva na sposobnost opravljanja večnamenskih in 
neodvisnih vlog. 
 
Omrežje, ki temelji na namenu, nam torej pomaga pri odpravljanju zapletenosti in 
okostenelosti omrežja. Prav tako pa lahko pričakujemo, da se nivo znanja, ki je potrebno za 
upravljanje omrežja, zmanjša [1][2]. 
2.3  Arhitektura omrežja, ki temelji na namenu 
Omrežje, ki temelji na namenu, je tehnologija, ki ustvari namenska navidezna (prekrivna) 
omrežja nad fizično arhitekturo. S pomočjo navideznih omrežij si lahko več odjemalcev deli in 
uporablja vire spodaj ležečega fizičnega omrežja, hkrati pa lahko neodvisno upravljajo s 
svojimi ločenimi navideznimi omrežji. Največja pomanjkljivost navideznih omrežij je ta, da 
zahtevajo dobro izgrajeno spodaj ležeče fizično omrežje. 
 
Omrežje, ki temelji na namenu, je oblikovano tako, da ima hierarhično arhitekturo. Igra 
vlogo omrežnega hipervizorja in krmilnika programsko definiranega omrežja. 
 
Ko omrežje igra vlogo omrežnega hipervizorja, lahko upravlja z navideznimi omrežji – 
jih zagotovi, prilagodi in odstrani. Hkrati omogoči tudi vmesnike za prenos dogodkov in 
sporočil, ki jih ustvarjajo navidezna omrežja, vsem zunanjim entitetam, na katerih tečejo točno 
določene aplikacije posameznega odjemalca. 
 
V vlogi krmilnika programsko definiranega omrežja omrežje zagotovi potrebno omrežno 
abstrakcijo in zmožnost krmiljenja fizičnega in navideznega omrežja. 
 
Z omrežjem, ki temelji na namenu, želimo:  
1. imeti podporo več odjemalcev; 
2. omogočiti omrežno abstrakcijo za razvoj aplikacij; 
3. dovoliti visokonivojske zahteve odjemalca, ki omrežje uporablja za točno določen 
namen; 
4. zagotavljati podporo krmilnikom in aplikacijam, ki so odjemalcu natančno določene 
tako, da zagotovimo različne vmesnike. 
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Celotna omrežna arhitektura je prikazana na spodnji sliki in ima pet nivojev: protokol 
prilagoditve, abstrakcije, navideznosti, navidezne abstrakcije in nivo namena. 
 
 
Slika 2.1:  Arhitektura omrežja, ki temelji na namenu [1] 
 
Protokol prilagoditvenega nivoja je odgovoren za obravnavo točno določenih sporočil, ki 
se uporabljajo za komunikacijo s fizičnim nivojem omrežja. Glavne naloge tega nivoja so, da: 
- dekodira natančno določena protokolna sporočila in jih dostavi ustreznim ponudnikom, 
ki se nahajajo na nivoju abstrakcije; 
- upravlja s komunikacijskim kanalom med krmilnikom in omrežnimi napravami; 
- prejema zahteve, ki prihajajo iz zgornjih nivojev; zahteve nato zakodira v natančno 
določeno protokolno sporočilo in jih prenese na fizični nivo omrežja. 
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Nivo abstrakcije je zadolžen skrivanje podrobnosti spodaj ležečega fizičnega omrežja. 
 
Glavna vloga navideznega nivoja je prevajanje objektov iz navideznih omrežij v fizične 
objekte – vzdržuje informacije o preslikavah. Te informacije vsebujejo preslikave naslovov in 
topologije. Da bi lahko omrežje zadovoljilo različnim zahtevam uporabnikom, zagotovi več 
vgrajenih algoritmov v načinu vtičev. T. i. »VN embedder« igra vlogo posrednika med viri in 
vgrajenimi algoritmi navideznih omrežij, dejanski vgrajeni algoritmi pa se lahko uporabijo tudi 
kot komponenta, ki ni del arhitekture. 
 
Nivo virtualne abstrakcije zagotovi omrežno abstrakcijo navideznim omrežnim 
odjemalcem. Ključna razlika med objekti navideznega omrežja in objekti fizičnega omrežja je 
ta, da so lahko objekti virtualnega omrežja kadarkoli ustvarjeni in odstranjeni na vrhu fizičnih 
objektov, fizični objekti pa imajo močno povezavo z fizičnim nivojem omrežne infrastrukture 
v smislu protokolov, topologije, omrežnega naslavljanja in povezav. Uporaba virtualnih 
objektov je identična uporabi fizičnih objektov – to lastnost pa zagotovi nižji nivo abstrakcije 
potem, ko dejanske objekte ustvarimo. 
 
Nivo namena dovoli odjemalcem, da navedejo svoje visokonivojske zahteve, ki so 
neodvisne od zahtev spodnjih nivojev. Storitve, ki se nahajajo v tem nivoju, skrbijo za:  
- objekte namena, ki jih uporabljajo aplikacije; 
- preverjanje navskrižja namenov med različnimi nameni v izogib sporom in nelegalnim 
namenom; 
- vmesnik, ki ga uporablja administrator omrežja. Ta daje informacije, ki so nato 
uporabljene pri interpretaciji in prevodu različnih namenov v aplikativna tokovna 
pravila. Shranjene informacije lahko natančno določijo različne entitete, kot so človeška 
uporaba ali omrežni upravljavski protokoli, ki jih zagotovi protokol prilagoditvenega 
nivoja [1]. 
2.4  Krmilnik omrežja, ki temelji na namenu 
Krmilnik omrežja, ki temelji na namenu predstavlja »možgane« omrežja. Na podlagi 
različnih aplikacijskih programskih vmesnikov (angl. Application Programming Interface, v 
nadaljevanju je uporabljena kratica API) lahko z njim izvajamo kontrolo nad omrežjem in 
krmilimo tok do omrežnih elementov in namenskih zahtev, vse z namenom vzpostavitve 
pametnega omrežja.  
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Obstajata dva tipa vmesnikov API:  
1. Severni vmesnik API: uporablja se za aplikacije, ki se nahajajo izven krmilnika 
programsko definiranega omrežja in za dostop do izpostavljenih funkcionalnosti 
uporabljajo protokol HTTP v formatu JSON/XML. Namenjeni so izpolnjevanju 
namenskih zahtev. 
2. Notranji vmesnik API: uporablja se za naprednejše aplikacije, ki se nahajajo znotraj 
krmilnika programsko definiranega omrežja. Te aplikacije prejemajo dogodkovna 
obvestila krmilnika in so namenjene krmiljenju toka do omrežnih elementov. 
 
Krmilnik omrežja, ki temelji na namenu, vsebuje zbirko vtičnih modulov, ki so zmožni 
opravljati različne naloge v omrežju. Te so: zbiranje vseh naprav, ki se nahajajo v omrežju, 
pridobitev podatkov o stojnih in programskih zmožnostih naprav, omrežnih statistikah itd. 
 
Najbolj pogosta protokola, ki se uporabljata za komunikacijo med krmilnikom omrežja, 
ki temelji na namenu, in omrežnimi elementi, sta OpenFlow in OVSDB. Za komunikacijo se 
lahko uporabljata tudi protokola YANG in NetConf ter klasični usmerjevalni protokoli (OSPF, 
IS-IS, MPLS, BGP). Izbira protokola pa lahko spremeni arhitekturo celotnega omrežja: 
OpenFlow namreč popolnoma centralizira odločitve o posredovanih paketih, medtem ko se 
klasični usmerjevalni protokoli odločajo glede na porazdeljeno usmerjanje in dovolijo 
aplikacijam, da priredijo odločitve o usmerjanju. 
 
Najbolj uporabljena odprtokodna krmilnika sta OpenDaylight in Contail. Svoje 
krmilnike, ki temeljijo na omenjenima, pa ponujajo tudi različni proizvajalci omrežne opreme: 
- OpenDaylight je krmilnik, ki temelji na programskem jeziku Java in podpira OpenFlow 
ter druge notranje aplikacijske programske vmesnike. Prav tako omogoča možnost 
visoke razpoložljivosti in združevanja krmilnikov v gručo. Temelji na operacijskem 
sistemu Linux. Proizvajalci, ki za krmilnike omrežja, ki temelji na namenu, uporabljajo 
OpenDaylight, so: Cisco Systems, Extreme Networks, Brocade Communication 
Systems, HP, IBM, Microsoft, Red Hat idr. 
- Contail uporablja proizvajalec omrežne opreme Juniper Networks. Na voljo je kot 
virtualni stroj in vsebuje skupino aplikacijskih programskih vmesnikov, ki so namenjeni 
komuniciranju z oblačnimi orodji v operaterskih omrežjih. Omenjeni krmilnik temelji 
na operacijskem sistemu Linux. Contail je na voljo kot odprti krmilnik (OpenContail) 
ali pa kot del omrežne opreme proizvajalca Juniper Networks [2][3][4]. 
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2.5  Modeli objektov omrežja, ki temelji na namenu 
Omrežje, ki temelji na namenu, je osnovano na okvirju, s katerim lahko vsaka odjemalska 
aplikacija uporablja določene namenske modele objektov.  
Vnaprej določeni tipi namenskih objektov so:  
1. Topološki namen: ta tip namena opisuje izključno razmerje povezljivosti med 
omrežnimi vozlišči (gostitelji in navideznimi stikali), ne opisuje pa obnašanja 
navideznega omrežja (na primer paketnega posredovanja ali upravljanja s politikami). 
Ta del nadzorujejo krmilniki programsko definiranega omrežja. 
2. Namen končne točke: ta tip namena izraža visokonivojske zahteve odjemalčeve končne 
točke, hkrati pa se ne obremenjuje z omrežno infrastrukturo. Ker so v to vrsto namena 
vpletene samo končne točke, se lahko razvijalec odjemalske aplikacije v celoti posveti 
razmerju med končnimi točkami. Med njimi so namreč možne povezave ena na ena, ena 
na več in več na več. 
3. Namen verige: ta tip namena izrazi verigo omrežne storitve s tem, da sklada funkcije 
navideznega omrežja ali fizičnih posredniških naprav. Je nadgrajena različica namena 
končne točke. 
 
Slika 2.2:  Topološki namen [1] 
 
Slika 2.3:  Namen verige [1] 
 
Slika 2.4:  Namen končne točke [1] 
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Za natančno določitev namena je treba določiti vsebino, ki opisuje, kaj, kdaj in kako se 
lahko namene uporablja. Vsebino izražajo štiri lastnosti: viri, pogoji, prioriteta in navodila. Viri 
definirajo skupino navideznih virtualnih objektov, ki so vpleteni v namen. Pogoji so serija 
kriterijev, ki opisujejo, kdaj bo določen namen aktiviran. Prioriteta se uporablja za namen 
določitve vrstnega reda ukazov namena. Navodila se nanašajo na komplet dogodkov, ki so 
uporabljeni na paketih in zadovoljijo pogojem in virom, ki so bili predhodno določeni [1].  
2.6  Prednosti omrežja, ki temeljijo na namenu 
Omrežje, ki temelji na namenu, prinaša kar nekaj prednosti: izboljšano poslovno 
usmerjenost in delovno učinkovitost, boljšo skladnost in varnost omrežja, nenehno poravnavo 
s poslovno usmerjenostjo med celotnim omrežjem ter zmanjšano tveganje v omrežju.  
 
Izboljšana poslovna usmerjenost:  
Abstrakcija in popolnoma avtomatizirano omrežje, ki temelji na namenu, z odprtimi 
aplikacijskimi programskimi vmesniki zagotovi, da je omrežje dinamično in odzivno na vse 
spremembe, ki jih prinaša vedno bolj digitalizirana ekonomija. Po potrebi se lahko v omrežje 
dodajajo tudi nove aplikacije (podjetniški podatkovni center, navidezni zasebni oblak (VPC), 
itd.). Zmožnost takega omrežja je zajem namena nove aplikacije in abstrakcije ter poenostavitev 
procesa, v katerem aplikacija zahteva povezljivost in varnost.  
 
Izboljšana delovna učinkovitost:  
Omrežje, ki temelji na namenu, zagotavlja boljšo delovno učinkovitost in zmanjšuje s tem 
povezane stroške. Omrežni administratorji tako lahko znatno zmanjšajo čas, ki ga porabijo za 
oblikovanje omrežja, izvedbo, testiranje in odpravljanje motenj v omrežju. Skladnost omrežja 
omogoča popolnoma avtomatiziran prevod namena v klasično omrežje. Tako omrežje torej 
poenostavi običajne procese, ki se jih v klasičnih omrežjih izvaja ročno prek vrstičnega 
ukaznega vmesnika (CLI), tovrstna poenostavitev pa zmanjša ali v nekaterih primerih 
popolnoma odpravi zapleteno odpravljanje motenj v omrežju, ki se pojavljajo na dnevni ravni.  
 
Nenehna poravnava med omrežjem in poslovnimi cilji: 
Abstrakcija omrežja dovoli omrežnim administratorjem, da omrežju povejo, kaj želijo, ne 
pa tudi, kako. Ta lastnost pomaga pri poravnavi omrežja s poslovno usmerjenostjo. Mehanizmi, 
ki so vgrajeni v omrežje, ki temelji na namenu, spoštujejo namen in prilagodijo omrežno 
konfiguracijo v primeru, da omrežje ne bi bilo več usklajeno z želenim namenom.  
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Boljša skladnost in varnost omrežja:  
Izboljšana zaščita in hitra zajezitev grožnje sta glavni prednosti omrežja, ki temelji na 
namenu. Ta namreč ponudi popolno vidljivost in sliko omrežja v realnem času. Varnostne 
politike tako lahko neodvisno od drugih oddelkov pišejo varnostni inženirji. Gradniki omrežja, 
ki temelji na namenu, preverijo vsak vnos in poskrbijo, da se varnostne politike ne prekrivajo 
med sabo. Prav tako lahko napredne delitvene tehnike omrežja preprečijo širjenje stranskih 
okužb med končnimi točkami, uporabniki in aplikacijami.  
 
Zmanjšano tveganje:  
Omrežje, ki temelji na namenu, zmanjšuje tveganja za napake, ki nastanejo kot posledica 
slabe komunikacije med uporabniki, napravami in aplikacijami. Največje tveganje za napake 
predstavlja ročno popravljanje konfiguracije z uporabo vrstičnega ukaznega vmesnika, kar je v 
omrežju, ki temelji na namenu, skoraj popolnoma odpravljeno. Že morebitna odstranitev 
posameznega seznama za kontrolo dostopa pa lahko v omrežje vnese nova varnostna tveganja, 
prav tako pa se ob ročnem vnašanju težko ohrani usklajenost konfiguracije. Glede na to, da ima 
omrežje, ki temelji na namenu, popoln pregled nad celotnim omrežjem, lahko zazna tudi 
morebitno nedelovanje naprav in administratorja na to opozori [5]. 
2.7  Slabosti omrežja, ki temelji na namenu 
Trenutno se omrežje, ki temelji na namenu, še vedno razvija, posledično pa še ni veliko 
znanega o dejanskih slabostih takega omrežja. Trenutno znane slabosti so cena, izguba nadzora 
nad posameznim omrežnim elementom in upravljavskega dostopa v primeru odpovedi 
krmilnika ter možna slabša učinkovitost omrežja zaradi paketne režije. 
 
Cena: 
Ena od zahtev je, da omrežni elementi, ki so vključeni v spodaj ležeče omrežje, podpirajo 
vse lastnosti omrežja z namenom. Starejši omrežni elementi namreč ne prejemajo potrebnih 
posodobitev, s katerimi bi lahko omrežje, ki temelji na namenu, omogočili ali pa ne dosegajo 
strojnih zahtev, ki jih tako omrežje zahteva. Zato bi bila v takem primeru potrebna menjava 
omrežnih elementov. 
Prav tako pa v omrežju, ki temelji na namenu, potrebujemo še dodaten omrežni element 
– krmilnik. 
 
Izguba nadzora nad posameznim omrežnim elementom:  
Z omrežjem, ki temelji na namenu, pridobimo to, da lahko celotno omrežje upravljamo z 
uporabo centraliziranega krmilnika, posledično pa izgubimo nadzor nad posameznim 
omrežnim elementom. Ukaz, ki ga klasičnem omrežju pišemo v vrstični ukazni vmesnik (CLI) 
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posameznega elementa, v omrežju, ki temelji na namenu, vnesemo v krmilnik, krmilnik pa 
potem prenese ukaz do končnega elementa in rezultat izpiše na grafičnem uporabniškem 
vmesniku (angl. Graphical User Interface, v nadaljevanju je uporabljena kratica GUI) 
krmilnika.  
 
Izguba upravljavskega dostopa v primeru odpovedi krmilnika 
V primeru odpovedi krmilnika bo omrežje še vedno delovalo, vendar brez upravljavskega 
dostopa. To pomeni, da v omrežje, ki temelji na namenu, ni možen vnos novih namenov, prav 
tako pa izgubimo podatke o dosegljivosti omrežja in končnih naprav. 
 
Slabša učinkovitost omrežja zaradi dodane režije 
V omrežju, ki temelji na namenu, uporabljamo navidezna omrežja. Posledično s tem 
večamo paketno režijo in tvegamo slabšo učinkovitost omrežja – omrežni elementi namreč 
potrebujejo več procesorske moči, da pakete obdelajo. 
2.8  Primerjava omrežja, ki temelji na namenu, s klasičnim omrežjem 
Omrežje, ki temelji na namenu, lahko primerjamo s klasičnim omrežjem na podlagi več 
parametrov:  
- Arhitektura 
Arhitekturno gledano se z omrežjem, ki temelji na namenu, v celoti odpravi 
upravljanje posameznega omrežnega elementa, neenakost v konfiguraciji (kjer je potrebna) 
in nedosledne varnostne politike. Po drugi strani pridobimo fizično in virtualno 
infrastrukturo, ki je programabilna, ter omrežje, ki je osnovano na odprtih aplikacijskih 
programskih vmesnikih. Prav tako so varnostne funkcije vnesene v sistem celotnega 
omrežja, omrežje pa se upravlja preko centralnega krmilnika. 
 
- Prevod namena v omrežne elemente 
Z omrežjem, ki temelji na namenu, se odpravi ad-hoc interpretacija omrežnega 
administratorja in ad-hoc prevod v omrežni element. 
 
- Preverjanje namena 
Klasično omrežje ne omogoča preverjanja namena, medtem ko ga omrežje, ki temelji 
na namenu, podpira.  
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- Podpora politikam 
Klasično omrežje ponuja omejeno podporo politikam, ta pa je vezana na ukazne 
pozive v posameznem omrežnem elementu. Omrežje, ki temelji na namenu, to ureja s 
politikami, ki so osnovane na modelih. 
 
- Telemetrija 
Omrežje, ki temelji na namenu, zagotavlja široko uporabo telemetrije. Znotraj 
klasičnega omrežja je namreč uporaba telemetrije precej omejena. 
 
- Zagotovitev pregleda nad omrežjem 
Pregled nad omrežjem v klasičnih omrežjih izvajamo ročno glede na posamezno 
omrežno napravo. V omrežjih, ki temeljijo na namenu, je ta funkcija avtomatizirana in 
zagotovi celostno analizo omrežja. 
 
- Končni razplet 
Omrežja, ki temeljijo na namenu, so poenostavljena in jih lažje upravljamo tudi v 
primeru razširitve. S takim omrežjem torej lahko izvajamo nenehno poravnavo s poslovno 
usmerjenostjo, medtem ko lahko s klasičnim omrežjem to izvajamo samo po načelu 
najboljše storitve [5]. 
2.9  Omrežje, ki temelji na namenu, v produkcijskem okolju 
Omrežje, ki temelji na namenu, lahko popolnoma prilagodimo željam in potrebam okolja. 
Spodaj je nekaj primerov, kako lahko omrežje prevede abstraktni namen v izvedljiva dejanja.  
 
Omrežni administrator izrazi namen, da želi povečati podatkovno bazo aplikacije. 
Omrežje prevede abstrakcijo/namen in poskrbi za povečanje omrežnega segmenta, posodobitev 
konfiguracije delilnika bremena in prilagodi politike za kakovost storitev.  
 
Uporabnik ima ob 10. uri zjutraj konferenčni klic, kjer bo predstavljal novo zdravilo. 
Omrežje to zazna in ustvari HD video povezavo in uredi kakovost storitve za video promet. 
Prav tako preveri učinkovitost povezave, ohranja varno komunikacijo in prekine povezavo ob 
koncu klica.  
 
Razvijalec razvije novo aplikacijo za spremljanje tovarniške opreme. Omrežje ustvari nov 
omrežni segment za vse tovarniške naprave, ki se bodo povezovale z aplikacijo. Vse te naprave 
izolira od ostalega prometa, doda nastavitve za potrebe dogovora o nivoju storitev (SLA), jih 
preveri in optimizira.  
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Razvijalec aplikacij želi namestiti varno večstopenjsko aplikacijo. Omrežje priskrbi več 
podomrežij, konfigurira spiske kontrole dostopa in pravila na požarni pregradi, prične pa tudi z 
oglaševanjem usmerjevalnih poti [5].  
 
 33 
3  Programsko definirano omrežje 
3.1  Kaj je programsko definirano omrežje?  
Programsko definirano omrežje (angl. Software-Defined Network) omogoča 
elastično in učinkovito upravljanje omrežja. Osnovna ideja programsko definiranega 
omrežja je ta, da loči krmilno ravnino od podatkovne ravnine. V sklopu programsko 
definiranega omrežja se namreč vse kontrolne funkcije premaknejo v centralizirano 
krmilno ravnino, ta pa s pomočjo celovitega pogleda na omrežje omogoča najbolj 
primerne omrežne odločitve. Programsko definirano omrežje omogoča tudi možnost 
poenostavitve načrta omrežja in operacij, posledično pa lahko v omrežje uvedemo bolj 
zapletene omrežne politike.  
 
Programsko definirano omrežje torej prinaša štiri pomembnejše lastnosti: 
programabilnost, gibčnost in elastičnost omrežja ter neodvisnost od dobavitelja.  
 
S pomočjo programsko definiranega omrežja lahko izvršimo idejo o omrežju, ki 
temelji na namenu [1]. 
3.2  Arhitektura programsko definiranega omrežja 
Arhitektura programsko definiranega omrežja je osnovana na tehnologiji polja, 
ki omogoči uporabo virtualnih omrežij (prekrivna omrežja) na vrhu fizične 
infrastrukture (fizična podlaga ali spodaj ležeče omrežje). Prekrivna omrežja in fizična 
podlaga skupaj tvorita polje.  
 
Tehnologije, ki temeljijo na prekrivnih omrežjih, se že kar nekaj časa pogosto 
uporabljajo v podatkovnih centrih za zagotovitev logičnih omrežij za mobilne 
navidezne stroje (na drugi in tretji plasti po referenčnem modelu OSI). Primer takega 
že znanega prekrivnega omrežja je VXLAN (angl. Virtual Extensible Local Area 
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Network, v nadaljevanju je uporabljena kratica VXLAN). Da lahko zagotovimo varno 
tuneliranje do oddaljenih lokacij, pa prekrivna omrežja uporabljamo tudi v prostranih 
omrežjih. Primeri le-teh so: MPLS, DMVPN in GRE (angl. Generic Routing 
Encapsulation, v nadaljevanju je uporabljena kratica GRE) [6]. 
3.3  Fizična podlaga (spodaj ležeče omrežje) 
Fizična podlaga (angl. Underlay Network) je sestavljena iz omrežne opreme 
(stikal in usmerjevalnikov) in klasičnega usmerjevalnega protokola. Vse naštete 
komponente zagotavljajo preprosto in razširljivo podlago za komunikacijo med 
omrežnimi napravami. Fizična podlaga se ne uporablja za komunikacijo med 
odjemalci in ne vsebuje podatkov o uporabnikih omrežja (to zagotavlja prekrivno 
omrežje). 
 
Naloga spodaj ležeče podlage je zagotovitev osnovne povezljivosti med vsemi 
omrežnimi elementi. Prav tako od nje pričakujemo majhne zakasnitve in povezljivost 
z enakomerno visoko omrežno hitrostjo v katerokoli točko omrežja. Za fizično podlago 
lahko uporabimo že obstoječe omrežje, s tem pa odpravimo potrebo po uporabi 
protokolov STP, VTP, HSRP, VRRP, itd. 
 
Povezave med omrežnimi elementi fizične podlage lahko ustvari tudi krmilnik 
programsko definiranega dostopa. S pomočjo metode vstavi in poženi (angl. plug and 
play) v fizično podlago vpelje usmerjevalni protokol in tako zagotovi povezljivost IP 
(angl. Internet Protocol, v nadaljevanju je uporabljena kratica IP) [7][8]. 
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Slika 3.1:  Primer spodaj ležeče podlage 
 
3.4  Prekrivno omrežje 
Prekrivno omrežje (angl. Overlay Network) je logična (navidezna) topologija, s 
katero ustvarimo nivoje omrežne abstrakcije. Omrežje definiramo na podlagi spodaj 
ležečega omrežja. Prekrivno omrežje med seboj popolnoma loči podatkovno in 
krmilno ravnino.  
V programsko definiranem dostopu prekrivno omrežje sestavljata dva bloka:  
1. Podatkovna ravnina je del omrežja, ki nosi promet, ustvarjen s strani 
uporabnikov.  
2. Krmilna ravnina je del omrežja, ki skrbi za prenos signalizacijskega prometa 
in usmerjanje. Paketi, ki izvirajo iz krmilne ravnine, so bili ustvarjeni na 
omrežnem elementu in so prav tako namenjeni omrežnemu elementu. 
 
Prekrivno omrežje vsaki končni napravi dodeli identifikacijsko številko in jo 
tako lokacijsko umesti v omrežje. V nasprotju s klasičnimi omrežji, kjer se naprave 
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predstavljajo z naslovom IP, se v programsko definiranem omrežju predstavljajo z 
lokacijo (omrežje zanima, kje se končna naprava ali odjemalec nahaja). 
 
Vsi podatki o prekrivnem omrežju in končnih napravah so zbrani v točno 
določenem vozlišču. Prednost omenjene lastnosti je ta, da vsak element v prekrivnem 
omrežju vsebuje samo podatke o svojih lokalnih poteh. S tako zasnovo zmanjšamo 
usmerjevalne tabele in porabo procesorske moči ter pohitrimo procese, ki tečejo na 
omrežnih elementih [7], [8]. 
 
Slika 3.2:  Primer prekrivnega omrežja (glede na spodaj ležečo podlago iz prejšnje slike)  
3.4.1  Podatkovna ravnina 
Podatkovno ravnino (angl. Data Plane) lahko v programsko definiranem omrežju 
ustvarimo s pomočjo sledečih protokolov: 
1. VXLAN, 
2. MPLS preko GRE, 
3. MPLS preko UDP. 
 
Kateri način uporabimo, je odvisno od proizvajalca omrežne opreme in prisotnih 
razmer v omrežju [7].  
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3.4.2  VXLAN 
Navidezno razširjeno lokalno omrežje (angl. Virtual Extensible LAN) v 
programsko definiranem dostopu omogoči prekrivno omrežje ter s pomočjo 
virtualnega omrežnega identifikatorja (VNI) izvaja segmentacijo omrežja. Protokol 
VXLAN omogoča enkapsulacijo drugega nivoja v tretji nivo omrežja po referenčnem 
modelu OSI. Uporabljamo ga lahko na katerem koli omrežju, ki temelji na naslovih 
IP.  
 
Postopek enkapsulacije:  
1. Element fizične podlage izvede enkapsulacijo in v glavo doda polje VXLAN – 
vsebuje virtualni omrežni identifikator. 
2. Ker paket s poljem VXLAN potuje skozi drugi in tretji nivo, se lahko pošlje v 
polje programsko definiranega omrežja na dostopu. 
3. Ob izstopu iz programsko definiranega omrežja na dostopu se izvede 
denkapsulacija (odstrani se polje VXLAN). Po izstopu iz programsko 
definiranega omrežja omrežne naprave paket obravnavajo, kakor da ni bil 
nikoli del programsko definiranega dostopa.  
 
Slika 3.3:  Postopek enkapsulacije VXLAN 
Ena od glavnih prednosti enkapsulacije VXLAN je dobro obnašanje v primeru 
večpotnosti v spodnje ležečem omrežju (notranja paketna glava v izvorna vrata UDP 
(angl. User Datagram Protocol, v nadaljevanju je uporabljena kratica UDP) zunanje 
paketne glave doda še zgoščevalno funkcijo).  
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Glava paketa VXLAN vsebuje podatke o naslovu MAC in IP ter VNI. Kot 
transportni protokol VXLAN uporablja UDP [6][7]. 
 
Slika 3.4:  Paketna oblika Ethernet preko VXLAN [7] 
3.4.3  MPLS preko GRE 
Enkapsulacijo MPLS preko tunela GRE (angl. Multiprotocol Label Switching 
over Generic Routing Encapsulation) uporabimo, ko:  
- usmerjevalniki in stikala v spodnje ležeči podlagi znotraj podatkovnih centrov 
ne podpirajo protokola MPLS, 
- bi bil MPLS podprt, pa ga v takem omrežju ne želimo, saj nam v podatkovne 
centre vnese zapletenost, 
- v podatkovnih centrih ni potrebe po prometnem inženiringu, ker je pasovna 
širina zagotovljena [7]. 
 
Slika 3.5:  Paketna oblika Ethernet preko MPLS preko GRE [7] 
3.4.4  MPLS preko UDP 
Enkapsulacijo lahko izvedemo tudi s pomočjo MPLS preko UDP (angl. 
Multiprotocol Label Switching over User Datagram Protocol). Gre za mešanico med 
MPLS preko GRE in enkapsulacijo VXLAN.  
 
Glava MPLS vsebuje oznako, da lahko ugotovi ponor usmerjevalne instance (kot 
MPLS). Uporablja pa tudi UDP del s zgoščevalno funkcijo kot izvornimi vrati za 
učinkovito večpotnost v spodnje ležečem omrežju (kot VXLAN) [7]. 
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Slika 3.6:  Paketna oblika Ethernet over MPLS over UDP [7] 
3.4.5  Krmilna ravnina 
Krmilno ravnino (Control Plane) lahko v programsko definiranem omrežju 
omogočimo s pomočjo več protokolov. Spodaj so navedeni in opisani najbolj pogosti 
[7][6]: 
- LISP,  
- IF-MAP, 
- XMPP, 
- BGP, 
- Sandesh. 
 
3.4.6  LISP 
Protokol, ki skrbi za iskanje in ločevanje uporabnikov glede na lokacijo, se 
imenuje LISP (angl. Locator Identity Separation Protocol, v nadaljevanju je 
uporabljena kratica LISP) in ga v programsko definirano omrežje uvedemo, da 
poenostavimo klasična usmerjevalna okolja. Sistem preslikav, ki ga uporablja protokol 
LISP, je enak tistemu, ki se uporablja za poizvedbe DNS. Razlika je le v tem, da DNS 
poizveduje po imenu, LISP pa poizveduje po lokaciji in nato lokacijo pripne 
uporabniku. LISP v celoti deluje na tretjem nivoju referenčnega sistema OSI [6]. 
40 3  Programsko definirano omrežje 
 
 
Slika 3.7:  Primerjava med poizvedbo DNS in LISP 
3.4.7  IF-MAP 
IF-MAP (angl. Interface to Metadata Access Point) je odprtokodni protokol, ki 
temelji na komunikaciji odjemalec/strežnik in vsebuje obsežne mehanizme za 
definicijo podatkovnih modelov. Prav tako definira protokol, ki objavi, naroči in 
poišče vsebino baze.  
 
V programsko definiranem omrežju se protokol uporablja za komunikacijo med 
elementi v omrežju. Omogoča nam, da lahko z metodo naročanja od posameznih 
elementov pridobimo le tisti del konfiguracije, ki je potreben za obravnavo [7]. 
 
3.4.8  XMPP 
XMPP (angl. Extensible Messaging and Presence Protocol) je komunikacijsko 
in sporočilno usmerjen protokol posredniške opreme, ki je osnovan na XML. Prvotno 
se je imenoval Jabber in je bil namenjen takojšnjemu sporočanju, predstavitvenim 
informacijam in vzdrževanju imenika. Ker je bil protokol zasnovan kot razširljiv, ga 
sedaj uporabljajo mnoge aplikacije.  
 
V programsko definiranem omrežju ga uporabljamo za izmenjavo sporočil med 
omrežnimi elementi [7]. 
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3.4.9  BGP 
BGP (angl. Border Gateway Protocol) je usmerjevalni protokol, ki se v 
programsko definiranem omrežju uporablja za izmenjavo podatkov usmerjevalnih 
informacij med elementi omrežja – tako za komunikacijo med elementi znotraj 
omrežja kot z elementi na robu omrežja [7]. 
3.4.10  Sandesh 
Sandesh je protokol, ki je osnovan na XML in se uporablja za analizo informacij. 
Omenjen protokol nosi dve vrsti sporočil:  
- Vsi sestavni deli v sistemu pošiljajo asinhrona sporočila, da se lahko ustvarijo 
zapisi, sledovi, dogodki, itd.  
- Element v programsko definiranem omrežju lahko zahteva in pridobi sporočila 
o stanju omenjenih elementov [7].  
3.5  Segmentacija v programsko definiranem omrežju 
Segmentacija je metoda, s katero ločimo točno določene skupine uporabnikov 
ali naprav od ostalih skupin. Razlog za segmentacijo je lahko varnostne narave, s 
pomočjo te metode lahko rešujemo tudi problem prekrivanja podomrežij, itd. 
 
V programsko definiranem omrežju lahko izvajamo makrosegmentacijo in 
mikrosegmentacijo: 
 
1. Makrosegmentacijo izvajamo s pomočjo logične delitve celotnega omrežja na 
manjša virtualna omrežja. Vsako virtualno omrežje ima svoj VNI in ločeno 
usmerjevalno in posredovalno tabelo (angl. Virtual Routing and Forwarding, v 
nadaljevanju je uporabljena kratica VRF). Eno virtualno omrežje predstavlja 
eno usmerjevalno področje (domeno). 
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Slika 3.8:  Primer makrosegmentacije 
2. Mikrosegmentacijo uporabljamo za ločevanje posameznih skupin uporabnikov 
ali naprav znotraj določenega virtualnega omrežja. To lahko izvedemo s 
pomočjo predpisanih varnostnih politik, ki temeljijo na omejevanju vira 
(seznam kontrole dostopa). 
3.6  Sestavni deli polja v programsko definiranem omrežju 43 
 
 
Slika 3.9:  Primer mikrosegmentacije 
Skupine uporabnikov med seboj ločimo s posebno značko, ki jo vstavimo v paketno 
glavo pred enkapsulacijo [8]. 
3.6  Sestavni deli polja v programsko definiranem omrežju 
Kot že omenjeno, je programsko definirano omrežje zasnovano logično in 
centralizirano, vendar porazdeljeno glede na fizične elemente omrežja. To pomeni, da 
tako omrežje vsebuje več vrst vozlišč, vsako vozlišče pa ima svojo vlogo. 
 
V splošnem vozlišča opravljajo podobne funkcije – ne glede na proizvajalca 
omrežne opreme. Vsak proizvajalec ima svoja poimenovanja za vozlišča, ločijo se tudi 
po številu razpoložljivih vozlišč in tehničnih podrobnostih.  
 
Opisala bom sestavne dele programsko definiranega omrežja proizvajalcev 
omrežne opreme Cisco Systems in Juniper Networks. Za omenjena proizvajalca sem 
se odločila, ker sta osnovana na različnih krmilnikih: Cisco Systems uporablja lastni 
komercialni krmilnik, Juniper Networks pa uporablja lastni in odprtokodni krmilnik 
Contrail [4][6]. 
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3.6.1  Cisco Systems 
Krmilnik proizvajalca omrežne opreme Cisco Systems se imenuje DNA Center 
(angl. Cisco Digital Network Architecture Center). Gre za njihov lastni komercialni 
krmilnik.  
 
Omogoča povezavo z drugimi produkti proizvajalca Cisco Systems (predvsem 
je zaradi vpeljave varnostnih politik in segmentacije uporabnikov pomembna 
vključitev strežnika Identity Services Engine – ISE). Prav tako je možna povezava z 
omrežnimi elementi drugih omrežnih proizvajalcev. Kljub temu pa je ena od zahtev 
ta, da imajo omrežni elementi drugih proizvajalcev podporo Cisco funkcionalnosti (na 
primer funkcionalnosti TrustSec – skrbi za ločevanje uporabnikov in skupin med 
seboj, sposobnost izvajanja CoA, itd.).  
Sestavni deli polja so: vozlišče v polju krmilne ravnine, vozlišče na meji in robu 
polja ter vmesno vozlišče v polju [8]. 
 
Slika 3.10:  Arhitektura Cisco DNA Centra [8] 
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3.6.2  Vozlišče v polju krmilne ravnine 
Vozlišče v polju krmilne ravnine (angl. Control Plane Node) vsebuje podatke o 
lokaciji vseh uporabnikov in naprav, ki so prijavljeni v polje. Ko omrežne naprave 
poizvedujejo po lokaciji posameznega uporabnika ali naprave, pošljejo poizvedbo v 
omenjeno vozlišče. Omrežnim napravam  (v primerjavi s klasičnim omrežjem) tako ni 
več treba izvajati mehanizma učenja s poplavljanjem. Vozlišče v polju krmilne ravnine 
služi kot edini vir pravilnih informacij. 
V primeru preobremenjenega in počasnega vozlišča v polju krmilne ravnine 
lahko prihaja do izgube paketov. Če pa je vozlišče v polju krmilne ravnine 
nedosegljivo, se lahko vzpostavijo samo tiste povezave do oddaljenih končnih naprav, 
ki so bile že predhodno shranjene v lokalni bazi. 
Glede na pomembnost omenjenega sestavnega dela je znotraj polja omogočena 
tudi možnost redundance – kot vozlišče v polju krmilne ravnine lahko uporabimo več 
omrežnih naprav (vse imajo kopijo podatkov o lokaciji uporabnikov in naprav) [8]. 
 
3.6.3  Vozlišče na meji polja 
Vozlišče na meji polja (angl. Border Node) povezuje programsko definiran 
dostop s klasičnim omrežjem ali drugim poljem. Odgovorno je za prenos vsebine 
(preslikava uporabnikov/naprav in identitete) v klasično omrežje ali iz enega polja v 
drugo. S pomočjo tega vozlišča si podatke o dosegljivosti in varnostnih politikah 
izmenjajo tista vozlišča v polju krmilne ravnine, ki pripadajo drugim poljem.  
Vozlišče na meji polja oglašuje poti v: 
1. Notranjih omrežjih 
Notranje vozlišče na meji polja oglašuje že poznana podomrežja (na 
primer tista, ki peljejo do skupine oddaljenih lokacij ali podatkovnega centra). 
2. Zunanjih omrežjih 
Zunanje vozlišče na meji polja oglašuje omrežja do neznanih naslovov – 
tipično oglašuje v Internet (ima podobno funkcijo kot privzeta pot) [8]. 
 
3.6.4  Vozlišče na robu polja  
Vozlišče na robu polja (angl. Egde Node) je odgovorno za povezavo končnih 
naprav v polje, enkapsulacijo/denkapsulacijo in posredovanje prometa, ki ga končne 
naprave ustvarijo v in iz polja. Robno vozlišče deluje na robu polja in uporabnikom 
predstavlja prvo točko priključitve ter uveljavi varnostne politike.  
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Glavna lastnost vozlišč na robu polja je način, kako obdelujejo podomrežja, ki 
se uporabljajo za povezovanje končnih točk. Na primer, če je podomrežje 
10.10.10.0/24 zagotovljeno v polju (za povezovanje končnih naprav), potem se bo to 
podomrežje pojavilo na vseh robnih vozliščih v polju. Uporabniki, ki se v tem omrežju 
nahajajo, se lahko povežejo na katerokoli robno vozlišče v polju – torej raztegnemo 
eno podomrežje na celotno polje in tako poenostavimo dodeljevanje naslovov IP. 
Uporabimo lahko manj podomrežij, vendar so ta večja. Vsa gostovana podomrežja v 
programsko definiranem dostopu so znotraj polja zagotovljena na vsakem robnem 
vozlišču [8]. 
 
3.6.5  Vmesno vozlišče v polju 
Vmesna vozlišča v polju (angl. Intermediate Node) igrajo vlogo posrednika na 
tretjem nivoju referenčnega sistema OSI. Med sabo povezujejo vozlišča na robu polja 
z vozliščem na meji polja in zagotovijo povezljivost fizične podlage [8]. 
 
Slika 3.11:  Primer sheme v programsko definiranem omrežju z označenimi vozlišči 
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3.6.6  Juniper Networks 
Contrail je krmilnik proizvajalca omrežne opreme Juniper Networks. Je 
odprtokoden – to pomeni, da lahko kdorkoli brez obveze spremeni, uporabi ali objavi 
sistemsko kodo krmilnika.  
 
Obstaja tudi komercialna različica krmilnika, vendar se po uporabnosti in 
razširljivosti od odprtokodne ne razlikuje. Razlika je le v stopnji podpore, ki jo v 
primeru težav nudi proizvajalec Juniper Networks.  
 
Slika 3.12:  Sistem krmilnika Contrail [7] 
Sestavni deli polja krmilnika Contrail so: vozlišče, zadolženo za konfiguracijo 
in analizo, vozlišče, namenjeno privzetemu prehodu, in krmilno, ocenjevalno ter 
podporno vozlišče. Vsa vozlišča so za namene redundance na voljo tudi v stanju visoke 
razpoložljivosti [7].  
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3.6.7  Vozlišče, zadolženo za konfiguracijo 
Vozlišče, zadolženo za konfiguracijo (angl. Configuration Node), ohranja stalno 
kopijo trenutnega stanja in prevaja visokonivojske podatke (pridobljene iz 
aplikacijskega programskega vmesnika) v končne podatke, ki so pripravljeni za 
komunikacijo z omrežnimi elementi. Vse informacije so shranjene v centralni bazi [7].  
 
3.6.8  Krmilno vozlišče 
Krmilno vozlišče (angl. Control Node) uvede logično in centralizirano krmilno 
ravnino, ki je odgovorna za ohranjanje prehodnega stanja omrežja. Vozlišče 
komunicira z ostalimi vozlišči in omrežnimi elementi ter tako zagotovi usklajeno 
omrežje [7]. 
 
3.6.9  Vozlišče, zadolženo za analizo 
Vozlišče, zadolženo za analizo (angl. Analytics Node), zbira, hrani, povezuje in 
analizira informacije o stanju omrežnih elementov (logičnih in fizičnih). Te 
informacije vsebujejo podatke o statistiki, dnevnike, dogodke in napake, ki se 
pojavljajo v omrežju [7].  
 
3.6.10  Ocenjevalno vozlišče 
Ocenjevalno vozlišče (angl. Compute Node) je navidezen strežnik, ki gosti 
navidezne stroje, namenjene splošni uporabi. Virtualni stroji so lahko odjemalci, na 
katerih tečejo aplikacije, navidezni delilniki bremena ali navidezne požarne pregrade 
[7].  
 
3.6.11  Vozlišče, namenjeno privzetemu prehodu 
Vozlišče, namenjeno privzetemu prehodu (angl. Gateway Node), je 
usmerjevalnik ali stikalo, ki povezuje odjemalska navidezna omrežja in fizične 
omrežne elemente (na primer povezavo v Internet, strankin VPN, ločen podatkovni 
center ali fizične strežnike) [7].  
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3.6.12  Podporno vozlišče 
Podporno vozlišče (angl. Service Node) je fizični omrežni element, ki zagotavlja 
omrežne storitve, kot so DPI, IDP, IPS,… [7]. 
 
Slika 3.13:  Implementacija sistema Contrail [7] 
3.7  Primerjava proizvajalcev 
Omenjena proizvajalca omrežne opreme sta razvila programsko definirano 
omrežje tako, da najbolj sovpada z lastnimi že razvitimi storitvami.  
Cisco Systems s programsko definiranim omrežjem ponuja rešitev na nivoju 
lokalnih in WAN omrežij, medtem ko je Juniper Networks razvil idejo programsko 
definiranega omrežja na področju podatkovnih centrov in na nivoju operaterskih 
ponudnikov.  
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Raznolikost vpeljave v produkcijskih okoljih nakazuje na to, da lahko 
programsko definirano omrežje uporabljamo ne glede na okolje, proizvajalca in 
velikost omrežja. Posledično ravno zaradi te raznolikosti proizvajalca težko primerjam 
med seboj. 
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4  Testna postavitev in vpeljava programsko definiranega 
omrežja v univerzitetno omrežje 
Odločila sem se za testno postavitev in vpeljavo programsko definiranega 
omrežja v univerzitetno lokalno omrežje, saj je testna postavitev takega omrežja lažje 
izvedljiva kot izvedba programsko definiranega omrežja znotraj podatkovnih centrov. 
Kljub lažji izvedbi pa taka postavitev še vedno zelo dobro prikaže ključne ideje 
programsko definiranega omrežja (lahko upravljanje z omrežjem, ni potrebe po 
podrobnem tehničnem znanju in poznavanju posameznih omrežnih elementov …) . 
 
Za univerzitetno omrežje sem se odločila, ker v praksi tako omrežje zaradi 
zapletenosti in velikosti težko vzdržujemo. Posledično nimamo pregleda nad 
omrežjem in procesi, ki se v njem izvajajo. To pa pomeni, da za reševanje težav 
potrebujemo veliko tehničnega znanja in časa – največkrat pa je razlog za težave ravno 
človeška napaka (na primer napačno spisan seznam za kontrolo dostopa ali zastarela 
konfiguracija). Z vpeljavo programsko definiranega omrežja se možnost človeške 
napake zmanjša, saj je vsak izražen namen v omrežje vpeljan preko centraliziranega 
krmilnika, ki poskrbi, da je konfiguracija vseh omrežnih elementov enaka. Na ta način 
vnos seznama za kontrolo dostopa v posamezen omrežni element ni več možen. S tako 
arhitekturo omrežja odpravimo kompleksnost in zagotovimo boljši pregled ter lažje 
odpravljanje napak.  
 
Cilj testne postavitve in vpeljave programsko definiranega omrežja v 
univerzitetno omrežje je prikaz hitrega in poenostavljenega upravljanja z elementi 
omrežja (vključno z začetno postavitvijo) ter poenotena vpeljava segmentacije skupin 
uporabnikov.  
 
V nadaljevanju bom opisala postopek izbire krmilnika programsko definiranega 
omrežja, omrežnih elementov in korake, s katerimi lahko ustvarimo univerzitetno 
omrežje – vključno v zapletenostjo, ki jo univerzitetno omrežje prinese. 
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4.1  Izbira krmilnika programsko definiranega omrežja 
Za krmilnik programsko definiranega omrežja sem izbrala napravo proizvajalca 
Cisco Systems - Cisco Digital Network Architecture Center (DNA Center). Za 
proizvajalca Cisco sem se odločila, ker mi je bil najlažje dostopen.  
 
DNA Center lahko v omrežju uporabljamo tudi brez programsko definiranega 
dostopa. Z njim lahko pregledujemo zdravje celotnega omrežja, posodobimo omrežne 
naprave z novo programsko opremo, avtomatiziramo osnovne nastavitve na omrežnih 
napravah, itd. Za vklop programsko definiranega dostopa na DNA Centru potrebujemo 
licenco »Cisco ONE Advantage«. 
4.2  Kaj je DNA Center? 
DNA Center je centralni krmilnik programsko definiranega omrežja proizvajalca 
Cisco Systems. Vsebuje vse potrebne komponente, ki jih potrebujemo za izvedbo in 
upravljanje programsko definiranega dostopa – tako spodaj ležeče podlage kot tudi 
prekrivnega omrežja. Omrežnemu administratorju zagotovi preprosto upravljanje in 
pregled celotnega omrežja prek spletnega uporabniškega grafičnega vmesnika.  
 
Nekaj glavnih lastnosti DNA Centra:  
1. je razširljiv – glede na potrebe lahko v omrežje dodamo več DNA Centrov in 
jih združimo v gručo, 
2. visoka razpoložljivost – tako strojnih komponent kot programskih paketov, 
3. vsebuje mehanizem, ki omogoča varnostno kopijo in obnovitev DNA Centra v 
primeru okrevanja po nesreči, 
4. administratorjem DNA Centra lahko dodelimo vlogo, ki zagotavlja omejen 
dostop do podatkov glede na dodeljene pravice [8]. 
 
Na voljo je kot fizična naprava. 
4.3  Testna postavitev DNA Centra in vpeljava programsko 
definiranega dostopa 
Najprej sem določila shemo, ki sem jo uporabila za testno postavitev DNA 
Centra. Postavitev sem izvedla v popolnoma izoliranem okolju, ki je namenjeno 
demonstracijam. 
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Slika 4.1:  Shema testne postavitve univerzitetnega okolja 
Sestavni deli sheme so:  
1. DNA Center: centraliziran krmilnik, namenjen postavitvi in upravljanju 
programsko definiranega dostopa, 
2. Cisco ISE (Identity Service Engine): identifikacijski strežnik, ki ga v 
programsko definiranem dostopu uporabljamo za določevanje identitete 
uporabnikov in uveljavljanju varnostnih politik ter pravil dostopa v omrežju, 
3. stikalo Cisco C3850: 5 stikal Cisco (od tega sta 2 združena v sklad) je 
namenjenih demonstraciji programsko definiranega dostopa. Vsakemu od 
stikal je znotraj programsko definiranega dostopa določena vloga.  
 
Kot že omenjeno, testna postavitev predstavlja univerzitetno okolje.   
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4.3.1  Začetni koraki 
Najprej sem omrežno opremo fizično umestila v izolirano demonstracijsko 
okolje. Opremo sem priklopila in jo med sabo povezala z mrežnimi kabli. Prav tako 
sem uredila vse potrebne nastavitve za oddaljen dostop do opreme.  
Testno okolje je od ostalih ločeno, zato sem med DNA Center in glavno 
demonstracijsko stikalo postavila še usmerjevalnik Cisco 881 ter na njem nastavila 
preslikavo NAT. Glavno demonstracijsko stikalo in usmerjevalnik nista omenjena na 
shemi, ker sem ju uporabila samo v namen oddaljenega dostopa do DNA Centra.  
 
Na stikalih sem nastavila začetno konfiguracijo, ki mi je pomagala pri lažjem 
odkrivanju naprav. Na enem od stikal sem nastavila NTP, ki je nujno potreben pri 
začetni inštalaciji DNA Centra. Prav tako sem na vseh stikalih nastavila posebej 
namenjeno uporabniško ime in geslo, VLAN ter pripadajoč naslov IP in povezovalni 
protokol na vmesnikih, ki stikala povezujejo med seboj. S temi nastavitvami sem tako 
ročno nastavila medsebojno povezljivost (ustvarila spodaj ležečo podlago). 
 
Stikalo VLAN IP 
C3850-10G-1 10 10.1.10.1/24 
C3850-10G-2 10 10.1.10.2/24 
C3850-2 10 10.1.10.3/24 
C3850-1-stack 10 10.1.10.4/24 
Tabela 4.1:  Osnovne nastavitve omrežne opreme 
 
DNA Center teče na strežniku Cisco Unified Computing System C220 1RU 
(UCS C220 1RU). Nastavitve oddaljenega dostopa do strežnika sem nastavila preko 
»Cisco Integrated Management Controller« (CIMC): 
- CIMC IP: 10.178.10.12, 
- omrežna maska: 255.255.255.128, 
- privzeti prehod: 10.178.10.126. 
S tem sem nastavitve oddaljenega dostopa do UCS strežnika zaključila.  
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Slika 4.2:  Osnovne nastavitve CIMC 
Nastavitve, nastavljene preko CIMC, so namenjene upravljanju strežnika UCS. 
Še vedno pa so manjkale nastavitve programske opreme DNA Centra. Ob zagonu 
DNA Centra sem nastavila IP, omrežno masko, privzeti prehod, gesla za dostop ter 
nastavitve NTP in DNS. Prav tako sem na tej točki določila dve podomrežji (masko 
/21), rezervirani za komunikacijo med različnimi vmesniki API, ki jih zato ne smemo 
uporabiti nikjer drugje v omrežju. V mojem primeru sta bili uporabljeni omrežji 
172.16.8.0/21 in 172.16.16.0/21. 
 
Po končani inštalaciji se lahko na DNA Center povežemo preko grafičnega 
uporabniškega vmesnika (GUI) ali preko vrstičnega ukaznega vmesnika (CLI). 
Vrstični ukazni vmesnik je osnovan na operacijskem sistemu Linux in se uporablja 
predvsem za reševanje težav, povezanih z DNA Centrom (na primer reševanje težav s 
povezljivostjo DNA Centra v Internet). Grafični uporabniški vmesnik je namenjen 
omrežni avtomatizaciji, vpeljavi programsko definiranega dostopa, spremljanju 
omrežja, itd.  
 
Ob prvem vpisu v DNA Center je potrebna nadgradnja sistema na najnovejšo 
različico in namestitev vseh potrebnih paketov za delovanje. Po tem je DNA Center 
pripravljen za uporabo.  
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4.3.2  Dodajanje naprav v DNA Center in lokacijsko umeščanje naprav 
Naprave lahko v DNA Centru odkrijemo z uporabo protokola CDP. Omogočeno 
je tudi ročno dodajanje posameznih naprav in pregled celotnega omrežja (na podlagi 
posredovanega podatka o podomrežju).   
 
V svoji testni postavitvi sem naprave odkrila z uporabo protokola CDP. Podatki, 
ki jih DNA Center potrebuje za odkrivanje, so:  
- naslov IP ene izmed naprav, 
- nivo CDP (s to nastavitvijo povemo število skokov CDP), 
- uporabniško ime in geslo za dostop do vrstičnega ukaznega vmesnika stikala.  
Na DNA Centru sem določila še skupnost SNMP (angl. Simple Network 
Management Protocol, v nadaljevanju je uporabljena kratica SNMP), ki je namenjena 
branju in pisanju. Na stikalih te nastavitve nisem dodala, saj jo DNA Center vrine na 
stikalo ob iskanju naprav.  
 
DNA Center na vsako omrežno napravo vrine certifikat, s katerim vzpostavi 
medsebojno zaupanje in nastavitev sledenja naprav (IP Device Tracking – IPDT).  
 
Slika 4.3:  Izpis dela konfiguracije, kjer je vidna nastavitev sledenja naprav 
Sama sem uporabila naslov IP prvega stikala (10.1.10.1) in nivo CDP 4. 
Nastavitev za branje skupnosti SNMP sem nastavila na »beri« in za pisanje na »pisi«. 
Uporabniško ime in geslo sem uporabila tisto, ki sem ga definirala v začetni 
konfiguraciji stikala.  
 
Odkrivanje naprav je trajalo nekaj minut. Ko je bil postopek zaključen, sem 
pričela z lokacijskim umeščanjem omrežnih naprav. DNA Center dovoli večnivojsko 
umeščanje naprav. Nivoji si sledijo v naslednjem zaporedju: splošno, mesto, območje, 
stavba, nadstropje. Ker vse naprave stojijo v testnem okolju, sem vse umestila na isto 
lokacijo.  
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4.3.3  Skupne nastavitve omrežja 
Lokacijsko umeščanje omrežnih naprav omogoča definicijo splošnih in lokalnih 
skupnih nastavitev omrežja, kot so skupne poverilnice, DHCP, DNS, SYSLOG, 
SNMP, itd. Omogoča tudi definicijo strežnika AAA. Sama sem za strežnik AAA 
uporabila Cisco ISE (Identity Service Engine). 
 
ISE je pomemben del programsko definiranega omrežja. V omrežju odkrije 
identiteto uporabnika in na podlagi tega podatka uveljavi varnostno politiko, ki jo 
določi administrator omrežja. Predhodno sem na virtualni infrastrukturi izvedla 
inštalacijo strežnika ISE (z nameščenimi testnimi licencami, ki zagotavljajo polno 
funkcionalnost strežnika) in vnesla osnovne nastavitve. 
 
Ko sem v DNA Center vpisala naslov IP, kjer se nahaja ISE, porazdeljeno 
skrivnost, poverilnice in FQDN, sem ga potrdila tudi v ISE – integracija se izvede s 
pomočjo nastavitve pxGrid. 
 
Slika 4.4:  Nastavitve pxGrid v ISE 
V skupnih nastavitvah sem ročno nastavila še bazen omrežij, ki jih bom kasneje 
potrebovala. 
 
Ime Naslov 
podomrežja 
Privzeti prehod Server DHCP Server DNS 
Produkcija 172.16.101.0/24 172.16.101.254 10.177.0.1 10.177.0.1 
Infrastruktura 172.16.201.0/24 172.16.201.254 10.177.0.1 10.177.0.1 
Gosti 172.16.250.0/24 172.16.250.254 10.177.0.1 10.177.0.1 
Tabela 4.2:  Podatki o bazenih omrežij 
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4.3.4  Kreiranje navideznih omrežij in varnostnih politik 
Preden sem ustvarila prekrivno omrežje in določila vloge napravam v 
programsko definiranem dostopu, sem iz varnostnih razlogov najprej uredila varnostne 
politike. Vse nastavitve sem urejala v zavihku DNA Policy. 
 
Slika 4.5:  Hiter pregled števila navideznih omrežij in skupin uporabnikov 
Če želimo, da uporabniški promet prehaja tudi med navideznimi omrežji, ga 
pošljemo na zunanji usmerjevalnik ali požarno pregrado – cilj je, da opravi prehod 
skozi vozlišče na robu polja in se potem vrne. Vsako navidezno omrežje namreč 
predstavlja svojo instanco VRF. Posledično ni možno, da promet prehaja med 
posameznimi navideznimi omrežji na isti napravi.  
 
Ko sem ustvarila novo navidezno omrežje, sem lahko pričela z dodeljevanjem 
pripadajočih skupin uporabnikov (na primer uslužbenci, študenti, serverji,…). 
Uporabnike dodelimo s preprosto metodo »primi in spusti«. 
 
Po dodelitvi uporabnikov sem lahko po isti metodi vpeljala še varnostne politike. 
Ustvarila sem dve navidezni omrežji: Campus in Gosti. V navidezno omrežje Campus 
sem dodelila sledeče skupine uporabnikov: Uslužbenci, Fakulteta, Produkcijski 
strežniki, Študenti in strežniki PCI. V navidezno omrežje Gosti sem dodelila skupini 
uporabnikov Gosti in Neznane omrežne naprave. 
 
Slika 4.6:  Izpis skupin, ki pripadajo navideznemu omrežju Campus 
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Za ločevanje prometa in uveljavljanje politik znotraj posameznega navideznega 
omrežja uporabljamo razširljive skupinske značke (SGT), ki jih pripnemo na določeno 
skupino uporabnikov. SGT ustvarimo na strežniku ISE, v DNA Centru pa jih lahko 
uporabljamo glede na potrebe omrežja.  
 
Varnostne politike znotraj DNA pišemo po metodi »primi in spusti«. Ko politiko 
spišemo, se vsi podatki prenesejo v ISE, ta pa potem na podlagi spisane politike ustvari 
TrustSec matriko – le-ta vsebuje kombinacije vseh seznamov za kontrolo dostopa, ki 
smo jih definirali na DNA Centru. Posebnost te matrike je, da seznami kontrole 
dostopov ne vsebujejo naslovov IP virov in ponorov.  
Za spiske kontrole dostopov sem uporabila sledeče podatke:  
 
Vir Akcija Ponor Ime spiska kontrole 
dostopa 
PCI strežniki Zavrni Produkcijski serverji DenyFromPCIServers 
Zavrni Uslužbenci 
Zavrni Študenti 
Študenti Zavrni Uslužbenci DenyFromStudents 
Zavrni PCI strežniki 
Tabela 4.3:  Spiski kontrole dostopov v testnem univerzitetnem omrežju 
 
Slika 4.7:  TrustSec matrika na strežniku ISE 
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4.3.5  Ustvarjanje prekrivnega omrežja v programsko definiranem omrežju 
Ko sem končala z vnosom vseh varnostnih politik, sem lahko pričela z definicijo 
prekrivnega omrežja. Ponovno sem preverila, da so vse omrežne naprave v spodaj 
ležeči podlagi že lokacijsko umeščene – v primeru neznane lokacije omrežnih naprav 
definicija prekrivnega omrežja namreč ni možna. Ko sem potrdila, da so naprave 
pravilno umeščene, sem ustvarila prekrivno omrežje in napravam določila vlogo.  
 
V mojem primeru je vlogo vozlišča v krmilni ravnini in vozlišča na meji polja 
prevzelo stikalo C3850-10G-1. Za vozlišča na robu polja sem določila stikali 
C3850-1-stack in C3850-2. 
 
Ko sem končala z določitvijo vlog v prekrivnem omrežju, sem preverila, ali je 
DNA Center vrinil konfiguracijo na stikala. Preko SSH povezave sem se povezala na 
stikalo in izvedla ukaz show running-config | section lisp. 
 
Spodaj se nahajata izseka izpisa iz vozlišča na meji polja in vozlišča na robu 
polja (z razlago pomembnih delov konfiguracije): 
1. izsek izpisa iz vozlišča na meji polja:  
service ipv4 
encapsulation vxlan 
map-cache-limit 25000 
database-mapping limit dynamic 5000 
itr map-resolver 10.1.10.1 
etr map-server 10.1.10.1 key uci 
etr map-server 10.1.10.1 proxy-reply 
etr 
sgt 
!Konfiguracija, ki definira vozlišče na meji polja 
proxy-etr 
proxy-itr 10.1.10.1 
!Konfiguracija, ki definira vozlišče v krmilni ravnini polja 
map-server 
map-resolver 
exit-service-ipv4 
! 
!Konfiguracija privzetega navideznega omrežja 
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instance-id 4097 
remote-rloc-probe on-route-change 
service ipv4 
eid-table vrf DEFAULT_VN 
route-export site-registrations 
distance site-registrations 250 
map-cache site-registration 
exit-service-ipv4 
! 
exit-instance-id 
! 
!Konfiguracija navideznega omrežja Campus 
instance-id 4098 
remote-rloc-probe on-route-change 
service ipv4 
eid-table vrf Campus 
route-export site-registrations 
distance site-registrations 250 
map-cache site-registration 
exit-service-ipv4 
! 
exit-instance-id 
! 
!Konfiguracija navideznega omrežja Gosti 
instance-id 4099 
remote-rloc-probe on-route-change 
service ipv4 
eid-table vrf Gosti 
route-export site-registrations 
distance site-registrations 250 
map-cache site-registration 
exit-service-ipv4 
! 
exit-instance-id 
! 
site site_uci 
! 
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description map-server configured from apic-em 
authentication-key uci 
eid-record instance-id 4097 0.0.0.0/0 accept-more-specifics 
eid-record instance-id 4098 0.0.0.0/0 accept-more-specifics 
eid-record instance-id 4099 0.0.0.0/0 accept-more-specifics 
exit-site 
 
2. izpis iz vozlišča na robu polja:  
service ipv4 
encapsulation vxlan 
map-cache-limit 25000 
database-mapping limit dynamic 5000 
itr map-resolver 10.1.10.1 
itr 
etr map-server 10.1.10.1 key uci 
etr map-server 10.1.10.1 proxy-reply 
etr 
sgt 
!Pot do vozlišča na meji polja 
use-petr 10.1.10.1 
exit-service-ipv4 
! 
!Konfiguracija privzetega navideznega omrežja 
instance-id 4097 
remote-rloc-probe on-route-change 
service ipv4 
eid-table vrf DEFAULT_VN 
exit-service-ipv4 
! 
exit-instance-id 
! 
!Konfiguracija navideznega omrežja Campus 
instance-id 4098 
remote-rloc-probe on-route-change 
service ipv4 
eid-table vrf Campus 
exit-service-ipv4 
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! 
exit-instance-id 
! 
!Konfiguracija navideznega omrežja Gosti 
instance-id 4099 
remote-rloc-probe on-route-change 
service ipv4 
eid-table vrf Gosti 
exit-service-ipv4 
! 
exit-instance-id 
! 
encapsulation vxlan 
ipv4 locator reachability exclude-default 
exit-router-lisp 
 
V primeru vozlišča v krmilni ravnini polja in vozlišča na meji polja z ukazi preko 
DNA Centra definiramo vlogo, medtem ko na vozliščih, ki se nahajajo na robu polja, 
samo pokažemo pot do omenjenih dveh vozlišč.  
Razlika je vidna tudi pri konfiguraciji privzetega navideznega omrežja ter 
omrežij Campus in Gosti. Na vozlišču, ki je prevzelo vlogo vozlišča na meji, so dodani 
še ukazi za usmerjanje prometa.  
4.3.6  Sprejem gostiteljev v programsko definiranem omrežju 
Bazene omrežij, ki sem jih definirala pri skupnih nastavitvah omrežja, bom 
uporabila za nastavitve povezav gostiteljev. Ob določitvi bazena omrežja se DNA 
Center poveže na vsa vozlišča na robu omrežja in vrine enotno konfiguracijo. 
 
DNA Center na vsa robna vozlišča doda še privzeti prehod za oddajo komurkoli 
v skupini – služi kot enotni privzeti prehod za vse naprave, ki uporabljajo protokol IP. 
Za gostitelje to pomeni, da ob morebitnem premikanju med posameznimi vozlišči ne 
menjajo privzetega prehoda.  
 
Žično povezanim gostiteljem sem na DNA Centru nastavila metodo overjanja 
preko 802.1x. Overjanje se bo izvedlo na vseh vmesnikih robnih vozlišč. 
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Slika 4.8:  Prikaz vklopa overjanja preko metode 802.1x 
Primer vrinjene konfiguracije na vmesniku:  
interface GigabitEthernet1/0/1 
description Connected to Wired-3 Client 
switchport mode access 
switchport voice vlan 4000 
device-tracking attach-policy IPDT_MAX_10 
authentication control-direction in 
authentication event server dead action authorize vlan 3999 
authentication event server dead action authorize voice 
authentication host-mode multi-auth 
authentication order dot1x mab 
authentication priority dot1x mab 
authentication port-control auto 
authentication periodic 
authentication timer reauthenticate server 
authentication timer inactivity server dynamic 
mab 
dot1x pae authenticator 
dot1x timeout tx-period 10 
spanning-tree portfast 
 
V konfiguraciji lahko vidimo vse parametre, ki so potrebni za avtentikacijo 
gostitelja po metodi 802.1x. Dodani so tudi bazeni naslovov IP v predele konfiguracije 
LISP na mejno in robno vozlišče. Spodaj sta izseka konfiguracije iz obeh omenjenih 
vozlišč: 
1. vozlišče na meji polja: 
site site_uci 
description map-server configured from apic-em 
authentication-key uci 
eid-record instance-id 4097 0.0.0.0/0 accept-more-specifics 
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eid-record instance-id 4098 0.0.0.0/0 accept-more-specifics 
eid-record instance-id 4098 172.16.101.0/24 accept-more-specifics 
eid-record instance-id 4098 172.16.201.0/24 accept-more-specifics 
eid-record instance-id 4099 0.0.0.0/0 accept-more-specifics 
eid-record instance-id 4099 172.16.250.0/24 accept-more-specifics 
exit-site 
 
2. vozlišče na robu polja:  
instance-id 4098 
remote-rloc-probe on-route-change 
dynamic-eid 172_16_101_0-Campus 
database-mapping 172.16.101.0/24 locator-set rloc_c17a073e-f7f4-4329-8985-
ee73e03e4997 
exit-dynamic-eid 
! 
dynamic-eid 172_16_201_0-Campus 
database-mapping 172.16.201.0/24 locator-set rloc_c17a073e-f7f4-4329-8985-
ee73e03e4997 
exit-dynamic-eid 
 
4.3.7  Usmerjanje med virtualnimi omrežji s pomočjo zunanjega usmerjevalnika 
Večina deljenih storitev (DHCP, DNS, AAA,…) se nahaja zunaj polja. To torej 
pomeni, da poti do njih najdemo v globalni usmerjevalni tabeli, ne pa tudi v 
usmerjevalnih tabelah posameznih navideznih omrežij. Programsko definirano 
omrežje uporablja deljene storitve za že omenjene namene. Ker želimo, da omrežje 
dostopa do teh deljenih storitev, moramo zagotoviti metodo usmerjanja, ki bo dovolila 
komunikacijo med virtualnimi omrežji.  
 
Usmerjanje do deljenih storitev sem uredila z uporabo zunanjega 
usmerjevalnika, ki omogoča osnovno usmerjanje (uvozi in izvozi poti navideznih 
omrežij). Za komunikacijo z vozliščem na meji polja sem uporabila protokol MP-BGP, 
saj mi je zaradi mehanizma za preprečevanje zank olajšal konfiguracijo. Pri tej 
nastavitvi si nisem pomagala z DNA Centrom, saj sem urejala povezovanje izven polja 
– zunanji usmerjevalnik ni viden v DNA Centru, ker ni bil nikoli dodan. Vso 
konfiguracijo sem torej uredila preko vrstičnega ukaznega vmesnika na mejnem 
vozlišču in zunanjem usmerjevalniku.  
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Slika 4.9:  Primer sheme omrežja z uporabo zunanjega usmerjevalnika  [8] 
Najprej sem omogočila povezljivost IP med mejnim vozliščem in zunanjim 
usmerjevalnikom (nastavila sem vmesnika na obeh napravah in definirala segmente 
VLAN na mejnem vozlišču). Na zunanji usmerjevalnik sem dodala še trenutno 
konfiguracijo VRF in VLAN mejnega vozlišča. Ko sem imela pripravljeno 
konfiguracijo, sem pričela z oglaševanjem poti med obema napravama.  
 
Primer konfiguracije na mejnem vozlišču za virtualno omrežje Campus (z 
razlago pomembnih delov konfiguracije): 
router bgp 65004 
address-family ipv4 vrf Campus 
!Oglaševanje omrežij, ki se nahajajo v navideznem omrežju Campus 
network 172.16.101.0 mask 255.255.255.0 
network 172.16.201.0 mask 255.255.255.0 
!Določitev BGP soseda (zunanji usmerjevalnik) 
neighbor 192.168.100.2 remote-as 65003 
neighbor 192.168.100.2 update-source Vlan901 
neighbor 192.168.100.2 activate 
exit 
!Spodaj definiramo statične poti zato, da prisilimo BGP v oglaševanje le teh 
ip route vrf Campus 172.16.101.0 255.255.255.0 Null0 
ip route vrf Campus 172.16.201.0 255.255.255.0 Null0 
ip route vrf Guest 172.16.250.0 255.255.255.0 Null0 
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Nato sem razširila usmerjevalno domeno še na zunanji usmerjevalnik. Naslednji 
korak je ureditev usmerjanja med navideznimi omrežji. To sem uredila s pomočjo 
uvoza poti iz zunanjega usmerjevalnika v vozlišče na meji polja. Primer uvoza: 
vrf definition Campus 
address-family ipv4 
route-target import 1:4099 
vrf definition Gosti 
address-family ipv4 
route-target import 1:4098 
 
Sedaj se poti oglašujejo tudi med posameznimi navideznimi omrežji.  
4.4  Aplikacijski programski vmesniki znotraj DNA Centra 
Pomemben del programsko definiranega omrežja so tudi severni aplikacijski 
programski vmesniki, ki skrbijo za prevod visokonivojskih zahtev v končne zahteve, 
te pa potem krmilnik programsko definiranega omrežja (DNA Center) vrine na 
omrežne elemente.  
 
V DNA Centru lahko podatke o aplikacijskih programskih vmesnikih najdemo 
znotraj zavihka »API documentation«. V omenjenem razdelku so opisani vsi 
aplikacijski programski vmesniki, ki jih DNA Center uporablja. Razdeljeni so v več 
kategorij. 
 
Slika 4.10:  Izsek dokumentiranih aplikacijskih programskih vmesnikov v DNA Centru 
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Slika 4.11:  Aplikacijski programski vmesnik, ki ustvari poverilnice na omrežnem elementu 
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Dejstvo je, da so obstoječa omrežja zastarela in jih težko prilagajamo hitri digitalizaciji, 
zato je potreba po spremembi dosedanjih klasičnih vidikov nujna.  
 
V diplomski nalogi sem predstavila pojem omrežja, ki temelji na namenu, in pokazala, 
da z njim ne le prilagodimo omrežje na hitro rastoče poslovne zahteve, temveč tudi 
poenostavimo upravljanje in nadgradnjo omrežja. Upravljanje omrežja s pomočjo namenskega 
krmilnika postane centralizirano, kar omogoča jasen pregled nad celotnim omrežjem. Ena od 
ključnih idej omrežja, ki temelji na namenu, so aplikacijski programski vmesniki, ki poskrbijo 
za prevajanje visokonivojskih zahtev v končne zahteve, ki jih razumejo omrežni elementi.  
 
Idejo o omrežju, ki temelji na namenu, lahko izvršimo s pomočjo programsko 
definiranega omrežja, s katerim avtomatiziramo vsakodnevne naloge omrežnih 
administratorjev in pohitrimo reševanje težav v primeru nedelovanja. Sestavljeno je iz spodaj 
ležeče podlage in prekrivnega omrežja. Prekrivnemu omrežju lahko programsko določimo 
ključne sestavne dele omrežja in tako ustvarimo omrežje, ki je raztegljivo in pripravljeno na 
spremembe. V programsko definiranem omrežju je podatkovna ravnina ločena od krmilne. Prav 
tako je s pomočjo segmentacije poskrbljeno za varnost. 
 
V sklopu diplomske naloge sem v izoliranem okolju ustvarila univerzitetno omrežje in ga 
s pomočjo programsko definiranega omrežja izgradila od začetka. Izbrala sem krmilnik 
omrežnega proizvajalca Cisco Systems. Prikazala sem postopek dodajanja naprav v omrežje, 
kreiranja varnostnih politik in ustvarjanja prekrivnega omrežja ter upravljanja z končnimi 
napravami.  
 
Ustvarjanje takega omrežja je nezahtevno, saj ima krmilnik nagonski spletni uporabniški 
vmesnik. Ena od slabosti, ki jo tako omrežje prinese, je nezmožnost uporabe starejših omrežnih 
elementov, saj strojno niso dovolj zmogljivi. 
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Vpeljavo omrežja, ki temelji na namenu, bi priporočila vsem srednjim in večjim 
institucijam, saj zmanjša stroške upravljanja omrežja in ga poenostavi.  
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