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We prove the difference between the minimal entanglement costs in quantum state merging un-
der one-way and two-way communication in a one-shot scenario, whereas they have been known to
coincide asymptotically. While the minimal entanglement cost in state merging under one-way com-
munication is conventionally interpreted to characterize partial quantum information conditioned
by quantum side information, we introduce a notion of spread quantum information evaluated by
the corresponding cost under two-way communication. Spread quantum information quantitatively
characterizes how nonlocally one-shot quantum information is spread, and it cannot be interpreted
as partial quantum information.
Introduction.—Analyses of quantum communication
tasks quantitatively characterize the nature of informa-
tion encoded in quantum systems. Conventionally, tasks
in asymptotic scenarios considering an independent and
identically distributed (IID) source have been used for
such characterizations; e.g., Schumacher compression [1]
quantifies information per quantum state from an IID
source in terms of the minimum amount of quantum com-
munication for transferring these states, which is evalu-
ated by the quantum entropy. By contrast, recently de-
veloping one-shot quantum information theory [2] aims
to analyze quantum communication tasks for a single
copy of state, and such one-shot scenarios are more rel-
evant to practical situations on small and intermediate
scales [3] of up to several dozens of qubits. Consider two
parties, namely a sender A and a receiver B, aiming to
transfer A’s one-qubit state |ψα〉 := α0 |0〉A + α1 |1〉A
from A to B, where {|0〉 , |1〉} is a fixed orthogonal ba-
sis, and α0, α1 ∈ C are arbitrary and unspecified com-
plex coefficients satisfying
∑
l |αl|2 = 1. In this one-shot
scenario, the required amount of quantum communica-
tion is one qubit, which can be interpreted to quantify
one-shot quantum information of |ψα〉 similarly to the
asymptotic scenario. In this sense, one-shot quantum in-
formation of A’s arbitrary multi-qubit state in the form of
α0 |ψ0〉A + α1 |ψ1〉A is also one qubit, where {|ψ0〉 , |ψ1〉}
is a known set of fixed multi-qubit mutually orthogonal
states corresponding to above {|0〉 , |1〉}, and quantum
information is represented as a superposition of these
multi-qubit states.
When quantum information is encoded in a composite
system, such as above α0 |ψ0〉+ α1 |ψ1〉, subsystems can
be distributed between the two distant parties A and B.
We ask how to characterize nonlocal properties of one-
shot quantum information spread nonlocally between A
and B, i.e., represented as an arbitrary superposition
of D shared mutually orthogonal states
∑D−1
l=0 αl |ψl〉AB .
A task of transferring A’s part of
∑D−1
l=0 αl |ψl〉AB to B
without destroying coherence is equivalent to quantum
state merging [4] (simply called state merging in the fol-
lowing), a communication task where A and B initially
share a purified state |ψ〉RAB := 1√
D
∑D−1
l=0 |l〉R⊗ |ψl〉AB
in terms of a reference R with its computational ba-
sis
{
|l〉R
}
l=0,...,D−1
, and a protocol transfers A’s part
of |ψ〉RAB to B, keeping coherence between R and
B [5, 6]. The final state in state merging can be writ-
ten as |ψ〉RB′B , where B′ is B’s system corresponding
to A. These situations of state merging ubiquitously ap-
pear in distributed quantum information processing [7–
11], multipartite entanglement transformations [12–18],
and analyses of a family of other communication tasks in
quantum Shannon theory [19–29]. State merging is also
used for attempts to understand physical phenomena in
quantum thermodynamics [30] and quantum gravity [31].
Originally in Refs. [5, 6], state merging is formulated
in the asymptotic scenario, where n copies of |ψ〉RAB
are given and A’s part is transferred to B within a van-
ishing error in fidelity as n → ∞. In this asymptotic
scenario, state merging has been interpreted to charac-
terize partial quantum information [5] in analogy to the
classical Slepian-Wolf problem [32], where A and B are
given classical messages X and Y respectively, and use
classical communication from A to B to let B know X.
If Y is correlated with X, partial knowledge on X is pro-
vided to B by Y , which is called B’s side information,
and the conditional entropy H (X|Y ) characterizes how
much partial information on X conditioned by Y should
be additionally transferred from A to B. In state merging
of |ψ〉RAB , quantum communication is achieved by means
of quantum teleportation [33], using local operations and
classical communication (LOCC) [34] assisted by entan-
glement resources shared between A and B. The amount
of entanglement required for state merging is called en-
tanglement cost, which is the cost to be minimized.
The minimal entanglement cost in state merging of n
copies of |ψ〉RAB asymptotically converges to the condi-
tional quantum entropy H (A|B)ψ per copy [5, 6]. Even
if A and B are allowed to perform two-way LOCC using
classical communication both from A to B and from B
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2to A, this minimal cost can be achieved by only one-way
LOCC using one-way classical communication from A to
B; that is, B’s preprocessing and classical communica-
tion from B to A do not contribute to reducing this cost.
Analogously to the classical Slepian-Wolf problem, B’s
part of |ψ〉RAB is called quantum side information at B.
Similar notions of quantum side information are widely
used in other contexts, such as entropic uncertainty rela-
tions [35], state exchange [21, 29], and classical-quantum
Slepian-Wolf problems [36–42]. Entanglement cost of an
optimal one-way LOCC protocol for state merging has
been interpreted to characterize how much partial quan-
tum information conditioned by B’s quantum side infor-
mation should be additionally transferred from A to B.
In this letter, we show that the minimal entangle-
ment cost in state merging under one-way LOCC and
that under two-way LOCC can be different in a one-shot
scenario, whereas they coincide in the asymptotic sce-
nario [5, 6]. State merging and its generalized task, state
redistribution [43, 44], have also been defined and an-
alyzed in various one-shot scenarios [4, 45–60], as well
as other derivatives [61–67]. In the one-shot scenar-
ios, state merging can be achieved using techniques of
one-shot decoupling [49], the convex-split lemma [55], or
the Koashi-Imoto decomposition [4]. However, these ex-
isting techniques employ only one-way communication
similarly to the asymptotic scenario. Although two-way
LOCC protocols may outperform one-way LOCC proto-
cols in general, no example of separation between one-
way LOCC and two-way LOCC in entanglement cost of
one-shot state merging has been known [51], due to hard-
ness of evaluating the minimal entanglement cost in one-
shot scenarios. In contrast, we prove an advantage of
two-way LOCC over one-way LOCC in reducing entan-
glement cost in a one-shot scenario of state merging, by
showing an instance. As a result, the following two differ-
ent (but asymptotically coinciding) notions of quantum
information characterized by one-shot state merging are
suggested, as will be discussed after showing our results:
• Partial quantum information conditioned by B’s
quantum side information: The minimal entangle-
ment cost in state merging under one-way LOCC,
in analogy to that in the classical Slepian-Wolf
problem as discussed in Ref. [5];
• Spread quantum information for B: The minimal
entanglement cost in state merging under two-way
LOCC, characterizing how much shared entangle-
ment is needed to concentrate on B quantum infor-
mation initially spread between A and B.
Separation between one-way LOCC and two-way
LOCC in a one-shot state merging.—The task of one-
shot quantum state merging analyzed in this letter is
defined as follows. Given a state |ψ〉RAB and an er-
ror  = 0, define a one-shot scenario of state merg-
one ebit
one-way
LOCC
LOCC
zero ebit
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LOCC
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<latexit sha1_base64="(null)">(null)</latexit>
<latexit sha1_base64="(null)">(null)</latexit>
<latexit sha1_base64="(null)">(null)</latexit>
<latexit sha1_base64="(null)">(null)</latexit>
FIG. 1: One-way LOCC and two-way LOCC protocols for
a one-shot state merging of |ψ〉RAB defined as Eq. (3) rep-
resented by the red circles, where classical communication is
represented by the dotted arrows. While the optimal one-
way LOCC protocol for this task requires nonzero entangle-
ment cost (one ebit, represented by the connected blue cir-
cles), there exists a two-way LOCC protocol achieving zero
entanglement cost, leading a provable separation.
ing of |ψ〉RAB within  as a task of A and B per-
forming LOCC assisted by a maximally entangled state
|ΦK〉AB := 1√K
∑K−1
l=0 |l〉A⊗|l〉B with Schmidt rank K to
transform |ψ〉RAB⊗|ΦK〉AB into a final state ψ˜RB′B sat-
isfying the fidelity condition F 2
(
ψ˜RB
′B , |ψ〉 〈ψ|RB′B
)
:=
〈ψ| ψ˜ |ψ〉 = 1− 2, where entanglement cost log2K is to
be minimized. We call this task non-catalytic approxi-
mate state merging, or if obvious, state merging. This
task is a smoothed version of non-catalytic exact state
merging defined in Ref. [4], while our results also apply to
non-catalytic exact state merging. Such non-catalytic use
of shared entanglement resources is relevant to one-shot
scenarios implemented by small- and intermediate-scale
quantum computers [3] of up to several dozens of low-
noise qubits where a large amount of entanglement cata-
lyst cannot be stored faithfully. Our main result (Fig. 1)
is shown as follows.
Theorem 1. Separation of one-way and two-way LOCC
in a one-shot state merging. There exists a state |ψ〉RAB
(defined later in Eq. (3)) and a nonzero error threshold
0 > 0 such that for any  ∈ [0, 0], the following hold.
1. No one-way LOCC protocol for non-catalytic ap-
proximate state merging of |ψ〉RAB within 
achieves zero entanglement cost, while one ebit of
entanglement cost, i.e., log2K = 1, is achievable.
2. There exists a two-way LOCC protocol for non-
catalytic approximate state merging of |ψ〉RAB
within  achieving zero entanglement cost, i.e.,
log2K = 0 < 1.
Regarding provable separations between one-way
LOCC and two-way LOCC in achievability of quantum
3TABLE I: Whether or not there exists the separation between one-way LOCC and two-way LOCC in terms of achievability of
several quantum tasks in asymptotic and one-shot scenarios.
task
state transformation
(bipartite pure)
state splitting
state merging
(non-catalytic)
entanglement
distillation
local state
discrimination
asymptotic scenario No [68]. No [20]. No [5, 6]. Yes [69]. Yes [70].
one-shot scenario No [71]. No [4]. Yes (Theorem 1). Yes [72]. Yes [73–80].
tasks, only a few examples are known to date, such
as entanglement distillation and local state discrimina-
tion, as summarized in Table I. While the set of one-
way LOCC maps is strictly included in that of two-way
LOCC maps [34], this difference does not necessarily af-
fect achievability of some tasks; e.g., one-way LOCC suf-
fices for deterministic transformations between two fixed
bipartite pure states and state splitting, the inverse com-
munication task of state merging. Among the known
separations, the separation in local state discrimination
based on hypothesis testing is first proven in a one-shot
scenario [75], and later in Ref. [70], it is shown that the
separation does survive in the corresponding asymptotic
scenario. In contrast to such known separations shown in
both asymptotic and one-shot scenarios, Theorem 1 on
state merging provides a case where a provable separation
in a one-shot scenario does not survive in the asymptotic
scenario. Note that in the asymptotic scenario of state
merging of |ψ〉RAB , even if entanglement catalyst is al-
lowed in the definition itself, the amount of entanglement
catalyst necessary in the asymptotically optimal proto-
cols [6, 81] can be arbitrarily close to zero per copy of
|ψ〉RAB . It is unknown how common such examples ex-
hibiting the separation between between one-way LOCC
and two-way LOCC in one-shot state merging are [90].
Connection between state merging and local state dis-
crimination.—For proving Theorem 1 on the separation
between one-way LOCC and two-way LOCC in a one-
shot state merging, we need a no-go theorem that is
only applicable to one-way LOCC and is provably false
for two-way LOCC. The existing proof techniques used
in Refs. [4, 6, 51] for obtaining lower bounds of entangle-
ment cost in state merging are not sufficient, since these
techniques are based on no-go theorems applicable to any
LOCC maps. Hence, another proof technique than these
existing ones has to be established.
In our proof of Theorem 1, local state discrimination
plays an essential role. In local state discrimination, two
parties A and B initially share an unknown state |ψl〉AB
given from a known set
{
|ψl〉AB
}
l=0,...,D−1
of D mutu-
ally orthogonal pure states, and the task aims to deter-
mine the index l of |ψl〉AB with unit probability by an
LOCC measurement. There exists a set of such states for
which local state discrimination is not achievable by one-
way LOCC but is achievable by two-way LOCC, which is
called a 2-LOCC set. References [77–79] provide 2-LOCC
sets for any possible dimensional systems.
State merging and local state discrimination are re-
lated in the sense that achievability of state merging im-
plies that of local state discrimination. If there exists a
protocol exactly achieving state merging of a state having
the Schmidt decomposition |ψ〉RAB := 1√
D
∑D−1
l=0 |l〉R ⊗
|ψl〉AB at zero entanglement cost, then this protocol
transforms any superposition of the D mutually orthog-
onal states
{
|ψl〉AB
}
l
into that of
{
|ψl〉B
′B
}
l
[4], i.e.,
D−1∑
l=0
αl |ψl〉AB LOCC−−−−→
D−1∑
l=0
αl |ψl〉B
′B
. (1)
Local state discrimination for
{
|ψl〉AB
}
l
can be achieved
by first performing the protocol for state merging of
|ψ〉RAB to transform |ψl〉AB into |ψl〉B
′B
for any l, and
then performing B’s measurement for discriminating B’s
mutually orthogonal states
{
|ψl〉B
′B
}
l
. Note that a sim-
ilar connection also holds in the asymptotic scenario [82].
In contrast, achievability of local state discrimination
does not necessarily imply that of state merging if a pro-
tocol achieving local state discrimination uses a technique
of elimination, i.e., the measurement for excluding some
of the possibilities in
{
|ψl〉AB
}
l
. A protocol for local
state discrimination using elimination cannot be utilized
for state merging because elimination destroys coherence
of the superposition of {|ψl〉}l. As for the known 2-LOCC
sets, two-way LOCC protocols for local state discrimina-
tion in Refs. [77–79] require elimination, and hence, are
not applicable to state merging straightforwardly.
We identify a 2-LOCC set for which a two-way LOCC
protocol for local state discrimination can be constructed
without elimination, and we construct the correspond-
ing two-way protocol for state merging. Consider a set{
|ψl〉AB ∈ C11 ⊗ C11
}
l=0,1,2
of three mutually orthogo-
nal states
|ψ0〉AB :=
√
2
11
|Φ2〉AB ⊕
√
9
11
|Φ9〉AB ,
|ψ1〉AB :=
√
2
11
γ1X
A
2 |Φ2〉AB ⊕
√
9
11
(
XA9
)3 |Φ9〉AB ,
|ψ2〉AB :=
√
2
11
γ2Z
A
2 |Φ2〉AB ⊕
√
9
11
(
XA9
)6 |Φ9〉AB ,
(2)
4where each subsystem is decomposed into subspaces
C11 = C2 ⊕ C9, XAk and ZAk are the generalized Pauli
operator [19] on a subspace Ck of A’s system for A’s part
of |Φk〉AB := 1√k
∑k−1
l=0 |l〉A⊗|l〉B , and γ1 and γ2 are non-
real complex numbers satisfying |γ1|2 = 1, |γ2|2 = 1, and
γ2 6= ±iγ21 . Define a tripartite state
|ψ〉 := 1√
3
2∑
l=0
|l〉R ⊗ |ψl〉AB , (3)
where
{
|ψl〉AB
}
l=0,1,2
is given by Eq. (2). This state
|ψ〉RAB yields Theorem 1 as follows.
Proof of the first statement in Theorem 1.—The set{
|ψl〉AB
}
l=0,1,2
defined as Eq. (2) is shown to be a 2-
LOCC set [77], and hence, impossibility of local state
discrimination by one-way LOCC yields impossibility of
non-catalytic exact state merging of |ψ〉RAB defined as
Eq. (3) at zero entanglement cost by one-way LOCC.
Since the set of one-way LOCC maps is compact [34], this
impossibility of non-catalytic exact state merging by one-
way LOCC implies that there exists a sufficiently small
but nonzero error  > 0 such that non-catalytic approxi-
mate state merging of |ψ〉RAB within  is still impossible
at zero entanglement cost by one-way LOCC. Note that
the no-go theorem on local state discrimination by one-
way LOCC in Ref. [77] does not straightforwardly gener-
alize to scenarios where catalytic use of entanglement is
allowed, due to the existence of entanglement discrimina-
tion catalysis [83]. We also construct a one-way LOCC
protocol for state merging of |ψ〉RAB achieving one ebit
of entanglement cost and zero error, i.e., log2K = 1 and
F 2
(
ψ˜, |ψ〉 〈ψ|
)
= 1, based on a method established in
Ref. [4] using the Koashi-Imoto decomposition [84–87]
(See Supplemental Material for detail), which yields the
first statement in Theorem 1.
Proof of the second statement in Theorem 1.—We
construct a two-way LOCC protocol for state merg-
ing of |ψ〉RAB defined as Eq. (3) achieving zero en-
tanglement cost and zero error, i.e., log2K = 0 and
F 2
(
ψ˜, |ψ〉 〈ψ|
)
= 1. While three maximally entangled
two-qubit states
{
|Φ2〉AB , γ1XA2 |Φ2〉AB , γ2ZA2 |Φ2〉AB
}
used as part of Eq. (2) cannot be discriminated by
any LOCC measurement [88], our two-way LOCC
protocol begins with B’s measurement represented as
measurement (Kraus) operators
{
MBj
}
j=0,1,2
satisfying∑
jM
B
j
†
MBj = 1 , in order for the additional terms on
A’s subspace C9 in Eq. (2) to be mutually orthogonal.
Using this orthogonality, A can perform a thirty-three-
outcome measurement represented as
{
MAk|j
}
k=0,...,32
conditioned by B’s measurement outcome j and satisfy-
ing
∑
kM
A
k|j
†
MAk|j = 1 for each j, so that for each mea-
surement outcome j and k, mutually orthogonal states{
|ψl〉AB
}
l=0,1,2
defined as Eq. (2) can be transformed
into mutually orthogonal states of B. Then, B’s lo-
cal isometry correction conditioned by j and k provides
|ψ〉RB′B (See Supplemental Material for detail), which
yields the second statement in Theorem 1.
Partial quantum information and spread quantum in-
formation.—A conventional interpretation of entangle-
ment cost in state merging as partial quantum informa-
tion [5] is based on the one-way communication picture in
analogy to the classical Slepian-Wolf problem, but The-
orem 1 implies that this interpretation is not straightfor-
wardly applicable to the entanglement cost under two-
way LOCC, which can be different in quantity from that
under one-way LOCC. Instead, we consider another as-
pect of state merging in association with local state dis-
crimination; that is, state merging and local state dis-
crimination can be viewed as distributed decoding of in-
formation encoded in a shared quantum state. In local
state discrimination for
{
|ψl〉AB
}
l
, the index l can be
regarded as classical information encoded in |ψl〉AB , and
local state discrimination aims to decode this classical in-
formation by LOCC. In the same way, state merging of
|ψ〉RAB can be regarded as distributed decoding of quan-
tum information [10] by entanglement-assisted LOCC, in
the sense that a protocol for state merging decodes an ar-
bitrary superposition of fixed mutually orthogonal states
shared between A and B into the same superposition
of B’s states, as shown in Formula (1). These notions
of information may be nonlocally encoded in the shared
quantum state [89], in the sense that neither A nor B has
local access to such nonlocally encoded information.
From this viewpoint, a nonlocal property of the map
DAB→B
(∑
l αl |ψl〉AB
)
=
∑
l αl |ψl〉B
′B
for decoding
quantum information nonlocally spread in
∑
l αl |ψl〉AB
is characterized by the minimal entanglement cost in
state merging, which we name spread quantum informa-
tion for B. This map DAB→B is an isometry map that
can be defined for every given |ψ〉RAB [4, 10]. Note that if
catalytic use of entanglement is allowed, negative entan-
glement cost can also be viewed as a net gain of entangle-
ment resources from the redundant part of
∑
l αl |ψl〉AB
as discussed in Ref. [4], and the gained entanglement
can be used as a resource for distributed decoding in
future. Spread quantum information for B characterizes
how nonlocally for B the encoded one-shot quantum in-
formation is spread, while it is not invariant under rever-
sal of A and B similarly to partial quantum information
conditioned by B’s quantum side information.
Conclusion.— We showed that in a one-shot scenario of
state merging, the minimal entanglement cost under one-
way LOCC and that under two-way LOCC can be differ-
ent, whereas these costs coincide in the asymptotic sce-
nario. Our analysis employs an interconnection between
5state merging and local state discrimination to demon-
strate a provable separation between one-way LOCC and
two-way LOCC in entanglement cost of state merging
(a comparison to other quantum tasks is summarized in
Table I). Based on this interconnection, one-shot state
merging can be viewed as distributed decoding of one-
shot quantum information nonlocally encoded and spread
in a composite quantum system. The minimal entan-
glement cost in one-shot state merging under two-way
LOCC, named spread quantum information, quantita-
tively characterizes how nonlocally one-shot quantum in-
formation is spread, and it cannot be interpreted as par-
tial quantum information. On the contrary, if we regard
our two-way LOCC protocol for state merging as B’s pre-
processing of quantum side information and backward
classical communication from B to A followed by one-
way LOCC from A to B, our results suggest that such
preprocessing can be indispensable for minimizing entan-
glement cost in a one-shot state merging from A to B. In
this regard, our results open the way to further research
on how to utilize quantum side information and two-way
multi-round communication in quantum information the-
ory.
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Notations
We represent a system indexed by A as a finite-dimensional Hilbert space HA. Superscripts of an operator or
a vector represent the indices of the corresponding Hilbert spaces, e.g., ψRA on HR ⊗ HA for a mixed state and
|ψ〉RAB ∈ HR ⊗ HA ⊗ HB for a pure state. We may write an operator corresponding to a pure state as ψRAB :=
|ψ〉 〈ψ|RAB . A reduced state may be represented by superscripts, such as ψB := TrRA ψRAB . The identity operator
and the identity map on HR are denoted by 1R and idR, respectively, which may be omitted if obvious. In particular,
we may write the identity operator on a k-dimensional Hilbert space as 1 k for clarity. The computational basis of
any k-dimensional Hilbert space is written as {|0〉 , . . . , |k − 1〉}. The generalized Pauli operators on a k-dimensional
Hilbert space are denoted by Xk :=
∑k−1
l=0 |l + 1 mod k〉 〈l| and Zk :=
∑k−1
l=0 exp
(
i2pil
k
) |l〉 〈l|. A maximally entangled
state with Schmidt rank K is denoted by |ΦK〉 := 1√K
∑K−1
l=0 |l〉 ⊗ |l〉.
We repeat Eqs. (2) and (3) in the main text for readability
|ψ0〉AB :=
√
2
11
|Φ2〉AB ⊕
√
9
11
|Φ9〉AB ,
|ψ1〉AB :=
√
2
11
γ1X
A
2 |Φ2〉AB ⊕
√
9
11
(
XA9
)3 |Φ9〉AB ,
|ψ2〉AB :=
√
2
11
γ2Z
A
2 |Φ2〉AB ⊕
√
9
11
(
XA9
)6 |Φ9〉AB ,
(2)
|ψ〉 := 1√
3
2∑
l=0
|l〉R ⊗ |ψl〉AB . (3)
For clarity, we note that vectors on a direct sum of Hilbert spaces such as the right hand sides of Eq. (2) in the main
text (
1∑
m=0
αm |m〉
)
⊕
(
8∑
m=0
βm |m〉
)
∈ C2 ⊕ C9 (4)
can be regarded as (
1∑
m=0
αm |m〉
)
+
(
10∑
m=2
βm−2 |m〉
)
∈ C11. (5)
One-way LOCC protocol achieving non-catalytic exact state merging at one ebit of entanglement cost
While we show in the main text that non-catalytic approximate state merging of |ψ〉RAB defined as Eq. (3) in
the main text cannot be achieved at zero entanglement cost and within a sufficiently small but nonzero error, we
construct here a one-way LOCC protocol for this task achieving one ebit of entanglement cost and zero error, which
yields the first statement of Theorem 1 in the main text. Note that this one-way LOCC protocol is less costly than
a trivial protocol performing quantum teleportation of A’s part of |ψ〉RAB of an eleven-dimensional system. Our
one-way LOCC protocol is based on the protocol for non-catalytic exact state merging established in Ref. [4], which
uses a decomposition theorem called the Koashi-Imoto decomposition [84–87]. While the general protocol shown in
Ref. [4] requires log2 3 ebits of entanglement cost for |ψ〉RAB , we modify this protocol, using a specific structure of
|ψ〉RAB , to achieve one ebit of entanglement cost. In the following, we mainly discuss this specific part in our case of
non-catalytic exact state merging of |ψ〉RAB , and regarding construction of the general protocol, refer to Ref. [4].
The Koashi-Imoto decomposition is shown as follows. Note that the decomposition corresponding to that called
maximal in Ref [84] is uniquely determined. Refer to Ref. [4] for how to obtain this decomposition.
9Lemma 2. (Lemma 11 in Ref. [87], in Section II C in Ref. [4]) Koashi-Imoto decomposition of a tripartite pure state.
Given any pure state |ψ〉RAB , there exists an algorithmic procedure to obtain a unique decomposition of HA and HB
HA =
J−1⊕
j=0
HaLj ⊗HaRj , HB =
J−1⊕
j=0
HbLj ⊗HbRj , (6)
such that |ψ〉RAB is uniquely decomposed into
|ψ〉RAB =
J−1⊕
j=0
√
p (j) |ωj〉a
L
j b
L
j ⊗ |φj〉Ra
R
j b
R
j , (7)
where p (j) is a probability distribution.
Using the Koashi-Imoto decomposition, we obtain the following.
Proposition 3. Entanglement cost in a non-catalytic exact state merging by one-way LOCC. There exists a one-way
LOCC protocol for non-catalytic exact state merging of |ψ〉RAB defined as Eq. (3) in the main text achieving
log2K = 1, (8)
where non-catalytic exact state merging corresponds to zero error  = 0.
Proof. The proof is by construction, and we present a one-way LOCC protocol achieving Eq. (8). For brevity, we
define
|Ψ0〉 := |Φ2〉 , (9)
|Ψ1〉 :=
(
γ1X
A
2 ⊗ 1B
) |Φ2〉 , (10)
|Ψ2〉 :=
(
γ2Z
A
2 ⊗ 1B
) |Φ2〉 . (11)
Using Lemma 2, we obtain the following Koashi-Imoto decomposition of |ψ〉RAB . The Hilbert spaces HA = C11 of
A and HB = C11 of B are decomposed into
HA =
3⊕
j=0
HaRj , HB =
3⊕
j=0
HbRj , (12)
where
dimHaR0 = dimHbR0 = 2, (13)
dimHaR1 = dimHbR1 = 3, (14)
dimHaR2 = dimHbR2 = 3, (15)
dimHaR3 = dimHbR3 = 3. (16)
Note that for each j ∈ {0, . . . , 3}, HaLj and HbLj in Lemma 2 do not explicitly appear in the decomposition in Eq. (12),
since HaLj = C and HbLj = C in this case. The state |ψ〉RAB is decomposed into
|ψ〉RAB =
√
2
11
|φ0〉Ra
R
0 b
R
0 ⊕
3⊕
j=1
√
3
11
|φj〉Ra
R
j b
R
j , (17)
where
|φ0〉Ra
R
0 b
R
0 :=
√
1
3
2∑
l=0
|l〉R ⊗ |Ψl〉a
R
0 b
R
0 , (18)
10
and for each j ∈ {1, 2, 3},
|φj〉Ra
R
j b
R
j :=
√
1
9
2∑
l,m=0
|l〉R ⊗ |l +m mod 3〉aRj ⊗ |m〉bRj . (19)
While our definition of
{
|ψl〉AB
}
l=0,1,2
in Eq. (2) in the main text uses the decomposition of each system C11 = C2⊕C9,
HaR0 and HbR0 in Eq. (12) correspond to C2, HaR1 and HbR1 in Eq. (12) correspond to a three-dimensional subspace
of C9 spanned by {|0〉 , |3〉 , |6〉}, HaR2 and HbR2 correspond to that by {|1〉 , |4〉 , |7〉}, and HaR3 and HbR3 correspond to
that by {|2〉 , |5〉 , |8〉}. Introducing auxiliary systems Ha0 of A and Hb0 of B, we can also write this decomposition as(
UA ⊗ UB) |ψ〉RAB
=
√
2
11
|0〉a0 ⊗ |0〉b0 ⊗ |φ0〉Ra
RbR
+
3∑
j=1
√
3
11
|j〉a0 ⊗ |j〉b0 ⊗ |φj〉Ra
RbR
(20)
where
dimHa0 = dimHb0 = 4, (21)
dimHaR = max
j
{
dimHaRj
}
= 3, (22)
dimHbR = max
j
{
dimHbRj
}
= 3, (23)
UA is A’s local isometry from HA to Ha0 ⊗HaR , and UB is B’s local isometry from HB to Hb0 ⊗HbR .
Using the Koashi-Imoto decomposition in the form of Eq. (20), Ref. [4] shows a one-way LOCC protocol for non-
catalytic exact state merging. In this protocol, three subprocesses 1, 2, and 3 shown in Ref. [4] are combined using
controlled measurements and controlled isometries, which are controlled by states of Ha0 and Hb0 . In the following,
we discuss these three subprocesses in our case. In particular, we modify Subprocess 2 using a specific structure of
|ψ〉RAB to achieve one ebit of entanglement cost.
Subprocess 1: The first subprocess is concerned with reduced states on HaLj ⊗HbLj , and since HaLj and HbLj do not
explicitly appear in the decomposition in Eq. (12), we do not perform this subprocess.
Subprocess 2: The second subprocess is for transferring A’s part of |φj〉Ra
RbR
to B, so that |φj〉R(b
′)
R
bR
can be
obtained, where H(b′)R is B’s auxiliary system corresponding to HaR . While Ref. [4] uses quantum teleportation
in this subprocess to provide a general protocol, there may exist cases where this subprocess can be achieved at
less entanglement cost than performing quantum teleportation, as pointed out in Implication 4 in Ref. [4]. As for
our case, |φ0〉Ra
RbR
is merged using quantum teleportation, which requires one ebit of an initially shared maximally
entangled state |Φ2〉AB , where HA and HB are systems for the shared maximally entangled states of A and B,
respectively. If |φ1〉Ra
RbR
, |φ2〉Ra
RbR
, or |φ3〉Ra
RbR
are also merged in the same way, log2 3 ebits are required. In
contrast, by performing A’s measurement on HaR in the computational basis
{
|m〉aR
}
m=0,1,2
followed by B’s isometry
correction conditioned by A’s measurement outcome, no entanglement is required for merging |φ1〉Ra
RbR
, |φ2〉Ra
RbR
,
and |φ3〉Ra
RbR
. However, to coherently combine Subprocess 2 for |φ0〉Ra
RbR
, |φ1〉Ra
RbR
, |φ2〉Ra
RbR
, and |φ3〉Ra
RbR
, one
ebit of entanglement |Φ2〉AB has to be consumed by A’s measurement on HA in the computational basis
{
|m〉A
}
m=0,1
followed by B’s isometry correction. Consequently, the LOCC map for Subprocess 2 can be written as a family of
operators {〈j,m2| ⊗ σj,m2}m2 tracing out the post-measurement state of A, where |0,m2〉 and σ0,m2 corresponds to(
U ′j
)† |Φj,m2〉 and σj,m2 in Subprocess 2 shown in Ref. [4] based on quantum teleportation, and for each j ∈ {1, 2, 3},
{|j,m2〉}m2 and σj,m2 are the computational basis for A’s measurement and the isometry for B’s correction conditioned
by A’s measurement outcome m2, respectively.
Subprocess 3: The third subprocess is for merging states on Ha0 ⊗ Hb0 , and this subprocess can be performed in
the same way as Ref. [4].
11
Combining these three subprocesses in the same way as Ref. [4], we obtain the one-way LOCC protocol achieving
Eq. (8).
Q.E.D.
Two-way LOCC protocol achieving non-catalytic exact state merging at zero entanglement cost
We provide a detailed description of the two-way LOCC protocol achieving non-catalytic exact state merging of
|ψ〉 defined as Eq. (3) in the main text at zero entanglement cost, which yields the second statement of Theorem 1
in the main text. As discussed in the main text, protocols achieving local state discrimination using elimination,
such as the two-way LOCC protocols for 2-LOCC sets in Refs. [77–79], are not applicable to state merging in a
straightforward way. For example, consider a set of mutually orthogonal states
{ |ψ0〉AB := |0〉A ⊗ |0〉B , |ψ1〉AB :=
|0〉A ⊗ |1〉B , |ψ2〉AB := |1〉A ⊗ |+〉B
}
, where |+〉 := 1√
2
(|0〉+ |1〉). If A eliminates some of the possibilities by a
measurement in basis {|0〉 , |1〉}, B’s local measurement conditioned by A’s outcome can discriminate the remaining
mutually orthogonal states of B. However, state merging of the corresponding tripartite state 1√
3
∑2
l=0 |l〉R ⊗ |ψl〉AB
is not achievable at zero entanglement cost due to the converse bound shown in Ref. [4]. In contrast to such protocols
for local state discrimination using elimination, our two-way LOCC protocol for state merging can also achieve local
state discrimination of {|ψl〉}l=0,1,2 defined as Eq. (2) in the main text without elimination. In particular, we show
the following.
Proposition 4. Entanglement cost in a non-catalytic exact state merging by two-way LOCC. There exists a two-way
LOCC protocol for non-catalytic exact state merging of |ψ〉RAB defined as Eq. (3) in the main text achieving
log2K = 0, (24)
where non-catalytic exact state merging corresponds to zero error  = 0.
Proof. The proof is by construction, and we present a two-way LOCC protocol for non-catalytic exact state merging
of |ψ〉 achieving Eq. (24), using the notations introduced in the proof of the second statement in Theorem 1 in the
main text. In particular, we show B’s measurement
{
MBj
}
j=0,1,2
and A’s measurement
{
MAk|j
}
k=0,...,32
conditioned
by B’s measurement outcome j, where these measurement (Kraus) operators satisfy
2∑
j=0
MBj
†
MBj = 1 , (25)
32∑
k=0
MAk|j
†
MAk|j = 1 , ∀j ∈ {0, 1, 2} . (26)
In the following, HA and HB are decomposed in the same way as Eq. (2) in the main text for defining
{
|ψl〉AB
}
l
,
that is,
HA = C2 ⊕ C9, HB = C2 ⊕ C9. (27)
The measurement
{
MBj
}
j=0,1,2
performed by B is
MB0 :=
√
1
3
(|0〉 〈0|+ |1〉 〈1|)⊕ (|0〉 〈0|+ |1〉 〈1|+ |2〉 〈2|) , (28)
MB1 :=
√
1
3
(|0〉 〈0|+ |1〉 〈1|)⊕ (|3〉 〈3|+ |4〉 〈4|+ |5〉 〈5|) , (29)
MB2 :=
√
1
3
(|0〉 〈0|+ |1〉 〈1|)⊕ (|6〉 〈6|+ |7〉 〈7|+ |8〉 〈8|) , (30)
where each operator on the right-hand side is on C2 ⊕ C9. This measurement satisfies the completeness condition
2∑
j=0
M†jMj = 1 . (31)
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We show A’s measurement
{
MAk|j
}
k=0,...,32
conditioned by j ∈ {0, 1, 2}. We first show the case of j = 0, that is,{
MAk|0
}
k=0,...,32
, while a similar construction applies to the cases of j = 1, 2 as discussed later. For brevity, we define
a bipartite pure state |Ψ〉 ∈ C9 ⊗ C9 with Schmidt rank three as
|Ψ〉 :=
√
1
3
(|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉+ |2〉 ⊗ |2〉) , (32)
and we also define the Fourier-basis states of three-dimensional subspaces of C9∣∣∣ω(0,4,8)n 〉 := 1√
3
|0〉+ exp
(
ipin
3
)
√
3
|4〉+ exp
(
ipi2n
3
)
√
3
|8〉 , (33)∣∣∣ω(1,5,6)n 〉 := 1√
3
|1〉+ exp
(
ipin
3
)
√
3
|5〉+ exp
(
ipi2n
3
)
√
3
|6〉 , (34)∣∣∣ω(2,3,7)n 〉 := 1√
3
|2〉+ exp
(
ipin
3
)
√
3
|3〉+ exp
(
ipi2n
3
)
√
3
|7〉 , (35)
where n ∈ {0, 1, 2}. If B’s measurement outcome is j = 0, the post-measurement state is∣∣∣ψ(0)〉RAB = 1√
3
2∑
l=0
|l〉R ⊗
∣∣∣ψ(0)l 〉AB , (36)
where ∣∣∣ψ(0)0 〉 :=√ 211 |Φ2〉 ⊕
√
9
11
|Ψ〉
=
√
1
11
(|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉)⊕√
3
11
(|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉+ |2〉 ⊗ |2〉) ,
(37)
∣∣∣ψ(0)1 〉 :=√ 211 (γ1X2 ⊗ 1 ) |Φ2〉 ⊕
√
9
11
(
(X9)
3 ⊗ 1
)
|Ψ〉
=
√
1
11
γ1 (|1〉 ⊗ |0〉+ |0〉 ⊗ |1〉)⊕√
3
11
(|3〉 ⊗ |0〉+ |4〉 ⊗ |1〉+ |5〉 ⊗ |2〉) ,
(38)
∣∣∣ψ(0)2 〉 :=√ 211 (γ2Z2 ⊗ 1 ) |Φ2〉 ⊕
√
9
11
(
(X9)
6 ⊗ 1
)
|Ψ〉
=
√
1
11
γ2 (|0〉 ⊗ |0〉 − |1〉 ⊗ |1〉)⊕√
3
11
(|6〉 ⊗ |0〉+ |7〉 ⊗ |1〉+ |8〉 ⊗ |2〉) .
(39)
Note that in these definitions of
∣∣∣ψ(0)0 〉, ∣∣∣ψ(0)1 〉, and ∣∣∣ψ(0)2 〉, A’s parts of the second terms are on mutually orthogonal
three-dimensional subspaces of C9 spanned by {|0〉 , |1〉 , |2〉}, {|3〉 , |4〉 , |5〉}, and {|6〉 , |7〉 , |8〉}, respectively. In this
case, A’s measurement
{
MAk|0
}
k=0,...,32
is in the form of
Mk|0 :=
〈
φk|0
∣∣ , (40)
where k ∈ {0, . . . , 32}, the post-measurement state of A is traced out, and ∣∣φk|0〉 ∈ C2⊕C9 is an unnormalized vector.
Each
∣∣φk|0〉 is defined as ∣∣φ0|0〉 := √ 3
36
|0〉 ⊕
√
1
36
(|0〉+ |4〉 − γ2 |6〉) , (41)
13
∣∣φ1|0〉 :=−√ 3
36
|0〉 ⊕
√
1
36
(|0〉+ |4〉 − γ2 |6〉) , (42)∣∣φ2|0〉 := √ 3
36
|1〉 ⊕
√
1
36
(− |0〉+ |4〉 − γ2 |6〉) , (43)∣∣φ3|0〉 :=−√ 3
36
|1〉 ⊕
√
1
36
(− |0〉+ |4〉 − γ2 |6〉) , (44)∣∣φ4|0〉 := √ 3
36
|0〉 ⊕
√
1
36
(|0〉 − |4〉 − γ2 |6〉) , (45)∣∣φ5|0〉 :=−√ 3
36
|0〉 ⊕
√
1
36
(|0〉 − |4〉 − γ2 |6〉) , (46)∣∣φ6|0〉 := √ 3
36
|1〉 ⊕
√
1
36
(− |0〉 − |4〉 − γ2 |6〉) , (47)∣∣φ7|0〉 :=−√ 3
36
|1〉 ⊕
√
1
36
(− |0〉 − |4〉 − γ2 |6〉) , (48)∣∣φ8|0〉 := √ 3
36
|0〉 ⊕
√
1
36
(|1〉+ |5〉 − γ2 |7〉) , (49)∣∣φ9|0〉 :=−√ 3
36
|0〉 ⊕
√
1
36
(|1〉+ |5〉 − γ2 |7〉) , (50)∣∣φ10|0〉 := √ 3
36
|1〉 ⊕
√
1
36
(− |1〉+ |5〉 − γ2 |7〉) , (51)∣∣φ11|0〉 :=−√ 3
36
|1〉 ⊕
√
1
36
(− |1〉+ |5〉 − γ2 |7〉) , (52)∣∣φ12|0〉 := √ 3
36
|0〉 ⊕
√
1
36
(|1〉 − |5〉 − γ2 |7〉) , (53)∣∣φ13|0〉 :=−√ 3
36
|0〉 ⊕
√
1
36
(|1〉 − |5〉 − γ2 |7〉) , (54)∣∣φ14|0〉 := √ 3
36
|1〉 ⊕
√
1
36
(− |1〉 − |5〉 − γ2 |7〉) , (55)∣∣φ15|0〉 :=−√ 3
36
|1〉 ⊕
√
1
36
(− |1〉 − |5〉 − γ2 |7〉) , (56)∣∣φ16|0〉 := √ 3
36
|0〉 ⊕
√
1
36
(|2〉+ |3〉 − γ2 |8〉) , (57)∣∣φ17|0〉 :=−√ 3
36
|0〉 ⊕
√
1
36
(|2〉+ |3〉 − γ2 |8〉) , (58)∣∣φ18|0〉 := √ 3
36
|1〉 ⊕
√
1
36
(− |2〉+ |3〉 − γ2 |8〉) , (59)∣∣φ19|0〉 :=−√ 3
36
|1〉 ⊕
√
1
36
(− |2〉+ |3〉 − γ2 |8〉) , (60)∣∣φ20|0〉 := √ 3
36
|0〉 ⊕
√
1
36
(|2〉 − |3〉 − γ2 |8〉) , (61)∣∣φ21|0〉 :=−√ 3
36
|0〉 ⊕
√
1
36
(|2〉 − |3〉 − γ2 |8〉) , (62)∣∣φ22|0〉 := √ 3
36
|1〉 ⊕
√
1
36
(− |2〉 − |3〉 − γ2 |8〉) , (63)∣∣φ23|0〉 :=−√ 3
36
|1〉 ⊕
√
1
36
(− |2〉 − |3〉 − γ2 |8〉) , (64)
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∣∣φ24|0〉 := 0⊕√28
36
∣∣∣ω(0,4,8)0 〉 , (65)∣∣φ25|0〉 := 0⊕√28
36
∣∣∣ω(0,4,8)1 〉 , (66)∣∣φ26|0〉 := 0⊕√28
36
∣∣∣ω(0,4,8)2 〉 , (67)∣∣φ27|0〉 := 0⊕√28
36
∣∣∣ω(1,5,6)0 〉 , (68)∣∣φ28|0〉 := 0⊕√28
36
∣∣∣ω(1,5,6)1 〉 , (69)∣∣φ29|0〉 := 0⊕√28
36
∣∣∣ω(1,5,6)2 〉 , (70)∣∣φ30|0〉 := 0⊕√28
36
∣∣∣ω(2,3,7)0 〉 , (71)∣∣φ31|0〉 := 0⊕√28
36
∣∣∣ω(2,3,7)1 〉 , (72)∣∣φ32|0〉 := 0⊕√28
36
∣∣∣ω(2,3,7)2 〉 , (73)
where 0 is the zero vector on C2. This measurement satisfies the completeness condition
32∑
k=0
M†k|0Mk|0 = 1 . (74)
Similarly, the other measurements for A conditioned by B’s measurement outcomes j = 1 and j = 2, that is,{
MAk|1
}
k=0,...,32
and
{
MAk|2
}
k=0,...,32
, respectively, are defined for each k ∈ {0, . . . , 32} as
Mk|1 := Mk|0
(
0⊕ (X9)3
)
, (75)
Mk|2 := Mk|0
(
0⊕ (X9)6
)
. (76)
These measurements satisfy the completeness condition
32∑
k=0
M†k|jMk|j = 1 , (77)
for each j ∈ {1, 2}.
In our two-way LOCC protocol for non-catalytic exact state merging of |ψ〉RAB at zero entanglement cost, B first
performs the measurement
{
MBj
}
j=0,1,2
, and the measurement outcome j is sent by classical communication from
B to A. Conditioned by j, the measurement
{
MAk|j
}
k=0,...,32
is performed by A, and the measurement outcome k is
sent by classical communication from A to B. After this LOCC measurement
{
MAk|j ⊗MBj
}
j,k
by A and B, for any
pair of measurement outcomes j ∈ {0, 1, 2} and k ∈ {0, . . . , 32}, the post-measurement state(
MAk|j ⊗MBj
)
|ψ〉RAB∥∥∥(MAk|j ⊗MBj ) |ψ〉RAB∥∥∥ , (78)
is a maximally entangled state with Schmidt rank three between R and B. Therefore, B performs local isometry
conditioned by j and k to transform this maximally entangled state into |ψ〉RB′B . This protocol yields the conclusion.
Q.E.D.
