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НЕКОТОРЫЕ ГРАНИЧНЫЕ СВОЙСТВА
АНАЛИТИЧЕСКИХ В ПОЛИКРУГЕ ФУНКЦИЙ,
ОБРАЗУЮЩИХ ЛИНЕЙНО-ИНВАРИАНТНЫЕ
СЕМЕЙСТВА
В работе изучаются граничные свойства модулей производ-
ных функций из линейно-инварианитных семейств в поликруге.
Рассматриваются вопросы о поведении модулей производных в
угловых областях, используется связь линейно-инвариантных
семейств и класса Блоха.
§1. Введение
Объектом изучения будут являться функции
f(z) = f(z1,...,zn), z = (z1,...,zn) ∈ ∆n,
аналитические в поликруге ∆n = ∆ × ... × ∆ | {z }
n
∈ Cn (∆ = {z ∈ C : |z| <
1}), образующие линейно-инвариантные семейства.
Термин линейно-инвариантного семейства был введен Х. Помме-
ренке в [1] для функций, аналитических в единичном круге ∆. Семей-
ство M функций f(z) = z+ ... , аналитических и локально однолист-
ных в ∆, называется линейно-инвариантным семейством, если вместе
с функцией f(z) оно содержит также и функцию вида
f(ϕ(z)) − f(ϕ(0))
f0(ϕ(0))ϕ0(0)
= z + ...
для любого конформного автоморфизма ϕ(z) единичного круга ∆.
Изучение таких семейств вызвало большой интерес. Оказалось,
что многие известные классы конформных отображений являются
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линейно-инвариантными семействами. Следовательно, появилась воз-
можность изучать общие свойства таких классов функций. И если
раньше изучение многих классов конформных отображений в боль-
шей части основывалось на геометрических свойствах, характерных
для функций данного семейства, то с введением понятия линейной
инвариантности стало возможным разработать универсальные мето-
ды изучения свойств классов локально однолистных функций.
В [2] Я. Годуля и В. В. Старков обобщили понятие линейно-инва-
риантного семейства на функции, аналитические в поликруге ∆n.
Зафиксируем число l, 1 ≤ l ≤ n.
Определение 1. Семейство Ml аналитических в ∆n функций f(z)
называется l-линейно-инвариантным семейством, если для каждой
функции из этого семейства выполняются следующие условия:
1)
∂f
∂zl
(z) 6= 0 в ∆n, f(O) = 0,
∂f
∂zl
(O) = 1, где O = (0,...,0) 
центр поликруга;
2) f(zeiθ)e−iθl ∈ Ml для любой функции f ∈ Ml и любого θ =
(θ1,...,θn) ∈ Rn, где zeiθ = (z1eiθ1,...,zneiθn);
3) для любой функции f ∈ Ml и для любого a = (a1,...,an) ∈ ∆n
f(z,a) =
f(ϕa(z)) − f(ϕa(O))
∂f
∂zl
(a)(1 − |al|2)
∈ Ml,
где
ϕa(z) =

z1 + a1
1 + ¯ a1z1
,...,
zn + an
1 + ¯ anzn

 автоморфизм поликруга ∆n.
Норму в Cn определим формулой
||z|| = max
k
|zk| для z = (z1,...,zn).
Пусть
∂f(z,a)
∂zl
= 1 + c1(f,a)z1 + ... + cn(f,a)zn + o(kzk).
Определение 2. Порядком функции из линейно-инвариантного се-
мейства Ml называется число
ordf =
1
2
sup
a∈∆n
k(c1(f,a),...,cn(f,a))k.14 Е. Г. Ганенкова
Порядком линейно-инвариантного семейства Ml называется число
ordMl = sup
f∈Ml
ordf.
Определение 3. Универсальным l-линейно-инвариантным семейст-
вом Ul
α порядка α называется объединение всех l-линейно-инвариант-
ных семейств, порядок которых не превосходит α:
Ul
α =
[
ordMl≤α
Ml.
В [2] показано, что Ul
α = ∅ при α < 1.
Важным при изучении аналитических функций является вопрос
о поведении этих функций при приближении их аргумента к грани-
це. Одной из задач этого класса является описание характера ро-
ста модулей функций и их производных вблизи остова поликруга
{z = (z1,...,zn) ∈ Cn : |zk| = 1, k = 1,...,n}. В случае функций
одного переменного (n = 1) это было сделано в работах [3–7]; для
функций, аналитических в поликруге, теоремы, описывающие реше-
ние данной задачи, получены в [8–10].
Естественно рассматривать симметричную задачу: описать харак-
тер убывания тех же величин при приближении z к ∂∆n. Для од-
номерного случая в [11] была получена теорема, утверждающая, что
модули производных функций из Ul
α убывают гладко, регулярно. В
[12] этот результат был обобщен на случай поликруга.
Обозначим rk = |zk|, r = (r1,...,rn), где rk ∈ (0;1) ∀k = 1,...,n,
тогда z = reiθ. Пусть I = (1−,...,1−). Для непрерывной в ∆n функции
p(z) и фиксированного r ∈ (0;1) обозначим
m(r,p) = min
kzk≤r
|p(z)|.
Для f ∈ Ul
α введем обозначение
Φθ(r) =
 
 
∂f
∂zl
(reiθ)


 
n Y
k=1

1 + rk
1 − rk
α
(1 − r2
l ).
Теорема A (регулярности роста в Ul
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1) для любого фиксированного θ величины Φθ(r) и min
θ
Φθ(r) не
убывают по каждой переменной rk ∈ (0;1); величина
m

r,
∂f
∂zl

(1 + r)αn+1
(1 − r)αn−1
не убывает по r ∈ (0;1);
2) существуют такие δ ∈ [1,∞] и θ0 ∈ Rn, что
δ = lim
r→1−

m

r,
∂f
∂zl

(1 + r)αn+1
(1 − r)αn−1

= lim
r→I
min
θ
Φθ(r) = lim
r→I
Φθ0(r);
3) δ = 1 ⇐⇒ f(z) = kθ(z) =
= −
eiθl
2α
"
n Y
k=1

1 − zke−iθk
1 + zke−iθk
α
− 1
#
+ Q(z1,...,zl−1,zl+1,...,zn),
где Q  любая аналитическая в ∆n−1 функция, такая, что Q(O) = 0.
Определение 4. Вектор θ0 ∈ Rn из п. 2) теоремы А будем называть
направлением максимального убывания (н.м.у.) функции f(z) ∈ Ul
α.
Определение 5. Направлением интенсивного убывания (н.и.у.)
функции f(z) ∈ Ul
α будем называть каждый вектор θ = (θ1,...,θn) ∈
[0;2π)n, такой, что
lim
r→I
Φθ(r) = δθ < ∞.
Определение 6. Будем называть δθ числом Хеймана функции f по
аналогии с терминологией теорем регулярности роста.
Данная работа является продолжением исследований, связанных
с теоремами регулярности убывания в семействе Ul
α.
§2. Поведение производных в угловой области
Будем рассматривать функции f ∈ Ul
α, имеющие хотя бы одно
н.и.у.
Обозначим N0 = N ∪ 0.
В данном разделе будет показано, что если функция f(z) ∈ Ul
α
имеет н.и.у. γ = (γ1,...,γn) c соответствующим ему числом Хеймана16 Е. Г. Ганенкова
δ, то поведение величин

 

∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)

 
 и

 

∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)

 
 · δ
при R → 1− мало отличается в угловой области
∆n(R,η) =
= {ζ = (ζ1,...,ζn) ∈ ∆n : |arg(1 − ζke−iγk)| < η ∀k, R < ||ζ|| < 1},
η ∈ (0;π/2), для любых чисел qk ∈ N0, q1 + ... + qn = q, удовлетворя-
ющих условиям:

qk ≤ α, при α ∈ N
qk  любое натуральное, при α / ∈ N. (1)
Сначала докажем вспомогательную теорему.
Семейство Ul
α разобьем на непересекающиеся подклассы Ul
α(δ), δ ∈
[1;∞], полагая, что класс Ul
α(δ) состоит из всех функций из Ul
α, кото-
рым соответствует одно и то же δ  число из теоремы А.
Обозначим ˙ Ul
α(δ) =
n
∂f
∂zl : f ∈ Ul
α(δ)
o
.
Теорема 1. Пусть gδ(z) ∈ ˙ Ul
α(δ) и gδ(z) → g1(z) равномерно внутри
∆n при δ → 1 + . Тогда g1(z) = ∂kθ
∂zl (z) при некотором θ ∈ Rn.
Доказательство. В [2] доказано, что семейство ˙ Ul
α компактно в то-
пологии равномерной сходимости внутри ∆n. Поэтому g1 ∈ ˙ Ul
α(δ0) при
некотором δ0 ∈ [1;∞].
Предположим, что теорема не верна, то есть g1(z) 6= ∂kθ
∂zl (z) ни при
каком θ ∈ Rn. Тогда по теореме А δ0 > 1.
Зафиксируем ε ∈
 
0; δ0−1
4

. По теореме А величина
m(r,g1)
(1 + r)αn+1
(1 − r)αn−1
не убывает по r ∈ (0;1). Следовательно, существует такое r(ε) > 0,
что для любого r ∈ (r(ε);1) выполняется неравенство
m(r,g1)
(1 + r)αn+1
(1 − r)αn−1 > δ0 − ε.
Зафиксируем r0 ∈ (r(ε);1). Так как gδ(z) → g1(z) равномерно внут-
ри ∆n при δ → 1+, то ∀δ ∈ (1; δ0+1
2 )
|m(r0,gδ) − m(r0,g1)|
(1 + r0)αn+1
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Следовательно,
m(r0,gδ)
(1 + r0)αn+1
(1 − r0)αn−1 > m(r0,g1)
(1 + r0)αn+1
(1 − r0)αn−1 − ε >
> δ0 − 2ε >
δ0 + 1
2
> δ.
Но из неубывания по r ∈ (0;1) величины m(r,gδ)
(1 + r)αn+1
(1 − r)αn−1 следует,
что
δ ≥ m(r0,gδ)
(1 + r0)αn+1
(1 − r0)αn−1.
Полученное противоречие показывает, что
g1(z) =
∂kθ
∂zl
(z)
при некотором θ ∈ Rn. 2
Теорема 2. Пусть α > 1, f(z) ∈ Ul
α(δ0), δ0 < ∞ и γ = (γ1,...,γn) 
н.и.у. функции f(z), которому соответствует число Хеймана
δ ∈ [δ0;∞).
Тогда для любых qk, k = 1,...,n, удовлетворяющих условиям (1),
q = q1 + ... + qn, и для любого фиксированного η ∈ (0;π/2)
e−iΦ(ζ) ·
∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)
∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)
→ δ
при ∆n(R,η) 3 ζ → eiγ, где
Φ(ζ) = arg
∂f
∂zl
(ρ(ζ)eiγ),
ρ(ζ) = ρ = (ρ1,...,ρn), ρk = ρk(ζ) =
s
(1 − r2
0)2
4r4
0c2
k
−
1
r2
0
−
1
2ck

1 −
1
r2
0

,
ck = Re{ζke−iγk} − tgη|Im{ζke−iγk}|, k = 1,...,n, r0 = sinη.18 Е. Г. Ганенкова
Доказательство. Доказательство теоремы для случая q = 0 в идей-
ном плане повторяет доказательство аналогичной теоремы 3.1 из [9].
Докажем сначала, что для любого фиксированного r0 ∈ (0;1)
∂f
∂zl

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂f
∂zl
(ρeiγ)
−
−
∂kγ
∂zl

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂kγ
∂zl
(ρeiγ)
→ 0 (2)
равномерно в поликруге ∆n
r0 = {z ∈ Cn : ||z|| ≤ r0} при ρ, стремящем-
ся к I.
В случае f ∈ Ul
α(∞) утверждение (2) очевидно, так как тогда по
теореме А функция
∂f
∂zl
(z) совпадает с
∂kγ
∂zl
(z).
Рассмотрим случай δ0 ∈ (1;∞). Пусть δ  число Хеймана, соот-
ветствующее н.и.у. γ; 1 < δ0 ≤ δ < ∞. В [12] показано, что γ  н.и.у.
функции f(z) тогда и только тогда, когда γ(a) = (γ1(a),...,γn(a)) 
н.и.у. функции f(z,a), a ∈ ∆n, и
eiγk(a) =
eiγk − ak
1 − ¯ akeiγk , k = 1,...,n.
Пусть δγ(a)  число Хеймана функции f(z,a), соответствующее н.и.у.
γ(a). Тогда числа δ и δγ(a) связаны равенством (см. [12], доказатель-
ство теоремы 2):
δγ(a) =
δ 
 
∂f
∂zl(a)

 (1 − |al|2)
n Y
k=1

1 − |ak|2
|1 + ¯ akeiγk|2
α
(3)
Пусть a = ρeiγ, где ρ = (ρ1,...,ρn) ∈ (0;1)n, тогда (3) перепишем в
виде
δγ(a) = δ ·
  


∂f
∂zl
(a)
 


n Y
k=1

1 + ρk
1 − ρk
α
(1 − ρ2
l)
!−1
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Переходя в этом равенстве к пределу при ρ → I, по определению 5
получим, что δγ(a) → 1 при ρ → I.
В [2] показано, что функции семейства ˙ Ul
α равномерно ограничены
внутри ∆n. Тогда по принципу компактности ([13], c. 23) для любой
последовательности ρ(N) = (ρ
(N)
1 ,...,ρ
(N)
n ) ∈ (0;1)n такой, что ρ(N) →
I при N → ∞, последовательность
∂f
∂zl(z,ρ(N)eiγ) равномерно внутри
∆n сходится к некоторой аналитической функции. По теореме 1 этой
функцией является ∂kθ
∂zl (z) для некоторого θ ∈ Rn.
Докажем, что θ = γ. Обозначим
R
(N)
k =
rk + ρ
(N)
k
1 + rkρ
(N)
k
, k = 1,...,n, R(N) = (R
(N)
1 ,...,R(N)
n ).
Тогда  


∂kθ
∂zl
(reiγ)
 
  =
= lim
N→∞

 

∂f
∂zl
(ρ(N)eiγ,reiγ)

 
 = lim
N→∞

 

∂f
∂zl
(R(N)eiγ)

 


 

∂f
∂zl
(ρ(N)eiγ)

 
 · |1 + ρ
(N)
l rl|2
=
= lim
N→∞
"
 

∂f
∂zl
(R(N)eiγ)

 

n Y
k=1
 
1 + R
(N)
k
1 − R
(N)
k
!α 
1 − (R
(N)
l )2
#
×
× lim
N→∞
" 
 
∂f
∂zl
(ρ(N)eiγ)
 


n Y
k=1
 
1 + ρ
(N)
k
1 − ρ
(N)
k
!α 
1 − (ρ
(N)
l )2

#−1
×
× lim
N→∞
n Q
k=1
 
1 + ρ
(N)
k
1 − ρ
(N)
k
!α 
1 − (ρ
(N)
l )2

n Q
k=1
 
1 + R
(N)
k
1 − R
(N)
k
!α 
1 − (R
(N)
l )2

|1 + ρ
(N)
l rl|2
.
Так как
lim
N→∞
1 − R
(N)
k
1 − ρ
(N)
k
= lim
N→∞
(R
(N)
k (ρk))0 = lim
N→∞
1 − r2
k 
1 + rkρ
(N)
k
2 =
1 − rk
1 + rk
,20 Е. Г. Ганенкова
то с использованием определения 5 получим, что

 

∂kθ
∂zl
(reiγ)

 
 = δ ·
1
δ
·
n Y
k=1

1 − rk
1 + rk
α 
1 + rl
1 − rl

1
(1 + rl)2 =
=
n Y
k=1

1 − rk
1 + rk
α 1
1 − r2
l
.
Следовательно, 

 
∂kθ
∂zl
(reiγ)


  → 0
при rk → 1−, rj ∈ ∆ (j 6= k) для любого фиксированного
k ∈ {1,...,n}. А это возможно только в случае θ = γ, так как
 


∂kθ
∂zl
(reiγ)
 

 =
|1 − rle−i(θl−γl)|α−1
|1 + rle−i(θl−γl)|α+1 ·
n Y
k=1
k6=l
 


1 − rke−i(θk−γk)
1 + rke−i(θk−γk)
 


α
.
Так как функции семейства ˙ Ul
α равномерно ограничены внутри ∆n,
то, применяя обобщенную теорему Витали (см. [14], с. 710) к функци-
ям
f(z,ρeiγ)
∂zl
, заключаем, что
∂f
∂zl
(z,ρeiγ)−→
ρ→I
∂kγ
∂zl
(z)
равномерно внутри ∆n. В частности, для любого фиксированного
r0 ∈ (0;1)
∂f
∂zl

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂f
∂zl
(ρeiγ) · (1 + ρle−iγlzl)2
при ρ → I стремится к
1
1 − z2
l e−2iγl
n Y
k=1

1 − zke−iγk
1 + zke−iγk
αНекоторые граничные свойства функций в поликруге 21
равномерно в поликруге ∆n
r0. Таким образом, функции
∂f
∂zl

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂f
∂zl
(ρeiγ)
и
∂kγ
∂zl

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂kγ
∂zl
(ρeiγ)
=
=
n Y
k=1

 

1 − e−iγk ·
zk + ρkeiγk
1 + ρke−iγkzk
1 + e−iγk ·
zk + ρkeiγk
1 + ρke−iγkzk

 

α
×
×
1
1 −

zl + ρleiγl
1 + ρle−iγlzl
2
e−2iγl
·
"
n Y
k=1

1 − ρk
1 + ρk
α 1
1 − ρ2
l
#−1
=
=
n Y
k=1

1 − zke−iγk
1 + zke−iγk
α
·
(1 + ρle−iγlzl)2
1 − z2
l e−2iγl
равномерно в ∆n
r0 при ρ → I сходятся к одной и той же аналитической
в ∆n функции, то есть выполняется утверждение (2).
Функции
ζk =
zk + ρkeiγk
1 + ρke−iγkzk
, k = 1,...,n,
однолистно отображают круг {zk ∈ ∆, |zk| < r0} на круг с центром
ck(ρk) = eiγkρk
1 − r2
0
1 − ρ2
kr2
0
и радиусом rk(ρk) =
r0(1 − ρ2
k)
1 − ρ2
kr2
0
. Следователь-
но,
∂f
∂zl
(ζ)
∂f
∂zl
(ρeiγ)
−
∂kγ
∂zl
(ζ)
∂kγ
∂zl
(ρeiγ)
−→
ρ→I
0 (4)
равномерно в поликруге
Kρ(r0) = {ζ = (ζ1,...,ζn) ∈ ∆n : |ζk − ck(ρk)| < rk(ρk), k = 1,...,n}.22 Е. Г. Ганенкова
Так как
lim
ρ→1−
∂kγ
∂zl
(ζ)
∂kγ
∂zl
(ρeiγ)
6= 0,
то (4) эквивалентно тому, что
∂f
∂zl
(ζ)
∂kγ
∂zl
(ζ)
·
∂kγ
∂zl
(ρeiγ)
∂f
∂zl
(ρeiγ)
−→
ρ→I
1
равномерно в Kρ(r0).
Обозначив Φ(ζ) = arg
∂f
∂zl
(ρeiγ) и учитывая, что arg
∂kγ
∂zl
(ρeiγ) = 0
и
∂f
∂zl
(ζ)
∂kγ
∂zl
(ζ)
·
 


∂kγ
∂zl
(ρeiγ)

 

n Y
k=1

1 + ρk
1 − ρk
α
(1 − ρ2
l)
eiΦ(ζ)
 


∂f
∂zl
(ρeiγ)
 


n Y
k=1

1 + ρk
1 − ρk
α
(1 − ρ2
l)
−→
ρ→I
1,
по определению 5, получим, что
∂f
∂zl
(ζ)
∂kγ
∂zl
(ζ)
e−iΦ(ζ) −→
ρ→I
δ
равномерно в Kρ(r0). То есть для любого ε > 0 существует M ∈ (0,1)
такое, что условие ρ : ||ρ|| ∈ (M,1) влечет выполнение неравенства


 

 

∂f
∂zl
(ζ)
∂kγ
∂zl
(ζ)
e−iΦ(ζ) − δ


 

 

< ε, ∀ζ ∈ Kρ(r0). (5)
Пусть 2βk  величина угла с вершиной в точке eiγk и сторонами,
касающимися круга {ζk ∈ C : |ζk − ck(ρk)| ≤ rk(ρk)}. Тогда
sinβk =
rk(ρk)
1 − |ck(ρk)|
=
r0(1 − ρ2
k)
1 − ρ2
kr2
0 − ρk + ρkr2
0
=
r0(1 + ρk)
1 + ρkr2
0
= ψ(ρk),Некоторые граничные свойства функций в поликруге 23
Функция ψ(ρk) возрастает с ростом ρk. Поэтому cовокупность по-
ликругов Kρ(r0) заполняет некоторую подобласть ∆n, содержащую
∆n(R,η) при некоторых R и η. В качестве η можно взять arcsinr0,
т. к. ψ(ρk) возрастает. То есть η можно брать сколь угодно близ-
ким к π/2, если r0 достаточно близко к 1. Таким образом, (5) вы-
полнено в ∆n(R,η), где η можно считать любым заданным числом
из (0,π/2), R зависит от ε. При этом каждому ζ ∈ ∆n(R,η) соответ-
ствует некоторое Φ = Φ(ζ) (не единственное, поскольку ζ принад-
лежит многим Kρ(r0)), где ρ такое, что ζ ∈ Kρ(r0). Следователь-
но, для ζ ∈ ∆n(R,η) можем выбрать ρ = (ρ1,...,ρn), такое, что
для каждого k = 1,...,n точка ζk будет лежать на радиусе круга
{u ∈ C : |u − ck(ρk)| ≤ rk(ρk)}, ортогональном одной из сторон угло-
вой области {u ∈ C : |arg(1 − ue−iγk)| < η}. Тогда
sin
π
2
− η

=
Im[(ζk − ck(ρk))e−iγk]
|(ζk − ck(ρk))e−iγk|
.
Будем предполагать, что Im(ζke−iγk) 6= 0. В противном случае ζk по-
падает на радиус круга {u ∈ C : |u−ck(ρk)| ≤ rk(ρk)}, ортогональный
∂∆ в точке eiγk. В этой ситуации будем полагать, что ζk совпадает с
центром ck(ρk) круга {u ∈ C : |u − ck(ρk)| ≤ rk(ρk)}. Поэтому
1
cos2 η
=

Re(ζke−iγk) − |ck(ρk)|
Im(ζke−iγk)
2
+ 1.
То есть
tg η =
Re(ζke−iγk) − |ck(ρk)|
|Im(ζke−iγk)|
⇐⇒
⇐⇒ |ck| = |ck(ρk)| = Re(ζke−iγk) − tg η|Im(ζke−iγk)|.
Так как |ck(ρk)| = ρk
1 − r2
0
1 − ρ2
kr2
0
, то ρ2
kr2
0|ck(ρk)|+ρk(1−r2
0)−|ck(ρk)| = 0
и
ρk = ρk(ζk) =
s
(1 − r2
0)2
4r4
0|ck|2 −
1
r2
0
+
1
2|ck|

1 −
1
r2
0

,
где r0 = sinη. Теорема для q = 0 доказана.
Перейдем к доказательству теоремы для q ≥ 1. Будем дифферен-
цировать (2) по переменным zk (k = 1,...,n) qk раз соответственно
(q = q1 + ... + qn), причем каждый раз после дифференцирования24 Е. Г. Ганенкова
полученный результат будем умножать на (1 + zkρke−iγk)2, где k 
индекс переменной zk, по которой производится дифференцирование.
Тогда по теореме Вейерштрасса (см. [15], c. 34) получим, что
∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂f
∂zl
(ρeiγ)
·
n Y
k=1
(1 − ρ2
k)qk−
−
∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂kγ
∂zl
(ρeiγ)
·
n Y
k=1
(1 − ρ2
k)qk
стремится к нулю при ρ → I равномерно в ∆n
r0.
Так как
∂kγ
∂zl

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂kγ
∂zl
(ρeiγ)
−→
ρ→I
−→
ρ→I

1 − zle−iγl
1 + zle−iγl
α−1 n Y
k=1
k6=l

1 − zke−iγk
1 + zke−iγk
α
равномерно внутри ∆n, то
∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂kγ
∂zl
(ρeiγ)
·
n Y
k=1
(1 − ρ2
k)qk −→
ρ→I
−→
ρ→I
(−2)qe
−i(
n P
k=1
γkqk)
·

1 + zle−iγl
1 − zle−iγl

·
(α − ql)
α
×
×
n Y
k=1
"
α(α − 1)...(α − qk + 1)

1 − zke−iγk
1 + zke−iγk
α−qk#Некоторые граничные свойства функций в поликруге 25
равномерно внутри ∆n, а, следовательно, и равномерно в ∆n
r0. Поэто-
му функция
∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n

z1 + ρ1eiγ1
1 + ρ1e−iγ1z1
,...,
zn + ρneiγn
1 + ρne−iγnzn

∂kγ
∂zl
(ρeiγ)
·
n Y
k=1
(1 − ρ2
k)qk
отделена от нуля в ∆n
r0 при ρ → I для всех qk, k = 1,...,n, удовле-
творяющих условиям (1). Значит, для указанных qk, k = 1,...,n,
∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)
∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)
·
∂kγ
∂zl
(ρeiγ)
∂f
∂zl
(ρeiγ)
−→
ρ→I
1 (6)
равномерно в Kρ(r0). Далее, как в случае q = 0, из (6) получим, что
e−iΦ(ζ) ·
∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)
∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n
(ζ)
→ δ
равномерно в ∆n(R,η) при R → 1 − . 2
§3. Теорема регулярности убывания
для производных высших порядков
Следующая теорема является аналогом теоремы А для частных
производных любого порядка.
Теорема 3. Пусть f ∈ Ul
α, γ  н.и.у. функции f, δ  число Хеймана,
соответствующее этому н.и.у. Тогда для любых qk ∈ N0,
k = 1,...,n, удовлетворяющих условиям (1), q1 + ... + qn = q, су-
ществует
lim
r→I

 

∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(reiγ)

 

(1 − rl)
n Q
k=1
(1 − rk)α−qk
=
=
δ|α − ql|
2αn+1α
n Y
k=1
|α(α − 1)...(α − qk + 1)|signqk.26 Е. Г. Ганенкова
Доказательство. Вычислим предел
lim
∆n3z→I




∂q+1kO(z)
∂zl∂z
q1
1 ...∂z
qn
n
·
(1 − zl)
n Q
k=1
(1 − zk)α−qk



. (7)
Поскольку
∂q+1kO
∂zl∂z
q1
1 ...∂z
qn
n
(z) =
∂ql
∂z
ql
l

(1 − zl)α−1
(1 + zl)α+1

·
n Y
k=1
k6=l
∂qk
∂z
qk
k

1 − zk
1 + zk
α
и для qk ≥ 1, k = 1,...,n, при zl → 1−
∂ql
∂z
ql
l

(1 − zl)α−1 · (1 + zl)−α−1
=
= (−1)ql[(α − 1)(α − 2)...(α − ql)]signql ·
(1 − zl)α−ql−1
(1 + zl)α+1 (1 + o(1 − zl))
и
∂qk
∂z
qk
k

(1 − zk)α · (1 + zk)−α
=
= (−1)qk[α(α − 1)...(α − qk + 1)]signqk ·
(1 − zk)α−qk
(1 + zk)α (1 + o(1 − zk)),
то искомый предел (7) будет равен
(−1)ql[(α − 1)(α − 2)...(α − ql)]signql
2α+1 ×
×
n Y
k=1
k6=l
(−1)qk[α(α − 1)...(α − qk + 1)]signqk
2α =
=
(−1)q(α − ql)
2αn+1α
·
n Y
k=1
[α(α − 1)...(α − qk + 1)]signqk.Некоторые граничные свойства функций в поликруге 27
В частности,
lim
r→I




∂q+1kO(r)
∂zl∂z
q1
1 ...∂z
qn
n
·
(1 − rl)
n Q
k=1
(1 − rk)α−qk



 =
=
(−1)q(α − ql)
2αn+1α
·
n Y
k=1
[α(α − 1)...(α − qk + 1)]signqk.
По теореме 2 для любых qk, k = 1,...,n, удовлетворяющих усло-
виям (1), q1 + ... + qn = q,

 

 


∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(reiγ)
∂q+1kγ
∂zl∂z
q1
1 ...∂z
qn
n
(reiγ)

 

 


−→
r→I
δ,
что эквивалентно тому, что
 

 

 
∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(reiγ)
∂q+1kO
∂zl∂z
q1
1 ...∂z
qn
n
(r)
 

 

 
−→
r→I
δ.
Следовательно, для указанных qk, k = 1,...,n, получим, что
lim
r→I


 
∂q+1f
∂zl∂z
q1
1 ...∂z
qn
n
(reiγ)


 
(1 − rl)
n Q
k=1
(1 − rk)α−qk
=
=
δ|α − ql|
2αn+1α
n Y
k=1
|α(α − 1)...(α − qj + 1)|signqk.
Теорема доказана. 2
§4. Аналог теоремы регулярности
для функций Блоха
Определение 7. Аналитическая в поликруге ∆n функция g назы-
вается функцией Блоха, если
max
k=1,...,n
sup
z∈∆n
 

(1 − |zk|2)
∂g
∂zk
(z)
 

 < ∞.28 Е. Г. Ганенкова
Множество B всех функций Блоха называется классом Блоха.
Интерес к этому классу в данной работе вызван существовани-
ем связи между функциями этого класса и функциями из линейно-
инвариантных семейств.
Теорема B [2]. Пусть l ∈ {1,...,n} фиксировано. Тогда следую-
щие условия эквивалентны:
(i) g ∈ B;
(ii) существует функция f ∈
S
α<∞
Ul
α такая, что
g(z) − g(O) = log
∂f
∂zl
(z).
Используя эту взаимосвязь, получим аналог теоремы регулярно-
сти для класса B.
Теорема 4. Пусть g ∈ B,
α = ord
zl Z
0
exp{g(z1,...,zl−1,t,zl+1,...,zn) − g(O)}dt.
Тогда
1) существует такие δ ∈ [0;∞] и θ0 ∈ Rn, что
δ = lim
r→1−

m(r,g(z) − g(O) + αnlog
1 + r
1 − r
+ log(1 − r2)

=
= lim
r→I
"
min
θ
Re{g(reiθ) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )
#
=
= lim
r→I
"
Re{g(reiθ0) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )
#
,
2) величина, стоящая под знаком первого предела, не убывает по
r ∈ (0;1); величины, стоящие под знаками второго и третьего преде-
лов, не убывают по каждому rk ∈ (0;1), k = 1,...,n;
3) δ = 0 ⇐⇒ g(z) = g(O)+α
n P
k=1
log
1 − zke−iθk
1 + zkeiθk −log(1−z2
l e−2iθl).Некоторые граничные свойства функций в поликруге 29
Доказательство. Пусть g ∈ B. Тогда по теореме B существует функ-
ция f ∈ Ul
α такая, что
f(z) =
zl Z
0
exp{g(z1,...,zl−1,t,zl+1,...,zn) − g(O)}dt,
константа α определяется равенством
α = ord
zl Z
0
exp{g(z1,...,zl−1,t,zl+1,...,zn) − g(O)}dt.
Учитывая, что
 


∂f
∂zl
(z)
 


n Y
k=1

1 + rk
1 − rk
α
(1 − r2
l ) =
= |exp(g(z) − g(O))| · exp
 
log
 
n Y
k=1

1 − rk
1 + rk
α
(1 − r2
l )
!!
=
= exp
 
Re{g(z) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )
!
и
m

r,
∂f
∂zl

(1 + r)αn+1
(1 − r)αn−1 =
= exp

m(r,Re{g(z) − g(O)}) + αnlog
1 − r
1 + r
+ log(1 − r2)

,
а также используя факт неубывания по x ∈ R функции expx, из пер-
вого пункта теоремы А получим, что величины
Re{g(z) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l ),
min
θ
Re{g(z) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )30 Е. Г. Ганенкова
не убывают по каждому rk ∈ (0;1), k = 1,...,n, а величина
m(r,Re{g(z) − g(O)}) + αnlog
1 − r
1 + r
+ log(1 − r2)
не убывает по r ∈ (0;1).
Из второго и третьего пунктов теоремы А будет следовать, что
существуют такие δ0 ∈ [1;∞] и θ0 ∈ Rn, что
δ0 = lim
r→1−
exp

m(r,Re{g(z) − g(O)}) + αnlog
1 + r
1 − r
+ log(1 − r2)

=
= lim
r→I
exp
 
min
θ
Re{g(reiθ) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )
!
=
= lim
r→I
exp
 
Re{g(reiθ0) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )
!
,
причем, δ0 = 1 тогда и только тогда, когда
f(z) = −
eiθl
2α
"
n Y
k=1

1 − zke−iθk
1 + zke−iθk
α
− 1
#
+ Q(z1,...,zl−1,zl+1,...,zn),
где Q  некоторая аналитическая в ∆n−1 функция. Откуда заключа-
ем, что существует такое δ ∈ [0;∞], что
δ = lim
r→1−

m(r,Re{g(z) − g(O}) + αnlog
1 + r
1 − r
+ log(1 − r2)

=
= lim
r→I
"
min
θ
Re{g(reiθ) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )
#
=
= lim
r→I
"
Re{g(reiθ0) − g(O)} + α
n X
k=1
log
1 − rk
1 + rk
+ log(1 − r2
l )
#
,
при этом
δ = 0 ⇐⇒ g(z) = g(O) + α
n X
k=1
log
1 − zke−iθk
1 + zkeiθk − log(1 − z2
l e−2iθl).
Теорема доказана. 2Некоторые граничные свойства функций в поликруге 31
R´ esum´ e
In this paper we investigate some boundary properties of derivatives of
functions from linearly invariant families in the polydisk. In particular, we
analyze angular behaviour of a such functions and apply the relationship between
linearly invariant families and Bloch class.
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