We consider the problem of nonparametric estimation of a convex regression function φ 0 . We study global risk bounds and adaptation properties of the least squares estimator (LSE) of φ 0 . Under the natural squared error loss, we show that the risk of the LSE is bounded from above by n −4/5 upto a multiplicative factor that is logarithmic in n. When φ 0 is convex and piecewise affine with k knots, we establish adaptation of the LSE by showing that its risk is bounded from above by k 5/4 /n upto logarithmic multiplicative factors. On the other hand, when φ 0 has curvature, we show that no estimator can have risk smaller than a constant multiple of n −4/5 in a very strong sense by proving a "local" minimax lower bound. We also study the case of model misspecification where we show that the LSE exhibits the same global behavior provided the loss is measured from the closest convex projection of the true regression function. In addition to the convex LSE, we also provide risk bounds for a natural sieved LSE. In the process of proving our results, we establish some new results on the covering numbers of classes of convex functions which are of independent interest.
Introduction
We consider the problem of estimating an unknown convex function φ 0 on [0, 1] from observations (x 1 , Y 1 ), . . . , (x n , Y n ) drawn according to the model
for i = 1, . . . , n.
where x 1 , . . . , x n are fixed points in [0, 1] and ξ 1 , . . . , ξ n represent independent mean zero errors. Convex regression is an important problem in the general area of nonparametric estimation under shape constraints. It often arises in applications: typical examples appear in economics (indirect utility, production or cost functions), medicine (dose response experiments) or biology (growth curves).
The most natural and commonly used estimator for φ 0 is the full least squares estimator (LSE),φ ls , which is defined as any minimizer of the least squares criterion, i.e.,φ
where C denotes the set of all real-valued convex functions on [0, 1] .φ ls is not unique even though its values at the data points x 1 , . . . , x n are unique. This follows from that fact that (φ ls (x 1 ), . . . ,φ ls (x n )) ∈ R n is the projection of (Y 1 , . . . , Y n ) on a closed convex cone. A simple linear interpolation of these values leads to a unique continuous and piecewise linear convex function with possible knots at the data points, which can be treated as the canonical LSE. The canonical LSE can be easily computed by a quadratic programming procedure.
Unlike other methods for function estimation such as those based on kernels which depend on tuning parameters such as smoothing bandwidths, the LSE has the obvious advantage of being completely automated. It was first proposed by Hildreth (1954) for the estimation of production functions and Engel curves. Algorithms for its computation can be found in Dykstra (1983) and Fraser and Massam (1989) . The theoretical behavior of the LSE has been investigated by many authors. Its consistency in the supremum norm on compact sets in the interior of the support of the covariate was proved by Hanson and Pledger (1976) . Mammen (1991) derived the rate of convergence of the LSE and its derivative at a fixed point, while Groeneboom et al. (2001) proved consistency and derived its asymptotic distribution at a fixed point of positive curvature. Dümbgen et al. (2004) showed that the supremum distance between the LSE and φ 0 , assuming twice differentiability, on a compact interval in the interior of the support of the design points is of the order (log(n)/n) 2/5 .
In spite of all the above mentioned work, surprisingly, not much is known about the global risk behavior of the LSE. This is the main focus of this paper. We consider the risk of the LSE under the natural global loss function:
We assume, throughout the paper, that, in (1), x 1 < x 2 < · · · < x n are fixed design points in [0, 1] satisfying c 1 ≤ n(x i − x i−1 ) ≤ c 2 , for i = 2, 3, . . . , n,
where c 1 and c 2 are positive constants, and that ξ 1 , . . . , ξ n are independent normally distributed random variables with mean zero and variance σ 2 > 0. Our contributions in this paper can be summarized in the following.
1. We establish, for the first time, finite sample risk bounds for the LSEφ ls under the loss 2 . Specifically, we show that the risk E φ 0 2 (φ ls , φ 0 ) is bounded from above by n −4/5 upto multiplicative factors that are logarithmic in the sample size n.
2. We investigate the optimality of the rate n −4/5 . We show that for convex functions φ 0 having a bounded (from both above and below) curvature on a subinterval of [0, 1] , the rate n −4/5 cannot be improved (in a very strong sense) by any other estimator. Specifically we show that a certain "local" minimax risk (see Section 3 for the details), under the loss 2 , is bounded from below by n −4/5 . This shows, in particular, that the same holds for the global minimax rate for this problem.
3. An important parametric subclass of C is the class P k of all piecewise affine convex functions that can be written as the maximum of atmost k (k ≥ 1) affine functions. Indeed, any function in C can be approximated, upto any desired precision, by a member of P k , as k grows. Thus, P k 's offer an attractive alternative to going completely nonparametric when estimating φ 0 . Estimation of any φ 0 ∈ P k is a "parametric problem" and a natural estimator is the sieved LSE,φ k , formally defined by
When the true function φ 0 belongs to P k , we show that the estimatorφ k converges at the "parametric" rate k/n upto logarithmic factors.
4. We show that the LSEφ ls has remarkable adaption properties. Specifically, when φ 0 belongs to the class P k , we show that E φ 0 2 (φ ls , φ 0 ) is bounded from above by k 5/4 /n upto logarithmic factors in n. This is extraordinary since the LSE uses no knowledge that φ 0 ∈ P k . This result compared with the previous one shows that the LSE only pays a price of atmost k 1/4 /n for the automatic adaptation it enjoys over the classes P k . This is indeed noteworthy, as the estimatorsφ k , for 1 < k < n, cannot be efficiently computed due to the combinatorial nature of the constraint ψ ∈ P k . Note that it is easy to show thatφ k coincides with the LSEφ ls when k ≥ n.
5. We also provide risk bounds in the case of model misspecification where we do not assume that the underlying regression function in (1) is convex. In this case we prove the exact same upper bounds for E φ 0 2 (φ ls , φ 0 ) where φ 0 now denotes any convex projection (defined in Section 6) of the unknown true regression function. To the best of our knowledge, this is the first result on global risk bounds for the estimation of convex regression functions under model misspecification.
Two special features of our analysis are that: (1) all our risk-bounds are non-asymptotic, and (2) none of our results uses any (explicit) characterization of the LSE (except that it minimizes the least squares criterion) as a result of which our approach can, in principle, be extended to more complex Empirical Risk Minimization (ERM) procedures, including shape restricted function estimation in higher dimensions; see e.g., Seijo and Sen (2011) , Seregin and Wellner (2010) and Cule et al. (2010) .
The analysis of the risk behavior ofφ ls is complicated mainly due to two facts: (1)φ ls does not have a closed form expression, and (2) the class C (over whichφ ls minimizes the least squares criterion) is not totally bounded while in the usual assessment of the performance of least squares or ERM procedures in function estimation problems, it is often assumed that the underlying function class consists of functions that are uniformly bounded. One of the standard approaches to finding risk bounds for ERM procedures, including ours, employs a result due to Van de Geer (2000, pp. 184-185) which reduces the problem to bounding the covering numbers of local balls of the function class around the true function. In our case, these local balls of convex functions are, however, much larger than all other classes of convex functions for which covering numbers are known so far (see Bronshtein (1976) , Dryanov (2009) and Guntuboyina and Sen (2013) for existing results on covering numbers for convex functions). This, therefore, necessitated the need for new results on the covering numbers of univariate convex functions, which are also of independent interest. We present these results in Section 7.
Our adaptation behavior of the LSE implies in particular that the LSE converges at different rates depending on the true convex function φ 0 . We believe that such adaptation is rather unique to problems of shape restricted function estimation and is currently not very well understood. For example, in the related problem of monotone function estimation, which has an enormous literature (see e.g., Grenander (1956) , Birgé (1989) , Zhang (2002) and the references therein), the only result on adaptive global behavior of the LSE is found in Groeneboom and Pyke (1983) ; also see van de Geer (1993) . This result, however, holds only in an asymptotic sense and only when the true model is a constant function. Results on the pointwise adaptive behavior of the LSE in monotone function estimation are more prevalent and can be found, for example, in Carolan and Dykstra (1999) and Jankowski and Wellner (2012) . For convex function estimation, as far as we are aware, adaptation behavior of the LSE has not been studied before. Adaptation behavior for the estimation of a convex function at a single point has been recently studied by Cai and Low (2011) but they focus on different estimators that are based on local averaging techniques.
The rest of the paper is organized as follows. In Section 2 we show that the risk E φ 0 2 (φ ls , φ 0 ) is bounded from above by n −4/5 upto logarithmic factors in n. In Section 3, we show that for convex functions with curvature, the rate n −4/5 cannot be improved by any arbitrary estimator. We establish this by proving a lower bound for the local minimax risk for the estimation of φ 0 . The adaptation properties of the LSE are studied in Section 4 where it is shown that the LSE is rate adaptive in the sense that if φ 0 is assumed to lie in P k , then the risk ofφ ls is bounded from above by k 5/4 /n (upto logarithmic factors). In Section 5, we study the behavior ofφ k when φ 0 ∈ P k . Extensions of our main results for the case of model misspecification are discussed in Section 6. Results on the covering numbers of local balls of convex functions are presented in Section 7. Some auxiliary results about convex functions useful in the proofs of the main results are deferred to Section 8.
Worst case risk bound for the LSE
In the following theorem, we show that the risk of the LSEφ ls under the loss function (2) is bounded from above by n −4/5 upto multiplication by logarithmic factors of n. It turns out that this is the worst possible rate of convergence of the LSE. For certain special convex functions φ 0 ,φ ls converges at much faster rates. We explain this adaptation behavior in Section 4.
Recall that C denotes the set of all real-valued convex functions on [0, 1]. For φ ∈ C, let L(φ) denote the "distance" of φ from affine functions. More precisely,
Note that L(φ) = 0 when φ is affine.
Theorem 2.1 (Worst case rate). Let R := max(1, L(φ 0 )). There exists a positive constant C depending only on the ratio c 1 /c 2 such that
The proof of the above theorem is based on the following result from Van de Geer (2000, Theorem 9 .1) which provides a deviation inequality for the accuracy of least squares estimators in terms of metric entropy properties of the underlying class of functions.
Let E denote an arbitrary class of functions on [0, 1] containing the true function φ 0 and consider the least squares (or ERM) estimator:
In other words,φ(E) is any minimizer of the least squares criterion over the class E.
Observe thatφ(C) =φ ls . For r > 0, let
For simplicity of notation, when E = C, we denote S(φ 0 , r, E) = S(φ 0 , r, C) by just S(φ 0 , r).
The notion of covering numbers will be used quite often in the sequel. For > 0 and a subset S of functions, the -covering number of S under the metric , denoted by M ( , S, ), is defined as the smallest number of closed balls of radius whose union contains S.
The next result is taken from Van de Geer (2000, Theorem 9 .1).
Theorem 2.2 (Van de Geer). Suppose H is a function on (0, ∞) such that
and such that H(r)/r 2 is decreasing on (0, ∞). Then there exists a universal constant C such that
Our main step in the application of Theorem 2.2 for the proof of Theorem 2.1 is the following result which bounds the entropy integral
Theorem 2.3. Suppose n ≥ 4c 1 . There exists a constant K depending only on the ratio c 1 /c 2 such that
for every φ 0 ∈ C and r > 0.
We prove Theorem 2.3 in Section 7.1 in a series of steps some of which can be viewed as improvements of existing results for covering numbers of convex functions. Below, we provide the proof of Theorem 2.1 using Theorems 2.2 and 2.3.
Proof of Theorem 2.1. Let us define
where A is a constant whose value will be specified shortly. Observe that
Theorem 2.3 asserts the existence of a positive constant K depending only on the ratio
for every r > 0 whenever n ≥ 4c 1 .
Suppose now that
so that δ 0 ≤ R 2 and the inequality (6) holds for every r > 0. Let H(r) denote the right hand side of (6). It is clear that H(r)/r 2 is decreasing on (0, ∞). As a result, a condition of the form √ nδ ≥ CσH( √ δ) for some positive constant C holds for every δ ≥ δ 0 provided it holds for δ = δ 0 . Clearly
Assuming that (7) holds and noting then that δ 0 ≤ R 2 , we get
We shall now use Theorem 2.2 for E = C. Let C be the constant given by Theorem 2.2. By the above inequality, the condition
. Thus by Theorem 2.2, we obtain
for all δ ≥ δ 0 whenever n satisfies (7). Using the expression for δ 0 and (7), we get for
We thus have
for some constant C 1 (depending only on C and A = 2 1/5 (CK) 8/5 ) provided n satisfies (7). Integrating both sides of this inequality with respect to δ (and using (9) again), we obtain the risk bound
for some positive constant C 2 depending only on C and K. Because C is an absolute constant and K only depends on the ratio c 1 /c 2 , the proof is complete by an appropriate renaming of the constant C.
Non-adaptable convex functions
We show in this section that, for a reasonably large class of convex functions, the rate n −4/5 cannot be improved by any estimator. This is the class of convex functions whose curvature is bounded (from both above and below) on a sub-interval of 
For every function φ 0 ∈ K, let us define the local neighborhood N (φ 0 ) of φ 0 in C by
Recall that the constant c 1 is defined in (3). We define the local minimax risk of
the infimum above being over all possible estimatorsφ. R n (φ 0 ) represents the smallest possible risk under the knowledge that the unknown convex function φ lies in the local neighborhood N (φ 0 ) of φ 0 .
In the next theorem, we shall show that the local minimax risk of every function φ 0 ∈ K is bounded from below by a constant multiple of n −4/5 . Observe that the l
upto multiplicative factors that are independent of n. Therefore, the supremum risk over N (φ 0 ) of any reasonable estimator is bounded from above by n −4/5 upto multiplicative factors. The next theorem shows that if φ 0 ∈ K, then the supremum risk of every estimator is also bounded from below by n −4/5 upto multiplicative factors. Therefore, one cannot estimate φ 0 at a rate faster than n −4/5 .
Theorem 3.1 (Lower bound). For every
Prototypical examples of functions in K include power functions x k for k ≥ 2 and the above theorem implies that every estimator has rate at least n −4/5 for all these functions. Note that the LSE has the rate n −4/5 upto logarithmic factors of n for all functions φ 0 . In particular, the LSE is rate optimal (upto logarithmic factors) for all functions in K.
Prominent examples of functions not in the class K include the piecewise affine convex functions. For these functions, faster rates are possible. We shall show in the next section that the LSE converges at the parametric rate (upto logarithmic factors) for these functions.
Our proof of Theorem 3.1 is based on the application of Assouad's lemma, the following version of which is a consequence of Lemma 24.3 of van der Vaart (1998, pp. 347) . We start by introducing some notation. Let P φ denote the joint distribution of the observations (x 1 , Y 1 ), . . . , (x n , Y n ) when the true convex function equals φ. For two probability measures P and Q having densities p and q with respect to a common measure µ, the total variation distance, P − Q T V , is defined as (|p − q|/2)dµ and the Kullback-Leibler divergence, D(P Q), is defined as p log(p/q)dµ. Pinsker's inequality asserts
for all probability measures P and Q.
Lemma 3.2 (Assouad). Let m be a positive integer and suppose that, for each τ ∈ {0, 1} m , there is an associated convex function φ τ in N (φ 0 ). Then the following inequality holds:
where
In our application of Assouad's lemma, we shall make use of Lemma 8.1 (stated and proved in Section 8) which bounds the distance between functions in K and their piecewise linear interpolants. We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Fix m ≥ 1 and let t i = a + (b − a)i/m for i = 0, . . . , m. For each i = 1, . . . , m, let α i define the linear interpolant of the points (t i−1 , φ 0 (t i−1 )) and
By error estimates for linear interpolation (see e.g., Chapter 3 of Atkinson (1989) 
which implies, by our assumption on φ 0 , that
By convexity of φ 0 , it is obvious that
Now for each τ ∈ {0, 1} m , let us define
The functions φ τ are clearly convex because they equal the pointwise maximum of convex functions. Moreover, for x ∈ [t i−1 , t i ], we have
We apply Assouad's lemma to these functions φ τ . Clearly, for every τ, τ ∈ {0, 1} m , we have
where Υ(τ, τ ) := i {τ i = τ i }. Also, by inequality (12), we get
By the Gaussian assumption and independence of the errors, the Kullback-Leibler divergence D(P φτ P φ τ ) can be easily calculated to be n 2 (φ τ , φ τ )/(2σ). We therefore obtain
Also when Υ(τ, τ ) = 1, it is clear that
Thus by the application of Assouad's lemma, we obtain the following lower bound for R n (φ 0 ):
provided
We now use Lemma 8.1 to bound the quantity 2 (φ 0 , max(φ 0 , α i )) from both above and below. Since α i is the linear interpolant of (t i−1 , φ 0 (t i−1 )) and (t i , φ 0 (t i )), we use Lemma 8.1 with a = t i−1 and b = t i to assert
. Using this in (14), we deduce that
leads to (11). The constraint n ≥ 4c 2 m/(b − a) translates to
We just need to verify (15). For this, note that
and by (13), we get
Finally the choice (16) leads to
which ensures (15). The proof is complete.
Adaptation properties of the LSE
As we have seen in the last section, no estimator can converge faster to φ 0 than the rate n −4/5 for φ 0 ∈ K. The LSE attains this rate n −4/5 , upto logarithmic factors, as proved in Theorem 2.1. But for functions outside this class, faster rates are possible. The piecewise affine convex functions are an important class of functions that lie outside the class K. We shall show in this section that, for these functions, the LSE converges at the parametric rate. In other words, the LSE automatically adapts to these functions. There is a small cost for this adaptation that we shall explain in the next section.
This adaptation behavior is proved in the following theorem. The notion of piecewise affine convex functions is relevant here. A convex function α on [0, 1] is said to be piecewise affine if there exists an integer k and points 0 = t 0 < t 1 < · · · < t k = 1 such that α is affine on each of the k intervals [t i−1 , t i ] for i = 1, . . . , k. We define k(α) to be the smallest such k. Let P k denote the collection of all piecewise affine convex functions with k(α) ≤ k and let P denote the collection of all piecewise affine convex functions on [0, 1].
Theorem 4.1. Let α be a piecewise affine convex function on [0, 1] for which
Then there exists a positive constant C depending only on a and the ratio c 1 /c 2 such that
whenever n ≥ 4c 1 .
Before giving the proof of the above result, let us first explain below that an immediate consequence of the above theorem is that when φ 0 is a piecewise affine convex function, the LSE converges at the parametric rate upto logarithmic factors. 
whenever n ≥ 4c 1 . This is the parametric rate 1/n upto logarithmic factors.
Remark 4.1. It is worth pointing out that the above risk bound depends on the piecewise affine convex function φ 0 only through k(φ 0 ), the number of affine segments of φ 0 .
Remark 4.2. In order to construct estimators that adapt over a collection of model classes, one usually considers estimators that minimize a combination of a goodness of fit criterion over the individual model classes and a penalty that penalizes the complexity of the model classes. While the theory for such penalization estimators is well-developed (see e.g., Barron et al. (1999) ), these estimators are, in general, computationally expensive and also rely on certain tuning parameters which might be difficult to choose in practice. In contrast, the convex LSE is very easy to compute, does not depend on any tuning parameter and, remarkably, it adapts over the classes P k as k varies.
Our results in Sections 2 and 3 together imply that the minimax rate for this problem is, upto logarithmic factors, n −4/5 . From the classical theory of nonparametric statistics, it follows that n −4/5 is the same rate that one obtains for the estimation of twice differentiable functions on an interval. This equivalence of the two rates leads to the belief that convex function estimation is similar to the estimation of twice differentiable functions. Further credibility to this belief is lent by the deep theorem of Alexandrov (1939) which states that, in an appropriate sense, all convex functions are twice differentiable. Theorem 4.1 presents an important aspect where convex function estimation differs from the estimation of twice differentiable functions. For the problem of estimating twice differentiable functions, the local minimax rate, R n (φ 0 ) (see (10)), is of the order n −4/5 for all φ 0 , including, for example, affine functions. But Theorem 4.1 and our results of the previous section demonstrate that, for convex function estimation, R n (φ 0 ), changes with φ 0 . The reason for this difference in rates is that the class of convex functions, C, is locally non-uniform in the sense that the local neighborhoods around certain convex functions (e.g., affine functions) are much sparser than local neighborhoods around other convex functions. On the other hand, in the class of twice differentiable functions, all local neighborhoods are, in some sense, equally sized.
Rates in between the parametric rate and the worst case rate n −4/5 are possible depending on how well φ 0 can be approximated by piecewise affine functions. The proof of Theorem 4.1 is given next. It is based on Theorem 2.2 and the following entropy integral bound whose proof is given in Section 7.2. Theorem 4.3 (Entropy integral bound). Suppose n ≥ 4c 1 . Then there exists a constant K depending only on the ratio c 1 /c 2 such that
Proof of Theorem 4.1. Fix a piecewise affine convex function α for which (17) is satisfied for a positive constant a. We assume that n ≥ 4c 1 throughout. Let us define
for a constant A whose value will be specified shortly. The condition (17) and n ≥ 4c 1 imply together that
Theorem 4.3 shows the existence of a positive constant K depending only on the ratio
for every r > 0. Let H(r) denote the right hand side above. It is clear that H(r)/r 2 is decreasing on (0, ∞). As a result, a condition of the form √ nδ ≥ CσH( √ δ) for some positive constant C holds for every δ ≥ δ 0 provided it holds for δ = δ 0 . Because of (19), it can be easily checked that
Consequently, we have
We shall now use Theorem 2.2 with E = C and φ = φ 0 . Let C be the positive constant given by Theorem 2.2. By inequality (20), we can clearly choose A depending only on K, C and a so that √ nδ 0 ≥ CσH( √ δ 0 ). Because H(r)/r 2 is a decreasing function of r, this choice of A also ensures that √ nδ ≥ CσH( √ δ) for every δ ≥ δ 0 . Thus by Theorem 2.2, we obtain
Note further that nδ 0 σ 2 ≥ A(log 2)
which implies that the sum on the right hand side of (21) is dominated by the first term. We thus have
for a constant C 1 depending upon only C and A. The required risk bound (18) is now derived by integrating both sides of the above inequality with respect to δ (and using (22) in the process).
Risk bounds forφ k
This section is about the sieved LSEφ k defined in (4). Even though it might be sensible to use this estimator when one has the knowledge that φ 0 ∈ P k , it should be noted that, in practice,φ k is an infeasible estimator because one does not know which k to use and also because it is not easy to compute because of the combinatorial nature of the minimization that it is based on.
In this section, we show that when φ 0 ∈ P k , then the risk ofφ k is bounded from above by k/n upto logarithmic factors in n. In the last section, we saw that when φ 0 ∈ P k , the LSE has risk bounded from above by k 5/4 /n upto logarithmic factors in n. Thus, the LSE only pays a price of at most a factor of k 1/4 /n in risk for the adaptive and the computational advantages that it enjoys over the classes P k .
Theorem 5.1. There exist positive constants C and b such that
for every k ≤ n and φ 0 ∈ P k .
Remark 5.1. Unlike all other risk upper bounds in this paper, Theorem 5.1 holds with no assumptions whatsoever on the design points x 1 , . . . , x n .
The proof is again based on an application of Theorem 2.2 with E = P k . The main work is done in the following result whose proof is given in Section 7.3. For simplicity of notation, we denote S(φ, r, P k ) by S k (φ, r).
Theorem 5.2. There exists two universal positive constants K and b such that
for every 1 ≤ k ≤ n, φ 0 ∈ C and r > 0.
We next prove Theorem 5.1 using Theorems 2.2 and 5.2.
Proof of Theorem 5.1. We apply Theorem 2.2 with E := P k . Note that the estimator φ(E) is preciselyφ k .
By Theorem 5.2, the function H appearing in Theorem 2.2 can be taken to be H(r) := Kr √ k log(bn) for two positive constants K and b. The condition √ nδ ≥ CσH( √ δ) is then easily seen to be equivalent to δ ≥ δ 0 where
Theorem 2.2 therefore asserts the existence of a positive constant C such that
for all δ ≥ δ 0 .
We now proceed to complete the proof just like the proof of Theorem 4.1 .
Model misspecification
In this section, we evaluate the performance of the convex LSEφ ls in the case when the unknown regression function (to be denoted by f 0 ) is not necessarily convex. Specifically, suppose that f 0 is an unknown function on [0, 1] that is not necessarily convex. We consider observations (x 1 , Y 1 ), . . . , (x n , Y n ) from the model:
where x 1 < · · · < x n are fixed design points in [0, 1] and ξ 1 , . . . , ξ n are independent normal variables with zero mean and variance σ 2 .
The convex LSEφ ls is defined in the same way as before as any convex function that minimizes the sum of squares criterion. Since the true function f 0 is not necessarily convex, it turns out that the LSE is really estimating the convex projections of f 0 . Any convex function φ 0 on [0, 1] that minimizes 2 (f 0 , φ) over φ ∈ C is a convex projection of f 0 i.e.,
Convex projections are not unique. However, because {(φ(x 1 ), . . . , φ(x n )) : φ ∈ C} is a convex closed subset of R n , it follows (see, for example Stark and Yang (1988, Chapter 2) ) that the vector (φ 0 (x 1 ), . . . , φ 0 (x n )) is unique for every convex projection φ 0 and, moreover, we have the inequality:
In this section, we shall prove risk upper bounds for E f 0 2 (f 0 , φ 0 ). These bounds are analogous to Theorems 2.1 and 4.1. Our main technical tool is the following theorem which is very similar to Theorem 2.2. Its proof proceeds in the same way as the proof of Theorem 2.2 (see Van de Geer (2000, proof of Theorem 9.1)) except that one needs to crucially use inequality (23). We provide below a sketch of its proof. and such that H(r)/r 2 is decreasing on (0, ∞). Then there exists a universal constant C such that
Proof. Because φ 0 is convex, we have, by the definition ofφ ls , that
Writing Y i = f 0 (x i ) + ξ i and simplifying the above expression, we get
Inequality (23) applied with φ =φ ls gives
Combining the above two inequalities, we obtain
This is of the same form as the "basic inequality" of Van de Geer (2000, pp. 148) . From here, the proof proceeds just as the proof of Theorem 9.1 in Van de Geer (2000) .
We are now ready to present our risk bounds for E f 0 2 (φ ls , φ 0 ). We omit the proofs of these results because they are similar to the proofs in the well-specified case.
The next result gives the worst case upper bound for the risk. Its proof is very similar to the proof of Theorem 2.1 with the only difference being the use of Theorem 6.1 in place of Theorem 2.2.
Theorem 6.2 (Worst case). Let φ 0 denote any convex projection of f 0 and let R := max(1, L(φ 0 )). There exists a positive constant C depending only on the ratio c 1 /c 2 such that
When φ 0 can be well-approximated by a piecewise affine function having not too many knots, thenφ ls converges to φ 0 at a much faster rate. This is shown in the following theorem whose proof is exactly similar to that of Theorem 4.1, the only difference being the use of Theorem 6.1 in place of Theorem 2.2.
Theorem 6.3. Let φ 0 be any convex projection of f 0 and suppose that there exists a piecewise affine function α on [0, 1] such that
Remark 6.1. Suppose φ 0 is any convex projection of f 0 that lies in P k for some k ≥ 1. Then the above result is applicable with α = φ 0 and we obtain
n for every n ≥ 4c 1 .
An illuminating example of the above corollary occurs when f 0 is a concave function.
In this case, we show in Lemma 8.6 (stated and proved in Section 8) that φ 0 can be taken to be an affine function, i.e., φ 0 ∈ P 1 . As a result, we assert that if f 0 is concave, thenφ ls converges to any convex projection at the parametric rate upto a logarithmic factor of n.
Metric entropy calculations
The goal of this section is to prove Theorems 2.3, 4.3 and 5.2 which were crucially used in our main risk upper bounds.
Proof of Theorem 2.3
Theorem 2.3 follows from Theorem 4.3, which is proved in the next subsection. Indeed, we just take the upper bound given by Theorem 2.3 and replace the infimum over α ∈ P to just the infimum over affine functions (note that k(α) = 1 for affine functions) to obtain Theorem 4.3.
Proof of Theorem 4.3
The proof of Theorem 4.3 requires good upper bounds on the subclass S(φ 0 , r) of convex functions (defined in (5) for E = C) which we shall derive below in a series of steps. The first result on covering numbers for convex functions was proved in Bronshtein (1976) who considered classes of convex functions that were uniformly bounded and uniformly Lipschitz. The convex functions in the class S(φ 0 , r) are neither uniformly bounded nor uniformly Lipschitz with constants that are independent of n and hence the results of Bronshtein (1976) cannot be directly applied to yield upper bounds for S(φ 0 , r).
Bronshtein's result was extended by Dryanov (2009) in the univariate case (and by Guntuboyina and Sen (2013) Theorem 7.1. There exist positive constants c and 0 such that for every B > 0 and b > a, we have
Here L 2 denotes the metric:
The convex functions in the class S(φ 0 , r) are, unfortunately, not uniformly bounded by a constant that is independent of n. Therefore, Theorem 7.1 cannot also be directly used to prove good upper bounds on the covering numbers of S(φ 0 , r). Our first result here is to extend Theorem 7.1 by replacing the uniform boundedness constraint by a weaker integral constraint. This is the content of the following theorem. 
Theorem 7.2. There exist constants c and 0 such that
for all
Here, by L 2 [η, 1 − η], we mean the metric where the distance between f and g is given by
The proof of this theorem is provided below. The main idea of the proof is the observation that functions in I([a, b], B) become uniformly bounded on subintervals of [a, b] that are sufficiently far away from the boundary points. This is made rigorous in Lemma 8.3. On such subintervals, we use Theorem 7.1 to bound the covering numbers. Theorem 7.2 is then proved by putting together these different covering numbers as shown below.
Proof of Theorem 7.2. By a trivial scaling argument, we can assume without loss of generality that B = 1. We write 
We, therefore, get a cover for functions in I([0 
Taking η i = 2 i η and α i = (l + 1) −1/2 , we get that
Because η l ≤ 1/2, we get that l ≤ − log(2η)/ log 2. Also since η ≤ 1/4, we have − log(2η)/ log 2 ≥ 1 and l + 1 ≤ −2 log(2η)/ log 2. Further, we have l + 1 ≥ − log(2η) because η l+1 ≥ 1/2. As a result, we deduce
. By symmetry, the same upper bound will also hold for log M ( ,
The proof is completed by putting these two bounds together.
We are now ready to prove covering number bounds for the class S(φ 0 , r). The simplest case corresponds to φ 0 being affine and is proved in the next theorem. Its proof is based on Theorem 7.2. We would also need to switch between the pseudometric and the L 2 [η, 1 − η] metric. This will be made convenient by the use of Lemma 8.4. whenever r > 0, n ≥ 4c 1 and ≤ 0 r.
Proof. By the translation invariance of the Euclidean distance and the fact that τ is affine (which implies that φ − τ is convex for all φ ∈ C), we have where the zero on the right hand side above refers to the zero function. By an elementary scaling argument, it follows that M ( , S(0, r), ) = M ( /r, S(0, 1), ).
We, therefore, only need to prove the theorem for τ ≡ 0 and r = 1. For ease of notation, let us denote S(0, 1) by S.
We shall first prove an upper bound for log M ( , S, 1 ) where
For each function φ ∈ S, letφ be the convex function on [x 2 , x n−1 ] defined bỹ
where i = 2, . . . , n − 2. Also letS := φ : φ ∈ S .
By Lemma 8.4 and the assumption that x i − x i−1 ≥ c 1 /n for all i, we get that
for every pair of functions φ and ψ in S. Letting δ := c 1 /12 this inequality implies that
Again by Lemma 8.4 and the assumption x i − x i−1 ≤ c 2 /n, we have that
As a result, we have thatS ⊆ I([x 1 , x n ], c 2 ). Further, because x 2 ≥ x 1 + c 1 /n and
Thus, by Theorem 7.2, we assert the existence of two positive constants c and 0 such that
provided n ≥ 4c 1 and
. Now for every pair of functions φ and ψ in S, we have
We make the simple observation that (φ(x 1 ), φ(x n )) lies in the closed ball of radius √ n in R 2 denoted by B 2 (0, √ n). As a result, we have
where the covering number of B 2 (0, √ n) is in the usual Euclidean metric. Using (24), we get
Let u := √ 2 log 2 0 c 2 /c 1 and note that (25) holds whenever n ≥ 4c 1 and ≤ u. Further, when ≤ u, we have
where we have used the inequality log x ≤ 2 √ x for x > 0. As a result, we have
whenever n ≥ 4c 1 and ≤ u. The proof is therefore completed upon renaming the constants 0 and c appropriately.
We next consider the case of convex piecewise affine functions φ 0 . provided n ≥ 4c 1 and ≤ r 0 √ k.
Proof. Suppose that α is affine on each of the k intervals I i = (t i−1 , t i ] for i = 2, . . . , k, where 0 = t 0 < t 1 < · · · < t k−1 < t k = 1, and I 1 = [0, t 1 ]. Then there exist k affine functions τ 1 , . . . , τ k on [0, 1] such that α(x) = τ i (x) for x ∈ I i for every i = 1, . . . , k.
For every pair of functions f and g on [0, 1], we have the trivial identity:
As a result, we clearly have
Since the pseudometric i only depends on those x j which lie in I i and because α equals the affine function τ i on I i , we have
We deduce therefore that
Now by Theorem 7.3, there exist positive constancts c and 0 depending only on the ratio c 1 /c 2 such that
whenever n ≥ 4c 1 and ≤ 0 r √ k. The proof follows by combining (26) and (27).
We now have all the ingredients for the proof of Theorem 4.3. Putting these together and using the simple integration Lemma 8.5 completes the proof as shown below.
Proof of Theorem 4.3. Suppose n ≥ 4c 1 . Fix functions φ 0 ∈ C and α ∈ P. The simple inequality (a + b)
We now use Theorem 7.4 to claim the existence of two positive constants c and 0 depending only on the ratio c 1 /c 2 such that
We now complete the proof by applying Lemma 8.5 with
, B = r 2 + 2 (φ 0 , α) and u = 0 k(α).
Proof of Theorem 5.2
The main ingredient in the proof of Theorem 5.2 is the following lemma.
Lemma 7.5. Fix k ≥ 1 and φ 0 ∈ C. The following inequality holds for every r > 0 and > 0:
where b 1 and b 2 are universal positive constants.
For the proof of this lemma, we use available techniques for bounding covering numbers using combinatorial notions of dimension. Specifically, we use the notion of pseudodimension, introduced by Pollard (1990, Chapter 4) as a generalization of the Vapnik-Cervonenkis dimension to classes of real valued functions. The pseudodimension of a subset A of R n is defined as the maximum cardinality of a subset σ ⊆ {1, . . . , n} for which there exists (h 1 , . . . , h n ) ∈ R n such that: for every σ ⊆ σ, one can find (a 1 , . . . , a n ) ∈ A with a i < h i for i ∈ σ and a i > h i for i ∈ σ \ σ . The following theorem is a special case of results in Pollard (1990, Chapter 4) and gives an upper bound for the covering number (with respect to the Euclidean metric) of a subset of R n in terms of its pseudodimension. Stronger results of this kind have been proved by Mendelson and Vershynin (2003) and the following theorem is also a special case of Mendelson and Vershynin (2003, Theorem 1) . Theorem 7.6. Let A be a subset of R n with max i |a i | ≤ B for all a = (a 1 , . . . , a n ) ∈ A. If the pseudodimension of A is at most V , then
where b is a universal positive constant. Here the covering number M (t, A) is measured in the usual Euclidean metric on R n .
Proof of Lemma 7.5. Fix k ≥ 1 and φ 0 ∈ C. Let x 0 := (φ 0 (x 1 ), . . . , φ 0 (x n )) and
The covering number on the right hand side above is with respect to the usual Euclidean metric on R n .
We now show that the pseudodimension of H k , which clearly equals the pseudodimension of H k − x 0 , is less than or equal to 2ςk log(ςk) where ς = 2/ log 2. An application of Theorem 7.6 would then complete the proof. Note that the quantity B in the statement of Theorem 7.6 can be taken to be √ nr because |a i | ≤ √ nr for every (a 1 , . . . , a n ) ∈ B n (0, √ nr).
Every φ in P k can be written as φ(x) = max 1≤i≤k τ i (x) where τ 1 , . . . , τ k are affine on [0, 1]. As a result, H 1 is a linear subspace with dimension at most 2 which implies (see Pollard (1990, pp. 15 )) that the pseudodimension of H 1 is at most 2. The pseudodimension of H k , which consists of coordinatewise maxima of at most k points in H 1 , can then be bounded from above following the argument in Pollard (1990, Proof of Lemma (5.1)). Indeed, that argument shows that the pseudodimension of H k is bounded from above by the smallest positive integer m for which
If B denotes a binomial random variable with parameters m and 1/2, then the left hand side of the above inequality equals 2 m P{B ≥ m − 2} and can be bounded, for every a > 0, by
If we now choose a = (2 1/(2k) − 1) −1 , then (1 + a)/a = 2 1/(2k) and also, applying the inequality x − 1 > log x to x = 2 1/(2k) , we get that a < 2k/(log 2). Therefore, from (29), we have
The following inequality therefore ensures that m satisfies (28):
where ς = 2/(log 2). It follows, therefore, that the pseudodimension of H k is at most 2ςk log(ςk). The proof of Lemma 7.5 is complete.
We are now ready to prove Theorem 5.2.
Proof of Theorem 5.2. Fix k ≥ 1, φ 0 ∈ C and r > 0. By Lemma 7.5, we have The integral on the right hand side above equals, by the change of variable r = x, r ∞ 1 log(4 + 2x √ n) x 2 dx which is easily seen to be bounded from above by K 1 r log(4 + 2 √ n) for some universal positive constant K 1 . The proof is complete because log(b 2 k) log(4 + 2 √ n) ≤ log 2 (bn) for a positive constant b whenever 1 ≤ k ≤ n.
8 Some auxiliary results 
Proof of Lemma 8.1. By convexity of φ 0 , it is obvious that α(x) ≥ φ 0 (x) for x ∈ [a, b] and α(x) ≤ φ 0 (x) for x / ∈ [a, b]. We therefore have
where I denotes the indicator function. By standard error estimates for linear interpolation, for every x ∈ [a, b], there exists a point t x ∈ [a, b] for which |φ 0 (x) − α(x)| = (x − a)(b − x) φ 0 (t x ) 2 which implies, by our assumption on φ 0 , that
We first prove the lower bound in (30). From (31) and (32), we get 2 (φ 0 , max(φ 0 , α)) ≥ κ |φ(x)| p dx ≤ 1 for a fixed p ≥ 1. Then |φ(y)| ≤ 2(1 + p)
1/p max y −1/p , (1 − y) −1/p for all y ∈ (0, 1).
Proof. Enough to prove the theorem for 0 < y < 1/2.
Suppose φ(y) > y −1/p . Then, by convexity of φ, the condition φ(x) > φ(y) must hold either for all x ∈ (0, y) or for all x ∈ (y, 1). Therefore Because r ≤ B, we have r ≤ B 1/4 r 3/4 . Using this in the second term above completes the proof.
Lemma 8.6. The set of all convex projections of a concave function f 0 includes an affine function.
Proof. We prove this result by the method of contradiction. Suppose that there is no convex projection that is affine. Let φ 0 be the continuous piecewise affine convex projection of f 0 . For a function g : [0, 1] → R we define g(0+) := lim x→0+ g(x) and g(1−) := lim x→1− g(x). This notation is necessary as f 0 need not be continuous at the boundary points {0, 1}. a contradiction. If f 0 and φ 0 do not touch at all then definingφ 0 to be any affine function lying between φ 0 and f 0 shows that 2 (φ 0 , f 0 ) ≥ 2 (φ 0 , f 0 ). This completes the proof.
Remark 8.2. Note that if n > 2, the convex projection of a concave f 0 is in fact unique on (0, 1) and affine.
