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or products  for any specific domain. This  is  largely due  to  the difficulty of  tracking what each 
individual or group is working on in a dynamic environment. The proposed solution is to create a 
Search  Engine  which  can  query  individuals  based  off  their  domain  expertise.  The  proposed 












dynamic  environment  of  the  organization,  new  personnel  enter,  others  leave,  projects  get 
started  and  pivot  regularly.  Additionally,  each  company  has  different  methods  for  tracking 

















INC: PERSONNEL KNOWLEDGE SEARCH SYSTEM
Published by Technical Disclosure Commons, 2018
The proposed solution uses a pretrained  2  model  to  infer  the  topic vectors of user 
emails, text, or search queries. The topic vectors for user emails and text can be pre‐calculated 
and cached, thus increasing the performance, decreasing the memory overhead by only storing 
the  vector,  and  greater  privacy  by  removing  the  human‐readable  content.  Each  user’s  topic 
vectors  will  provide  a  computer  searchable  space  with  the  assumption  that  individual’s 
conversations and emails focus on their field of work. The assumption that a user’s topic at work 
is focused on a single domain is tested and validated with the  	 	   in the 
Description of Experiment section of this paper. With assumption of user topics focusing on a 
specific domain, an averaging  algorithm can be applied  to  the user’s  content  thus  creating a 
single topical point. For this step, the Centroid Mean algorithm as used in K‐Means Clustering was 
used. This algorithm gives a weighted average that focuses on desired features. The reduction of 
the user’s  knowledge area  into  a  single  vector enables  a manageable memory overhead and 
allows comparison algorithms such as k‐nearest neighbors to be a viable option when searching 
for  similar  content. Search  terms  from users would be processed and have  their  topic vector 









system  is  viable,  machine  learning  models  were  created  to  perform  these  functions,  and 
validated on a dataset of real corporate emails ( 	 	 ).   
For the Clustering algorithm, a  2  architecture was trained to vectorize Documents on 
20	   Dataset.  The  dataset  was  preprocessed  using  stemming,  lemmatizing, 
replacing all numbers with pound symbols (#), and converting all characters to lowercase. The 
trained  2   model  was  then  used  to  infer  the  vectors  for  every  email  in  the 














 the  average  user  topic  vector.  The  result  from  the  centroid  mean  algorithm  show  distinct 
clusters of user topics. From the visualizations in Fig 3. it is apparent that users who talk about 
similar topics are appear closely  in the vector‐space. For this demonstration,  the promotional 
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topic  and  can  lead  to  a  method  to  compare  different  topic‐vectorizing  models  capabilities. 
Additionally, the  2  model should show better accuracy in generating the topic vectors 
if  it was trained on a larger corpus of data. Lastly, the search phrase will  likely not provide an 
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