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ABSTRACT
Starting with a C∗-valued cocycle on the global quotient orbifold X/G, we apply trans-
gression techniques for 2-gerbes, as developed by Lupercio and Uribe, to construct a gerbe
on the orbifold loop space L(X/G). This gives a loop based definition of twisted equivariant
Tate K-theory for finite groups that conforms to the definition that Luecke provides for com-
pact, connected Lie groups. We relate our construction to Ganter’s work on Moonshine and
Huan’s quasi-elliptic cohomology.
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CHAPTER 1
INTRODUCTION
Tate K-theory is an elliptic cohomology theory built from the S1-equivariant K-theory of the
loop space LX . In the equivariant setting this becomes more subtle, as LX is replaced with
the orbifold loop groupoid L(X/G). When G is finite, a definition of G-equivariant Tate
K-theory is provided by Ganter in [Gan07, §3.1], where it is attributed to the ideas of Devoto
[Dev96]. In the case where G is a Lie group, there is a construction by Huan in terms of
quasi-elliptic cohomology [Hua17]. In this thesis, we build on these ideas to define twisted
G-equivariant Tate K-theory, where G is a finite group.
The twistings of equivariant K-theory correspond to elements of H3(XG;Z), where XG
is the “Borel construction” of X , see [AS04]. In [ABG10], the authors make the case that
twistings of equivariant elliptic cohomology are associated to elements ofH4(XG;Z). Being
an equivariant elliptic cohomology theory, it is expected that equivariant Tate K-theory is
twisted by H4(XG;Z) as well.
This prediction holds true in the case that X is a point; the formalism appears, for in-
stance, in the context of Moonshine. Let M be the Monster group. Norton’s generalised
Moonshine conjecture, published in the appendix of [Mas87], is concerned with the existence
of a family of modular functions that can be interpreted as elements of theM-equivariant Tate
K-theory of a point. As this conjecture was explored further, the existence of representations
that are twisted by a particular α ∈ H4(BM ;Z) became evident [Mas02]. The properties
of α are slowly being uncovered, for instance in [JF19], Johnson-Freyd proves that α is of
order 24 and is not a Chern class. Due to the presence of these twists, the modular functions
in the generalised Moonshine conjecture can be interpreted as elements of the α-twistedM-
equivariant Tate K-theory of a point, see [Gan09]. We expand on this in Chapter 6.
Elements of H4(XG;Z) can be interpreted as 2-gerbes on the global quotient orbifold
X/G, up to a suitable notion of isomorphism. The holonomy of a 2-gerbe with connective
structure on X/G produces a gerbe on the loop groupoid L(X/G). This process can be
described as a transgression map on Deligne cohomology - this is discussed in Chapter 5.
In the orbifold setting, the theory of gerbes and the holonomy of gerbes was developed by
Lupercio and Uribe in [LU04b] and [LU06]. Twisted equivariant Tate K-theory is modelled
on the K-theory of L(X/G), twisted by the gerbe we obtain via transgression.
In his recent paper [Lue19], Luecke has formulated twisted G-equivariant Tate K-theory
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in the case thatG is a compact connected Lie group. Luecke twists by an S1-central extension
on the appropriate loop groupoid, which is equivalent to an S1-gerbe [BX11]. As we are
working with finite groups, Luecke’s picture simplifies. In particular, Luecke’s construction
overcomes two issues which are not present in the finite case: choosing a loop groupoid with
a strict S1-action and choosing the appropriate notion of completed S1-equivariant K-theory.
It is well known that there is a strong relationship between equivariant elliptic coho-
mology, the K-theory of loop spaces, and the ordinary cohomology of double loop spaces
[Spo19]. In this context, it is expected that the introduction of transgression techniques, as
discussed in this thesis, will play a natural role in connecting the twists of these theories.
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CHAPTER 2
ORBIFOLDS AND GROUPOIDS
2.1 Groupoids
In this section, we introduce the main definitions surrounding groupoids. In particular, we es-
tablish the notation that will be used throughout the thesis. The reader is referred to [Moe02]
for more details, as this is our main reference for this section.
Definition 2.1. A groupoid G is a small category in which every morphism is an isomor-
phism. We write G0 for the set of objects and G1 for the set of morphisms, and we have the
following structure maps:
• The source and target maps s, t : G1 → G0, which sends an arrow to its source/domain
and target/codomain respectively.
• The unit map u : G0 → G1, which maps an object to its identity arrow.
• The inverse map i : G1 → G1, which sends an arrow to its inverse.
• The multiplication mapm : G1 t×s G1 → G1, which sends a pair of composable arrows
(g, h) to their composition g · h.
These structure maps satisfy the expected conditions, for example s◦ i = t and i◦u = u. We
will often write a groupoid as
G = (G1 ⇒ G0) or G =
G1

G0
where the two parallel arrows represent the source and target maps.
Remark 2.2. From this point forward we will always use the letters s, t, u, i,m for the struc-
ture maps of the groupoid, even when considering different groupoids. It will typically be
clear in context which groupoid the structure maps belong to.
Remark 2.3. Even though groupoids are categories, we rarely think of them in this way. We
will see that groupoids are most often talked about as if they were groups or topological
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spaces. One can actually view groupoids as a generalisation of (i) groups, (ii) manifolds or
(iii) equivalence relations. This will be seen in the coming examples. It is for this reason that
if g : x → y and h : y → z are two arrows, then we write the composition as g · h : x → z
instead of h ◦ g : x → z. In other words, we treat the composition of arrows as a group
multiplication rather than a composition of functions.
We will write Gn for the space containing sequences of n composable arrows in G, that is,
Gn = G1 t×s G1 t×s ... t×s G1
where the fibre product is repeated n times. With this notation, the multiplication map is
m : G2 → G1. Define the maps dj : Gn → Gn−1 for j ∈ {0, ..., n} which “delete” the jth
object in the string of arrows. For instance, the maps dj : G2 → G1 are
d0(x
g
−→ y
h
−→ z) = y
h
−→ z,
d1(x
g
−→ y
h
−→ z) = x
g·h
−→ z,
d2(x
g
−→ y
h
−→ z) = x
g
−→ y.
These maps turn our groupoid into a simplicial set, called the nerve of G:
G3 G2 G1 G0.
The geometric realisation of the nerve of G is called the classifying space BG.
We now introduce the groupoids that are most important to us in this thesis.
Example 2.4. Let X be a manifold acted on the right by a group G. The groupoid X/G,
called the action groupoid, is the groupoidX ×G⇒ X where
s(x, g) = x, t(x, g) = x · g, and m
(
(x, g), (x · g, h)
)
= x · (gh).
The classifying space of X/G is a model for the Borel construction XG, see for instance
[AK11]. The importance of X/G will become very apparent throughout the thesis.
Example 2.5. A groupG can be thought of as a groupoid with one object, which we write as
∗/G or BG. The set of arrows is G itself and the multiplication map is the group operation.
This matches the perspective of groups as being symmetries of an object. One could then
think of groupoids as being symmetries of many objects.
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Example 2.6. Any topological space M can be viewed as a groupoid M/ ∗ = (M ⇒ M).
In this case the only arrows are the identity arrows and all of the structure maps produce the
relevant identity morphisms.
Example 2.7. Let M be a topological space and let U = {Ui} be an open cover of M . The
open cover groupoidM [U ] is defined as
M [U ]0 =
⊔
i
Ui = {(x, i) | x ∈ Ui},
M [U ]1 =
⊔
i,j
Ui ∩ Uj = {(x, i, j) | x ∈ Ui ∩ Uj}.
Here (x, i, j) is a morphism from (x, i) to (x, j). The identity arrow of (x, i) is (x, i, i).
Example 2.8. Let G be a groupoid such that G0 is a topological space and let U = {Ui} be
an open cover of G0. The open cover groupoid G[U ] is similar to the groupoid in the previous
example:
G[U ]0 =
⊔
i
Ui = {(x, i) | x ∈ Ui},
G[U ]1 =
⊔
i,j
s−1(Ui) ∩ t
−1(Uj) = {(g, i, j) | s(g) ∈ Ui, t(g) ∈ Uj}.
This groupoid inherits the structure maps from G, so that s(g, i, j) = (s(g), j) and t(g, i, j) =
(t(g), j). In other words, a morphism from (x, i) to (y, j) is just a morphism x→ y in G.
Example 2.9. Let G be a groupoid. The inertia groupoid ΛG is the groupoid
(ΛG)0 = {g ∈ G1 | s(g) = t(g)},
(ΛG)1 = {(g, h) ∈ G1 × G1 | s(g) = t(g) = s(h)},
with s(g, h) = g and t(g, h) = h−1gh. So an object of ΛG is an automorphism of an object
in G and an arrow is as in the following picture:
h
g h−1gh
This example perhaps highlights that it is not always obvious from G1 what the source
and target maps are. One might expect on first glance that (g, h) ∈ ΛG1 is a morphism from
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g to h, yet the structure maps indicate that this is not the case. In category theory, one thinks
of a morphism as belonging to a “hom-set” of a particular source and target. In groupoids,
we instead look at the space of all morphisms between all objects and rely on the structure
maps to tell us how they behave as arrows.
Example 2.10. Let X be a set with an equivalence relation ∼. The groupoid X/ ∼ has
elements of X as objects and there is an arrow from x to y if x ∼ y. Conversely, given any
groupoid G we can define an equivalence relation on G0 by setting x ∼ y if there is an arrow
from x to y in G.
This last example leads us to define the quotient G0/∼where∼ is the equivalence relation
determined by the arrows G1. This is called the orbit space of G and will be denoted by |G|
or G0/G1. The reader can confirm the following:
• The orbit space of the action groupoid of X/G is the quotient space X/G.
• The orbit space ofM [U ] isM .
• The orbit space of G[U ] is the same as the orbit space of G itself.
Let X be a topological space and G a groupoid such that G0 is a topological space and |G| is
homeomorphic to X . In this case we will say that G represents the space X . For example,
both of the groupoids S1/ ∗ and R/Z represent the circle S1.
The center of a group G is the set of all g ∈ G such that gh = hg for all h ∈ G. This
is generalised to groupoids in the following definition. We will make use of the center of a
groupoid in Chapter 6. For now, we consider this as an example of how ideas in group theory
can be generalised to groupoids.
Definition 2.11. The center of a groupoid G is the group of natural transformations from the
identity functor idG : G → G to itself,
Center(G) := Nat(idG , idG).
Explicitly, an element ξ ∈ Center(G) is, for each object x, an automorphism ξx : x→ x such
that if g : x→ y is a morphism in G, then ξx · g = g · ξy.
Example 2.12. The center of BG is the center of the group G.
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Example 2.13. Let X be acted on by a group G and let Cg be the centraliser of g ∈ G. Let
Xg denote the points of X that are fixed by g,
Xg = {x ∈ X | x · g = x}.
Then ξx = (x, g) defines an element in the center of X
g/Cg. Indeed, if (x, h) ∈ Xg × Cg
then
ξx · (x, h) = (x, gh) = (x, hg) = (x, h) · ξx·h.
This will play an important role in Chapter 6.
2.2 Orbifold Groupoids
In this section, we consider proper, étale Lie groupoids and homomorphisms between them.
Definition 2.14. A topological groupoid is a groupoid G in which G0 and G1 are topological
spaces and all of the structure maps are continuous.
A Lie groupoid is a groupoid G in which G0 and G1 are smooth manifolds, all of the
structure maps are smooth and the source and target maps are surjective submersions.
A Lie groupoid is étale if the source and target maps are local diffeomorphisms.
A Lie groupoid is proper if the map (s, t) : G1 → G0×G0 is proper, that is, the pre-image
of compact sets are compact.
An orbifold groupoid is a proper, étale Lie groupoid.
An orbifold groupoid is called such because it is the proper, étale Lie groupoids that
represent orbifolds. This is made precise in Theorem 2.27 at the end of the chapter.
Since groupoids are categories we expect that morphisms between them will be functors.
For Lie groupoids we also want to preserve the smooth structure:
Definition 2.15. A homomorphism φ : G → H between Lie groupoids is a smooth functor,
that is, a pair of smooth maps φ1 : G1 → H1 and φ0 : G0 → H0 that commute with the
structure maps.
There is also the notion of 2-morphisms between Lie groupoids, which are just smooth
natural transformations. Explicitly, a natural transformation η : φ ⇒ ψ between smooth
functors φ, ψ : G → H is a smooth map η : G0 → H1 such that η(x) is a morphism from
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φ0(x) to ψ0(x) and if g : x→ y is an arrow in G, then the following diagram inH commutes:
φ0(x) ψ0(x)
φ0(y) ψ0(y)
η(x)
φ1(g) ψ1(g)
η(y)
Between categories there is the notion of an equivalence of categories. We want to have
the same notion for Lie groupoids. This leads to a smooth formulation of an equivalence of
categories:
Definition 2.16. An equivalence φ : G → H of Lie groupoids is a homomorphism satisfying
the following conditions:
(i) The composition
H1 s×φ0 G0
pr1−−→ H1
t
−→ H0
is a surjective submersion.
(ii) The following diagram is a pullback square:
G1 H1
G0 × G0 H0 ×H0
φ1
(s,t) (s,t)
φ0×φ0
One may think of these conditions as the smooth formulation of essential surjectivity and
fully faithfulness, respectively.
Remark 2.17. Some authors require that the composition
H1 t×φ G0
pr1−→ H1
s
−→ H0
is a surjective submersion instead of the map in condition (i). These are equivalent because
if (h, x) ∈ H1 t×φ G0 then (h−1, x) ∈ H1 s×φ G0,
t ◦ pr1(h, x) = t(h) = s(h
−1) = s ◦ pr1(h
−1, x),
and the inverse map is a diffeomorphism. For condition (ii) we can equivalently require that
the map
G1 → (G0 × G0) (φ,φ)×(s,t) H1, g 7→ (s(g), t(g), φ1(g))
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is a diffeomorphism.
Example 2.18. The homomorphism φ : R/Z → S1/ ∗ defined on objects by φ0(x) = e2πit
and on arrows by φ1(t, n) = e
2πint is an equivalence.
Example 2.19. LetM be a smooth manifold with an open cover U = {Ui}. The homomor-
phism
ε : M [U ]→M/ ∗
where ε0(x, i) = x and ε1(x, i, j) = x is an equivalence.
Example 2.20. Let G be a Lie groupoid with U = {Ui} an open cover of G0. The homomor-
phism
ε : G[U ]→ G
where ε0(x, i) = x and ε1(g, i, j) = g is an equivalence.
Lemma 2.21. An equivalence φ : G → H induces a homeomorphism
|φ| : |G| → |H|, [x] 7→ [φ0(x)].
Proof. We construct an inverse function. Using the first condition we can find an open cover
{Ui} ofH0 and local sections of t ◦ pr1,
σi : Ui → H1 s×φ0 G0,
which we denote by σi(y) = (σi1(y), σ
i
2(y)). Define the map
ψ : |H| → |G|, [y] 7→ [σi2(y)] where y ∈ Ui.
This map is well-defined: if y ∈ Ui ∩ Uj then σi1(y) · σ
j
1(y)
−1 is a morphism from φ0(σ
i
2(y))
to φ0(σ
j
2(y)) in H. Then the second condition on φ implies that there is a morphism from
σi2(y) to σ
j
2(y) in G, making them equal in the orbit space. A similar argument shows that ψ
is a left inverse to |φ|. To show that this is a right inverse, note that for y ∈ Ui we have
[y]
ψ
7−→ [σi2(y)]
|φ|
7−−→ [φ0(σ
i
2(y))] = [sσ
i
1(y)] = [tσ
i
1(y)] = [y].
Therefore, ψ is a right inverse to |φ| as well.
Lemma 2.22. If φ : G → H and ψ : H → K are equivalences then the composition ψ ◦ φ is
an equivalence.
9
Proof. Consider the following commutative diagram:
(K1 s×ψ0 H0) pr2×φ0 G0 K1 s×ψ0 H0
K1 s×ψ0φ0 G0 K0
∼= tpr1
tpr1
The left vertical map is defined by ((k, x), y) 7→ (k, y) and is a diffeomorphism with inverse
(k, y) 7→ ((k, φ0(y)), y). The top horizontal map is a projection from a fibre product, which
is a surjective submersion. The right vertical map is a surjective submersion since ψ is an
equivalence. Therefore the bottom map is a surjective submersion, as required.
For the second condition we consider the following diagram:
G1 H1 K1
G0 × G0 H0 ×H0 K0 ×K0
(s,t)
φ1 ψ1
(s,t) (s,t)
φ0×φ0 ψ0×ψ0
By hypothesis the left and right squares are pullback diagrams, and so the outer square is a
pullback diagram as well.
When we have an equivalence of categories, there always exists an “inverse” functor that
is also an equivalence of categories. The problem is that the inverse of an equivalence may not
be smooth. For example, the equivalence in Example 2.19 does not have a smooth inverse
unless the open cover is trivial, because there is no smooth map M →
⊔
α Uα. Ideally,
we would like a category of Lie groupoids in which morphisms are homomorphisms and
isomorphisms are equivalences. However, the inverse of an equivalence may not even be a
homomorphism. The solution is to instead define generalised maps between Lie groupoids:
Definition 2.23. A generalised map G → H between Lie groupoids G and H is an equiva-
lence class of triples (G ′, ε, φ) fitting into the diagram,
G
ε
←− G ′
φ
−→ H
where ε is an equivalence. The triple (G ′, ε, φ) is equivalent to (G ′′, ε′, φ′) if there exists a
homomorphism γ : G ′ → G ′′ making the following diagram commutes up to natural transfor-
mation:
10
G H
G ′
G ′′
ε φ
ε′ φ′
γ
Remark 2.24. An alternative notion of maps between orbifold groupoids is that of bibundles
and Hilsum-Skandalis maps. In this approach, a map between Lie groupoids G and H is a
principal H-bundle on G0 with an additional action by G. See Appendix A for a discussion
of these ideas.
The reader should think of the groupoid G ′ as an open cover of G, in fact we have the follow-
ing:
Proposition 2.25. Any generalised map G → H can be represented by an open cover U of
G0 and a homomorphism φ so that we have
G
ε
←− G[U ]
φ
−→ H.
where ε is defined in Example 2.20. Furthermore, another such triple (G[U ′], ε′, φ′) represents
the same generalised map if and only if φ and φ′ are related by a natural transformation when
restricted to a common refinement of U and U ′.
This result is best proven using the language of bibundles, where there is a natural notion
of local triviality. A proof is provided in Appendix A.
The suitable notion of equivalence between Lie groupoids is that of Morita equivalence:
Definition 2.26. AMorita equivalence between G andH is a generalised map (H′, ε, φ) such
that φ is an equivalence. If a Morita equivalence exists, then G and H are said to be Morita
equivalent.
If one were to discuss orbifolds without the language of groupoids, they would speak
of topological spaces equipped with an equivalence class of orbifold atlases. This is anal-
ogous to smooth manifolds equipped with smooth atlases. In a similar method to how we
constructed a groupoid from an open cover of a manifold, one can build a groupoid using an
orbifold atlas. Such a groupoid will be a proper, étale Lie groupoid. If a different, yet com-
patible, orbifold atlas was used, then the groupoid obtained would be Morita equivalent to the
original. In this sense, when we think of a groupoid G representing an orbifold, G plays the
role of an atlas on the topological space |G|. For more details on this, the original reference
is [MP97] but the reader should also see [Moe02] and [Ame12]. The important theorem here
is the following [MP97, Thm 4.1 (4)⇒ (1)]:
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Theorem 2.27. There is an equivalence of categories between the category of orbifolds and
the category of orbifold groupoids with generalised maps.
Remark 2.28. There is a formal way of forcing a certain class of maps in a category to be
invertible. Let C be a category andW a subclass of morphisms in C. A (the) localisation of C
with respect toW is a category C[W−1] with a functor L : C → C[W−1] such that:
(i) For any w ∈ W the arrow L(w) is invertible in C[W−1].
(ii) If φ : C → D is any functor such that φ(w) is invertible for every w ∈ W , then there is
a unique functor ψ : C[W−1]→ D such that ψ ◦ L = φ.
This definition is from [Ler10, §3.1]. The category of orbifold groupoids with generalised
morphisms is actually the category Gp[W−1] whereGp is the category of orbifold groupoids
with isomorphism classes of smooth functors and W is the collection of arrows represented
by equivalences.
12
CHAPTER 3
LOOP GROUPOIDS
3.1 Loop Groupoids
The free loop space LM of a manifold M is the space of all loops S1 → M . We want to
generalise this construction to orbifolds, defining a loop groupoid that represents the loop
space of the orbifold under consideration. The reference for these ideas is [LU02], in which
Lupercio and Uribe formulate the loop groupoid and investigate its properties. This section
aims to provide a complementary account of the material presented in their paper
Given a Lie groupoid G, one expects the objects of the loop groupoid LG to be orbifold
maps S1 → G, where S1 is a groupoid representing the circle. The canonical choice of S1 is
S1 := S1/ ∗ =
(
S1 ⇒ S1
)
.
An orbifold map from S1 to G is an equivalence class of diagrams of the form
S1 ← S1[U ]→ G
where U is an open cover of S1. Pulling U back along the exponential map t 7→ e2πit, we can
produce an open cover V of R. The groupoid R/Z[V] fits into the diagram
S1 G
S1[U ]
R/Z[V]
where the vertical map is an equivalence induced by the exponential map and the bottom two
maps are chosen to make the diagram commute. This means that the generalised maps
S1 ← S1[U ]→ G and S1 ← R/Z[V]→ G
are equivalent. Introducing the notation
S1U := R/Z[V],
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where U is an open cover of S1 and V is the corresponding open cover of R, we are now
justified in restricting our attention to generalised maps of the form
S1 ← S1U → G.
The reason for switching from S1[U ] to S1U is because it is more convenient to map out of R
than to map out of S1. It is analogous to working with R/Z instead of S1 or by considering
loops that are maps out of [0, 1] rather than S1.
We now ask which open covers of the circle it is sufficient to consider. Immediately, we
can restrict to finite covers: compactness of S1 implies that any open cover U has a finite
sub-cover U ′. The inclusion S1U ′ →֒ S
1
U is an equivalence and fits into the diagram
S1 G
S1U
S1U ′
where the bottom arrows are chosen to make the diagram commute. The top and bottom
rows hence give the same generalised map, which means that we can always represent a
generalised map with a finite cover. This argument, which was applied to sub-covers of U ,
will also work for refinements of U . The complexity of the orbifold maps S1 → G will
depend on the complexity of the open covers we choose, so we want these to be as nice as
possible. The question is: what is a suitably “nice” class of open covers of S1 that any finite
cover can be refined into?
Lupercio and Uribe’s notion of admissible covers provide an answer to this question.
Consider a finite collection of points
0 < α0 < α1 < ... < αn ≤ 1
and define the intervals
Ii = (αi−1 − ǫ, αi + ǫ), i ∈ {1, ..., n+ 1},
where:
• αn+1 := α0 + 1.
• ǫ > 0 is chosen small enough that triple intersections of the Ii are empty after mapping
to the circle via the exponential map t 7→ e2πit.
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I1 I2 I3
α0 α1 α2 α0 + 1
2ǫ 2ǫ
α0
α1
α2
exp
Figure 3.1: An admissible cover of S1.
Under the exponential map, each interval maps to an open set in S1 and together form an
open cover of S1, see Figure 3.1. A cover of S1 obtained in this way is called an admissible
cover. We note a few properties:
• Choosing a smaller ǫ results in a refinement of the original admissible cover, and hence
for our purposes is the same. We will therefore define an admissible cover using its
“vertices” αi (see Remark 3.1) and assume that ǫ and the intervals Ii are implicitly
defined.
• Given any two admissible covers, there is a common refinement which is also an ad-
missible cover. This is obtained, for instance, by taking the union of all the chosen
vertices with a sufficiently small ǫ.
• Any finite cover of S1 can be refined to an admissible cover. This amounts to removing
any “redundant” open sets, breaking the remaining sets up so that they’re connected,
and then shrinking them until they’re the correct length. Each of these steps can be
achieved by a suitable refinement of the initial open cover.
Remark 3.1. One may think of an admissible cover as a triangulation of S1 that has been
converted into an open cover by extending the end of each edge by ǫ. A common refinement
of two admissible covers is then a common triangulation with a sufficiently small ǫ. As the ǫ
may be chosen arbitrarily small, in application we will often think of admissible covers and
triangulations as being one and the same. This is the reason we refer to the αi as “vertices”
of the admissible cover.
Let U be an admissible cover of S1. If U is the trivial cover of S1, which occurs when U
is obtained from a single vertex, then S1U = R/Z. Otherwise, an explicit description of the
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groupoid S1U is:
S1U =

⊔
i,j(Wi ∩Wj)× Z
⊔
iWi
 , where Wi = ⊔
n∈Z
(Ii + n).
The source and target maps are
s(x, n, i, j) = (x, i) and t(x, n, i, j) = (x+ n, j).
If U and V are two admissible covers, then their common refinement will be denoted by
U ∩ V . We have that
S1U∩V =

⊔
i,j,k,l(Wi ∩W
′
j ∩Wk ∩W
′
l )× Z
⊔
i,j Wi ∩W
′
j

where the W ′j are obtained from V in the same way that the Wi are obtained from U . This
may appear to be a large disjoint union but in fact almost all of theWi ∩W ′j are empty.
With a suitably nice family of open covers established, we turn to defining the loop
groupoid. As discussed, the objects of the loop groupoid of G should be orbifold maps
S1 ← S1U → G (3.1)
where U ranges across all admissible covers and their refinements. This suggests a colimit
construction; the loop groupoid LG(U) will be defined for a particular admissible cover U
and the complete loop groupoid LG will be a colimit of LG(U) over all of the admissible
covers U .
Fix an admissible cover U . We construct a groupoid in which the objects are orbifold
maps of the form (3.1). The left homomorphism S1U → S
1 is fixed by the choice of U ,
so the objects will be smooth functors S1U → G. If the objects are to be functors, the mor-
phisms should be natural transformations between these functors. Given two smooth functors
Φ,Ψ: S1U → G, a natural transformation Λ: Φ→ Ψ is a map
Λ: (S1U )0 → G1
such that if x ∈ (S1U)0, then Λ(x) is a morphism from Φ0(x) to Ψ0(x). This must satisfy the
16
following naturality condition: if f : x→ y is a morphism in S1U , then the following diagram
in G commutes:
Φ(x) Ψ(x)
Φ(y) Ψ(y).
Λ(x)
Φ1(f) Ψ1(f)
Λ(y)
This discussion is summarised in the following definition [LU02, Def 3.2.1]:
Definition 3.2. Let G be a Lie groupoid and U an admissible cover. The loop groupoid of G
associated to the open cover U , denoted by LG(U), is defined as follows:
• Objects are smooth functors Φ: S1U → G.
• Morphisms are smooth natural transformations Λ: Φ→ Ψ.
• Multiplication of morphisms is given by the composition of arrows in G. Concretely, if
Λ: Φ→ Ψ and Ω: Ψ→ Θ are morphisms, then Λ · Ω is given by the map
Λ · Ω: (S1U )0 → G1, (x, i) 7→ Λ(x, i) · Ω(x, i).
Objects of LG(U) are called loops associated to the open cover U .
Remark 3.3. Lupercio and Uribe define morphisms in LG(U) as maps Λ: (S1U)1 → G1 such
that Λ(x, n, i, j) is a morphism from Φ(x, i) to Ψ(x+ n, j) and
Λ(x, n, i, j) = Φ1(x, n, i, i) · Λ(x+ n, 0, i, j) = Λ(x, 0, i, j) ·Ψ(x, n, j, j).
In other words, the naturality condition is used to extend from a map on (S1U)0 to a map on
(S1U)1. The two definitions are equivalent.
An object Φ ∈ LG(U)0 is depicted schematically in Figure 3.2. Since (S1U)0 is a disjoint
union of intervals,Φ0 is a disjoint collection of paths in G0. The images Φ0(Ii) and Φ0(Ii+n)
are identified by morphisms of the form Φ1(x, x + n, i, i). This means that each Φ0(Wi) is
a collection of “copies” of a single path Φ0(Ii). The remaining morphisms, those between
Wi and Wj for i 6= j, are mapped by Φ1 to morphisms in G that identify the ends of the
Φ0(Ii) and Φ0(Ij) to form a complete loop when isomorphic objects are identified. Note that
in Figure 3.2 we only bother to draw the images of I1, ...., In and omit the images of their
translates.
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I2
I3
I4
I1
α1
α2
α3
α0
Φ1(α2)
Φ1(α3)
Φ1(α0)
Φ1(α1)
Φ0|I3
Φ0|I4
Φ0|I1
Φ0|I2
Φ
Figure 3.2: A loop inLG(U) is a disjoint collection of paths in G0 with morphisms connecting
each path to the next.
Two morphisms Φ,Ψ: S1U → G are equivalent if there is a common refinement U ∩ V of
U and V such that the following diagram of functors commutes up to natural transformation:
S1U∩V S
1
U
S1V G
Φ
Ψ
The natural way of considering all the loops associated to all the admissible open covers
under this equivalence is by using a colimit construction.
Definition 3.4. Let G be a topological groupoid. The loop groupoid LG is defined to be
LG = lim−→
U
LG(U)
where the colimit ranges over the admissible covers of S1.
Example 3.5. Our favourite loops will be those associated to the trivial cover. As discussed,
if U is the trivial cover of S1 then S1U = R/Z. Loops associated with this cover are smooth
functors
Φ: R/Z→ G.
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These loops are fully determined by the value of Φ1 on R× {1}, because
Φ0(x) = s(Φ1(x, 1)),
Φ0(x+ 1) = t(Φ1(x, 1)),
Φ1(x, 0) = u(Φ0(x)),
Φ1(x, n) = Φ1(x, 1)Φ1(x+ 1, 1) · · ·Φ1(x+ n− 1, 1), and
Φ1(x,−n) = i(Φ1(x− n, n)),
where n is a positive integer. Moreover, the restriction of Φ0 to an interval [x, x+1] descends
to a well-defined loop in |G|, see Figure 3.3.
Φ0(0) Φ0(1)
Φ1(0)
Φ0
[Φ0(0)]
= [Φ0(1)]
quotient
Figure 3.3: Φ0 descends to a loop in |G|.
3.2 Rotation and the Inertia Groupoid
Any loop construction should have a natural R-action which comes from rotating the loops.
Let U be an admissible cover of S1 given by 0 < α0 < ... < αn ≤ 1 and let z ∈ R. Define
S1Uz =

⊔
i,j(W
z
i ∩W
z
j )× Z
⊔
iW
z
i
 where W zi = Wi + z.
The notation is explained as follows: for each i, let βi ∈ (0, 1] be a representative of αi + z
modulo Z. This gives a new set of vertices {β0, . . . , βn} ⊂ (0, 1] and, using the same ǫ, we
have a new admissible cover Uz with S1Uz as above. Formally, this is just a rotation of the
circle, see Figure 3.4.
There is a functor ι : S1Uz → S
1
U defined by undoing the translation by z,
ι0(x, i) = (x− z, i), ι1(x, n, i, j) = (x− z, n, i, j).
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α0
α1
α2 β1
β2
β0
Figure 3.4: Rotation of an admissible cover by z = 1/6.
Given a loop Φ associated to U we define the rotated loop Φz to be Φz := Φ ◦ ι. Explicitly,
Φz0(x, i) = Φ0(x− z, i) and Φ
z
1(x, n, i, j) = Φ1(x− z, n, i, j).
Therefore, the rotation action on LG is the function
(LG)0 × R→ (LG)0, (Φ, z) 7→ Φ
z.
We now ask which loops are rotation invariant. Such loops form a sub-groupoid of LG that
is denoted LGR. Consider a simple example.
Example 3.6. Consider a loop Φ: R/Z → G that is invariant under rotation. This means
that if z ∈ R, then Φ = Φz on a common refinement of U and Uz. Unpacking this, we can
conclude that for all z ∈ R,
Φ0(x) = Φ0(x− z) and Φ1(x, n) = Φ1(x− z, n).
Therefore, Φ0 and Φ1(−, n) are constant and Φ1(x, n) = gn where g := Φ1(x, 1). In other
words, we have an automorphism of a fixed object Φ0(x) ∈ G0. This is an object in the inertia
groupoid ΛG.
This example, together with the following result, leads to a nice description of LGR.
Lemma 3.7. Every object in LGR is isomorphic to another object in LGR that is associated
to the trivial cover of S1.
The idea behind the proof is that rotation invariance of Φ ∈ LGR0 implies that Φ1 and Φ0
are locally constant. The loop is then a collection of constant paths all of which are connected
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by morphisms in the image of Φ1, allowing the construction of an isomorphic loop associated
to the trivial cover. For a complete proof, we refer the reader to [LU02, Lemma 3.6.3] and
mention that this proof uses similar technique to Proposition 3.9, for which a detailed proof
sketch is provided.
Example 3.6 and Lemma 3.7 lead to the following [LU02, Theorem 3.6.6]:
Proposition 3.8. The groupoid LGR is Morita equivalent to the inertia groupoid ΛG.
Of particular note is that there is an inclusion functor ι : ΛG →֒ LG defined as follows:
• Given an object g in ΛG, the loop Φ = ι0(g) : R/Z→ G is defined by
Φ0(t) := s(g) = t(g) and Φ1(t, 1) := g.
This can be thought of as a constant loop at s(g) = t(g).
• Given a morphism (g, h) in ΛG, the arrow Λ = ι1(g, h) is given by
Λ: R→ G1, Λ(t) = h.
This defines a natural transformation from Φ = ι0(g) to Ψ = ι0(h
−1gh):
s(Λ(t)) = s(h) = Φ0(t),
t(Λ(t, n)) = t(h) = Ψ0(t), and
Λ(t) ·Ψ(t, n) = h · (h−1gnh) = gnh = Φ(t, n) · Λ(t),
The third calculation is the naturality condition.
3.3 Loops of X/G
In this section, we will consider the loop groupoid ofX/G and find a description of L(X/G)
in terms of certain paths inX . The first result which simplifies things is the following [LU02,
Lemma 4.1.1]:
Proposition 3.9. Let X be a connected space acted on by a finite group G. Every object in
the loop groupoid L(X/G) is isomorphic to a loop associated to the trivial cover.
A sketch of the proof, aimed to complement that of [LU02], is provided towards the end
of the chapter, starting on Page 24. Assuming the proposition, every object in L(X/G) is
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isomorphic to a smooth functor Φ: R/Z → X/G. As discussed in Example 3.5, such a
functor is fully determined by the value of Φ1 on R× {1}. Moreover,
Φ1(R× {1}) ⊆ X × {g}
for some g ∈ G. This is because Φ1(R× {1}) lies in a connected component of X × G and
G, being a finite group, has the discrete topology. In fact,
Φ1(x, 1) = (Φ0(x), g) and Φ0(x+ 1) = t(Φ1(x, g)) = Φ0(x) · g.
Conversely, if we start with a function ϕ : R→ X satisfying ϕ(x+ 1) = ϕ(x) · g, then
Φ1(x, 1) := (ϕ(x), g)
defines a loop in X/G. We conclude that loops in X/G can be identified with pairs (ϕ, g)
such that ϕ(x+ 1) = ϕ(x) · g. Establish the set
Pg = {ϕ : R→ X | ϕ(x+ 1) = ϕ(x) · g}.
A morphism Λ: Φ→ Ψ in L(X/G), where Φ,Ψ: R/Z→ X/G, is a function
Λ: R→ X ×G, where Λ(R) ⊂ X × {k}
for some k ∈ G. In fact, for Λ(x) to be a morphism in X/G from Φ0(x) to Ψ0(x), we must
have Λ(x) = (Φ0(x), k). This means that Ψ0(x) = Φ0(x) · k for all x ∈ R. If Φ0 ∈ Pg and
Ψ0 ∈ Ph, then the naturality of Λ implies that
g · k = k · h =⇒ h = k−1gh =⇒ Ψ1(x, 1) = (Φ0(x) · k, k
−1gk).
This leads to the following:
Proposition 3.10. The loop groupoid L(X/G) is Morita equivalent to the groupoid(⊔
g
Pg
)
/G
where the G-action is given by(⊔
g
Pg
)
×G→
(⊔
g
Pg
)
,
(
(ϕ, g), h
)
7→ (ϕ · h, h−1gh),
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so that if ϕ ∈ Pg, then ϕ · h ∈ Ph−1gh.
We can go one step further. If g and h are not in the same conjugacy class, then there are no
morphisms between elements of Pg and elements of Ph. We can therefore write(⊔
g
Pg
)
/G =
⊔
[g]
[(⊔
h∈[g]
Ph
)
/G
]
,
where the first union on the right-hand side runs over the conjugacy classes [g] of G. Acting
by k ∈ G identifies the objects in Pg with the objects in Pkgk−1 . If g = kgk
−1, that is, k is an
element of the centraliser Cg of g, then k acts as an automorphism of Pg. We hope that for
each h ∈ [g] we can identify Ph with Pg. Consider the functor
F : Pg/Cg →
(⊔
h∈[g]
Ph
)
/G
defined by F0(ϕ) = (ϕ, g) and F1(ϕ, h) = (ϕ, g, h). The Cg-action on the left-hand side is
(ϕ · h)(x) = ϕ(x) · h. This functor is an equivalence of groupoids, leading to the following
result [LU02, Corollary 6.1.2].
Proposition 3.11. The loop groupoid L(X/G) is Morita equivalent to the groupoid⊔
[g]
Pg/Cg
where the disjoint union runs over the conjugacy classes [g] of G and the Cg-action on Pg is
given by
Pg × Cg → Pg, (ϕ, h) 7→ ϕ · h.
There is a similarly simple formulation of the loops of X/G that are invariant under
translation. The action on L(X/G) by the real numbers corresponds to the following action
on Pg:
Pg × R → Pg
(ϕ, z) 7→ ϕz
where ϕz(t) = ϕ(t − z). The functions invariant under this action satisfy ϕ = ϕz for all
z ∈ R and are hence constant functions. Then, if x = ϕ(t) for all t, we have that
x = ϕ(t+ 1) = ϕ(t) · g = x · g.
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Therefore, (Pg)R ∼= Xg. This leads to [LU02, §6.2.1],
L(X/G)R ∼=
⊔
[g]
Xg/Cg.
This matches the description of the inertia groupoid ofX/G, after we choose representatives
in each conjugacy class.
Sketch of the proof of Proposition 3.9
For the remainder of the chapter, we detail a sketch that is intended to complement Lupercio
and Uribe’s complete proof in [LU02]. Consider a loopΦ inX/G associated to an admissible
cover U with two vertices
0 < α0 < α1 ≤ 1.
On objects, Φ is a collection of paths in X , namely for each m ∈ Z we have paths
Φ0|I1+m : I1 +m→ X and Φ0|I2+m : I2 +m→ X.
Consider the former maps first. For each m ∈ Z the paths Φ0|I1 and Φ0|I1+m are connected
by morphisms in Φ1(I1 × {m}). As I1 × {m} is connected, Φ1 is continuous, and G has the
discrete topology, we know that
Φ1(I1 × {m}) ⊆ X × {gm}
for some gm ∈ G. This means that
Φ0(x) · gm = Φ0(x+m) for all x ∈ I1.
Similarly, there exists hm ∈ G such that Φ0(x) · hm = Φ0(x + m) for all x ∈ I2. We will
apply g−1m and h
−1
m appropriately to define a loop Ψ which satisfies
Ψ0|Ii+m = Ψ0|Ii = Φ0|I0. (3.2)
In this case,Ψ0 is just a finite collection of paths inX andΨ1 connects the ends of these paths
together. Refer to Figure 3.5 for a schematic description of how Ψ is defined. On objects Ψ
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Φ0
∣∣
I1
= Ψ0
∣∣
I1+m
Φ0
∣∣
I1+m
Φ0
∣∣
I2
= Ψ0
∣∣
I2+m+n
Φ0
∣∣
I2+m+n
g−1m
h−1m+n
Φ0(x)
Ψ0(x) Φ0(x+n)
Ψ0(x+n)
gm
Φ1(x, n, 1, 2)
h−1m+n
Figure 3.5: The loops Φ and Ψ.
is defined as follows:
Ψ0(x) =
Φ0(x) · g−1m , x ∈ I1 +mΦ0(x) · h−1m , x ∈ I2 +m.
On morphisms we have four cases:
Ψ1(x, n, 1, 1) := gm · Φ1(x, n, 1, 1) · g
−1
m+n, x ∈ I1 +m,
Ψ1(x, n, 1, 2) := gm · Φ1(x, n, 1, 2) · h
−1
m+n, x ∈ I1 +m,
Ψ1(x, n, 2, 1) := hm · Φ1(x, n, 2, 1) · g
−1
m+n, x ∈ I2 +m,
Ψ1(x, n, 2, 2) := hm · Φ1(x, n, 2, 2) · h
−1
m+n, x ∈ I2 +m.
There is an abuse of notation here: Φ1(x, n, i, j) ∈ X ×G but gm, hm ∈ G. The first line, for
instance, would be correctly written as
Ψ1(x, n, 1, 1) := (Ψ0(x), gm) · Φ1(x, n, 1, 1) · (Φ0(x+ n), g
−1
m+n).
Now, if x+m ∈ I1 +m, then
Ψ0(x+m) = Φ0(x+m) · g
−1
m = Φ0(x) · gm · g
−1
m = Φ0(x) = Ψ0(x).
Therefore, condition (3.2) is satisfied. Ψ is drawn again in Figure 3.6. Note that this is the
same way we’ve previously draw loops, because we omit the “copies”. Now there is nothing
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I2I1
α0 α1 α0 + 1
k1
k2
Ψ0
∣∣
I1
Ψ0
∣∣
I2Ψ
Figure 3.6: A loop inX/G associated to an admissible cover with two vertices.
to omit because all of the copies have been identified.
There is a natural transformation η : Φ→ Ψ defined by
η : (S1U)0 → X ×G, η(x) =
(Φ0(x), g−1m ), x ∈ I1 +m,(Φ0(x), h−1m ), x ∈ I2 +m.
Indeed, if x ∈ I1 +m, then
Φ0(x) · g
−1
m = Ψ0(x),
by the definition of Ψ. The same holds for x ∈ I2 +m. If we consider (x, n, 0, 1) ∈ (S1U)1,
with x ∈ I1 +m, then the following diagram commutes:
Φ0(x) Φ0(x+ n)
Ψ0(x) Ψ0(x+ n)
Φ1(x,n,0,1)
η(x) η(x+n)
Ψ1(x,n,0,1)
This is because
η(x) ·Ψ1(x, n, 0, 1) = g
−1
m · gm · Φ1(x, n, 0, 1) · h
−1
m+n = Φ1(x, n, 0, 1) · η(x+ n).
Naturality for the remaining morphisms can be checked by the reader. The point is that Φ is
isomorphic in LG to a loop which doesn’t contain infinitely many paths - the only ones we
need to consider are the restrictions to I1 and I2. This is the first step in producing a loop
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k2
k1k1k2
k1
k−11
Ψ0
∣∣
I1
Ψ0
∣∣
I2
Θ0
∣∣
I2
Figure 3.7: Modify Ψ so that it is associated to a trivial cover.
associated to the trivial cover that is isomorphic to Φ.
The next step is to perform a similar operation to Ψ to obtain a loop associated to the
trivial cover. This amounts to joining the two disjoint paths at Ψ1(I1 ∩ I2) so that they form
a single path. First note that
Ψ1(I1 ∩ I2 × {0}) ⊆ X × {k1} and Ψ1(I2 ∩ (I1 + 1)× {−1}) ⊆ X × {k2}
for some k0, k1 ∈ G. The−1 is present because Ψ1(x,−1, 2, 1) is a morphism from Ψ0(x, 2)
to Ψ0(x− 1, 1) where x ∈ I2 ∩ (I1 + 1) and hence x− 1 ∈ I1.
Define a new loop Θ: S1U → X/G as follows:
Θ0(x) =
Ψ0(x), x ∈ I1,Ψ0(x) · k−11 , x ∈ I2, and,
Θ1(x) =
(Ψ0(x), 1), x ∈ I1 ∩ I2 or x ∈ (I1 + 1) ∩ I2,(Ψ0(x) · k−11 , k1k2), x ∈ I2 ∩ I1 or x ∈ I2 ∩ I1.
Here we are applying k−11 to the path Ψ0|I2 so that it connects to Ψ0|I1 at α1 as in Figure 3.7.
The morphisms are chosen to be compatible with this change.
Now Θ is a loop that is associated to the trivial cover: if x ∈ I1 ∩ I2, then Θ1(x) is the
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identity at Θ0(x). We can therefore write Θ0 as a map
Θ0 : R→ X such that Θ0(x+ 1) = Θ0(x) · (k1k2).
We recognise this as a loop in X/G associated to the trivial cover, namely Θ0 ∈ Pk1k2 .
There is a natural transformation ξ : Ψ→ Θ given by
ξ : (S1U)0 → X ×G, ξ(x) =
(Φ0(x), 1), x ∈ I1,(Φ0(x), k−11 ), x ∈ I2.
Therefore, Φ, Ψ and Θ are isomorphic in L(X/G). In particular Φ is isomorphic to a loop
associated to the trivial cover.
To summarise, we started with a loop Ψ and first obtained an isomorphic loop Ψ such
that Ψ|Ii = Ψ|Ii+n for each i. In the next step, we obtained a loop Θ such that the disjoint
paths were joined together. In this example, Φ was associated to a very simple admissible
cover - only two intervals. Obtaining Ψ in the general case is a matter of applying the same
technique to a greater number of Ii. Then, Θ can be obtained from Ψ be repeatedly joining
each disjoint path to the next; in our case this only had to be done once.
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CHAPTER 4
STRUCTURES ON GROUPOIDS
4.1 Vector Bundles
There are two equivalent definitions of a vector bundle on a groupoid and each extends to a
definition of vector bundles on orbifolds. The first definition is seen for instance in [Moe02,
§5.4]. Unless otherwise stated we assume that all groupoids are topological groupoids.
Definition 4.1. A vector bundle on a groupoid G is a (right) G-space E such that the anchor
map π : E → G0 is a vector bundle and the G-action is fibre-wise linear. Explicitly, this
consists of the following data:
(i) A vector bundle π : E → G0.
(ii) A right G-action,
µ : E π×t G1 → E, (e, g) 7→ e · g,
which satisfies, for z
g
−→ y
h
−→ x in G,
• π(e · g) = s(g),
• e · 1x = e,
• (e · h) · g = e · (gh), and
• g : Et(g) → Es(g) is a linear isomorphism for each g ∈ G1.
An alternative definition follows a general framework for defining structures over groupoids.
Definition 4.2. A vector bundle on a groupoid G consists of the following data:
(i) A vector bundle π : E → G0.
(ii) An isomorphism µ : t∗E → s∗E of vector bundles over G1 which satisfies
• u∗µ = idE where u : G0 → G1 is the unit map of the groupoid.
• d∗2µ ◦ d
∗
0µ = m
∗µ where d0, m, d2 : G2 → G1 are the maps given by
d0(g, h) = h, m(g, h) = gh, and d2(g, h) = g.
This is called the associativity condition.
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Remark 4.3. The second condition on the isomorphism µ is encapsulated by the following
commutative diagram:
m∗t∗E m∗s∗E
d∗0t
∗E d∗2s
∗E
d∗0s
∗E d∗2t
∗E
m∗µ
d∗0µ d
∗
2µ
To be even more explicit, since µ is a vector bundle isomorphism we can write
µ(e, g) = (µ1(e, g), g)
for some function µ1 : t
∗E → E. Then the conditions on µ become
µ1(e, 1π(e)) = e, and µ1(µ1(e, h), g) = µ(e, gh).
This indicates the relationship between the two definitions; since t∗E = E π×t G1 we see
that µ1 defines an action on E as per the first definition. In the other direction, if we have a
G-action on E, then we can define
µ : t∗E → s∗E, µ(e, g) = (e · g, g).
The reader can check that this shows that the two definitions are equivalent. We will shift
between the two definitions depending on which is convenient at the time.
Definition 4.4. Let E and F be vector bundles on a groupoid G. An isomorphism from E to
F is a vector bundle isomorphism f : E → F that is compatible with the G-action i.e. the
following diagram commutes:
t∗E s∗E
t∗F s∗F
t∗f s∗f
Equivalently, f(e · g) = f(e) · g.
Definition 4.5. Let φ : G → H be a homomorphism of Lie groupoids and let E be a vector
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bundle onH. The pullback bundle is defined as φ∗E = E π×φ0 G0 with the action
(e, x) · g = (e · φ1(g), y), g : y → x.
Let VectG denote the category of vector bundles on G.
Proposition 4.6. If G andH are Morita equivalent, then there is an equivalence of categories
between VectG and VectH.
Proof. This is best proved in the context of bibundles. The key idea is that a vector bundle
on G is equivalent to aGLn(C)-bundle on G, which in turn is equivalent to a bibundle from G
to BGLn(C). If G andH are Morita equivalent, then they are isomorphic in the 2-category of
Lie groupoids with bibundles. This implies an equivalence of categories between the Hom-
categories Hom(G,BGLn(C)) and Hom(H,BGLn(C)), which are equivalent to Vect G and
VectH respectively. A discussion is found in [Ame12, §2.6].
The notion of GLn(C)-valued 1-cocycles are important when discussing vector bundles;
every vector bundle is classified up to isomorphism by its associated 1-cocycle. Before further
investigating vector bundles on groupoids, we’d like an appropriate notion of cocycles on
groupoids. We begin by framing the definition of a cocycle in terms of groupoids. LetM be
a space with an open cover U = {Ui} and let η = (ηij) be a 1-cocycle associated to U . Recall
the open cover groupoid,
M [U ] =
(⊔
i,j
Ui ∩ Uj ⇒
⊔
i
Ui
)
.
The 1-cocycle η can be reinterpreted as the map
η : M [U ]1 → GLn(C), η(x, i, j) = ηij(x).
The cocycle condition is a condition on triple intersections; if x ∈ Ui ∩ Uj ∩ Uk, then
ηij(x)ηjk(x) = ηik(x). This can be expressed as a condition on
M [U ]2 =
⊔
i,j,k
Ui ∩ Uj ∩ Uk.
Precisely, this condition is that if (x, i, j, k) ∈M [U ]2, then
η(x, i, j) · η(x, j, k) = η(x, i, k).
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In other words,
(η ◦ d0) · (η ◦ d2) = (η ◦ d1). (4.1)
To summarise, a GLn(C) valued 1-cocycle (ηij) associated to the open cover U is equivalent
to a map η : M [U ]1 → GLn(C) satisfying (4.1). This formalism can be extended to general
groupoids:
Definition 4.7. A function η : Gp → GLn(C) is a p-cocycle if η satisfies the following cocycle
condition over Gp+1:
p∏
i=0
(η ◦ di)
(−1)i = 1.
For example, a 2-cocycle would satisfy
(η ◦ d0) · (η ◦ d1)
−1 · (η ◦ d2) · (η ◦ d3)
−1 = 1.
This definition is a specific case of the notion of Cˇech cocycles on groupoids, which appear
in the next chapter. We return to our investigation of vector bundles on groupoids with some
examples.
Example 4.8. Consider a 1-cocycle θ : G1 → GLn(C) on G. This means that θ satisfies
θ(g1) · θ(g2) = θ(g1g2)
for composable arrows g1 and g2 in G. We can use θ to construct a vector bundle on G as
follows. Let E = G0 × Cn be the trivial vector bundle. Then t∗E = s∗E = G1 × Cn and θ
induces an isomorphism
G1 × C
n → G1 × C
n, (g, v) 7→ (g, θ(g) · z).
The cocycle condition on θ implies that this defines a vector bundle on G. In fact, any vector
bundle on an orbifold can be given by a 1-cocycle as above for a suitable choice of represent-
ing groupoid. We elaborate on this in the next example.
Example 4.9. Let E be a vector bundle on G and consider an open cover U = {Ui} of G0
such that E is trivial over each Ui. We have an open cover groupoid,
G[U ] =

⊔
i,j t
−1(Ui) ∩ s
−1(Uj)
↓↓⊔
i Ui
 ,
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with an equivalence ε : G[U ] → G. Pulling back E along ε gives the trivial vector bundle on
G[U ]0. The isomorphism t∗E ∼= s∗E is pulled back along ε1 to give an isomorphism ε∗1t
∗E ∼=
ε∗1s
∗E of bundles on G[U ]1. By the functoriality of ε, this is the same as an isomorphism
t∗ε∗0E
∼= s∗ε∗0E of trivial bundles. This produces a 1-cocycle
θ :
⊔
i,j
t−1(Ui) ∩ s
−1(Uj)→ GLn(C).
Thus, we have a vector bundle on G[U ] as in the previous example. Since G and G[U ] repre-
sent the same orbifold we see that any vector bundle on an orbifold is given by a choice of
representing groupoid G and a 1-cocycle θ : G1 → GLn(C).
Example 4.10. Let G be a finite or Lie group. A G-equivariant vector bundle on a G-space
X is a vector bundle π : E → X such that
(i) E is a G-space and π(e · g) = π(e) · g.
(ii) For any g ∈ G, the action g : Ex → Ex·g is an isomorphism of vector spaces.
Suppose we have a G-equivariant vector bundle on E. Then we can define an X/G action
on E by
e · (x, g) = e · g−1.
Conversely, if we already have a G-action on E, then we obtain an X/G action on E via
e · g = e · (π(e) · g, g−1).
This makes sense because t(π(e) · g, g−1) = π(e). Going through the details shows that a
G-equivariant vector bundle on X is the same as a vector bundle onX/G.
Example 4.11. Following from the previous example, a vector bundle on BG = ∗/G is a
linear representation of G: a vector bundle on BG0 = ∗ is a choice of vector space V and
adding an action by BG gives produces a representation.
4.2 Line Bundles with Connection
To warm up for gerbes with connection, we consider the definition of line bundles with con-
nection on groupoids. Here our groupoids are assumed to be Lie groupoids. First recall the
following definition:
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Definition 4.12. An isomorphism F : (L1,∇1) → (L2,∇2) between two line bundles with
connection on a smooth manifold X is a line bundle isomorphism F : L1 → L2 that is
compatible with the connections in the sense that
F (∇1(s)) = ∇2(F (s))
for all sections s of L1.
Now we can essentially rewrite the definition of a line bundle on a groupoid so that it
includes connections:
Definition 4.13. A line bundle with connection on a Lie groupoid G consists of the following
data:
(i) A line bundle L with connection∇ on G0.
(ii) An isomorphism µ : (t∗L, t∗∇) → (s∗L, s∗∇) of line bundles with connection that
satisfies u∗µ = idL and d
∗
2µ ◦ d
∗
0µ = m
∗µ.
Example 4.14. Consider a groupoid G in which each Gn is a disjoint union of contractible
spaces. Then, a line bundle L on G0 must be trivial, L ∼= G0 × C. Moreover, t∗L and s∗L are
isomorphic to G1 × C. The isomorphism µ is therefore of the form
µ : G1 × C→ G1 × C, (g, z)→ (g, θ(g) · z)
for some function θ : G1 → C∗. The associativity condition on µ implies that θ satisfies a
cocycle condition,
θ(g) · θ(h) = θ(gh). (4.2)
A section of L is a function ξ : G0 → C and a connection on L is of the form
∇(ξ) = dξ + A⊗ ξ
where A is a 1-form on G0. The pullback connections t∗∇ and s∗∇ are given by
t∗∇(ξ) = dξ + (t∗A)⊗ ξ, s∗∇(ξ) = dξ + (s∗A)⊗ ξ.
We have that
µ(t∗∇(ξ)) = µ(dξ + (t∗A)⊗ ξ) = θ dξ + (t∗A)⊗ (θξ),
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and
s∗∇(µ(ξ)) = s∗∇(θξ) = θ dξ + ξ dθ + (s∗A)⊗ (θξ).
Compatibility with the connection implies that these are equal, hence
(t∗A− s∗A)⊗ (θξ) = ξ dθ =⇒ t∗A− s∗A =
dθ
θ
= d log θ. (4.3)
In fact, one can show that a line bundle with connection on G is equivalent (up to isomor-
phism) to a function θ : G1 → C
∗ and a 1-form A satisfying conditions (4.2) and (4.3).
4.3 Gerbes
Line bundles on X are classified up to isomorphism by their first Chern classes, which are
elements of H2(X ;Z). Gerbes are a generalisation of line bundles in the sense that p-gerbes
are classified by Hp+2(X ;Z). Just like line bundles, gerbes have duals, pullbacks, connec-
tions and characteristic classes. Gerbes, namely 1-gerbes, were first introduced by Giraud in
[Gir71] and have since taken several forms. One formulation is Hitchin-Chatterjee gerbes,
which on a spaceM consists of the following data [Hit01]:
• An open cover {Ui} ofM .
• A collection of line bundles Lij on intersections Ui ∩ Uj .
• Isomorphisms Lij ∼= L
−1
ji .
• Isomorphisms Lij ⊗ Ljk ∼= Lik of line bundles on Ui ∩ Uj ∩ Uk.
• The following diagram commutes:
Li ⊗ Lj ⊗ Lk Li ⊗ Ljk
Lij ⊗ Lk Lijk
This is called the associativity condition.
This definition is analogous to the local definition of line bundles, which are C∗-valued cocy-
cles on the intersections of open sets in an open cover. The analogy is even stronger because
(−1)-gerbes are in fact C∗-valued functions. This indicates a hierarchy of gerbes in which
p-gerbes can be constructed from (p− 1)-gerbes on intersections of open sets in a cover.
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The definition of a Hitchin-Chatterjee gerbe is generalised to groupoids in the following
way [LU04b, §6]:
Definition 4.15. A gerbe L on a groupoid G is given by:
(i) A line bundle L on G1.
(ii) An isomorphism i∗L ∼= L−1.
(iii) An isomorphism µ : d∗2L⊗d
∗
0L→ m
∗L satisfying the following associativity condition
on fibres:
Lg ⊗ Lh ⊗ Lk Lg ⊗ Lhk
Lgh ⊗ Lk Lghk
Gerbes on a groupoid G are classified by H3(BG;Z), the degree 3 integral cohomology
of its classifying space BG, see [LU04b, Prop 6.2.2]. In particular, the classifying space of
X/G is the Borel constructionXG, so gerbes onX/G are classified by H
3(XG;Z).
Example 4.16. Let M be a manifold with an open cover U = {Ui} and consider the open
cover groupoidM [U ]. Since
M [U ]1 =
⊔
i,j
Ui ∩ Uj ,
a line bundleL onM [U ]1 is a collection of line bundles Lij on each Ui∩Uj . The isomorphism
i∗L ∼= L−1 implies that Lij ∼= L
−1
ji . The isomorphism d
∗
2L ⊗ d
∗
0L
∼= m∗L implies that
Lij⊗Ljk ∼= Lik and that this satisfies the required associativity condition. Therefore, the line
bundle L, together with these isomorphisms, defines a gerbe onM .
Example 4.17. Let G be a Lie group. A gerbe on BG is the same as a multiplicative line
bundle on G, which is a line bundle L on BG1 ∼= G with a “line bundle multiplication”:
Lg ⊗ Lh ∼= Lgh.
This satisfies the associativity condition given in the definition of a gerbe. Multiplicative line
bundles on G are in bijection with isomorphism classes of central extensions of G by C∗ and
the degree 2 group cohomology of G.
Example 4.18. [LU04b, §7.3] A bundle gerbe on a space M is a smooth manifold Y with
a surjective submersion π : Y → M and a gerbe on the groupoid Y π×π Y ⇒ Y . In this
groupoid, s(y1, y2) = y1 and t(y1, y2) = y2.
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Example 4.19. Let η : G2 → C∗ be a 2-cocycle, which means that η satisfies
η(a, b)η(a, bc)−1η(ab, c)η(b, c)−1 = 1 for (a, b, c) ∈ G3.
Let L = G1 × C be the trivial line bundle on G1. Then
d∗2L⊗ d
∗
0L
∼= G2 × C ∼= m
∗L
and we can define an isomorphism
G2 × C→ G2 × C, ((a, b), z) 7→ ((a, b), η(a, b)z).
The cocycle condition on η ensures that this isomorphism satisfies the associativity condition,
so we have a gerbe on G. If we start with a gerbe in which the line bundle L is trivial, we
can go in the other direction, obtaining a 2-cocycle on G. One can show that any gerbe on an
orbifold can be represented by a 2-cocycle on a “good” representing groupoid.
Example 4.20. A gerbe on G can be viewed as a groupoid GL over G. Given a gerbe L on G,
define the groupoid
GL = (L⇒ G0),
where an element ℓ ∈ L is a morphism from s(π(ℓ)) to t(π(ℓ)). In other words, the source
and target maps are chosen so that there is a functor F : GL → G such that F1 = π and
F0 = idG0 . The multiplication map is defined as
(GL)2 = L tπ×sπ L→ L, (ℓ1, ℓ2) 7→ µ(ℓ1 ⊗ ℓ2),
where µ is in the definition of a gerbe. The gerbe GL will be called an L-twisted gerbe and
will return when we discuss twisted K-theory.
Remark 4.21. Definition 4.15 is a local definition of bundle gerbes on groupoids. If we
were starting from scratch, we may want our definition to be as follows: A bundle gerbe
on a groupoid G is a bundle gerbe L on G0 together with a stable isomorphism t∗L ∼= s∗L
satisfying certain unit and associativity conditions. This approach is discussed in Appendix
B, where we discuss bundle gerbes and see how this leads to Definition 4.15.
Let M be a smooth manifold with a good open cover {Ui}, that is, each Ui and finite
intersection ofUi is contractible. A gerbe with connection onM is described by the following
data:
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• A 2-cocycle η = (ηijk).
• A collection A = (Aij) of 1-forms Aij ∈ Ω
1(Ui ∩ Uj).
• A collection B = (Bi) of 2-forms Bi ∈ Ω2(Ui).
These must satisfy the following conditions:
• Ajk −Aik + Aik = d log gijk on Ui ∩ Uj ∩ Uk.
• Bj − Bi = −dAij on Ui ∩ Uj .
Here the gerbe itself is given by the 2-cocycle and the differential forms give the connective
structure. In Example 4.19 we saw that a gerbe on a groupoid can also be given by a 2-cocycle
on G. We generalise the connective structure in an analogous way [LU04b, §6.3]:
Definition 4.22. A gerbe with connection on a groupoid G is the following data:
η : G2 → C
∗, A ∈ Ω1(G1), B ∈ Ω
2(G2).
These must satisfy:
• η(a, b)η(a, bc)−1η(ab, c)η(b, c)−1 = 1 for (a, b, c) ∈ G3.
• d∗0A−m
∗A + d∗2A = d log η.
• t∗B − s∗B = −dA.
We will see in the next section that this is precisely the description of a gerbe with con-
nection as a Deligne 2-cocycle.
Example 4.23. IfM is a smooth manifold and U = {Ui} is an open cover then a gerbe with
connection onM [U ] is precisely a gerbe with connection onM that is associated to the open
cover U .
Remark 4.24. This definition can be compared to the local definition of a vector bundle with
connection, which consists of a 1-cocycle and connection 1-forms associated to a fixed open
cover. In this situation, one does not necessarily obtain all of the vector bundles on a space by
only considering a single open cover. For this to be true, one needs to consider a good open
cover. It is the same for this definition of gerbes with connection. If one considers a fixed
groupoid representing an orbifold, then this definition may not give all of the possible gerbes
with connection unless the groupoid is a “good” groupoid. This “good” groupoid is called a
Leray groupoid in the next chapter.
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CHAPTER 5
DELIGNE COHOMOLOGY AND TRANSGRESSION
5.1 Deligne Cohomology
We know that p-gerbes are classified by degree (p + 2) integral cohomology or equivalently
degree (p+ 1) Cˇech cocycles. What if we want to include connective structure in this classi-
fication? The answer is that line bundles, gerbes and higher gerbes with connective structure
are classified by Deligne cohomology. This theory was first introduced in complex analytic
geometry by Deligne [Del74], though we refer the reader to [Bry93] for an introduction. We
are motivated to study Deligne cohomology by the following facts:
• There is an isomorphism between degree 1 Deligne cohomology and isomorphism
classes of line bundles with connection.
• The holonomy of a line bundle with connection can be expressed as a transgression
map on Deligne cohomology.
These statements may be generalised to higher gerbes with connective structure, for example
bundle gerbes [MS00, §4]. Deligne cohomology for orbifolds is defined in Lupercio and
Uribe’s work [LU03], and is our main reference for this section. We give a somewhat simpler
formulation that is suitable for our needs.
When defining Cˇech cohomology for a topological space, it is convenient to work with
a good open cover, sometimes called a Leray cover. This is an open cover in which open
sets and finite intersection of open sets in the cover are contractible. Thinking of a groupoid
representing an orbifold as an atlas or open cover of the orbifold, the analogous notion for
orbifolds is that of a Leray groupoid:
Definition 5.1. A Leray groupoid G is a topological groupoid such that each Gn is homeo-
morphic to a disjoint union of contractible spaces.
Proposition 5.2. Every orbifold can be represented by a Leray groupoid.
Proof. The relevant result is [MP99, Cor 1.2.5], which says that we can represent any orbifold
with an atlas which is closed under finite intersections and for which every chart in the atlas
is contractible. Reviewing how one uses an orbifold atlas to build a representing groupoid,
for instance in [Ame12, Ex 2.1.8], one sees that the groupoid obtained is Leray.
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U1
U2
U3
U4
r
Figure 5.1: The open cover in Example 5.4.
Example 5.3. If U is a good open cover of a manifoldM thenM [U ] is a Leray groupoid.
Example 5.4. Consider the cyclic group C2 = 〈r | r2 = 1〉 acting on S1 ⊆ C by z · r = −z.
The groupoid S1/C2 is not a Leray groupoid but an appropriate choice of open cover will
produce one. Let U = {U1, U2, U3, U4} be the open cover in Figure 5.1. Note that U1 ·r = U3
and U2 · r = U4. Consider the groupoid⊔
i,j
Ui ∩ Uj × C2 ⇒
⊔
i
Ui
where for example r induces a morphism from x ∈ U1 to x · r ∈ U3. This is a Leray groupoid
that is equivalent to S1/C2.
Generally speaking, if U is a good open cover of G0, then G[U ] need not be a Leray
groupoid - the cover also needs to be compatible with the morphism structure of G. For
X/G, the solution is to choose a good open cover {Ui} of X with the additional property
that for any i and g ∈ G there exists j such that Ui · g = Uj . A Leray groupoid can then be
constructed as in Example 5.4 [LU04a, p. 12].
We will define the Deligne cohomology of a groupoid. The Deligne cohomology of
an orbifold will then be the Deligne cohomology of a Leray groupoid representing it. The
Deligne complex is the following complex of sheaves:
C
∗ d log−−−→ Ω1
d
−−→ · · ·
d
−−→ Ωp (5.1)
This is to be recognised as the truncated de Rham complex with 0-forms replaced with C∗-
valued functions.
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For a groupoid G, consider the double complex
Kk,ℓ =

C∞(Gℓ,C∗), k = 0, ℓ ≥ 0,
Ωk(Gℓ), 0 ≤ k ≤ p, ℓ ≥ 0,
0, otherwise.
HereC∞(Gn,C∗) denotes smoothC∗-valued maps on Gn andΩk(Gn) denotes complex valued
k-forms on Gn. The coboundary maps are as denoted the following diagram:
...
...
...
C∞(G2,C∗) Ω1(G2) · · · Ωp(G2)
C∞(G1,C∗) Ω1(G1) · · · Ωp(G1)
C∞(G0,C∗) Ω1(G0) · · · Ωp(G0)
d log
δ
d
δ
d
δ
d log
δ
d
δ
d
δ
d log
δ
d
δ
d
δ
The map d log takes η : Gn → C∗ to the 1-form d log η = dη/η. The remaining horizontal
maps are given by the exterior derivative of the de Rham complex. The vertical maps are
given by
δ : Ωk(Gn)→ Ω
k(Gn+1), ω 7→
n∑
i=0
(−1)id∗0ω.
In the first column we must write this multiplicatively;
δ : C∞(Gn,C
∗)→ C∞(Gn+1,C
∗), η 7→
n∏
i=0
(η ◦ di)
(−1)i .
This complex is called the Cˇech de Rham double complex because the columns are Cˇech
complexes and the rows are truncated de Rham complexes with 0-forms replaces with C∗
valued functions. From here we can obtain a cochain complexK• by:
Kn =
⊕
k+ℓ=n
Kk,ℓ
The coboundary mapD : Kn → Kn+1 is given byD = d+(−1)pδ. For example, an element
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ofK1 is a pair (η, ω) with η ∈ C∞(G1,C∗) and ω ∈ Ω1(G0). This is mapped intoK2 by
D(η, ω) = (δη, d log η − δω, dω).
Then because d2 = 0, δ2 = 0 and dδ = δd we have
D2(η, ω) = (δ2η, d log δη − δd log η + δ2ω, d2 log η − dδω + δdω, d2ω) = 0.
In general, we have D2 = 0 as we would hope. This is a common way of obtaining a chain
complex from a double complex and is often called the total complex of the double complex
[Bry93, §1.2].
Definition 5.5. Deligne cohomology of a groupoid G, denoted by
H∗(G,C∗ → Ω1 → · · · → Ωp),
is the cohomology of the cochain complex K• defined above. Deligne cohomology of an
orbifold is the Deligne cohomology of a Leray groupoid representing it.
Example 5.6. Let U = {Ui} is a Leray cover of a smooth manifold M . The Deligne co-
homology of M [U ] matches the Deligne cohomology of the manifold M . For example, a
Deligne 1-cocycle is (η, A) where η = (ηij) is a 1-cocycle and A = (Ai) is a collection of
1-forms on each Ui. This defines a line bundle with connection onM .
Proposition 5.7. Let G be a Leray groupoid. There is an isomorphism between the group of
line bundles with connection on G andH1(G,C∗ → Ω1).
Proof. This is a modified version of the proof for smooth manifolds in [Bry93, Thm 2.2.11].
Let L be a line bundle with connection on G. As G0 is a disjoint union of contractible spaces,
L has is a non-vanishing section σ. Let A ∈ Ω1(G0) be the 1-form satisfying∇(σ) = A⊗ σ.
Letting µ be the isomorphism t∗L→ s∗L, the maps µ ◦σ ◦ t and σ ◦ s are two non-vanishing
sections of s∗L. This means there is a map η : G1 → C∗ such that µ ◦ σ ◦ t = η · (σ ◦ s). This
implies that
t∗A =
d(µ ◦ σ ◦ t)
µ ◦ σ ◦ t
=
d(η(σ ◦ s))
η(σ ◦ s)
=
dη(σ ◦ s) + ηd(σ ◦ s)
σ ◦ s
=
dη
η
+ s∗A.
In other words, t∗A− s∗A = d log η, and so (η, A) is a Deligne 1-cocycle. Suppose we made
a different choice of section n σ′ = f · σ and cocycle η′ such that µ ◦ σ′ ◦ t = η′ · (σ′ ◦ s).
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Then
µ ◦ σ′ ◦ t = (f ◦ t) · (µ ◦ σ ◦ t) = (f ◦ t) · η · (σ ◦ s) =
f ◦ t
f ◦ s
· η · (σ′ ◦ s),
which implies that η′η−1 = (f ◦ t)(f ◦ s)−1. Moreover, letting A′ = dσ′/σ′, we have that
A′ =
dσ′
σ′
=
d(fσ)
fσ
=
df
f
+
dσ
σ
= d log f + A.
Therefore, (η′, A′) − (η, A) = (δ(f), d log f) and the two Deligne 1-cocycles are cohomol-
ogous. Thus, we have a well-defined homomorphism from the isomorphism classes of line
bundles with connection toH1(G,C∗ → Ω1).
For injectivity, assume that (η, A) is trivial. In this case, we can choose a section σ such
that η = 1 and A = 0. This means our line bundle with connection is trivial.
For surjectivity, start with a Deligne 1-cocycle (η, A). Choose L = G0 × C∗, so that t∗L
and s∗L are both equal to G1 × C
∗. Then η determines an isomorphism t∗L → s∗L and A
defines a connection on L by∇(σ) = A⊗ σ.
Proposition 5.8. Let G be a Leray groupoid. There is an isomorphism between the group of
gerbes with connection on G and H2(G,C∗ → Ω1 → Ω2).
Proof. We’ve somewhat cheated by defining gerbes with connection as Deligne 1-cocycles.
For bundle gerbes on manifolds the result is proved in [MS00, §4] and this can be generalised
to the groupoid case in a similar way to the previous proof.
We want to define 2-gerbes with connection on groupoids. At this point, the simplest way
to do this is via Deligne cohomology.
Definition 5.9. A 2-gerbe with connection on a groupoid G is a Deligne 3-cocycle. In other
words, a 2-gerbe consists of
η : G3 → C
∗, ω1 ∈ Ω1(G2), ω
2 ∈ Ω2(G1), ω
4 ∈ Ω3(G0).
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These must satisfy the following conditions:
η(b, c, d) · η(ab, c, d)−1 · η(a, bc, d) · η(a, b, cd)−1 · η(a, b, c) = 1,
d∗0ω
1 − d∗1ω
1 + d∗2ω
1 − d∗3ω
1 = d log η,
d∗0ω
2 − d∗1ω
2 + d∗2ω
2 = −dω1,
t∗ω3 − s∗ω3 = dω2.
Without any connective structure a 2-gerbe on G is just a 3-cocycle η : G3 → C∗.
A 3-cocycle η : G3 → C
∗ is normalised if η(1, a, b) = η(a, 1, b) = η(a, b, 1) for all suit-
able a, b ∈ G1. It is usually convenient to work with normalised cocycles, and the following
implies that we always can.
Lemma 5.10. Every 3-cocycle η : G3 → C∗ is cohomologous to a normalised cocycle.
A clear proof is provided in [BCT11, Lemma 2.2].
5.2 Transgression
Holonomy of a line bundle with connection on X is a map LX → C∗ that associates a
complex number to each loop in X . In other words, holonomy is a homomorphism
{Line bundles with connection on X} −→ {Maps LX → C∗}.
The left-hand side can be interpreted as Deligne 1-cocycles on X and the right-hand side
as Deligne 0-cocycles on LX . Holonomy can thus be interpreted as a transgression map on
Deligne cohomology [Bry93, §6.1]:
H1(X,C∗ → Ω1) −→ H0(LX,C∗).
Moving one step higher in the gerbe hierarchy, the holonomy of gerbes with connective
structure is a homomorphism:
{Gerbes with connection onX} −→ {Line bundles with connection on LX}.
This may also be interpreted as a transgression map on Deligne cohomology, namely:
H2(X,C∗ → Ω1 → Ω2) −→ H1(LX,C∗ → Ω1).
44
One starts to see the pattern. Holonomy of p-gerbes with connective structure is a transgres-
sion map
Hp(X,C∗ → Ω1 → · · · → Ωp) −→ Hp−1(LX,C∗ → Ω1 → · · · → Ωp−1).
This means that we start with a p-gerbe with connective structure onX and obtain a (p− 1)-
gerbe with connective structure on the loop space. Gawedzki [Gaw88] was the first to define
the transgression map in the gerbe case, though in the context of quantum field theory. An
expository reference is [Bry93, §6.5], where Brylinski additionally defines the transgression
map for general p-gerbes with connective structure. Gomi and Terashima [GT01] define a
general transgression map which includes p-gerbes as a particular case.
We are interested in the holonomy of 2-gerbes with connection on groupoids. In this case,
we need to consider the loop groupoid rather than the loop space, considering a transgression
map
τ : H3(G,C∗ → Ω1 → Ω2 → Ω3) −→ H2(LG,C∗ → Ω1 → Ω2),
for a Leray groupoid G and its loop groupoid LG. We owe this generalisation to Lupercio
and Uribe [LU06] who explicitly define holonomy for line bundles and gerbes on orbifolds
in addition to providing a formulation of the general case. In this section, we will use their
formulation to write down the transgression map in the 2-gerbe case and show that it is the
map we’re after.
5.2.1 Preamble
Before defining the transgression map, some notation needs to be established. Recall that a
loop in G is represented by a smooth functor Φ: S1U → G where U is an admissible cover of
S1 with vertices, say,
0 < α0 < α1 < · · · < αn ≤ 1
and a sufficiently small choice of ǫ. Choosing a smaller ǫ results in a refinement of U and the
restriction of Φ to this refinement gives an equivalent loop in LG. Define
Ii = [αi−1, αi], i ∈ {1, . . . , n + 1},
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where αn+1 = 1 + α0. Next, define the groupoid
S1α =

⊔
i,j(Wi ∩Wj)× Z
⊔
iWi
 where Wi = ⊔
n∈Z
(Ii + n).
One should compare S1α to the groupoid S
1
U - we think of S
1
α as being the limiting case of the
usual S1U as we take finer and finer refinements of U by letting ǫ approach 0. As an element
of LG, which is a colimit of all such refinements, Φ can be viewed as a functor Φ: S1α → G.
Define, for i ∈ {1, ..., n+ 1}, the paths
ϕi : Ii → G0, ϕi := Φ0|Ii. (5.2)
Also define
ϕ : {α0, . . . , αn} → G1, ϕ(αi) =
Φ1(αi, 0), i ∈ {1, ..., n},Φ1(αn+1,−1), i = n+ 1. (5.3)
Then we have
s(ϕ(αi)) = ϕi(αi) and t(ϕ(αi)) = ϕi+1(αi)
with t(ϕ(αn+1)) = ϕ1(α0). The reasoning for these definitions is as follows. We want to
restrict our attention from S1α to the sub-groupoid I defined by
I0 =
⊔
i
Ii, and,
I1 = (I1 + 1) ∩ In+1 ×{−1} ⊔
⊔
i,j
(Ii ∩ Ij)×{0}.
The inclusion I →֒ S1α is an equivalence and so the restriction of Φ from S
1
α to I, which is
given by the ϕi and ϕ defined above, gives an equivalent generalised map via the diagram
S1 G
S1α
I
Φ
ϕ
In this section, whenever there is a loop Φ associated to a collection of vertices αi, we will
assume that the intervals Ii = [αi−1, αi] and the functions defined in (5.2) and (5.3) are
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implicitly defined. We will continue using the convention that the relevant lower-case Greek
letter will be used for the maps obtained from loops in LG, which are denoted by upper-case
Greek letters. Morphisms Λ: Φ → Ψ will be viewed as a collection of maps Λi : Ii → G1
such that Λi(x) is a morphism from ϕi(x) to ψi(x) and the following diagram commutes:
ϕi(αi) ψi(αi)
ϕi+1(αi) ψi+1(αi)
Λi(αi)
ϕ(αi) ψ(αi)
Λi+1(αi)
For convenience, Λn+2(αn+1) := Λ1(α0).
5.2.2 The Transgression Map
The transgression map is first defined as a map on Deligne cochains:
τ : (η, ω1, ω2, ω3) 7−→ (h, θ1, θ2).
Here we have
η : G3 → C
∗, ω1 ∈ Ω1(G2), ω
2 ∈ Ω2(G1), ω
4 ∈ Ω3(G0),
and we obtain
θ : LG2 → C
∗, θ1 ∈ Ω1(LG1), θ2 ∈ Ω
2(LG0).
We do not care about the connective structure on the gerbe that we obtain, so we will ignore
θ1 and θ2. It turns out that only η and ω1 are required to define θ. Moreover, when the
obtained gerbe is restricted to the inertia groupoid, we will see that the dependence on ω1
vanishes.
Let U be an admissible cover of S1 and let (Λ,Ω) ∈ LG(U)2 where
Φ
Λ
−→ Ψ
Ω
−→ Ξ.
As in the previous section, we obtain maps
ϕi, ψi, ξi : Ii → G0, φ, ψ, ξ : {α0, ..., αn+1} → G1 and Λi,Ωi : Ii → G1
47
such that the following diagram commutes in G for each αi:
ϕi(αi) ψi(αi) ξi(αi)
ϕi+1(αi) ψi+1(αi) ξi+1(αi)
ϕ(αi)
Λi(αi)
ψ(αi)
Ωi(αi)
ξ(αi)
Λi+1(αi) Ωi+1(αi)
Now define:
θ(Λ,Ω) = exp
(
n∑
i=1
∫
Ii
(Λi,Ωi)
∗ω1
)
·
n∏
i=1
η(ϕ(αi),Λi+1(αi),Ωi+1(αi)) · η(Λi(αi),Ωi(αi), ξ(αi))
η(Λi(αi), ψ(αi),Ωi+1(αi))
We need θ to satisfy three properties:
1. θ doesn’t depend on the choice of refinement U .
2. If η and ω1 are components of a Deligne 3-cocycle, then θ is a 2-cocycle.
3. If η and ω1 are components of a Deligne 2-coboundary, then θ is a 1-coboundary.
These three results together imply that τ gives us a well-defined gerbe on LG. Before starting
the proofs, we will introduce the notation
θi1(Λ,Ω) = exp
(∫
Ii
(Λi,Ωi)
∗ω1
)
and
θi2(Λ,Ω) =
η(ϕ(αi),Λi+1(αi),Ωi+1(αi)) · η(Λi(αi),Ωi(αi), ξ(αi))
η(Λi(αi), ψ(αi),Ωi+1(αi))
so that
θ(Λ,Ω) =
n∏
i=1
θi1(Λ,Ω) · θ
i
2(Λ,Ω).
Lemma 5.11. If η is a normalised cocycle, then θ does not depend on the choice of admissible
cover U used to represent Λ and Ω.
Proof. Let U and U˜ be two admissible covers of the circle. By considering a common refine-
ment of U and U˜ we can assume that U˜ is a refinement of U . Moreover, we may assume that
U˜ is obtained from U by adding a vertex α˜ to the interval Ii, dividing the interval into two
new intervals J1 and J2. This is because U˜ can always be obtained from U by adding a finite
number of vertices.
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IiU α˜
J2
J1
U˜
Refine
Figure 5.2: U is refined by adding an additional vertex α˜ to the interval Ii
Let ρ : S1
U˜
→ S1U be the natural inclusion map. Let (Λ,Ω) ∈ LG(U)2, where
ϕ
Λ
−→ ψ
Ω
−→ ξ.
The equivalent maps in LG(U˜), which we notate using tildes, are obtained by composing
with ρ,
Λ˜ = Λ ◦ ρ1, ϕ˜i = ϕi ◦ ρ0,
and similarly for the remaining maps. These equivalent maps in LG(U˜) are equal to their
counterpart in LG(U) everywhere except on the divided intervals J1 and J2. Use the indices
j1 and j2 to represent the components of the maps on J1 and J2 respectively. We have
Λ˜j1 = Λi|J1 and Ω˜j1 = Ωi|J1
and similarly for J2. Therefore,∫
J1
(Λ˜j1, Ω˜j1)
∗ω1 +
∫
J2
(Λ˜j2, Ω˜j2)
∗ω1 =
∫
Ii
(Λ,Ω)∗ω1
and so the exponential part of θ remains the same. The remaining part of the equation is
changed by the addition of the new vertex α˜. The morphisms ϕ˜i(α˜), ψ˜i(α˜) and ξ˜(α˜) are the
identity morphisms of ϕi(α˜), ψi(α˜) and ξi(α˜), respectively. Since η is a normalised cocycle,
this implies that the α˜ terms are equal to 1. Therefore, θ has the same value whether the loops
are represented by U or U˜ .
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Lemma 5.12. Suppose that η and ω1 satisfy, for (a, b, c, d) ∈ G4:
η(b, c, d) · η(ab, c, d)−1 · η(a, bc, d) · η(a, b, cd)−1 · η(a, b, c) = 1,
d∗0ω
1 − d∗1ω
1 + d∗2ω
1 − d∗3ω
1 = d log η.
Then θ is a 2-cocycle, that is, if (Λ,Ω,Θ) ∈ LG(U)3, then
θ(Ω,Θ) · θ(Λ,Ω ·Θ)
θ(Λ · Ω,Θ) · θ(Λ,Ω)
= 1.
Proof. This is more or less a direct calculation. Assume that
ϕ1
Λ
−→ ϕ2
Ω
−→ ϕ3
Θ
−−→ ϕ4.
First, we see that
θi1(Ω,Θ) · θ
i
1(Λ · Ω,Θ)
−1 · θi1(Λ,Ω ·Θ) · θ
i
1(Λ,Ω)
−1
= exp
(∫
Ii
(Ωi,Θi)
∗ω1 − ((Λ · Ω)i,Θi)
∗ω1 + (Λi, (Ω ·Θ)i)
∗ω1 − (Λi,Ωi)
∗ω1
)
= exp
(∫
Ii
(Λi,Ωi,Θi)
∗(d∗0ω
1 − d∗1ω
1 + d∗2ω
1 − d∗3ω
1)
)
= exp
(∫
Ii
(Λi,Ωi,Θi)
∗d log η
)
=
η(Λi(αi),Ωi(αi),Θi(αi))
η(Λi(αi−1),Ωi(αi−1),Θi(αi−1))
.
Now calculate what happens to the θi2 part of the equation - the steps will be explained after
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the calculation. To simplify notation, we omit writing the arguments of the inputs of η.
θi2(Ω,Θ) · θ
i
2(Λ · Ω,Θ)
−1 · θi2(Λ,Ω ·Θ) · θ
i
2(Λ,Ω)
−1
=
η(Λi+1,Ωi+1,Θi+1)
η(ϕ1 · Λi+1,Ωi+1,Θi+1)
×
η(Λi,Ωi,Θi · ϕ4)
η(Λi,Ωi,Θi)
×
η(ϕ2,Ωi+1,Θi+1)
η(Ωi, ϕ3,Θi+1)
×
η(Λi, ϕ2,Ωi+1)
η(Λi,Ωi, ϕ3)
×
η((Λ · Ω)i, ϕ3,Θi+1)
η(Λi, ϕ2, (Ω ·Θ)i+1)
=
η(Λi+1,Ωi+1,Θi+1)
η(Λi,Ωi,Θi)
×
η(Λi, ϕ2 · Ωi+1,Θi+1)
η(Λi,ΩI · ϕ3,Θi+1)
=
η(Λi+1,Ωi+1,Θi+1)
η(Λi,Ωi,Θi)
.
In the first step we use the cocycle condition on the tuples
(ϕ1,Λi+1,Ωi+1,Θi+1) and (Λi,Ωi,Θi, ϕ4).
In the next step we use the cocycle condition on
(Λi, ϕ2,Ωi+1,Θi+1) and (Λi,Ωi, ϕ3,Θi+1).
Using that ϕ2·Ωi+1 = Ωi·ϕ3 we simplify to get the final quotient. Putting the two calculations
together we conclude that
θ(Ω,Θ) · θ(Λ,Ω ·Θ)
θ(Λ · Ω,Θ) · θ(Λ,Ω)
=
n∏
i=1
η(Λi(αi),Ωi(αi),Θi(αi))
η(Λi(αi−1),Ωi(αi−1),Θi(αi−1))
·
η(Λi+1(αi),Ωi+1(αi),Θi+1(αi))
η(Λi(αi),Ωi(αi),Θi(αi))
= 1.
Lemma 5.13. If there exists f : G2 → C∗ and µ ∈ Ω1(G1) such that
η = δf and ω1 = d log f − δµ
then there exists F : LG(U)1 → C∗ such that θ = δF .
Proof. The 1-cocycle F is obtained from the transgression map of [LU06, §4], which sends
a Deligne 2-cocycle on G to a Deligne 1-cocycle on LG. This is one step below the transgres-
sion map we’ve been considering. Letting τ1 and τ2 be the gerbe and 2-gerbe transgression
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maps, we obtain the following commutative diagram:
(f, µ) (η, ω1)
F θ
D
τ1 τ2
D
It is left to the reader to check that this diagram commutes.
5.2.3 Manifolds
LetM be a smooth manifold with open cover U = {Ui}. We will consider the transgression
map in the case where X = M [U ] just as the authors of [LU06, §4.1] do for gerbes. Here we
start with the following data:
• A 3-cocycle η : M [U ]3 → C∗, which is equivalent to a collection of maps η = (ηijkl)
where
ηijkl : Ui ∩ Uj ∩ Uk ∩ Uℓ → C
∗.
• A 1-form ω1 ∈ Ω1(M [U ]2), which is equivalent to a collection of 1-forms ω
1 = (ω1ijk)
with
ω1ijk ∈ Ω
1(Ui ∩ Uj ∩ Uk).
These satisfy the familiar conditions. Given an admissible cover U , a loop ϕ in LG(U) is a
collection of maps
ϕi : Ii →M [U ]0.
These maps are continuous andM [U ]0 is a disjoint union of open sets, so there exists κi such
that ϕi(Ii) ⊂ Uκi . Given another loop ψ with ψi(Ii) ⊂ Uλi , a morphism Λ: ϕ → ψ is a
collection of maps Λi : Ii → M [U ]1 with Λi(t) = ϕi(t) = ψi(t) ∈ M . This implies that
Λi(Ii) ⊂ Uκi ∩ Uλi.
Consider a pair of arrows ϕ
Λ
−→ ψ
Ω
−→ ξ, where
ϕi(Ii) ⊂ Uκi, ψi(Ii) ⊂ Uλi , and ξi(Ii) ⊂ Uµi .
We have that Λi(Ii) ⊂ Uκi ∩ Uλi and Ωi(Ii) ⊂ Uλi ∩ Uµi . The transgression map in this
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context becomes
h(Λ,Ω) = exp
(
n∑
i=1
∫
Ii
(Λi,Ωi)
∗ω1κiλiµi
)
·
n∏
i=1
ηκiκi+1λi+1µi+1(Λi(αi)) · ηκiλiµiµi+1(Λi(αi))
ηκiλiλi+1µi+1(Λi(αi))
.
We have recovered the transgression map in [Bry93] and [GT01], the latter only after restrict-
ing to the gerbe case.
5.2.4 Gerbes on the Inertia Groupoid
Recall that we have an inclusion functor ι : ΛG → LG. If we restrict our attention to the
inertia groupoid, then we only need to consider loops associated to the trivial cover. For an
arrow (g, h) in the inertia groupoid, the corresponding morphism Λ = ι1(g, h) is the constant
map
Λ: [0, 1]→ G1, Λ(t) = h.
This map should be written with a subscript, namelyΛ1. Since we only have a single interval,
I1 = [0, 1], this is not necessary. A pair of morphisms (Λ,Ω) is also constant, and so
(Λ,Ω)∗ω1 = 0 =⇒ exp
(∫ 1
0
(Λ,Ω)∗ω1
)
= 1.
Therefore, if Λ = ι1(g, h) and Ω = ι1(h
−1gh, k) are the arrows
ϕ := ι0(g)
Λ
−→ ψ := ι0(h
−1gh)
Ω
−→ ξ := ι0(k
−1h−1ghk),
then the transgression map becomes
θ(Λ,Ω) =
η(g, h, k) · η(h, k, k−1h−1ghk)
η(h, h−1gh, k)
.
Remark 5.14. Restricting the transgression map to the action groupoid completely removed
the contribution of the connection on the 2-gerbe we started with. We now have a transgres-
sion from 2-gerbes on G to gerbes on ΛG, without any talk of connective structure.
Remark 5.15. This formula appears in several places in the literature, for instance in the con-
text of the twisted Drinfeld double [Wil08], gauge theory [DW90] and, importantly, Moon-
shine [Mas02].
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5.2.5 Transgression forX/G
Consider a 2-gerbe onX/G which is given by a 3-cocycle
α : X ×G3 → C∗
with trivial connective structure. The only relevant loops in X/G are those associated to the
trivial cover. Choosing three loops R/Z → X/G leads to maps ϕ, ψ, ξ : [0, 1] → X and
elements g1, g2, g3 ∈ G such that
ϕ(1) = ϕ(0) · g1, ψ(1) = ψ(0) · g2, and ξ(1) = ξ(0) · g3.
Morphisms ϕ
Λ
−→ ψ
Ω
−→ ξ are maps Λ,Ω: [0, 1] → X × G connecting ϕ to ψ and ψ to ξ,
respectively. At this point we don’t need to talk about ψ and ξ anymore as they’re completely
determined by ϕ, g1 and g2. There exists h1, h2 ∈ G such that
Λ
(
[0, 1]
)
⊆ X × {h1} and Ω([0, 1]) ⊆ X × {h2}.
Explicitly this means that ϕ(x) · h1 = ψ(x) and ψ(x) · h2 = ξ(x). Naturality implies that
g2 = h
−1
1 g1h1 and g3 = h
−1
2 g2h2 = h
−1
2 h
−1
1 g1h1h2, so we don’t need to talk about g2 and g3
anymore either.
The transgression map gives us a gerbe θ on L(X/G) =
(⊔
g Pg
)
/G,
θ :
(⊔
g
Pg
)
×G2 → C∗,
θ(ϕ, h1, h2) =
α(ϕ(0), g1, h1, h2) · α(ϕ(0), h1, h2, h
−1
2 h
−1
1 g1h1h2)
α(ϕ(0), h1, h
−1
1 g1h1, h2)
.
Restricting to the case where h1, h2 ∈ Cg1 , this simplifies to
θ(ϕ, h1, h2) =
α(ϕ(0), g1, h1, h2) · α(ϕ(0), h1, h2, g1)
α(ϕ(0), h1, g1, h2)
.
This formula defines a gerbe on ⊔
[g]
Pg/Cg,
which is another description ofL(X/G). If we restrict to the inertia groupoid, then we obtain
formulas that are equivalent to those in the previous section.
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CHAPTER 6
TWISTED EQUIVARIANT TATE K-THEORY
6.1 Twisted K-Theory
6.1.1 Twisted K-Theory of Spaces
Ordinary K-theory is twisted by an element of degree 3 integral cohomology, or equivalently a
C∗-valued Cˇech 2-cocycle. When this is a torsion class, the twisted K-theory can be described
geometrically in terms of twisted vector bundles.
Definition 6.1. Let {Ui} be an open cover of a space X and let α = (αijk) be a C∗-valued
2-cocycle associated to this open cover. An α-twisted vector bundle of rank n is a collection
(ηij) of continuous maps ηij : Ui ∩ Uj → GLn(C) such that
ηii = 1, ηij = η
−1
ji , and ηij · ηjk = αijk · ηik.
We see straight away that if α is the trivial cocycle, then this becomes the definition of an
ordinary vector bundle.
Definition 6.2. Let η = (ηij) and θ = (θij) be two α-twisted vector bundles. An isomorphism
from η to θ is a collection f = (fi) of maps fi : Ui → GLn(C) such that
fi · ηij = θij · fj .
Now we can define α-twisted K-theory.
Definition 6.3. Let α be a 2-cocycle associated to a good open cover {Ui} of X . Then
α-twisted K-theory, αK(X), is the Grothendieck group of α-twisted vector bundles on X .
If η = (ηij) is a twisted line bundle then the condition
ηij · η
−1
ik · ηjk = αijk,
means that α is a coboundary, hence is equal 1 in Cˇech cohomology. Moreover, taking the nth
exterior product of a rank n twisted vector bundle results in an αn-twisted line bundle, which
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indicates that αn is trivial. To elaborate, a matrixA ∈ GLn(C) is a linear map Cn → Cn, and
after applying the nth exterior product functor we obtain,
Cn Rn
C C
A
Λn(A)
since Λn(Cn) ∼= C. If A = λI , then Λn(A) = λnI . Applying this to η results in an αn-
twisted cocycle η˜ij := Λ
n(ηij), which takes values in C
∗. Functoriality implies that the
twisted cocycle condition becomes
η˜ij η˜
−1
ik η˜jk = α
n
ijk.
Therefore, αn is a coboundary. This means that if η is an α-twisted vector bundle of rank n,
then αn = 1. In particular, if α is of infinite order, then there are no α-twisted vector bundles
and the twisted K-theory is meaningless. To twist K-theory by an arbitrary cohomology class,
one must employ some infinite dimensional analogue of a twisted vector bundles, for instance
projective bundles of infinite dimensional Hilbert spaces [AS04].
6.1.2 Twisted Orbifold K-Theory
In the previous section, a 2-cocycle was used to define a notion of twisted vector bundles.
This is generalised to twisted vector bundles on orbifolds [LU04b, §7]:
Definition 6.4. Let G be a topological groupoid and let L be a gerbe on G. An L-twisted
vector bundle on G consists of the following data:
(i) A vector bundle π : E → G0.
(ii) An isomorphism µ : L⊗ t∗E → s∗E of vector bundles over G1 that is compatible with
the gerbe multiplication, that is, for z
g
−→ y
h
−→ x, the following commutes:
Lg ⊗ Lh ⊗ Ex Lg ⊗ Ey
Lgh ⊗Ex Ez
If the gerbe is trivial than we recover the definition of a vector bundle on a groupoid.
Moreover, if G represents a manifold, this definition reduces to the definition of a twisted
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vector bundle introduced in the previous section. We elaborate on this in the following ex-
ample.
Example 6.5. LetM be a manifold with a good open cover U = {Ui}. A gerbe L onM [U ]
is uniquely determined, up to isomorphism, by a 2-cocycle α : M [U ]2 → C∗. Let E be a
vector bundle on M [U ]. As U is a good open cover, there exists a non-vanishing section
σ : M [U ]0 → E. Then, µ ◦ (ξ ⊗ (σ ◦ t)) and σ ◦ s are non-vanishing sections of s∗E, where
ξ is a non-vanishing section of L. These two sections differ by a map η : M [U ]1 → C∗. The
reader can check that the compatibility condition implies that η is an α-twisted vector bundle
onM with respect to the open cover U .
Example 6.6. As we’ve seen, a gerbe on BG is a multiplicative line bundle on G or equiva-
lently a group 2-cocycle θ : G×G→ C∗. This gives rise to a central extension
1→ C∗ → G˜→ G→ 1
where G˜ = G× C∗ with multiplication
(g, z) · (h, w) = (gh, θ(g, h) · z · w).
This is how multiplicative line bundles on G classify central extensions of G by C∗. Let L be
the gerbe on BG associated to the cocycle θ : G×G→ C∗. An L-twisted vector bundle is:
• A vector bundle on BG0 = ∗. This is just a vector space V .
• An isomorphism of vector bundles over G:
L⊗ t∗V ∼= G× V → G× V ∼= s∗V.
This is given by a function ρ : G→ GL(V ). To be compatible with the gerbe multipli-
cation we must have
ρ(g) · ρ(h) = θ(g, h)ρ(gh).
This is called a twisted representation of G and is in particular a projective representa-
tion.
We obtain linear representation of G˜ defined as
ρ˜ : G˜→ GL(V ), (g, z) 7→ z · ρ(g).
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This works because
ρ˜((g, z)·(h, w)) = ρ˜(gh, θ(g, h)·z·w) = θ(g, h)·z·w·ρ˜(gh) = z·w·ρ˜(g)ρ˜(h) = ρ˜(g, z)·ρ˜(h, w).
In this way we find that an L-twisted vector bundle on BG is a representation of G˜ in which
C∗ ⊆ G˜ acts by complex multiplication.
Example 6.7. Suppose that our gerbe L is given by a 2-cocycle α : G2 → C
∗. A twisted
vector bundle in this case is a vector bundle π : E → G0 together with an isomorphism
µ : t∗E → s∗E satisfying
d∗2µ ◦ d
∗
0µ = θ ·m
∗µ.
Compare this to the twisted cocycle condition in Definition 6.1
Definition 6.8. Let E and F be L-twisted vector bundles on a groupoid G. An isomorphism
from E to F is a vector bundle isomorphism f : E → F that commutes with the L-action,
that is, the following diagram commutes:
L⊗ t∗E s∗E
L⊗ t∗E s∗F
id⊗ t∗f s∗f
Given two L-twisted bundles E and F we obtain an L-twisted bundle E ⊕ F with action
given by the isomorphisms
L⊗ t∗(E ⊕ F ) ∼= (L⊗ t∗E)⊕ (L⊗ t∗E) ∼= s∗E ⊕ s∗F ∼= s∗(E ⊕ F ).
Therefore, the group of isomorphism classes of L-twisted vector bundles on G is well-defined
and we can define the corresponding K-theory.
Definition 6.9. Let G be a topological groupoid and let L be a gerbe on G. Then theL-twisted
K-theory of G, LK(G), is the Grothendieck group of L-twisted vector bundles on G.
Example 6.10. In Example 6.6 we saw that an L-twisted vector bundle on BG is the same
as a representation of the corresponding central extension G˜ in which the central C∗ acts
by complex multiplication. Therefore, LK(BG) is the sub-ring of R(G˜) generated by these
representations.
In defining equivariant structures onX , we built the equivariant structure into a groupoid
X/G. We hope to achieve the same thing for twisted structures; in Example 4.20 we defined
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a twisted gerbe GL. The question is whether or not a twisted vector bundle on G is the same
as an ordinary vector bundle on GL. The answer is no, but it is almost true. Recall that a
vector bundle on GL is a vector bundle p : E → (GL)0 = G0 together with an action of (GL)1,
which is given by a map E p×tπ L→ E that is linear on the fibres of E. This is equivalent to
a map t∗E ⊕ L→ s∗E, but this is not a map of vector bundles unless it is bilinear on fibres.
We say that the L-action is bilinear on fibres if the corresponding map t∗E ⊕ L → s∗E is
bilinear on fibres.
Proposition 6.11. An L-twisted vector bundle on G is equivalent to a vector bundle on GL
such that the L-action is bilinear on fibres.
Proof. Let π : E → G0 be a vector bundle. We show that an isomorphism µ : L⊗t∗E → s∗E
of vector bundles over G1 satisfying the compatibility conditions is equivalent to an action of
L on E. Indeed, the universal property of tensor products implies that µ is equivalent to a
map
L⊕ t∗E → s∗E
that is bilinear on fibres. There are homeomorphisms
L⊕ t∗E ∼= t∗E ⊕ L ∼= E p×πt L.
The required action is the composition
E p×πt L ∼= L⊕ t
∗E → s∗E → E,
where s∗E → E is the projection onto E. Since L ⊕ t∗E → E is bilinear on fibres, so is
this composition. The reader can check that this satisfies the required properties and that the
reverse construction works as well.
Corollary 6.12. The twisted K-theory LK(G) is isomorphic to the sub-ring ofK(GL) gener-
ated by vector bundles on GL in which the GL-action is bilinear on fibres.
6.2 Tate K-theory
As a cohomology theory, Tate K-theory is obtained by trying to make sense of the functor
X 7→ K∗S1(LX). (6.1)
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As it stands, this is not a cohomology theory. The reason is that loop spaces are not compati-
ble with the Mayer-Vietoris principle. Specifically,
X = U ∪ V 6=⇒ LX = LU ∪ LV,
and so (6.1) does not inherit all of the properties of S1-equivariant K-theory.
The way of mending this issue is by restricting to the subspace X ⊆ LX of constant
loops. Consider the following completed version of S1-equivariant K-theory from [KM07]:
K̂S1(X) := KS1(X
S1)⊗Z[q±] Z((q)).
This is obtained by completing the coefficient ring
KS1(∗) = R(S
1) ∼= Z[q±]
at positive powers of q, which denotes the standard representation of S1:
q : S1 → U(1), t 7→ e2πit.
We have the following localisation property [KM07, Thm 5.1, Cor 5.3]:
Theorem 6.13. Let X be an S1-CW-complex. The inclusion j : XS
1
→֒ X of fixed points
defines an isomorphism
j∗ : K̂S1(X)→ K̂S1(X
S1).
We will not concern ourselves too much with what an S1-CW-complex is. The important
thing is that LX is an S1-CW-complex, so we can apply the theorem to obtain the isomor-
phism
K̂S1(LX) ∼= K̂S1(X). (6.2)
The true definition of Tate K-theory is obtained:
Definition 6.14. TateK-theory is the cohomology theory defined by
KTate(X) := K̂S1(LX) ∼= K̂S1(X).
This definition can be simplified a bit. The constant loops are rotation invariant, so we
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know that [Seg68, Prop 2.2]
KS1(X) ∼= K(X)⊗Z R(S
1) ∼= K(X)[q±].
If we assume that KS1(X) is finitely generated as an R(S
1)-module then we have that
K̂S1(X) ∼= K(X)[q
±]⊗Z[q±] Z((q)) ∼= K(X)((q)).
One might not think that this is a particularly interesting cohomology theory. The importance
of Tate K-theory comes when we view it is an elliptic cohomology theory.
Definition 6.15. [Lur09, Def 1.2] An elliptic cohomology theory consists of the following
data:
(i) A commutative ring R.
(ii) An elliptic curve E over R.
(iii) A multiplicative cohomology theory A which is even and weakly periodic.
(iv) Isomorphisms A(∗) ∼= R and Ê ∼= Spf A(CP∞). Here Ê is the formal completion of
the elliptic curve E along its identity section and Spf denotes the formal spectrum.
The relevant elliptic curve for Tate K-theory is the Tate curve over R = Z((q)). As a sanity
check, we can note that
KTate(∗) = K(∗)((q)) = Z((q))
and because K-theory is even and weakly periodic, so is Tate K-theory. We will consider the
relationship between Tate K-theory and the Tate curve to be outside the scope of this thesis.
6.3 Equivariant Tate K-theory
To build equivariant Tate K-theory we consider the equivariant analogues of all the structures
considered in the previous section:
X  X/G
LX  L(X/G)
X ⊆ LX  Λ(X/G) ⊆ L(X/G).
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gϕ
ϕ · g
ϕ · g2
ϕ · g3
Figure 6.1: The element g ∈ Cg acts by rotating loops in Pg.
We will first investigate how S1 acts on the loop groupoid L(X/G). An object of L(X/G)
is a map ϕ : R→ X such that ϕ(t + 1) = ϕ(t) · g. This is acted upon by h ∈ Cg via
(ϕ · h)(t) = ϕ(t) · h.
The real numbers also act via rotations; if z ∈ R, then
(ϕ · z)(t) = ϕ(t+ z).
In fact, g ∈ Cg acts in the same way as 1 ∈ R:
(ϕ · g)(t) = ϕ(t) · g = ϕ(t+ 1).
In other words, acting by g and then by −1 is the same as not doing anything at all. This
motivates the definition of the following group:
Λg :=
Cg × R
〈(g,−1)〉
.
Modify the loop groupoid to incorporate the S1-action as follows:
LS1(X/G) =
⊔
[g]
Pg/Λg, ΛS1(X/G) =
⊔
[g]
Xg/Λg.
The K-theory of these groupoids will be analogous to the S1-equivariant K-theory of LX and
X considered in the previous section.
We could now follow the formalism of the previous section and define equivariant Tate
62
K-theory as
K(ΛS1(X/G))⊗Z[q±] Z((q)). (6.3)
However, we wish for a more concrete definition. First note that
K(ΛS1(X/G)) =
⊕
[g]
K(Xg/Λg) =
⊕
[g]
KΛg(X
g). (6.4)
The quotient map Cg × R/|g|Z→ Λg induces
KΛg(X
g)→ KCg×R/|g|Z(X
g). (6.5)
The image of this map is generated by vector bundles on Xg with both a Cg and S
1-action,
where the action of g ∈ Cg agrees with the action of 1 ∈ S1. The circle acts trivially on Xg,
so
KCg×R/|g|Z(X
g) ∼= KCg(X
g)⊗Z R(R/|g|Z) ∼= KCg(X
g)[q±
1
|g| ],
where q
1
|g| : t 7→ e2πit/|g| is the standard representation of the “long circle” R/|g|Z. Using
(6.5), we therefore identifyKΛg(X
g) with the sub-ring of
KCg(X
g)⊗Z R(S
1) ∼= KCg(X
g)[q
± 1
|g| ]
consisting of by polynomials whose qj/|g| coefficient is a virtual Cg-equivariant vector bundle
on Xg such that g acts as multiplication by ζj|g|. Here ζ|g| = e
2πi/|g| is the primitive |g|th root
of unity. Adopting the language of [Gan13], we will call a condition of this form the rotation
condition with respect to g. Under the assumption that KCg(X
g) is finite over R(Cg), we
have
KCg(X
g)[q
± 1
|g| ]⊗Z[q±] Z((q)) ∼= KCg((q
1
|g| )).
We are led to the following definition [Gan07].
Definition 6.16. Let X be a space acted on by a finite group G. Equivariant Tate K-theory,
KTate(X/G), is the sub-ring of ⊕
[g]
KCg(X
g)((q
1
|g| )),
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in which the [g]-summand is the Grothendieck group of Laurent series∑
j>n
Vjq
j
|g| , n ∈ Z,
satisfying the following rotation condition with respect to g: for each j the coefficient Vj is a
Cg-equivariant vector bundle on X
g such that g acts as multiplication by ζj|g|.
Example 6.17. As we would hope, if G is the trivial group, then we recover the definition of
non-equivariant Tate K-theory,K(X)((q)).
Example 6.18. The other extreme is when X is a point. In this case we obtain a sub-ring of⊕
[g]
R(Cg)((q
1
|g| )).
Similarly, if X is a trivial G-space, then we have⊕
[g]
[K(X)⊗Z R(Cg)] ((q
1
|g| )).
Remark 6.19. The K-theory in (6.4) is in fact the definition of Zhen Huan’s quasi-elliptic
cohomology QEllG(X) for finite G [Hua17]. This is an intermediate cohomology theory
which, although is not itself elliptic, is more computationally convenient then Tate K-theory.
Moreover, it is defined for compact Lie groups, not just finite groups. Its relationship with
equivariant Tate K-theory is
KTate(X/G) ∼= QEllG(X)⊗Z[q±] Z((q)).
6.4 Twisted Equivariant Tate K-Theory
6.4.1 Twisting by a 3-Cocycle
In this section we finally arrive at a twisted version of equivariant Tate K-theory. As before
we begin with the groupoidX/G but nowwe also need a 2-gerbe to do the twisting. Consider
a 2-gerbe onX/G given by a 3-cocycle
α : X ×G3 → C∗.
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As discussed in Chapter 4, not every 2-gerbe on X/G can be described in this form. Our
work in Chapter 5 allows us to use α to build a gerbe θ on Λ(X/G). When restricted to
Xg/Cg this is the 2-cocycle θ : X
g × Cg × Cg → C∗ with
θ(x, h, k) =
α(x, g, h, k) · α(x, h, k, g)
α(x, h, g, k)
.
This gerbe is used to define a twisted inertia groupoid:
Λθ(X/G) :=
⊔
[g]
(Xg/Cg)θ =
⊔
[g]
(Xg × Cg × C
∗ ⇒ Xg) .
Here (x, h, z) is a morphism from x to x · h, just as in the untwisted inertia groupoid. The
twist comes into play when morphisms are composed; composition in Λθ(X/G) is defined
to be
(x, h, z) · (x · h, k, w) = (x, hk, θ(h, k)zw).
This groupoid was previously denoted by GL, defined in Example 4.20.
Example 6.20. If X is a point then θ is a collection of group 2-cocycles, one on each cen-
traliser Cg. This gives us a collection of central extensions C˜g. Explicitly, C˜g = Cg × C
∗
with multiplication
(h, z) · (k, w) = (hk, θ(h, k)zw).
We therefore find that
Λθ(BG) =
⊔
[g]
BC˜g.
In the untwisted case we had powers of q
1
|g| in our definition because g acted on loops
by a rotation that matched the action of 1 ∈ R/|g|Z. For the twisted case we will instead
consider g˜ = (g, 1) ∈ Cg ×C∗ acting on loops inX/G and impose that this will be the same
as acting by 1 ∈ R/|g˜|Z. In other words, we consider Laurent series satisfying a rotation
condition with respect to g˜:
Definition 6.21. Let X be a space acted on by a finite group G and let α : X × G3 → C∗
be a 3-cocycle. We obtain a 2-cocycle θ on Λ(X/G) via transgression. The α-twisted G-
equivariant Tate K-theory of X , denoted by αKTate(X/G), is defined to be the sub-ring of⊕
[g]
K
(
(Xg/Cg)θ
)
((q
1
|g˜| ))
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in which the [g]-summand is the Grothendieck group of Laurent series∑
j>n
Vjq
j
|g˜| , n ∈ Z,
satisfying the following rotation condition with respect to g˜: for each j the coefficient Vj is a
vector bundle on (Xg/Cg)θ such that g˜ acts as multiplication by ζ
j
|g˜|.
By Proposition 6.11 we have the inclusion⊕
[g]
θKCg(X
g)((q
1
h|g| )) →֒
⊕
[g]
K
(
(Xg/Cg)θ
)
((q
1
h|g| )),
so twisted equivariant Tate K-theory in particular contains Laurent series with coefficients in
the twisted Cg-equivariant K-theory of X
g. Restricting to this sub-ring amounts to imposing
that the morphisms (1, z) ∈ Cg × C∗ act as multiplication by z.
Remark 6.22. To investigate the order of g˜, note that
g˜k = (g, 1)k = (gk, θ(x, g, g)θ(x, g2, g) · · ·θ(x, gk−1, g)).
Letting h be the order of α restricted toX×〈g〉3 we have that |g˜|must divide h|g|. Therefore,
we could instead consider twisted Cg-equivariant vector bundles in which g˜ acts by some
power of ζh|g|. This h|g| arises in Nora Ganter’s description of twisted equivariant Tate K-
theory of a point [Gan09].
In light of Remark 6.19, one might ask about a version of twisted quasi-elliptic cohomol-
ogy for finite G. Define
Λθ,S1(X/G) = Λθ(X/G)× BR/ ∼
where ∼ is the equivalence relation generated by identifying g˜ ∈ Cg ×C∗ and 1 ∈ R. This is
analogous to ΛS1(X/G), which is obtained from Λ(X/G)× BR by identifying g ∈ Cg and
1 ∈ R. Twisted quasi-elliptic cohomology could then be defined as
αQEllG(X) := K
(
Λθ,S1(X/G)
)
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6.4.2 Twisted Equivariant Tate K-Theory in General
Let L be a gerbe on Λ(X/G) that is obtained from a 2-gerbe on X/G via a transgression
procedure. Define ΛL(X/G) to be the L-twisted groupoid of Λ(X/G). Explicitly,
ΛL(X/G) =
⊔
[g]
(Xg/Cg)Lg =
⊔
[g]
(Lg ⇒ X
g),
where each Lg is a line bundle on Xg × Cg. The element g ∈ Cg defines an element in the
center ofXg/Cg, see Example 2.13. In the previous section, we lifted g ∈ Cg to an element g˜
in the center of (Xg/Cg)θ and considered Laurent series satisfying a rotation condition with
respect to g˜. In the general case, let ξg be a lift of g ∈ Cg to the center of (Xg/Cg)Lg . We
consider Laurent series satisfying a rotation condition with respect to ξg:
Definition 6.23. Let X be a space acted on by a finite group G and let L be a gerbe on
Λ(X/G). The L-twisted G-equivariant Tate K-theory of X , denoted LKTate(X/G), is de-
fined to be the sub-ring of ⊕
[g]
K
(
(Xg/Cg)Lg
)
((q
1
|ξg | ))
in which the [g]-summand is the Grothendieck group of Laurent series∑
j>n
Vjq
j
|ξg |
satisfying the rotation condition with respect to ξg: for each j the coefficient Vj is a vector
bundle on (Xg/Cg)θ such that ξ acts as multiplication by ζ
j
|ξg|
.
This definition is less concrete than Definition 6.21. In practice, before using the trans-
gression formula one must pass from X/G to a Morita equivalent groupoid over which L
can be represented as a Deligne cocycle. Thus, the obtained gerbe on Λ(X/G) will be in the
form of a 2-cocycle on a groupoid that is Morita equivalent to Λ(X/G). In theory, there is a
gerbe on Λ(X/G) which corresponds to the one obtained via transgression, but it is not clear
to us how to find this explicitly.
6.4.3 Tate K-theory and Moonshine
Consider the case of X being a point. We twist by a group 2-cocycle α : G3 → C∗, which
produces a collection of 1-cocycles θ : Cg × Cg → C∗. These, in turn, define central exten-
67
sions C˜g. Take an element of twisted equivariant Tate K-theory of a point,
F ∈
⊕
[g]
R(C˜g)((q
1
|g˜| )),
Let F (g, h˜; q
1
|g˜| ) denote the [g]-summand, thought of as a function of h˜ ∈ C˜g. We may write
F
(
g, h˜; q
1
|g˜|
)
=
∑
j
Vj(h˜)q
j
|g˜| ,
where each Vj is a character of C˜g. The rotation condition implies that
F
(
g, g˜h˜; q
1
|g˜|
)
=
∑
j
Vj(g˜h˜)q
j
|g˜| =
∑
j
Vj(h˜)ζ
j
|g˜|q
j
|g˜| = F
(
g, h˜; ζ|g˜|q
1
|g˜|
)
.
If we interpret representations of C˜g as twisted representations of Cg, as in Example 6.6, then
F (g, h; q
1
|g˜| ) is a function of h ∈ Cg. We obtain a function F (g, h; τ) on the upper half plane
by setting q = e2πiτ . This satisfies
F (g, gh; τ) =
∑
j
Vj(gh)q
j
|g˜| = ζ
∑
j
Vj(h)ζ
j
|g˜|q
j
|g˜| = ζ · F (g, h; τ + 1)
where ζ = θ(g, h)−1 is a root of unity. For example, consider the Laurent series in the
[1]-summand. The cocycle θ, restricted to BG, is trivial because
θ(h, k) =
α(1, h, k) · α(h, k, 1)
α(h, 1, k)
= 1,
assuming that α is normalised. Therefore, the [1]-summand is an element of R(G)((q)) and
F (1, g; τ) = F (1, g; τ + 1). (6.6)
We have entered the world of modular functions. Consider Norton’s generalised Moonshine
conjecture:1
Conjecture 6.24. For each pair (g, h) of commuting elements of the monster groupM there
exists a modular function f(g, h; τ) with the following properties:
1Originally published, without twisting, in the appendix of [Mas87] Twisting arose naturally in later calcu-
lations, see [Mas02].
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(a) Up to a constant factor (which will be a root of unity), there is an equality
f(gahc, gbhd; τ) = f
(
g, h;
aτ + b
cτ + d
)
whenever ad− bc = 1.
(b) For any group element g and nonzero rational number l the coefficient of ql = e2πilτ
in f(g, h; τ) is, as a function of h, a character of a central extension of Cg. Note that
nonzero characters can occur for non-integral l, but that generalised characters are
not needed.
(c) Conjugation of g and h leaves the function unchanged.
(d) Unless f(g, h; τ) is a constant function, its invariance group will be a modular group
of genus zero, commensurable with the standard modular group SL2(Z).
A lot of this looks familiar to us; parts (b) and (c) imply that the family of modular
functions in the conjecture is an element of the ring⊕
[g]
R(C˜g)((q
1
h|g| )).
The rotation condition in Tate K-theory is half of condition (a). As a particular example, gen-
eralised Moonshine should restrict to ordinary Moonshine when considering the pair (1, g).
This is the situation of equation (6.6) and, in fact, F (1, 1; τ) is expected to be the normalised
j-function
j(τ)− 744 =
1
q
+ 196884 q + 21493760 q2 + 864299970 q3 + . . . .
6.4.4 Connection with Luecke’s work
In his recent paper [Lue19], Luecke introduces a formulation of twisted equivariant Tate
K-theory for when G is a compact connected Lie group. The loop space considered is the
thickened inertia groupoid Λ˜(X/G), which carries a strict S1-action that is not present in the
ordinary inertia groupoid when G is a Lie group. In the case that G is finite, Λ˜(X/G) is the
same as Λ(X/G).
The twists come in Luecke’s construction come in the form of a graded S1-central exten-
sion, which on a groupoid G is a graded S1-bundle L over G1 together with an isomorphism
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of graded S1-bundles over G2,
Lg ⊗ Lf → Lf ·g,
satisfying a cocycle condition over G3. This definition is from [FHT11, §2.2]. The data of
an S1-graded central extension can be built into a groupoid τ = (L ⇒ G0) together with a
functor P : τ → G such that P1 : L → G1 is a graded S1-bundle. Recalling that S1-bundles
are equivalent to Hermitian line bundles, a graded S1-central extension on G is equivalent
to a gerbe with graded structure and a Hermitian metric. The groupoid τ corresponds to
the twisted groupoid GL that was defined in Example 4.20. The relationship between S1-
central extensions and S1-gerbes is made precise in [BX11]. The major difference between
our approach and Luecke’s is that we do not start with a gerbe on the loop groupoid; we
start with a 2-gerbe on X/G and use transgression techniques to obtain a gerbe on the loop
groupoid.
Given an equivariant graded central extension τ → Λ˜(X/G)Luecke’s twisted equivariant
Tate K-theory is the completed S1-equivariant K-theory of τ itself. In the case of finite
groups, there weren’t any problems with using the completion
KS1(Λ˜(X/G))⊗Z[q±] Z((q)), (6.7)
defined in [KM07]. In the case of compact connected Lie groups, Luecke constructs an S1-
equivariant K-theory that is “intrinsically q-completed.” This is required because when X
is a point and G is a simply connected Lie group, the twisted G-equivariant elliptic coho-
mology is expected to produce level k positive energy representations of the loop group LG,
where k is an integer determined by the twist, see [Gro07]. Such representations are infi-
nite dimensional, hence (6.7) will not meet this expectation; without modification, KS1 can
only produce finite dimensional representations. This is not an issue in the finite case, where
LG ∼= G.
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APPENDIX A
BIBUNDLES
Another approach to generalised maps between Lie groupoids is to view a generalised map
G → H as a bibundle from G toH. These maps are also called Hilsum-Skandalis maps after
the authors who first introduced them in the context of groupoids. One can read about this
approach in [Ler10], which is the main reference for this section.
Definition A.1. LetH be a Lie groupoid. A rightH-space (P, a) is a manifold P with a map
a : P → H0 together with a map
P a×t H1 −→ P, (p, h) 7−→ p · h
satisfying
a(p · g) = s(g), p · 1x = p and (p · h1) · h2 = p · (h2h1)
for z
h2−→ y
h1−→ x and a(p) = x.
Definition A.2. A principal H-bundle (P, a, π) on a space B is a right H-space (P, a) to-
gether with a surjective submersion π : P → B such that
(i) π is H-invariant: π(x · h) = π(x).
(ii) H acts freely and transitively on the fibres of π, that is, the map
P a×t H1 −→ P ×B P, (p, h) 7−→ (p, p · h)
is a diffeomorphism.
A principalH-bundle will be depicted diagrammatically as follows:
PB H0
pi a
pπ(p) a(p)
Example A.3. H1
t
−→ H0 is a principalH-bundle with anchor map s : H1 →H0. The action
is given by composition of arrows,
H1 s×t H1 →H1, (h1, h2) 7→ h2 · h1.
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Principal bundles have pullbacks. Let f : A → B be a map and (P, a, π) a principal H-
bundle on B. Then the space f ∗P = A f×π P has aH-action given by (a, x) · h = (a, x · h).
This gives the principal bundle
A f×π PA H0
(x, p)x a(p).
A bibundle between two groupoids G and H will be a principal H-bundle on G0 with an
additional left action by G. For the left action, we introduce the notion of a left G-space.
Definition A.4. Let G be a Lie groupoid. A left G-space (P, a) is a manifold P with a map
a : P → G0 together with a map
G1 s×a P −→ P, (g, p) 7−→ g · p
satisfying
a(g · p) = t(g), 1x · p = p and g1 · (g2 · p) = (g2g1) · p
for x
g2−→ y
g1−→ z and a(p) = x.
Definition A.5. Let G andH be groupoids. A bibundle from G toH is aH-principle bundle
(P, aR, aL) on G0 such that (P, aL) is a left G-space satisfying the following conditions:
(i) aR is G-invariant: aR(g · p) = aR(p).
(ii) The actions commute: (g · p) · h = g · (p · h).
A bibundle may be drawn as
PG H,
aL aR
with the understanding the aL and aR actually map to G0 andH0 respectively.
Example A.6. A bibundle can be obtained from a homomorphism f : G → H by pulling
back the principalH-bundleH1
t
−→ H0 along the map f0 : G0 → H0. Explicitly we obtain
G0 f×t H1G0 H0
(x, h)x s(h).
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The left G-action is given by g · (s(g), h) = (t(g), h · f1(g)). This bibundle will be denoted
〈f〉 and is the first step in connecting generalised maps and bibundles.
Definition A.7. Two bibundles P,Q : G → H are isomorphic if there is a diffeomorphism
α : P → Q that is G- andH-equivariant, which means that
α(g · p · h) = g · α(p) · h, (g, p, h) ∈ G1 ×G0 P ×H0 H1.
Pictorially we may denote an isomorphism of bibundles by
G0 H0.
Q
P
α
The resemblance with generalised maps of groupoids should be clear.
Definition A.8. A Hilsum-Skandalis map from G toH is an isomorphism class of bibundles
from G toH.
Bibundles can be composed: if P is a bibundle from G toH and Q is a bibundle from H
to K, then define
Q ◦ P := (P ×H0 Q)/H
where the fibre product fits into the diagram
P ×H0 Q Q
P H0
and has a H-action (p, q) · h = (p · h, h−1 · q). Then Q ◦ P inherits a left G-action from P
and a right K-action from Q and is a bibundle from G to K. This composition is not strictly
associative, but it is up to isomorphism.
Definition A.9. A bibundle P : G → H is invertible if the right anchor map aR : P → H0 is
a G-principal bundle. In this case, the bibundle P−1 : H → G is obtained by switching the
anchor maps, changing the left G-action to a right action and turning the right H-action into
a left action.
An invertible bibundle is directly analogous to an equivalence of Lie groupoids, as seen
in the following [Ler10, Lemma 3.34].
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Lemma A.10. A functor f : G → H is an equivalence of Lie groupoids if and only if the
corresponding bibundle 〈f〉 : G → H is invertible.
Let HS denote the category of Lie groupoids with Hilsum-Skandalis and let Gp be the
category of Lie groupoids with generalised maps. Given a generalised map (K, ε, φ) from G
toH,
G
ε
←− K
φ
−→ H,
the bibundle 〈φ〉 ◦ 〈ε〉−1 : G → H is well-defined since ε is an equivalence. This gives rise
to a functor F : Gp → Hs which is the identity on objects and maps the generalised map
(K, ε, φ) to the Hilsum-Skandalis map 〈φ〉 ◦ 〈ε〉−1. The following result [Ler10, Prop 3.39]
makes precise the equivalence of the two approached to orbifold maps.
Proposition A.11. The functor F : Gp→ HS is an equivalence of categories.
We can use this equivalence to prove an enlightening fact about generalised maps. First
note the following [Ler10, Lemma 3.19]:
Lemma A.12. Let P : G → H be a bibundle from G toH. there exists an open cover U of G0
and a functor f : G[U ]→H such that there is an isomorphism of bibundles,
P ∼= 〈f〉 ◦ 〈ε〉−1
where ε : G[U ]→ G is the induced equivalence.
Proposition A.13. Any generalised map G → H can be represented by an open cover U of
G0 and a homomorphism φ so that we have
G
ε
←− G[U ]
φ
−→ H.
where ε is defined in Example 2.20. Furthermore, another such (G[U ′], ε′, φ′) represents the
same generalised map if and only if φ and φ′ are related by a natural transformation when
restricted to a common refinement of U and U ′.
Proof. Consider a generalised map from G toH.
G
ε
←− K
φ
−→ H.
Since ε is an equivalence the bibundle 〈ε〉 is invertible. Therefore 〈φ〉 ◦ 〈ε〉−1 is a well-
defined bibundle from G toH. By Lemma A.12 there is an open cover U of G0 and a functor
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f : G[U ]→H such that
〈φ〉 ◦ 〈ε〉−1 ∼= 〈f〉 ◦ 〈ψ〉−1
where ψ is the equivalence G[U ] → G. By the equivalence of categories in Proposition A.11
this means that
G
ψ
←− G[U ]
f
−→ H.
represents the same generalised map we started with. This proves the first part of the propo-
sition. Let (G[U ], ε, φ) and (G[U ′], ε′, φ′) be equivalent generalised maps where ε and ε′ are
the usual equivalences for open cover groupoids. By definition there is a smooth functor
f : G[U ]→ G[U ′] such that the following commutes up to natural transformation:
G H
G[U ′]
G[U ]
ε′ φ
′
ε φ
f
In particular by looking at the left triangle there is a natural transformation η from ε to ε′ ◦ f .
This is a map η : G[U ]0 → G such that η(x) is a morphism in G from ε0(x) to ε′0(f0(x)). For
U ∩ U ′ a common refinement of U and U ′ we want the following to commute up to natural
transformation:
G[U ∩ U ′] G[U ′]
G[U ] H
ι′
ι φ′
f
φ
(A.1)
The maps ι, ι′ are the natural inclusions. We already know that the lower right triangle com-
mutes up to natural transformation, so it’s sufficient to find a natural transformation ξ from
f ◦ ι to ι′. This exists because if x ∈ G[U ∩U ′], then η(ι(x)) is a morphism in G from ε(f(x))
to ε′(x) and this morphism exists in G[U ′] as well.
The other direction follows from the definition of a generalised map; if φ and φ′ are related
by a natural transformation when restricted to U ∩ U ′, then (A.1), without the f , commutes
up to natural transformation. Therefore, the two generalised map are both equivalent to the
same generalised map, which associated to the common refinement.
It is convenient to talk about bibundles in the context of vector bundles on groupoids: a
vector bundle on G is equivalent to a GLn(C)-bundle on G, and a GLn(C)-bundle on G is
equivalent to a bibundle from G to BGLn(C). Then, if G and H are Morita equivalent, then
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they are isomorphic in HS and there are bijections
VectG ∼= HS-maps(G,BGLn(C)) ∼= HS-maps(H,BGLn(C)) ∼= VectH.
These are in fact equivalences of categories, but we will not get into this discussion. We will
just state the result that tells us that vector bundles on groupoids are Morita invariant, and
refer the reader to [Ame12, §2.6] for a more detailed discussion.
Proposition A.14. If G and H are Morita equivalent then there is an equivalence of cate-
gories between VectG and VectH.
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APPENDIX B
BUNDLE GERBES ON ORBIFOLDS
In this section, we recall the definition of a bundle gerbe on both smooth manifolds and
groupoids. This will lead to an explanation of the definition used in Chapter 3. These were
first introduced by Murray in [Mur96] though our main reference is his expository paper
[Mur10].
Given a map π : Y → M we write Y [n] for the n-fold fiber product
Y [n] = Y π×π Y π×π · · · π×π Y.
We now define a bundle gerbe:
Definition B.1. A bundle gerbe on a smooth manifoldM is a pair (P, Y ) where Y → M is
a surjective submersion and P is a line bundle on Y [2]. These come equipped with a bundle
gerbe multiplication, which is an isomorphism
π∗3P ⊗ π
∗
1P → π
∗
2P
satisfying the following associativity condition on fibers:
P(y1,y2) ⊗ P(y2,y3) ⊗ P(y3,y4) P(y1,y2) ⊗ P(y2,y4)
P(y1,y3) ⊗ P(y3,y4) P(y1,y4)
Example B.2. Let {Ui} be an open cover ofM and let
Y =
⊔
i
Ui.
Then the natural inclusion Y →M is a surjective submersion and a line bundle
P → Y [2] =
⊔
i,j
Ui ∩ Uj
is a collection of line bundles Pij → Ui ∩ Uj . The bundle gerbe multiplication is then an
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isomorphism
Pij ⊗ Pjk ∼= Pik.
In this way we obtain a Hitchin-Chatterjee gerbe.
The original purpose of bundle gerbes was to provide a geometric interpretation of degree
three integral cohomology. The correct notion of isomorphism which allows one to identify
isomorphism classes of bundle gerbes with integral cohomology is the following.
Definition B.3. A stable isomorphism between bundle gerbes (P1, Y1) and (P2, Y2) is a line
bundle L on Z = Y1 ×M Y2 together with an isomorphism
p∗1P1 ⊗ ζ
∗
2L→ ζ
∗
1L⊗ p
∗
2P2
of line bundles over Z [2] where p1, p2, ζ1, ζ2 are the relevant projection maps. The isomor-
phism must be compatible with the respective bundle gerbe multiplications.
If we only care about bundle gerbes up to stable isomorphism, then the only bundle gerbes
we need to care about are Hitchin-Chatterjee gerbes of example B.2.
Theorem B.4 ([Mur10, Prop 5.5]). Every bundle gerbe is stably isomorphic to a Hitchin-
Chatterjee gerbe.
Suppose that (P, Y1) and (Q, Y2) are Hitchin-Chatterjee gerbes with
Y1 =
⊔
i
Ui, Y2 =
⊔
α
Vα,
where {Ui} and {Vα} are two open covers. A stable isomorphism between these gerbes is a
line bundle
A→ Y1 ×M Y2 =
⊔
i,α
Ui ∩ Vα.
In other words, a collection of line bundles Aiα → Ui ∩ Vα. These have isomorphisms
Pij ⊗ Aj,β ∼= Aiα ⊗Qαβ
that are compatible with the isomorphisms Pij ⊗ Pjk ∼= Pik and Qαβ ⊗Qβγ ∼= Qαγ .
Definition B.5. Let P = (Pij) and Q = (Qαβ) be Hitchin-Chatterjee gerbes associated to
open covers {Ui} and {Vα} respectively. A stable isomorphism from P to Q is a collection
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of line bundles Aiα → Ui ∩ Vα together with an isomorphism
Pij ⊗ Ajβ ∼= Aiα ⊗Qαβ
compatible with the respective gerbe multiplication maps.
Consider a map f : M → N and a Hitchin-Chatterjee gerbe P = (Pij) on N associated
to the open cover {Ui}. Pulling back along f we can obtain an open cover {f−1(Ui)} of M
with line bundles
f ∗Pij → f
−1(Ui ∩ Uj).
Thus, we have a pull-back Hitchin-Chatterjee gerbe f ∗P onM .
Using the usual formalism for structures over groupoids, we define a bundle gerbe over a
groupoid as follows.
Definition B.6. A bundle gerbe on a groupoid G consists of the following data:
(i) A bundle gerbe (P, Y ) on G0.
(ii) A stable isomorphism A : t∗(P, Y ) → s∗(P, Y ) of bundle gerbes over G1 which satis-
fies:
• u∗A = id(P,Y ).
• There is an isomorphism d∗2A ⊗ d
∗
0A → m
∗A of line bundles over G2 such that
the following diagram commutes:
Ag ⊗Ah ⊗ Ak Ag ⊗ Ahk
Agh ⊗ Ak Aghk
Note that there is an extra compatibility condition that isn’t included in, for instance,
the definition of vector bundles on groupoids (Definition 4.2). The reason for this the fact
that bundle gerbes form a 2-category - there is a notion of morphisms between stable iso-
morphisms. This extra condition can be thought of as a compatibility condition on the 2-
morphisms.
We investigate this definition for Hitchin-Chatterjee gerbes. Start with a bundle gerbe
(P, Y ) on G0 with
Y =
⊔
i
Ui and P =
⊔
ij
Pij → Y
[2],
80
where U = {Ui} is an open cover of G0. A stable isomorphism from t∗P to s∗P is a collection
of line bundles Aij → t−1(Ui) ∩ s−1(Uj) with a collection of isomorphisms detailed above.
These line bundles must satisfy
Aij ⊗ Ajk ∼= Aik.
By assuming that U is suitably refined, we may assume that P is a trivial line bundle. In
which case our Hitchin Chatterjee gerbe is given by a line bundle
A =
⊔
i,j
Aij →
⊔
i,j
t−1(Ui) ∩ s
−1(Uj)
with isomorphisms Aij ⊗ Ajk ∼= Aik. In other words, we have a gerbe on G[U ] as defined in
Definition 4.15. This means that both definitions of gerbes on orbifolds are equivalent up to
the choice of representing groupoid.
Let us now introduce connective structure on bundle gerbes. We will repeat the previous
theory with connective structure added.
Definition B.7. Let (P, Y ) be a bundle gerbe onM . A connection on (P, Y ) is a connection
∇ on P that is compatible with the bundle gerbe multiplication, which means that
π∗3P ⊗ π
∗
1P → π2P
is an isomorphism of line bundles with connection.
Definition B.8. A stable isomorphism between bundle gerbes (P1, Y1) and (P2, Y2)with con-
nection ∇1 and ∇2 respectively is a line bundle L with connection ∇ on Z = Y1 ×M Y2
together with an isomorphism
p∗1P1 ⊗ ζ
∗
2L→ ζ
∗
1L⊗ p
∗
2P2
of line bundles with connection over Z [2] where p1, p2, ζ1, ζ2 are the relevant projection maps.
There are two conditions that must be satisfied,
(i) The connection on L satisfies ∇ = p∗2∇2 − p
∗
1∇1.
(ii) The isomorphism above is compatible with the respective bundle gerbe multiplications.
A bundle gerbe with connection on a groupoid is obtained by repeating the definition of
a bundle gerbe and adding the words “with connection” throughout.
81
Suppose that G is a Leray groupoid. A bundle gerbe (P, Y ) on G0 is stably isomorphic
to the trivial bundle gerbe because G0 is a disjoint union of contractible spaces. Therefore,
assume that Y = G0 and P = G0 × C. Suppose that P has curvature B ∈ Ω2(G0). A stable
isomorphism between t∗P and s∗P , both trivial, is a line bundle L on G1 with curvature
t∗B − s∗B. Again, L must be the trivial line bundle because G is Leray and hence there is a
1-form A ∈ Ω1(G1) such that −dA = t∗B − s∗B. The associativity conditions on this stable
isomorphism imply that there is an isomorphism
d∗2L⊗ d
∗
0L
∼= G2 × C→ G2 × C ∼= m
∗L
of line bundles with connection. This is given by a 2-cocycle g : G2 → C∗. Compatibility
with the connective structure shows, via a similar calculation to Example 4.14, that
d∗0A−m
∗A+ d∗2A = d log f.
We have obtained a 2-cocycle g with differential forms A ∈ Ω1(G1) and B ∈ Ω2(Ω2) satisfy-
ing
d∗0A−m
∗A + d∗2A = d log f and t
∗B − s∗B = −dA.
This is the reasoning behind the definition of a gerbe with connection in Chapter 4.
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NOTATION INDEX
G,H,K groupoids,
s, t, u, i,m structure maps of a groupoid,
Gn the space of sequences of n composable arrows in G, see Page 4,
dj maps in the nerve of G, see Page 4,
U ,V open covers,
X/G global quotient orbifold, Example 2.4,
XG the Borel construction of X ,
BG the groupoid ∗/G, Example 2.5,
G[U ] open cover groupoid, Example 2.8,
ΛG the inertia groupoid, Example 2.9,
Xg elements x ∈ X such that x · g = x,
S1U see Page 13,
LG(U) the groupoid of loops in G associated to the open cover U , Definition 3.2
LG the loop groupoid, Definition 3
Pg the space of maps ϕ : R→ X such that ϕ(x+ 1) = ϕ(x) · g, Page 22
Cg the centraliser of g in G,
VectG the category of vector bundles on G,
η, θ typically used to denote cocycles,
G˜ a central extension of G by C∗,
Ωk complex valued differential k-forms,
αK twisted K-theory,
K̂S1 completed S1-equivariant K-theory, Page 60,
ζj the primitive jth root of unity e
2πi/j ,
KTate Tate K-theory, Chapter 6,
αKTate Twisted Tate K-theory, Definition 6.21.
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