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Resumen
La idea del procesamiento de datos masivos (Big 
Data) se ha desarrollado sostenidamente en los últi­
mos años, estableciéndose como un nuevo paradig­
ma para resolver problemas. Por un lado, el creci­
miento en el poder de cómputo y almacenamiento 
habilita la posibilidad de manejar volúmenes de da­
tos de varios órdenes de magnitud. Por el otro, ge­
neran la necesidad de contar no solamente con pla­
taformas que permitan distribuir el procesamiento 
sino, además, con algoritmos que lo realicen de for­
ma eficiente.
Una de las primeras aplicaciones de Big Data son 
los motores de búsqueda de escala web, sistemas que 
procesan miles de millones de documentos y deben 
responder a los usuarios con estrictas restricciones 
de tiempo, típicamente, milisegundos. Análogamen­
te, el procesamiento de grafos masivos provenientes 
del mapeo de la estructura de las redes sociales pre­
senta desafíos de forma sostenida.
Estos escenarios se caracterizan por una com­
plejidad creciente en espacio y requieren soluciones 
cada vez más sofisticadas ya que la cantidad de da­
tos y de usuarios crece conforme evolucionan en el 
tiempo. Además, han aparecido requerimientos para 
ofrecer respuestas sobre flujos de datos que ocurren 
en tiempo real (streaming) por lo que es un requisi­
to considerar modelos que puedan tomar decisiones 
on-line utilizando estos datos.
Este trabajo presenta las líneas de investigación 
que se proponen en el contexto de los datos masivos 
a partir del estudio, diseño y evaluación de estructu­
ras de datos y algoritmos que operan eficientemente, 
ya sea sobre documentos, grafos sociales o interac­
ciones de usuarios, entre otros.
Palabras clave: algoritmos eficientes, motores 
de búsqueda, grafos masivos, estructuras de datos, 
grandes datos.
Contexto
Esta presentación se encuentra enmarcada en el 
proyecto de investigación “Algoritmos Eficientes y 
Minería Web para Recuperación de Información a 
Gran Escala” del Departamento de Ciencias Básicas 
(UNLu).
Introducción
La gran asimilación de tecnologías de la informa­
ción y la comunicación por parte de las sociedades 
en las últimas décadas genera un renovado interés 
sobre algoritmos que permitan almacenar y procesar 
grandes volúmenes de datos en límites de tiempo ca­
da vez más precisos [28]. Además se observa un auge 
y maduración de tecnologías de cómputo en la nu­
be, base sobre la cual se plantea la posibilidad de 
acceder a crecientes capacidades de procesamiento 
y almacenamiento de forma rápida y con esfuerzo 
reducido en el despliegue y gestión de recursos. Una 
de las áreas donde se dio la convergencia de ambos 
procesos generando nuevas oportunidades de inves­
tigación es el área de Big Data (Datos Masivos). Es­
te enfoque ofrece esquemas de procesamiento y al­
macenamiento distribuido considerando prioritario 
permitir la escalabilidad horizontal y la tolerancia a 
fallas, como es el caso de la plataforma Spark [26].
De forma complementaria, surge la necesidad 
permanente de nuevos modelos y estrategias para 
resolver los problemas que aparecen continuamente 
de forma eficiente. Un caso clásico son los motores 
de búsqueda web, que procesan miles de millones de 
documentos1 y deben responder a los usuarios con 
estrictas restricciones de tiempo, típicamente, mili- 
segundos [2], Otro ejemplo común hoy en día es el 
procesamiento de gratos masivos provenientes, por 
ejemplo, de la estructura de una red social [18] o de 
interacciones entre usuarios. También son ejemplos 
los servicios de streaming [28, 22], la genómica [20] 
y la meteorología [15].
1Según http://www.worldwidewebsize.com el índice de 
Google contiene aproximadamente unos 55.000 millones de 
documentos (Marzo/2019).
Estos problemas requieren, en general, procesa­
miento distribuido, paralelo y algoritmos altamente 
eficientes [5]. Para su abordaje, se utilizan platafor­
mas de almacenamiento y procesamiento no tradi­
cionales [17], como Hadoop [25] y Spark [26], sobre 
las cuales se sitúan capas de software que implemen- 
tan algoritmos de búsquedas, aprendizaje automáti­
co y optimización. En la mayoría de los casos, la par­
tición del problema y la distribución de la carga de 
trabajo son aspectos de las estrategias que requieren 
ser optimizados de acuerdo al problema [24].
Líneas de I+D
En este trabajo se describen líneas de I+D del 
grupo, las cuales se basan, principalmente, en mejo­
rar la eficiencia en la recuperación de información de 
gran escala y el procesamiento de grandes volúme­
nes de datos, en general, sobre commodity hardware
[9].  De forma continua aparecen nuevos desafíos en 
estas áreas y oportunidades de investigación en te­
mas poco explorados por la comunidad científica. 
En particular, las líneas de I+D principales son:
a. Estructuras de Datos y Algoritmos 
para Búsquedas
a.l. Algoritmos para Top-k
En la actualidad, lo común es que los motores 
de búsqueda respondan en cuestión de milisegun- 
dos a las consultas de los usuarios (query), con un 
conjunto de los k documentos más relevantes. Para 
ello, deben revisar una colección que se compone de 
miles de millones de elementos, por lo que es cru­
cial mejorar y explorar nuevas técnicas que permitan 
“atravesar” de forma eficiente las estructuras de da­
tos internas. A los algoritmos que toman un query 
y revisan un índice invertido en búsqueda de los do­
cumentos más relevantes se los pueden agrupar en 
dos categorías: i) TAAT (term-at-a-time), procesan 
de a un término del query a la vez, y ii) DAAT 
(document-at-a-time), en los que se procesa de a un 
documento a la vez. Para ello, en la familia de algo­
ritmos DAAT, MaxScore [23] y WAND [13] almace­
nan un score global máximo (upperbound) y lo uti­
lizan para saber si un documento puede formar par­
te del resultado final en los top-k. Como extensión 
a estos, existen los algoritmos Block-Max WAND
[10],  Variable Block-Max WAND [19] y Block-Max 
MaxScore [6], los cuales almacenan no sólo uno, sino 
un upperbound local a un bloque de cierto tamaño, 
con el fin de procesar aún una cantidad de entradas 
aún menor.
En esta línea se investigan los algoritmos DAAT 
que forman parte del estado del arte y, adicional­
mente, se propone uno nuevo como extensión de 
MaxScore. En éste, en vez de almacenar sólo un up­
perbound global, se almacena un conjunto de ellos 
en una estructura similar a una skip list [7], dotan­
do al algoritmo de más información para mejorar la 
eficiencia del procesamiento.
a.2. Búsquedas Selectivas
Complementando los algoritmos de búsqueda 
mencionados en la línea anterior, otra estrategia 
para acelerar el proceso está basada en la parti­
ción de la colección de documentos en porciones, 
P, (shards) de acuerdo a algún criterio (por ejem­
plo, temático) de manera tal de enviar las consul­
tas solamente a un número reducido n de nodos 
(n << P) que contengan particiones de la colección 
que potencialmente pueden satisfacer la consulta. 
Este problema se lo conoce como “búsquedas selec­
tivas” (selective search) [16] e incluye métodos que 
permiten seleccionar los recursos adecuados, algorit­
mos de fusión de resultados parciales y estrategias 
adaptadas de caching.
Dichas estrategias son desafiadas cuando los do­
cumentos aparecen en flujos en tiempo real como, 
por ejemplo, las publicaciones en las redes socia­
les. Un caso paradigmático son las publicaciones en 
Twitter, en la cual millones de usuarios alrededor 
del mundo publican “documentos cortos” (tweets) 
desde diferentes tipos de dispositivos (generalmen­
te, móviles), los cuales deben estar disponibles casi 
de inmediato (segundos) por lo que las estructuras 
de datos deben soportar un alto dinamismo [4].
En esta linea de investigación se propone com­
binar la problemática de las búsquedas en tiempo 
real utilizando una arquitectura basada en búsque­
das selectivas donde los criterios de actualización 
del índice invertidos por partición, las estrategias 
de caché a implementar y el algoritmo de búsqueda 
final impactan en la performance que se pretende 
optimizar (eficiencia y/o efectividad). Los objetivos 
generales perseguidos son el desarrollo de técnicas y 
algoritmos para la asignación de flujos de documen­
tos a diferentes particiones de un índice para luego 
soportar búsquedas sobre un subconjunto de éstas, 
maximizando la performance (tanto eficiencia como 
efectividad).
b. Procesamiento de Gratos Masivos
b.l. Cálculo Distribuido en Gratos Evoluti­
vos
Como se ha dicho anteriormente, uno de los 
desafíos surgidos con la aparición de las aplicaciones 
que procesan datos masivos es la de generar repre­
sentaciones adecuadas para los datos recolectados. 
Una de las estructuras más longevas y versátiles de 
las ciencias de la computación para estas represen­
taciones son los grafos, formados por un conjunto de 
nodos y relaciones entre éstos (aristas) [7]. Diversos 
algoritmos que se aplican sobre grafos son amplia­
mente utilizados en la industria y la academia para 
abordar un gran abanico de soluciones. Algunos de 
estos algoritmos son los de camino mas corto (Single 
Source Shortest Path o SSSP y All-Pairs Shortest 
Path o APSP), y suelen constituir la base de mu­
chos procesos en ámbitos como la recuperación de 
información [3] o análisis de redes sociales [1], por 
nombrar un par de ejemplos.
Este tipo de procesos suelen tener soluciones 
aceptadas desde hace mucho tiempo, las cuales no 
escalan cuando el tamaño de los datos supera un 
umbral, dando lugar a soluciones en tiempos no tri­
viales [8]. Por otro lado, es todo un desafío la imple- 
mentación de estrategias que aprovechen las carac­
terísticas distribuidas de las plataformas existentes 
[12]. Otro problema que presentan los enfoques se- 
cuenciales tradicionales y no escalables es que mu­
chas aplicaciones exigen de forma creciente respues­
tas cada vez mas instantáneas, lo que introduce la 
posibilidad de construir soluciones aproximadas en 
el resultado pero eficientes en el tiempo insumido. 
Otro punto a considerar es que los grafos, al re­
presentar relaciones, pueden cambiar a lo largo del 
tiempo, que se conoce como grafos dinámicos [14], 
y admiten soluciones que tengan en cuenta procesa­
mientos previos para no tener que recalcular com­
pletamente las métricas ante cada modificación del 
mismo.
Dentro del marco del proyecto, el objetivo de 
esta linea de trabajo es diseñar, analizar e imple­
mentar algoritmos eficientes para el cálculo de las 
distancias mínimas (shortest path) para grafos que 
pueden o no evolucionar en el tiempo. Estas solu­
ciones se abordan utilizando estrategias de cómpu­
to distribuido sobre plataformas de Big Data (por 
ejemplo, Spark) sobre hardware commodity y sopor­
tando tolerancia a fallas.
b.2. Estimación de Distancia entre Nodos
El problema de la distancia entre dos nodos tiene 
múltiple aplicaciones prácticas, por ejemplo, para el 
ranking en búsquedas2. Se lo define como la longitud 
del camino más corto entre ellos y se vuelve invia­
ble si se requiere responder en pocos milisegundos. 
Esta métrica es usada en numerosos algoritmos que 
apuntan a resolver problemas como la recomenda­
ción de links [27] y agrupamiento de usuarios [11], 
entre otros.
2Un caso es la red de contactos profesionales Linkedin.
3Twitter: 321 millones de usuarios activos, 226.947 mi­
llones de vínculos, http: //investor. twitterinc . com/home/ 
default.aspx
El cálculo exacto de esta métrica entre dos nodos 
arbitrarios se ve afectado en cuanto a la eficiencia 
del proceso debido al tamaño de los grafos actuales 
resultando prohibitivo para aplicaciones prácticas. 
Por ejemplo, en redes sociales digitales el número de 
relaciones (aristas) supera ampliamente la cantidad 
de usuarios (nodos)3
La estimación de este valor es una alternativa 
válida y la reducción del error asociado (a un cos­
to computacional bajo) conforma una de las líneas 
de investigación de este proyecto. En este enfoque 
se utiliza un conjunto de nodos, llamados landmarks 
[21], que se toman como referencia para estimar lue­
go la distancia entre dos nodos arbitrarios. El pro­
blema de la selección de buenos landmarks, es decir, 
aquellos que permitan minimizar el error de estima­
ción, es una pregunta abierta ya que existen diversos 
criterios a aplicar que consideran grafos de diferen­
te tamaño, densidad y dinámica. Algunos resulta­
dos preliminares sobre nuevos métodos de selección 
de landmarks indican que usar métricas tradiciona­
les en conjunto (Closeness Centrality, grado, entre 
otras) , sobre ciertos gratos, potencian la estimación 
de la distancia logrando mejores resultados respecto 
del uso individual de éstas.
El desarrollo de métodos de corrección de la dis­
tancia estimada no ha sido abordado hasta el mo­
mento y es otra de las lineas de investigación de 
este proyecto. La idea consiste en lograr un algo­
ritmo que, basado en características generales del 
grato (como la densidad, diámetro, tamaño de co­
munidades, entre otras) permita corregir el valor de 
la estimación. Algunos análisis preliminares sobre 
gratos sintéticos indican que es posible reducir el 
error mediante esta técnica.
Resultados y objetivos
El objetivo principal del proyecto es desarrollar, 
evaluar y transferir modelos y algoritmos para abor­
dar algunas de las problemáticas relacionadas con 
las búsquedas a gran escala y el procesamiento de 
grandes datos, en este caso, gratos masivos. En gene­
ral, se proponen mejoras que apuntan a la eficiencia 
y la escalabilidad. En particular, se espera alcanzar 
los siguientes objetivos:
■ Diseñar versiones optimizadas de algoritmos 
de procesamiento de queries dotando a los al­
goritmos para top — k de información accesoria 
que les permita recorrer las estructuras de da­
tos eficientemente.
■ Desarrollar de técnicas y algoritmos para la 
asignación de flujos de documentos a diferen­
tes particiones de un índice para luego sopor­
tar búsquedas selectivas sobre un subconjunto 
de éstas, maximizando la performance (tan­
to eficiencia como efectividad) y considerando 
parámetros de la arquitectura (por ejemplo, 
número de procesadores, núcleos, etc.).
■ Definir y evaluar estructuras y modelos de 
cómputo distribuido sobre hardware commo­
dity para problemas de cálculo de métricas en 
grafos masivos, en particular en grafos evolu­
tivos.
■ Diseñar y evaluar estrategias de estimación de 
distancias entre nodos de un grafo masivo para 
problemas de búsqueda, junto con métodos de 
corrección de la estimación.
Formación de Recursos Humanos
En el marco de estas líneas de investigación se 
están dirigiendo dos tesis de Licenciatura en Siste­
mas de Información (UNLu). Además, asociados al 
proyecto de investigación hay una estancia de inves­
tigación de la Secretaría de CyT (UNLu), una Beca 
Estímulo a las Vocaciones Científicas (CIN) y dos 
pasantías internas UNLu.
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