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In this paper we present a mathematical analysis of a supersonic
jet stream out of an oriﬁce into the atmosphere. The analysis
involves the interaction of steady rarefaction waves, and the
interaction of a rarefaction wave by the interface of the jet stream.
The existence of the classical solution in the region of interactions
of rarefaction waves is established. For small pressure difference
the existence of the classical solution in the region of reﬂection
is also obtained. Finally, for large pressure difference vacuum may
be produced by strong expanding, and the corresponding wave
structure with vacuum is also analyzed.
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1. Introduction
In this paper we present a mathematical analysis of a supersonic jet stream out of an oriﬁce into
the atmosphere. The problem is to determine the ﬂow outside the oriﬁce. The mathematical analysis
of this problem is put forward by Courant and Friedrichs in the book “Supersonic Flow and Shock
Waves” [2], where an intuitive picture is shown in Chapter 4 of [2] (also see Fig. 1 of this paper). In
this paper we are going to solve the problem from the mathematical viewpoint.
In this paper we will only consider the two-dimensional case. Assume that the exit of the duct is
located at y-axis, and the velocity of the ﬂow at the exit is uniform and parallel to x-axis. Assume
that the ﬂow at the exit of the duct has pressure pa , density ρa and velocity (ua, va) with va = 0.
The ﬂow runs into the atmosphere ﬁlled of static gas with pressure p0 < pa and density ρ0 < ρa .
Since the ﬂow is supersonic, the upstream part is not inﬂuenced by the downstream part of the ﬂow.
Then the jet stream outside the oriﬁce is determined by its state at the exit and the condition in
atmosphere.
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Assume that the jet and the stream are symmetric with respect to the x-axis. When the jet ﬂow
runs out from the exit, there will appear center rarefaction waves at the upper corner and the lower
corner of the exit, because the pressure at atmosphere is less than the pressure inside of the duct.
Meanwhile, there will appear an interface separating the jet stream and the static part of the at-
mosphere. The interface is a contact discontinuity, on which the pressure and the normal velocity
are continuous, but the density and the tangential component of the velocity are discontinuous. The
interface encloses the jet stream, so that the latter looks like a tail attached at the oriﬁce of the
duct.
The two rarefaction waves (I) and (I ′) issued from the corners of the wall of jet at exit (see Fig. 1)
will meet together and penetrate each other. In the region (II) where they meet, the interaction of
waves occurs. Later, the rarefaction waves (I) and (I ′) become (III) and (III′), and these two waves
keep propagating after their interaction. When the rarefaction waves arrive at the interface of the
jet stream, they will be reﬂected by the interface. Correspondingly, the interface is also disturbed
and becomes a curve to be determined. Then the reﬂected waves continue their propagating after
interaction.
The jet stream can be determined by solving corresponding boundary value problems of Euler
system. Our analysis shows that the classical solution exists in the domain (II), where two rarefaction
waves interact with each other. In the meantime, the effect of expansion of waves is strengthened.
Furthermore, near the interface of the stream the strengthened rarefaction waves are reﬂected by
the interface. We ﬁnd that the classical solution in the reﬂection region near the interface exists
provided the pressure difference pa− p0 is small. In this case a new reﬂected simple wave is produced
by the reﬂection on the interface. Otherwise, the reﬂection may cause blow-up. We notice that the
related study on the interaction of rarefaction waves for the pseudo-steady compressible ﬂow is given
in [4,6,7]. More general discussion on the multidimensional compressible ﬂow was proceeded in [8].
The remaining part of the paper is organized as follows. In Section 2 we formulate the mathemat-
ical problem and introduce the hodograph transformation. In Section 3 we study Goursat problems
and generalized Goursat problems as the preparation of the later study. In Section 4 we look for the
solution in the region of interaction of two rarefaction waves. In Section 5 we give the solution for
small pa − p0 in the region of reﬂection of a simple wave by contact discontinuity, which is a free
boundary to be determined together with the solution near the boundary. In Section 6 we discuss the
case when p0 − pa is large and vacuum appears. We believe that the method developed in this paper
can also be applied to other problems in the steady supersonic ﬂow.
2. Preliminaries
First of all, let us recall some basic facts in steady plane isentropic ﬂow. The stationary Euler
system in two-dimensional space for isentropic and irrotational ﬂow can be written as (see [2,3,9])
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∂(ρu)
∂x
+ ∂(ρv)
∂ y
= 0,
u
∂u
∂x
+ v ∂u
∂ y
+ 1
ρ
∂p
∂x
= 0,
u
∂v
∂x
+ v ∂v
∂ y
+ 1
ρ
∂p
∂ y
= 0.
(2.1)
In the case of polytropic gas, p = Aργ and the following Bernoulli relation holds
1
2
(
u2 + v2)+ c2
γ − 1 =
1
2
qˆ2, (2.2)
where c = ( dpdρ )
1
2 = (Aγργ−1) 12 is the sonic speed of the ﬂuid, qˆ is the limit speed, which is a constant
in each streamline. Since the ﬂow is assumed uniform at the exit of the duct, then qˆ is constant over
the whole jet stream. By substituting ρ as a function of u and v into (2.1) we obtain⎧⎪⎪⎨⎪⎪⎩
(
c2 − u2)∂u
∂x
− uv
(
∂u
∂ y
+ ∂v
∂x
)
+ (c2 − v2)∂v
∂ y
= 0,
∂u
∂ y
− ∂v
∂x
= 0,
(2.3)
whose matrix form is
A
∂U
∂x
+ B ∂U
∂ y
≡
(
c2 − u2 −uv
0 −1
)
∂
∂x
(
u
v
)
+
(−uv c2 − v2
1 0
)
∂
∂ y
(
u
v
)
= 0. (2.4)
The characteristics of (2.4) is determined by the eigenvalues of the equation |B − λA| = 0, i.e.
λ2
(
c2 − u2)+ 2λuv + (c2 − v2)= 0. (2.5)
Hence the eigenvalues are
λ± = uv ± c
√
u2 + v2 − c2
u2 − c2 . (2.6)
Correspondingly, the two families of the characteristics C± are determined by
dy
dx
= λ±. (2.7)
The left eigenvectors corresponding to the eigenvalue λ± are
± =
(
1,∓c
√
u2 + v2 − c2 ). (2.8)
Multiplying the system (2.3) by ± , we obtain(
∂u
∂x
+ λ+ ∂u
∂ y
)
+ λ−
(
∂v
∂x
+ λ+ ∂v
∂ y
)
= 0 (2.9)
and
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∂u
∂x
+ λ− ∂u
∂ y
)
+ λ+
(
∂v
∂x
+ λ− ∂v
∂ y
)
= 0. (2.10)
Denoting ∂± the differential operator ∂∂x + λ± ∂∂ y , then (2.9), (2.10) can be written as
∂±u + λ∓∂±v = 0. (2.11)
The Riemann invariants of (2.3) are
W± = θ ±
∫ √
q2 − c2
qc
dq = θ ± F (q), (2.12)
where θ = arctan(v/u), q = (u2 + v2) 12 . Since the sonic speed c can be solved as a given function of
q from Bernoulli’s law, then dW± = 0 is equivalent to
u dv − v du
u2 + v2 ±
√
u2 + v2 − c2
c(u2 + v2) (u du + v dv) = 0, (2.13)
i.e.
du + λ± dv = 0.
Therefore, the characteristic relation (2.11) can be written as
∂±W∓ = 0. (2.14)
In the region of simple waves we have W+ = const. or W− = const. For the simple wave W− = const.,
the value of both W+ and W− are constants along the C− characteristics. Hence all C− characteristics
for the simple wave W− = const. are straight lines. Similarly, all C+ characteristics for the simple
wave W+ = const. are also straight lines.
In order to construct the global solution of (2.3) we will also have to work on the phase plane
(u, v). Then the hodograph transformation (see [1,2]) is available. The solution u = u(x, y), v = v(x, y)
can be regarded as a mapping π from the plane (x, y) to the plane (u, v). Let u, v be the new
arguments and x, y be the new unknown functions, we obtain a transform called hodograph trans-
formation. When the transform is smooth and invertible, the system (2.3) can be reduced to
⎧⎪⎨⎪⎩
(
c2 − u2)∂ y
∂v
+ uv
(
∂x
∂v
+ ∂ y
∂u
)
+ (c2 − v2) ∂x
∂u
= 0,
∂x
∂v
− ∂ y
∂u
= 0.
(2.15)
The equation of its characteristics Γ± is
dv
du
= Λ±, (2.16)
where
Λ± = uv ± c
√
u2 + v2 − c2
c2 − v2
(
= − 1
λ
)
.∓
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When u(x, y), v(x, y) take constant in some region, the mapping π : u = u(x, y), v = v(x, y) maps
the region to a single point. Hence the region behind the two center rarefaction waves issuing from
the corners of the oriﬁce is mapped to a point (ua,0) on the (u, v) plane. For any simple wave on
(x, y) plane, π maps the wave to an interval of the characteristics Γ+ or Γ− , which are the epicycloids
on (u, v) plane. In the case as shown in Fig. 1, the simple wave (I) is mapped to a part of Γ+ , and
the simple wave (I ′) is mapped to a part of Γ− .
The width of the simple wave (I) is determined together with the location of the boundary AL′ .
In fact, as shown above, the image of the center wave (I) on (u, v) plane is a part of Γ+ , and the
image of the triangle AEL′ is a point E˜ on Γ+ . For each point on Γ+ , the value of q = (u2 + v2) 12
can be determined by using the Bernoulli relation (2.2). Therefore, for the given pressure p0 of the
atmosphere one can draw a circle C1 with its center at O and its radius r = (qˆ2 − 2γ A
1
γ
γ−1 p
1− 1γ
0 )
1
2 . The
intersection of C1 with Γ+ is nothing but E˜ , which gives the value u and v at the edge of the simple
wave (I), as well as in the whole triangle AEL′ .
In the region (II), two center waves (I) and (I ′) interact. Since the boundary DE and DF of the
region are characteristics, then the solution in the region (II) should be obtained by solving a Goursat
problem of the system (2.3) (see Fig. 2). The hodograph transformation maps DE and DF to D˜ E˜ and
D˜ F˜ respectively. On (u, v) plane one can draw a Γ− characteristics from E˜ and a Γ+ characteristics
from F˜ . If these two characteristics intersect at G˜ inside the limiting circle centered at O with the
radius qˆ, then the curved quadrilateral D˜ E˜ G˜ F˜ is the image of DEGF . In this case the Goursat prob-
lem of the system (2.3) can be solved globally as shown in the next section. It turns out that for a
ﬁxed point D˜ , there is a point E˜∗ on Γ+ characteristics (and its symmetric point F˜ ∗ on Γ− charac-
teristics), such that the corresponding intersection G˜ of the characteristics starting from E˜∗ and F˜ ∗
is just located on the limit circle. Obviously, by denoting the pressure corresponding to E˜∗ by p∗ ,
then for any pressure p0 in atmosphere outside the oriﬁce of the duct satisfying pa > p0 > p∗ , the
above-mentioned curved quadrilateral D˜ E˜ G˜ F˜ can be constructed inside the limiting circle. Hence the
Goursat problem formed by the intersection of center waves in DEGF is formulated. Later on we will
call p∗ as critical pressure, which is determined by the state of the upstream in the duct. In Section 4
we will determine the ﬂow in DEGF globally under the assumption pa > p0 > p∗ .
Next, after the two center rarefaction waves penetrate each other, the ﬂow in the domain EGM ′L′
and FGML are still simple waves, because they are adjoint to the domain of constant state. The
domain EGM ′L′ is mapped to E˜ G˜ , which is a part of Γ− characteristics, and the domain FGML is
mapped to F˜ G˜ , which is a part of Γ+ characteristics. Therefore, the domain GM ′Q M is mapped to
the intersection G˜ , and the state in the domain GM ′Q M is constant.
In the domain (IV), the rarefaction wave (III) is reﬂected by the interface of the jet stream with the
atmosphere, which is a contact discontinuity. Meanwhile, the reﬂected wave interact with the incident
wave (III). To obtain the solution in the region (IV) bounded by the interface, the C+ characteristics
issuing from the point L, and the C− characteristics through M , one has to solve a free boundary value
problem of (2.3), where the data is given on the characteristics LM , and some boundary conditions
are given on the interface LN , which is a free boundary to be determined. Fortunately, the image
of LN on the (u, v) plane is known, because it is an arc of the circle C1 mentioned above. Then the
free boundary value problem corresponds to a ﬁxed boundary value problem for a linear system (2.15)
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of (2.3) in the domain (IV).
3. Some discussion on Goursat problems
Our aim is to solve the boundary value problems of the system (2.3) in the region (II) and (IV)
globally. To this end we ﬁrst prove the local existence of solutions to the Goursat problem for the
nonlinear system (2.3) and then by using the hodograph transformation establish the global existence
of the solution of (2.3) in (II) and (IV).
The Goursat problem in (II).
The value of u(x, y) and v(x, y) on DE is determined by the solution of (2.3) in the region (I).
Hence the value W±(x, y) is also known. Here W−(x, y) is a constant f 0− , and W+(x, y) is denoted
by f+(x, y). Similarly, all u(x, y), v(x, y),W±(x, y) on DF are known from the solution of (2.3) in the
region (I ′). W+(x, y) = f 0+ , while W−(x, y) is denoted by f−(x, y).
DE is a C+ characteristics, on which
dy
dx
= uv + c
√
u2 + v2 − c2
u2 − c2 = h+(W+,W−).
Substituting the value of W± we have
dy
dx
= h+
(
f+(x, y), f 0−
)
. (3.1)
Similarly, DF is a C− characteristics, on which
dy
dx
= uv − c
√
u2 + v2 − c2
u2 − c2 = h−(W+,W−)
or
dy
dx
= h−
(
f 0+, f−(x, y)
)
. (3.2)
Notice that for any point (x, y) in the domain (II), the C− characteristics through it must intersect
DE and the C+ characteristics through it must intersect DF . Then the boundary value problem in the
domain (II) can be given as ⎧⎪⎪⎨⎪⎪⎩
(∂x + λ−∂y)W+ = 0,
(∂x + λ+∂y)W− = 0,
W+ = f+(x, y) on DE,
W− = f−(x, y) on DF .
(3.3)
We notice that the compatibility conditions for the boundary conditions in (3.3) are satisﬁed. First, at
the point D , we have
f+(xD , yD) = f 0+, f−(xD , yD) = f 0−.
From the boundary conditions in (3.3) W±(xD , yD), u(xD , yD), v(xD , yD) and λ±(xD , yD) are all
known. Moreover, by using the data on the boundary we have(
∂x + λ∓
(
u(xD , yD), v(xD , yD)
)
∂y
)
W±
∣∣ = 0. (3.4)xD ,yD
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For the higher order compatibility conditions one can differentiate the equations and the boundary
conditions in (3.3) respectively.
To prove the local existence of the problem (3.3) we ﬁrst parameterize the boundaries DE and DF
by the parameter s with 0 s s0. Here s = 0 corresponds to the point D , and s = s0 corresponds to
the points E or F . For any s ∈ (0, s0) one can ﬁnd corresponding points Es , Fs on the boundary. Then
the C− characteristics via Es , the C+ characteristics via Fs and the boundaries DE , DF form a smaller
curved quadrilateral called Ωs . Then we have
Lemma 3.1. For small s, the Goursat problem (3.3) admits a unique solution in Ωs , where s depends on the C1
norm of the boundary data and the lower bound of the sonic speed at the point D.
Proof. We notice that the sonic speed c amounts to the difference of the eigenvalue λ+ and λ− .
c = 0 means the system in (3.3) is strictly hyperbolic.
The local existence of the solution of (3.3) can be obtained by iteration method. Indeed, W (0)+ (x, y)
can be chosen as any C1 function satisfying{
W (0)+ (x, y) = f+(x, y) on DE,
W (0)+ (x, y) = f 0+ on DF .
(3.5)
Similarly, W (0)− (x, y) is chosen as any C1 function satisfying{
W (0)− (x, y) = f 0− on DE,
W (0)− (x, y) = f−(x, y) on DF .
(3.6)
Now if W (n)± (x, y) is given, then W
(n+1)
± (x, y) is taken as the solution of the following problem
(P)n:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
∂x + λ(n)− ∂y
)
W (n+1)+ = 0,(
∂x + λ(n)+ ∂y
)
W (n+1)− = 0,
W (n+1)+ = f+(x, y) on DE,
W (n+1)− = f−(x, y) on DF .
(3.7)
Since the problem (P)n is a boundary value problem of a linear partial differential equation, then it is
solvable by the classical theory of linear partial differential equations. We indicate by induction that
the condition
W (n)+
∣∣
DF = f 0+, W (n)−
∣∣
DE = f 0− (3.8)
holds for any n. Indeed, (3.8) holds for n = 0 by virtue of the fact (3.5), (3.6). Now assume that (3.8)
holds for n, then on the boundary DE
λ
(n)
+ = h+
(
W (n)+ ,W
(n)
−
)= h+( f+(x, y), f 0−).
Hence we have
d
W (n+1)− = 0ds
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W (n+1)−
∣∣
DE = W (n+1)− (xD , yD) = f 0−.
Similarly, we have
W (n+1)+
∣∣
DF = f 0+.
Next we prove the convergence of the sequence {W (n)± (x, y)}. First, the uniform boundedness of
the sequence {W (n)± (x, y)} can be obtained by
sup
∣∣W (n)± (x, y)∣∣ sup∣∣ f±(x, y)∣∣. (3.9)
Consider the boundedness of {∇W (n+1)± }. Differentiating the equations in (3.7) with respect to y
yields ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
∂x + λ(n)− ∂y
)(
∂yW
(n+1)
+
)= −(λ(n)− )x∂yW (n+1)+ ,(
∂x + λ(n)+ ∂y
)(
∂yW
(n+1)
−
)= −(λ(n)+ )x∂yW (n+1)− ,
∂yW
(n+1)
+ =
1
λ
(n)
+ − λ(n)−
∂+ f+(x, y) on DE,
∂yW
(n+1)
− =
1
λ
(n)
− − λ(n)+
∂− f−(x, y) on DF .
(3.10)
Assume that | f±|, |∇ f±|  G , we are going to prove that |∇W (n)± |  2G holds for any n in Ωs if s
is suﬃciently small. Indeed, the statement is true for n = 0. Now assume that |∇W (n)± | 2G is true,
then from that we know ∣∣∇(λ(n)± )∣∣< KG,
where K is independent of x, y, n. Integrating the ﬁrst equation in (3.10) along C (n)− we have
∂yW
(n+1)
+ (x, y) = ∂yW (n+1)+ (x1, y1) · e
∫ −(λ(n)− )y ds,
where (x1, y1) is the intersection of DE with the C− characteristics through (x, y). Hence∣∣∂yW (n+1)+ (x, y)∣∣ GesKG  G(1+ 2sKG), (3.11)
when s is small. The similar estimate for ∂yW
(n+1)
− (x, y) can also be obtained. Therefore, denoting the
upper norm of ∂yW
(n+1)
± (x, y) by Fn+1, we have
Fn+1  G(1+ 2sKG).
Obviously, if s < (2KG)−1, we get |∂yW (n+1)± (x, y)| 2G . Thus we can conﬁrm∣∣∇W (n)∣∣ 2G (3.12)
for any n by induction.
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ing (P)n−1 from (P)n:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
∂x + λ(n)− ∂y
)
Z (n)+ = λ(n−1)− ∂yW (n)+ − λ(n)− ∂yW (n)+ ,(
∂x + λ(n)+ ∂y
)
Z (n)− = λ(n−1)− ∂yW (n)− − λ(n)− ∂yW (n)− ,
Z (n)+ = 0 on DE,
Z (n)− = 0 on DF .
(3.13)
In view of the boundedness of ∇W (n)± as shown in (3.12), the right-hand side of (3.13) obeys the
following estimate
∣∣(λ(n−1)∓ − λ(n)∓ )∂yW (n)± ∣∣ CG∣∣Z (n−1)∣∣.
Then from (3.13) we can obtain
∣∣Z (n)∣∣ CGs∣∣Z (n−1)∣∣ (3.14)
in Ωs . Obviously, if s is less than (2CG)−1, we have the convergence of {Z (n)} and {W (n)}. By writ-
ing (3.7) as an integral equation and letting n → ∞ we obtain the existence of the solution W±(x, y)
of (3.3) in Ωs for suﬃciently small s. Hence Lemma 3.1 is proved. 
Remark 3.1. By using similar method we can also prove that the solutions W± are in C2 or more
smooth, because the data on DE and DF are taken from the centered waves (I) and (I ′), where the
solutions are smooth up to these boundaries.
The generalized Goursat problem in (IV).
In the region (IV) the simple wave is reﬂected by the interface of the jet ﬂow and the atmosphere.
Then the reﬂected simple wave interacts the original simple wave, while the interface is also per-
turbed correspondingly. Therefore, the solution in the region (IV) should be determined by solving a
free boundary value problem. On the interface LN we have
dy
dx
= v
u
, p = p0. (3.15)
The boundary LM is also the boundary of the region (III′), the functions u(x, y), v(x, y) and W±(x, y)
are all known. Particularly, we have W− = φ0−,W+ = φ+(x, y), where φ0− is a constant equal to the
value of W− in the curved triangle A′F L. Similar to the discussion for the problem in (II), in order
to determine the solution we only have to assign one boundary data W+(x, y) on LM , because any
C− characteristics starting from any point in (IV) must intersect LM . Therefore, the problem in the
region (IV) is formulated as follows.
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂±W∓(x, y) = 0,
W+(x, y) = φ+(x, y) on LM,
W+ − W− = 2F
(
q(p0)
)
on LN,
dy = tan W+ + W− on LN,
(3.16)dx 2
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q(p) =
(
qˆ2 − 2γ
γ − 1 p
1− 1γ
) 1
2
.
Noticing that the direction of characteristics at (xL, yL) is
(λ±)L =
(
uv ± c√u2 + v2 − c2
u2 − c2
)
(xL ,yL)
,
the direction of the stream line LN is
dy
dx
∣∣∣∣
L
= tan φ+(xL, yL)+ φ
0−
2
.
The angle between the characteristics and the stream line is called Mach angle.
Similar to the Goursat problem in the domain (II), W−(x, y) takes value φ0− at (xL, yL). Moreover,
denoting the equation of LM and LN by y = g(x) and y = h(x) respectively, we have
φ+(xL, yL)− φ0− = 2F
(
q(p0)
)
,
h′(xL) = tan φ+(xL, yL)+ φ
0−
2
.
This is the ﬁrst compatibility condition. While the higher order compatibility conditions can be de-
rived by differentiating the equalities in (3.16).
Next we prove the local solvability of the problem (3.16). To this end we also parameterize the
boundary LM to (x(s), y(s)) with 0 s  s0. (x(0), y(0)) = (xL, yL) and (x(s0), y(s0)) is the point M .
Through any point Ms = (x(s), y(s)) one can draw a C− characteristics s , which intersect with LN .
The triangle formed by LM , LN , s is called ωs .
Lemma 3.2. For small s, the problem (3.16) admits a unique solution in ωs , where s depends on the C1 norm
of the boundary data and the sonic speed c at the point L.
Proof. By using a translation of coordinate system we may simply assume xL = yL = 0. To avoid the
trouble caused by the free boundary LN in solving (3.16) we introduced a transformation
T : x1 = x, y1 = y − g(x)
h(x)− g(x) x. (3.17)
Then the region (IV) is transformed into a part of the angle 0< y1 < x1. Meanwhile, LM and LN are
transformed to y1 = 0 and y1 = x1 respectively. Since in any supersonic ﬂow the downstream part
will never inﬂuence the upstream part, then the shape of the image of MN is not important in our
discussion.
Direct calculation gives us
∂
∂x
= ∂
∂x1
+
(
y − g − xg′
h − g −
y − g
h − g x
(
h′ − g′)) ∂
∂ y1
,
∂ = x ∂ .
∂ y h − g ∂ y1
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above assumptions we have
∂± = ∂
∂x1
+
(
H(x, y) + λ±x
h − g
)
∂
∂ y1
, (3.18)
where H = y−g−xg′h−g − y−gh−g x(h′ − g′). Denoting the functions obtained from W±(x, y) under transfor-
mation T by W˜±(x1, y1), the problem (3.16) is transformed to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
∂
∂x1
+
(
H + λ±x1
h − g
)
∂
∂ y1
)
W˜∓(x1, y1) = 0,
W˜+ = φ˜+(x1) on y1 = 0,
W˜+ − W˜− = 2F
(
q(p0)
)
on y1 = x1,
dh
dx1
= tan W˜+ + W˜−
2
on y1 = x1,
h(0) = 0.
(3.19)
Let us use the following iterative scheme to solve the problem (3.19)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
∂
∂x1
+
(
H (n) + λ
(n)
± x1
h(n) − g
)
∂
∂ y1
)
W˜ (n+1)∓ (x1, y1) = 0,
W˜ (n+1)+ = φ˜+(x1) on y1 = 0,
W˜ (n+1)+ − W˜ (n+1)− = 2F
(
q(p0)
)
on y1 = x1.
(3.20)
⎧⎨⎩ dh
(n+1)
dx1
= tan W˜
(n+1)
+ + W˜ (n+1)−
2
on y1 = x1,
h(0) = 0.
(3.21)
For n = 0, we choose the initial term W˜ (0)± (x1, y1) and h(0)(x1) as follows
h(0) = x1 tan φ+(xL, yL)+ φ
0−
2
,
W˜ (0)− = φ0−,
W˜ (0)+ =
{
φ˜+(x1) on y1 = 0,
φ˜0+ + 2F (q(p0)) on y1 = x1.
We indicate that W˜ (n)− determined by (3.20) satisﬁes W˜
(n)
− = φ−(0) on y1 = 0 for any n by induction.
The statement is true for n = 0 by the choice of W˜ (0)− . Now if W˜ (n)+ is the solution of (3.20) with the
index n replaced by n− 1, then
W˜ (n)+
∣∣
xL
= φ0+,
(
h(n)
)′∣∣
xL
= tan φ
0+ + φ−(xL, yL)
2
. (3.22)
By using the inverse transformation
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T (n)
)−1: { x = x1,y = y1
x
(
h(n)(x)− g(x))+ g(x), (3.23)
the problem (3.20), (3.22) becomes back to⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
∂x + λ(n)− ∂y
)
W (n+1)+ (x, y) = 0,(
∂x + λ(n)+ ∂y
)
W (n+1)− (x, y) = 0,
W (n+1)+ (x, y) = φ+(x, y) on y = g(x),
W (n+1)+ (x, y) − W (n+1)− = 2F
(
q(p0)
)
on y = h(n)(x).
(3.24)
Since y = g(x) is a C+ characteristics in the domain (III′), then
dg
dx
= λ+
(
φ+(x, y),φ0−
)
.
In view of W (n)+ |y=g(x)= φ+(x, y), we have
dg
dx
= λ+
(
W (n)+ (x, y),W
(n)
− (x, y)
)
.
Hence the second equation in (3.24) becomes(
∂x + g′(x)∂y
)
W (n+1)− (x, y) = 0.
It implies
W (n+1)−
∣∣
y=g(x) = W (n+1)−
∣∣
(xL ,yL)
= φ0−.
The above discussion indicates that the boundary y = g(x) is characteristics for any n. Therefore,
the problem (3.20) is a boundary value problem of linear hyperbolic system in an angular domain.
There is no characteristics through the vertex enter the angular domain. Therefore, the global solution
for (3.20) uniquely exists according to the classical theory. Then the solution y = h(n+1)(x) is also
easily obtained.
Like the analysis in the proof of Lemma 3.1, we can successively indicate the uniform boundedness
of W˜ (n)± , ∇W˜ (n)± , h(n) , (h(n))′ and the convergence of the sequence of {W˜ (n)± } and {h(n)}. The limit of
{W˜ (n)± } and {h(n)} solves the problem (3.20), (3.22). Since the argument is quite similar to that in
Lemma 3.1, we omit the details. 
The boundary value problems in (I˜I) and ( ˜IV).
Consider the boundary value problems of system (2.16) in the regions (I˜I) and ( ˜IV), which are the
image of (II) and (IV) under the hodograph transformation π . First we reduce the system (2.16) to
the characteristic form. Write (2.16) in the matrix form as(
c2 − v2 −uv
−1
)
∂
∂u
(
x
y
)
+
(−uv c2 − u2
1
)
∂
∂v
(
x
y
)
= 0. (3.25)
The eigenvalues of the characteristic matrix of (3.25) are
Λ± = −uv ± c
√
u2 + v2 − c2
2 2
.c − v
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The corresponding left eigenvectors are
± =
(
1,±c
√
u2 + v2 − c2 ). (3.26)
Multiplying the system (3.25) by ± we obtain
xu +Λ±xv +Λ∓(yu +Λ± yv) = 0. (3.27)
Denote R± = x+Λ± y, we have y = R+−R−Λ+−Λ− , x=
Λ+R−−Λ−R+
Λ+−Λ− and
∂±(R∓) =
(
(Λ∓)u +Λ±(Λ∓)v
) R+ − R−
Λ+ −Λ− . (3.28)
Since the image D˜ E˜ of DE is a Γ+ characteristics, which intersects every Γ− characteristics in (I˜I),
then we should set a boundary condition on it. The boundary condition is a restriction to the value of
R+ = x(u)+Λ+ y(u). Similarly, the image D˜ F˜ of DF is a Γ− characteristics, which intersects every Γ+
characteristics in (I˜I), then we should set a boundary condition on it. The boundary condition is a
restriction to the value of R− = x(u) + Λ− y(u). Summing up, the boundary value problem in the
region (I˜I) is ⎧⎪⎪⎨⎪⎪⎩
∂±(R∓) = (Λ∓)u +Λ±(Λ∓)v
Λ+ −Λ− (R+ − R−),
R+ = xDE(u)+Λ+ yDE(u) on D˜ E˜,
R− = xDF (u)+Λ− yDF (u) on D˜ F˜ .
(3.29)
Lemma 3.3. The problem (3.29) admits a unique global solution in the domain D˜ E˜ G˜ F˜ .
The global solvability for such a boundary value problem is known according to the classical theory
of linear hyperbolic systems.
For the problem in the region ( ˜IV) (see Fig. 3), the hodograph transformation π let the free bound-
ary LN become a ﬁxed boundary L˜ N˜ . On this boundary we have
u dy − v dx = 0, u2 + v2 = k0, (3.30)
where k0 = qˆ2 − 2γ A
1
γ
γ−1 p
1− 1γ
0 is a constant. The condition (3.30) gives a differential relation on L˜ N˜ as
u(yu du + yv dv)− v(xu du + xv dv) = 0. (3.31)
Meanwhile, by differentiating u2 + v2 = k0 along the curve L˜ N˜ we have u du + v dv = 0. Substituting
it into (3.31) we obtain
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That is
−u2 yv + uv(yu + xv)− v2xu = 0.
Combining it with (2.15) we have
xu + yv = 0. (3.33)
Therefore, the boundary value problem in the region ( ˜IV) can be written as⎧⎪⎪⎨⎪⎪⎩
∂±(R∓) = (Λ∓)u +Λ±(Λ∓)v
Λ+ −Λ− (R+ − R−),
R+ = xLM(u)+Λ+ yLM(u) on L˜M˜,
xu + yv = 0 on L˜ N˜.
(3.34)
Lemma 3.4. The problem (3.34) admits a unique global solution in the triangle L˜M˜ N˜
Proof. Since the boundary condition on L˜ N˜ takes the differential form, we will also differentiate the
equations of the system (2.3). Denoting z = xv ,w = yv , we have{(
c2 − u2)wv + uv(wu + zv)+ (c2 − v2)zu + f (z,w) = 0,
zv = wu, (3.35)
where f (z,w) is a polynomial of z,w .
On the boundaries we have
z and w are given on L˜M˜, (3.36)(
v2 − u2)w − (2uv)z = 0 on L˜ N˜, (3.37)
where the last equation is deduced from the boundary condition (3.33) and the system (2.16).
The problem of the system (3.35) with the boundary condition (3.36) is a typical boundary
value problem of a linear hyperbolic system deﬁned in an angular shape domain. One characteris-
tics through the vertex L˜ lies on the boundary L˜M˜ , while the another one points out of the region.
Therefore, its global solution can be obtained by using classical iterative procedure. Afterwards, by
integrating z and w with respect to v , we obtain x(u, v) and y(u, v). 
4. Interaction of rarefaction waves
In this section we are going to solve the problem (3.3) in the region (II) globally.
Theorem 4.1. Let p∗ be the critical pressure determined in Section 2. If p0 satisﬁes pa > p0 > p∗ , then Goursat
problem of (3.3) admits a unique smooth solution in the region (II).
Proof. The proof can be proceeded according to the following four steps.
Local existence. According to the conclusion of Lemma 3.1 the problem (3.3) admits a smooth
solution in Ωs with small s. Meanwhile, the value of ∇u, ∇v at (xD , yD) can be obtained from their
value in the domain (I) and (I ′). Then by taking
S. Chen, A. Qu / J. Differential Equations 248 (2010) 2931–2954 2945K = 2max(∣∣(∇u)(xD ,yD )∣∣, ∣∣(∇v)(xD ,yD )∣∣), δ = 12
∣∣∣∣∂(u, v)∂(x, y)
∣∣∣∣
(xD ,yD )
, (4.1)
we have |∇x,yu|, |∇x,y v| K and J = | ∂(u,v)∂(x,y) | δ in Ωs if s is small enough.
Boundedness of u(x, y), v(x, y). For any s ∈ (0, s0), if C1 solution ((u(x, y), v(x, y)) exists in Ωs
and J is away from zero, then u, v are uniformly bounded, the bound only depends on qa , pa , p0.
The statement is true, because the hodograph transformation maps the domain Ωs into a part of the
domain (˜II).
Estimates for derivatives of u(x, y), v(x, y). We are going to prove that for any s ∈ (0, s0), if C1
solution u(x, y), v(x, y) exists in Ωs and J does not vanish, then |∇x,yu|, |∇x,y v|  K1, and J  δ1
hold uniformly, where K1, δ1 are positive constants depending only on qa , pa , p0. The conclusion is
the main ingredient of this section.
Lemma 4.2. There is a constant K1 depending only on qa, pa, p0 , such that
|∇u,∇v| K1 (4.2)
holds in the domain (II).
Proof. To prove this proposition we will use Riemann invariants W± to replace u and v . Once the
boundedness of the derivatives of W± is proved, (4.2) immediately follows.
First, by using the hodograph transformation we see that each C± characteristics on (x, y) plane
is transformed to the Γ± characteristics on (u, v) plane. For instance, when a point moves along a
C− characteristics in the direction as x is increasing, then the image of this point on (u, v) moves
along the corresponding Γ− characteristics in the direction as q is increasing. The equation of Γ−
characteristics is W+ = const., where W− is decreasing if q is increasing. It implies ∂−W− < 0. Same
analysis is valid for C+ characteristics. Hence we have
∂−W− < 0, ∂+W+ > 0. (4.3)
In order to use W± to replace u, v , we compute the Jacobian ∂(W+,W−)∂(u,v) . In fact,
 = ∂(W+,W−)
∂(u, v)
=
∣∣∣∣∣∣
−v
u2+v2 +
u
√
u2+v2−c2
c(u2+v2)
u
u2+v2 +
v
√
u2+v2−c2
c(u2+v2)
−v
u2+v2 −
u
√
u2+v2−c2
c(u2+v2)
u
u2+v2 −
v
√
u2+v2−c2
c(u2+v2)
∣∣∣∣∣∣
= 1
c2
(
u2 + v2)2
∣∣∣∣−cv + uH cu + vH−cv − uH cu − vH
∣∣∣∣
= 2
c
(
u2 + v2)2 (−cuv + v2H + cuv + u2H)
= 2H
c(u2 + v2) > 0, (4.4)
where H = √u2 + v2 − c2.
In the sequel we also need to compute the determinant ∂(W±,λ±)
∂(u,v) . Since q = (u2 + v2)1/2 and
θ = arctan(v/u) then
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∂(u, v)
= ∂(W±, λ±)
∂(q, θ)
· ∂(q, θ)
∂(u, v)
= ∂(W±, λ±)
∂(q, θ)
· 1
q
. (4.5)
In view of W± = θ ± F (q), λ± = tan(θ ± A) with A = arcsin(c/q) being the Mach angle, we have
∂W±
∂q
= ±
√
q2 − c2
qc
,
∂W±
∂θ
= 1, (4.6)
∂λ±
∂θ
= sec2(θ ± A), (4.7)
∂λ±
∂q
= sec2(θ ± A) · ∂ A
∂q
= sec2(θ ± A) · 1√
1− c2/q2 · q
dc
dq
− cq2
= sec2(θ ± A) · 1
q
√
q2 − c2
(
q ·
(
−γ − 1
2
q
c
)
− c
)
= sec2(θ ± A) · 2c
2 + (γ − 1)q2
2qc
√
q2 − c2 . (4.8)
Therefore,
1 = 1
q
∂(W+, λ+)
∂(q, θ)
= 1
q
∣∣∣∣∣∣
√
q2−c2
qc 1
− sec2(θ + A) 2c2+(γ−1)q2
2qc
√
q2−c2 sec
2(θ + A)
∣∣∣∣∣∣
= sec
2(θ + A)
q2c
∣∣∣∣∣
√
q2 − c2 1
− 2c2+(γ−1)q2
2
√
q2−c2 1
∣∣∣∣∣
= γ + 1
2c
√
q2 − c2 sec
2(θ + A), (4.9)
2 = 1
q
∂(W−, λ−)
∂(q, θ)
= 1
q
∣∣∣∣∣∣
−
√
q2−c2
qc 1
sec2(θ − A) 2c2+(γ−1)q2
2qc
√
q2−c2 sec
2(θ − A)
∣∣∣∣∣∣
= − γ + 1
2c
√
q2 − c2 sec
2(θ − A). (4.10)
Similarly, we have
3 = 1
q
∂(W+, λ−)
∂(q, θ)
= −4c
2 + (γ − 3)q2
2c
√
q2 − c2 sec
2(θ − A),
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q
∂(W−, λ+)
∂(q, θ)
= 4c
2 + (γ − 3)q2
2c
√
q2 − c2 sec
2(θ + A).
Noticing
∂u
∂W+
= 1

∂W−
∂v
,
∂v
∂W+
= − 1

∂W−
∂u
,
∂u
∂W−
= − 1

∂W+
∂v
,
∂v
∂W−
= 1

∂W+
∂u
,
we have
∂λ+
∂W−
= ∂λ+
∂u
∂u
∂W−
+ ∂λ+
∂v
∂v
∂W−
= 1

(
−∂λ+
∂u
∂W+
∂v
+ ∂λ+
∂v
∂W+
∂u
)
= 1

> 0. (4.11)
Similarly, we have
∂λ−
∂W+
= ∂λ−
∂u
∂u
∂W+
+ ∂λ−
∂v
∂v
∂W+
= 1

(
∂λ−
∂u
∂W−
∂v
− ∂λ−
∂v
∂W−
∂u
)
= −2

> 0, (4.12)
∂λ+
∂W+
= 1

∂(λ+,W−)
∂(u, v)
= −4

(4.13)
and
∂λ−
∂W−
= − 1

∂(λ−,W+)
∂(u, v)
= 3

. (4.14)
When (γ − 3)q2 + 4c2 < 0, we have
∂λ+
∂W+
> 0,
∂λ+
∂W+
> 0. (4.15)
(4.12) and (4.13) imply that the C+ characteristics is expanding along any C− characteristics, and the
C− characteristics is expanding along any C+ characteristics. This means that the intersection of two
rarefaction waves (I) and (I ′) strengthens the expanding effect.
Next we are going to prove
∂+∂−W− > 0 (4.16)
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∂+∂−W− = (∂x + λ+∂y)(∂x + λ−∂y)W− − (∂x + λ−∂y)(∂x + λ+∂y)W−
= (∂+λ− − ∂−λ+)∂yW−. (4.17)
Moreover,
∂yW− = ∂+W− − ∂−W−
λ+ − λ− > 0. (4.18)
Meanwhile, by using (4.12) and (4.13) we have
∂+λ− − ∂−λ+ = ∂λ−
∂W+
∂+W+ + ∂λ−
∂W−
∂+W− − ∂λ+
∂W+
∂−W+ − ∂λ+
∂W−
∂−W−
= ∂λ−
∂W+
∂+W+ − ∂λ+
∂W−
∂−W− > 0. (4.19)
Thus we obtain (4.16). Due to the negativity of ∂−W− , we know that |∂−W−| is decreasing along
C+ characteristics. Similarly, |∂+W+| is decreasing along C− characteristics. Now on the boundaries
DE and DF of the domain (II) the quantity |∇W±| is known, then in the whole domain the bound
of |∇W±| is independent of s. Therefore, as their linear combination the derivatives ∇u,∇v are also
bounded by a constant K1 independent of s. Thus the proof of Lemma 4.2 is complete. 
Consider the solution of (2.16). From Lemma 3.3 we know that the derivatives of x(u, v), y(u, v)
are uniformly bounded in (II)′ . This conclusion can be written as
|∇u,v x,∇u,v y| K2, (4.20)
where K2 depends only on qa , pa , p0. Besides, in view of∣∣∣∣∂(u, v)∂(x, y)
∣∣∣∣ · ∣∣∣∣ ∂(x, y)∂(u, v)
∣∣∣∣= 1 (4.21)
and (4.1) we have
∣∣∣∣∂(u, v)∂(x, y)
∣∣∣∣ 1K2 . (4.22)
Therefore, if we take δ1 < 12K2 in advance, the estimates stated in this step is proved.
Global existence. Since the solution ((u(x, y), v(x, y)) in Ωs and their derivatives are bounded,
then according to the local existence of solution to the Cauchy problem and the typical boundary
value problem of quasilinear hyperbolic system (e.g. [5]) we know that there is a number η, such
that the solution of (3.3) can be extended from Ωs to Ωs+η . Here η only depends on the C1 norm of
u(x, y) and v(x, y), as well as the lower bound of the sonic speed. Hence η depends only on qa , pa ,
p0, p∗ , so that it is independent of s.
Now as mentioned above, by ﬁnite times of extension we can obtain the global solution of the
problem (3.3) in Ωs0 . Hence Theorem 4.1 is proved. 
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In the region (IV) there is interaction of rarefaction waves and the reﬂection of a rarefaction wave
by the free boundary. We ﬁnd that the free boundary plays a role of compression, such that the
solution could blow up in (IV).
Let us ﬁrst consider the possibility of the global existence of the solution to (3.16) in the do-
main (IV). Like the discussion in Section 4 we can prove the local existence and the boundedness of
unknown functions.
Local existence. According to Lemma 3.2 the local existence of smooth solution to (3.3) in ωs with
small s is valid. Meanwhile, there are positive numbers K and δ depending only on qa , pa , p0, such
that |∇x,yu|, |∇x,y v| K and J = | ∂(u,v)∂(x,y) | δ are valid in ωs .
Boundedness of unknown functions. Notice that the image of ωs is a ﬁnite part of the do-
main (I˜V). Then for any s ∈ (0, s0), if C1 solution (u(x, y), v(x, y)) exists in ωs and J is away from
zero, then u, v are uniformly bounded, and the bound only depends on qa , pa , p0.
Estimates of derivatives. The crucial point is also the estimates of derivatives. Next we will prove
that the derivatives of W± in the curved triangle LMN are bounded provided the pressure difference
pa − p0 is small.
Like the argument in the proof of Lemma 4.2 we know ∂+W+ > 0. To estimate all ﬁrst order
derivatives of W+ we deﬁne G(x, y) = eh ∂W+∂ y , where h = h(W+,W−) is a bounded function satisfying
∂h
∂W−
= 1
λ+ − λ−
∂λ−
∂W−
. (5.1)
Therefore, by using ∂xW+ = −λ−∂yW+ and ∂−W− = (∂x + λ−∂y)W− = (λ− − λ+)∂yW− we have
∂−G = eh
{
∂−h
∂W+
∂ y
+ ∂−
(
∂W+
∂ y
)}
= eh
{
∂h
∂W+
∂−W+
∂W+
∂ y
+ ∂h
∂W−
∂−W−
∂W+
∂ y
+ ∂
2W+
∂x∂ y
+ λ− ∂
2W+
∂ y2
}
= eh
{
1
λ− − λ+
∂λ−
∂W−
(λ− − λ+) ∂W−
∂ y
∂W+
∂ y
+ ∂
∂ y
(
−λ− ∂W+
∂ y
)
+ λ− ∂
2W+
∂ y2
}
= eh
{
∂λ−
∂W−
∂W−
∂ y
∂W+
∂ y
− ∂λ−
∂W+
(
∂W+
∂ y
)2
− ∂λ−
∂W−
∂W−
∂ y
∂W+
∂ y
}
= −e−h ∂λ−
∂W+
G2. (5.2)
For any (x, y) ∈ LMN , one can ﬁnd a point (α,β) on LM such that (x, y) locates on the C− charac-
teristics issuing from (α,β). Then integrating along C− characteristics implies
G(x, y) = G(α,β)
1+ G(α,β) ∫C− e−h ∂λ−∂W+ ds . (5.3)
In view of G(α,β) > 0, ∂λ−
∂W+ > 0, we have
0< G(x, y) < G(α,β). (5.4)
This means that ∂W+
∂ y is bounded on the domain (IV). Correspondingly,
∂W+
∂x = −λ− ∂W+∂ y is also
bounded.
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is bounded along LN , then we prove that in the region LMN the value of ∂−W− along each C−
characteristics can be controlled by its value on LN , provided pa − p0 is small.
Denote the differential operator u∂x + v∂y along LN by ∂ . Because of the Bernoulli’s law and
p = p0 on LN , W+ − W− = 2F (q) is constant. Then
∂W+ − ∂W− = 0 on LN. (5.5)
Since ∂ can be written as the linear combination
v−uλ−
λ+−λ− ∂+ +
uλ+−v
λ+−λ− ∂− , by substituting it into (5.5)
we can easily derive
∂−W− = v − uλ−
uλ+ − v ∂+W+ on LN. (5.6)
Since
v − uλ−
uλ+ − v =
tan θ − tan(θ − A)
tan(θ + A)− tan θ
= (sin θ cos(θ − A)− cos θ sin(θ − A))/(cos θ cos(θ − A))
(sin(θ + A) cos θ − cos(θ + A) sin θ)/(cos θ cos(θ + A))
= cos(θ + A)
cos(θ − A) ,
then the value of ∂−W− on LN is cos(θ+A)cos(θ−A) ∂+W+ . We notice that θ ± A is the incline angle of C±
characteristics, which is away from π2 and −π2 , provided pa − p0 is not large. Hence ∂−W− is positive
and bounded on LN . In view of
∂W−
∂ y
= 1
λ+ − λ− (∂+W− − ∂−W−) =
−∂−W−
λ+ − λ− ,
we know that ∂W−
∂ y is negative and bounded on LN . Now let G˜ = eh˜ ∂W−∂ y , where h˜ is a bounded
function of W+ and W− , satisfying ∂h˜∂W+ = 1λ+−λ−
∂λ+
∂W+ , then
∂+G˜ = eh˜
{
∂h˜
∂W+
∂+W+
∂W−
∂ y
+ ∂+ ∂W−
∂ y
}
= eh˜
{
∂h˜
∂W+
(λ+ − λ−) ∂W+
∂ y
∂W−
∂ y
+ ∂
∂x
∂W−
∂ y
+ λ+ ∂
2W−
∂ y2
}
= eh˜
{
∂λ+
∂W+
∂W+
∂ y
∂W−
∂ y
− ∂
∂ y
(
λ+
∂W−
∂ y
)
+ λ+ ∂
2W−
∂ y2
}
= eh˜
{
− ∂λ+
∂W−
(
∂W−
∂ y
)2}
= −e−h˜ ∂λ+
∂W−
G˜2. (5.7)
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dG˜−1
dx
= e−h˜ ∂λ+
∂W−
(5.8)
holds along C+ characteristics. Then integrating (5.8) along C+ characteristics implies
G˜(x, y) = G˜(α,β)
1+ G˜(α,β) ∫C+ e−h˜ ∂λ+∂W− ds , (5.9)
where (α,β) is the coordinate of the intersection of LN and the C+ characteristics passing through
(x, y). As we shown in (4.11),
∂λ+
∂W−
= 1

> 0.
Then due to ∂W−
∂ y < 0 on LN we have G˜(α,β) < 0, so that the second term in the denominator of (5.9)
is negative. When pa − p0 is small, the width of the simple waves I , II issuing from the corners of the
exit is small. Correspondingly, the length of DE , FG , LM are all small. This implies that the length of
the interval of C+ , where the integration in (5.9) is proceeded, is also small. Hence for suitable small
pa − p0 we have ∣∣∣∣ ˜˜G(α,β)∫
C+
e−h˜ ∂λ+
∂W−
ds
∣∣∣∣< 12 .
This implies that the denominator of (5.9) is larger than 12 , provided pa − p0 is small. This implies
the boundedness of G˜(x, y) and then the boundedness of ∇W− . Obviously, the bound depends only
on qa , pa , p0.
Global existence. The boundedness of ∇W± can directly lead us to the global existence of the
solution in LMN . Indeed, denote by Ωs the domain bounded by LM , LN , MN and the C+ character-
istics issuing from Ms = (x(s), y(s)) on LN (L = M0, N = Ms0 ), then according to the local existence
theorem for quasilinear hyperbolic system we know that for small s the C1 solution W±(x, y) exists
in Ωs . Meanwhile, there is a number η independent of s, such that for any s ∈ (0, s0) the solution
in Ωs can be extended to Ωs+η . Therefore, similar to the argument in Section 4 we obtain the global
existence of C1 solution in LMN , so that establish the following theorem:
Theorem 5.1. Under the assumptions of Theorem 4.1, (3.16) admits a unique C1 solution in the region (IV),
provided pa − p0 is suitably small.
Remark 5.1. Due to the compressive effect it is possible that the ﬂow blows up when it leaves the
triangle LMN . Besides, when pa − p0 is large, the compressive effect will be stronger, so that the
blow-up can also occur inside the curved triangle LMN .
6. Expanding to vacuum
When the pressure p0 of the atmosphere is less than the critical pressure p∗ , the Γ+ charac-
teristics through F˜ will not meet the Γ− characteristics through E˜ on (u, v) plane. Instead, these
two characteristics intersect the limiting circle u2 + v2 = qˆ2 at F˜1 and E˜1 respectively. The situation
corresponds to the case of expanding to vacuum, which is caused by very strong expansion of two
rarefaction waves (I) and (I ′).
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Now we are going to construct the jet stream in this situation. As mentioned above, the Goursat
problem (3.29) is only deﬁned in the domain D˜ E˜ E˜1 F˜1 F˜ on (u, v) plane. On the physical plane the C−
characteristics through E will not intersect with the C+ characteristics through F . Our aim is to prove
the following conclusion.
Theorem 6.1. If the pressure p0 of the atmosphere is less than p∗ , then DE, DF , the C− characteristics
through E, and the C+ characteristics through F form an unbounded domain, in which the Goursat prob-
lem (2.3) admits a unique solution with the density ρ approaching zero as x → ∞.
According to this theorem the gas becomes vacuum at inﬁnity. Meanwhile, a part of the simple
wave (I) and a part of the simple wave (I ′) continuously propagate after their interaction. Due to
the interaction the expansion in these rarefaction waves is strengthened, and each rarefaction wave is
expanded up to vacuum.
For our demonstration we introduce the following notations. Let δ > 0 be a small positive number,
and let Bqˆ−δ stand for the disk u2 + v2  (qˆ − δ)2 on (u, v) plane. We denote by γδ the arc of the
circle u2 + v2 = (qˆ − δ)2 in the domain D˜ E˜ E˜1 F˜1 F˜ , by (I˜Iδ) the domain bounded by D˜ E˜ , E˜ E˜1, γδ , D˜ F˜ ,
F˜ F˜1 (see Fig. 4). Finally we denote by σδ the inverse image of γδ , by (IIδ) the inverse image of (I˜Iδ).
Proof of Theorem 6.1. We ﬁrst indicate that for each δ > 0, the problem (3.3) admits a global solution
in IIδ . Indeed, when q = qˆ − δ, the sonic speed cδ can be determined by
(qˆ − δ)2
2
+ c
2
δ
γ − 1 =
qˆ2
2
.
Obviously, cδ =
√
(γ − 1)(qˆδ − 12 δ2) is also a small quantity. Denote Ωs,cδ = Ωs ∩ {c < cδ}, we can use
the local existence of Cauchy problem of the system (2.11) and the result of Lemma 3.1 to extend the
solution of (3.3) from Ωs,cδ to Ωs+η,cδ , where η only depends on cδ and is independent of s. Since
the linear problem (3.29) admits a global solution in (I˜Iδ) for δ > 0, then the argument in the proof
of Theorem 4.1 also works, so that the problem (3.3) is uniquely solvable in (IIδ).
Lemma 6.2. For any ﬁxed δ, σδ is a smooth curve, and the curvature of σδ is bounded.
Proof. For any point P ∈ σδ , we prove that σδ is smooth and has bounded curvature in a neighbor-
hood of P . Taking P as the origin of a local coordinate system, choosing the tangential line of C+ at P
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of P , which can be reached from the original Cartesian coordinates by a translation and a rotation.
Hence we can check the smoothness and the boundedness of the curvature of σδ by using coordinate
system Px1 y1 instead of Oxy. Write the equation of σδ in ω by y1 = g(x1), then
q2
(
x1, g(x1)
)− (qˆ − δ)2 = 0. (6.1)
Since W+ −W− = 2F (q), then q = G( 12 (W+ −W−)), where G is the inverse function of F . In view of
∂+W− = 0, ∂+W+  c1 > 0, then
∂+q = 1
2
G ′(∂+W+ − ∂+W−) = 1
2
G ′∂+W+  c2 > 0, (6.2)
where c1, c2 are positive constants. Notice that ∂y1 is a unit vector in the direction ∂+ , then ∂y1 =
(1+ λ2+)−1/2∂+ . The uniform boundedness of λ+ and (6.2) imply ∂∂ y1 (q2(x1, y1) − (qˆ − δ)2) c3 > 0,
where c3 is a constant independent of P . Hence Eq. (6.1) can uniquely determine a smooth function
g(x1), because the derivative of its left-hand side with respect to y1 is positive. Besides, we have
dy1
dx1
= − qx1
qy1
and
d2 y1
dx21
= qx1 y1qx1 − qx1x1qy1
q2y1
, (6.3)
which is also bounded, then the curvature of σδ is bounded. Since P is an arbitrary point on σδ , then
the conclusion of this lemma is proved. 
Continuation of the proof of Theorem 6.1. Consider the set of curves {σδ} for all δ ∈ (0, δ0), where
δ0 is a given small number. All arcs in the set are well ordered. It means that σδ2 is completely located
on the right side of σδ1 , if δ1 > δ2. Therefore, when δ monotonically decreases to zero we could have
two possibilities: σδ goes to inﬁnity as δ → 0, or σδ are bounded. In the latter case σδ will approach
a limiting place called σ0. Next we are going to show that the second case is impossible.
Suppose that σδ approaches σ0 as δ → 0, we indicate that it will lead to contradiction. On (u, v)
plane we draw Λ+ characteristics ΓE through E˜1 and Λ− characteristics ΓF through F˜1. When δ is
suﬃciently small, these two characteristics intersect with γδ at E˜2δ and F˜2δ respectively. Their inverse
image on the physical plane are CE , CF and E2δ = CE ∩ σδ , F2δ = CF ∩ σδ . The stream lines through
E2δ and F2δ will stay in between the C+ characteristics via E2δ and the C− characteristics via F2δ .
Applying the conservation law of momentum in the domain enclosed by σδ , σ0 and these two C±
characteristics we ﬁnd that the momentum ﬂux across σδ is equal to the momentum ﬂux across σ0.
However, the ﬂux across σδ is evidently positive, while the ﬂux across σ0 must be zero because ρ = 0
there. Such a contradiction means that a ﬁnite σ0 does not exist in fact. In accordance, the conclusion
in Theorem 6.1 is proved. 
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