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Résumé. We are interested in formal verification and model-based tes-
ting. In general these techniques suffer from the well known state explosion
problem. To overcome this situation we propose a set of techniques which
allow to reduce the duration, cost and complexity of these problems.
—–
Nous nous intéressons à la vérification formelle et aux tests basés sur des
modèles. En général, ces techniques souffrent du problème d’explosion
d’états. Pour remédier à ça, nous proposons un ensemble de techniques
visant à réduire le coût, la durée et la complexité de ces problèmes.
1 Introduction
Dans ce travail 1, nous nous intéressons à ce que l’on appelle la vérification formelle
et le test basé sur un modèle (TBM). Ces derniers peuvent être considérés comme une
branche spécifique des méthodes formelles. Les méthodes formelles (9; 42; 29; 11; 40;
6; 1; 2) sont des techniques alternatives reposant sur des bases mathématiques pour la
spécification et le développement de systèmes, ainsi que pour la vérification automa-
tique des propriétés. Une gamme de langages formels et de techniques existe pour gérer
différents types de propriétés à différents niveaux de développement du système. Plus
précisément, l’approche TBM consiste à extraire automatiquement les cas de test du
modèle formel du système sous test (SST) considéré. En général, la vérification formelle
et le test TBM souffrent du problème bien connu d’explosion d’états qui correspond au
fait que la vérification formelle et la génération de tests peuvent nécessiter un temps
considérable et un très grand espace pour calculer et stocker les cas de test générés. La
situation devient encore plus critique lorsqu’il s’agit de systèmes distribués volumineux
et sophistiqués. Pour remédier à cette situation, nous proposons dans cet article d’utili-
ser un ensemble de techniques tirées de la littérature et de certains travaux antérieurs,
qui visent à réduire le coût, la durée et la complexité des tests générés. En premier lieu,
les techniques liées à la vérification formelle (9; 42; 43) sont les suivantes :
1. Le contenu de cet article ocrrespond à la traduction de certains extraits de notre travail précé-
dent (21).
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— Abstraction : consiste à décrire certaines parties du système avec un niveau de
détails élevé et les autres parties de façon peu détaillée.
— Modularisation et compositionnalité : consistent à décomposer la vérification de
grands systèmes en sous-problèmes relativement plus petits et d’une complexité
raisonnable.
— Détection de symétrie : exploite les symétries qui se produisent lors de l’exécu-
tion du système, afin de minimiser l’espace d’état correspondant.
— Détection d’indépendance de données : correspond à la situation où le concepteur
du système à vérifier détecte que le comportement du système considéré ne
dépend pas de certaines entrées de données.
— Elimination des dépendances fonctionnelles : consiste à supprimer la dépendance
fonctionnelle entre les variables d’état.
— Exploitation des règles réversibles : consiste à réduire les sous-graphes du graphe
d’états en états abstraits.
D’autre part les techniques reliées au test basé sur les modèles (20; 28; 23; 24) sont
comme suit :
— Techniques de raffinement : au lieu de transformer une spécification non-temporisé
en une spécification temporisé, puis d’en extraire un ensemble de tests, cette
technique permet d’extraire les scénarios de test directement à partir de la spé-
cification non-temproriée, puis de les transformer en tests temporisés ; réduisant
ainsi le coût de la génération de tests d’une manière très remarquable.
— Réduction de la taille des tests d’horloge numérique : lorsque la taille des tests
générés est grande, cette technique fournit une heuristique permettant de réduire
la taille de ces tests en compactant les graphiques correspondants.
— Génération de testeurs sous forme d’automates temporisés : consiste à générer
des testeurs sous la forme d’automates déterministes à ressources temporisées
fixes (par exemple, le nombre d’horloges).
— Mise à jour des cas de test après l’évolution du système : dans le cas des systèmes
dynamiques et évolutifs, cette technique permet de réduire le nombre de tests
à générer après chaque adaptation du système sous test en détectant tous les
anciens tests qui sont toujours valides et peuvent être réexécutés sans aucune
modification.
— Optimisation du positionnement des composants de test : permet de créer un
plan de positionnement des différents testeurs sur les noeuds du système testé
qui prend en compte les ressources disponibles telles que la RAM, le processeur
et la batterie.
— Techniques de couverture : consistent à générer un ensemble de tests de taille
raisonnable selon des critères de sélection spécifiques pour couvrir des éléments
particuliers du modèle du système testé (par exemple, nœuds, états, transitions,
etc.).
Le reste de cet article est organisé comme suit. La section 2 énumère les principales
techniques utilisées pour améliorer les procédures de vérification formelle. La section 3
donne plus de détails sur les différentes techniques utilisées pour améliorer la procédure
de génération et d’exécution de tests. Enfin, la section 4 propose une conclusion pour
le document et présente quelques perspectives pour les travaux futurs.
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2 Techniques pour améliorer les activités de vérifi-
cation formelle
2.1 Abstraction
Comme déjà mentionné, la vérification formelle est toujours limitée par le problème
d’explosion d’états. Heureusement, plusieurs propriétés du système considéré ne dé-
pendent que d’une petite partie du système qui doit être par conséquent modélisé avec
précision tandis que les autres parties peuvent être modélisées de façon plus légère. De
cette manière, l’abstraction joue un rôle très important dans le processus de vérification
de systèmes complexes. La procédure d’abstraction peut être réalisée manuellement ou
automatiquement. De toute évidence, l’abstraction manuelle est difficile à réaliser en
général et est source d’erreurs. Par conséquent, il est bien préférable de recourir à une
abstraction automatique chaque fois que cela est possible.
Par exemple dans (46), les auteurs étaient intéressés par la vérification formelle
des systèmes cyber-physiques. Ces systèmes sont très complexes puisqu’ils doivent re-
présenter l’environnement physique, matériel et logiciel. Le document présentait une
procédure d’abstraction automatique pour simplifier les modèles de réseaux de Petri
hybrides étiquetés. L’idée principale consiste à appliquer un ensemble de transforma-
tions pour éliminer les détails qui ne sont pas pertinents. De même, dans (3), les auteurs
ont proposé un certain nombre de langages afin de modéliser des systèmes matériels.
Ils ont fait abstraction des chemins de données et ils ont gardé les détails de bas niveau
de la commande logique. Il en résulte une réduction importante de la taille de l’espace
des états et rend possible la vérification formelle du système considéré. L’abstraction
automatique proposée dans ce travail a été réalisée à l’aide de l’outil Vapour. De même,
dans (47), les auteurs visaient à accélérer le processus de vérification d’un type spéci-
fique de microprocesseurs. Cela a été fait en appliquant automatiquement un ensemble
de règles de transformation pour compacter le fichier des registres. Dans (49), les au-
teurs ont présenté le paradigme de la déchirure en tant que méthodologie permettant
de résumer automatiquement le comportement d’un système réactif. De plus, ils ont
proposé des algorithmes qui effectuent une vérification formelle conservative.
2.2 Modularisation et compositionnalité
Une autre façon de traiter le problème d’explosion d’états dont souffre les techniques
de vérification formelle consiste à adopter une approche de modularisation et de com-
positionnalité. Ces deux techniques consistent à décomposer la vérification de grands
systèmes en sous-problèmes relativement plus petits et d’une complexité raisonnable.
Par exemple, les travaux de (50) se sont concentrés sur des systèmes cyber-physiques.
Dans cet article, les auteurs ont séparé les aspects fonctionnels des aspects adapta-
tifs. De plus, ils ont adopté une approche de vérification formelle modulaire. Dans (7),
les auteurs ont présenté une méthodologie pour la vérification de programmes en C
utilisant des machines à états finis. Dans (18), les auteurs ont examiné les problèmes
de compositionnalité liées à la logique temporelle linéaire (LTL). De plus, ils ont pro-
posé une technique pour transformer les systèmes infinis en systèmes finis qui peuvent
ensuite être vérifiés à l’aide de techniques de vérification formelles.
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2.3 Détection de symétrie
La détection de symétrie (48) correspond à une autre technique qui peut être uti-
lisée pour contrer le problème d’explosion d’états lors de la réalisation de vérification
formelle. Cette technique exploite les symétries qui se produisent pendant l’exécution
du système, afin de minimiser l’espace d’états correspondant. Elle consiste à identifier
des représentants de classes d’équivalence des états du système. Dans (30), les auteurs
ont proposé une approche basée sur des techniques de réduction de symétrie liées à la
vérification formelle probabiliste. Dans (10), les auteurs ont proposé une méthode effi-
cace qui calcule les représentants de manière dynamique pendant le calcul du point fixe.
Les auteurs de (14) ont présenté un cadre pour définir et évaluer certaines réductions
de symétrie utilisées dans la vérification formelle du logiciel. De plus, dans (41), les
auteurs ont exploité les symétries structurelles du système qu’ils cherchent à vérifier.
À cette fin, ils ont introduit de nouveaux éléments dans leur langage de description.
Un vérificateur peut alors produire automatiquement un espace d’états réduit.
2.4 Détection de l’indépendance des données
La détection de l’indépendance des données (4) est une autre technique qui peut
également être utilisée pour simplifier la vérification formelle. Cette technique corres-
pond à la situation où le concepteur du système à vérifier détecte que le comportement
du système considéré ne dépend pas de certaines de données d’entrées. Dans ce cas,
le modèle du système peut être considérablement simplifié. Dans (37) les auteurs ont
considéré Alloy, qui est une extension de la logique du premier ordre. Ils ont proposé
un théorème permettant de calculer un seuil utilisable pour l’analyse de systèmes in-
dépendants des données. Dans (44), les auteurs étaient intéressés par la vérification de
protocoles spécifiques. À cette fin, ils ont examiné les aspects liés à l’indépendance des
données afin de limiter le nombre d’états générés du système à vérifier.
2.5 Elimination des dépendances fonctionnelles
De nombreux chercheurs ont indiqué que l’utilisation des DDB (diagrammes de
décision booléens) augmentait considérablement la taille des modèles à vérifier formel-
lement. De plus, la présence de dépendance fonctionnelle entre les variables d’états a
été classée comme cause fréquente de codage inefficace des DDB lors de la vérifica-
tion formelle. En conséquence, la suppression de cette dépendance réduit considéra-
blement l’espace des états. Dans (8) la dépendance fonctionnelle est identifiée à l’aide
des techniques de résolution SAT et d’interpolation de Craig. Dans (17), la dépen-
dance fonctionnelle est directement détectée à partir des fonctions de transition au
lieu d’être détectée à partir d’ensembles d’états atteints. Dans (13), les auteurs étaient
intéressés par la vérification de la conception du matériel. Ils ont identifié des variables
fonctionnellement dépendantes afin de réduire la taille des DDB considérés.
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2.6 Exploitation des règles réversibles
Cette technique (16; 15) consiste à réduire les sous-graphes du graphe d’états en
états abstraits (appelés progéniteurs des sous-graphes). Cette tâche est accomplie en
identifiant des règles de génération pouvant être inversées. Ces règles sont appelées
règles réversibles dans le sens où un sous-graphe peut être généré à partir du pro-
géniteur via ces règles, et chaque état peut être associé au progéniteur en exécutant
les règles réversibles considérées. Comparée aux procédures d’abstraction classiques,
cette technique n’exige pas de l’utilisateur qu’il propose lui-même un domaine abstrait
approprié.
3 Techniques pour améliorer les activités de test
3.1 Raffinement
Des approches de raffinement sont bien expérimentées dans le domaine de la concep-
tion hiérarchique de nombreux types de systèmes. Ils consistent à transformer des ac-
tions de haut niveau en actions de bas niveau. L’adoption d’approches de raffinement
des actions dans le domaine des tests semble être très prometteuse. Dans notre précé-
dent travail (5), nous avons proposé une approche basée sur le raffinement pour tester
les systèmes en temps réel. Nous supposons que le système testé peut être décrit initia-
lement à l’aide d’une spécification non-temporisée. Par exemple, il peut être modélisé à
l’aide d’un automate simple, sans horloges ni contraintes temporelles. La spécification
non-temporisée est ensuite transformée en une spécification temporisée en utilisant des
techniques de raffinement.
3.2 Réduction de la taille des tests d’horloge numérique
Les tests d’horloge numérique peuvent devenir très volumineux car ils peuvent par-
fois contenir de grands nombres d’actions tick consécutives. Afin de réduire taille de
ces tests, nous pouvons étendre les cas de test avec des variables et des structures de
données plus sophistiquées, comme proposé dans notre précédent travail (28).
3.3 Génération de testeurs sous forme d’automates temporisés
Représenter des scénarios de test d’horloge analogique en tant qu’automates déter-
ministes permet de gagner beaucoup de temps de calcul. Cependant, cette alternative
n’est pas toujours possible car, en théorie, il n’est pas possible de transformer tous
les automates temporisés non déterministes en automates déterministes utilisant un
nombre fini d’horloges et de nœuds. Pour résoudre ce problème, nous avons proposé
dans une précédente contribution (28) une sur-approximation déterministe de l’auto-
mate temporisé non déterministe considéré. Cette approximation est obtenue en fixant
à l’avance les ressources disponibles à utiliser et la stratégie adoptée pour la réinitiali-
sation des horloges.
Amélioration des Techniques de Vérification et de Test
3.4 Mise à jour des tests après l’évolution du système
Cette technique est tirée de nos travaux précédents (32). Elle consiste à optimiser la
phase de génération de tests après l’apparition d’une adaptation dynamique du système
testé. Nous supposons que le modèle du système testé peut évoluer partiellement ou
totalement après une adaptation comportementale dynamique. Par conséquent, nous
devons mettre à jour l’ensemble des scénarios de test disponibles en générant de nou-
veaux tests ou en mettant à jour les anciens. Pour cette raison, nous devons tirer profit
des techniques de test de régression sélective. Pour atteindre cet objectif, nous suivons
une approche en quatre étapes :
— Différenciation des modèles : Cette étape vise à comparer les modèles initial et
nouveau du SUT afin de détecter les différences et les similitudes entre ces deux
modèles. Cela permet d’éviter de créer l’ensemble des cas de test après chaque
adaptation comportementale du SUT à partir de zéro.
— Classification des anciens tests : Cette étape consiste à diviser l’ensemble des
anciens cas de test disponibles en trois sous-ensembles de tests : 1. tests partiel-
lement valides ; 2. tests toujours valables ; 3. tests qui ne sont plus valables.
— Mise à jour et génération de test : Cette étape permet de mettre à jour des tests
partiellement valides et de déduire de nouveaux cas de test à partir des com-
portements nouvellement identifiés. Pour atteindre cet objectif, nous pouvons
utiliser des techniques empruntées aux approches TBM (28; 20).
— Transformation TTCN-3 : Cette étape consiste à dériver un ensemble de tests
TTCN-3 à partir de l’ensemble des tests élémentaires abstraits produits lors des
étapes précédentes (31).
3.5 Optimisation de l’emplacement des composants de test
Cette technique s’inspire de nos précédentes contributions (36; 33). Elle consiste
à répartir les composants de test sur les différents nœuds du système testé en tenant
compte des ressources disponibles dans ces nœuds. À cette fin, nous devons surveiller
les ressources pendant l’exécution du système : mémoire disponible, charge CPU et
état de la batterie. Ensuite, nous modélisons le problème que nous avons entre les
mains comme une instance du problèmes du sac à dos (knapsack problem). Ce dernier
correspond à une application classique de la programmation en nombres entiers. Dans
les problèmes du sac à dos, il existe un conteneur (le "sac à dos") avec une capacité
fixe et un certain nombre d’éléments. À chaque élément est associé un poids et une
valeur. Le problème est de remplir le sac sans dépasser sa capacité, tout en maximisant
la valeur globale de son contenu.
Dans notre cas, nous considérons un Problème de sacs à dos multidimensionnel mul-
tiple. C’est-à-dire que nous avons différents types d’éléments (CPU, RAM et batterie)
que nous devons placer dans un certain nombre de sacs à dos (nœuds d’ordinateurs).
Ces différentes contraintes peuvent être résolues à l’aide des outils et des heuristiques
existants dans la littérature (36; 33). Dans notre travaux précédents nous nous somme
limités au cas des solutions exactes qui sont en général très difficiles à calculer. Pour
celà nous avons besoin de trouver des méthodes plus pratiques dans le futur.
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3.6 Techniques de couverture
Dans les approches TBM, il est impossible de générer tous les tests possibles pou-
vant être dérivés de la spécification du système testé. Le nombre de possibilités est
soit infini soit très grand même pour des spécifications relativement très petites. Par
conséquent, nous devons trouver un moyen de réduire le nombre de tests générés. Une
première alternative consiste à générer un nombre fixe de tests élémentaires de manière
aléatoire. Une seconde alternative consiste à générer tous les tests possibles jusqu’à
une profondeur fixée. Cependant, les deux solutions présentent le risque d’ignorer les
comportements intéressants du système testé. Pour cela, nous adoptons une troisième
alternative qui consiste à utiliser des techniques de couverture. Différents critères de
couverture sont possibles dans le domaine des tests de logiciels tels que la couverture
des branches et couverture des instructions (38).
De même pour les automates temporisés, les approches existantes permettent de
couvrir les abstractions finies de l’espace des états (comme le graphe de régions (45) et
graphe quotient d’abstraction de temps (39)) ou d’éléments structurels du modèle du
système sous test (comme les nœuds et las arrêtes (12)). Dans (28), nous avons proposé
une abstraction finie de la spécification appelée le graphe observable. Ce dernier est
obtenu en calculant le produit du modèle de la spécification et du modèle de l’horloge
numérique utilisée. Les séquences d’intérêt couvrant un critère spécifique sont extraites
de ce graphe, puis étendues en des cas de test valides. Les tests obtenus peuvent être
par la suite exécutés et les verdicts correspondants sont collectés.
4 Conclusion
Dans ce travail, nous avons proposé plusieurs techniques pour améliorer la qua-
lité des approches de vérification formelle et de test basés sur modèle. Ces approches
souffrent généralement du probl‘eme d’explosion d’états et sont difficiles à mettre en
œuvre. En premier lieu, les techniques proposées pour remédier aux problèmes liés à
la vérification formelle sont les suivantes : 1. l’abstraction ; 2. modularisation et com-
positionnalité ; 3. détection de symétrie ; 4. détection de l’indépendance des données ;
5. élimination des dépendances fonctionnelles ; 6. Exploitation des règles réversibles.
D’autre part, les techniques proposées liées aux tests basés sur modèle sont les sui-
vantes : 1. Techniques de raffinement. 2. Réduction la taille des tests d’horloge numé-
rique ; 3. Génération de testeurs sous forme d’automates temporisés ; 4. Mise à jour
des cas de test ; 5. Optimisation du placement des composants de tests ; 6. Technique
de couverture. En tant que travail futur, nous devons mettre en œuvre les différentes
solutions proposées et définir un ensemble de critères pour sélectionner l’ensemble des
techniques appropriées à adopter pour chaque situation concrète. De plus, nous pou-
vons appliquer plusieurs autres techniques pour améliorer les méthodes de test adop-
tées. Par exemple, nous pouvons combiner les aspects de test fonctionnel et de test de
charge comme proposé dans (22; 34; 35). Nous pouvons également envisager d’autres
techniques d’optimisation utilisées dans la vérification formelle. Nous pouvons adopter
aussi des techniques d’identifcation d’et´ats (26; 25; 27; 19) qui peuvent être utilisées
pour améliorer les techniques de couverture de l’espace d’états.
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