Methods of systematic control structure design are adapted to suit industrial workflow of plant design and engineering in the chemical and process industry. The applied methods include a systematic step-wise design methodology and the concept of self-optimizing control. Implementation of these methods is performed in a commercial software framework that consists of Aspen Plus R and MATLAB R . The control structure design methodology of a sequence of heat-integrated distillation columns is presented as a case study.
Introduction
The design of a chemical plant substantially determines its economic competiveness. Advanced process designs increasingly demand advanced control designs to ensure stable operability and to optimize plant operation. For example, extensive energy and material recycle streams improve energy and raw-material efficiency, but lead to more widespread effects of local control actions. Downsiz-$ This document is a collaborative effort.
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ing and neglecting buffer tanks reduce investment cost, but complicate damping of process disturbances. Integrated unit operations such as divided-wall columns and reactive distillation columns reduce investment costs, but provide fewer control valves compared to the corresponding non-integrated units.
The conceptual design of continuously operated plants is often based on steady-state process models. The dynamic process behavior is often anticipated by experienced engineers or is derived from pilot plants and similar plants already in operation. If considered necessary, dynamic models are created for simulated operability studies of transient process steps (e.g. start-up, loadchanges), controller design, and training simulators. Otherwise, controller tuning as well as control structure improvement is done during plant operation.
As sophisticated control and optimization strategies using the advantages of MIMO control methods (e.g. model predictive control, real-time optimization) are usually not available for plant commissioning and for the first years of operation, the control design task of pairing controlled and manipulated variables of the single-loop controllers is important. Thus, the optimal pairing for anticipated operating and disturbance scenarios is a challenging task. To this end, the authors investigate the control structure design method of Skogestad 1 for its applicability in an industrial environment. This method promises to meet industrial requirements of low additional modeling effort, robustness and numerical efficiency. This article provides a concept for its integration in an industrial plant design workflow to acknowledge and guide development activities of academia and vendors of plant design tools.
The paper is organized as follows: Section 2 summarizes the control structure design method 1 and its implementation using two commercial software packages for steady-state process modeling (Aspen Plus R ) and data analysis (MATLAB R ). A heat-integrated distillation train is selected as case study and presented in Section 3. Simulation results are discussed in Section 4 and the applicability of the control structure design method in an industrial environment is discussed. Section 5 summarizes the key results of this study.
Methodology
Control structure selection for complete chemical plants is a topic of research for several years now. Two kinds of approaches can be found in the literature: heuristic-based and optimization-based. Heuristic-based approaches are decomposing the plantwide control problem into a number of less complex subproblems, which are dealt with in a sequential manner. Major contributions supporting this approach are 2, 3 and collections of heuristics can be found in literature, e.g. 4, 5, 6 . These control structures often work sufficiently well, but better performing alternatives might exist. In contrast, optimization-based approaches are intended to formalize the plantwide control problem into a mathematical structure which usually includes some kind of steady-state or dynamic process model. Optimization algorithms are then used to identify the optimal control strategy. Examples are 7, 8, 9, 10 and an excellent review focusing on this approach is given by Biegler and Grossmann 11 . A major challenge of this approach is to find a complete mathematical formulation of the plantwide control problem both because of its size and complexity. Extensive and comprehensive reviews are available which give an overview of the immense diversity of possible design strategies 12, 13, 14, 15, 16 .
In this work, a stepwise control structure design methodology is used, which combines the results from mathematical optimization together with heuristics.
It resembles the design procedure presented by Skogestad 1 and has its roots in the work of Morari et al. 17 . The overall target of the design procedure is the synthesis of a hierarchical control structure with multiple control layers, i.e.
supervisory and regulatory control, as established by Skogestad 1 . The layers are distinguished by their task and the time-scale they act upon: The upper layers influence the plant operation by adjusting setpoints for the lower layers. Primary controlled variables are directly responsible for the economic performance of a plant and are usually controlled in the supervisory layer. Secondary variables are controlled in the regulatory layer for stabilization and local disturbance rejection, respectively. The design procedure is generally iterative and may require several loops through the steps before converging to a valid control structure.
[ Table 1 . about here]
The methodology consists of two major parts. Steps 1-4 are a systematic top-down analysis of the process, while in steps 5-8 a bottom-up design of a hierarchical control structure is conducted:
Step 1. Definition of operational objectives and process constraints g
Step 2. Control degree of freedom analysis and selection of manipulated variables u
Step 3. Selection of primary controlled variables c = y 1 and pairing
Step 4. Design of throughput control
Step 5. Selection of secondary controlled variables y 2 and design of regulatory layer
Step 6. Design of supervisory layer
Step 7. Design of optimization layer (e.g. real-time optimization or model predictive control layer)
Step 8. Dynamic validation Major advantages of this approach are that the method is fairly intuitive and focuses on optimal economic plant operation, while trying to keep the control structure as simple as possible (preferably single-input single output controllers with constant setpoints). Controlled variable sets selection (step 3) is strictly systematic (see Section 2.1) and its basic principles have been tested successfully in industrial applications 18 . Screening criteria (see Section 2.2) for the search of promising controlled variables are also available. Moreover, despite the fact that the search process represents a combinatorial problem, it can be solved with low computational effort (see Section 2.3). Ultimately, the design process is completely based on steady-state models, which allows efficient reuse of existing plant models that are developed in almost all new investment projects during the plant design process. The methodology has therefore the capability of narrowing the gap between model-based process design and model-based control design (step 7), which still prevents the implementation of many sophisticated model-based control strategies 19 . Details on the controlled variable selection strategy are given in the following subsections, starting with a short introduction of the concept of self-optimizing control. This work focuses on highlighting the main ideas and references are given.
Selection of primary controlled variables
Every chemical plant is subject to operational objectives, such as the minimization of energy usage or the maximization of throughput. In order to accomplish this task, the manipulated variables u (e.g. cooling and heating duties, mass flows) need to be optimized and adjusted in the presence of disturbances d (e.g. changes in raw material composition, ambient temperature, steam pressure loss). In eq. 1 the objective function J represents the operational objectives which can be minimized by adjusting the manipulated variables u. The optimization therefore seeks the optimum value of u(d) [20] :
The optimization is subject to the constraints:
Inequality constraints g 2 are some limitations (or specifications) on the process, which need to be satisfied in order to stay in a feasible region while equality constraints g 1 include the model equations. It is frequently observed that some inequality constraints are "active" at the optimum (g 2 = 0) for the whole dis- 
The loss L is caused by a disturbance-dependent setpoint error ν(d) for the unconstrained degrees of freedom
and a controlled variable related implementation error n due to poor instrumentation (e.g. measurement noise):
In step is presented in the next subsection.
Screening criteria
Exhaustive evaluation of the loss L using nonlinear process simulations (substep 3.5) for all possible sets of controlled variables is computationally inviable, and thus, an effective screening is desirable (sub-step 3.4). Screening methods usually introduce simplifications and that is why their results are to be regarded as proposals. From the former section, it can be concluded that a process variable suitable for self-optimizing control should satisfy the following qualitative requirements:
1. Its optimal value c opt (d) should be relatively insensitive to disturbances
2. It should be easy to measure and to control (n → 0, cf. Eq. 4). In order to automate the screening, the requirements must be transformed into a quantitative measure. A simple and effective approach for loss estimation L est is based on a local second order Taylor series expansion around the optimal nominal operating point 21 :
Additionally
The estimated loss L est can thus be expressed using the steady-state gain matrix G with G i,j = 
where J ud is the objective function Hessian [
. The control error e c can then be expressed as
with M d and M n as weight matrices and d and n being normalized to have magnitudes less than 1. From both forms the estimated worst-case loss L est can be evaluated using singular value decomposition instead of nonlinear process simulations. The MSV rule is intuitive and gives a good first impression while the complete linear models used in the ELM allow more detailed evaluation, e.g. contribution of a single disturbance to the estimated loss. Both criterions are simple, fast to compute and have proved to give good results 23 .
[ Figure 2 about here]
The result of the screening is a ranking of "promising" candidate controlled variable sets based on the respective evaluation criterion (MSV rule or ELM).
However, potential interaction problems are not considered at this step of the original design procedure in order to separate economic and control performance 1 . In practice, once the degree of freedom analysis has been performed (step 2), the selection of an independent set of manipulated variables is straightforward and required for process simulation. The steady-state gains G = ∂c ∂u are available (eq. 5) and therefore, the relative gain array (RGA; 24 ) can be calculated as simple interaction measure for the most promising candidate variable sets. This helps to identify questionable sets even before the computationally expensive evaluation of exact nonlinear loss in sub-step 3.5. Thus, both the automated screening and the RGA analysis help reducing the number of iterations required so as to design a feasible control structure.
All evaluations discussed here are based on steady-state process data only.
Stabilizing control of pure integrators (e.g. liquid levels in buffer tanks) has no influence on the result of both screening methods (MSV rule, ELM or RGA analysis).
Software framework for automated screening
For the candidate controlled variable screening methods introduced in Section 2.2 information about the process is needed, which is obtained from the evaluation of several different operating points. In this study, the commercial process simulation software package Aspen Plus R is used. The tool offers several features, however the ease with which a steady-state simulation can be converted to dynamic simulation is quite helpful. It also provides the Aspen OOMF Script language as automation tool. This procedural programming language is based on Fortran, which features standard functionality such as mathematical and string functions, if-then-else logic and for-do loops. Moreover, Aspen OOMF script files can be created and edited using simple text editors.
However, OOMF is not powerful enough for complex matrix operations such as singular value decomposition, which is required for loss estimation. Thus, in this work the results obtained from Aspen Plus R simulations are exported to the MATLAB R software package. Furthermore, powerful branch and bound algorithms 25, 26, 27 are used, which greatly reduce the computational effort in comparison to the exhaustive "brute-force" search method. They are available in the Matlab File Exchange platform 28, 29, 30 .
For this software framework a package of scalable scripts (OOMF scripts and MATLAB m-files) can be created, which means then that the package can be applied to any properly configured Aspen Plus R simulation, provided that the user has supplied the definition of the unconstrained control problem (steps 1 to sub-step 3.3).
The basic tasks of both softwares and the data flow is illustrated schematically in Fig. 2 . The interface is formed by ASCII files, which document the selection problem and make it independent of the simulation software. Simulation and optimization results as well as sensitivities and objective function gradients can easily be exported from Aspen Plus R . However, the objective function Hessian (J uu and J ud ) is not accessible. It is therefore approximated using a finite differences approach (central difference formula, see e.g. 31 ).
The example process: Sequence of four heat-integrated distillation columns
The example process is a heat-integrated distillation train for the separation of only heavy components (purification of component C0). The major fraction of the feed stream is C0 and the rest of it are impurities C1, C2, C3, C4, C5
and C6. Due to confidentiality reasons, the original component names cannot be disclosed. Normalized property ratios of the components are given in Table   1 . The reflux is very low and only used to shut down some heavy components.
The packing is designed for very low liquid flow. The temperature difference of the first three columns is only due to the pressure drop and the changing boiling point of C0 across the column. Moreover, temperature could be used
as indication of quality due to the different boiling points of the single pure components.
[ Figure 3 about here]
The objective is to separate as much C0 from the impurities while keeping the operating costs minimal. From Table 1 , it can be seen that C0 is the lightest key, and thus, the separation demands to be highly energy-consuming if the specification on the purity is extremely high, in particular, when operating with only one column. In order to increase the energy efficiency, a sequence of four heat-integrated distillation columns as shown in Fig. 2 is used.
[ Table 2 about here]
Only a fraction of the feed is boiled up in the first column, and thus, requiring less heat. The remaining is fed to the second column, where the bottom stream of the first column represents the feed stream of the second column. The condensation heat of the first column is used as reboiler duty for the second column.
Since heat is transferred along temperature gradients, a sufficient temperature difference has to be provided between the vapour of the first column and the sump of the next column. This is accomplished by operating the second column at a lower pressure than the first column (P 1 > P 2). This principle is used another two times in such a way that there is a sequence of four distillation columns with three times forward heat-integration with P 2 > P 3 > P 4. The heat-integration is complete: all condensation heat is consumed as reboiler duty in the successive column. There are no extra degrees of freedom such as additional heat exchangers, which could be used as heat sinks or sources in order to adjust the reboiler heat duties of each column individually.
The first three columns have total condensers while the last one uses a partial condenser. Due to the low operating pressure of the last column, the cooling water fed to the cold side of the condensing heat exchanger can only cool the vapour up to a limited extent. Thus, a fraction of the boiled up C0 leaves as vapour distillate.
The liquid distillate streams of all four columns are collected in a large drum.
The entire process has one feed F and two major product streams: the bottom stream B4 and the collected distillate D. At the nominal operating point, the overhead of each column is approximately one fourth of the feed mass flowṁ F .
This industrial process was chosen as a case study because of the strong thermal coupling between the columns, which makes it challenging to be controlled in an economically cost-efficient manner. There are individual, but highly integrated operational objectives e.g. product specifications on the bottom stream B4 of column 4 and the overall distillate stream D have to be satisfied. The operation of all four columns is closely connected, and has to be coordinated in order to reach the objective. Thus, a consistent inventory control structure is required to buffer throughput disturbances and dampen their influences on the quality of the separation as much as possible. In summary, the considered example process possesses several significant characteristics which render the design of its control structure an interesting and challenging plantwide control problem.
Model implementation in Aspen Plus

R
For this study, a process model was implemented in Aspen Plus R and the operation was analyzed using inbuilt process simulation and optimization routines.
[ Table 3 about here]
[ Table 4 about here]
The model of all four distillation columns is quite similar because of their shared purpose. The column internals are modelled as sieve trays with a given geometry, based on which the hydraulics of the internals (pressure drops, residence times, etc.) are dynamically calculated by the Aspentech software according to the simulated conditions. The calculated pressure drop over each whole column is approximately similar for all four columns, as columns with lower operating pressure are modelled having a larger diameter. Flooding calculations are conducted using the Glitsch method. The mass transfer is modeled using the equilibrium approach. Three simplifications are incorporated into the process model:
1. In order to simplify the screening procedure in step 3, some obvious control loops are closed beforehand. The top pressures of all columns P 1 , P 2 , P 3
and P 4 are assumed to be perfectly controlled. Since the condensers of the first three columns are specified as total condensers, this assumption renders the vapour distillate streams V D1, V D2 and V D3 redundant.
Consequently, they were neglected. 
Problem definition and solution methodology
Step1 : Operational objectives and process constraints. The control objective is to keep product specifications (first priority)
while operating costs are minimized (second priority). The operating costs can be described by the following objective function J 1 :
where p St denotes the price index for steam, p CW is the price index for cooling water,ṁ St represents the steam consumption, andṁ CW 4 is the cooling water mass flow, respectively. The price for a ton of steam is set considerably higher than the price for a ton of cooling water.
The heat-integrated column sequence can be expected to behave like a single distillation column in terms of optimal operation (i.e. running at minimum operating costs) with the two active constraints (8) and (9) . They should be controlled but in this case they cannot be measured online. Thus, the screening methods can be used to find substitute variables. However, the tool can only screen unconstrained degrees of freedom, thus, the constraints need to be translated into penalties on the objective. The bottoms product quality w B4,C0 is taken as an example by using a log-barrier method, which can be implemented easily into the software framework (Aspen Plus simulation) 31 :
The factor C is tuned such that the constraint (9) is not violated in the disturbance space D.
A third inequality constraint limits the operational range of the partial condenser of column 4. The loss of too much C0 as vapour distillate V D4 is prevented by keeping the distillate temperature T D4 below an upper bound:
Step 2 All units and their respective restraining number are listed in Table 3 . The restraining number is increased as indicated in Table 3 Table 4 .. In reality, the corresponding lines, i.e.
connection of inventories, should be equipped with control valves -maximum one control valve per line and no valve in lines with communication inventories.
The overall number of streams N f in the system is 47 and the total number of control degrees of freedom N CDOF yields,
They are listed in Table 3 . However, not all of the listed degrees of freedom have influence on the steady-state: nine of them are needed to control liquid levels. Additionally, the pressures are assumed to be perfectly controlled, i.e.
the pressure control loops are already closed. Also, the feed is supposed to be given by upstream units and hence rather a source of disturbance than a control degree of freedom. Altogether, these considerations reduce the number of available control degrees of freedom N DOF,ss for steady-state optimization to six:
Liquid levels -9
Pressure control loops -4 Table 4 .
[ Table 5 about here]
[ Table 6 about here]
In this case study, all temperatures, pressures, temperature differences, mass flows, heat duties, and mass flow ratios are considered as candidate controlled variables. Their maximum expected implementation errors n j are listed in Table 5 . Temperature and pressure implementation errors are considered constant and independent of the absolute value of the candidate controlled variable c.
Moreover, relative implementation errors are specified for mass flows, heat duties, and mass flow ratios, respectively. Altogether, the controlled variable set needs to be selected from a pool of 133 candidates. usually not applicable because of low plant operator acceptance. An approach to dealing with these structural constraints has recently been proposed by 37 .
Although linear combinations of process variables
An optimal control system is aimed at adjusting the manipulated variables u such that the objective function J (eq. 11) is minimized for all disturbance scenarios. The results are summarized in Table 6 . The optimization problem was solved for two perturbations of the eight single disturbance variables d i .
It should be noted that two process constraints are active for all disturbance scenarios: w D,C0 and T D4 .
[ Figure 4 about here]
Throughput variations can obviously be coped with easily if all reflux flows and the steam are adjusted proportionally to the changes ofṁ F . Feed temperature disturbances are optimally rejected if the feed enthalpy difference [ Table 7 around here] [ Table 8 The screening results are shown in Table 7 (MSV rule) and Table 8 Moreover, the worst-case loss L est is rather determined by the choice of the controlled variables associated with column 3 and 4, as highlighted by Table 7 .
[ Table 9 [ Figure 5 about here]
Both screening methods suggest using the bottom stage temperature T B4 or the boilup ratioν 4 as substitute variable for the control of the product compositions w B4,C0 . However, the screening was conducted assuming that the vapour mass flow rates can be measured as precisely as the liquid mass flow rates. In reality, this is not the case and the measurement of boilup ratios is subject to large uncertainties. Finally it can be concluded that the sump temperature T B4
is the most promising substitute for the product composition w B4,C0 . As last step of the screening procedure, an RGA analysis is conducted. The relative gain array for Set 1 is given in Table 9 . It shows that simultaneous feedback control of the distillate composition w D,C0 and the bottom stage temperature T B4 introduces serious interaction. This is a general problem posed by the process for SISO control strategies, and thus, no substitute variable in the physical proximity of the distillate stream D can improve it.
[ Table 10 about here]
It is concluded from an extensive screening and process insight that the reboiler heat duty should rather be adjusted using feedforward than using feedback control. The losses implied by this control strategy are evaluated exactly using nonlinear simulations in the next step.
Step 3.5 Exact evaluation of loss. Feedforward control of the reboiler heat duty is only applicable if the disturbance variables can be measured. This is possible in case of the feed mass flow rate and the feed temperature. However, there is no available online measurement of the feed quality. Therefore, a sufficient backoff has to be added to the nominal reboiler heat dutyQ * RB1 and reflux ratio ν * 3 in order to keep the product specifications for the selected disturbance space D. The exact nonlinear losses L imposed by this control strategy is compared in Fig. 5 and Table 7 which show that using backoffs introduces a nominal loss L * (disturbance scenario 0).
[ Figure 6 about here]
Moreover, it can be seen in Table 7 that the reboiler heat duty backoff is mainly required in order to keep the product specifications for disturbance scenario 7 (w F,C2 + 900 ppm).
In general, the magnitude of a backoff is always a trade-off between robustness toward process constraints and the imposed loss L. For this evaluation, it was assumed that the product compositions are hard constraints and may absolutely not be violated. However, depending on the distribution of the disturbance variable w F,C2 , it could be possible to decrease the nominal reboiler heat duty backoff.
Step 3.6 Selection of controlled variables and summary. Based on the results of the candidate controlled variable screening and the nonlinear evaluation of loss, the following set of primary controlled variables is selected:
The reboiler heat duty is adjusted with respect to the feed temperature and feed mass flow rate disturbances.
Step 4:Selection of throughput manipulator location. In order to conclude the top-down analysis, the production rate limiting process variable needs to be identified. This can be investigated rigorously using the process model and maximizing its throughput. The process variable which hits its constraint first should be used to control the production rate.
However, the heat-integrated column sequence is part of a large scale chemical plant and its throughput is determined by the production rate of upstream units. Consequently, throughput changes are defined as disturbances for the control problem and the number of steady state control degrees of freedom of the system is reduced by one.
[ Figure 7 around here]
Step 5: Selection of secondary controlled variables y 2 and regulatory layer.
With given inputs and controlled outputs, the objective of the bottom-up design is to find the corresponding pairing. By a given feed, 19 control degrees of freedom are still available. The pairing is conducted successively for all control layers.
The regulatory layer has the smallest time scale of all control layers (seconds) and directly uses the physical inputs u of the process for manipulation.
Moreover, pressure control is vital for stabilization. For the analysis, it was assumed that the top pressures of all four columns are perfectly controlled.
Inventory control structures should be designed such that throughput changes should propagate independently through the plant 38 . Ideally, liquid level control loops should be radiated outward using the throughput manipulator location as a starting point. For the heat-integrated column sequence, changes in the production rate are determined by upstream process units. Therefore, the "push" In summary, the regulatory layer stabilizes the process and conducts some minor disturbance rejection, but it does not keep the operation near the optimal point. This is the task of the supervisory layer, which is designed in the next step.
Step 6: Supervisory control layer. All the remaining manipulated variables are paired as suggested by the relative gain array (Table 9 ). In order to control the temperature bottom stage T B4 , the reflux flowṁ L4 is available as manipulated variable. Table 6 suggests that the control of temperature T B4 is only beneficial for feed composition disturbances, while keeping the reflux ratio ν 4
constant is sufficient to handle feed mass flow disturbances. Therefore, a cascade is implemented in order to improve the control of the fourth column for feed mass flow disturbances.
The final control structure is shown in Figure 6 .
[ Figure 8 about here]
Step 7: Optimization layer. The evaluation shows that a major fraction of the loss L is caused by the backoff of the reboiler RB1 heat duty. The most effective approach to narrow the gap to optimal control is to introduce additional measurements or soft sensors of the feed and/or product qualities.
Without these, model predictive controllers and other optimizing technologies have to be tuned as conservative and robustly as the SISO control structure synthesized in this work.
Step8: Dynamic validation. Moreover, although the reboiler heat duty is feedforward controlled, it still has a significant effect on the bottom stream B4. The sensitivities of the composition w B4,C0 and temperature T D4 to changes of the reboiler heat duty and the feed state is quite large. The benefit of the temperature controller depends strongly on the frequency of the feed disturbances. Whenever the control loop's bandwidth is smaller than that of the disturbance, the temperature controller will not be able to improve the control performance.
Conclusions
A control structure design methodology with potential to improve the workflow has been presented and applied to an industrial process. The proposed approach has been developed so as that it can be favorably adopted in chemical However, there are certainly a number of challenges when introducing such a new method into the plant engineering workflow. In general, the plant engineering workflow is subject to immense cost and time pressure. The focus is on meeting the plant commissioning date. The economic loss of one day of startup delay is usually much higher than the benefit achieved by the difference of running the plant one day near-optimal (self-optimizing) or ?just stable?.
Also, usually every single measurement that is not absolutely required for stable operation, is at least questioned. The best practices of copying control structures from similar plants/units or using heuristics are therefore widespread and building e.g. a dynamic simulation is rare. To integrate a new method into this environment as a standard is therefore difficult. Even in cases of doubt (when heuristics don?t help and there are no similar plants to copy a tested control structure from), the control structure selection method investigated in this work could probably not be applied because it focuses on optimized plant operation, and not on stability, which is the main priority for plant startup.
Another challenge represents simulation models which are usually kept to a bare minimum for reasons of robustness and time/cost. This means that e.g. distillation columns are not modelled rigorously, but as simple component splitters; or reactors are only modelled as fixed conversion reactors instead of using equilibrium models. In this case, the additional modelling effort for getting a meaningful result from the control structure selection algorithm can be consid- We believe that the proposed approach will have the most potential to be integrated into the workflow, if all the secondary benefits are emphasized, as stated above. The cooperation across disciplines (engineering, control, operators, etc.) would be realistic if an optimized control structure for an existing plant is investigated. Finally, operators are the end users of the approach and are thus key beneficiary here. Basic understanding on how the plant-wide control is working is of vital importance for the success of the approach.
the branch and bound algorithms takes about 20s though, mainly dominated by the plots for cross-checking of the quality of the finite differences approach for Hessian approximation.
• The execution time measurement was done on a laptop with i7-3517U@1,9Ghz
CPU, 4GB of RAM and SSD hard drive. Table 9 : Relative gain array for Set 1.
