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DP-MINIMAL VALUED FIELDS
FRANZISKA JAHNKE, PIERRE SIMON, AND ERIK WALSBERG
Abstract. We show that dp-minimal valued fields are henselian and that a dp-minimal
field admitting a definable type V topology is either real closed, algebraically closed or
admits a non-trivial definable henselian valuation. We give classifications of dp-minimal
ordered abelian groups and dp-minimal ordered fields without additional structure.
1. Introduction
Very little is known about NIP fields. It is widely believed that an NIP field is either
real closed, separably closed or admits a definable henselian valuation. Note that even the
stable case of this conjecture is open.
In this paper we study a very special case of this question: that of a valued or ordered
dp-minimal field. Dp-minimality is a combinatorial generalization of o-minimality and
C-minimality. A dp-minimal structure can be thought of as a one-dimensional NIP struc-
ture. The main result of this paper is that a dp-minimal valued field is henselian. As a
consequence, we show that an ℵ1-saturated dp-minimal ordered field admits a henselian
valuation with residue field R. These results can be seen either as a special case of the con-
jecture on NIP fields or as a generalization of what is known in the C-minimal and weakly
o-minimal cases.
Our proof has two parts. We first establish some facts about dp-minimal topological
structures. In Section 3 we generalize statements and proofs of Goodrick [Goo10] and Si-
mon [Sim11] on ordered dp-minimal structures to the more general setting of a dp-minimal
structure admitting a definable uniform topology. This seems to be the most general frame-
work to which the proofs apply. Only afterwords will we assume that the topology comes
either from a valuation or an order. Once we have established the necessary facts about
dp-minimal uniform structures the remainder of the proof, given in Section 4, follows part
of the proof that weakly o-minimal fields are real closed. The proof that weakly o-minimal
fields are real closed is surprisingly more complicated then the proof that o-minimal fields
are real closed. It involves first finding some henselian valuation and then showing that the
residue field is real closed and the value group is divisible, from which the result follows.
This argument was extended by Guingona [Gui14] to dp-small structures, a strengthening
of dp-minimality. We follow again the same path, but assuming only dp-minimality, the
value group is not necessarily divisible.
In Section 5 we use the Gurevich-Schmitt quantifier elimination for ordered abelian
groups to show that an ordered abelian group Γ without additional structure is dp-minimal
if and only if it is is non-singular, that is if |Γ/pΓ| < ∞ for all primes p. It follows that
an ℵ1-saturated dp-minimal ordered field admits a henselian valuation with residue field R
and non-singular value group. In fact, this is best possible: Chernikov and Simon [CS15]
show that any such field is dp-minimal.
Partially supported by ValCoMo (ANR-13-BS01-0006).
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In Section 7 we show that a dp-minimal valued field is either real closed, algebraically
closed or admits a henselian valuation which is definable in the language of rings. This
follows easily from results in valuation theory and the theory of definable valuations on
henselian fields developed in [JK15a] and [JK15b]. We show that a dp-minimal field ad-
mitting a definable type V topology has an externally definable valuation, it follows that
a dp-minimal field admitting a definable type V topology is henselian and thus admits a
definable henselian valuation. In the final part of the section, for any dp-minimal ordered
field which is not real closed we give an explicit fomula in the languageLring∪{≤} defining
a non-trivial henselian valuation. In Proposition 7.6 we show that an ordered field which
is not dense in its real closure admits a definable convex valuation. This result may be of
independent interest.
After finishing this paper, we learnt from Will Johnson that he simultaneously proved
more general results on dp-minimal fields using different methods. In fact, he gives a
complete classification. Most of our results can be deduced from his work.
2. dp-minimality
Let L be a multisorted language with a distinguished home sort and let T be a theory
in L. Throughout this section M is an |L|+-saturated model of T with distinguished home
sort M. We recall the definitions of inp- and dp-minimality. These definitions are usually
stated for one-sorted structures, we define them in our multisorted setting.
Definition. The theory T is not inp-minimal with respect to the home sort if there are
two formulas φ(x; y¯) and ψ(x; z¯), where x is a single variable of sort M, two sequences
(¯bi : i < ω) and (c¯i : i < ω) in M and k ∈ N such that:
• the sets {φ(x; ¯bi) : i < ω} and {ψ(x; c¯i) : i < ω} are each k-inconsistent;
• φ(x; ¯bi) ∧ ψ(x; c¯ j) is consistent for all i, j < ω.
If T is inp-minimal and one-sorted then T is NTP2.
Definition. The theory T is not dp-minimal with respect to the home sort if there are
two formulas φ(x; y¯) and ψ(x; z¯), where x is a single variable of sort M, two sequences
(¯bi : i < ω) and (c¯i : i < ω) in M such that:
• for any i∗, j∗ ∈ ω, the conjunction
φ(x; ¯bi∗) ∧

∧
i,i∗
¬φ(x; ¯bi)
 ∧ ψ(x; c¯ j∗) ∧

∧
j, j∗
¬ψ(x; c¯ j)

is consistent.
If T is one-sorted then T is dp-minimal if and only if T is both inp-minimal and NIP
(see for example [Sim11]). It follows that if T is NIP and inp-minimal with respect to the
home sort then T is dp-minimal with respect to the home sort.
We define the Shelah expansion MS h of M. Fix an |M|+-saturated elementary ex-
pansion M ≺ N . We say that a subset of M is externally definable if it is of the form
{a ∈ M : N |= φ(a; b)} for some L-formula φ(x; y) and b ∈ N |y|. A straightforward ap-
plication of |M|+-saturation shows that the collection of externally definable sets does not
depend on the choice of N . Note that the externally definable sets form a boolean algebra.
The Shelah expansionMS h is the expansion ofM by predicates for all externally definable
subsets of M. More precisely, for each formula φ(x; y) ∈ L and each b ∈ N |y|, we have
a relation Rφ(x;b)(x) which is interpreted as {a ∈ M : N |= φ(a; b)}. Shelah proved the
following, see e.g. [Sim14b, Chapter 3].
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Proposition 2.1 (Shelah). If M is NIP then MS h admits elimination of quantifiers and is
consequently also NIP.
We make extensive use of the next fact which was observed in [OU11].
Proposition 2.2. If T is NIP and dp-minimal with respect to the home sort then Th(MS h)
is also dp-minimal (relative to the same home sort).
Proof. Since T is dp-minimal, it is NIP, hence the structure MS h has elimination of quan-
tifiers. We suppose towards a contradiction that Th(MS H) is not dp-minimal. Then there
are two formulas φ(x; y¯), ψ(x; z¯) such that for any n < ω, there are finite sequences
(ai : i < n) and (bi : i < n) of elements of M with the property as in the defini-
tion of dp-minimality. As MS H admits quantifier elimination there are tuples d, d′ ∈ N
and L-formulas φ′(x; y¯; d), ψ′(x; z¯; d′) such that for any (a, b) ∈ M|x| × M|y|, we have
MS h |= φ(a; b) ⇐⇒ N |= φ′(a; b; d) likewise for ψ and ψ′. Using compactness, we
see that the formulas φ′(x; y¯; d) and ψ′(x; z¯; d′) contradict the dp-minimality of T . 
If M admits a definable linear order then every convex subset of M is externally de-
finable, so the expansion of an ordered dp-minimal structure by a convex set is always
dp-minimal. We end the section with a proof of the well-known fact that dp-minimal fields
are perfect. The proof shows that a field of finite dp-rank is perfect.
Lemma 2.3. Every dp-minimal field is perfect.
Proof. Let K be a nonperfect field of characteristic p > 0. We let Kp be the set of pth
powers. Fix z ∈ K \ Kp. Let τ : K × K → K be given by τ(x, y) = xp + zyp. We show that
τ is injective, it follows that K is not dp-minimal. Fix x0, x1, y0, y1 ∈ K and suppose that
τ(x0, y0) = τ(x1, y1) that is:
x
p
0 + zy
p
0 = x
p
1 + zy
p
1 .
If y0 , y1 then yp0 , y
p
1 , so:
z =
x
p
0 − x
p
1
yp0 − y
p
1
∈ Kp,
so we must have y0 = y1. Then xp0 = x
p
1 and so also x0 = x1. Thus τ is injective. 
3. Dp-minimal uniform spaces
Many dp-minimal structures of interest admit natural “definable topologies”. Typically
the topology is given by a definable linear order or a definable valuation. In this section
we develop a framework designed to encompass many of these examples, dp-minimal
structures equipped with definable uniform structures. We prove some results of Goodrick
[Goo10] and Simon [Sim11] in this setting. The proofs are essentially the same. We first
recall the notion of a uniform structure on M. We let ∆ be the diagonal {(x, x) : x ∈ M}.
Given U,V ⊆ M2 we let
U ◦ V = {(x, z) ∈ M2 : (∃y ∈ M)(x, y) ∈ U, (y, z) ∈ V}.
A basis for a uniform structure on M is a collection B of subsets of M2 satisfying the
following:
(1) the intersection of the elements of B is equal to ∆;
(2) if U ∈ B and (x, y) ∈ U then (y, x) ∈ U;
(3) for all U,V ∈ B there is a W ∈ B such that W ⊆ U ∩ V;
(4) for all U ∈ B there is a V ∈ B such that V ◦ V ⊆ U.
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The uniform structure on M generated by B is defined as
˜B = {U ⊆ M2 : (∃V ∈ B) V ⊆ U}.
Elements of ˜B are called entourages and elements ofB are called basic entourages. Given
U ∈ B and x ∈ M we let U[x] = {y : (x, y) ∈ U}. As usual, one defines a topology on
M by declaring that a subset A ⊆ M is open if for every x ∈ A there is U ∈ B such that
U[x] ⊆ A. The first condition above ensures that this topology is Hausdorff. The collection
{U[x] : U ∈ B} forms a basis of neighborhoods of x. We will refer to them as balls with
center x. Abusing terminology, we say that B is a definable uniform structure if there is
a formula ϕ(x, y, z¯) such that
B = {ϕ(M2, c¯) | c¯ ∈ D}
for some definable set D. Note that the conditions above are first order conditions on ϕ.
We give some examples of definable uniform structures.
(1) Suppose that Γ is an M-definable ordered abelian group and d is a definable Γ-
valued metric on M. We can takeB to be the collection of sets of the form {(x, y) ∈
X2 : d(x, y) < t} for t ∈ Γ. The typical case is when Γ = M and d(x, y) = |x − y|.
(2) Suppose that Γ is a definable linear order with minimal element and that d is a de-
finable Γ-valued ultrametric on M. Then we can put a definable uniform structure
on M in the same way as above. The typical case is when M is a valued field.
(3) Suppose that M expands a group. Let D be a definable set and suppose that {Uz¯ :
z¯ ∈ D} is a definable family of subsets of M which forms a neighborhood basis at
the identity for the topology on M under which M is a topological group. Then
sets of the form {(x, y) ∈ M2 : x−1y ∈ Uz¯} for z¯ ∈ D give a definable uniform
structure on M.
For the remainder of this section we assume that B is a definable uniform structure on M
and that M is inp-minimal with respect to the home sort. We further suppose that M does
not have any isolated points.
Lemma 3.1. Every infinite definable subset of M is dense in some ball.
Proof. We suppose towards a contradiction that X ⊆ M is infinite, definable and nowhere
dense. Let (ai : i < ω) be a sequence of distinct points in X. Applying ℵ1-saturation we let
U0 ∈ B be such that U0[ai] ∩ U0[a j] = ∅ when i , j. Now inductively construct elements
Un ∈ B and xi,n ∈ U0[ai] such that ai ∈ Un[xi,n] and Un+1[xi,n] ∩ X = ∅ for all i, n < ω.
Assume we have defined Um and xi,m for m 6 n. By assumption, X is not dense in the
ball Un[ai] for any i, hence we can find some Un+1 ∈ B and points xi,n ∈ Un[ai] such that
Un+1[xi,n] ∩ X = ∅ for all i. If Un[x] = π(x, ¯bn), then the formulas
φ(x, ai) ≡ x ∈ U0[ai] and ψ(x, ¯bn, ¯bn+1) ≡ (Un+1[x] ∩ X = ∅ ∧ Un[x] ∩ X , ∅)
witness that T is not inp-minimal with respect to the home sort. This contradiction shows
that the lemma holds. 
We leave the simple topological proof of the following to the reader:
Corollary 3.2. Any definable closed subset of M is the union of an open set and finitely
many points. Moreover, the closure of a definable open set is equal to itself plus finitely
many points.
The next lemma is a version of Lemma 3.19 of [Goo10]. Given R ⊆ M2 and a ∈ M we
define R(a) = {b ∈ M : (a, b) ∈ R}.
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Lemma 3.3. Let R ⊆ M2 be a definable relation that for every a ∈ M, there is V ∈ B
satisfying V[a] ⊆ R(a). Then there are U,V ∈ B such that V[b] ⊆ R(b) for every b ∈ U[a].
Proof. We suppose otherwise towards a contradiction. We suppose that for every a ∈ M
and U,V ∈ B there is a b ∈ U[a] such that V[b] ( R(b). Let (ai : i < ω) be a sequence
of pairwise distinct elements of M and fix U ∈ B such that the balls U[ai] are pairwise
disjoint. For each i < ω, pick some xi,0 ∈ U[ai]. Then choose U1 ∈ B such that U1[xi,0] ⊆
R(xi,0) for all i. Next pick points xi,1 ∈ U[ai] such that U1[xi,1] ( R(xi,1) and choose
U2 ⊂ U1 such that U2[xi,1] ⊆ R(xi,1) holds for all i. Iterating this, we obtain a decreasing
sequence (Uk : 1 ≤ k < ω) of elements of B such that for each i, k < ω, there is a
xi,k ∈ U[ai] such that Uk+1[xi,k] ⊆ R(xi,k) but Uk[xi,k] ( R(xi,k). Then the formulas
x ∈ U[ai] and Uk+1[x] ⊆ R(x) ∧ Uk[x] ( R(x)
form an ict-pattern of size 2 and contradict inp-minimality. 
Lemma 3.4. Let X be a definable set and a ∈ M. Suppose that X ∩ U[a] is infinite for
every U ∈ B. Then X does not divide over a.
Proof. Let ¯b be the parameters defining X and let φ be a formula such that X = φ(M, ¯b). Let
Xc¯ = φ(M, c¯). Assume that X divides over a, so there is an a-indiscernible sequence ¯b =
¯b0, ¯b1, . . . such that the intersection
⋂
i<ω X¯bi is empty. We build by induction a decreasing
sequence (U j : j < ω) of elements of B such that for any i, j < ω, the intersection
(U j[a] \U j+1[a])∩X¯bi is non-empty. Suppose we have U0, . . .Un. For each i < ω there is a
point in Un[a]∩ X¯bi other then a. Thus for all i < ω there is a V ∈ B such that Un[a] \V[a]
intersects X
¯bi . An application of ℵ1-saturation gives a Un+1 ∈ B such that Un+1 ⊆ Un and
Un[a]\Un+1[a] intersects X¯bi for all i < ω. We obtain an ict-pattern of size 2 by considering
the formulas x ∈ X
¯bi and x ∈ U j[a] \ U j+1[a]. This contradicts inp-minimality. 
For the remainder of this section we assume that M is NIP and hence dp-minimal.
We say that X, Y ⊆ M have the same germ at a ∈ M if there is a U ∈ B such that
U[a] ∩ X = U[a] ∩ Y.
Lemma 3.5. Let φ(x; y¯) be a formula, x of sort M, and a ∈ M. There is a finite family
(¯bi : i < n) of parameters such that for any ¯b ∈ M|y¯| there is an i < n such that φ(M; ¯b) and
φ(M; ¯bi) have the same germ at a.
Proof. Let M0 be a small submodel of M containing a. Let ¯b0 and ¯b1 have the same
type over M0. In NIP theories, non-forking, non-dividing and non-splitting all coincide
over models. The formula φ(x; ¯b0)△φ(x; ¯b1) splits over M0, therefore it divides over M0.
Lemma 3.4 shows that
U[a] ∩ (φ(x; ¯b0)△φ(x; ¯b1)) = ∅ for some U ∈ B.
This means that φ(x; ¯b0) and φ(x; ¯b1) have the same germ at a. The lemma follows by
|L|+-saturation. 
We now assume that M admits a definable abelian group operation. We assume that the
group operations are continuous and that the basic entourages are invariant under the group
action, i.e. U[0] + a = U[a] for all U ∈ B and a ∈ M. We make the second assumption
without loss of generality. If we we only assume that the group operations are continuous
then we can define an invariant uniform structure whose entourages are of the form
{(x, y) ∈ M × M : x − y ∈ U[0]} for U ∈ B.
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We also assume that M is divisible and, more precisely, assume that for every U ∈ B and
n there is a V ∈ B such that for all y ∈ V[0] there is an x ∈ U[0] such that nx = y. This
assumption will hold if M is a field, + is the field addition, and the uniform structure on M
is given by a definable order or valuation. Under these assumptions we prove:
Proposition 3.6. Every infinite definable subset of M has nonempty interior.
Proof. Let X be an infinite definable subset of M. Consider the family of translates
{X − b : b ∈ M}.
By Lemma 3.5, there are finitely many elements (bi : i < n) such that for any b ∈ M there
is an i < n such that X − b and X − bi have the same germ at 0. For each i < n let Xi be the
set of b ∈ X such that X − bi and X − b have the same germ at 0. Fix i < n such that Xi is
infinite. Let b ∈ Xi and let V ∈ B be such that X − b and X − bi agree on V[0]. It is easy to
see that if c ∈ V[0] ∩ (Xi − b) then c ∈ Xi − bi. Likewise, if c ∈ V[0] and c ∈ Xi − bi then
c ∈ Xi − b. Thus, Xi − b has the same germ at 0 as Xi − bi for all b ∈ Xi. Replacing X by Xi,
we may assume X − b and X − b′ have the same germ at 0 for all b, b′ ∈ X.
By Lemma 3.1, X is dense in some ball. It follows that X has no isolated points. Trans-
lating X, we may assume that 0 ∈ X. For any b ∈ X, there is a U ∈ B such that X and X − b
coincide on U[0], equivalently X and X + b coincide on U[b]. Let R be the relation given
by
R(x, y) := (y ∈ X ↔ y ∈ X + x).
We have shown that for each b ∈ X there is a U ∈ B such that U[b] ⊆ R(b, M). For the
moment take X to be the distinguished home sort of M. As X has no isolated points and
has dp-rank 1 we can apply Lemma 3.3 to get a V ∈ B and an open W ⊆ M such that X
is dense in W and V[x] ⊆ R(x, M) for all x ∈ W ∩ X. Translating again, we may assume
there is a U ∈ B such that X is dense in U[0] and V[x] ⊆ R(x, M) for every x ∈ U[0] ∩ X.
Finally, we may replace both U and V by some U[0] ⊆ U ∩ V . Hence to summarize, we
have the following assumption on X:
⊠ X is dense in U[0] and X and X − b coincide on U[0] for any b ∈ X ∩U[0].
Pick V ∈ B such that V[0] − V[0] ⊆ U[0].
Claim: If g, h ∈ X ∩ V[0], then g − h is in X.
Proof of claim: As −h ∈ (X − h) ∩ U[0], by ⊠, we also have −h ∈ X ∩ U[0]. Then from
g ∈ X ∩U[0], we deduce g ∈ X + h ∩ U[0] and hence g − h ∈ X as required.
Suppose that the family {X − b : b ∈ M} has strictly less than n distinct germs at 0. Fix
W ∈ B such that the sum of any n! elements from W[0] falls in V[0].
Claim: For any g ∈ W[0] we have k · g ∈ X for some k ≤ n.
Proof of claim: By Lemma 3.5 and choice of n, there are distinct k, k′ < n such that X − kg
and X − k′g have the same germ at 0. We suppose that k < k′. As X is dense in U[0],
there is an h ∈ V[0] such that h ∈ X − kg and h ∈ X − k′g and kg + h, k′g + h ∈ V[0]. As
k′g + h, kg + h ∈ X ∩ V[0] we have (k′ − k)g ∈ X. This proves the claim.
Applying the assumptions on M we let W′ ∈ B be such that W′[0] ⊆ W[0] and if y ∈ W′[0]
then there is an x ∈ W[0] such that n! · x = y. Now pick some g ∈ W′[0]. Let h ∈ W[0]
such that n! · h = g. For some k ≤ n, k · h ∈ X. But then (n!/k)(kh) = g ∈ X, using the first
claim. Hence W′[0] ⊆ X. Thus X has nonempty interior. 
We leave the easy topological proof of the following corollary to the reader:
Corollary 3.7. Any definable subset of M is the union of a definable open set and finitely
many points.
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For this one can show:
Corollary 3.8. A definable subset of Mn has dp-rank n if and only if it has nonempty
interior.
Proof. Proposition 3.6 above shows that the Corollary holds in the case n = 1. Proposition
3.6 of [Sim14a] shows that the Corollary holds if M expands a dense linear order and
every definable subset of M is a union of an open set and finitely many points. The proof
of Proposition 3.6 of [Sim14a] goes through mutatis mutandis in our setting. 
The following Proposition is crucial in the proof that a dp-minimal valued field is
henselian.
Proposition 3.9. Let X ⊆ Mn be a definable set with non-empty interior. Let f : Mn → Mn
be a definable finite-to-one function. Then f (X) has non-empty interior.
Proof. As finite-to-one definable functions preserve dp-rank the proposition follows im-
mediately from Corollary 3.8. 
4. dp-minimal valued fields
Throughout this section (F, v) is a valued field. We assume that the reader has some fa-
miliarity with valuation theory. We let Fv the residue field of (F, v),Ov be the valuation ring
andMv be the maximal ideal ofOv. We denote the henselization of (F, v) by (Fh, vh). Given
a function p : Fn → Fm such that p = (p1, . . . , pm) for some p1, . . . , pm ∈ F[X1, . . . , Xn]
we let Jp(a) be the Jacobian of p at a ∈ Fn.
Lemma 4.1. Let p ∈ F[X1, . . . , Xn]n and let B ⊆ (Fh)n be an open polydisc. Suppose that
Jp(a) , 0 for some a ∈ (B ∩ Fn). There is an open polydisc U ⊆ B with a ∈ U such that
the restriction of p to U is injective.
Proof. This follows immediately from [PZ78, Theorem 7.4]. 
Proposition 4.2. Suppose that (F, v) is dp-minimal. Let p1, . . . , pn ∈ F[X1, . . . , Xn] and
p = (p1, . . . , pn). If Jp(a) , 0 at a ∈ F then p(U) has non-empty interior for all nonempty
open neighborhoods U of a.
Proof. This follows immediately from the previous lemma along with Proposition 3.9. 
The following lemma is included in the proof of the weakly o-minimal case in [MMS00]
and stated for arbitrary fields in [Gui14]. This lemma goes back to [MMvdD83].
Lemma 4.3. Let K be a field extension of F and let α ∈ K \ F be algebraic over F. Let
α = α1, . . . , αn be the conjugates of α over F and let g be given by:
g(X0, . . . , Xn−1, Y) :=
n∏
i=1
Y −
n−1∑
j=0
α
j
i X j
 .
Then g ∈ F[X0, . . . , Xn−1, Y] and there are G0, . . . ,Gn−1 ∈ F[X0, . . . , Xn−1] such that
g(X0, . . . , Xn−1, Y) =
n−1∑
j=0
G j(X0, . . . , Xn−1)Y j + Yn.
Letting G = (G0, . . . ,Gn−1) we have:
(1) If c¯ = (c0, . . . , cn−1) ∈ Fn and c j , 0 for some then g(c¯, Y) has no roots in F;
(2) There is a ¯d = (d0, . . . , dn−1) ∈ Fn such that d j , 0 for some j and JG( ¯d) , 0.
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In the proposition below Γ is the value group of (F, v). In the ordered case this proposi-
tion is a consequence of Proposition 3.6 of [Gui14] which shows that a dp-minimal ordered
field is closed in its real closure.
Proposition 4.4. Suppose that (F, v) is dp-minimal and let (Fh, vh) be the henselization of
(F, v). Let α ∈ Fh such that for any γ ∈ Γ there is some β ∈ F such that vh(β − α) ≥ γ.
Then α ∈ F.
Proof. The proof is essentially the same as those of [MMS00, 5.4] and [Gui14, 3.6]. We
give slightly less details. We suppose that α has degree n over F and let g and G be as
in Lemma 4.3. Let ¯d be as in (2) above. By Lemma 4.1, there is an open set U ⊆ Fn
containing ¯d such that the restriction of G to U is injective. By Proposition 4.2, G(U) has
non-empty interior. As JG is continuous we may assume, after shrinking U if necessary,
that JG is nonzero on U. In the same manner we may suppose that for all (x0, . . . , xn−1) ∈ U
there is a j such that x j , 0. After changing the point ¯d if necessary we may also assume
that e¯ := G( ¯d) lies in the interior of G(U). We define a continuous function f : Fh \ {0} →
Fh by
f (y) := −
yn +
n−2∑
j=0
e jy j

/
yn−1.
Thus for every y , 0 we have:
yn + f (y)yn−1 +
n−2∑
j=0
e jy j = 0.
We define
h(x) :=
n−1∑
j=0
d jx j.
Then h(α) is a zero of g( ¯d, Y), so h(α) , 0 as g( ¯d, y) has no roots in F. As h(α) is a zero of
g( ¯d, y) we also have f (h(α)) = en−1. If β ∈ F is sufficiently close to α then h(β) , 0 and
(e0, . . . , en−2, ( f ◦ h)(β)) ∈ V.
There is thus a c¯ ∈ U with
G(c¯) = (e0, . . . , en−2, ( f ◦ h)(β)).
Now by our choice of U, there is a j such that c j , 0 and so g(c¯, Y) has no root in F. On
the other hand, h(β) is a root of g(c¯, Y). Contradiction. 
Proposition 4.5. If (F, v) is dp-minimal then v is henselian.
Proof. Suppose that (F, v) is dp-minimal. Let Ov be the valuation ring and Γ be the value
group. This proof follows the proofs of [MMS00, 5.12] and [Gui14, 3.12]: We suppose
towards a contradiction that v is not henselian. There is a polynomial
p(X) = Xn + aXn−1 +
n−2∑
i=0
ciXi ∈ Ov[X]
such that v(a) = 0, v(ci) > 0 for all i and such that p has no root in F. Let α ∈ Fh be such
that p(α) = 0, v(α − a) > 0 and v(p′(α)) = 0. Consider the subset
S := {vh(b − α) ∈ Γ | b ∈ F, vh(b − α) > 0}
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of Γ, and let ∆ be the convex subgroup of Γ generated by S .
Claim: S is cofinal in ∆.
Proof of claim: Identical with that of [MMS00, Claim 5.12.1].
Let w be the coarsening of v with value group Γ/∆ and let wh be the corresponding coars-
ening of vh. As ∆ is externally definable, w is definable in the Shelah expansion of (F, v).
Then (F, v,w) is dp-minimal and so the residue field Fw of w is also dp-minimal. We let v¯
be the non-trivial valuation induced on Fw by v.
Claim: There is a β ∈ F such that p(β) ∈ Mw.
Proof of claim: By the definition of ∆, the residue αwh is approximated arbitrarily well
in the residue field Fw (with respect to the valuation v¯). We show that (Fhwh, v¯h) is a
henselization of (Fw, v¯): Since w is a coarsening of v, (Fh, vh) contains the henselization
of (F,w). If these henselization coincide, (Fw, v¯) is henselian by [EP05, 4.1.4]. If the
extension is proper, [EP05, 4.1.4] implies once more that (Fhwh, v¯h) is a henselization of
(Fw, v¯), as desired. Thus Proposition 4.4 gives αwh ∈ Fw. Take some β ∈ F with the same
residue (with respect to w) as α. In particular, β is a root of the polynomial p¯(x) (that is
p(x) considered in Kw), i.e., we have p(β) ∈ Mw. This proves the claim.
We declare
J := {b ∈ F | v(b − a) > 0}.
Then, as β − α ∈ Mw ⊆ Mv holds, we have β ∈ J.
Claim: For all b ∈ J, we have v(b − α) = v(p(b)).
Proof of claim: This is shown in the first part of the proof of [MMS00, Claim 5.12.2].
However, by the definition of ∆, w(p(b)) = 0 for any b ∈ J. This contradicts p(β) ∈ Mw,
and hence finishes the proof. 
5. Dp-Minimal Ordered Abelian Groups
In this section (Γ,+,≤) is an ℵ1-saturated ordered abelian group with no additional
structure. In this section we describe dp-minimal ordered abelian groups without addi-
tional structure. Let M be a first order structure expanding a linear order in a language L
and suppose that M is |L|+-saturated. Then M is weakly quasi-o-minimal if every defin-
able subset of M is a boolean combination of convex sets and ∅-definable sets. This notion
was introduced in [Kud10]. We say that Γ is non-singular if Γ/pΓ is finite for all primes
p. Proposition 5.27 of [ADH+13] implies that a nonsingular torsion free abelian group
without additional structure is dp-minimal.
Proposition 5.1. The following are equivalent:
(1) (Γ,+,≤) is non-singular.
(2) (Γ,+,≤) is dp-minimal.
(3) There is a definitional expansion of (Γ,+,≤) by countably many formulas which is
weakly quasi-o-minimal.
Proof. Theorem 6.8 of [ADH+11] implies that a weakly quasi-o-minimal structure is dp-
minimal so (3) implies (2). We show that (2) implies (1). Suppose that (Γ,+,≤) is dp-
minimal. The subgroup pΓ is cofinal in Γ for any prime p. A cofinal subgroup of a dp-
minimal ordered group has finite index, see [Sim11, Lemma 3.2]. Thus Γ is non-singular.
It remains to show that (1) implies (2). Suppose that Γ is non-singular. We apply the
quantifier elimination for ordered abelian groups given in [CH11]. We use the notation of
that paper. We let Lqe be the language described in [CH11]. Given an abelian group G and
x, y ∈ G we say that x ≡m y if x − y ∈ mG.
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For a ∈ Γ and prime p we let Ha,p be the largest convex subgroup of Γ such that
a < Ha,p + pΓ. In Lqe for each p there is an auxiliary sort Sp = Γ/ ∼ where a ∼ b if
and only if Ha,p = Hb,p. As Ha,p only depends on the class of a in Γ/pΓ, Sp is finite. The
other auxiliary sorts Tp and T +p parametrize convex subgroups of Γ defined as unions or
intersections of the Ha,p, hence they are also finite. Given an element α of an auxiliary
sort we let Γα be the convex subgroup of Γ associated to α. For k ∈ Z we let kα be the
kth multiple of the minimal positive element of Γ/Γα if Γ/Γα is discrete and set kα = 0
otherwise. Fix α and let π : Γ → Γ/Γα be the quotient map. Given ⋄ ∈ {=,≤,≡m} and
a, b ∈ Γ we say that a ⋄α b holds if and only if π(a) ⋄ π(b) holds in Γ/Γα. For each α and
m,m′ ∈ N Lqe also has a binary relation denoted by ≡[m
′]
m,α . We do not define this relation
here, as for our purposes it suffices to note that the truth value of a ≡[m
′]
m,α b depends only
on the classes of a and b in Γ/mΓ. As the auxiliary sorts are finite it follows from the main
theorem in [CH11] that every definable subset of Γk is a boolean combination of sets of the
form
{x¯ ∈ Γk : t(x¯) ⋄α t′(x¯) + kα},
for Z-linear functions t, t′, α from an auxiliary sort and ⋄ ∈ {=,≤,≡m,≡[m
′]
m }. If ⋄ is ≡[m
′]
m
then kα = 0. We claim that (Γ,+ ≤) admits quantifier elimination in the language Lshort
containing:
• the constant 0, the symbols + and − and the order relation ≤;
• for each n and each class a¯ ∈ Γ/nΓ, a unary predicate Un,a¯(x) naming the preimage of
a¯ in Γ;
• unary predicates naming each subgroup Ha,p;
• constants naming a countable submodel Γ0.
Having named a countable model, we can consider that the auxiliary sorts are in our
structure, by identifying each one with a finite set of constants which projects onto it. We
do not need to worry about the structure on those sorts since they are finite. Consider a
2-ary relation x1 ⋄α x2 + kα where ⋄ ∈ {=, <,≡m}, k ∈ Z, m ∈ N, α from an auxiliary sort.
If the symbol is equality then this is equivalent to x2 − x1 + c ∈ Ha,n for an appropriate a, n
and constant c ∈ Γ0 projecting onto kα. If the symbol is < then we can rewrite it as
[x1 < x2 + c] ∧ [x2 − x1 + c < Ha,n].
Finally, if the symbol is a congruence relation, then its truth value depends only on the
images of x1 and x2 in Γ/mΓ, hence the formula is equivalent to a boolean combination
of atomic formulas Um,a¯(x1) and Um,a¯(x2). The only relations left in Lqe are of the form
x ≡
[m′]
m,α y, but again their truth value depends only on the image of x and y in Γ/mΓ, so they
can be replaced by Lshort quantifier-free formulas.
Weak quasi-o-minimality follows easily from quantifier elimination in Lshort: an in-
equality of terms t(x) ≤ t′(x) defines a convex set, any atomic formula t(x) ∈ Ha,p for t a
term defines a convex set; an atomic formula of the form Um,a¯(t(x)) defines a ∅-definable
set. 
6. dp-minimal ordered fields
In this section F is an ordered field with no additional structure. We make use of the
following:
Proposition 6.1 ([CS15]). Let (K, v) be a henselian valued field of equicharacteristic zero.
Then (K, v) is dp-minimal if and only if the residue field and value group of (K, v) are
dp-minimal.
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Given a field k and an ordered abelian group Γ, k((tΓ)) is the field of Hahn series with
coefficients in k and exponents in Γ. By the Ax-Kochen/Ersov Theorem ([PD11, 4.6.4]) a
field K admitting a henselian valuation with residue characteristic zero, residue field k and
value group Γ is elementarily equivalent to k((tΓ)).
Theorem 6.2. The ordered field F is dp-minimal if and only if F ≡ R((tΓ)) for some non-
singular ordered abelian group Γ.
Proof. Suppose that F ≡ R((tΓ)) for a non-singular ordered abelian group Γ. Then Propo-
sition 5.1 and Proposition 6.1 together show that F is dp-minimal. Suppose that F is
dp-minimal. We suppose without loss of generality that F is ℵ1-saturated. Let O be the
convex hull of Z in F. As O is convex, it is externally definable. Thus (F,O) is dp-minimal.
As O is a valuation ring, Proposition 4.5 implies that the associated valuation is henselian.
Let Γ be the value group of this valuation. Then Γ is dp-minimal hence non-singular. The
residue field is a subfield of R. It follows from ℵ1-saturation that the residue field is equal
to R. The Ax-Kochen/Ersov Theorem now implies F ≡ R((tΓ)) (as valued fields). By
[DF96, Corollary 3.6], we also get F ≡ R((tΓ)) (as ordered fields). 
Corollary 6.3. Suppose that F is dp-minimal. Then F has small absolute Galois group. In
particular, F satisfies the Galois-theoretic assumption in the Shelah-Hasson Conjecture,
i.e. for all L ⊇ F finite and for all n ∈ N, the index [L× : (L×)n] is finite.
Proof. Suppose we have F ≡ R((tΓ)) for a nonsingular Γ. For each prime p let rp be the
Fp-dimension of Γ/pΓ. The proof of Proposition 5.3 in [FJ15] shows that the absolute
Galois group of F is isomorphic to the small group
∏
p
Z
rp
p
 ⋊ Z/2Z,
where the product is taken over all primes p. 
7. dp-minimal fields with type v topologies
In this section we show that a dp-minimal field which admits a definable type V topol-
ogy is either real closed, algebraically closed or admits a non-trivial definable henselian
valuation. We first recall the notion of a type V topological field.
Let F be a topological field. We say that a subset A ⊆ F is bounded if for every
neighborhood U of zero there is a neighborhood V of zero such that VA ⊆ U. It is clear
that subsets of bounded sets are bounded and finite unions of bounded sets are bounded, it
is not difficult to show that if A, B ⊆ F are bounded then so are A + B and AB. A subset
A ⊆ F is bounded away from zero if there is a neighborhood of zero which is disjoint
from A. We say that F is type V if any set A ⊆ F is bounded if and only if A−1 is bounded
away from zero. If F is a type V topological field and U is a bounded neighborhood of
zero then the sets of the form aU + b for a, b ∈ F form a basis for the topology on F. We
say that a first order expansion of a field K admits a definable type V topology if there is
type V topology on T on K and a definable set U ⊆ K which is open and bounded with
respect to T .
Lemma 7.1. Let F be a first order structure expanding a field in a language L. Suppose
that F is |L|+-saturated and admits a definable type V topology T . Then F admits an
externally definable valuation O. In particular, if F is dp-minimal then F has a valuation
ring O such that (F,O) is dp-minimal.
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Proof. Let F0 be an elementary substructure of F of cardinality |L|. Let O be the union of
all F0-definable bounded sets. We show that O is a valuation ring of F. If A, B ⊆ F are
bounded then A + B and AB are also bounded, so O is a subring of F. Suppose that a < O.
Then there is a F0-definable open neighborhood U of zero such that a < U. As (F \ U)−1
is bounded we have a−1 ∈ O. Thus O is a valuation subring of F. Let ν be the valuation
associated toO. We show that the ν-topology agrees with T on F. If A ⊆ F is bounded and
U ⊆ F is bounded and open then A + U is bounded. Thus every bounded definable subset
of F is contained in an open bounded definable subset of F. It follows that O is T -open,
so every ν-open set is T -open. To show that every T -open set is ν-open it suffices to fix an
ν-open neighborhood V of zero and find an a ∈ F such that aO ⊆ V . Let V be a definable
open neighborhood of zero. For every bounded F0-definable U ⊆ F there is an a ∈ F such
that aU ⊆ V . Applying |L|+-saturation there is an a ∈ F such that aU ⊆ V holds for every
F0-definable bounded set U, we have aO ⊆ V for this a.
We now show that O is externally definable. Let F′ be an |F |+-saturated elementary
expansion of F. Let U ⊆ F be an F0-definable bounded open neighborhood of zero and
let U ′ be the subset of F′ defined by the defining formula of U. For every F0-definable
bounded set V ⊆ F there is an a ∈ F0 such that V ⊆ aU. Furthermore aU is disjoint from
F \ O for every a ∈ F0. An application of |F |+-saturation shows that that there is an a ∈ F′
such that V ⊆ aU ′ holds for every F0-definable bounded set V and aU ′ is disjoint from
F \ O. Then aU ′ ∩ F = O holds for this a. Thus O is externally definable. 
We now show that a dp-minimal field which admits a definable type V topology admits
a definable henselian valuation. We let Lring be the language of rings. By Lemma 7.1 it
suffices to show that a dp-minimal valued field admits an Lring-definable henselian valu-
ation. Recall that if (K, v) is an equicharacteristic valued field and K is perfect then the
residue field Kv is perfect. Recall that dp-minimal fields are perfect, see Lemma 2.3. We
implicitly use these facts several times in this section to upgrade the assumption ‘separably
closed’ to ‘algebraically closed’.
Let K be a field and p be a prime. We say that K is p-closed if K has no nontrivial
Galois extensions of degree p. The term “p-closed” has been given other meanings in the
literature. We say that K is henselian if K admits some non-trivial henselian valuation.
A valuation on K is p-henselian if it extends uniquely to every Galois extension of K
of p-power degree. We say that K is p-henselian if K admits a non-trivial p-henselian
valuation.
A non-separably closed henselian field K admits a canonical henselian valuation vK
(cf. [EP05, p. 106]): The valuation rings of henselian valuations on K with non-separably
closed residue field are ordered by inclusion. If K admits no henselian valuation with
separably closed residue field then vK is the finest henselian valuation on K. If K admits
a henselian valuation with separably closed residue field then vK is the coarsest henselian
valuation with separably closed residue field. In the second case, all henselian valuations
with non-separably closed residue field are coarsenings of vK . In either case, vK is non-
trivial.
Suppose there is a prime p such that K is p-henselian and not p-closed (if p = 2, assume
further that K admits a Galois extension of degree 4, i.e., that K is not euclidean). Then
K admits a canonical p-henselian valuation vpK on K (cf. [Koe95, p. 97]). The valuation
rings of p-henselian valuations with non p-closed residue fields are ordered by inclusion.
If K does not admit a henselian valuation with p-closed residue field then vpK is the finest
p-henselian valuation on K. If K admits a henselian valuation with p-closed residue field
then vpK is the coarsest henselian valuation with p-closed residue field. In this case, all
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henselian valuations whose residue fields are not p-closed are coarsenings of vpK . In either
case v
p
K is non-trivial.
Proposition 7.2. Let (K, v) be a dp-minimal valued field and let vK be the canonical
henselian valuation on K. One of the following holds:
(1) KvK is separably closed,
(2) KvK is real closed,
(3) vK is Lring-definable.
Proof. Let vK denote the canonical henselian valuation on K and assume that KvK is nei-
ther separably closed nor real closed. Thus vK is the finest henselian valuation on K. There
is a prime p and a finite Galois extension k of KvK such that k admits a Galois extension
of degree p (and, if p = 2, also a Galois extension of degree 4, see [EP05, Theorem 4.3.5].
There is also a finite Galois extension L of K such that Lw = k, where w is the unique pro-
longation of v to L. If char(L) , p we may additionally assume that L contains a primitive
pth root of unity ζp: [EP05, Theorem 4.3.5] implies the residue field of L(ζp) with respect
to the (unique) prolongation of vK still admits a Galois extension of degree p.
Note that as k is not p-closed, neither is L ([EP05, Theorem 4.2.6]). The canonical
p-henselian valuation vpL on L is nontrivial and Lring-definable (cf. [JK15b, Theorem 3.1]).
By the defining properties of vpL and as Lw admits a Galois extension of degree p, w is
a coarsening of vpL. As L is interpretable in K, the restriction u of v
p
L to K is also a non-
trivial definable valuation on K. Since w is a coarsening of vpL, u is a refinement of vL.
As u is definable (K, u) is dp-minimal, hence henselian. Proposition 4.5 implies that (K, u)
is henselian. As vK has no henselian refinements we conclude that u = vK . Thus vK is
definable. 
Corollary 7.3. Let (K, v) be a dp-minimal valued field. Then either K is algebraically
closed or real closed or K admits a non-trivial Lring-definable henselian valuation.
Proof. Assume that K is neither algebraically closed nor real closed. It follows that K is
not separably closed. Let vK denote the canonical henselian valuation on K. If KvK is
separably closed (respectively real closed), then K admits a non-trivial definable henselian
valuation by [JK15a, Theorem 3.10] (respectively [JK15a, Corollary 3.11]). Otherwise, vK
is definable by Proposition 7.2. 
By Lemma 7.1 and Corollary 7.3 we have:
Proposition 7.4. Let K be a dp-minimal field admitting a definable type V topology. Then
K is either real closed, algebraically closed or admits a non-trivial definable henselian
valuation.
For the remainder of this section F is an ordered field with real closure R. To end this
section, we give an explicit construction of an Lof-definable non-trivial valuation on a dp-
minimal ordered field which is not real closed. Here Lof denotes the language of ordered
fields, i.e., Lof = Lring ∪ {≤}. By Proposition 4.5, any such valuation is henselian. The
existence of such a valuation is already implied by the results above, however, the proofs
given above are non-constructive. In fact, we prove a stronger result: an ordered field is
either dense in its real closure or admits a definable valuation.
Lemma 7.5. Let F be an ordered field with real closure R. Fix α ∈ R, and suppose that
for each ǫ ∈ F with ǫ > 0, there exists b ∈ F such that |α− b| < ǫ. Then, α is in the closure
of F.
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Proof. We need to show that for each ǫ ∈ R>0 there is some δ ∈ F>0 with δ < ǫ. Assume
not, so there is some ǫ ∈ R>0 such that for all δ ∈ F>0 the inequality ǫ < δ holds. Then, if
f (X) = ∑i≤n aiXi ∈ F[X] is irreducible we have a0 , 0 and −δ < ∑0<i≤n aiǫi < δ holds for
all δ ∈ F>0. Thus, f (ǫ) , 0. This contradicts the fact that R is algebraic over F. 
We can now give the final results of this paper:
Proposition 7.6. Let F be an ordered field with real closure R. One of the following holds:
(1) F is dense in R;
(2) F admits an Lof-definable valuation.
Proof. We suppose that F is not dense in R. Let α be an element of R which is not in the
closure of F. Without loss of generality, we may assume α > 0. Then
D := {a ∈ F | a < α}
is a definable subset of F. Hence,
A := {y ∈ F≥0 | y + D ⊆ D}
is also a definable subset of F.
Claim: {0} ( A ( F≥0 is a proper convex semigroup of F.
Proof of claim: It is easy to see that A is a convex and closed under addition. Furthermore,
A is closed under addition since for y1, y2 ∈ A and d ∈ D we have
(y1 + y2) + d = y1 + (y2 + d)︸  ︷︷  ︸
∈D
∈ D.
Finally, assume A = {0}. Then, for all ǫ ∈ F>0 there is some d ∈ D with d + ǫ > α, hence
α − d < ǫ. Lemma 7.5 now implies that α is in the closure of F, a contradiction. This
proves the claim.
Let O = {a ∈ F : aA ⊆ A} be the multiplicative stabilizer of A. It is easy to see that O is a
convex subring of F. For any b ∈ F≥0 with b > a for all a ∈ A we have b < O. Thus O is
non-trivial. 
Corollary 7.7. Let F be a dp-minimal ordered field which is not real closed. Then, the
definable valuation constructed in the proof of Proposition 7.6 is non-trivial and henselian.
Proof. Assume that F is a dp-minimal ordered field. By [Gui14, Proposition 3.6], F is
closed in its real closure R. Thus, if F is not real closed, F cannot be dense in R and thus
admits a definable non-trivial valuation ring O by Proposition 7.6. Now, Proposition 4.5
implies that O is henselian. 
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