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ABSTRACT
This paper evaluates the performance of a variant of the
local-meta-model CMA-ES (lmm-CMA) in the BBOB 2013
expensive setting. The lmm-CMA is a surrogate variant
of the CMA-ES algorithm. Function evaluations are saved
by building, with weighted regression, full quadratic meta-
models to estimate the candidate solutions’ function values.
The quality of the approximation is appraised by checking
how much the predicted rank changes when evaluating a
fraction of the candidate solutions on the original objec-
tive function. The results are compared with the CMA-ES
without meta-modeling and with previously benchmarked
algorithms, namely BFGS, NEWUOA and saACM.
It turns out that the additional meta-modeling improves
the performance of CMA-ES on almost all BBOB functions
while giving signiﬁcantly worse results only on the attractive
sector function. Over all functions, the performance is com-
parable with saACM and the lmm-CMA often outperforms
NEWUOA and BFGS starting from about 2×D2 function
evaluations with D being the search space dimension.
Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—global opti-
mization, unconstrained optimization; F.2.1 [Analysis of
Algorithms and Problem Complexity]: Numerical Al-
gorithms and Problems
Keywords
Benchmarking, Black-box optimization, expensive optimiza-
tion, surrogate, CMA-ES
1. INTRODUCTION
The local-meta-model CMA-ES (lmm-CMA) introduced
in [8] is an algorithm dedicated to optimization in contexts
where the objective function is expensive to evaluate. The
underlying algorithm is the well-known CMA-ES [7] where
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
GECCO’13 Companion, July 6–10, 2013, Amsterdam, The Netherlands.
Copyright 2013 ACM 978-1-4503-1964-5/13/07 ...$15.00.
evaluations of the (expensive) objective function f : RD →
R are replaced by approximated function values estimated
by building for each point a quadratic meta-model fˆ using
the set of points already evaluated on f itself. The quality
of the approximated solutions is appraised by tracking how
the ranking of the solutions changes when a fraction of the
candidate solutions is evaluated on f and new quadratic
meta-models are built.
This paper evaluates a variant of the original lmm-CMA
described in [8] on the BBOB 2013 expensive setup and com-
pares it to CMA-ES without meta-modeling using the exact
same maximal budget as well as to previously benchmarked
algorithms namely the NEWUOA, BFGS and saACM algo-
rithms. Section 2 describes in details the algorithm while
Section 3 presents the diﬀerent results obtained.
2. THE lmm-CMA
The lmm-CMA algorithm builds on the (μ/μw, λ)-CMA-
ES [6] and replaces the evaluation step of the λ candidate
solutions by a surrogate-assisted procedure. More precisely,
the algorithm is using a database S of solutions evaluated
on the original objective function f stored as couples (si ∈
R
D, yi = f(si)). Until a minimum number of data points
are stored in the database, the normal CMA-ES iterations
are conducted. The minimal number of points required to
start the surrogate-assisted procedure equals lsqDim + 1 =
D(D + 3)/2 + 1 + 1 that corresponds to the number of free
parameters of one meta-model (see below) plus 1. Once this
minimal number of points is in the database, the surrogate-
assisted evaluation procedure (see Algorithm 1) is called to
replace at each iteration the evaluations of the λ candidate
solution on the objective function f . This procedure aims
at providing an estimation of the ranking of the μ (out of λ)
best candidate solutions to CMA-ES. Indeed, CMA-ES is a
rank-based algorithm that only requires the ranking of the
solutions (and not the exact function value of each solution)
to perform all its updates.
The general idea of the surrogate-assisted procedure is to
build for each candidate solution xk a full quadratic meta-
model fˆxk which has lsqDim =D(D+3)/2+1 free parame-
ters. This quadratic meta-model is then used to predict the
function value at the corresponding solution xk by evaluat-
ing it on fˆxk . The construction of the quadratic meta-model
is described in detail in Section 2.1.
The quality of the ranking predicted by the construction
of the meta-model for each candidate solution is ensured
by evaluating a portion of the best individuals (parameters
ninit ≥ 0 and nb > 0 in Algorithm 1) on the original ob-
jective function f ; performing anew the construction of the
meta-models for each candidate solution and using the pre-
dicted ranking only if the ranking change is not too large.
We refer to the pseudocode given in Algorithm 1 for the de-
tails and point out that it is diﬀerent to the original code
published in [8].
The diﬀerences have two origins: (i) we started from the
code kindly provided by Stefan Kern and noticed diﬀerences
between the code provided and the pseudocode published.
(ii) In addition, we implemented more changes to improve
the original algorithm and to deal with numerical instabili-
ties.
First, we changed the acceptance criterion for the ranking.
We remind that in the original algorithm, after a fraction
of candidate solutions are evaluated on the original func-
tion, the surrogate-assisted procedure will be stopped if and
only if the exact ranking of the μ best solutions stays the
same. This acceptance criterion is more and more diﬃcult
to satisfy when the population size increases and leads to no
speed-up w.r.t. the original CMA-ES [2]. We therefore com-
pute the model-error between the old and new ranking as
the sum of the rank diﬀerences (see line 15 of Algorithm 1)
and accept the predicted ranking as soon as the model-error
between the current and the previous ranking is not larger
than a given quality-threshold that we have set after some
parameter tuning on a few functions to λ2/20.
Second, the original paper proposes to start the surrogate-
assisted procedure after the ﬁrst 2× lsqDim points are in the
database and to use for each construction of the meta-model
the closest knn = 2 × lsqDim points from the database S .
Instead, in order to save more function evaluations, we start
to build the meta-models as soon as the database contains
lsqDim+1 points and we use a number of points knn to build
each meta-model that equals min(ktargetnn ,
√
(|S| × lsqDim)
where |S| is the number of points in the database when enter-
ing the surrogate-assisted evaluation procedure and ktargetnn =
2×lsqDim (see also Algorithm 1). The model building is fur-
thermore considered unsuccessful, if in a single coordinate
both linear and quadratic coeﬃcients are zero, in which case
all candidate solutions of the iteration are evaluated on the
original objective.
2.1 Construction of a meta-model
We describe in this section the construction of a full quadratic
meta-model for a candidate solution called here query point.
This construction uses the database S of points already vis-
ited and evaluated on the original objective function as well
as a distance deﬁned via the covariance matrix C and step-
size σ of CMA-ES. This distance d is the Mahalanobis dis-
tance associated to the overall covariance matrix σ2C, i.e.
for all x ∈ RD and y ∈ RD
d(x,y) =
√
(x− y)TC−1/σ2(x− y) = ‖M(x− y)‖ (1)
with ‖.‖ the Euclidean norm and M in the RHS being equal
to M = 1
σ
D−
1
2BT with B an orthogonal matrix and D a
diagonal matrix that stem from the eigen-decomposition of
C, i.e. C = BDBT . It follows from the deﬁnition of M that
MTM = 1
σ2
C−1.
Let q be a query point where a quadratic meta-model
needs to be built. The expression of this meta-model with
respect to the variable z = M(x− q) reads
fˆβ(x) = (x− q)TMTAM(x− q) + aTM(x− q) + a0 (2)
= zTAz+ aT z+ a0
where β = [A,a, a0] (with A ∈ RD×D symmetric, a ∈
R
D and a0 ∈ R+) needs to be determined. To build the
meta-model, we select from the database S the knn near-
est points to q according to the Mahalanobis distance (1).
Those knn nearest points are denoted (si, yi = f(si))1≤i≤knn
and assumed sorted ((sknn , yknn) has the largest distance).
We then determine the coeﬃcients of β that minimize the
weighted least square error
LS(β) =
knn∑
i=1
K
(
d(si,q)
d(sknn ,q)
)
(fˆβ(si)− yi)2 , (3)
where we use for the kernel function K(ξ) = (1 − ξ2)2 and
d is the Mahalanobis distance. The implementation of the
solution of the least-square problem (3) uses the fact that
the thought quadratic model is linear in the coeﬃcients of
β, more precisely fˆβ(si) = z˜i.β˜ where zi = M(si − q) and
given a vector z = (z1, . . . , zD)
T the vector z˜ ∈ RD(D+3)/2+1
equals
z˜ = (z21, . . . , z
2
D, z1z2, . . . , zD−1zD, z1, . . . , zD, 1)
and β˜ = (A11, . . . ,ADD, 2A12, . . . , 2AD−1,D,a1, . . . ,aD, a0)T .
Deﬁning the matrix W = diag
√
K(d(si,q)/d(sknn ,q)), the
weighted Least Square error in (3) writes
LS(β˜) = ‖WZβ˜ −WY‖2
where
Z =
(
z˜1
z˜2
...
z˜knn
)
,Y = (y1, . . . , yknn)
T
and is solved in our Matlab implementation using the back-
slash operator, i.e.
β˜ = WZβ˜\WY .
The estimate of the function value at the query point q
corresponds to the last coeﬃcient of β˜ encoding the constant
term of the quadratic model in the chosen representation (2).
2.2 Parameter tuning
The setting for the parameters used for the surrogate as-
sisted procedure is indicated in the pseudo-code in Figure 1.
One speciﬁc parameter was tuned using the BBOB bench-
mark suite, namely the quality threshold parameter: two ex-
periments were conducted, one with quality threshold equal
to 1 and another one with a very large value equal to 1012.
Then the quality threshold parameter was tuned using a few
trials on single functions to a value small enough so that the
functions not solved with the threshold value of 1012 but
solved with a threshold equal to 1 could be solved, and large
enough to not loose much on the other functions. In addi-
tion, the default parameters of CMA-ES were used.
3. RESULTS
The following subsections present the results after running
the Matlab lmm-CMA code on the BBOB’2013 testbed with
Algorithm 1 Pseudocode of the ranking prediction in the (μ/μw, λ)-lmm-CMA variant benchmarked here.
Require: λ solutions xk (1 ≤ k ≤ λ) and at least lsqDim + 1 points si with true function value yi = f(si) in database S
Parameters: ninit ≥ 0, nb > 0, a quality threshold ≥ 0, and the number of nearest neighbors knn used in the meta
modeling (here ninit is initially chosen as 1 in each CMA-ES run and later adapted in lines 16–17, nb = max{λ/20, 1},
quality threshold = λ2/20, and knn = min{ktargetnn ,
√|S| × lsqDim} with ktargetnn = 2× lsqDim)
Ensure: returns a ranking of the best μ solutions
1: for all xk (1 ≤ k ≤ λ) do
2: model building: build local model fˆβk based on knn individuals in database S closest to xk
3: rank: generate rankingμ0 of the μ best individuals based on the function values fˆβk (xk)
4: evaluate the ninit best individuals (based on ranking
μ
0 ) on true function f and add them with their function values to S
5: for all xk (1 ≤ k ≤ λ) do
6: model building: build local model fˆβk based on knn individuals in database S closest to xk
7: rank: update rankingμ0 of the μ best individuals based on the function values fˆβk(xk)
8: set modelerror = + inf; set counter i = 0
9: while not all λ individuals evaluated on true objective function and modelerror > quality threshold do
10: set i = i+ 1
11: evaluate the next nb best unevaluated individuals (based on previous ranking
μ
i−1) and add them with their function
values to S
12: for all xk (1 ≤ k ≤ λ) do
13: model building: build local model fˆβk based on knn individuals in database S closest to xk
14: rank: generate rankingμi of the μ best individuals based on the function values fˆβk (xk)
15: update modelerror between old and new ranking as
∑
1≤j≤μ |rankingμi−1(j) − rankingμi (j)|
16: if i > 2 then ninit = min(λ, ninit + nb)
17: if i < 2 then ninit = max(0, ninit − nb)
18: return rankingμi
a maximum budget of 400(D+2) function evaluations. The
lmm-CMA was run with independent restarts—doubling its
population size after each restart from an initial 4+
3 logD
(IPOP-CMA-ES setting, [1]). The initial mean vector of
the search distribution was set to 0D and the initial step
size to 2. The EvalInitialX being on, the initial mean
vector was evaluated. Other parameters were set according
to the standard CMA-ES recommendations and we refer to
the source code which is available at http://canadafrance.
gforge.inria.fr/lmmcmaes/ for details.
3.1 The lmm-CMA in the Expensive
BBOB’2013 Setting
Figures 1 and 2 and Table 1 present the results of the lmm-
CMA from experiments according to [4] on the benchmark
functions given in [3, 5] in the expensive scenario.
Three main observations can be made with respect to the
lmm-CMA and the expensive scenario: Firstly, the lmm-
CMA can solve all BBOB’2013 functions except for the multi-
modal f19 (and in 20-D, also not f23) up to the run-length
based target values just not reached by the artiﬁcial GECCO-
BBOB-2009 best algorithm for a budget of 50 × D evalua-
tions; however, not all 15 runs are successful in all dimen-
sions due to the restricted run length of 400(D+2) function
evaluations. Secondly, the median ERT is only a factor of
about 2–3 worse than for the artiﬁcial GECCO-BBOB-2009
best algorithm for all investigated run lengths in 5-D and
20-D (Fig.1). The 90%-ile of the ERT is a factor of ≤ 25
larger than the ERT of the 2009 artiﬁcial best algorithm.
Last, the ERT of the lmm-CMA is lower than the one of the
GECCO-BBOB-2009 best algorithm on f7, f17, and f18 in
5-D and 20-D (Table 1) whereas the results are signiﬁcant
only for a few run-length based targets (low budget for f18
in 20-D, 3 × D on f17 in 20-D, 10 × D for f17 in 5-D, and
for 50×D for f7 in 20-D and f18 in 5-D).
3.2 Comparison with IPOP-CMA-ES without
Meta-Modeling
To compare the lmm-CMA with its counterpart with-
out meta-modeling, the IPOP-CMA-ES, we run the IPOP-
CMA-ES for the same maximal number of 400(D+2) func-
tion evaluations and the same setting than for the lmm-CMA
(denoted IPOP400D). Due to space limitations, we cannot
show all results of the pairwise comparison between the two
algorithms, but refer to Fig. 3 and Table 2 for the main
results. We observe that, on the one hand, the lmm-CMA
shows improved performances on f1, f2, f7, f9, f10, f11, f12,
f13, and f14 in most of the dimensions. There are eight
functions overall in 20-D that can be solved up to a target
level of 10−8 (within the 400(D + 2) budget) by the lmm-
CMA but not by the IPOP400D without meta-modeling.
As both algorithms perform the evaluations on the true ob-
jective function until the database is large enough for the
model building, this increase in performance is achieved in
the later stages of the optimization. The plots in Fig. 3 show
the equivalence of the two algorithms in the early stages and
the improvement gained by the meta modeling nicely for
all of the function subgroups. Though the time, when the
ECDF plots of the two algorithms split in 20-D, depends on
the function class, it lies in all cases between 10 × D and
50 × D function evaluations—note that the meta-model is
not learned within the ﬁrst D(D + 3)/2 + 2 function evalu-
ations, which equals about 11×D in 20-D.
When compared to the earlier benchmarked IPOP-CMA-
ES with a maximal number of function evaluations of 106D
[12], the lmm-CMA is signiﬁcantly faster by a factor of about
2 on f8 and f9, by a factor of about 3 on f2 and f10, by a
factor of about 4 on f11 and f14, and by a factor of 5.8 on the
sphere to reach the target value of 10−7 in 20-D (results not
shown due to space restrictions). The improvement factors
over the IPOP-CMA-ES in 5-D are in a comparable range.
Though most of the functions show an improvement of the
lmm-CMA over the IPOP-CMA-ES without meta-modeling,
there seems to be one drawback of using the meta-model:
the impact on the attractive sector function f6 is signiﬁ-
cantly detrimental. Here, the meta-modeling slows down
the optimization by a factor of about 50 for target precision
Δfopt = 1 and does not reach smaller target values whereas
the original IPOP-CMA-ES reaches target values of about
10−7 in the budget of 400 ×D function evaluations. Other
performance decreases, however, can not be observed.
3.3 Comparison with Other Optimizers
Finally, we compare the lmm-CMA and its version with-
out meta-modeling with other algorithms that have been
reported to have good results in the expensive scenario of
BBOB. To this end, we postprocessed the online available
data sets (see e.g. http://coco.lri.fr/BBOB2009/rawdata/)
of the BFGS [10], NEWUOA [11], and IPOP-sa-ACM [9] al-
gorithms. Figure 3 shows the ECDF plots for 20-D in the
expensive scenario and Table 2 presents the ERT ratios of
all algorithms for the standard (ﬁxed) BBOB targets.
The ECDF graphs of Fig. 3 show thereby a quite simi-
lar performance between the lmm-CMA and the also meta-
model assisted IPOP-sa-ACM in all function classes. Only
for very short run lengths up to 10×D, lmm-CMA is faster
than IPOP-sa-ACM, most likely because the initial point is
the middle of the search domain (all zeros). Except for the
multi-modal functions f15–f19, where NEWUOA is always
worse, the lmm-CMA is outperformed by NEWUOA in the
early optimization stages (up to about 30×D function eval-
uations) and for the moderate and weakly-structured multi-
modal functions where NEWUOA is better for all budgets
until 1000 × D. The IPOP-sa-ACM is furthermore better
than the lmm-CMA in the later stages on the moderate
functions and BFGS is better than the lmm-CMA on the
separable and ill-conditioned functions in the beginning and
the middle stages of the optimization respectively.
The largest performance gap to the GECCO-BBOB-2009
best algorithm can be observed for the separable problems
while over all functions, the lmm-CMA is at most a factor of
about 5 worse than the artiﬁcial best algorithm of GECCO-
BBOB-2009 (within the run-length based target values of
the expensive scenario). For the ﬁxed target scenario of Ta-
ble 2, it furthermore becomes obvious that the other algo-
rithms have been run in part much longer than the 400×D
function evaluations of the lmm-CMA and the IPOP-CMA-
ES without meta-modeling. However, the lmm-CMA allows
to solve seven of the 24 functions for all 15 instances up
to a precision of 10−8 and on additional ﬁve functions, the
lmm-CMA reaches an accuracy of 10−7 for at least one run.
The IPOP-CMA-ES version without meta-modeling, on the
other hand, reaches a target value of 10−7 in the given bud-
get of 400 × D function evaluations only on four functions
in 20-D.
3.4 CPU Timing
In order to evaluate the CPU timing of the algorithm, we
have run the Matlab lmm-CMA code on the function f8 with
5-D 20-D
f 1–f 24 in 5-D, maxFE/D=578
#FEs/D best 10% 25% med 75% 90%
2 0.62 0.79 1.1 1.6 2.2 3.4
10 0.70 0.97 1.6 2.2 3.3 5.0
100 0.33 0.45 1.4 1.9 5.2 9.7
1e3 0.31 0.56 0.83 1.8 5.8 21
RLUS/D 6e2 6e2 6e2 6e2 6e2 6e2
f 1–f 24 in 20-D, maxFE/D=442
#FEs/D best 10% 25% med 75% 90%
2 0.62 0.83 1.0 1.7 6.9 16
10 0.57 0.73 1.7 3.3 4.7 7.1
100 0.45 0.73 1.1 2.1 5.9 11
1e3 0.22 0.32 1.0 2.5 7.6 25
RLUS/D 4e2 4e2 4e2 4e2 4e2 4e2
Figure 1: ERT loss ratio versus the budget for lmm-
CMA (both in number of f-evaluations divided by
dimension). The target value ft for a given budget
FEvals is the best target f-value reached within the
budget by the given algorithm. Shown is the ERT
of the given algorithm divided by best ERT seen in
GECCO-BBOB-2009 for the target ft, or, if the best
algorithm reached a better target within the budget,
the budget divided by the best ERT. Line: geomet-
ric mean. Box-Whisker error bar: 25-75%-ile with
median (box), 10-90%-ile (caps), and minimum and
maximum ERT loss ratio (points). The vertical line
gives the maximal number of function evaluations in
a single trial in this function subset.
restarts for at least 30 seconds and until a maximum budget
equal to 400(D+2) is reached. The code was run on a Mac
Intel(R) Core(TM) i5-2400S CPU @ 2.50GHz with 1 proces-
sor and 4 cores. However, not all the full CPU available is
exploited by Matlab through parallelization, not more than
200% (out of 400 %) of the CPU was used. The time per
function evaluation for dimensions 2, 3, 5, 10, 20, 40 equals
3.8, 4.6, 7.8, 20, 170, and 4400 milliseconds respectively.
Restarts happened only up to 5-D.
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f16 4.0e+1:4.8 2.5e+1:16 1.6e+1:46 1.0e+1:120 4.0e+0:334 15/15
1.7(2) 1.8(2) 2.7(3) 2.0(2) 1.3(0.8) 15/15
f17 1.0e+1:5.2 6.3e+0:26 4.0e+0:57 2.5e+0:110 6.3e-1:412 15/15
1.7(2) 0.91(0.8) 0.70(0.5) 0.55(0.2)↓ 0.62(0.3) 15/15
f18 6.3e+1:3.4 4.0e+1:7.2 2.5e+1:20 1.6e+1:58 1.6e+0:318 15/15
1.3(1) 1.6(2) 0.92(0.8) 0.73(0.4) 0.52(0.2)↓415/15
f19 1.6e-1:172 1.0e-1:242 6.3e-2:675 4.0e-2:3078 2.5e-2:4946 15/15
55(57) 56(64) 30(33) 14(15) ∞2800 0/15
f20 6.3e+3:5.1 4.0e+3:8.4 4.0e+1:15 2.5e+0:69 1.0e+0:851 15/15
1.2(0.9) 0.83(0.5) 1.8(1) 4.0(6) 15(17) 3/15
f21 4.0e+1:3.9 2.5e+1:11 1.6e+1:31 6.3e+0:73 1.6e+0:347 5/5
1.9(2) 1.4(2) 0.93(0.7) 1.6(0.8) 2.7(4) 13/15
f22 6.3e+1:3.6 4.0e+1:15 2.5e+1:32 1.0e+1:71 1.6e+0:341 5/5
1.6(2) 1.4(1) 1.3(1) 2.5(3) 4.2(5) 12/15
f23 1.0e+1:3.0 6.3e+0:9.0 4.0e+0:33 2.5e+0:84 1.0e+0:518 15/15
1.9(2) 2.6(2) 2.6(3) 7.1(6) 10(11) 6/15
f24 6.3e+1:15 4.0e+1:37 4.0e+1:37 2.5e+1:118 1.6e+1:692 15/15
0.77(1.0) 2.0(2) 2.0(2) 1.7(1) 0.91(0.6) 15/15
20-D
#FEs/D 0.5 1.2 3 10 50 #succ
f1 6.3e+1:24 4.0e+1:42 1.0e-8:43 1.0e-8:43 1.0e-8:43 15/15
2.5(1) 2.5(1) 10(0.2) 10(0.2) 10(0.2) 15/15
f2 4.0e+6:29 2.5e+6:42 1.0e+5:65 1.0e+4:207 1.0e-8:412 15/15
0.53(0.5) 0.68(0.7) 7.2(2) 3.8(0.8) 14(1) 15/15
f3 6.3e+2:33 4.0e+2:44 1.6e+2:109 1.0e+2:255 2.5e+1:3277 15/15
1.0(1) 2.3(1) 5.9(2) 4.8(0.9) 2.1(1.0) 14/15
f4 6.3e+2:22 4.0e+2:91 2.5e+2:250 1.6e+2:332 6.3e+1:1927 15/15
1.3(2) 2.2(0.9) 2.0(0.6) 3.0(0.8) 2.0(2) 13/15
f5 2.5e+2:19 1.6e+2:34 1.0e-8:41 1.0e-8:41 1.0e-8:41 15/15
1.8(0.5) 2.1(0.6) 6.1(1) 6.1(1) 6.1(1) 15/15
f6 2.5e+5:16 6.3e+4:43 1.6e+4:62 1.6e+2:353 1.6e+1:1078 15/15
1.6(1) 1.6(1) 2.0(0.9) 6.8(3) 9.0(6) 11/15
f7 1.0e+3:11 4.0e+2:39 2.5e+2:74 6.3e+1:319 1.0e+1:1351 15/15
0.49(0.7) 1.2(0.9) 1.7(1) 1.0(0.2) 0.48(0.1)↓415/15
f8 4.0e+4:19 2.5e+4:35 4.0e+3:67 2.5e+2:231 1.6e+1:1470 15/15
2.2(2) 2.5(1) 3.3(1.0) 2.6(0.5) 1.3(0.5) 15/15
f9 1.0e+2:357 6.3e+1:560 4.0e+1:684 2.5e+1:756 1.0e+1:1716 15/15
1.6(0.4) 1.3(0.2) 1.1(0.2) 1.2(0.2) 2.1(0.5) 15/15
f10 1.6e+6:15 1.0e+6:27 4.0e+5:70 6.3e+4:231 4.0e+3:1015 15/15
3.7(3) 3.5(3) 4.2(1) 2.3(0.5) 1.0(0.2) 15/15
f11 4.0e+4:11 2.5e+3:27 1.6e+2:313 1.0e+2:481 1.0e+1:1002 15/15
1.3(1) 1.4(1.0) 4.5(3) 3.7(0.6) 2.1(0.2) 15/15
f12 1.0e+8:23 6.3e+7:39 2.5e+7:76 4.0e+6:209 1.0e+1:1042 15/15
2.0(2) 2.4(1) 2.6(0.7) 1.9(0.3) 1.1(0.1) 15/15
f13 1.6e+3:28 1.0e+3:64 6.3e+2:79 4.0e+1:211 2.5e+0:1724 15/15
1.6(0.7) 2.6(1) 3.3(0.9) 4.2(0.4) 1.1(0.2) 15/15
f14 2.5e+1:15 1.6e+1:42 1.0e+1:75 1.6e+0:219 6.3e-4:1106 15/15
3.8(5) 2.9(2) 3.0(1) 2.2(0.5) 1.9(0.1) 15/15
f15 6.3e+2:15 4.0e+2:67 2.5e+2:292 1.6e+2:846 1.0e+2:1671 15/15
1.4(2) 1.3(0.9) 0.77(0.4) 0.72(0.3) 0.86(0.3) 15/15
f16 4.0e+1:26 2.5e+1:127 1.6e+1:540 1.6e+1:540 1.0e+1:1384 15/15
4.8(7) 8.1(6) 2.7(0.9) 2.7(0.9) 1.2(0.4) 15/15
f17 1.6e+1:11 1.0e+1:63 6.3e+0:305 4.0e+0:468 1.0e+0:1030 15/15
0.62(0.8) 1(1) 0.65(0.4)↓ 0.79(0.3) 1.4(0.6) 14/15
f18 4.0e+1:116 2.5e+1:252 1.6e+1:430 1.0e+1:621 4.0e+0:1090 15/15
0.41(0.6)↓ 0.57(0.3)↓2 0.77(0.3) 0.76(0.3) 0.85(0.3) 15/15
f19 1.6e-1:2.5e5 1.0e-1:3.4e5 6.3e-2:3.4e5 4.0e-2:3.4e5 2.5e-2:3.4e5 3/15
∞ ∞ ∞ ∞ ∞8800 0/15
f20 1.6e+4:38 1.0e+4:42 2.5e+2:62 2.5e+0:250 1.6e+0:2536 15/15
0.91(0.9) 1.4(2) 3.9(0.9) 6.6(1) 23(28) 2/15
f21 6.3e+1:36 4.0e+1:77 4.0e+1:77 1.6e+1:456 4.0e+0:1094 15/15
3.5(1) 2.5(1.0) 2.5(1.0) 1.3(2) 4.3(5) 11/15
f22 6.3e+1:45 4.0e+1:68 4.0e+1:68 1.6e+1:231 6.3e+0:1219 15/15
3.1(1) 5.8(2) 5.8(2) 5.9(6) 3.8(5) 11/15
f23 6.3e+0:29 4.0e+0:118 2.5e+0:306 2.5e+0:306 1.0e+0:1614 15/15
1.9(3) 8.2(9) 408(462) 408(462) ∞8800 0/15
f24 2.5e+2:208 1.6e+2:918 1.0e+2:6628 6.3e+1:9885 4.0e+1:3162915/15
0.74(0.2)↓ 1.1(0.8) 1.4(1) 1.2(1) 1.2(1) 3/15
Table 1: Expected running time (ERT in number of function evaluations) of the lmm-CMA divided by the
best ERT measured during BBOB-2009. The ERT and in braces, as dispersion measure, the half diﬀerence
between 90 and 10%-tile of bootstrapped run lengths appear in the second row of each cell, the best ERT
(preceded by the target Δf-value in italics) in the ﬁrst. #succ is the number of trials that reached the
target value of the last column. The median number of conducted function evaluations is additionally given
in italics, if the target in the last column was never reached. Bold entries are statistically signiﬁcantly better
(according to the rank-sum test) compared to the best algorithm in BBOB-2009, with p = 0.05 or p = 10−k
when the number k > 1 is following the ↓ symbol, with Bonferroni correction by the number of functions.
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Figure 2: Expected number of f-evaluations (ERT, lines) to reach fopt +Δf ; median number of f-evaluations
(+) to reach the most diﬃcult target that was reached not always but at least once; maximum number of
f-evaluations in any trial (×); interquartile range with median (notched boxes) of simulated runlengths to
reach fopt + Δf ; all values are divided by dimension and plotted as log10 values versus dimension. Shown is
the ERT for targets just not reached by the artiﬁcial GECCO-BBOB-2009 best algorithm within the given
budget k ×DIM, where k is shown in the legend. Numbers above ERT-symbols indicate the number of trials
reaching the respective target. The light thick line with diamonds indicates the respective best result from
BBOB-2009 for the most diﬃcult target. Slanted grid lines indicate a scaling with O(DIM) compared to O(1)
when using the respective 2009 best algorithm.
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Figure 3: Bootstrapped empirical cumulative distribution of the number of objective function evaluations
divided by dimension (FEvals/D) for 31 target f-values just not reached by the artiﬁcial GECCO-BBOB-2009
best algorithm within 31 reference budgets in [0.5 . . . 50] × DIM for all functions and subgroups in 20-D. The
“best 2009” line corresponds to the artiﬁcial GECCO-BBOB-2009 best algorithm, i.e., the best ERT observed
during BBOB 2009 for each single target.
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f1 43 43 43 43 43 43 15/15
IPOPsaACM 3.9(0.2) 5.0(0.4) 6.5(0.5) 9.5(0.7) 13(0.7) 16(0.8) 15/15
NEWUOA 1.0(0.0) 1.0(0.0) 1.0(0.0) 1.0(0.0) 1.0(0.0) 1.0(0.0) 15/15
BFGS 1(0) 1(0) 1(0) 1(0) 1(0) 1(0) 15/15
IPOP400D 6.6(0.8) 13(1) 19(1) 31(2) 44(2) 56(3) 15/15
lmmIPOP400D5.6(0.2) 6.3(0.1) 6.8(0.1) 7.8(0.1) 8.9(0.2) 10(0.2) 15/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f2 385 386 387 390 391 393 15/15
IPOPsaACM 7.3(1) 8.3(2)2 8.9(2)3 10(2)4 10(1)4 10(1)4 15/15
NEWUOA 18(8) 42(21) 71(36) 125(43) 174(51) 219(67) 15/15
BFGS 20(4) 24(5) 26(4) 27(3) 28(3) 28(3) 15/15
IPOP400D ∞ ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D 8.4(1) 11(2) 12(2) 13(2) 14(2) 15(1) 15/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f3 5066 7626 7635 7643 7646 7651 15/15
IPOPsaACM 11(15) ∞ ∞ ∞ ∞ ∞ 2e7 0/5
NEWUOA ∞ ∞ ∞ ∞ ∞ ∞ 1e5 0/15
BFGS ∞ ∞ ∞ ∞ ∞ ∞ 1e5 0/15
IPOP400D ∞ ∞ ∞ ∞ ∞ ∞ 8801 0/15
lmmIPOP400D∞ ∞ ∞ ∞ ∞ ∞ 8804 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f4 4722 7628 7666 7700 7758 1.4e5 9/15
IPOPsaACM 1.9e4(2e4)∞ ∞ ∞ ∞ ∞ 2e7 0/5
NEWUOA ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
BFGS ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
IPOP400D ∞ ∞ ∞ ∞ ∞ ∞ 8801 0/15
lmmIPOP400D∞ ∞ ∞ ∞ ∞ ∞ 8813 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f5 41 41 41 41 41 41 15/15
IPOPsaACM 4.5(0.7) 5.1(0.7) 5.2(0.8) 5.2(0.8) 5.2(0.8) 5.2(0.8) 15/15
NEWUOA 1.2(0.1)41.5(0.4)41.6(0.5)31.6(0.5)31.6(0.5)31.6(0.5)3 15/15
BFGS 2.4(0.3) 2.7(0.5) 2.8(0.3) 2.8(0.3) 2.8(0.3) 2.8(0.3) 15/15
IPOP400D 5.4(1) 6.4(1) 6.5(1) 6.5(1) 6.5(1) 6.5(1) 15/15
lmmIPOP400D5.0(1) 6.0(1) 6.1(1) 6.1(1) 6.1(1) 6.1(1) 15/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f6 1296 2343 3413 5220 6728 8409 15/15
IPOPsaACM 1.5(0.4) 1.2(0.3) 1.1(0.2) 1.1(0.2) 1.2(0.2) 1.3(0.3) 15/15
NEWUOA 1(0.3) 1(0.4) 1(0.5) 1.1(0.5) 1.3(0.8) 1.3(0.7) 15/15
BFGS 3.6(2) 3.5(1) 3.4(1) 3.5(0.9) 3.6(0.7) 45(21) 0/15
IPOP400D 1.5(0.4) 1.2(0.2) 1.1(0.1) 1.1(0.1) 1.2(0.1) 16(17) 0/15
lmmIPOP400D18(18) 56(56) ∞ ∞ ∞ ∞ 8804 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f7 1351 4274 9503 16524 16524 16969 15/15
IPOPsaACM 1.0(1) 1.6(0.6) 0.92(0.6) 0.66(0.3)↓20.66(0.3)↓20.65(0.3)↓215/15
NEWUOA ∞ ∞ ∞ ∞ ∞ ∞ 5e5 0/15
BFGS ∞ ∞ ∞ ∞ ∞ ∞ 2100 0/15
IPOP400D 1.0(1) 29(35) ∞ ∞ ∞ ∞ 8827 0/15
lmmIPOP400D0.48(0.1)↓4∞ ∞ ∞ ∞ ∞ 8819 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f8 2039 3871 4040 4219 4371 4484 15/15
IPOPsaACM 1.4(0.2) 1.3(0.1) 1.4(0.1) 1.4(0.1) 1.4(0.1) 1.4(0.1) 15/15
NEWUOA 1(0.3)2 1(0.6) 1(0.6) 1(0.5) 1(0.5) 1(0.5) 15/15
BFGS 1.8(0.3) 1.2(0.1) 1.2(0.1) 1.2(0.1) 1.2(0.1) 1.2(0.1) 15/15
IPOP400D 6.5(5) ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D1.7(0.5) 2.1(1) 2.2(1) 2.2(1) 2.2(1) 2.2(1) 12/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f9 1716 3102 3277 3455 3594 3727 15/15
IPOPsaACM 1.6(0.4) 1.8(1) 1.9(1) 1.9(1) 1.9(1.0) 1.9(1.0) 15/15
NEWUOA 1.0(0.2)31(0.6)2 1(0.6)2 1(0.5)2 1(0.5)2 1(0.5)2 15/15
BFGS 2.2(0.4) 2.2(1.0) 2.1(0.9) 2.0(0.9) 2.0(0.8) 1.9(0.8) 15/15
IPOP400D 4.5(0.8) ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D2.1(0.5) 2.1(0.2) 2.2(0.2) 2.4(0.2) 2.4(0.2) 2.7(1) 12/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f10 7413 8661 10735 14920 17073 17476 15/15
IPOPsaACM 0.35(0.1)2↓40.36(0.1)
3
↓40.31(0.0)
3
↓40.24(0.0)
3
↓40.22(0.0)
4
↓40.23(0.0)
4
↓415/15
NEWUOA 1.7(0.5) 2.6(0.8) 3.3(1) 4.0(0.8) 4.7(0.8) 5.8(1) 15/15
BFGS 1.0(0.2) 1(0.1) 1(0.5) 1.1(0.4) 3.1(4) ∞ 1e6 0/15
IPOP400D ∞ ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D0.46(0.1)↓40.47(0.1)↓40.41(0.1)↓40.33(0.0)↓40.31(0.0)↓40.32(0.0)↓415/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f11 1002 2228 6278 9762 12285 14831 15/15
IPOPsaACM 2.5(0.5) 1.2(0.2) 0.45(0.1) 0.31(0.1)↓40.26(0.1)↓40.23(0.0)↓415/15
NEWUOA 15(2) 13(2) 5.8(0.6) 6.1(0.5) 6.6(0.3) 6.5(0.3) 15/15
BFGS 1(0.5)2 1(0.8) 1.3(0.7) 147(150) ∞ ∞ 2e5 0/15
IPOP400D ∞ ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D 2.1(0.2) 1.1(0.1) 0.43(0.0) 0.31(0.0)↓40.28(0.0)↓40.25(0.0)↓415/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f12 1042 1938 2740 4140 12407 13827 15/15
IPOPsaACM 0.67(0.1) 0.88(0.7) 1.1(0.7) 1.2(0.5) 0.56(0.2)↓20.60(0.2)↓215/15
NEWUOA 3.0(3) 3.0(2) 3.0(2) 2.5(1) 1(0.4) 1(0.4) 15/15
BFGS 1.6(0.9) 1.6(2) 1.6(1) 1.6(1) 1.8(2) 45(56) 1/15
IPOP400D 2.3(1) 3.1(2) 8.0(9) 32(36) ∞ ∞ 8811 0/15
lmmIPOP400D1.1(0.1) 1.1(0.7) 1.3(0.9) 1.7(1) 0.92(0.7) 2.2(2) 4/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f13 652 2021 2751 18749 24455 30201 15/15
IPOPsaACM 1.7(2) 1.7(0.8) 1.5(0.7) 0.34(0.2)↓40.37(0.1)↓40.41(0.2)↓415/15
NEWUOA 1(1) 3.0(5) 9.3(12) 19(24) ∞ ∞ 2e5 0/15
BFGS 1.7(0.2) 1(0.0) 1(0.0) 23(25) ∞ ∞ 5e5 0/15
IPOP400D 4.2(5) 3.5(4) 6.6(7) ∞ ∞ ∞ 8813 0/15
lmmIPOP400D2.0(0.2) 1.0(0.2) 0.99(0.2) 0.22(0.0)↓40.21(0.0)
3
↓40.21(0.0)
2
↓415/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f14 75 239 304 932 1648 15661 15/15
IPOPsaACM 3.0(0.6) 1.8(0.3) 1.9(0.4) 1.4(0.2) 1.4(0.1) 0.23(0.0)4↓415/15
NEWUOA 1.5(0.7) 1(0.3)2 1(0.3)3 1(0.2) 9.1(0.9) 43(32) 0/15
BFGS 2.7(1.0) 1.8(0.7) 2.0(0.7) 1.2(0.2) 1.1(0.2)2∞ 2e5 0/15
IPOP400D 2.5(1) 2.2(0.4) 3.1(0.3) 3.9(0.3) ∞ ∞ 8811 0/15
lmmIPOP400D3.0(1) 2.2(0.4) 2.8(0.4) 2.1(0.1) 2.2(0.1) 0.35(0.0)↓415/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f15 30378 1.5e5 3.1e5 3.2e5 4.5e5 4.6e5 15/15
IPOPsaACM 0.60(0.5) 0.92(0.7) 0.53(0.4) 0.52(0.4) 0.37(0.3)↓40.37(0.3)↓415/15
NEWUOA ∞ ∞ ∞ ∞ ∞ ∞ 1e5 0/15
BFGS ∞ ∞ ∞ ∞ ∞ ∞ 1e5 0/15
IPOP400D ∞ ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D4.3(4) ∞ ∞ ∞ ∞ ∞ 8807 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f16 1384 27265 77015 1.9e5 2.0e5 2.2e5 15/15
IPOPsaACM 1.8(0.8) 0.55(0.4) 0.77(0.8) 0.52(0.4) 0.55(0.4) 0.50(0.3)↓15/15
NEWUOA 16(17) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
BFGS ∞ ∞ ∞ ∞ ∞ ∞ 3e5 0/15
IPOP400D 1.6(0.5) ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D 1.2(0.4) 0.75(0.8) ∞ ∞ ∞ ∞ 8809 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f17 63 1030 4005 30677 56288 80472 15/15
IPOPsaACM 2.5(2) 0.91(0.3) 0.98(1) 1.2(0.5) 1.2(0.4) 1.1(0.5) 15/15
NEWUOA 16(4) ∞ ∞ ∞ ∞ ∞ 2e6 0/15
BFGS 359(613) ∞ ∞ ∞ ∞ ∞ 4e5 0/15
IPOP400D 0.79(0.7) 0.80(0.2) 0.80(1) ∞ ∞ ∞ 8811 0/15
lmmIPOP400D 1(1) 1.4(0.6) 0.80(1) 4.1(5) ∞ ∞ 8805 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f18 621 3972 19561 67569 1.3e5 1.5e5 15/15
IPOPsaACM 0.96(0.5) 1.4(2) 0.91(0.6) 0.78(0.5) 0.88(0.4) 1.3(0.8) 15/15
NEWUOA 1.2e4(1e4)∞ ∞ ∞ ∞ ∞ 2e6 0/15
BFGS ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
IPOP400D 0.74(0.3)↓0.67(0.3) 3.1(3) ∞ ∞ ∞ 8811 0/15
lmmIPOP400D0.76(0.3) 1.5(2) 6.4(8) ∞ ∞ ∞ 8804 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f19 1 1 3.4e5 6.2e6 6.7e6 6.7e6 15/15
IPOPsaACM 154(50) 3.0e4(2e4)0.61(0.5) 0.33(0.1) 0.32(0.2) 0.32(0.2) 14/15
NEWUOA 76(50) 4.3e6(5e6)∞ ∞ ∞ ∞ 2e6 0/15
BFGS 1.2e6(1e6) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
IPOP400D 1(0) 1(0) ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D 1(0) 1(0) ∞ ∞ ∞ ∞ 8805 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f20 82 46150 3.1e6 5.5e6 5.6e6 5.6e6 14/15
IPOPsaACM 2.8(0.5) 1.7(0.8) 0.49(0.2)↓30.45(0.2)↓0.45(0.2)↓0.45(0.2)↓15/15
NEWUOA 1(0.5)4 15(19) ∞ ∞ ∞ ∞ 4e5 0/15
BFGS 2.1(0.4) 5.8(5) ∞ ∞ ∞ ∞ 4e5 0/15
IPOP400D 3.8(1) ∞ ∞ ∞ ∞ ∞ 8801 0/15
lmmIPOP400D3.6(0.6) ∞ ∞ ∞ ∞ ∞ 8820 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f21 561 6541 14103 14643 15567 17589 15/15
IPOPsaACM 2.6(4) 53(94) 157(308) 151(297) 142(279) 126(247) 15/15
NEWUOA 1.7(3) 2.2(2) 1.2(2) 1.2(2) 1.1(2) 1(1) 15/15
BFGS 1.9(4) 5.5(6) 4.6(6) 4.5(5) 4.3(5) 7.3(9) 2/15
IPOP400D 5.8(8) 5.7(6) 4.3(5) 4.2(5) 4.0(4) 3.5(4) 2/15
lmmIPOP400D1.7(2) 1.8(2) 1.4(2) 1.4(1) 1.3(2) 1.2(2) 5/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f22 467 5580 23491 24948 26847 1.3e5 12/15
IPOPsaACM 175(98) 978(1807) ∞ ∞ ∞ ∞ 2e7 0/15
NEWUOA 1(1) 4.9(6) 6.8(8) 6.4(7) 6.0(7) 1.2(1) 7/15
BFGS 2.5(2) 1.8(2) 8.1(8) 7.7(9) 10(10) 14(16) 0/15
IPOP400D 11(15) 10(12) ∞ ∞ ∞ ∞ 8801 0/15
lmmIPOP400D 6.7(10) 4.7(5) ∞ ∞ ∞ ∞ 8811 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f23 3.2 1614 67457 4.9e5 8.1e5 8.4e5 15/15
IPOPsaACM 4.3(6) 2.9e4(3e4) 906(1102) ∞ ∞ ∞ 2e7 0/15
NEWUOA 12(8) 3.5(3)3 32(40) ∞ ∞ ∞ 2e5 0/15
BFGS 47(26) 304(326) ∞ ∞ ∞ ∞ 1e5 0/15
IPOP400D 2.5(3) 81(90) ∞ ∞ ∞ ∞ 8801 0/15
lmmIPOP400D 1.6(2) ∞ ∞ ∞ ∞ ∞ 8823 0/15
Δfopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f24 1.3e6 7.5e6 5.2e7 5.2e7 5.2e7 5.2e7 3/15
IPOPsaACM 28(30) 38(44) ∞ ∞ ∞ ∞ 2e7 0/15
NEWUOA ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
BFGS ∞ ∞ ∞ ∞ ∞ ∞ 1e5 0/15
IPOP400D ∞ ∞ ∞ ∞ ∞ ∞ 8811 0/15
lmmIPOP400D∞ ∞ ∞ ∞ ∞ ∞ 8817 0/15
Table 2: Expected running time (ERT in number of function evaluations) divided by the respective best ERT
measured during BBOB-2009 (given in the respective ﬁrst row) for diﬀerent Δf values in dimension 20. The
central 80% range divided by two is given in braces. The median number of conducted function evaluations
is additionally given in italics, if ERT(10−7) = ∞. #succ is the number of trials that reached the ﬁnal target
fopt + 10
−8. Best results are printed in bold.
