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To expand and investigate the potential of spectral imaging, we developed a portable multispectral sys-
tem using light-emitting diodes. This system recovers spectral information from the UV to the near IR
over a large area using two different image sensors synchronized with 23 bands of illumination. The
system was assessed for spectral reconstruction through simulations and experimental measurements
by means of two methods of spectral reconstruction and three different evaluation metrics. The results
over a Macbeth ColorChecker chart and other samples, including pigments usually employed in art
paintings, are compared and discussed. The portable multispectral system using LEDs constitutes a
cost-effective and versatile method for spectral imaging. © 2014 Optical Society of America
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1. Introduction
Spectral imaging is a field of research with many sci-
entific and technological applications such as remote
sensing [1], color imaging [2], biometrics and medi-
cine [3–7], cultural heritage and art work studies
[8–10], and the food industry [11,12]. Different multi-
spectral imaging systems have been devised to en-
compass this wide range of applications, mainly
single point spectrometers with 2D scanning systems
[13], digital cameras combined with line-scan spec-
trographs [12], color filter wheels [14], filter mosaics
[15], lenslet arrays and narrowband filters [6,16],
and tunable filters of liquid crystal or acousto-optic
technology [17,18]. Each of these systems has com-
promises with regard to operational speed, spectral
and spatial resolutions, and cost. For instance, 2D
scanning, line scanning, and filter wheel systems
usually take a long time to acquire the spectral data.
In contrast, digital camera systems combined with
lenslet arrays or filter mosaics overcome this short-
coming with snapshot acquisitions, though at the
cost of spectral or spatial resolution or both. In the
case of tunable filters, they can handle fast changes
in wavelength with good spectral and spatial resolu-
tion, but they are more costly and present limitations
related to the field-of-view (FOV) and spectral purity
in some of their bands. It can be said that the
suitability of a multispectral system has to be deter-
mined by evaluating the specific requirements of the
application and the characteristics of the different
technologies.
To acquire multispectral imaging data, all these
conventional approaches require a white light source
such as a halogen or mercury–xenon lamp. However,
the current development and availability of the light-
emitting diode (LED) technology provide new solu-
tions for setting up a multispectral system. LED
illumination technology is economical and efficient,
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has a long life cycle, and is constantly evolving. LEDs
have a narrow spectral emission and are available in
several wavelengths over the different spectral
ranges of the ultraviolet (UV), the visible (VIS), and
the near-infrared (NIR). They also enable illumina-
tion with a wide number of different wavelengths
or customized combinations of wavelengths speedily
and in switching synchrony with the imaging sen-
sors. They can also be combined with filters to control
the spectral emission of the LEDs or to evaluate
luminescence [4].
Seeking to take advantage of the properties pro-
vided by the LED elements, some proposals of
multispectral systems using LED illumination and
covering the VIS range of the electromagnetic spec-
trum have been recently published [3,4,19–22]. For
example, Bouchard et al. [4] proposed a low-cost
two-channel system with active LED illumination
combined with filters in the visible region for fast
acquisition of cortical oxygenation, blood flow, and in-
tracellular calcium dynamics. They obtained frame
rates of over 220 Hz, allowing two wavelength spec-
tral images to be acquired exceeding 110 Hz. Ever-
dell and colleagues [3] developed an LED based
system used for fast ocular fundus imaging to avoid
issues of image shifting due to the natural move-
ments of the eye. Again in this case, the versatility
for selecting specific wavelengths and the capacity
of fast strobe using low-cost elements became major
advantages for the application. In 2012, Fauch and
co-workers [21] presented a study of parameters that
affect the accuracy of reflectance spectrum recovery
from the compressed data obtained with a system
that consisted of a computer-controlled set of LEDs
coupled to a thick fiber. They showed that the perfor-
mance of the system is better when the spatial uni-
formity of the object illumination is increased. In
other words, they showed that LED light sources
must be carefully designed taking this fact into
account. Finally, Li and Chan [22] developed a reflec-
tion hyperspectral imaging system covering the
350–1000 nm spectral range that comprised a UV–
VIS–NIR Fourier transform imaging benchtop spec-
trometer. This system, composed of a He–Ne laser
and LEDs, was successfully used for microspectro-
scopic measurements in molecular multiplex assays.
The main advantages of this system are the capacity
of adjustable spectral resolution and broad spectral
range. From these examples it is clear that LEDs
offer the characteristics of reduction of complexity
of the systems, versatility in the implementation
for specific applications, and fast acquisition rates
and typically allow low-cost implementation and
modifications.
In this study, we developed a portable multispec-
tral system based on LED illumination covering a
wide spectral range and using off-the-shelf compo-
nents. The proposed system is intended for exploring
and broadening the possibilities of LEDs to the near
UV (nUV) and NIR spectral regions, specifically
from 370 to 1630 nm. The access to this range is a
desirable feature of multispectral systems, particu-
larly in art work studies, where the most robust
analysis and identification of artists’ materials re-
quire spectral data from 350 to 2500 nm [23], or in
the food industry, in which the NIR and shortwave
IR (SWIR) regions can be successfully used to predict
quality attributes [12]. We analyzed the performance
of this system in reconstructing spectral information
through computational simulations, assuming real
noise conditions and also carrying out experimental
measurements. The spectral reconstructions were
obtained using the pseudoinverse method for spec-
tral estimation [14,24] and the spline interpolation
technique [25,26]. To quantitatively compare and
evaluate the results, we used three different metrics:
the color difference formula CIEDE2000 (DE00)
[27–29], the goodness-of-fit coefficient (GFC) [30,31],
and the root mean square error (RMSE) [14,31]. The
results showed good overall system performance. Bet-
ter results were obtained in the nUVand VIS than in
the NIR region because of the differences in the sens-
ing camera used and the LED elements’ density in
this last region. This novel portable system prototype
provides a simple, versatile, and cost-effective solu-
tion suitable for projects focused on spectral imaging.
2. Experimental Setup
A. Equipment
The proposed system, shown in Fig. 1, consists of two
modules. Module 1 comprises a cooled CCD mono-
chrome camera (Qimaging QICAM with 1392 ×
1040 pixels of sensitive area and 12 bit depth of
Fig. 1. Portable multispectral system setup.
3132 APPLIED OPTICS / Vol. 53, No. 14 / 10 May 2014
digitalization) with a sensitivity over the range of
370–950 nm and a set of LEDs with 16 different
emission wavelengths that match the spectral sensi-
tivity of the camera (peak wavelengths of emission in
nanometers: 373, 404, 432, 461, 500, 353, 593, 634,
665, 693, 728, 761, 801, 835, 874, and 903). Module
2 has an InGaAs camera with a sensitivity from 930
to 1630 nm and a set of LEDs with seven different
emission wavelengths over this spectral range (peak
wavelengths of emission in nanometers: 955, 1071,
1202, 1297, 1451, 1540, and 1630); this InGaAs cam-
era from Hamamatsu has a sensitive area of 340 ×
256 pixels and 14 bit depth of digitalization. In total,
the proposed multispectral system covers the spec-
tral range from 370 to 1630 nm with 23 channels
provided by the LED illumination.
Regarding the optics, a lens (Cinegon 1.4∕12 mm
Series Compact) with high transmittance in the
400–1000 nm region is used in module 1, whereas
a lens (Kowa LM12HC-SW 1.4∕12.5 mm SWIR) with
improved transmittance between 800 and 2000 nm is
used in module 2.
Figure 2 shows the emission spectra of LEDs sep-
arated by their respective modules. Their full width
at half-maximum (FWHM) ranges from 9.5 to 45 nm
for the constituents of module 1 and from 51 to
126 nm for the constituents of module 2. The separa-
tion between emission peaks is around 40 nm and
above 90 nm in modules 1 and 2, respectively. This
increased separation in module 2 is caused by the
reduced commercial availability of LED elements
in the NIR.
Figure 3(a) shows the prototype of one illumina-
tion module together with its corresponding camera.
The LED elements are spatially distributed over a
ring that allows the cameras to capture the images
of the samples through its hole. Figure 3(b) shows
a simplified schematic layout of the location of the
LEDs corresponding to the same peak wavelength
of emission. The LEDs are distributed with an angu-
lar separation of 90°, invoking a symmetry criterion
already used by other authors [20]. Other options
using angles like 45° have been described in the bib-
liography of [32], although they have not been consid-
ered here due to the large number of wavelengths in
our system setup. With this spatial arrangement and
using a diffuser filter in front of the LED elements, a
diffuse and rather uniform illumination on the sam-
ple was obtained. Therefore, the system uses geom-
etry of diffuse illumination and observation at
0° (d∕0°).
A customized computational interface was devel-
oped to control all parameters of the system. From
this same interface we perform the synchronization
of image acquisition and LED illumination, noise
correction, calibration, and processing of acquired
information. The system has been designed in a
simple modular way that can be adapted to different
applications, so that based on any specific configura-
tion (camera apertures, working distances, require-
ments in speed of acquisition, and FOV), different
spatial resolutions and times of exposure could be
worked out.
B. Collection of nUV-VIS-NIR Image Cubes
Spectral image cubes for the whole proposed range
are obtained in sequence using the two cameras de-
scribed. The system is used in dark conditions to
control other sources of light that could have effects
on the sample while acquiring the images. To control
the influence of temporal sources of noise, i.e., of the
illumination and the sensors, each image of the cube
is the result of averaging 10 frames captured after
the emission of the LED illumination has stabilized
during a particular time [33,34]. The stabilization
Fig. 2. Emission spectra of LEDs. (a) of module 1 and (b) of mod-
ule 2. Measurements were carried out with commercial scanning
spectrometer model Spectro 320 R5 of Instrument Systems.
Fig. 3. Distribution of the LEDs in the illumination module
(a) picture of one of themodules of the prototype and (b) illustrative
sketch of the distribution of the LEDs according to their emission
wavelength.
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times are predetermined for each channel to ensure
that the emission does not change more than 1% dur-
ing the frames’ acquisition. These times range
between 1 and 5 s depending on the channel.
To correct the spatial nonuniformity for the re-
sponse of the pixels of the camera and the illumina-
tion, a flat fielding process based on capturing
images of dark frames and of a calibrated white stan-
dard panel (Gigahertz-Optik BN-R98-SQ12, 98% re-
flective) is carried out. This procedure was proposed
by de Lasarte et al. [35] and consists of calculating
gain and offset matrices to correct individual fluctu-
ations on every pixel. The dark and white standard
images are captured under specific camera parame-
ters of offset, gain, and exposure time for each chan-
nel, which are also later used to collect the images
from the samples. The use of the white standard al-
lows the process of calibration of the exposure times
to exploit the maximum of the dynamic range of the
cameras. This white standard also helps to assimi-
late spectral images as reflectance factor images
after proper calibration. In this study we established
the suitable parameters for the system FOV to fit the
surface size of the white standard panel used in this
calibration, i.e., 25 cm × 25 cm. Thus, the spatial res-
olutions are approximately 180 μm in module 1 and
735 μm in module 2. Also for this configuration, the
acquisition of the spectral images, after calibration,
takes a total time of 94 s.
3. Principle of Operation
A. Recovery of Spectral Reflectances
The camera responses, Xi, in arbitrary units of an
imaging system when an object with reflectance
Rλ is under a specific illumination Iiλ can be
expressed as
Xi 
Z
λ
IiλRλSλdλ; (1)
where Sλ is the spectral sensitivity of the camera
sensor. Assuming a discretely sampled description
of the former quantities without considerable loss
of information, Eq. (1) can be rewritten in a matrix
way as follows:
x  CTr; (2)
where r is a reflectance column vector at p sampling
wavelengths, x is a q-component column vector of the
camera responses, and C is a p × q matrix that con-
tains the product of the spectral sensitivity of the
camera and the spectral emission of q different
LED illuminations.
The key question in a multispectral system is to
recover the spectral reflectance r of a sample given
a vector of camera responses x. Several methods have
been proposed to this end [24,36]. In this study, we
used the well-known spline interpolation method
[25,26] and the pseudoinverse method with training
[14,24] for spectral estimation.
The interpolation methods consider the entries of
the vector x, after proper calibration with a standard
white or a sample with known spectral reflectance,
as the responses to a sampling in specific wave-
lengths of the reflectance curve. The information
in these wavelengths is then interpolated to recover
the complete spectral reflectance, without requiring
prior knowledge of the type of reflectances to be in-
terpolated or the spectral characteristics of the sys-
tem. The accuracy of the interpolation methods is
greatly dependent on the separation of the sampling,
or equivalently, the number of spectral channels.
Therefore, the system can be considered as a spec-
trometer with low resolution. In this study, the spline
interpolation method was used on account of its char-
acteristic smoothness suited to the expected type of
spectral functions for real materials.
The solution that the pseudoinverse model for
spectral estimation provides is a matrix that oper-
ates by mapping camera responses to estimated
reflectances. This mapping matrix minimizes the
least-squares error for a training set of known reflec-
tances with the corresponding camera responses. It
is therefore assumed that the training set is a good
representation of the test set, i.e., unknown reflec-
tance curves that will be later measured with the sys-
tem. If we let Rt be a matrix ofm columns of training
reflectance samples and Xt a matrix of m columns of
system responses to the training set, then the matrix
D that takes Xt to Rt is given by
D  RtXTt XtXTt −1; (3)
where XTt XtXTt −1 is the so called Moore–Penrose
pseudoinverse of the matrix Xt. By applying a matrix
D to a system response vector x, i.e., r  Dx, a reflec-
tance vector r is estimated.
B. Performance Evaluation
Several metrics to evaluate the quality of spectral es-
timations in multispectral systems are available
[31], each with specific characteristics suited to dif-
ferent purposes (major colorimetric closeness or spec-
tral fitting). In this study we implemented three
different metrics to evaluate the system’s perfor-
mance. Two metrics were used to compare the esti-
mated spectral curves in relation to the original
spectra: the RMSE [14,31], a widely used metric
for spectral evaluation; and the GFC proposed by
Hernández-Andrés et al. [30,31]. The GFC is based
on the Schwartz inequality and is described as
follows:
GFC  j
P
jroλjrλjj
fPjroλj2Pjrλj2g1∕2 ; (4)
where roλj is the original spectral data at the wave-
length λj and rλj is the estimated spectrum at the
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wavelength λj. GFC ≥ 0.995, GFC ≥ 0.999, and
GFC ≥ 0.9999 are required for acceptable, good,
and excellent matches, respectively. The third metric
is DE00 [27–29] used over the reconstructions in the
VIS range as a colorimetric evaluation. To compute
the color data, we used the CIE D65 illuminant
and CIE 1964 10° standard observer discretized at
5 nm wavelength intervals.
4. Results and Discussion
A. Simulated Results
A preliminary analysis of the system’s performance
was carried out by means of simulations. To this
end, the sensitivities provided by the manufacturers
of the cameras and the spectral emissions of the
LEDs measured in their characterization were taken
into account. The spectral curves of the classic
Macbeth ColorChecker (CCCR) chart consisting of
24 color patches were used as the training and test
set of samples. Figure 4 shows the spectral curves
for the spectral ranges corresponding to modules 1
and 2. They are presented in four graphs to help the
visualization: 12 spectra in Figs. 4(a) and 4(b) and
the other 12 spectra in Figs. 4(c) and 4(d). In the case
of the pseudoinverse method, the samples of the
CCCR were used for both the training and test sets.
The simulated results were obtained for three differ-
ent conditions: the system under ideal conditions,
under the influence of quantization error noise
(i.e., with 12 bit and 14 bit noise for modules 1
and 2, respectively), and finally under the combina-
tion of quantization error and additive random
sources of noise (2%). Realistic random noise levels
around 2% have been suggested for cameras in some
recent measurements [37,38].
Figure 5 shows the reflectance curves of the cyan
colorpatchunder the threedifferent conditionsof sim-
ulation. The results for the ideal and quantization
noiseconditionsareinasubstantial levelofagreement
with the real curve in all graphs in Fig. 5, since they
overlap over a considerable part of the spectral range.
The curves obtained for the additive random and
quantization noises are less close to the real curve,
though a fair level of agreement can still be observed.
Comparing the methods of spectral reconstruction,
the pseudoinverse technique [Figs. 5(a) and 5(b)] pro-
vides better results than the spline interpolation
[Figs. 5(c) and 5(d)]; with regard to the modules of
the system, module 1 [Figs. 5(a) and 5(c)] performs
better than module 2 [Figs. 5(b) and 5(d)].
Tables 1, 2, and 3 quantitatively summarize the si-
mulated results for the set of CCCR color patches.
Table 1 shows the main statistical descriptors of
the evaluation metrics for the simulations, assuming
ideal conditions of acquisition. These metrics are
excellent for the pseudoinverse method of recon-
struction in modules 1 and 2. In the case of the spline
interpolation method, the results show a less accu-
rate performance, an expected outcome since this
method, unlike the pseudoinverse, does not include
prior information of the samples’ spectral curves
and assumes the responses as reflectances at dis-
crete wavelengths. The interpolation method shows
a slightly better performance for module 2 than for
module 1. Despite the larger density of spectral
Fig. 4. Spectral curves of the classic Macbeth ColorChecker (CCCR) divided into two groups of 12 samples (a), (c) the spectral range of
module 1, (b), (d) the spectral range of module 2. The curves were measured with commercial scanning spectrometer model Spectro 320 R5
of Instrument Systems.
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bands in module 1, this result could be attributed to
the shape of the spectral curves in the respective
spectral ranges of each module. The spectral curves
are smoother and more similar in the range of mod-
ule 2, as seen in Figs. 4(c) and 4(d), where the influ-
ence of the substrate material is evident.
Table 2 contains the main statistical descriptors of
the evaluation metrics for the simulations under the
influence of quantization noise. These results are
almost identical to the results in Table 1, indicating
that the quantization error has a negligible effect on
the spectral reconstructions when using 12 bit and
Fig. 5. Spectral reflectances of the cyan color patch in simulations under ideal, quantization, and joint additive random and quantization
noise conditions. (a) Results for module 1 using the pseudoinverse reconstruction method, (b) results for module 2 using the pseudoinverse
reconstruction method, (c) results for module 1 using the spline interpolation method, and (d) results for module 2 using the spline in-
terpolation method. Real curves were obtained with commercial scanning spectrometer model Spectro 320 R5 of Instrument Systems.
Ideal curves are not visible, since they are exactly located under the quantization ones.
Table 1. Evaluation Metric Results in Simulations under Ideal Conditions for the CCCR Color Patchesa
Module 1 Module 2
DE00 RMSE × 100 GFC RMSE × 100 GFC
PSE Interp. PSE Interp. PSE Interp. PSE Interp. PSE Interp.
Mean 0.150 1.391 0.208 1.947 1.0000 0.9991 0.189 1.607 0.9999 0.9997
Min 0.026 0.013 0.086 0.214 0.9997 0.9969 0.039 0.213 0.9979 0.9991
Max 0.402 3.345 0.371 3.689 1.0000 0.9998 0.732 2.686 1.0000 1.0000
St. Dev. 0.105 0.938 0.095 0.902 5.5e − 5 6.96e − 4 0.171 0.844 4.19e − 4 1.90e − 4
aPSE, pseudoinverse; Interp., spline interpolation.
Table 2. Evaluation Metric Results in Simulations under Quantization Noise Influence for the CCCR Color Patchesa
Module 1 Module 2
DE00 RMSE × 100 GFC RMSE × 100 GFC
PSE Interp. PSE Interp. PSE Interp. PSE Interp. PSE Interp.
Mean 0.172 1.391 0.227 1.947 1.0000 0.9991 0.196 1.607 0.9999 0.9997
Min 0.011 0.012 0.098 0.214 0.9995 0.9969 0.041 0.213 0.9979 0.9991
Max 0.430 3.345 0.398 3.689 1.0000 0.9998 0.741 2.686 1.0000 1.0000
St. Dev. 0.115 0.938 0.090 0.903 9.30e − 5 6.96e − 4 0.169 0.844 4.20e − 4 1.90e − 4
aPSE, pseudoinverse; Interp., spline interpolation.
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14 bit depth cameras. Consequently, in Fig. 5 ideal
and quantization curves are always overlapped.
However, a slight decrease in performance over the
results of the pseudoinverse method is observed,
an indication of the effect of any source of noise on
this reconstruction method. Still, these results
Table 3. Evaluation Metrics in Simulations under the Influence of Quantization and Additive Random Noise for the CCCR Color Patchesa
Module 1 Module 2
DE00 RMSE × 100 GFC RMSE × 100 GFC
PSE Interp. PSE Interp. PSE Interp. PSE Interp. PSE Interp.
Mean 1.003 2.366 1.286 2.245 0.9996 0.9986 1.90 3.543 0.9987 0.9984
Min 0.121 0.811 0.260 0.297 0.9988 0.9962 0.67 0.375 0.9832 0.9964
Max 3.290 5.719 2.212 3.709 0.9999 0.9996 3.31 6.128 1.0000 0.9993
St. Dev. 0.702 1.239 0.599 0.959 3.13e − 4 6.64e − 4 0.76 1.537 3.46e − 3 7.73e − 4
aPSE, pseudoinverse; Interp., spline interpolation.
Fig. 6. RGB image and the 23 spectral images from the CCCR chart obtained with the study system.
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continue to show the system with an excellent perfor-
mance for this kind of spectral curves. This is
shown by the mean values for all the metrics that
are close to describing a completely accurate
reconstruction.
Table 3 shows the statistical descriptors for the
evaluation metrics in the simulations, taking into ac-
count the influence of additive random and quantiza-
tion noise. Additive random and quantization noise
reproduce real operational environments, where
noise is always present in the output camera re-
sponses. These results confirm that the simulations
for the pseudoinverse method give better results
than the interpolation method, though both achieve
adequate results, particularly for module 1. In mod-
ule 1 the mean values of RMSE and DE00 were
around 1 for the pseudoinverse method, a figure that
translates to good performance in colorimetric and
spectral reconstruction. The mean values for the
GFC also support the good spectral performance,
since they were above 0.995. Although the interpola-
tion method showed a poorer performance than the
pseudoinverse method, the mean values of DE00 and
RMSE of around 2 units are considered adequate. On
the other hand, module 2 presented less accuracy in
the reconstructions, an expected outcome given the
difference in number and spectral width emission
of the LED components. In this case, the pseudoin-
verse method also gave better results.
B. Experimental Results
After the simulations, real experiments were con-
ducted through the acquisition and processing of
data from the patches of the CCCR. Figure 6 shows
the 23 spectral images obtained in the measure-
ments and the RGB image formed by means of the
spectral channels of 634, 535, and 461 nm. This
set of images can be useful by themselves just by di-
rect observation or by using adequate combinations
of them and applying pseudocolor rendering to high-
light determined features. In our case, because of the
differences in sensor formats and spatial resolutions
between modules, a digital registering process to
combine information from both must be performed.
This is a relatively straightforward task, and there
are a number of well-established techniques for
achieving this [39,40].
Figure 7 shows as an example a graphical compari-
son of the spectral curves obtained for the cyan color
patch, which suggests a similar or even improved
behavior to the simulations achieved under influence
of additive random and quantization noise (Fig. 5).
The results in this figure indicate a better perfor-
mance in reconstruction for module 1 than module
2 and also indicate that the pseudoinverse method
fits more closely with the real spectral curve than
the result obtained with the spline interpolation.
Table 4 contains the main statistical descriptors
for the evaluation metrics in the experimental mea-
surements of the CCCR chart. The metrics for mod-
ule 1 with the pseudoinverse method are excellent
(mean values of RMSE and DE00 below 0.5), unlike
the results of the simulations that included condi-
tions of additive random and quantization noise.
The pseudoinverse method also produced very good
results in module 2 (mean value of RMSE near 1 and
GFC equal to 1.000), better than the corresponding
results in the simulations. The results for the spline
Fig. 7. Spectral reflectances of the cyan color patch in experimen-
tal measurements: (a) results for module 1, (b) results for module
2. Real curves were obtained with commercial scanning spectrom-
eter model Spectro 320 R5 of Instrument Systems.
Table 4. Evaluation Metrics of Spectral Reconstruction of the CCCR in Real Measurementsa
Module 1 Module 2
DE00 RMSE × 100 GFC RMSE × 100 GFC
PSE Interp. PSE Interp. PSE Interp. PSE Interp. PSE Interp.
Mean 0.363 2.235 0.463 2.521 0.9999 0.9985 1.192 4.462 1.0000 0.9991
Min 0.042 0.824 0.102 0.743 0.9995 0.9971 0.254 1.990 0.9999 0.9917
Max 1. 381 5.505 1.321 4.045 1.0000 0.9998 3.923 8.821 1.0000 0.9998
St. Dev. 0.839 1.374 1.035 1.287 5.2e − 4 8.9e − 4 0.610 2.011 3.8e − 3 1.2e − 3
aPSE, pseudoinverse; Interp., spline interpolation.
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interpolation were fairly good, better in module 1
than in module 2, as expected; when comparing
the simulations including noise sources, the results
for the spline interpolation were very similar.
The difference in improvement between methods
from the simulations to the experiments emphasizes
the deeper dependence on noise of the pseudoinverse
method compared to the spline interpolation
technique; indeed, this improvement could have
originated from good noise control in the image ac-
quisition by the frame averaging and the time
elapsed to achieve stable conditions of illumination
while capturing. Therefore, the greater improvement
for module 1 with respect to module 2 highlights a
difference of control in the thermal sources of noise
between cameras: whereas the CCD camera is
cooled, the InGaAs camera is not. Thus, the simula-
tion of 2% noise is accurate for the InGaAs camera of
module 2, but it is probably too high in the case of
module 1.
With the aim of demonstrating the usefulness of
the new multispectral system in any kind of sample,
we finally obtained spectral images of real samples
that did not belong to the classic CCCR chart. Spe-
cifically, samples with pigments usually employed
in wall paintings were used for this purpose (Fig. 8).
To carry out the spectral reconstructions using the
pseudoinverse method, the CCCR spectral curves
were used as a training set. Figure 9 shows the
graphical comparison of these results with the real
spectral curves and the spline interpolation recon-
structions. The graphical result highlights how the
spectral closeness to the training set influenced
the accuracy of the spectral reconstructions in the
pseudoinverse method. In this case, better metric
evaluation values were obtained with the interpola-
tion with splines (Table 5). Nonetheless, an accept-
able performance was achieved with the CCCR as
the training set, which corroborates the robustness
of the system.
The results shown in the experiments and simula-
tions demonstrate that the system performance can
be suitable for different applications given the
reasonably good performance, and possibilities for
modifications as well as evidence its benefits in port-
ability, modularity, and the wide range of spectral
acquisition. The system is also attractive as an explo-
ration tool to shed light on the selection of spectral
channels and spectral ranges useful in certain spe-
cific applications. However, in situations involving
the influence of external light sources, dynamic
Fig. 8. Palette of pigments built emulating the fresco technique
applied in wall paintings.
Fig. 9. Spectral reflectance reconstruction for two real samples
with green and red pigments using spline interpolation (Interp.)
and pseudoinverse (PSE) with the CCCR chart spectral reflectan-
ces as the training set. (a) Result for module 1, (b) result for module
2. Real curves were obtained with commercial scanning spectrom-
eter model Spectro 320 R5 of Instrument Systems.
Table 5. Evaluation Metrics for the Red and Green Samples to test the Spectral Reconstruction Using Pseudoinverse Method with a Different
Training Seta
Module 1 Module 2
DE00 RMSE × 100 GFC RMSE × 100 GFC
Sample PSE Interp. PSE Interp. PSE Interp. PSE Interp. PSE Interp.
Green 2.76 1.276 3.065 1.431 0.9982 0.9996 4.544 3.901 0.9985 0.9981
Red 3.03 3.582 4.181 2.322 0.9980 0.9986 3.667 3.100 0.9986 0.9993
aPSE, pseudoinverse; Interp., spline interpolation.
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processes taking place, requirements of high spectral
resolution, or large areas that need to be evaluated
without further processing and mosaicking, the
system might face some of its limitations.
5. Conclusions
This study shows the performance of a portable mul-
tispectral system based on LEDs covering a wide
spectral range. The system comprises two image de-
tectors separated in two modules containing 23 spec-
tral bands in total, built up by LED illumination with
varying wavelength emission. The system calibra-
tion was carried out using a standard 25 cm × 25 cm
surface white panel of known reflectance. The FOV
of the system was adjusted to the aforementioned
area, but it can be adapted to meet other specific
requirements.
Simulations and experimental measurements us-
ing a CCCR chart were carried out to study the
performance of the system in spectral reconstruction
by employing the pseudoinverse method and the
spline interpolation technique for spectral estima-
tion, in conjunction with three different evaluation
metrics: DE00, RMSE, and GFC. The simulations in-
cluded the characteristics of the system and three
different conditions of image acquisition: (1) ideal
conditions, (2) quantization conditions, and (3) the
combination of random additive and quantization
noise. These simulations showed good system perfor-
mance and provided a useful tool to compare and an-
alyze the experimental measurements. The results of
the experimental measurements using the spline in-
terpolation method were in agreement with the re-
sults of the simulations and demonstrated that the
system can be useful even without prior knowledge
of the spectral features of the target samples. The re-
sults of simulations and experimental measure-
ments using the pseudoinverse method showed
differences, which could be explained by two main
factors: (1) the control of noise sources had a clear
impact on the performance of the pseudoinverse
reconstruction method, and the level of additive ran-
dom noise used in the simulations for module 1 may
have been excessive; (2) the use of the same set of
samples for the training and test sets may have in-
fluenced the results. The measurement of real sam-
ples not included in the training set showed that the
system demonstrated acceptable performance, with
results comparable to those obtained through inter-
polation. In such cases, better results could be
achieved by using a training set similar to the sample
to estimate.
In this study, we used LED technology to generate
the channels of the multispectral system from the il-
lumination itself, which resulted in an alternative
portable, versatile, and cost-effective system for spec-
tral imaging projects. We believe that a wide range of
applications can benefit from such systems.
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DPI2011-30090-C02-01 and the European Union.
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