









The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University of Cape Town (UCT) in terms 











OPTION PRICING WITH NON-CONSTANT VOLATILITY 
A DISSERTATION 
SUBMITTED TO THE DEPARTMENT OF MATHEMATICS AND APPLIED MATHEMATICS, 
FACULTY OF SCIENCE 
AT THE UNIVERSITY OF CAPE TOWN 
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 
FOR THE DEGREE OF 
















For the past three decades, researchers have developed models to price options with 
non-constant asset price volatility. These models can be divided into deterministic volatility 
models and stochastic volatility models. Deterministic volatility models assume that volatility 
is determined by some variables observable in the market. Stochastic volatility models suggest 
that volatility follows a stochastic process, who se parameters are not directly observable in the 
market. However, most of these authors have compared the results of their models with the 
classical Black-Scholes model [6], which assumes that volatility is constant. 
This dissertation investigates whether there is any model that can completely describe the 
market. Therefore, instead of com paring the results of the models with that of the 
Black-Scholes model, we have compared them with the market. For the purpose of this research, 
the S&P 500 Index option prices extracted from market are used. We investigate and compare 
for models: the GARCH(l ,I) model, the Constant Elasticity of Variance model, the Hull and 
White model, and the Heston model. The former two belong to deterministic volatility models 
and the latter two are stochastic volatility models. 
We conclude that none of the models under consideration can fully describe the market prices. 
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One problem that investors and traders face.j:pa financial market is to obtain the correct value 
of an option. Black and Scholes .[6] first developed their option pricing formula for valuing 
European options. They assumed that volatility, which measures the dispersion ofan asset price 
about its mean, is constant. 
However the Black-Scholes implied volatilities appear to vary systematically with respect to 
strike prices and time to maturities [1]. For example, ifthe Black-Scholes form ula is used to 
determine the implied volatility for near-to-the-money options, the longer the time to maturity, 
the lower the implied volatility [24]. 
Many researchers, such as Cox and Ross [13] and Hull and White [24], have worked on solving 
the problem of option pricing with non-constant volatility. However, most of these author~ 
have compared the results of their models with that of the Black-Scholes model. We argue that 
it is more important to see how well the model can capture the variations of the market than to 
see how well the model is comparing to the Black-Scholes model. 
In this research, we will consider four models, which will be simulated using Matlab [26]. We 
will specifically look at the relative errors produced by the model prices with respect to the 
market prices. By comparing the relative errors, we expect to find the best model that can fully 
describe the market. The model sensitivities to changes in their parameter values will also be 
considered to examine whether the model is robust. 
This dissertation is organised as follow: In Chapter 2, some of the basic techniques and results 
relevant in this research are reviewed briefly. The problems considered in this research are 










stochastic volatility models are presented. The data and methodology used in this research are 
described in Chapter 6. In Chapter 7, the results of simulations are described and discussed. 
Summary and conclusions are given in Chapter 8. 
A diskette is provided with this dissertation. In the diskette, there are programs written for this 













In this chapter we review some of the fundame ntal ideas and techniques that will later be used 
or quoted in this research. A good source of these is Hull [23]. 
2.1 Basics 
2.1.1 Brownian Motion 
A Brownian motion with drift is a stochastic process (Xt : t 2: 0) such that 
1. Xt+s - Xt - N(pt, dl). Here p, and d are constants. p, is the drift rate, and d is the 
variance rate. Also Xo = O. 
2. For 0 :S tl < t2 < ... < tno the variables (X
12 
- Xii) ,(X{3 
independent. 
3. Sample paths are continuous a.s. 
X, ), ... ,(X{ 
, a 
X, ) are 
a-I 
Here X - N( a, I) means that the random variable X is normally distributed with mean a and 
variance I. 
A Standard Brownian Motion (or a Wiener process) ~ is a Brownian motion with drift having 
p, = 0 and d = 1. Thus WI - N(O, t). If ~ is a standard Brownian motion, then Xt = p,t + oW, is a 
Brownian motion with drift rate p, and variance rate d. We can write XI in differential form as 
( 2.1) 











2.1.2 Asset Price Dynamics 
Let S denote the price of a financial ass et (e.g. a stock). Return of such a ass et is defined as the 
change in asset price divided by the original asset price, i.e. 
I1S 
S 
Suppose that there is no risk (uncertainty) and the expected rate of return of Sis p. This means 




In the limit as M ---» 0, we get the ordinary differential equation (ODE) 
dS = pdt 
S 
with solution 
S(t) = S(O)elfl . 
( 2.2) 
In practice, uncertainties always do exist. Thus a more practical model for asset price process 





dS = jiSdt + aSd~ 
where ~ is a standard Brownian motion. pis the drift rate. (Jis the volatility. 
( 2.3) 
Equation (2.3) is called a Geometric Brownian Motion, and is the model most widely used to 
describe asset price process. It complies with the fundamental idea that the expected return and 
random effect are independent ofthe asset price. 
By Ito's lemma, 












In ~: - N[ (I' -~a'}T - t),a'(T -I)] (2.4) 
In other words, In(ST I SI) is nonnally distributed with mean (p. - clI2)(T t) and variance 
cl(T - t). 
2.1.3 Estimating Volatility from Historical Data 
The simplest way of estimating volatility is by looking backward. People extract infonnation 
from the past, and use these to predict the future. This method is adequate to the extent that the 
future is like the past i.e. to the extent that history repeats itself. 
Constant Volatility 
Assuming no intennediate cash flows such as dividends, let 
where Sj is the closing pricing of the asset at the end of the ith time-interval (usually every day, 
week, or month). Here i = O,l, ... ,n for n observations in the data. Then Sj = Sj_Jexp(u;) and thus 
Uj is the continuously compounded asset return in the ith interval. The standard deviation of 
return, s, is therefore given by 
1 ~( -)2 S =:; --£..J u j -u 
n -1 ;=1 
where u is the mean of the u/s. 
From Equation (2.4), the standard deviation of the Uj, s is cr.JT - t . Therefore 0- can be 
estimated using sf J:r where s is the standard deviation of the Uj'S and '!' = T - t . This o-is 
referred to as the historical volatility. The standard error of this estimate is 0-/ J2ri . For the 
purpose of this research, we shall look at the daily volatility i.e. Uj is the return for the ith day. 













In other words, the annualised volatility is estimated to be .J252 times the standard deviation 
of the returns. This is the volatility we use as input for the Black-Scholes form ula. 
m-Windowed Moving Average Volatility 
It may not be appropriate to use all available historical asset prices when estimating historical 
volatility even if more data generally leads to more accuracy. The reason is that some data 
may be too old to be relevant when it comes to forecasting the future volatility level. An 
alternative way is to use an m-windowed moving average method. This method involves 
choosing an appropriate value for m to decide how long back we should consider when 
estimating volatility. 
Therefore Sn2, the variance rate on day n based on the most recent m observations is given by 
where 
1 ~( -)2 --L... Un_i-U 
m-l i=1 
_ 1 m 
U=-"U . .i..J n-I 
m ;=1 
( 2.5) 
m is usually chosen so that 30, 60, 90, or 180 trading days in the past are considered. When 
pricing options, the relevant volatility is not what has occurred in that past, but what is 
expected to happen in the future. However, historical volatility is useful when volatility is 
considered to be auto-correlated through time. 
2.2 The Cause of Volatility 
There has been some dispute about what causes volatility. Some authors claim that the 
volatility of an asset price is caused solely by the random arrival of new information about 
future returns from a stock, whereas otherse claim that it is caused mostly by trading. 
The proponents of the first view base their ideas on the Efficient Market Hypothesis. In a 











infonnation available, and share price reflects all the infonnation currently available. Thus new 
infonnation instantaneously adjusts the share price. This can be summarised, in mathematical 
tenns, by saying that (S, : t;::: 0) is a Markov process: 
E(S,. IS" , ... ,S,._,) = E(S,. I S,._,) . 
The empirical research conducted by Fama [17] tested this argument. Using stock closing 
prices over a long period of time, he calculated: 
1. The variance of stock retums between the closes of two consecutive trading day s. 
2. The variance of stock returns between the closes on Friday s and on Mondays. 
Iftrading and non-trading day s are equivalent, the second case should have variance three ti mes 
greater than the first case. Fam a [17] found that it was only 22% greater. 
This result suggests that volatility is greater during trading hours than non-trading hours. 
People may argue that most new infonnation on stock arrives during trading hours. However, 
studies of futures prices on agricultural commodities, which depend mostly on the weather, 
have shown similar results; that is, they are more volatile during trading hours [23]. Therefore a 
reasonable conclusion is that volatility is caused mostly by trading. 
2.3 Options 
Hull [23J defines a derivative (or derivative security) as 
... a financial instrument whose value depends on the value of other, more 
basic underlying variable. 
There are many different types of derivatives such as forwards,futures, swaps ... etc. Option is 
one of the derivative securi ties. Options on stocks were first traded in 1973 and are now traded 
in many exchanges throughout the worl d. The underlying assets include stocks, stock indices, 
foreign currencies, debt instruments, commodities, and futures contract. 
There are two basic types of options. A call option gives the holder the right, but not obligation, 
to buy the underlying asset for a predetennined price (the exercise price or strike price) at a 
predetennined date (the expiry date or maturity). A put option gives the holder the right to sell 











There are two styles of options. European options can only be exercised at maturity, whereas 
American options can be exercised any time prior to the maturity date. 
By arbitrage arguments, it can be shown that European call option and put option must satisfY 
the put-call parity 
c - p = S PV(K) ( 2.6) 
where C and P represent prices of European call and put respectively, S is the price of the 
underlying asset, and PV(K) is the present value of the strike price K. 
2.4 The Black-Scholes Model 
2.4.1 The Black-Scholes PDE 
In 1973, Black and Scholes [6] published their model on option pricing, which later becomes 
the famous Black-Scholes modeL The assumptions oftheir model are as follows: 
1. The underlying asset price follows a geometric Brownian motion described ill 
Equation (2.3), with constant drift rate f.J and constant volatility 0". 
2. Short selling is permitted. 
3. There are no transaction costs or taxes. 
4. There are no dividends paid during the life of the option. 
5. There are no arbitrage opportunities. 
6. Assets are perfectly divisible. 
7. Security trading is continuous. 
8. The risk-free interest rate remains constant until option maturity. 
Let V(S, t) be the value of a derivative (e.g. an option), whieh depend on S, the price of the 
underlying asset, and time t. Consider a portfolio IT, containing: 
-1 : derivatives 
+,1: assets 
The value of IT is then 











and the change of portfolio dI1 is: 
dI1 = -dV + IJ.dS 
following the derivation of Black and Scholes [6]1. 
Since V is a function of Sand t, then by Ito's lemma 
dV = av dt + av dS +! a
2
v (dS)2 
at as 2 as2 
from Equation (2.3), we get (dS)2 = dSdt. Then 
and thus 
Ifwe let 
av av 1 a2v ? dV =-dt+-(pSdt+oSdW,)+--2 (crS 2dt) 
at as 2 as 
=(av +pSav +!a2S2a2VJdt+oSav dW 
at as 2 as2 as I 
dI1 = -dV + I1dS 
(
av av 1 2 2 a2vJ av =- -+pS-+-a S -2 dt-oS-dW,+IJ.(pSdt+oSdW,) 
at as 2 as as 
_(av + pS(av _ I1J +!a2S2 a
2
VJdt _(av - IJ.)oSdW 
at as 2 as2 as I 
11= av 
as 
we can eliminate randomness by setting the dWt parts to zero. Thus 
I According to Ito's lemma, we should have 
dl1 =-dV +~(dS)+S(d~)+(d~XdS). 
The statement that 
dl1=-dV+MS 
is erroneous. Some authors attempt to justify this by claiming that l\ is "instantaneously constant" or by claiming 
that the portfolio (-l,+~) is self-financing. Carr [10] pointed out that both of these claims are fIasc. One possible 











since n is now riskless. 
We therefore have 
which becomes 
Therefore we have 
dI1 == _(av +.!.a2S 2 a
2
V]dt 
at 2 as2 
= rildt 
== r(-V + M,)dt 
= (-rV + rM)dt 
av av 1 2 2 a2v 
-+rS-+-a S --rV=O 
at as 2 as2 
( 2.7) 
Equation (2.7) is the well-known Black-Scholes partial differential equation (B-S PDE). It is a 
linear, 2nd order, parabolic diffusion equation. Since the Black-Scholes PDE was derived 
without specifYing which type of derivative V is, it can be applied to many financial 
instruments such as stocks (V = S), and money market account (V = Voer). 
The price of a particular type of derivati ve can be obtained by solving the Black-Scholes PD E 
with the correct auxiliary conditions, which in this case are the final conditions. For example, 
a European call with strike price K and expiry Thave fmal condition as its payoff function 
C(S,T) = max{S-K,O}= (S-Kr . 
And in the case of a European put with the sam e strike price and maturity, 











2.4.2 The Black-Scholes Option Pricing Formulas 
The Black and Scholes prices for European call options on a non-dividend-paying stock is 
( 2.8) 
where 
d _In(SIK)+(r+al l2)(T-t) 
J - a.jT-t 
d
2 




S is the current stock price, K is the strike price, r is the continuously compounded risk-free 
interest rate, cr is the volatility of stock price, t is the current time, and T is the maturity time 
of the option. The price of a European put can then be calculated using the put-call parity in 
Equation (2.6). 
2.4.3 Effects of Dividend Yields 
Suppose the underlying asset pays a continuously compounded dividend yield ate rate q. The 
price for European call options is then 
( 2.9) 
where 
d _ 10(S / K) + (r -q + a 2 /2)(T -t) 
J - a.jT -t 
dz = dl -a.jT -/ 
and the put-call parity becomes 
C(S, t) - P(S, t) = Se-q(T-t) - Ke-t{T-1) (2.10) 
2.5 Risk-Neutral Valuation 
Risk-neutral valuation was motivated by the observation that the Black-Scholes option 
pricing formula does not depend on any variables that reflect investors' risk preference. All 
variables that appear in the formula are independent of risk preferences. Thus option prices 
are the same irrespective of what forms the investors' risk preference are. Therefore the 











In the risk-neutral world, investors prefer more wealth to less wealth with concerning about 
risks. Therefore, in equilibrium, all assets must have the same rate of return, and that is the 
risk-free interest rate. This means that all assets have drift rate fJ = r in Equation (2.3). 
The principle of risk -neutral valuation is th at the initial value of a financial asset (or a 
contingent claim) is equal to the expected value of the discounted future cash flow, i.e. 
Vo = EQ [e-rTVT ] ( 2.11) 
where Q is the risk-neutral measure associated with the risk-neutral world. In other words, Q 
is a measure such that, for any asset price S, 
EQ[ST] = SoerT . 
So that the rate of return for any asset under risk-neutral measure is r. 
For example, applying this principle to valuing a European call we get 
C(So'O) = e-rTEQ[(S Kr]. 
2.6 The Feynman-Kac Formula 
Assume F: 91 x 91" ~ 91 is the solution of 
{
aF(t,X) ~ (t ) aF(t,x) 1" ( ) a2 F(t,x) ( )F( ) ° + £...if.li ,x +-£...iCy t,x + r I,x I,X 
at i;) aXi 2 i,j axiaxj 
F(T,x) = <l>(x) 
( 2.12) 
where x (x), X2, ••• ,XII)' C is an n xn matrix which can be represented as C (Jd for some n xd 
matrix a(t, x). 
Then F has representation 
( 2.13) 











where Ws is a d-dimensional standard Brownian motion. 
Equation (2.13) can also be written as 
F(/,x) ~ EQ[ <!l(x, ) exp{!r(u, X")du }Ix, ~ x]. 
There are two distinctive approaches to the Mathematics of Finance. One is via PDE's and the 
other is by risk-neutral valuation. The Feynman-Kac formula is really the link between the 
two separate routes of Mathematics of Finance. For example we look at the Black-Scholes 
model. If we go with the PDE approach, we use the arbitrage argument to derive the 
Black-Scholes PDE, and then we can use the Feynman-Kac formula to solve it and the 
solution. If we go with the risk-neutral valuation approach, we would first determine the 
risk -neutral dynamics of asset price (since we know what the rate of return of any asset must 
be r). In doing so, we have fixed the risk-neutral measure. By doing Feynman-Kac in reverse, 













One important assumption that Black and Scholes [6] made in deriving their option pricing 
formula is that the option's underlying asset price follows a geometric Brownian motion. That 
is 
dS 
- = j.Jdt + od~ 
S 
where S is the asset price, J.1. and a are the drift rate and the volatility respectively. ~ is a 
standard Brownian motion. Volatility is a measure of the dispersion of asset price about its 
mean level. The Black-Scholes model assumes that this volatility to be constant over the life of 
the option. 
The Black-Scholes option pricing fonnula depends on six parameters: 
S = current underlying asset price, 
K strike price, 
r continuously compounded risk-free interest rate, 
q = continuously compounded dividend yield of the underlying asset, 
a= volatility of the asset, and 
r= time to maturity. 
All of the above param eters, except volatility, are "observable" from the market. Thus, it is 
extremely important to obtain a correct volatility estimate. 
The constant volatility assumption of Black and Scholes [6] was soon challenged. While the 
formula was originally intended to calculate the price of an option where the volatility is a 











Black-Scholes fonnula to find the corresponding volatility input. This value is often referred to 
as the implied (or implicit) volatility, since it is implied by the option price. Under 
Black-Scholes assumption, implied volatilities from options should be the same regardless of 
which option is used to compute the volatility. However, this is not the case in practice. Implied 
volatility appears to be dependent on option maturities as well as strike prices. Figure 3.1 and 
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Figure 3.1: Implied volatility vs. Time to Maturity of S&P 500 index options with 
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The pattern of the Black-Scholes implied volatilities with respect to strike prices is known as 
the volatility smile. Figure 3.2 shows such a smile. The downward slope is typical for equity 
and index options. 
If asset prices follow a geometric Brownian motion then returns are normally distributed. 
However, empirical studies done on the a sset returns distrfuuti~n conducted by pointed out that, 
in practice, the observed frequency of extreme asset returns is greater than the expected 
frequency from a normal model2• This means that extreme events are far more likely than what 
would be predicted by a normal distribution. As a rule ofthum b3: 
1. Every financial market experiences one or more daily prices moves of 4 standard 
deviations or more per year. However, the normal distribution implies that such a 
move would occur maybe once every 125 years. 
2. Moreover, every year there is usually one market that has a daily move of > I 0 
standard deviations. 
Figure 3.3 shows the frequency plot ofthe S&P 500 Index daily returns from August 15, 1996 
to August 14, 2001. It can be seen that it is not perfectly normal as there are extreme values at 
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Figure 3.3: Frequency plot of the S&P 500 Index daily returns. 
2 See Mandelbrot [25] and Fama [17]. 











Also the left tail is thicker than the ri ght tail. This observation complies with the distribution 
implied by Figure 3.2. Since high implied volatilities are implied by high option prices, we can 
say that 10)Ystrike options are valued higher and high strike optionsjlrevalued lower than they 
would be valued using a lognormal distribution. Thus the implied distribution must have a 
thicker left tail and a thinner right tail. 
The existence of volatility smile and the observed thick tails in the empirical distributions of 
asset returns are proofs that the constant volatility assumption in Black-Scholes model is 
violated. 
Because volatility plays a central role in option pricing, precise modelling of volatility is 
important. Therefore a number of researchers have suggested alternative models for option 
pricing, which can incorporate non-constant volatility. These can be divided into two types. 
The fIrst type suggests that volatility satisfY some deterministic relationships with known 
variables, such as asset price or returns. Models of this genre are known as the deterministic 
volatility models and include the Autoregressive Conditional Heteroscedasticity (ARCH) 
family [7, 16, 29] and the Constant Elasticity of Variance (CEV) models [13, 34]. The other 
type, which argues that volatility follows a different random process from that of the asset 
price, and cannot be directly observed. Works of this genre include Hull and White [24], Scott 
[35], Wiggins [37], Melino and Turnbull [27] (for foreign currency options), Stein and Stein 
[36], Heston [18], and Ball and Roma [4]. These are in general called the stochastic volatility 
models. 
In this research, two deterministic and two stochastic volatility models are selected for 
investigation. The two deterministic volatility models are the GARCH(l,l) model [7] and the 
CEV model [13, 34]. The two stochastic volatility models are the Hull and White model [24] 
and the Heston model [18]. These models are implemented in order to fInd the model that 












Deterministic Volatility Models 
The simplest relaxation of the constant volatility assumption is to allow future volatility being 
completely determined by its past. In other words, future volatility can be perfectly predicted 
from its history and possibly some other observable information. Consider the variance of ass et 
returns 0',2+1 being describe by the following equation: 
2 () 2 
0"1+1 = + 1(0", 
The future volatility can be completely determined by a constant and a constant proportion of 
last period's volatility. This is a simple example of deterministic volatility. 
4.1 Volatility as a Deterministic Function of Asset Price and Time 
The Black-Scholes implied volatility varies systematically with respect to option's strike price 
and time to maturity. Dumas, Fleming, and Whaley [14] had done empirical tests on 
deterministic volatility models using samples of S&P 500 index options. They specified 4 
different volatility functions intending to capture variation with asset price and time. The 
details can be found in [14]. Their major findings are: 
1. Deterministic volatility models always do better than the constant vol atility 
(Black-Scholes) model, because of the flexibility of the volatility function's 
specification. 
2. However, when the fitted volatility function is used to value options one week later, the 
model's prediction does not appear to be an improvement of the traditional, while 











3. Hedge ratios detennined by Black-Scholes model appear to be more reliable than those 
obtained from the detenninistic volatility option valuation models. 
The authors point out that the reason why "simpler is better" is because errors, from various 
sources, in the quoted option prices distort parameter estimates for deterministic volatility 
models and thus downgrade these models' predictions. 
4.2 The Autoregressive Conditional Heteroscedasticity (ARCH) 
Model4 
The major flaw when using the m-windowed moving average method to estimate volatility is 
that it will eventually "forget" a particular observation once the observation is out of the 
window. This is best demonstrated by looking at events in the history. On October 23, 1997, 
stock markets around the world dipped in response to a 10 percent drop in th e Hong Kong 
market. The crash resulted from a continuing monetary crisis in Southeast Asia that forced 
Hong Kong to raise its interest rates to stabilize its currency. Figure 4.1 shows the annualised 
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Figure 4.1: 90-day windowed volatility for S&P 500 index. 
4 Hull [23J contains a thorough discussion of the ARCH family models (ARCH, EWMA, and GARCH), which are 











It can be seen, from Figure 4.1, that the sudden crash led to a rapid increase in volatility, as 
expected. The volatility level then remained high for a period of time. But around March 1998, 
about 90 trading days after the beginning of the crash, the volatility level suddenly dropped. 
This is because the 90-days window has already "forgotten" the crash completely. The same 
"skyscraper" pattern can also be seen from August 1998 to January 1999 and from April to 
August in 2000. 
This feature of the m-windowed moving average method is contrary to our intuition. A key 
consideration of traders and risk managers is hedging performance, where they must know 
how much risk they are exposed to. As volatility measures risk, investors must know what the 
volatility level is at all times. Suppose an investor has suffered great loss during the 1997 
crash, could he have forgotten about the crash after a period of time? No, because history is 
believed to repeat itself and the investor will certainly keep that in mind when predicting 
future volatility levels. 
Ifwe now define Ui as the proportional change in the asset price during day i i.e. 
_S-,-i _-_S...:...i_...:...1 U. ::::: 
1 S. , 
then ii is assumed to be zero and this allows us to use the maximum likelihood estimator 
rather than Equation (2.5), which is the unbiased estim ator (with m replacing m - 1). 
Thus, 
? 1 ~ ? cr;::::: ~U;_i 
m i=1 
( 4.1) 
Equation (4.1) gives equal weights to all u/'s. However, we may want to give more weight to 
more recent observations given that the objective is to monitor the current volatility level. 
Consider then the model 
m 
cr; Laiu;-i ( 4.2) 
i=1 
where aj ( > 0 for all i) is the weight assigned to the observation i days ago. Since more recent 
observation should have more weight, we require aj >fXj if i < j. Also the sum of all weights 











Next suppose that there exists a long-run average variance rote, V, which should be assigned 
with some weight y. The model then become 
m 
(j'~ = yV + Laiu~_1 ( 4.3) 
1;1 
The weights must still sum to one and thus 
This is the ARCH(m) model introduced by Engle [16]. The term autoregressive in ARCH 
refers to the element of persis tence in volatility, and the term conditional heteroscedasticity 
describes the presumed dependence of current volatility on the level of volatility realised in 
the past. The estimate of variance is based on a long-run averoge variance and m observations. 
4.3 The Exponentially Weighted Moving Average (EWMA) Model 
A special case of the model in Equation (4.2) is that aj decreases exponentially as i increase. 
Specifically, a!+/ Aa; where A is a constant between zero and one (typically 0.9 < A < I). 
This weighting scheme turns out to have a simple formula when updating volatility, which is 
( 4.4) 
Therefore O"n, the estimate of volatility for day n, is determined from 0"".), the estimate at day 
n 1, and Un.}, the proportional change in asset price at day n - 1. 
With simple substitutions in Equation (4.4), it can be shown that 
m 
(j'2 == (1- A)" AI-1U 2 . + Am (j'2 
n L... n-t () 
1=) 
For large m, the term A mO"o2 is sufficiently small and become neglected so that Equation (4.4) is 
the same as Equation (4.2) with ai (l - A)Ai. l . The weights for u;'s thus decline at a rate A as i 
increases. 
The parometer A describes how responsive the estimates of daily variance with respect to the 
most recent observations on the u/'s. A high value of A (i.e. close to 1) implies that relatively 
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less weight is assigned to the u/'s and thus the estimates of daily volatility respond relatively 
slowly to new information on the asset price. A low A implies recent changes in the asset price 
have a great impact on volatility. In this case, the estimates of volatility on successive days will 
be volatile. 
We now look at how the "memory" ofEWMA model works. From Figure 4.2 below, it can be 
seen that the EWMA volatility increase rapidly on the day of the market crash, October 23, 
1997, as the 90-days windowed method does. However, it does not suddenly "forget" about 
the crash after a period of time, like the 90-days windowed method does. Instead, it decreases 
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Figure 4.2: EWMA method vs. 90-day windowed method. The EWMA volatilities 
are calculated using A 0.99. 
4.4 The Generalised Autoregressive Conditional Heteroscedasticity 
(GARCH) Model 
There are many different types of modified ARCH models that have applications in economics 
and finance. In finance, one of the most popular ARCH models is the generalised ARCH 











calculated from the most recent p observations on u2 and the most recent q estimates of the 
variance rate. 
4.4.1 (;j\Fl<:I1(l,l) 
In this research, we shall only look at GARCH(l,l) model, which is the most popular of 
GARCH models. In GARCH(1,l), a-/ is based on the most recent observation on u2 and the 
most recent estimate of the variance rate. 
The difference between GARCH(I, 1) model and EWMA model is analogous to the difference 
between Equation (4.2) and Equation (4.3). In a GARCH{1,l) model, there exists a long-run 
average variance rate, V. The model is 
( 4.5) 
where r, a, and fJ are weights and must sum to one. EWMA model is a special case of 
GARCH{l,l) model with r= 0, a= 1 A, and fJ= A. 
GARCH{ 1,1) model can also be written as 
0'2 = CO + au2 + 130'2 n n-I n-l ( 4.6) 
where (j) r V. The parameters (j), a, and fJ can be estimated using a maximum likelihood 
method [23]. 
4.4.2 Using (;j\Fl<:I1(l,l) to Forecast Future Volatility 
Substituting r= 1 - a fJin Equatiou (4.5), the variance rate estimated for day n is 
a; = (I-a j3)V + au;_l + 130';_1 
so that 
On day n + k in the future we have 
a;+k V = a(u;+k_1 - V) + j3(a;+k_1 V) 











Using this equation repeatedly yields 
E[O";+k - V] = (a + fi)k (0"; - V) 
or 
V can be calculated by w I r where r = I a - p and w, a, and p are estimated using 
maximum likelihood methods. Suppose it is day n and an option matures at day n + N. To 
price this option we can use Black-Scholes form ula with variance input 




which is the expected variance rate during the life of the option. The longer the life of the 
option, the closer this estimate is to V, the long-run average variance. 
ARCH and GARCH are discrete time stochastic difference equations. They have the attractive 
feature that virtually all financial time series data are recorded at discrete intervals. 
4.5 The Constant Elasticity of Variance (CEV) model 
One of the fundamental ideas in finance is that the asset price and its volatility should be 
negatively correlated5. One possible explanation: as a company's equity decreases in value, 
its leverage increases. This is because that its equity becomes more risky and thus volatility 
increases. Conversely, if a company's equity increases in value, its leverage decreases. As a 
result, the company's equity becomes less risky and its volatility decreases. This argument 
shows that we can expect volatility of equity to be a decreasing function of price and is 
consistent with Figure 3.2. This is known as the leverage effect. 
Cox and Ross [13] attempted to model this inverse relationship between asset price and its 
volatility by considering asset price that follows the diffusion process: 
dS = pSdt+5S%d~ ( 4.8) 
where W; is a standard Brownian motion. This is known as the constant elasticity of variance 
(CEV) model. 











In the CEV diffusion model, asset price and its volatility satisfy the following deterministic 
relationship: 
a(S,t) == /is(O-2)/2 ( 4.9) 
The elasticity of return variance with respect to asset price is 8-2. 8 is the elasticity 
coefficient and is restricted to be between 0 and 2. The instantaneous variance of the return is 
then given by d 8-S/J- l ). When 8 < 2, this variance is a decreasing function of the asset 
price. 
The case where 8 = 2 reproduces the Black and Scholes [6] assumption of asset price 
following geometric Brownian motion, with variance rate d. There are other two special 
cases for the CEV model. The first one is the absolute diffusion process where 8= 0 and the 
second one is the square root diffUsion process where 8 = I. See Figure 4.3 for sample paths 
of the three special cases ofthe CEV model. 
Emanuel and MacBeth [15] compared deviations of market from model price for both 
Black-Scholes and CEV, Based on a daily sample of options on 6 stocks over two years, they 
have found that CEV model better explains market prices than the Black-Scholes model, 
when the prediction period is less than one month. This means that the parameter, 8, used to 
in the CEV model has to be estimated no more than one month earlier. As a result the optimal 
elasticity coefficient is not stable over time. Ang and Peterson [2] have found that optimal 
elasticity coefficient is highly volatile, and does not appear to be correlated with its past 
values. 
Although the assumption of a constant elasticity coefficient in the CEV model is questionable, 
it is still more reasonable than Black-Scholes constant volatility assumption, which does not 
allow volatility to change at all. Cox [11] first developed the density function of asset price 
following a CEV diffusion process and the formula for valuing a European call option. 
Unfortunately, the general solution of a European call option price for an asset price process 
following a CEV diffusion process co ntains infinite summations. This may be problematic 
when the convergence of the series is slow. Approximations were developed to avoid these 
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Figure 4.3: Three special cases ofCEV diffusion processes. The purple curve is the 
absolute diffusion process where {}= O. The black curve is the square root diffusion 
process where {}= 1. The blue curve is the geometric Brownian motion where {}= 2. 
The simulation parameters are: So = I, r 0.1, q = 0, and 0'= 0.2. 
4.5.1 The Absolute Diffusion Process 
Cox and Ross [13] consider a special case in the CEV diffusion model where {}= 0, the asset 
price process follows absolute diffusion process: 
dS pSdt+&i~ ( 4.10) 
The price of a European call option with the underlying asset price follows a absolute 
diffusion process is: 














and NO is the cumulative standard normal distribution function, N'O is the standard normal 
density function. 
4.5.2 The Square Root Diffusion Process 
Asset prices follow a square root diffusion process satisfy the stochastic differential equation: 
dS = pSdt + g.JSd~ ( 4.12) 
This is a special case of the CEV model where e = 1. Cox [11] derived the price of European 
options under the square root diffusion process. For the purpose of this rese arch, we are not 
going to discuss this in too much detail. See Cox [11]. 
4.5.3 The Non-Central Chi-Square Distribution 
Schroder (34] showed that the general solution could be expressed as 
C(S, r) = se-q' Q[ 2y;2 + 2 ~ () ,2XJ - Ke-"(l- Q[ 2x; 2 ~ () ,2y J) (4.13) 
where 
x:::;: kS(2-0) e(r-q)(2-0). 
y:::;: kK 2- O 
k:::;:. 2(r-q) 
g2 (2 _ ()[ e(r-q)(2-0). -1] 
Q(Z;V,K) is the complementary non-central chi-square distribution function, evaluated at z, 
with v degrees of freedom and non-central parameter K. Schroder [34] also presented an 
efficient algorithm for computing the infinite summations in the general solution. 
For odd degrees of freedom, Q(Z;V,K) can be represented by the sum of normal distributions 
and elementary function. Denote NO the cumulative standard normal distribution function 













The absolute diffusion process (e = 0) corresponds to 3 and 1 degrees of fr eedom in the two 
distributions in Equation (4.13). The simple formula in Equation (4.11) of Cox and Ross [13] 
can then be easily verified. Schroder [3 4] also suggested that the case where e = 4/3 
(corresponding to 5 and 3 degrees of freedom) be combined with the formula for cases e 0 
and e = 2 (Black-Scholes formula) to interpolate CEV call option prices for any e between 












Stochastic Volatility Models 
Stochastic volatility models suggest that future volatility levels cannot be completely 
determined using the available information today. Empirical studies of Mandelbrot [25] and 
Fama [17] have shown that the distribution of asset returns exhibits fatter tails than that of a 
normal distribution. Since stochastic volatility models can be consistent with fat tails of the 
asset return distribution using stochastic volatility in option pricing is very popular. 
If the volatility is either constant or deterministic, investors are only exposed to the risk from a 
randomly evolving asset price process. On the other hand, if the volatility is stochastic, 
investors are exposed to additional risk from the randomly evolving volatility process. Another 
distinctive feature, which stochastic volatility models do not share with deterministic 
volatility models, is that option values can change without any change in the price of the 
underlying asset. Change in volatility level alone will cause the value of the option to change. 
5.1 The Two-Factor PDE 
In the standard Black-Scholes set-up, the asset price process follows a geometric Brownian and 
is driven by a source of randomness, Wt: 
dS == pSdt + aSdW, 
Where f.1 is the drift rate and cr is the volatility of asset returns, which are both assumed to be 
constant. 
In a stochastic volatility model, the volatility is driven by another source of random ness , which 











dS pSdt + oSdW/ 
dv = peS, v,t)dt + q(S, v,t)dW/ 
( 5.1) 
where v d is the variance rate of asset price, with p and q as its drift rate and the volatility 
respectively. W/ and W/ are standard Brownian motions with correlation coefficient p. i.e. 
E(dW/dW/) = pdt. 
In this model, option prices depend on two random variables, namely asset price and volatility. 
Next we attempt to derive a PDE for the two-factor model in a similar way as deriving the 
Black-Scholes PDE described in section 2.4.1. To create a risk-free portfolio, we need to 
eliminate the two sources of randomness, W and W2• To eliminate W, we can trade the 
underlying, S. For W, since the volatility is not a traded asset, we need another derivative to do 
the trick. Therefore consider the portfolio, IT, containing: 
l:V 
+Ll: shares 
+ LlI : ~ 
where V is the derivative we want to price, VI is the derivative we use to hedge the source of 
randomness of volatility. ~ and ~l are the hedge ratios we require to make IT risk-free. Thus, 
the value of IT will be: 
( 5.2) 
and the change of portfolio dI1 is:6 
dII = -dV + LldS + Llld~ 
Since V is a function of S, v, and t, then by Ito's lemma 
6 According to Ito's lemma, we should have 
dfI = -dV +~(dS)+S(d~)+ (d~XdS)+~JdV;)+ V;(d~I)+ (d~IXdV;). 
The statement that 
dfI -dV +MS+~ldV; 
is erroneous. Some authors attempt to justity this by claiming that b. and b. 1 are "instantaneously constant" or by 
claiming that the portfolio (-I,+b.,+b.]) is self-financing. Carr [10] pointed out that both of these claims are fiase. 












av av av 1 {a 2V a2v a2v } dV = dt+-dS+-dv+- -z (dS)2 +-2 (dV)2 +2--(dS)(dv) at as av 2 as av asav 
From Equation (5.1), 
(dS)2 = (]'2S2dt 
(dv)2 = q2dt 
(dS)(dv) aSqpdt 
Therefore the expression of dVbecomes: 
av av av 
dV = -dt +-(pSdt + aSdW/) +-(pdt + qdWrz) at as av 
1 { a2v 'a 2 v a2v } + - (]'2 S2 -2 dt + q2 -2 dt + 2aSqp--dt 
2 as av asav 













av av av 1 2 2 a2v 1 2 a2v a2V} - -+pS-+P-+-O" S -+ q -+aSqp-- dt 
at as av 2 as2 2 av 2 asav 
{a~ 11<' a~ a~ 1 2S2 a
2v1 1 2 a2~ ~ a2~ }d +,1. -+f-'U-+P-+-O" --+ q --+uuqp-- t 
I at as av 2 as 2 2 av 2 asav 
+A"<'dt+ A ---+,1. aSdW + A --- qdW ( 
a~ av) I ( a~ av) 2 
f-'U 1 as as I I av av I 
To eliminate randomness, the dWI and dW2 parts must be zero. Therefore 
A a~ _ av +,1. =0 
I as as 
A a~ _ av =0 
lav av 
defines the two hedge ratios I:::. and 1:::. 1• 
Now 
ApSdt = -,1.,-' +- pSdt = -A1pS-' dt+ pS-dt ( 
aVo av) aVo av 
as as as as 
Thus 
{
av av 1 2 2 a2v 1 2 a2v a2v } 
dl1=- at +p av +2"O"s as2 +2"q av2 +aSqpasav dt 
A {a~ a~ 1 2S2 a2v; 1 2 a2~ as a2v; }d 
+ I at + P av +2"0" as2 +2"q av2 + qp asav t 
= rildt 
= r(-V + AS + AjV;)dt 
== (-rV + rAS + rAIV;)dt 
since IT is now risk-free. 













r/:"s= -~1_1 +- rS=-~lrS-l +rS-( 
aVo av) aVo av 
as as as as 
Therefore we have 
After re-arranging, the above equation becom es 
av S av av 2 2 a2v 1 2 a2v a2 v -+r -+ p +-a S --+-q +aSqp---rV at as av 2 as 2 2 asav 
A {a~ S aVI a~ 1 2S2 a2~ 1 2 a2v; .....J:1 azv; T/} 
=Ll -+r -+p-+-a --+-q --+UJqp---rr, 















a~ ,a~ a~ 1 2S2 a2~ 1 2 a2~ ~ a2v1 V -·····+rS--+ p-+ a --+-q --+uuqp---r at as av 2 as2 2 av2 asav =---... 
aVI 
av 
The left-hand side is a partia I differential equation involving V only, and the right-hand side is a 
partial differential equation involving Vj only. For the above equation to be possible, it suffices 
that both sides are equal to a function II, of only the independent variables S, v and t. In other 
words 
av av 1 2 2 a2v 1 2 a2v a2v av 
-+rS-+-a S -+-q -+oSqp---rV=-(p-A)-at as 2 as2 2 av2 asav av 
for some function l(S, v, t). Reordering yields 
The function A,(S, v, t) is called the market price of volatility risk or simply the risk premium 
of volatility. Since volatility is not a traded asset such as a stock, the volatility risk cannot be 
eliminated by arbitrage argument. Therefore its market price, A., explicitly enters the PDE. 
Generally, l is a measure of premium investors demand when taking on volatility risk and 
must be the same for all volatility dependent assets. Heston [18] has suggested that the 
parameter II, be determined by one volatility-dependent asset and then used to price all other 
volatility-dependent assets. 
The form of the volatility risk premium II, is a weakness in all stochastic volatility models, 
because it cannot be deduced from the assumption that all investors prefer more wealth to less 












By the Feynman-Kac fonnula, V, satisfying Equation (5.3), has representation 
V(S, v,t) E1,s,v[ <P(ST' vT)exp{ - J r(Su' Vu,U)dU}] 
where S and v follow the stochastic diffcrential equations 
dS = rSdu + oSdrf:' 
~2 




~I and ~2 are standard Brownian motions in the risk-neutral world. The quantity (p .l) is 
the risk-neutral drift rate 0 f the variance. When pricing derivatives, it is the risk-neutral drift 
rate that matters and not the real rate. 
We assume the interest rate to be a constant. Let <l> be thc payoff of the option. For exam pIe, 
<P(ST>VT) = max{ST K,O}=(ST -Kt 
where K is the strike price of a European call. Then Equation (5.4) can be written as 
V(S,v,t)=e-r{T-l)EQ[(ST -Kt lSI =S,vt v] 
EQ represents expectation under the risk-neutral measure Q. 
5.2 Stochastic Volatility Models 
( 5.6) 
Most stochastic volatility models assume mean reversion, which is "regression to the mean" of 
volatility. This means that if the current variance level is below the long-run average level, 8, 
then variance will tend to "drift up" towards e. If, on the other hand, the current variance level 
is above e, variance will then drift down to e. The long-run variance average level, e, is also 
called the mean-reverting level. The rate at which variance is being pulled back towards e is 
often referred to as the mean-reverting rate. The risk premium of volatility is typically 











5.2.1 Power Series Method of Hull and White 
Hull and White [24] proposed the following stochastic volatility model 
dv = rjNdt + 4vdW/ ( 5.7) 
This is one of the first few models that tackled the stochastic volatility problem. However, 
they made simplifying assumptions that volatility risk is not priced and there is no correlation 
between Wand W. In other words, It = 0 and p 0 in PDE (5.3). Hull and White [24] as well 
as Stein and Stein [36], which will be introduced in the next section, both their formulas for 
the option price rely on the distribution of the average variance V of the asset price process 





Hull and White [24] have found in their analysis that the conditional distribution of the 
terminal asset price, given the average variance, is lognormally distributed7• Moreover, the 
risk -neutral dynamics of the volatility do not depend on the asset price, i.e. (p - )1,) and q are 
independent of S. These results break down when the asset price and the volatility are 
correlated. 
In the model of Hull and White, we have 
p(S, v,t) rjN 
q(S, v,/) = 4v 
)1,=0 
p=O 
Let C(S, v, t) denote the value of a European call option at time t, with strike price K and 
maturing at time T. PDE (5.3) becomes: 
ac ac ac 1 2 a2c 1 2 2 a2c 1 a2c 
at +rS as +rjN av +'2vs as2 +'2~ v av2 +pS4v' asav -rC=O 
Since volatility risk is not priced, the value of C does not depend on investors' risk 
preferences, and thus C(S, v, t) can be calculated using risk-neutral valuation: 













T = option maturity; 
S = asset price at time t; 
v = instantaneous variance rate at time t; 
j(SrIS, v) the conditional distribution of Sr given thc asset price and variance at time t; 
C(Sr, Vr, 1) = payoff function = max{Sr-K, O}. 
For any three related random variable x, y, and z the conditional density functions must satisfy 
f(x I y) = fg(x I z)h(z I y)dz. 
Using the average variance defined above, the distribution of Sr can be written as 
f(Sr I v) = fg(Sr I V)h(V I v)dV. 
Note that S is omitted for simplifying reason in the above expression. 
Substituting this into Equation (5.8) yields 
C(S, v,t) = e-r(r-I) f fC(Sr )g(Sr I V)h(V I v)dV dSr 
which can be written as 
C(S, v,t) = J(e-r(r-t) fC(Sr )g(Sr I V)dSr ~(V I v)dV. 
The inner term in the above equation is the Black-Scholes price for a European call option 
- -
with average varianee V, which we shall denote by BS( V ). Thus we have 
C(S, v,f) = JBS(V)h(V I v)dV. 
Hull and White then expand BS( V) in a Taylor series about its expected value E( V) to get 
- 1 a2BS 
C(S, v,t) = BS(E(V» + ---=2 J(V - E(V»2 h(V)dV + ... 
2 av E(V) 
= BS(E(V» +! a2!!~ Var(V) +! a3!!~ Skew(V) + ... 












where Var( V) and Skew( V) are the second and third eentral moments of V. This series 
converges very quickly for sufficiently small values of ~(T - t). With rjJ 0: 
C(S,(72,f) BS«72) 
+ 1 S...rr::iN'(d1)(d1d 2 -1) {2(74(e
k 
-k-l) (74} 
2 4(73 k 2 












x (7 3k3 + ... 
where 
k = ~2(T-t). 
In Equation (5.9), (7 Fv, which is the current volatility level of the asset return. d, and dz 
are calculated as usual by 
d _In(S/K)+(r+(72/2)(T-t) 
I - (7~(T -f) 
d z d,-(7~(T-t). 
Hull and White [24] justified the use of rjJ = 0 as for any nonzero rjJ, options of different 
maturities would exhibit different implied volatilities. Since this is not often observed 
empirically, Hull and White [24] concluded that rjJis at lcast close to zero. 
Hull and White [24] compared their results obtained from Equation (5.9) to the Black-Scholes 
model and have found that Black-Scholes model overvalues near-to-the-money options and 
undervalues deep-in-the-money and deep-out-of-the-money options9. Figure 5.1 shows the 
pricing biases for three different values of .;. 
8 These results are given in Hull and White [24] as well as in Boyle, P. P., and D. Emanuel, 1985, "Mean 
Dependent Options," Working Paper, Accounting Group, University of Waterloo. 
9 What this means is really that Black-Scholes model produces higher prices than the Hull and White model for 
at-the-money option and lower prices for deep-in-the-money and deep-out-of-the-money options. Hull and White 
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Figure 5.1: Relative errors of Hull and White prices with respect to the 
Black-Scholes price for varying t;. The simulation parameters are: r = 0, q 0, OJ = 
15%, and T - t 180 days. 
Hull and White [24] have also developed a Monte Carlo procedure to simulate option prices 
for the cases of nonzero r/J and nonzero correlation between asset price and its volatility. When 
the correlation is positive, the Black-Scholes model undervalues out-of-money options and 
ovcrvalues in-the-money options. Whcn the corrclation is negative, the effect is reversed. 
5.2.2 Fourier Inversion Method of Stein and Stein 
Stein and Stein [36] model stochastic volatility as a mean-reverting process 
da -5(a-())dt+kdW/ ( 5.10) 
which is also known as an arithmetic Omstein-Uhlenbeck process. In Equation (5.10), (]" 
(volatility) rather than v (variance rate) is modelled. Stein and Stein [36] also made the 
assumption that W2 is not correlated with IIP'. As mentioned above, () is the long-run average 
volatility or the mean-reverting level and 0 is the mean-reverting rate. Stein and Stein [36], 
who considered the risk premium It to be a constant, derived the density function of time-t 











the lognonnal density of S, conditional on V and the density of V. The details are given in 
the appendix of Stein and Stein [36]. 
The main advantage of the Stein and Stein model is that it provides a closed-fonn solution for 
the asset price distribution, rather than the op tion price itself. This feature gives us better 
understanding of the asset price dynamics when its volatility is stochastic. It is also 
computationally less expensive than other models or solving the PDE (5.3) by numerical 
procedures 10. 
~~~~--~~~~---7~~~~-7~~~ 
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Figure 5.2: Probability density functions of absolute and reflected o-v processes. 
The solid curve is the dens ity of the refl ected 0-V process, while the dashed curve 
is the density of the absolute of the o-v process. The parameter values used are ao 
O.IS, B== 0.3, 6= 2.0, k = 0.4, and T= 0.2S. 
However, volatility process that follows Equation (S.l 0) may become negative. Stein and Stein 
[36] argued that since volatility enters their option pricing formula only as d(f), this is 
equivalent to imposing a reflecting barrier at 0 in Equation (S.IO). Ball and Roma [4] have 
demonstrated that this is not the case. Th ey outlined the subtle difference between the reflective 
10 Well-known works includes Wiggins [37] using the hopscotch finite difference method, as well as Hull and 











Omstein-Uhlenbeck process and the absolute value ofthe Omstein-Uhlenbeck process, which 
is actually the model proposed by Stein and Stein [36]11. 
Figure S.2 is taken from Ball and Roma [4] and the difference between the density functions 
ofa reflected O-U process and an absolute value of the O-U process can be seen markedly. 
5.2.3 Heston Model with Closed-Form Solutions 
Heston [18] developed closed-form solution for European option prices as well as the hedge 
ratios. He modelled the variance process as a square-root mean-reverting process 
dv !C(O-v)dt +( .rvdW/ ( 5.Il) 
where W2 has correlation p with W. A similar model has been used to model interest rates by 
Cox, Ingersoll, and Ross [12]. Equation (S.ll) ensures that variance is always positive for 
plausible parameter values. 
Next we take a brief look at Heston's [18] approach. Let C be the value of a European call 
option with strike price K and maturing at time T. The volatility of the underlying asset price 
S follows the stochastic differential equation (5.11). In other words, 
peS, v,t) !C(O - v) 
q(S, v,t) = (.rv 
in Equation (S.l). PDE (S.3) then becom es 
ae ae ae 
-+rS-+(!C(O-V)-A)-+ at as av 
1 2 a2e 1 2 a2e a2e 
2"vs as2 + 2 ( v av2 + pt;Sv asav -re:::;;; 0 
C must satisfy PDE (5.12) subject to the following boundary condition 
(S.12) 
II However, Ball and Roma's [4] analysis of the Stein and Stein [36] model was not completely correct. Ball and 
Roma [4] correctly pointed out that the Stein and Stein model is not a reflected D-U process; but Ball and Roma [4] 











C(S, v,T):::: (S -K)+, 
C(O, v,t) = 0, 
ac 
(00, v,t) == 1, (5.13) 
as 
ac ac ac 
-(S,O,t) + rS-(S,O,t) + KB-(S,O,t) - rC(S,O,t) = 0, 
at as av 
C(S,oo,t) = s. 
By analogy with the Black-Scholes fonnula, Heston [18] guessed that the solution to PDE 
(5.12) is of the fonn 
C(S v t) == SP. - e-r(T-t) KP-
, 'I 2 ( 5.14) 
With 
X:::: In(S) 
and substituting the guessed the solution (5.14) into PDE (5.12) shows that PI and P2 must 
satisfy PDEs 
a~ aPj a~ 1 a2~ 1 2 a2~ a2~ 
at + (r + Ujv) ax + (aj -bjv) av + '2v ax2 +'2( v av2 + p(v axav == 0 (5.15) 
for j = 1,2, where 
P,=I5.. P2==-'h, a KB, b,=K+A-p(, b2 =K+A. 
The probabilities are not immediately available in closed-fonn. However, Heston [18] showed 
that their characteristic fimctions,Jl(x,v,T;¢) andh(x,v,T;¢) respectively, satisfY the same PDE 
(5.15) subject to the final condition 
jj(X, v,T;t/»:::: eixtP 
The characteristic functions are 













The probabilities PI and P2 can then be obtained by inverting the characteristic functions 
(5.16): 
1 + 1 IRe[e-i¢ln<Kl ~(x' V,T;r/J)]dr/J 
2 1[ 0 zr/J 
( 5.17) 
Equations (5.14), (5.16), and (5.17) gives the price ofa European call option. 
Volatility Dynamics in the Risk-Neutral World 
Heston [18] suggested that the risk premium, A, should be proportional to the variance v, i.e. 
A,(S,v,t) '" Av. Thus the risk-neutral drift of variance is 
K(8-v) -1(S, v,t) K(8-v)-1v = K8-(K+1)v = (K+ 1)(~ -v) 
K+1 
Define the risk-neutralised parameters 
K*=K+1 and 8*=K8/(K+1) 
Substitute 1<:* and ()I' into Equation (5.12) to get 
ac ac ac 
-+rS-+K*(8*-v)-+ 
at as av 
1 2 a2c 1 2 a2c a2c 













This suggests that the risk-neutralised variance process is 
dv = K * (f) * -v)dt + (.JvdW/ ( 5.20) 
instead of the real world variance process described in Equation (5.l1). ()* is the 
mean-reverting level (long-run average variance) and K* is the mean-reverting rate in the 
risk-neutral world. Equation (5.19) is equivalent to Equation (5.12), but without risk 
preference parameters. When modelling option prices using the Heston model, we should 
look at ()* and K* rather than the original Band K. 
Effects of parameters in Heston Model 
The parameters p and (; play important roles in determining the shape of the risk-neutral 
terminal asset price distribution and hence affect option prices directly. The sign and 
magnitude of p determine the sign and level of skewness in the asset price distribution. A 
negative correlation, ceteris paribus, implies that an increase in asset return is associated with 
a decrease in variance. Therefore, the left tail becomes thicker and right tail thinner than the 
lognormal distribution assumed by the Black-Scholes model. This results in a higher 
probability (than the lognormal distribution) for asset price to end up below a extreme low 
strike price and hence increases the prices of deep-out-of-the-m oney puts and 
deep-in-the-money calls and, on the other hand, decreases the prices of the deep-in-the-money 
puts and deep-out-of-the-money calls. However, since the kurtosis of the asset price 
distribution is not changed, prices of in-the-money calls and out-of-the-money puts are 
decreased, while out-of-the-money calls and in the money puts increase in value. A positive 
correlation has completely opposite effects. Figure 5.3 shows the effects of correlation 
parameter p have on option prices. 
While the correlation parameter p affects the skewness of the implied asset price distribution, 
the parameter (; controls the volatility of volatility. When (; is zero, the volatility is 
deterministic; otherwise an increase in (; increases the kurtosis of the implied asset price 
distribution, and makes the tails of the asset price distribution fatter. Thus the occurrences 0 f 
extreme asset returns are more likely. As a result, options that are deep-in-the-money and 
deep-out-of-the-money increase in value, while prices of near-to-the-money options are 























Figure 5.3: Price difference between Heston model and Black-Scholes model for 
positive and negative correlations. The parameters used for simulation are: K* 2, 
(iI'=O.Ol, ,=0.1, T-t=0.5 years, r O,q=O,andK= 100. 
0.40 r--------------------.... 
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Figure 5.4: Price difference between Heston model and Black-Scholes model for 
different values of volatility of volatility t;. The parameters used for simulation arc: 











There were empirical works done on the Heston model. Bates [5] has found that prices 
produced by the Heston model are in closer agreement with the market option prices than 
those of the Black-Scholes model. Nandi [28] studied both pricing and hedging of Heston 
model using S&P 500 index options, and found that the returns of a hedge portfolio 













Data and Methodology 
6.1 Data 
The data (obtained from Bloomberg) is the S&P 500 index option prices recorded at 
approximately 11 :OOam on the 15th August 2001. Eight different maturity dates (ranging from 
200118/18 to 2003/6/21), each with 18 different strike prices (except the one maturing on 
2003/6/21, which has only IS strike prices) are taken. The S&P 500 index closed at 1186.73 on 
14th August 2001. 
6.1.1 Background on the S&P 500 Stock Index 
The Standard and Poor's 500 (S&P 500) Index is a market-value-weighted index based on a 
portfolio of 500 different stocks that are traded on the New York Stock Exchange (NYSE), 
American Stock Exchange (AMEX), and the Nasdaq National Market System. The 500 stocks 
contain 400 industrials, 40 utilities, 20 transportation companies, and 40 financial institutions. 
The weights of the stocks in the portfolio at any given time are proportional to their market 
capitalisations. 
6.1.2 The S&P 500 Index Option 
There are many different index options traded in the United States. One of the most popular 
ones is the S&P 500 index option traded on the Chicago Board Options Exchange (CBOE). 
The S&P 500 index option expires on the Saturday immediately following the third Friday of 
the expiry months, which are March, June, September, and December. The S&P 500 index 











One contract is to buy or sell 100 times the index at the strike price. Settlement is in cash 
rather than by delivering the portfolio underlying of the index, which is inconvenient or 
impossible. The S&P 500 index option is selected for modelling because its underlying index 
consists of stocks representative of the entire stock market. It is also one of the most actively 
traded options in the world. Therefore liquidity is not a great concern when modelling. 
6.1.3 Data Screening Procedure 
All the call option prices taken from the market are checked whether they satisfy the lower 
boundary condition 
where Sf is the current asset price, K is the strike price, q is the continuous compounded 
dividend yield ofthe asset, r is the risk-free interest rate, and C(S/,t) is the call price at time t. If 
a call price from the market does not satisfy the lower boundary condition, it is considered as an 
invalid observation and discarded. 
6.2 Methodology 
Intuitively, the parameters of a good model should stay constant over time. Therefore, we 
assume that the parameters of the models that we implement are constants. This enables us to 
use the models to calculate option prices of one day based on the parameters estimated using 
the same day's data. 
6.2.1 Parameter Estimation 
Here parameters are not the option parameters (S, K, r, q, a; and .), but rather the primitive 
parameters of each of the models discussed earlier. They are summarised in Table 6.1. 
Model Primitive Parameters 
GARCH(l,l) m,a,/3 
CEV e 
Hull and White e 
Heston K*,~,(,p 











The parameters K* and ()I' in Heston model represent, respectively, the risk-neutral 
mean-reverting rate and the long-mn average variance in the risk-neutral world. Since we are 
doing risk-neutral pricing, what we want to model is the risk-neutral world dynamics of 
variance, rather than the real-world dy namics. 
Apart from the GARCH(l,I) model, in which the parameters are estimated from the history 
of the underlying, all parameters of the other models are estimated from data at hand. First, 
nine specific options are selected to best represent the data and are listed in Table 6.2: 
~ Short Maturity 3 days) Medium Maturity 213 days) LODj~ Maturity 675 days) im om om im om om im om om 
Strike Price 1100.00 1195.00 1270.00 1050.00 1175.00 1450.00 995.00 1200.00 1650.00 
Market Price 91.00 6.80 0.90 176.60 87.50 4.20 286.80 156.30 16.40 
Table 6.2: Options used for parameter estimations, where im, nm, and om are the 
abbreviations for in-the-money, near-to-the-money, and out-of-the-money options 
respectively. 
The aim is to find the parameters by regression, i.e. find the parameters that produce the 
modelled prices, which best fit the market prices. This is done using the least-square method. 
The model should produce nine prices - call them CModel and call the market prices C Market. The 
difference between C Model and CMarket is therefore a vector 
A C Model- C Market 
Thus all we need to do is to find the (set of) parameter(s) that minimise the inner product of A 
with itself. 
6.2.2 Estimating Parameters in GARCH(l,l) Model ll 
For GARCH( I, I) model, the parameters €v, a, and fJ are estimated using historical data. The 
approach is known as maximum likelihood method, as mentioned earlier in this dissertation. 
The idea is to find parameter values that maximise the probability (or likelihood) of the data 











occurring. Suppose we have m observations u], Uz, ... , Um and the mean of the underlying 
distribution is zero (see section 4.2 in this dissertation). Define Vi a/ as the variance 
estimated for day i. We assume that asset returns are normally distributed. Therefore the 
probability density for the ith observation, Uj, conditional on the ith variance, Vi, is normal. 
The likelihood function is then 
This is equivalent to maximising the log-likelihood l(v),vz, ... , vm), where 
l(vl> vz, ... , vm ) = In(L) 
m {I {-u2 J} IT --ex ' 
;=1 ~2nvi 2v; 
m m m U Z 
= --In(21l') 2)n(vJ - 2:-' 
2 ;=1 ;=1 2v; 
which is the same as maximising 
m [ u
2
] fr -In(v;) - ;1 
( 6.1) 
( 6.2) 
An iterative search can then be performed to find the parameters that maximise the expression 
(6.2). 
6.2.3 Interpolating Option Prices in the CEV Model 
The aim is to use Newton's interpolation formula to fit a second-degree polynomial to three 
CEV values where "closed-form" solutions exist. Letj{ fJ) denote the CEV European call price 
with (J. Then the interpolated call price for any 61between zero and two is 
1(0) = 1(0) +%O{/(~)- 1(0)}+±0(0-~){3/(0)-9/(~)+6/(2)} (6.3) 
In equation (6.3), j{O) is the CEV call price when 61 = 0, and hence can be calculated using 
formula given in Equation (4.11). j(2) correspond to the case where 61 = 2, and thus the 
famous Black-Scholes formula can be used. From Equation (4.13), the CEV call price of the 











where Q(2y;5,2x) and Q(2x;3,2y) can be evaluated using Equation (4.14). 
6.2.4 Interest Rate and Dividend Yields 
All of the option parameters (S, K, r, q, '&') are observable from the market except for the 
volatility of the underlying, which is, of course, what we are trying to modeL Specific note 
should be taken of r, the risk-free interest rates, and q, the continuously compounded dividend 
yields, over the life of the options. They have been estimated and provided by Bloomberg and 
are summarised in Table 6.3. 
Maturity Dates Interest Rates Dividend Yields 
2001/08/18 3.400% 1.162% 
2001109122 3.400% 1.071 % 
2001110/20 3.400% 1.139% 
2001112/22 3.370% 1.253% 
2002/03/16 3.310% 1.309% 
2002/06/22 3.380% 1.281 % 
2002112121 3.510% 1.286% 
2003/06/21 3.650% 1.290% 
Table 6.3: Summary of interest rates and dividend yields used for option pricing, 
where interest rates and dividend yields are both quoted NACC (Nominal Annual 
Continuously Compounded) over the lives of the specific options. 
6.2.5 Measuring Model Performances 
To see how well a model performs, we look at the relative error generated by the model. 
Suppose CModel is the call option prices generated by the model and CMarket is the actual price 
extracted from the market, the conventional relative error, EConventional, is calculated by 
E ICModel -CMarke, 1 












If the relative error (expressed in percentage) is small, it means the model gives a good 
approximation to the market. Conversely, if the relative error is big, then the model is 
considered to be a poor approximation to the market. 
However, we do not only want to see how close the model price is to the market price, but also 
whether the model produces over- or underestimates to the market. In other words, we need to 
see when a model underprices and overprices an option. 
To achieve this, we modify the conventional relative formula to 
E = C Model - C Markel 
Cmarkel 
A negative relative error then means that the model underprices the specific option, whereas a 













In this section, the prices ge nerated by the models are checked against the market prices as well 
as those calculated using Black-Scholes formula. 
7.1 Data Streening Result 
As mentioned in the methodology section, all option prices extracted from the market must be 
checked whether they satisfy the lower boundary condition 
S -q(T-r) Ie 
Those that do not must be discarded. Although some market option prices appear to be 
underpriced (with respect to Black-Scholes price), all market prices do satisfy the lower 
boundary condition. 
7.2. Historical Volatility 
Using the closing prices of S&P 500 index from 1996/8/l5 to 200l/8/l4, the historical 
volatility is estimated to be 0.194939 or 19.49% p.a. Unless otherwise stated, all the volatilities 
are annualised. 
7.3 Option Categories 
Each market option price that remains after the screening procedure is placed in one of 9 
categories depending on their time to expiration and ratio of the asset price to the strike price. 











1. Short maturity (90- days or below 3 months) 
2. Medium maturity (91 to 270 days or between 3 and 9 months) 
3. Long maturity (271 + days or above 9 months) 
In our case, the 3, 38, 66 days options belong into the short maturity category, the 129 and 213 
days options belong to the medium maturity category, and 311, 493, 675 days options belong to 
the long maturity category. 
The ratio of the current asset price to the stri ke price is also divided into three ranges: 
1. Out-of-the-money (0.95-) 
2. Near-to-the-money (0.95 to 1.05) 
3. In-the-money (1.05+) 
7.4 Model Performances 
Matlab [26] seripts have been written to simulate the model prices in order to calculate the 
relative errors of each model. All programs are listed in Appendix A. A good model should 
produee small relative errors (of both signs) over different strike prices and different maturities. 
7.4.1 GARCH(I,I) Model 
The GARCH(l,I) parameters are estimated to be as follows: 
co;::: 0.00000538659679 
a;::: 0.09960225692814 
f3 ;::: 0.86879882989990 
Substituting the above parameter values into Equation (4.6) suggests that the time series of the 
S&P 500 variance rate is 
O'~ 0.00000538659679 + 0.09960225692814u;_1 + 0.868798829899900';_1 . 
The long-run average variance V = 0.00017046 per day or 0.042957882 per annum, whieh 
yields an annualised volatility of 20.73 %. This resu It is very close to the historical volatility of 
19.49%, as can be expected. Table 7.1 shows th e expected average variance over the lives of 











From Table 7.1, it can be seen that the longer it is to the maturity date, the closer the average 
variance is to the long-run average variance. We then use the predicted volatilities in Table 7.1 
to price options according to their maturity dates. 
I Maturity Average Variance Average Volatility Predicted 
i Dates (per day) (per dan Volatility 
2001108118 0.0000999412 0.009997059 15.87% 
2001109/22 0.0001277346 0.011301973 17.94% 
2001110/20 0.0001397527 om 1821706 18.77% 
2001112/22 0.0001528914 0.012364925 19.63% 
2002/03/16 0.0001596626 0.012635768 20.06% 
2002/06/22 0.0001630599 0.01276949 20.27% 
2002/12/21 0.0001657944 0.012876118 20.44% 
2003/06/21 0.0001670545 0.012924957 20.52% 
Table 7.1: Predictive volatilities from GARCH(l, 1). Note that the predicted 
volatilities in the right-most column are annualised. 
It is found that GARCH( 1,1) model generally underprices in-the-money and near-to-the-money 
options, and overprices out-of-the-money options. Since the GARCH(l,I) model is only a 
improvement of the Black-Scholes which uses different volatilities for options with different 
maturities, it uses the same volatility for different strikes 13. This, however, does not comply 
with the implied volatility, which varies across different strike prices. Investors are often 
concerned about a stock market crash similar to that experienced in October 1987, and they 
price options accordingly [23]. This is the "crashophobia" argument of Mark Rubinstein. 
For different maturities, th e GARCH(1, I) model produces better results for medium maturity 
options than short and long maturity options. 
13 A more consistent option-pricing approach would be to run Monte Carlo simulations of the asset price and 
volatility under (risk-neutral) GARCH dynamics. This would generate implied volatilities that vary across strike, 
not just maturity. This approach would, in principle, allow the GARCH parameters to be calibrated to option prices 












The option category where GARCH( I, I) performs best are the medium maturity, in-the-money 
and near-to-the-money options. In these categories, the relative errors of the model prices are 
constantly between ·-7% and -3% with a few exceptions of around -8%. This result gives one 
insights about how to predict the market price from the GARCH( I, I) price. 
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Figure 7.1: Effects of varying the GARCH(I,I) parameters have on the predicted 
volatilities. For all three parameter sets, (j) and a are not changed. In Parameter Set 
I, the original j3 is used. In ?arameter Set 2, j3 is increased by 1 %, whereas in 
Parameter Set 3, j3 is decreased by 1%. 
It is observed that, the longer the life oft he option, the more the predicted volatility is changed 
by varying parameter values. This result is shown in Figure 7.1. 
The predicted volatilities are less sensitive to the changes in the parameters (j) and a, but are 
more sensitive to the changes in j3. For example, looking at predicted volatility for the furthest 
maturity, ceteris paribus, I % increase in (j) results in 0.1 % increase in the predicted volatility; 
while 1 % increase in a results in 0.32% increase in the predicted volatility. However, 1% 
increase in j3 results in 3.39% increase in the predicted volatility. Also increase in j3 cannot 











The above result have direct impact on the sensitivity of option prices produced by the 
GARCH(l, 1) to the changes in the parameters, The rate of option price change with respect to 
volatility of the underlying is determined by vega, which has two important properties: 
1. For options with the same maturity, the closer the option is near-to-the-money, the 
higher the vega is associated with it. 
2. For an at-the-money option, vega increases as time to maturity increases. 
Thus we can deduce that long-life, near-to-the-money options have highest Vegas, and are 
therefore most sensitive to changes of underlying's volatility, As a result, they are also most 
sensitive to changes of the GARCH parameters, especially /3. 
7.4.2 The Constant Elasticity of Variance Model 
The elasticity coefficient () in the CEV model is estimated to be 1,729. Thus under the CEV 
assumption, asset price follows the stochastic differential equation 
dS = pSdt + 08°,576 d~ 
with the instantaneous volatility given by 
a(S,t) == 08-0·1355 , 
The prices generated by the CEV model appears to be a very good approximation for 
in-the-money and near-to-the-money options of short and medium maturities, with relative 
errors between -5% and +5%. 
To see how robust the CEV model is, we look at how change in the elasticity coefficient () 
affects model option prices, using ()increased by 10% and decreased by 10%. A typical result is 
shown in Figure 7.2, 
From Figure 7.2, it can be seen that the option prices produced using ()= 1.902 and ()= 1.556 do 
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Figure 7.2: Option prices produced by CEV model with three different B. 
Figure 7.3 shows that the change in price decreases as the "moneyness" of option increases. 
Deep-in-the-money option experience least change in price when there is a change in IJ. In fact, 
in our findings, we see that in-the-money options across all maturities have very small change 




























It is also found that, for in-the-money options, changes in () do not cause changes in price to 
vary systematically with respect to different maturities. 
7.4.3 Hull and White Model 
The parameter ofthe Hull and White model is estimated to be 0.002. For near-to-the-money 
options of both short and long maturities, Hull and White model generally produces prices that 
better approximate the market than Black-Scholes. For medium maturity options, Hull and 
White model produces prices that are very close to Black-Scholes price. 
For sensitivity analysis, we look at changes in the Hull and White price when we increase and 


















Figure 7.4: Changes in the Hull and White price when the value of the parameter ~ 
varies. 
Out-of-the-money option prices do change quite significantly with respect to changes in ~. On 
the other hand, near-to-the -money and in-the-money options are not sensitive to changes in ~. It 
is also found that, the longer the life of the op tion is, the more sensitive the option price is. 
Since ~ is the volatility of volatility in the Hull and White model, it has similar effects on 











deep-in-the-money and deep-out-of-the-money options, and decrease of near to maturity 
options. Decreasing qhas completely opposite effects. 
7.4.4 Heston Model 
The parameters in the Heston model are estimated to be 
K* = 0.719 
B* 0.0164 
S = 0.0183 
p=-1 
This means the risk-neutral rate of mean-reversion is 0.719; the risk-neutral long-run average 
variance is 0.0164. P = -1 means that the asset price and the variance/volatility is perfectly 
negatively correlated. This complies with the leverage effect. Suppose that we know the real 
world long-run average variance to be the square of the historical volatility estimated earlier i.e. 
()= 0.1949392 = 0.038, we can then calculate the real world parameters Kand 2 using Equation 
(6.3). The results are K = 0.3103 and 2 = 0,4807. Thus the risk-neutral world dynamic of 
variance is given by 
dv = 0.719(0.0164 -v)dt + 0.0183.rvd~2 
while the real world dynamic is 
dv = 0.3103(0.038-v)dt +0.0183.rvd~2. 
And 2(S, v, t) 0,4807v is the measure of volatility risk premium. 
Using the set of parameters described above to price the S&P 500 index options produces 
some very impressive results. Except for options of the shortest and the longest maturities, the 
Heston model gives good approximations for in-the-money and near-to-the-money options of 
other maturities, with some of the relative errors below 1 %. 
To see how the Heston prices change with respect to changes in parameter values, we select 
arbitrarily to vary one or some parameters values as follows: 
L 10% increase in K"', ceteris paribus. 
2. I 0% increase in K'" as well as 1 0% increase in B"', ceteris paribus. 











4. 10% increase in (J' and 10% increase in 'ceteris paribus. 
5. 10% increase in' ceteris paribus. 
6. 10% increase in p, ceteris paribus. 
The results are shown in Figure 7.5. 
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Figure 7.5: Change in the Heston prices with respect to changes in parameter 
values. 
It can be seen that changes in Heston price for out-of-the-money options are bigger relative to 
near-to-the-money and in-the-money options. Nevertheless, all price changes remains 
between -1 % and + 1 %, which are only small changes. Thus the Heston model is the most 
robust in all the models we have looked at in terms of sensitivity to parameter changes. 
7.5 Choosing between Models 
The simulation results for all four models can be found in the file RESUL TS.xLS in the 
diskette provided with this dissertation. Because all four models produce relative errors with 
respect to the market in all option categories, we suggest that there is no one model which can 











I. Parameter values are incorrectly estimated. 
2. Models cannot fully capture the variations in the market. 
The first possibility is highly likely in this research. Since the data set that we used in this 
research is the option prices taken in one day, the estimated parameter values may be incorrect. 
To obtain more precise parameter estimates, the daily option prices over a period of time are 
required. 
We consider the second possibility because in all models, it is assumed that option prices are 
completely determined by the underlying assets. However, this is not the case in practice. In the 
market, option prices are determined by much more factors, such as demand and supply, than 
just the underlying assets. Therefore, the models cannot fully describe option prices in the 
market. 
When a cross-compa;ison is performed on all models, it is found that none of the four models 
dominates the others. In other words, no one model can produce prices that give relative 
errors lower than the other models for all strikes and all maturities. Thus our original goal, 
which is to find the best model, cannot be achieved. The next best alternative is then to find 
which models are more appropriate when pric ing a particular category of options, recalling 
that options are divided into nine categories (See section 7.3). 
Both the CEV and the Heston model appear to be pricing better than the others in the short 
maturity and in-the-money category. For short maturity and near-to-the-money category, the 
Hull and White as well as the GARCH(l,l) model proves to be least in error. However, the 
simple Black-Scholes model, which assumes constant volatility, also comes in handy. For 
short maturity and out-of the-money category, it is the GARCH( 1, I) model that produces best 
prices with respect to the market. 
For medium and long maturity options of all "moneyness" categories, the results are not as 
diverse as for short maturity options. Although all other models are good approximations, the 
Heston model appears to be better by producing much smaller relative errors. Therefore for 
medium and long maturities options, the best model to be used for option pricing is the 
Heston model. Table 7.2 summarises the results. 
Of the three models with their parameters calibrated to the option prices (CE V, Hull and 











surprising, given that it has four parameters, whereas the other two models are free to choose 
only one parameter. 
Short Maturity Medium Maturity Lone: Maturity 
In-the-money CEV,Heston Heston Heston 
Near-to-the-money BS, HW, GARCH(1,l) Heston Heston 
Out-of-the-money GARCH(1,l) Heston Heston 













In this dissertation, we attempted to find the best model for the non-constant volatility problem. 
Wc have considered two deterministic volatility and two stochastic volatility models. The 
former two are the GARCH(l, 1) model, and the Constant Elasticity of Variance model; and the 
latter two are the Hull and White model, and the Heston model. To achieve our goal, we have 
looked at the relative errors of the model prices with respect to the market prices. The 
sensitivities of the model prices to model parameters are also considered. 
Findings 
From the results of the simulation, we have found that, for S&P 500 index option: 
1. None of the models can fully reproduce the market prices since all of them produce 
relative errors with respect to the market. 
2. There is no model that dominates the others by producing prices that are in closer 
agreement with the market prices in all option categories. 
3. Of all the models, the Constant Elasticity of Variance model is one of the best for 
pricing the short maturity, in-the-money options. 
4. The GARCH(l,l) model, comparing to other models, is good in for both short 
maturity, near-to-the-money and short maturity, out-of-the-money option categories. 
5. The Hull and White model is another good model in the short maturity, 
near-to-the-money option category. 
6. Lastly, the Heston model is good for pricing the short maturity, near-to-the-money 












As discussed in Chapter 7, we argue that the data consists of only one day's option prices, 
which may not be sufficient to estimate the parameter values for the models. Future work 
should repeat the simulation with daily option prices over a longer period of time (e.g. a year) 
for estimating and comparing models. 
Work can also be done comparing additional models of volatility, e.g. the Stein and Stein 
model [36]. This model has a distinctive feature that it provides the closed-form solution for 
terminal asset price distribution given stochastic volatility . 
For the purpose of this res earch, we made the assumption that model parameters stay constant 
over time. This enables us to estimate model parameters from one day's option prices, and 
then calculate option prices of the same day based on the parameter estimates. Thus the 
results are of limited significance. In future work, this assumption should be relaxed and 













All programs written in Matlab [26] to simulate model prices are listed here. 
A.1 Black-Scholes Program: BS.m 
S 1186.73; 
rate ~ 0.034; 
div ~ 0.01162; 
K 1100; 
T 3/365; 
vol ~ 0.194938616; 
GARCH = (S.*exp{-div.*(T» .*erfc(-d1. 
K.*exp(-rate.*{T) .*erfc(-d2./sqrt(2» ./2) 
A.2 CEV Program: f.m 
function c ~ f(theta) 
(2) ) • /2 -
% Calculationg option prices using a Constant Elastcity of Variance model 
% with any elasticity coefficient theta between 0 and 2 
global r q K T 
r [0.034 0.034 0.034 0.0331 0.0331 0.0331 0.0365 0.0365 0.0365]; 
q [0.01162 0.01162 0.01162 0.01309 0.01309 0.01309 0.0129 0.0129 0.0129]; 
K [1100 1195 1270 1050 1175 1450 995 1200 1650]; 
T [0.00822 0.00822 0.00822 0.5836 0.5836 0.5836 1.8493 1.8493 1.8493]; 











f4b3 CEV(4/3) ; 
~ Get CEV prices for theta ~ 0 and 2 
fO [86.9241 4.9501 0.0002 167.0460 82.8748 6.3574 267.3965 139.3724 14.4004]; 
f2 [86.92 4.98 0.0003 164.22 82.47 9.39 259.94 139.67 25.22J; 
~ Interpolating for any theta between 0 and 2 
CEVP = fO + (3/4) .*theta.*(f4b3 fO) + 
(1/4) . *theta. * (theta-4/3) . * (3. *fO-9. *f4b3+6*f2) ; 
c CEVP; 
A.3 CEV Program: CEV.m 
function c CEV(theta) 
~ Calculationg option prices using a Constant Elastcity of Variance model 
~ with elasticity coefficient theta 4/3 
% Get option parameters 
global r q K T 
SO = 1186.73; 
r [0.034 0.034 0.034 0.0331 0.0331 0.0331 0.0365 0.0365 0.0365J; 
q [0.01162 0.01162 0.01162 0.01309 0.01309 0.01309 0.0129 0.0129 0.0129]; 
K [1100 1195 1270 1050 1175 1450 995 1200 1650J; 
T [0.00822 0.00822 0.00822 0.5836 0.5836 0.5836 1.8493 1.8493 1.8493]; 
sig = 0.194938616; 
% determine delta based on current asset price and instantaneous volatility 
delta sig/(SOA«theta-2)/2»; 
z exp «r-q) . * (2-theta) . *T) ; 
k 2.* (r-q) ./delta./delta./(2-theta)./ (z-l); 
x k.*{SO."{2 theta».*z; 
y k.*(K. A(2-theta»; 
CEVP SO.*exp(-q.*T).*Q3(2.*y,2.*x) - K.*exp(-r.*T).*(1-Q1(2.*x,2.*y»; 
c = CEVP; 
A.4 CEV Program: Q1.m 











% Compute non-central chi-square distribution 
% with 1 degrees of freedom 
c = normcdf(sqrt(kappa)-sqrt{z» + normcdf(-sqrt(kappa)-sqrt{z»; 
A.5 CEV Program: Q3.m 
function c = Q3(z,kappa) 
% Compute non-central chi-square distribution 
% with 3 degrees of freedom 
c = Ql (z, kappa) + (n (sqrt (kappa) -sqrt (z) ) -n (sqrt (kappa) +sqrt (z) ) ) . Isqrt (kappa) ; 
A.6 Hull and White Program: HW.m 
function c = HW(xi) 
% Compute the Hull and White model price with parameter xi 
% Get option parameters 
SO = 1186.73; 
r [0.034 0.034 0.034 0.0331 0.0331 0.0331 0.0365 0.0365 0.0365]; 
q [0.01162 0.01162 0.01162 0.01309 0.01309 0.01309 0.0129 0.0129 0.0129]; 
OP = [91 6.8 0.9 176.6 87.54.2 286.8 156.3 16.4]; 
K [1100 1195 1270 1050 1175 1450 995 1200 1650]; 
T [0.00822 0.00822 0.00822 0.5836 0.5836 0.5836 1.8493 1.8493 1.8493]; 
sig = 0.194938616; 
% Calculate k 
k xi*xi.*T; 
dl (log(so./K)+(r-q+0.5*sig*sig) .*T) ./{sig.*sqrt{T»); 
d2 d1-sig*sqrt{T); 
% Calculate Black-Scholes price 
BSP SO. *exp (-q. *T) . *erfc (-dl. Isqrt (2» . 12 -
K. *exp (-r. *T) . *erfc (-d2. Isqrt (2) ) ./2; 












(SO.*sqrt(T) .*(1/sqrt(2*pi» .*exp(-0.5.*(dl. A 2» .*(dl.*d2-1» ./(8*sig
A
3) .*(2 
* (sigA 4J * (exp (k) -k-l) . / (k. "2) - (sig A 4» ; 
Term3a = 
(SO. *sqrt (T) . * (1/ sqrt (2*pi) ) . *exp (-0.5. * (dl . A 2) ) . * ( (dl. *d2 -1) . * (dl. *d2 -3) (d 
1. A 2 +d2. A 2 ») / (48* (sig
A 5»; 
Term3b = 
(sig A 6) . * {exp (3 . *k) - (9+18. *k) . *exp (k) + (8+24. *k+18. * (k. A 2 ) +6 . * (k. "3) ) ) / (3 . * (k 
. "3» ; 
HWP BSP + Term2 + Term3a.*Term3b; 
c = HWP; 
A.7 Heston Program: Heston.m 
function c = Heston(x) 
%Compute Heston price 
global kappa theta zeta rho 
kappa x(l}; % risk-neutral rate of mean-reversion 
theta x(2); % risk-neutral long-run average variance 
zeta = x(2); % volatility of volatility 
rho = x(3); % correlation between 8 and v 
global 80 r q K T 
global mu1 mu2 a bl b2 
% get option parameters 
80 1186.73; 
r 0.034; 
q [0.01162 0.01162 0.01162 0.01309 0.01309 0.01309 0.0129 0.0129 0.0129]; 
OP = [91 6.8 .9 176.6 87.5 4.2 286.8 156.3 16.4}; 
K [1100 1195 1270 1050 1175 1450 995 1200 1650}; 

















b2 = kappa; 
k 6; 
N 2 A k; 
Iodd = 1:2: IN-I); 
Ieven = 2:2: (N-2) ; 
% intergration using Simpson's method 
a 0.0000001; 
b 100; 
dphi '" (b-a)/N; 
phi_odd", a + Iodd*dphi; 
phi even a + Ieven*dphi; 
odd_ suml 0; 
odd sum2 0; 
even suml 0; -
even sum2 0; 
for i '" I:length(phi_odd) 
odd_suml 
odd_sum2 
odd suml + PI_integrand(phi_odd(i),xO,vO,T); 
odd_sum2 + P2_integrand(phi_odd(i),xO,vO,T); 
end 
for i = 1:1ength(phi_even) 
even suml 
even sum2 
even_suml + PI_integrand (phi_even (i) ,xO,vO,T) ; 
even sum2 + P2_integrand(phi_even(i) ,xO,vO,T); 
end 
suml 





PI 0.5 + suml./pi; 
P2 0.5 + sum2./pi; 
HP SO*exp(-q.*T) .*PI 
C '" HP; 
exp(-r.*T) .*K.*P2; 











function c = P1_integrand(phi,x,v,t) 
% of P1 
global kappa theta zeta lambda rho 
global SO r q K T 
global mu1 mu2 a b1 b2 
global d1 gl 
global xO vO 
c = real(exp(~i*phi.*log(K)1 .*f1(phi,x,v,tl/(i*phi»; 
A.9 Heston Program: P2_integrand.m 
function c = P2_integrand(phi,x,v,tl 
% Integrand of P2 
global kappa theta zeta lambda rho 
global SO r q K T 
global mul mu2 a bl b2 
global d2 g2 
global xO vO 
c real{exp(-i*phi.*log(K}) .*f2(phi,x,v,t)/(i*phi»); 
A.IO Heston Program: n.m 
function c = f1(phi,x,v,t) 
% Compute characteristic function f1 
global kappa theta zeta lambda rho 
global SO r q K T 
global mu1 mu2 a b1 b2 
global d1 gl 
d1 sqrt«rho*zeta*phi*i-b1}A2-zeta*zeta*(2*mu1*phi*i-phi*phi»; 
gl (b1-rho*zeta*phi*i+d1)/(b1-rho*zeta*phi*i-d1); 
c = exp(A1(T,phi)+B1(T,phi) .*v+i.*x.*phi); 
A.II Heston Program: fl.m 











% Compute characteristic function f2 
global kappa theta zeta lambda rho 
global SO r q K T 
global mu1 mu2 a bl b2 
global d2 g2 
d2 sqrt({rho*zeta*phi*i-b2)A2-zeta*zeta*(2*mu2*phi*i-phi*phi»; 
g2 = (b2-rho*zeta*phi*i+d2) 1 (b2-rho*zeta*phi*i-d2) ; 
c = exp(A2(T,phi)+B2(T,phi) .*v+i.*x.*phi); 
A.l2 Heston Program: Al.m 
function c = Al(t,phi) 
global kappa theta zeta lambda rho 
global SO r q K T 
global mul mu2 a bl b2 
global dl gl 
c = r.*phi.*i.*t + 
al (zeta A 2) . * { (bl-rho*zeta*phi *i+d1) . *t-2. *log ( (l-g1. *exp (dl. *r) ) .1 (l-g1) ) ) ; 
A.l3 Heston Program: A2.m 
function c = A2(t,phi) 
global kappa theta zeta lambda rho 
global SO r q K T 
global mul mu2 a bl b2 
global d2 g2 
c = r.*phi.*i.*t + a/(zetaA 2)*({b2-rho*zeta*phi*i+d2) .*t -
2. *log ({I-g2. *exp (d2. *r» .1 (1-g2»); 
A.l4 Heston Program: B1.m 
function c = Bl{t,phi) 
global kappa theta zeta lambda rho 
global SO r q K T 











global dl gl 
c (bl-rho*zeta*phi*i+dl). / (zeta*zeta) . * ( (l-exp (dl. *r) ) . / (l-gl. *exp (dl. *r) ) ) ; 
A.I5 Heston Program: B2.m 
function c B2(t,phi) 
global kappa theta zeta lambda rho 
global so r q K T 
global mul mu2 a bl b2 
global d2 g2 
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