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Abstract The physico-mechanical properties of rocks and rockmass are decisive for the planning of
mining and civil engineering projects. The Schmidt hammer ReboundNumber (RN), Slake Durability Index
(SDI), Uniaxial Compressive Strength (UCS), Impact Strength Index (ISI) and compressive wave velocity
(P-wave velocity) are important and pertinent properties to characterize rock mass, and are widely used
in geological, geotechnical, geophysical and petroleum engineering. The Schmidt hammer rebound can be
easily obtained on site and is a non-destructive test. The P-wave velocity and isotropic properties of rocks
characterize rock responses under varying stress conditions. Many statistics based empirical equations
have been proposed for the correlation between RN, SDI, UCS, ISI and P-wave velocity. The Artificial Neural
Network (ANN), Fuzzy Inference System (FIS) and neuro-fuzzy system are emerging techniques that have
been employed in recent years. So, in the present study, soft computing is applied to predict the P-wave
velocity. 85 data sets were used for training the network and 17 data sets for the testing and validation of
network rules. The network performance indices correlation coefficient, Mean Absolute Percentage Error
(MAPE), Root Mean Square Error (RMSE), and Variance Account For (VAF) are 0.9996, 0.744, 25.06 and
99.97, respectively, which demonstrates the high performance of the predictive capability of the neuro-
fuzzy system.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The physico-mechanical properties of rockmass play a most
significant role in geological mining, petroleum engineering,
and geotechnical investigations etc. These properties are an
important indicator for the long term planning and design
of exploration and exploitation programs on earth resources.
The strength of the rock mass is adversely influenced by the
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doi:10.1016/j.scient.2012.06.010anisotropy present within the rock mass. The compressional
wave velocity depends on the density, chemical composition,
and hardness of the rock material.
Seismic techniques are often employed to determine and
characterize the dynamic properties of rocks. As these tech-
niques are non-destructive and relatively easy to apply, they are
increasingly being used at different levels of construction [1].
Szlavin [2] investigated to determine if there are any sta-
tistically significant relationships between various properties
investigated. He reported good correlation between the me-
chanical properties of rocks.
It is tedious to determine compressional wave velocity in
the field as well as in the laboratory. When field and laboratory
geophysical data are considered together with geological and
geochemical data, it is possible to extract much information
about rocks andminerals that are likely to occur in the different
deeper layers of the earth. Hence, it is pertinent to estimate the
physical properties of the rocks and P-wave velocity. An ample
evier B.V. Open access under CC BY-NC-ND license.
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which provides a useful insight into site characterization.
Keeping in mind the discontinuity and anisotropy in rocks, it is
difficult to directly obtain all parameters under consideration.
Rock engineers use empirical or analytical relationships among
the various physical and mechanical strength properties of
the materials of interest [3]. Many researchers have proposed
meaningful relationships between rock properties and P-wave
velocity. Singh et al. [4,5] used UCS, hardness, density and the
chemical composition of rocks to predict P-wave velocity and
the anisotropic properties of rockmass. Karakus and Tutmez [6]
evaluated intact rock strength based on a point load strength
index, Schmidt hammer value and sonic velocity using fuzzy
and multiple regression models. They concluded that the fuzzy
rule based approach is fairly good and flexible enough to define
uncertainties in rock properties. All these parameters havewide
applications in the field of civil engineering, geomechanics, and
engineering geology [7–11].
In the present paper, an attempt has been made to predict
P-wave velocity using the neuro fuzzy system. The principle
constituents of the modeling approach are the fuzzy set, fuzzy
logic and the neural network. These are combined into the so
called hybrid modeling framework (Neuro-Fuzzy). The aim of
this study is also to construct themodel and assess its reliability
and predictability for determination of compressional wave
velocity.
2. The dataset
In this study, the elastic property of rock (P-wave velocity)
is predicted, using the physico-mechanical properties of rock,
using ANFIS. It is difficult, time consuming and expensive
to obtain all the geomechanical parameters. Hence, placing
the aim of the investigation under consideration, the Schmidt
hammer rebound number, slake durability index, uniaxial
compressive strength, and impact strength index have been
taken as input parameters for the fuzzy model. The P-wave
velocity is the output parameter. To construct the model,
different physico-mechanical properties of different rock types
were determined, as per the ISRM suggested method [12]. Out
of 102 data sets, 85 data sets were taken as training data and 17
data sets taken as testing data.
3. Neuro-fuzzy system
The classical set is a set with a crisp boundary. The variable
either does or does not belong to the set. In contrast to
the classical crisp set, Zadeh [13] proposed a theory with
boundaries that are not precise. A fuzzy set is a class of objects
with a continuum of grades of membership. Such a set is
characterized by a membership (characteristic) function which
assigns to each object a grade of membership ranging between
zero and one [13]. Nowadays, techniques in artificial neural
networks, fuzzy sets and fuzzy systems have been combined
together, which is termed soft computing or the intelligence
technique. The fuzzy theory has beenused in various fields, such
as plant process control, automatization, pattern recognition
and as a decision making tool. The fuzzy inference system is
alsowidely used in the areas of rockmechanics and engineering
geology [5,6,14–17]. The simple fuzzy inference system is
illustrated in Figure 1. Fuzzy systems were applied to many
fields, like industries and engineering applications. It was found
that construction of a well performing fuzzy system is not
always achieved as easily as it would seem. The problem of
finding suitable membership functions and fuzzy rules is often
a process of trial and error. Therefore, the idea of applyinglearning algorithms to a fuzzy system was considered. Neural
networks are used to tune membership functions of fuzzy
systems that are employed as decision-making systems for
controlling equipment. Although fuzzy logic can encode expert
knowledge directly using rules with linguistic labels, it usually
takes a lot of time to design and tune themembership functions
which, quantitatively, define these linguistic labels.
Neural network learning techniques can automate this pro-
cess and substantially reduce development time and cost while
improving performance. Therefore, integration of the fuzzy
system and neural networks handles the drawback of both
methods and provides excellent data-mining opportunities
[5,16–19]. The details of the neuro-fuzzy systemwere described
by Takagi and Hayashi [20].
3.1. Adaptive neuro-fuzzy inference system (ANFIS)
The acronym ANFIS derives its name from the adaptive
neuro-fuzzy inference system. Using a given input/output data
set, the toolbox function ANFIS constructs a Fuzzy Inference
System (FIS), whose membership function parameters are
tuned (adjusted) using either a backpropagation algorithm
alone or in combination with a least squares type of method.
Several fuzzy inference systems have been proposed by various
researchers. According to the structure of the consequent parts
and the inferencemethod to compute the output of themodel, a
rule basedmodel can be classifiedmainly into four groups [14]:
fuzzy relational models [21], linguistic models [22], neural
network basedmodels [23–25] and Takagi–Sugeno–Kang (TSK)
fuzzy models [26,27]. The most commonly used systems are
the Mamdani type and the Takagi–Sugeno type, which is also
known as the Takagi–Sugeno–Kang type [18]. In the Mamdani
type fuzzy inference system, both premise (if) and consequent
(then) parts of a fuzzy if-then rule are fuzzy propositions,
whereas in a Takagi–Sugeno type fuzzy inference system, in
which the premise part of a fuzzy rule is a fuzzy proposition,
the consequent part is a mathematical function, usually a zero
or first-degree polynomial function [26]. The TSK model is
simpler to identify because it needs less rules and its parameters
can be estimated from numerical data using optimization
methods, such as least-square algorithms [14]. The Sugeno
method has several advantages, such as: it works well with
linear techniques (e.g., PID control) aswell aswith optimization
and adaptive techniques; it provides ensured continuity of the
output surface; and it is computationally efficient and well
suited to mathematical analysis [28].
In theory, neural networks and fuzzy systems are equivalent
in that they are convertible, but in practice, each has its own
advantages and disadvantages. The main drawback of Fuzzy
Logic (FL) is in finding appropriate membership functions, and
the shape of each variable is solved by the process of trial and
error. In contrast, computation and learning are advantages of
the neural network. It is not easy to obtain the optimal structure
of a constructed neural network [17–19]. So, the best way is to
combine the advantages of both Fuzzy Logic (FL) and the neural
network to make a strong tool that provides better results and
least error. One of the most common tools is ANFIS, which
combines both FL and the neural network.
For simplicity, it is assumed that the FIS under consideration
has two inputs (x, y) and one output (f ), as shown in Figure 2(a)
and (b). Then, a governing rule set with the two if-then rules of
the Takagi and Sugeno type, as illustrated below [24]:
Rule1: If x is A1 and y is B1, then f1 = p1x+ q1y+ r1.
Rule2: If x is A2 and y is B2, then f2 = p2x+ q2y+ r2.
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architecture [24]. The output of figure (a) is input into Layer 4 of figure (b).
Thenode functions in the same layer are of the same function
family as described:
Layer 1: Every node i in this layer is a square node with a
node function:
O1i = µAi(x), (1)
where x is input to node i,O1i is the membership grade of a
fuzzy set, Ai, which specifies the degree to which given input
x satisfies quantifier A, and µAi is the Gaussian membership
function given by:
µAi(x) = exp

−

x− ci
ai
2
, (2)
where ai and ci are the parameter set. Parameters in this layer
are referred to as premise parameters.
Layer 2: Every node in this layer is a circle node labeled Π ,
whose output is the product of all incoming inputs:
wi = µAi(x)× µBi(x), i = 1, 2. (3)
Each node output represents the firing strength of a rule.
Layer 3: Every node is labeled as an encircledN . The ith node
calculates the ratio of the ith rule’s firing strength to the sum of
all rules’ firing strengths:Figure 3: ANFIS model structure for P-wave prediction.
w¯i = wi
w1 + w2 , i = 1, 2. (4)
Outputs of this layer will be called normalized firing
strengths.
Layer 4: Including adaptive nodes:
O41 = w¯ifi = w¯i(pix+ qiy+ ri), (5)
wherewi is the output of Layer 3, and (pi, qi, ri) is the parameter
set. Parameters in this layer will be referred to as consequent
parameters.
Layer 5: Including a single labeled, encircledΣ with a func-
tion of summation:
Overall output = O51 =

i
w¯ifi =

i
wifi
i
wi
. (6)
Themain advantage of ANFIS is that it uses a hybrid learning
process for estimation of the premise and consequent parame-
ters [24]. The hybrid algorithm splits the learning process into
two independent stages:
(1) The adaptation of learning weights;
(2) Adaptation of the nonlinear membership functions.
This algorithm is able to decreases the complexity of the al-
gorithmand, at the same time, increase learning efficiency [5]. A
detailed discussion on ANFIS is provided by Jang [25]. The illus-
trated Figure 3 exhibits the considered ANFIS model structure
for P-wave estimation.
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(c) ‘‘UCS’’ and (d) ‘‘ISI’’.
4. Results and discussion
The hybrid neuro-fuzzy model is used to predict P-wave
velocity. The most important step in the model is defining
the fuzzy membership function and corresponding value.
The Gaussian and bell membership functions are the most
popular methods for specifying the fuzzy set because of
their smoothness and concise notation. Both membership
functions have the advantages of being smooth and non-
zero at each point. The bell membership function has one
more parameter over the Gaussian membership function, so,
it can approach a non-fuzzy set if the free parameter is
tuned [28]. Therefore, the Gaussian membership function has
been considered (Figure 4(a)–(d)). If ‘‘if-then rules’’ are veryFigure 5: Number of epochs versus sum of square error for training and
checking data set.
Figure 6: Cross-correlation between predicted and observed P-wave.
high, the computation efficiency of themodel becomes low, due
to an overlapping of the rules. Therefore, only five fuzzy ‘‘if-then
rules’’ were considered in this study.
As mentioned earlier, the hybrid algorithm has been applied
to the membership function of each input. The hybrid method
uses back propagation for the parameter associated with the
input membership function, and least square estimation for
parameters associatedwith the outputmembership. Each input
was normalized into the range of [0, 1] by using the formula:
Xnorm = X − XminXmax − Xmin , (7)
where X is data which should be normalized, Xmax and Xmin
are the maximum and minimum values of original data,
respectively, and Xnorm is the normalized value of X . 50 epochs
wereused to train themodel. Figure 5demonstrates the relation
between the sum of the squared error and the epoch. The plot
indicates that the checking error decreases up to 10 epochs of
training and, then, it increases. This increase presents the points
of the model over fitting. Therefore, 10 epochs were considered
as appropriate for the training of the model.
After training the model with 85 data, 17 data were used
to validate the predictability of the P-wave velocity and also
see the performance of the model. The predicted and observed
values of the P-wave, along with percentage error, are given in
Table 1. To evaluate the performance of the model, Variance
Accounts For (VAF), Root Mean Square Error (RMSE) and Mean
Absolute Percentage Error (MAPE) were used as suggested by
various researchers [5,6,14–17].
The cross correlations of predicted and observed values
were determined and shown in Figure 6. VAF and RMSE were
1022 R. Singh et al. / Scientia Iranica, Transactions A: Civil Engineering 19 (2012) 1018–1024Figure 7: Surface graph showing relationship of P-wave with (a) ISI and RN, (b) ISI and SDI, (c) UCS and RN, (d) SDI and UCS, (e) RN and SDI, and (f) UCS and ISI.calculated using formula:
VAF =

1− var(y− y
′)
var(y′)

× 100, (8)
Var(y) = variance in Set(y) = 1
n
N
i=1
(yi − y¯)2 , (9)
RMSE =
 1
N
N
i=1
(yi − y′i)2, (10)
where y and y′ are the observed and predicted P-wave velocity,
respectively, subscript i indicates the ith data set, y¯ is the
average of set y and N is the number of data.
VAF, RMSE and MAPE performance indices were calculated
as 99.97, 25.06 and 0.744, respectively. Theoretically, a predic-tion model is accepted as excellent when RMSE and MAPE are
equal to zero and VAF is 100%. The correlation coefficient be-
tween predicted and observed values is 0.9996. Correlation co-
efficient, VAF and MAPE indicate that estimated result were
highly correlated and precise, whereas the performance index,
RMSE, is also within an acceptable limit.
The variations of P-wave velocity with any two inputs in
the form of a surface graph are shown in Figure 7(a)–(f). It
can clearly be seen that a variation of output (P-wave velocity)
with input is found to be in agreement with the literature. This
indicates the excellent identification capability of the neuro-
fuzzy model.
5. Conclusions
In this work, the hybrid neuro-fuzzy system was used
to predict P-wave velocity using various geomechanical
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Sl. No. Schmidt hammer
rebound number
(RN)
Slake durability
index (SDI) (%)
Uniaxial
compressive
strength
(UCS)(MPa)
Impact strength
index (ISI) (%)
Observed
P-wave
velocity (m/s)
Predicted
P-wave velocity
(m/s)
% Error
1. 29 94.28 27.00 82.1 2129.1 2110 0.897
2. 30 93.33 22.00 82.4 2153.5 2140 0.627
3. 31 97.52 28.94 83.5 2288.7 2270 0.817
4. 32 93.65 25.00 82.4 2211.0 2200 0.498
5. 33 97.45 29.55 84.2 2298.2 2290 0.357
6. 54 98.28 114.63 92.4 3623.4 3580 1.198
7. 55 98.17 112.77 92.1 3594.4 3560 0.957
8. 56 98.36 125.85 93.5 3798.1 3750 1.266
9. 57 97.67 72.00 91.9 3026.2 3000 0.866
10. 57 98.21 109.92 93.8 3550.0 3550 0.000
11. 60 98.42 201.74 97.8 4980.2 4970 0.205
12. 61 98.36 201.09 98.2 4970.2 4970 0.004
13. 34 97.12 40.28 86.3 2465.3 2430 1.432
14. 30 97.59 29.47 85.2 2296.9 2270 1.171
15. 30 97.42 32.62 85.3 2345.9 2310 1.530
16. 31 97.56 19.57 84.9 2142.8 2150 0.336
17. 31 93.24 24.00 81.5 2159.3 2170 0.496parameters, which can be easily and economically determined
in a laboratory or in the field. The reason for preferring neuro-
fuzzy modeling in place of other techniques is mainly due to
its ability to incorporate imprecise information, like those of
rocks. The advantage of using the neuro fuzzy system is that
it combines the advantages of the artificial neural network
and fuzzy logic to provide excellent modeling capabilities for
complex, nonlinear and multivariable problems. The calculated
performance indices indicate that the obtained results are fairly
accurate. The correlation coefficient, mean absolute percentage
error, root mean square error and variance account are 0.9996,
0.744, 25.06 and 99.97, respectively, which demonstrates
the high performance of the predictive capability of the
neuro-fuzzy system. Using the four different geo-mechanical
properties of rocks, P-Wave velocity was determined using a
soft computing technique. For future study, models may be
developed for field areas dominated by igneous and meta-
igneous rocks, which has not been covered in this paper.
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