ABSTRACT In this brief paper, the problem of H ∞ fuzzy filtering design is further studied and two cases (Case A: the premise variables are known and Case B: the premise variables are unknown) are considered. Different from all the filtering design methods in the literature, in this paper, the time derivatives of the membership functions involved in the Lyapunov function are dealt with by a switching method. Then, for different cases of the premise variables, different switching filters are designed and the membership function dependent Lyapunov function is applied to derive some LMIs (linear matrix inequalities). Furthermore, some discussions on how to further relax the results by applying the polynomial membership functions dependent matrices or by introducing more free variables are given in two remarks. In the end, two numerical examples are given to show the effectiveness of the proposed approach. Takagi -Sugeno's fuzzy model, filtering design, non-parallel distributed compensation law, unknown premise variables, linear matrix inequality.
I. INTRODUCTION
In recent years, as the development of artificial intelligence, there are lots of results about fuzzy systems such as [1] - [9] (see [10] and the references therein) among which, filtering design is a hot topic. Up to now, there are lots of results about filtering design, for example, the problem of H ∞ fuzzy filtering with quadratic D stability are derived in terms of LMIs in [11] . Recently, the problem of designing non-fragile H ∞ filter with D stability constraints is studied in [12] where the filter to be designed is assumed to be with multiplicative gain variations and a sufficient condition for the nonfragile H ∞ filter design is proposed in terms of LMIs. The filter design with time-delay is also considered, for example, the problem of fuzzy robust L 2 − L ∞ filtering for a class of delayed T-S fuzzy systems is investigated in [13] where the Lyapunov function is dependent on the membership function and the results are presented as linea matrix inequalities but the time derivatives of membership function are supposed to be bounded. The problem of H ∞ filtering design for continuous T-S fuzzy systems with an interval time-varying delay The associate editor coordinating the review of this article and approving it for publication was M. Venkateshkumar. is studied in [14] where the delay partitioning idea is used such that the constructed Lyapunov-Krasovskii functional can guarantee the obtained delay-dependent conditions to be less conservative than those in the literatures. Almost at the same time, new results about designing H ∞ fuzzy filters with time-varying delay are obtained in [15] by estimating the upper bounds of the derivatives of Lyapunov functionals without ignoring some useful terms. For come cases, the premise variable is measurable as stated in [16] which shows the premise variables are not dependent on the states estimated by fuzzy observer, however in some practical cases, the premise variables depend on the immeasurable states such as [17] - [20] . Note, all the above results are based on quadratic Lyapunov function which requires the positive define Lyapunov matrix to satisfy all local models, but this requirement can not be always satisfied. Recently, in order to reduce the conservativeness, the membership function dependent Lyapunov function is proposed in [21] and be extended to filtering design in [22] but the results are only local.
In this paper, the problem of H ∞ filtering design for continuous-time T-S fuzzy systems with known or unknown premise variables is further investigated. First, two cases of filtering (A, the premise variables are in dependent of the estimated states; B, the premise variables are dependent on the estimated states.) are introduced and the time derivatives of membership functions are discussed. Based on the discussion, a new idea (switching method) is proposed to design switching filtering. Furthermore, some other possible methods (the polynomial membership functions dependent matrices and dilated matrices) to further relax the performances index are presented in two remarks. In the end, two examples (One is for case A and other is for case B) are provided to verify the conclusions given in this paper.
II. PROBLEM STATEMENT AND PRELIMINARIES
Considering the following T-S fuzzy model where the ith rule is described as follows:
where x(t) ∈ R n is the state variable, w(t) ∈ R m is the noise signal that is assumed to be the signal in
and ξ (t) is assumed to be a function of x(t). For brevity, the notation with respect to time t is simplified, for instance, we will use x instead of x(t). The T-S fuzzy model (1) is inferred as follows:
In general, the premise variables are dependent on the system states,so the fuzzy system (1) becomeṡ
where
For filtering design, there are two cases: A, the premise variables are in dependent of the estimated states; B, the premise variables are dependent on the estimated states. For case A, a fuzzy filter is designed aṡ
For case B, the filter is designed aṡ
with appropriate dimensions are to be determined. Defining the augmented state vector
we can obtain the following filtering error system:
where the matrices (for case A) are
and for case B are
III. MAIN RESULTS

A. THE TIME DERIVATIVE OF MEMBERSHIP FUNCTIONS
For a membership function dependent matrix such as
h i X i where X i are positive and constant matrix, the time
i X i .Ẋ h has to be dealt with 121976 VOLUME 7, 2019
as long as the used Lyapunov function is dependent on the membership function. In the past, there are mainly two methods to deal withḣ i , the first is to bound it such as ḣ i ≤ κ with κ be given. This is a popular method, however, it has shortcomings (more details can be found in [21] ). Another method is to transform the inequality ḣ i ≤ κ into LMIs with κ be searched. For this method, the scope of the system states must be known, so the results are only local. In the following, we can use a switching method to ensureẊ h is negative. Note, X h can be expressed aṡ
where Z i are to be designed, if the signal (positive or negative) ofḣ i is known, X k − X r can be changed to satisfẏ h k (X k − X r ) ≤ 0 as follows:
There are 2 r−1 possible cases in (8) . As suggested in [23] , [24] , let H l , l = 1, 2, · · · , 2 r−1 be the set that contains the possible permutations ofḣ k and C l be the set that contains the constraints of X i , Y i and Z i , (8) can be presented as
For example, if r = 4, we havė where
and hence, a switching filtering can be designed to get better H ∞ performance. For case A, the filter iṡ
and for case B iṡ
where p ∈ S, S = 1, 2, · · · , 2 r−1 .
B. FILTERING DESIGN 1) FILTERING DESIGN FOR CASE A
Theorem 1: Suppose the switching times are finite, the filter (4) is stable with H ∞ disturbance attenuation γ p for system (3) if ( 12), (13) hold with P
The switching filter gain matrices in (4) are given bŷ
Because of C p , we have dP h dt < 0 and hence (15) is ensured by   
VOLUME 7, 2019
Applying the Schur Complement to the above inequality, we get 
is ensured by (12) and (13) . If the premise variables are dependent on the estimated statesx, we have the following result.
2) FILTERING DESIGN FOR CASE B
Theorem 2: Suppose the switching times are finite, the filter (5) is stable with H ∞ disturbance attenuation γ p for system (3) if ( 19) , (20) 
The switching filter gain matrices in (5) are given bŷ
Proof: For Case B, since the premise variables contain the estimated states, the Lyapunov function is designed as
Because of C p , and applying the Schur Complement to (21), we have (22) is ensured by (19) and (20) .
The following algorithm can be used to get filtering gains Algorithm 1: For different p ∈ S, solving the LMIs in C p and (12)- (13) for Case A or (19)- (20) for Case B to find the corresponding minimal performance γ p , the final performance is γ = max γ 1 , γ 2 · · · γ 2 r−1 and the corresponding feedback gains and observer gains are
It is noted that the filtering gains for Case A is different from Case B. This is because the membership functions are different. For case A, the filter shares the same membership functions with the fuzzy system, while for Case B, the estimated sates are included in the premise variables which leads to that the membership functions in the filter (h i (x)) are different from the fuzzy system (h i (x)).
Remark 2: In this paper, the degree of the polynomial membership functions is two, for example,Â hh ,Ĉ hh , (There is a term like P p 2B h C h , so forB h the degree is also two)Âĥĥ,Bĥĥ, Cĥĥ. The results in this paper can be extended to higher degree by using the following notations
where X i 1 i 2 ···i m are matrices with proper dimensions, for example as r = 3, m = 3, we have
Then, for Case A, the filter can be designed aṡ
and for Case B, the filter iṡ
Then, using similar method in Theorem 1 and Theorem 2, we can get the corresponding filter gains. Remark 3: Note, in this paper, x cl is defined as x cl = [x T (t) (x(t) −x(t)) T ] T , actually, x cl can also be defined as x cl = [x T (t)x(t) T ] T , at the same time, the corresponding A kcl , B kcl and C kcl (k = 1, 2) will also change, in addition, applying Schur complement to (21) we have
By introducing variables G and F, (24) is equivalent to
G and F can be G h and F h for Case A or Gĥ and Fĥ for Case B. Then, for Case A, let
for Case B, we can get the corresponding filtering gains.
IV. EXAMPLES
Example 1: Consider a tunnel diode circuit system in [17] shown in Figure 1 where x 1 = v c , x 2 = i L and the nonlinear system can be approximated by the following two-rule fuzzy systemẋ where
For this system x 2 is known and x 1 need be estimated by the observer. Let
applying the method in [17] and [22] we get γ = 0.55 and γ = 0.52 respectively, while the system is still stable with γ = 0.2725 obtained by applying Algorithm 1 (Theorem 2) in this paper. For C 1 (P 1 11 ≥ P 1 12 ), the corresponding filtering gains areÂ (5) is asymptotically stable with the above switching filtering.
Example 2: Consider the following continuous-time T-S fuzzy model
For this fuzzy system, applying Algorithm 1 (Theorem 1), we get γ = 0.1282 for C 1 (P 1 11 ≥ P 1 12 ) and γ = 0.13 for C 2 (P 1 11 < P 1 12 ), so the final performance is γ = 0.13. For C 1 (P 1 11 ≥ P 1 12 ), the corresponding filtering gains arê The fuzzy system (6) is asymptotically stable with the above switching filtering.
V. CONCLUSION
In this paper, we have studied the H ∞ fuzzy filtering design with immeasurable variables for the Takagi-Sugeno fuzzy systems. Two cases (the premise variables are in dependent of the estimated states or the premise variables are dependent on the estimated states) have been considered. For different cases, the corresponding fuzzy filtering is designed and a switching method is proposed to deal with the time derivatives of the membership functions, in addition, some discusses about how to further relax the result are given in two remarks. Two examples have been given to show the effectiveness of the proposed approach, however, it is noted that all the results in this paper are based on the assumption that the switching times are finite which is a drawback of this switching method.
