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Anthropogenic aerosols have significant impacts on global air quality and climate. 
However, there are still major uncertainties in our understanding of their 
characteristics and effects, particularly the mechanisms through which they 
influence the Earth’s climate and the wider environment. Using simulations from 
the Community Earth System Model (CESM1) for the recent past and future, this 
thesis seeks to enhance our understanding of the multifaceted impacts of 
anthropogenic aerosols. 
Time-slice model simulations for 1970 and 2010 indicate that once the present-
day climate has fully responded to 1970-2010 changes in all forcings including 
greenhouse gases (GHGs), anthropogenic aerosols and ozone, both the global 
mean temperature and precipitation responses will be roughly double the transient 
ones. The temperature response per unit effective radiative forcing (ERF) for 
short-lived climate forcers (SLCFs) varies considerably across many factors, 
suggesting that the ERF should be used carefully to interpret the climate impacts 
of SLCFs. Changes in the probability distribution of global-mean daily precipitation 
are dominantly driven by GHG changes, but by aerosols when averaged 
regionally over Asia and Europe. 
Next, the impacts of two major policy-relevant emission drivers of 1970-2010 
aerosol changes, energy use growth and technology advances, are investigated. 
Energy use growth dominates the total aerosol changes and associated climate 
impacts, from and within Asia in particular. However, technology advances 
outweigh the impacts of energy use growth over Europe and North America. The 
temperature response per unit aerosol ERF varies significantly across many 
factors, including location and magnitude of aerosol-related emission changes, 
questioning again the utility and robustness of ERF, and related metrics, in 
interpreting climate change. The 1970-2010 changes in air pollution are driven 
predominately by anthropogenic emissions while climate change (i.e., changes in 
air pollutants attributable to changes in meteorologies driven by GHGs, solar 
radiation, etc.) also contributes. The overall changes in air pollution lead to an 
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extra 1.7 million deaths per year due to PM2.5 and 87,000 yr-1 related to O3, and 
losses of 166 million tons yr-1 of staple crop production with value 53 billion 
USD2010 yr-1. The effects attributable to anthropogenic emissions reflect a “tug-of-
war” between energy use growth and emission control measures, emphasizing 
the key role of policymaking in influencing global environmental wellbeing. 
Aerosol-related emissions are expected to decline in the future; this may generate 
large impacts on climate extremes on top of modulating mean climate. This thesis 
thus makes use of transient model simulations under the Representative 
Concentration Pathway 8.5, and seeks to understand how future aerosol 
reductions will influence climate extremes, focusing particularly on heatwaves 
worldwide and precipitation extremes over Asia. Results show that there will be 
more severe heatwaves globally due primarily to mean warming, with minor 
contributions from future temperature variability changes. These changes are 
mainly associated with GHG increases, while aerosol reductions contribute 
significantly over the Northern Hemisphere (particularly Europe and China). 
Further, per unit of global surface warming, aerosol reductions, compared to GHG 
increases, induce a disproportionally stronger response in heatwave metrics via 
aerosol-cloud interactions. The Asian monsoon region will get progressively 
warmer and wetter as GHGs increase, while precipitation extremes will be 
significantly aggravated due to aerosol reductions. Such aggravations are driven 
by local-scale aerosol-cloud interactions over northern East Asia but by aerosol 
changes induced large-scale circulation anomalies over southern East and South 
Asia. 
This thesis provides a comprehensive assessment of the impacts of aerosols on 
air quality, climate and extremes. These impacts, despite large uncertainties 
related to the representation of aerosols in climate models, are largely under the 
direct control of policy interventions, offering policymakers significant influence on 
future global habitability. The importance of aerosols in changing climate up to the 
present-day is very relevant for projections of future climate, and climate extremes 
and related risk management in particular. 
The above findings shed light on, and provide motivation for, further studies aimed 
at reducing uncertainties in aerosol effects, and constraining aerosol processes in 




Anthropogenic aerosols are small particles originating from human activities; they 
have important influences on global air quality and climate through a variety of 
complex processes. After decades of extensive studies, however, our 
understanding of the characteristics and impacts of aerosols are still incomplete. 
To improve air quality, it is expected that aerosols-related emissions are expected 
to reduce significantly during the 21st century worldwide. This highlights the 
urgency to improve our understanding of the impacts of changes in anthropogenic 
aerosols, to provide useful information for future climate projections and risk 
management. 
The climate system evolves slowly (on decadal and even centennial scales) in 
response to emission changes, on top of the “instantaneous” response to the 
immediate emission changes. The transient response is a function of past 
changes in emissions (and how fast they changed, historically), as well as the 
most recent emissions. It is found that once the present-day climate has fully 
responded (after ~100 years) to 1970-2010 changes in greenhouse gases, 
anthropogenic aerosols and ozone, both the global mean temperature and 
precipitation responses will roughly double the ones estimated from transient 
model simulations. Aerosols are found to outweigh GHGs in modulating regional 
precipitation characteristics. Particularly, aerosol increases over Asia are shown 
to significantly suppress the frequency of heavy-to-extreme precipitations, while 
the picture is totally reversed over Europe where features aerosol reductions.  
The two major policy-relevant emission drivers of 1970-2010 changes in aerosols, 
energy use growth and advances in emissions control technology, have significant 
impacts on global temperature and precipitation changes that compete with each 
other. Energy use plays a predominant role especially from and within Asia, while 
technology advances have larger impacts within regions such as Europe and 
North America. The 1970-2010 changes in air pollution have led to an extra 1.7 
million yr-1 deaths related to global total PM2.5 and 87,000yr-1 related to O3, and 
losses of 166 million tons yr-1 in staple crop production, with a value of 53 billion 
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USD2010 yr-1. These impacts are mainly related to anthropogenic emissions, while 
climate change also contributes in a minor way (less than 10%). The impacts 
related to anthropogenic emissions reflect a “tug-of-war” between energy use 
growth and pollution control measures. These indicate the importance of 
policymaking in controlling global air quality and hence habitability. 
The impact of future aerosol reductions on heatwaves has been investigated using 
an existing large ensemble of model simulations. Results show that there will be 
more severe heatwaves primarily because of global warming, mainly associated 
with GHG increases. However, aerosol reductions have important influences, 
through interacting with clouds and radiation, and produce larger impacts 
compared to GHGs per unit of global surface warming. Also, the Asian monsoon 
region will become progressively warmer and wetter in the future as more GHGs 
are emitted, while precipitation extremes will be significantly worsened due to 
anthropogenic aerosol reductions. However, the dominant mechanisms are 
different between East Asia (through aerosol-cloud interactions) and South Asia 
(through changes in circulations). 
In summary, this work provides a comprehensive assessment, and contributes to 
our knowledge, of the multifaceted impacts of anthropogenic aerosols on air 
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1.1 Motivation 
In order to improve air quality, emissions of anthropogenic aerosols and their 
precursor gases are expected to be significantly reduced worldwide in the 
coming decades. Aerosol reductions, however, may result in detrimental 
climate impacts, such as warming and exacerbating the severity and impact of 
climate extremes (Xu et al., 2015; Wang et al., 2016b; Samset et al., 2018). A 
number of future emission pathways have been developed to seek a 
compromise between air pollution impacts and climate outcomes in near-, 
medium-, and long-term (Gidden et al., 2018). However, it remains challenging 
to reliably project future climate changes under equally plausible future 
emission pathways because of our limited understanding of many aspects of 
the Earth System. One of the major challenges is associated with aerosols. 
Among all factors that influence the climate, very few are as complex as 
aerosols (Rosenfeld et al., 2014a; Fan et al., 2016). Aerosols remain the 
dominant uncertainty in our current estimates of radiative forcing of climate 
change (Myhre et al., 2013). Meanwhile, there are still large uncertainties (both 
spatially and temporally) in our understanding of both historical anthropogenic 
aerosol (and aerosol precursor) emissions and those under future emission 
pathways (Gidden et al., 2018). All the above adds urgency to reducing 
uncertainties associated with aerosol-related emissions and their impacts, and 
one of the pressing issues is to understand the major drivers and impacts of 
past aerosol changes. Moreover, compared to their impacts on mean climate 
change, it is more important to focus on changes in climate extremes as these 
are what really affects environmental habitability. 
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1.2 Atmospheric aerosols 
The strict definition of ‘an aerosol’ is a colloidal mixture of gas and liquid/solid 
particles. However, it has become common to refer to the particles themselves 
as aerosols. Specifically, aerosols are liquid, solid or mixed-phase of particles 
in the air, with their sizes ranging from a few nanometres to tens of 
micrometres. 
1.2.1 Emissions 
Aerosols can come from direct emissions (termed as the primary sources). For 
example, wind-driven emissions of sea spray aerosols and mineral dust, as 
well as fossil fuel and biomass combustion produced emissions of black (BC) 
and organic carbon (OC) particles. Aerosol can also form through a variety of 
physical and chemical processes. For example, sulphate (SO4) is one of the 
most important present-day anthropogenic aerosol species. It comes primarily 
from sulphur-containing precursor gases (e.g., sulphur dioxide (SO2) and 
dimethyl sulphide (DMS)) that are oxidised by hydroxyl radical (OH), as well 
as by dissolved hydrogen peroxide (H2O2) and ozone (O3) within cloud water 
droplets that can later evaporate to leave SO4 aerosol (Jacob, 1999). 
According to sources, aerosols are classified into natural and anthropogenic 
groups. Major natural sources include the ocean (sea-spray aerosols and 
DMS), soil (mineral dust), vegetation, natural wildfires, and volcanoes. 
Anthropogenic sources represent emissions related to human activities. For 
example, combustion of fossil fuel (e.g., coal, oil, and gas), biofuels (plant 
biomass and animal wastes) and other fuels such as peat, as well as 
anthropogenic (i.e., related to, or induced by, human activities) fires (Chin, 
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2009). Figure 1.1 shows a portrait of global aerosol distributions by types. It 
can be seen that the total atmospheric aerosol loading is dominated by natural 
sources at the global scale (Li et al., 2016). However, human activities have 
been contributing significantly to changes in atmospheric aerosols since the 
industrial revolution. For example, changes in SO4 from power generation, as 
well as BC and OC from vehicle traffic (North et al., 2014). 
 
Figure 1.1 Portrait of global aerosols by species: winds-driven mineral dust (red) and sea salt 
(blue), black carbon and organic carbon (BC & OC; green) from fires, as well as sulphate (SO4) 
aerosols (white) from volcanoes and anthropogenic emissions. The figure is taken from 
https://www.nasa.gov/multimedia/imagegallery/image_feature_2393.html. Data are produced 
by the Goddard Earth Observing System Model, Version 5 (GEOS-5) at a 10-km resolution. 
Before the industrial revolution, anthropogenic aerosols came predominantly 
from residential biomass burning and agricultural sectors worldwide. Since 
around 1850, along with industrialization induced rapid increases in CO2 
emissions (Figure 1.2a), anthropogenic aerosol/precursor emissions from 
power generation, industry, and transportation sectors also increased rapidly 
(Hoesly et al., 2018). For example, the global total emission of SO2 (Figure 
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1.2b) increased by a factor of 60 from 1850 to 1970 (Lamarque et al., 2010; 
Smith et al., 2011). 
 
Figure 1.2 The Community Emissions Data System (CEDS) 1750–2014 anthropogenic 
emission trends of (a) CO2, (b) SO2, (c) OC and (d) BC; these values do not include aviation 
or agricultural waste burning on fields. The “International” region shows international shipping 
emissions. The dotted lines represent Phase 5 of the Coupled model intercomparison project 
(CMIP5) estimations. The black line in (a) denotes historical CO2 emission from the Carbon 
Dioxide Information Analysis Center (CDIAC). Figures adapted from Hoesly et al. (2018). 
While Asia is currently the dominant emission source of air pollutants 
worldwide, Europe and North America were the primary emission sources for 
more than a century since the industrial revolution (Lamarque et al., 2010; 
Smith et al., 2011). The first continental air quality directive was implemented 
in Europe in 1970 (Crippa et al., 2016), while country-level air quality acts have 
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been introduced even earlier (the mid-1960s; Auliciems and Burton (1973)). 
Since then legislation has been gradually introduced in industrialized regions 
(Europe and North America, and also Japan) aimed at reducing the impacts of 
acid rain and air pollution (Crippa et al., 2016). Subsequently, air pollutant 
emissions followed contrasting trends between developed and developing 
countries during the past few decades (1970-2010). For example, SO2 
emissions from developing countries (e.g., China and India; Figure 1.2b) 
increased steadily since the 1950s while emissions from developed regions 
started to decline after around 1970 (Smith et al., 2011). Only after about 2010 
have some developing countries started to take pollution mitigation measures. 
For instance, Chinese SO2 emissions have shown noticeable declining trend 
since about 2012 (Silver et al., 2018; Wang et al., 2018a; Zheng et al., 2018). 
As a consequence, India was recently reported to have overtaken China as 
the largest present-day emitter of SO2 (Li et al., 2017). Along with changes in 
global anthropogenic SO2 emissions, global OC (Figure 1.2c) and BC (Figure 
1.2d)) have followed continuous increasing trends even after the 1970s, 
because of continued residential emissions driven by the growth of rural 
populations in Africa and Asia (Hoesly et al., 2018). 
1.2.2 Chemical, physical and optical properties 
Aerosol particles are an important part of the Earth’s radiative budget, and their 
physical and chemical properties are key factors that determine their optical 
properties and climate effects (see Section 1.2.4). In order to simplify their 
chemical characteristics in models, aerosols are grouped by types (mineral 
dust, sea-salt, SO4, BC, OC and nitrate; Section 1.2.1). Also, the concept of 
mixing is used to further describe the chemical properties of aerosol particles. 
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Specifically, it is called externally mixed when particles are chemically pure 
and the mixture is comprised of particles of different chemical compositions. 
By comparison, it is called internally-mixed when different chemical 
compositions are mixed within each particle (Lesins et al., 2002). The chemical 
composition and state of aerosol particles (solid or liquid) determine their 
hygroscopicity (ability to grow in size as ambient relative humidity increases), 
optical properties, mixing states, as well as their ability to act as cloud 
condensation nuclei (CCN; small particles on which water vapour condensate) 
and ice nuclei (Chin, 2009). 
In general, size (the geometric radius of the particle) is the most important 
physical property of aerosol particles, because many other characteristics 
(surface area, volume, and mass) are related to it. However, aerosols’ size can 
span several orders of magnitude with complex morphologies, making it 
difficult to be explicitly described. Also, aerosols’ size can change with the 
hygroscopic growth process, which is particularly important for soluble species 
such as sulphate species. Therefore, it is useful to characterize aerosols’ size 
distributions by the so-called aerosol modes (Figure 1.3). They are: the 
nucleation mode (with a radius of <0.01 μm), Aitken mode (0.01-0.1 μm), 
accumulation mode (0.1-1 μm), coarse mode (1-10 μm) and the giant particles 
(> 10 μm) (Lohmann et al., 2016). Aerosol numbers, surface and volume can 
thus be described with size distribution functions. 
The optical properties of aerosols can be quantified by refractive index (a 
unitless index describing the speed that the light travels through the material) 
together with their sizes and shapes. The refractive index depends on the 
chemical composition of aerosols, and is usually approximated based on the 
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properties and concentrations of different compositions in the case of 
internally-mixing. Note that aerosol optical properties depend on the radiation 
wavelength (Eck et al., 1999). The optical properties of spherical aerosol 
particles can be described by the Mie-theory (Hergert and Wriedt, 2012). For 
a population of aerosol particles, optical properties are usually integrated over 
the size distribution. For example, the Aerosol Optical Depth (AOD), defined 
as the integrated extinction coefficient (scattering plus absorption) over a 
vertical column of unit cross-section, is commonly used to measure the degree 
to which aerosols prevent the transmission of light by absorption or scattering 




where L is the transmitted radiation, and L  incident radiation. 
1.2.3 Atmospheric processes 
Once emitted, aerosol particles may undergo a series of processes (Figure 
1.3) that determine their atmospheric lifetimes, and change their physical and 
chemical properties. Important processes include aerosol production 
(formation and growth), transport, and removal. The production processes 
include nucleation (transformation from gas-phase molecules to aerosol 
nucleus), condensation (compounds condense onto the surface of pre-existing 
particles), coagulation (aerosol particles agglomerate together to form larger 
particles), as well as in-cloud production (release of soluble species from cloud 
and rain droplets by evaporation). Aerosols are removed primarily by wet 
deposition (processes in which atmospheric chemicals are accumulated in the 
rain, snow, or fog droplets, and are subsequently deposited onto Earth’s 
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surface) including in-cloud (during the formation of precipitation) and below-
cloud (because of the downward flux of precipitating water) scavenging 
processes. Dry deposition (processes in which atmospheric compositions are 
deposited onto the Earth’s surface through such processes as settling, 
impaction, and adsorption) is also important for regions with little precipitation. 
Smaller aerosols can be deposited to the surface by turbulent fluxes, while 
larger aerosols can be removed quickly from the atmosphere by 
sedimentation. Finally, aerosols can be transported by advection and 
convection processes, which are important to explain their spatial distributions 
and radiative forcing (Chin, 2009; Lohmann et al., 2016; Seinfeld and Pandis, 
2016). 
 
Figure 1.3 Schematic of aerosol modes, and major aerosol processes as a function of size. 
The figure is taken from Jacob (1999). 
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New particles formed through nucleation have very small sizes, and are hence 
negligible in mass compared to the rest of the distribution spectrum (Figure 
1.3), whereas their numbers can be huge and can even dominate the total 
number concentration. Collisions between particles typically result in 
coagulation that effectively shifts the aerosol-size spectrum towards larger 
particle sizes. This occurs mostly between small particles and larger ones (i.e., 
typically between the Nucleation and Aitken mode, as reflected by the dip 
between the two modes in Figure 1.3). Therefore, it can be viewed as a major 
process of removing particles within the nucleation and Aitken modes. New 
particles may avoid coagulation rapidly and travel beyond their source regions, 
condensing semi-volatile or reactive vapours (e.g., H2SO4, organics, HNO3, 
and NH3), and grow in sizes. Particles in the accumulation mode -- resulting 
from primary emissions, condensation of secondary sulphates, nitrates, and 
organics from the gas phase, and coagulation of smaller particles -- can absorb 
water vapour under favourable conditions (e.g., supersaturated 
environments), leading their mass to increase by a few factors and form cloud 
droplets. Consequently, they can be removed through wet scavenging 
processes and precipitation (Figure 1.3). Finally, particles in the coarse mode 
are usually produced by mechanical processes, such as wind or erosion (dust, 
sea salt, pollens, etc.), and are mainly removed through dry deposition (Figure 
1.3). 
1.2.4 Radiative forcing and climate 
Aerosols can perturb the Earth’s radiative budget (the balance between the 
energy that the Earth receives from the Sun and the energy the Earth radiates 
back into outer space) and therefore influence climate, by directly scattering or 
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absorbing solar (and, to a much lesser extent, terrestrial) radiation, as well as 
associated rapid adjustments of the atmosphere (aerosol-radiation 
interactions; Figure 1.4a; Haywood and Ramaswamy (1998)). Also, by acting 
as CCN and ice nuclei, aerosols modify cloud microphysical properties 
(aerosol-cloud interactions; Figure 1.4b) and therefore influence precipitation 
through complex mechanisms (Boucher et al., 2013; Polson et al., 2014; Fan 
et al., 2016; Lohmann et al., 2016). The aerosol-cloud interactions can be 
further divided into the cloud albedo effect and lifetime effect (Figure 1.4b). 
The albedo effect is also called the Twomey effect: assuming that the cloud 
cover water content is fixed, a higher concentration of cloud-active aerosols 
would lead to increase in the concentration but decrease in the average size 
of cloud droplets. Consequently, the total scattering cross-section and hence 
cloud albedo may increase (Twomey, 1977). The lifetime effect refers to the 
mechanism that by increasing CCN and subsequently changing the size and 
number concentration of cloud droplets, clouds may live longer, since that 
smaller particles are removed more slowly and the processes of coalescence 
into raindrop take longer. However, the evaporation of rain droplets may also 
be reinforced. As a result, clouds may persist longer or shorter than if aerosols 
were not present. That is, the magnitude and sign of the aerosol lifetime effects 
may vary, which is so far still less understood (Albrecht, 1989). Further, 
absorbing aerosols embedded in (or near) a cloud layer heat that layer and 
promote cloud evaporation; this effect may be enhanced as cloud loss may 
reinforce the absorbing effect of BC (Koch and Del Genio, 2010), resulting in 
“burn off” of the clouds (the semi-direct effect) and hence perturb the thermal 
structure of the atmosphere through heating the layers where they reside 
(Koch and Del Genio, 2010). 
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Overall, aerosols cause a net cooling of the Earth; almost a third of the 
warming from increases in GHGs is thought to have been counteracted by 
cooling due to increased anthropogenic aerosols since the 1950s (Stocker et 
al., 2013). This is well-established as the aerosol dimming effects. However, 
the fraction of cooling is uncertain, and hence the source of climate uncertainty 
associated with aerosols. Also, it is challenging to link the time evolution of 
aerosol changes to that of temperature, since there are also many other factors 
(e.g., the variability of the ocean and sun) taking effects. 
 
Figure 1.4 Schematic of (a) aerosol-radiation interaction, and (b) aerosol-cloud interaction. 
Blue arrows for solar radiation, grey arrows for terrestrial radiation, and the brown arrow for 
surface-cloud layer coupling. The black and blue labels at the bottom refer to the terminologies 
used in the fourth (AR4) and fifth (AR5) Assessment Report of the Intergovernmental Panel 
on Climate Change (IPCC). The figure is taken from Boucher et al. (2013).  
The surface cooling due to the extinction of solar flux by aerosols, coupled with 
the heating of the atmosphere by elevated absorbing aerosols (notably BC), 
can perturb atmospheric stability. Also, as described above, aerosols may 
modify cloud microphysics (Andreae and Rosenfeld, 2008). All these changes 
may modulate precipitation (Rosenfeld et al., 2014b). However, the sign and 
magnitude of aerosol-cloud-precipitation interaction can vary substantially 
depending on emission locations, aerosol types as well as meteorological 
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conditions (Rosenfeld et al., 2008; Stevens and Feingold, 2009; Yu et al., 
2014; Malavelle et al., 2017; Kasoar et al., 2018). Besides, the subsequent 
effects on regional to large scale dynamics and thermodynamics can lead to 
adjustments in regional climate systems. For example, the shift of the 
intertropical convergence zone (ITCZ) (Allen and Sherwood, 2011; Hwang et 
al., 2013; Acosta Navarro et al., 2017; Liu et al., 2018), as well as the 
weakening of the Asia monsoon (Bollasina et al., 2011; Liu et al., 2019). 
The recent Precipitation Driver and Response Model Intercomparison Project 
(PDRMIP; Myhre et al. (2017b)) represents important progress in our 
understanding of the aerosol radiative forcing and climate impacts. Some of 
the important findings: the fast (time scale of months) response of the global 
mean precipitation to aerosol changes scales closely with the atmospheric 
energy absorption due directly to the forcing agent, while the slow response 
scales with the long-term change in global surface temperature (Samset et al., 
2016). Also, it was found that sulphate aerosols from Asia, compared those 
from Europe, have stronger impacts on global temperature and precipitation 
changes. However, the picture reverses when the responses are normalized 
by unit radiative forcing or aerosol burden changes, Regionally, Asian aerosols 
are found to have larger impacts in modulating precipitation compared to 
European aerosols over corresponding local regions (Liu et al., 2018). Overall, 
the regional impacts of aerosols can be very different from their global impacts, 
and the impacts vary significantly across aerosol species, the region of forcing, 
as well as climate models (Samset et al., 2016; Stjern et al., 2017; Liu et al., 
2018). However, note these conclusions are not without caveats, since that 
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the aerosol perturbations in these model experiments are scaled in an 
extreme/ arbitrary manner in order to maximise the signal-to-noise ratio.  
Despite the above described extensive studies in the last decade that has 
made significant progress in our understanding of aerosols (Ming and 
Ramaswamy, 2009; Shindell and Faluvegi, 2009; Allen and Sherwood, 2011; 
Bollasina et al., 2011; Ming and Ramaswamy, 2011; Ming et al., 2011; Boucher 
et al., 2013; Hwang et al., 2013; Wilcox et al., 2013; Xie et al., 2013; Shindell, 
2014; Wang et al., 2015), there are still large uncertainties associated with the 
impacts of aerosols on climate (Carslaw et al., 2013; Fan et al., 2016; Lee et 
al., 2016; Fletcher et al., 2018). In fact, aerosols remain the largest uncertainty 
in the radiative forcing on climate since the preindustrial era (Boucher et al., 
2013). For example, the Intergovernmental Panel on Climate Change (IPCC) 
Fifth Assessment Report (AR5) estimates a 1750-2011 aerosol effective 
radiative forcing (ERF, defined as changes in energy flux at the top-of-the-
atmosphere, taking effects of both the stratospheric and tropospheric rapid 
adjustments, due to a change in a component external to the climate system,) 
of -0.9 W m-2, but with a large uncertainty range from -1.9 to -0.1 W m-2 (Myhre 
et al., 2013). This is because of their compounding uncertainties associated 
with the large spatial and temporal variability of aerosols, their short lifetimes, 
their diverse physical and chemical properties, and complex interactions that 
take place with radiation and microphysical processes (Boucher et al., 2013; 
Fan et al., 2016). These uncertainties lead to diverging aerosol schemes in 
present generation climate models, and thereby making aerosols one of the 
largest uncertainties in future climate projections. 
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1.3 Aerosol and ozone pollution 
1.3.1 Tropospheric ozone and chemistry 
O3 is present in the troposphere and stratosphere, with 85-95% found in the 
latter. It is a radioactively active gas that interacts with shortwave and 
longwave radiation, and therefore is an important part of the radiative forcing 
of climate change (Forster et al., 2007; Gunnar Myhre et al., 2017). The 
amount of O3 in the atmosphere (i.e., the O3 budget) is determined by the rates 
of O3 production and loss (chemical destruction and dry deposition to the 
Earth’s surface). Stratospheric O3 is produced primarily through molecular 
oxygen photolysis, while tropospheric O3 is produced through very 
complicated ways (Fowler et al., 2008).  
Tropospheric O3 is thought to have increased significantly since the pre-
industrial era, and have a greenhouse gas effect on the Earth’s climate 
(Godin‐Beekmann, 2016; Checa‐Garcia et al., 2018). It is produced mainly 
through sunlight driven chemical reactions between NOX, CO, VOCs and many 
other more complex compounds (Fowler et al., 2008; Stevenson et al., 2013), 
while downward transport from the stratosphere is also an important source 
(Hsu and Prather, 2009). It is removed through both chemical destructions and 
dry depositions to the surface (mainly to vegetation), while the latter remains 
poorly understood (Monks et al., 2015; Gaudel et al., 2018). Below is a brief 
introduction to tropospheric O3 chemistry. For more details, please refer to 
(Godin‐Beekmann, 2016; Seinfeld and Pandis, 2016; Gaudel et al., 2018). 
The free radical immediate (O(‘D)), mainly formed through O3 photolysis (Eq. 
1.2), is key in the reaction cycles of O3 production and destruction. O(‘D) is 
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electronically-excited oxygen atom and can react with water vapour (Eq. 1.3) 
to form hydroxyl radical (OH), or reform O3 (Eq. 1.4) following collision with an 
inert molecule (denoted as “M”). 
 O  + λν → O(‘D) + O  (1.2) 
 O(‘D) + H O → OH + OH (1.3) 
 O(‘D) + M → 	O( P	
  ) + M (1.4) 
 O( P	
  ) + M + O  → O  +M (1.5) 
Tropospheric O3 photochemical production occurs through OH oxidation of 
CO, CH4 and non-methane hydrocarbons (generally referred to as NMHC) in 
the presence of NOx. Ozone production from long-lived hydrocarbons (e.g., 
CH4) is greatest in the tropical lower troposphere, where OH radical 
concentrations are high (Fiore et al., 2008). When NOx are present (e.g., in 
continental regions and parts of the free troposphere) in sunlight, O3 formation 
occurs as NO2 being oxidised at wavelengths <424 nm (Eq. 1.6-1.7). Once 
formed, O3 reacts with NO to regenerate NO2 (Eq. 1.8).  
 
NO  + λν → NO + O	( P	
  ) (1.6) 
 
O	( P	
  ) + O  + M → O  + M (1.7) 
 
O  + NO → NO  + O  (1.8) 
In the remote troposphere, O3 formation is sustained by CO and CH4 
oxidisation through reacting with OH. In the urban and regional atmosphere, 
O3 formation is mainly through oxidisation of short-lived VOCs. The largest 
Chemical destruction of ozone occurs in the lower troposphere where has 
abundant water vapour, as well as in highly polluted regions where the high 
NO concentrations remove O3 directly (Eq. 1.8). Also, Localised halogen 
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catalysed O3 destruction may influence surface ozone in polar regions during 
the springtime (Fowler et al., 2008).  
1.3.2 Socioeconomic impacts of aerosol and ozone pollution 
In addition to their climate impacts, short-lived (having a lifetime less than a 
few years, and effectively less than a few months) air pollutants (typically 
aerosols and ozone, and their precursor gases) also have detrimental impacts 
on atmospheric visibility, human health and ecosystems. 
Epidemiological studies demonstrate that both short-term and long-term 
exposure to particulate matter (particularly that with a diameter less than 2.5 
μm, PM2.5) and O3 are associated with elevated premature mortality which is a 
measure of unfulfilled life expectancy (Death that occurs before the average 
age of death in a certain population) (Jerrett et al., 2009; Lepeule et al., 2012). 
Several recent studies (Anenberg et al., 2010; Fiore et al., 2012; Silva et al., 
2013; Lelieveld et al., 2015; Silva et al., 2016b; Cohen et al., 2017; Kinney, 
2018; Liang et al., 2018), including the 2015 Global Burden of Disease (Cohen 
et al., 2017), estimate 3-5 million annual premature deaths related to 
preindustrial to present-day changes in PM2.5, and 0.2-0.7 million related to O3 
exposure. The elevated mortality is shown to be related to both anthropogenic 
emission and climate change that modulate air pollution (Silva et al., 2016b; 
Silva et al., 2017; Chowdhury et al., 2018; Markandya et al., 2018). A few 
studies have assessed the avoided deaths accrued from air quality 
improvements over Europe (Turnock et al., 2016; Carnell et al., 2019) and 
North America (Zhang et al., 2018). However, the relative contributions of the 
above described policy-relevant emission drivers to changes in global and 
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regional air pollution and the resultant impacts on human health are not well 
understood. 
Alongside its impacts on human health, exposure to O3 has long been 
recognized to damage vegetation because of its phytotoxicity, with many 
studies showing that O3 presents serious threats to crop productivity, food 
security and forests (Ellingsen et al., 2008; Avnery et al., 2011; Deryng et al., 
2014; Ainsworth, 2017; Emberson et al., 2018; Schiferl and Heald, 2018; 
Solazzo et al., 2018). Globally, exposure to O3 pollution (both chronic exposure 
during growing seasons and acute stress above a threshold of 100 ppb) is 
estimated to result in a yield loss of 4–15% for wheat, 5–15% for soybean, 3–
4% for rice, and 2–5% for maize (Ainsworth, 2017). Note that due to the 
absence of worldwide observational data, these estimates rely on modelled 
ozone fields and empirically derived exposure-response functions 
(Betzelberger et al., 2010). It is projected that global population will continue 
to increase over the next few decades (Lamarque et al., 2011; Gidden et al., 
2018). Also, driven by variations in precursor gas (methane in particular) 
emissions and stratospheric influxes, tropospheric ozone may change, with 
large uncertainty spread, over the 21st century as well (Lamarque et al., 2011; 
Young et al., 2013). All the above pose great risks to future food security 
worldwide, but with very large uncertainties. Therefore, it is vital to quantify the 
major drivers of O3 pollution and their impacts on crop production, in order to 
provide effective suggestions for future air quality and agriculture strategies 
(Schiferl and Heald, 2018). 
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1.4 Climate extremes 
1.4.1 Definition and changes 
The Special Report on Managing the Risks of Extreme Events and Disasters 
to Advance Climate Change Adaptation (SREX) of the IPCC defines climate 
extremes as climate or weather events exceeding certain thresholds near the 
upper (or lower) end of the range of observations (Field et al., 2012). The Fifth 
Assessment Report (AR5) of the IPCC concluded that “warming of the climate 
system is unequivocal and almost certainly caused by anthropogenic activities” 
(Flato et al., 2013; Stocker et al., 2013). While climate change leads to 
variations in a wide range of aspects, it is most directly perceived by the public 
through increased frequency, duration and intensity of weather and climate 
extremes (Hansen et al., 1998; Peterson et al., 2013; Sillmann et al., 2013a). 
These extreme events pose tremendous risks to the physical environment, 
ecosystems, as well as human or societal conditions and assets (Easterling et 
al., 2000; Knapp et al., 2008; Field et al., 2012; Mascioli et al., 2016; Wang et 
al., 2016b). For example, the 2011 floods in central and southern China 
affected over 36 million people with at least 355 deaths, and resulted in a direct 
economic loss of nearly US$ 6.5 billion (Van Rij, 2016). 
While natural variability continues to be the major driver of the occurrence of 
climate extremes, climate change is playing an increasingly more important 
role through changing the odds and natural limits. In fact, a small change in 
mean climate may lead to large changes in extremes (Stocker et al., 2013; 
Lewis et al., 2017; Zhou and Khairoutdinov, 2017). For example, assuming a 
normal distribution of historical temperatures, a small increase in mean 
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temperature shifts the entire temperature distribution towards larger values 
(hotter temperatures; Figure 1.5a). This would lead these record heat events 
to become even more severe and much more frequent. Precipitation may not 
necessarily follow the same distribution pattern as temperature. This is 
particularly true over local regions where precipitation may not fit a normal 
distribution. However, a small shift in mean precipitation would also lead to 
large variations in their frequency distributions (Allan and Soden, 2008; 
Trenberth, 2011). Finally, changes in climate extremes can be further 
exacerbated if the variability (Figure 1.5b) of the distribution of climate 
variables also changes (Field et al., 2012; Perkins-Kirkpatrick and Pitman, 
2018). 
 
Figure 1.5 Schematic of the impacts of changes in temperature distribution on extremes. (a) 
The effects of a simple mean temperature shift without changes in variability, and (b) effects 
of increased variability without shift in the mean. The solid purple curves denote present-day 
distributions, while the dashed black lines are for future climate. Blue for cold extremes and 
red for hot extremes. The figure is taken from Field et al. (2012). 
1.4.2 Aerosols and changes in climate extremes 
Observations show that temperature and precipitation extremes have changed 
significantly over the past few decades (Field et al., 2012; Chen and Dong, 
2019). For example, there are more hot extremes along with less cold 
extremes, as well as increases in the frequency of precipitation extremes 
(Alexander et al., 2006; Perkins et al., 2012; Donat et al., 2013; Perkins-
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Kirkpatrick and Pitman, 2018). Rigorous model studies demonstrate that such 
changes cannot be reproduced without taking human influences into account 
(Christidis et al., 2011; Min et al., 2011; Zhang et al., 2013; Fischer and Knutti, 
2015; Mascioli et al., 2016; Chen and Sun, 2017; Huixin et al., 2017; Mukherjee 
et al., 2018; Chen and Dong, 2019). 
Aerosol changes have been shown to influence temperature and precipitation 
extremes. For example, studies have indicated that aerosols can influence 
heat extremes by changing incoming solar radiation and modulating cloud 
properties (Yu et al., 2014; Wang et al., 2016b; Chen and Dong, 2019), as well 
as by affecting soil moisture (Lenderink et al., 2007) and atmospheric 
circulation patterns (Xu et al., 2015; Teng et al., 2016). Also, despite the fact 
that aerosols’ effect on precipitation and precipitation extremes are rather 
unclear, many modelling works have shown that aerosols can suppress 
extreme precipitation of various definitions (Wang et al., 2016b). Most 
importantly, despite ongoing debates (Feichter et al., 2004; Xie et al., 2013; 
Wilcox et al., 2018), a large body of studies indicate that, per unit of 
forcing/warming, aerosols have significantly larger impacts than GHGs on both 
global mean climate (Hansen et al., 2005; Shindell, 2014; Shindell et al., 2015), 
as well as global/regional climate extremes (Perkins, 2015; Xu et al., 2015; Lin 
et al., 2016; Wang et al., 2016b; Samset et al., 2018). 
1.5 The Community Earth System Model (CESM1) 
This thesis relies on the Community Earth System Model (CESM1; Hurrell et 
al. (2013)) that is the state-of-the-art fully-coupled (Figure 1.6) Earth System 
model developed by the National Center for Atmospheric Research (NCAR). 
Impacts of anthropogenic aerosols on air quality, climate, and extremes  
22  Chapter 1 
Below I provide a brief introduction to CESM1 which participated in phase 5 of 
the Coupled Model Intercomparison Project (CMIP5; Taylor et al. (2012)). 
CESM1 can be coupled in different configurations. For example, depending 
upon research aims, the atmospheric component model can be the 
Community Atmosphere Model 5 (CAM5; Neale et al. (2010)), CAM5 with full 
chemistry scheme (CAM5-Chem; Lamarque et al. (2012)), or the Whole 
Atmosphere Community Climate Model (WACCM; Marsh et al. (2013)).  
1.5.1 The Community Atmosphere Model 5 (CAM5) 
CAM5 is the eighth-generation atmospheric general circulation model released 
with CESM1. It has 30 vertical layers from the surface up to ~40 km, and has 
the flexibility of being configured into a variety of horizontal resolutions. For 
example, the nominal 1° (i.e., 0.9° × 1.25° for the atmosphere and 1°×1 in the 
ocean) used in this thesis. The atmospheric dynamics scheme in CAM5 is 
similar to its fourth version (CAM4). However, CAM5 includes a range of 
improvements in the representation of physical processes. More importantly, 
it is the first version of CAM that is capable of simulating aerosol-cloud 
interaction processes (Ghan et al., 2012; Liu et al., 2012), using the Modal 
Aerosol Module (MAM; Section 1.6). 
The default CAM5 configuration for long-term climate simulations usually has 
prescribed monthly averages of atmospheric compositions (Tilmes et al., 
2015). Also, concentrations of CO2 and CH4 are prescribed with seasonal 
cycles and latitudinal-gradients (Conley et al., 2012). Aerosol effects on 
stratiform clouds by acting as CCN and IN are represented through a two-
moment stratiform cloud microphysics scheme (Morrison and Gettelman, 
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2008). The mass and number of cloud liquid and ice particles are predicted, 
and the mass and number of perceptible particles (rain and snow) are 
diagnosed (Hurrell et al., 2013). However, aerosol microphysical effects on 
deep convective clouds are still absent in CAM5 (Liu et al., 2015). Other major 
components of CAM5 can be found in Neale et al. (2010). 
 
Figure 1.6 Schematic of the Community Earth System Model CESM1 (CAM5) component 
models and coupling: atmosphere (CAM5.3, 30 vertical levels), ocean (POP2.0, 60 vertical 
levels], land (CLM4.5), sea ice (CICE), River (RTM) and land ice (CISM) component models. 
1.5.2 CAM5 with chemistry (CAM5-Chem) 
CAM5 is capable of including chemistry of varying complexities. For example, 
an extensive tropospheric chemistry scheme and an extensive tropospheric 
and stratospheric chemistry scheme are both available in CAM5-Chem 
(Lamarque et al., 2012). The chemical pre-processor in both schemes are the 
same as version 4 of the Model of Ozone and Related chemical Tracers 
(MOZART-4; Emmons et al. (2010)). However, the extensive tropospheric 
chemistry represents a minor update of MOZART-4, while the extensive 
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tropospheric and stratospheric chemistry scheme implements also the full 
stratospheric chemistry scheme of WACCM (Liu et al., 2012). 
The dynamics (including transport) and physics (radiation, convection, large-
scale precipitation, as well as boundary layer diffusion) in CAM5-Chem are the 
same as the standard CAM5, while chemistry is included only when explicitly 
configured (Lamarque et al., 2012; Hurrell et al., 2013). When included, 
atmospheric chemistry interacts with the climate via a variety of mechanisms 
including radiation (gas and aerosols), aerosol deposition, and aerosol-cloud 
interactions (Liu et al., 2015). In the extensive tropospheric chemistry scheme, 
stratospheric chemistry is not explicitly represented. As such, monthly 
averages of the climatological distributions of some chemically-active 
stratospheric compositions (namely O3, NO, NO2, HNO3, CO, CH4, N2O, and 
N2O5) are usually prescribed from WACCM simulations (Lamarque et al., 
2012). 
1.6 The Modal Aerosol Module (MAM) 
There are several ways to represent aerosols in climate models. The bulk 
method (Tie et al., 2005) assumes a constant aerosol size distribution and 
simulates only aerosol mass concentrations. Therefore, it is not sufficient for 
characterizing aerosol particle properties, which is especially true for coarse-
mode aerosols. The sectional method (Spracklen et al., 2005) discretises 
aerosol size distribution functions into size bins, and predicts explicitly the 
number/mass of particles in different size bins. However, it is computationally 
expensive. The modal method (Whitby et al., 1991) represents aerosol size 
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distributions by multiple lognormal functions, and is a compromise between 
the bulk and sectional methods. 
CAM5 and CAM5-Chem adopt the modal approach, namely the modal aerosol 
module (MAM) that has three versions. The default three lognormal modes 
(MAM3; Figure 1.7) is used for long-term (decades to centuries) climate 
simulations (Liu et al., 2012). An optional seven lognormal modes (MAM7) that 
simulate ammonium and represents the size distribution of coarse aerosols 
(mineral dust and sea-salt) more explicitly is available (He and Zhang, 2014). 
Also, to account for the microphysical ageing of primary carbonaceous 
aerosols, a four lognormal modes (MAM4) was developed by adding an 
additional primary carbon mode to MAM3 (Liu et al., 2015). It was shown that 
the simulated column burdens of anthropogenic aerosols and cloud properties 
are almost identical between MAM3 and MAM7 (Liu et al., 2012). In addition, 
the difference between MAM3 and MAM4 lies only in primary organic matter 
(POM) and BC in remote regions (e.g., the Arctic; Liu et al. (2015)). As such, 
MAM3 is employed throughout this work. Below I provide a brief description of 
MAM3, and more details can be found in Liu et al. (2012). Note that nitrate and 
ammonium aerosols are not simulated in MAM3. 
1.6.1 Basics 
MAM3 has three lognormal modes: Aitken, accumulation and coarse modes. 
The typical size range and geometric standard deviation are prescribed for 
each mode (Figure 1.7). Several aerosol species (SO4, OC, BC, sea-salt, and 
mineral dust) are simulated and their number concentrations and mass are 
prognostically calculated. Aerosol particles are assumed to be internally-mixed 
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within modes and externally-mixed among modes (see Section 1.2.2 for 
definitions of internal and external mixing). Within a single mode, the mass 
mixing ratios of internally-mixed species predicted. Primary carbonaceous 
aerosols (including BC) are emitted into the accumulation mode and age 
instantaneously, allowing them to be coated with soluble species (e.g., SO4) 
and therefore serve as CCN (Conley et al., 2012). Also, when coated by 
soluble species such as SO4 or organic material, mineral dust aerosols can 
readily absorb water and activate similarly as CCN (Kumar et al., 2009), 
meaning that mineral dust aerosols are also likely to be removed by wet 
deposition. 
 
Figure 1.7 Schematic of the Modal Aerosol Module (MAM3) used in CAM5 and CAM5-Chem. 
The typical size range and geometric standard deviation are prescribed for each mode. 
Several aerosol species (SO4, OC, BC, sea-salt, and mineral dust) are simulated and their 
number concentrations and mass are calculated. 
MAM3 simulates a number of important processes that influence aerosol 
particle properties (e.g., number and mass concentration, size, refractive 
index, as well as chemical composition). These processes include emission, 
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gas and aqueous-phase chemical oxidation, particle formation and growth 
(nucleation, condensation and coagulation), water uptake and activation to 
form cloud droplets, reproduction from rain and cloud droplet evaporation, as 
well as removal (in-cloud and below-cloud scavenging, dry deposition and 
gravitational settling) and transport. Below I provide a brief summary of how 
MAM3 represents these processes. 
1.6.2 Emissions 
In MAM3, aerosols and their precursor gases are emitted in numbers of both 
molecules and particles. For SO2, it is assumed that 2.5% of the molar mass 
is directly emitted as primary sulphate aerosols (SO4) and the rest as SO2 
(Dentener et al. 2006). Surface sources (agriculture, waste and shipping) and 
elevated sources (energy, industry, forest fire and grassfire) of primary 
sulphate particles are emitted into the accumulation mode, while those from 
domestic and transportation sectors are emitted into the Aitken mode (Ghan 
et al. 2012). In addition, sulphate species are emitted with injection height: (1) 
those from agriculture, domestic, transportation, waste and shipping sectors 
are emitted at the surface (<100 m); (2) those from energy and industry sectors 
are emitted at 100-300 m above the surface; (3) those from forest fire and 
grassfire are emitted at higher elevations (0-6 km with 6 vertical intervals). 
For OC emissions, a 1.4 POM/OC factor is applied to derive the mass of POM 
by including the mass of other elements (i.e., oxygen, hydrogen, and nitrogen; 
Seinfeld et al. (2016)). For BC and POM, emissions from energy, industry, 
agriculture, waste, shipping, domestic and transportation are put into the 
surface layer in the accumulation mode, while those from grassfire and forest 
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fire put into the elevated layers in the accumulation mode. Finally, natural 
aerosol-related (e.g., volcanic sulphur, DMS, and biogenic volatile organic 
compounds (VOCs)) emissions are all prescribed. 
1.6.3 Atmospheric chemistry 
In the standard CAM5 configurations, simple gas-phase chemistry is included 
for sulphate species. This includes (1) DMS oxidation by OH and NO3 to form 
SO2, (2) SO2 being converted into H2SO4 (gas) through gas-phase OH 
oxidation, (3) SO2 being converted into SO4 through aqueous-phase oxidation 
by H2O2 and O3. In CAM5 (MAM3), NH3 and ammonium NH4+ cycles are not 
explicitly simulated, so that sulphate aerosols are assumed to be partially 
neutralized by ammonium in the form of NH4HSO4 (Liu et al., 2012). Also, 
monthly averages of oxidant fields (O3, OH, H2O2 and NO3) are prescribed. 
However, when the full chemistry scheme (CAM5-Chem) is included, the 
simple chemistry for aerosols is coupled with online-calculated oxidant fields 
from the chemistry scheme (Neale et al., 2010). 
1.6.4 Aerosol formation and removal 
New aerosol particle formation (nucleation) is calculated using a binary 
parameterization for sulphuric acid (H2SO4) in MAM3 (Vehkamäki et al., 2002). 
The nucleation process is a function of temperature, relative humidity as well 
as the gas-phase concentration of sulphate precursor species. Because 
MAM3 does not have a nucleation mode, new particles are put into the Aitken 
mode, and are coagulated as they grow from critical cluster size to Aitken 
mode size. Condensation of H2SO4 (irreversible) and semi-volatile organics 
(reversible) to various modes are simulated dynamically, using standard mass 
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transfer expression (Seinfeld and Pandis, 2016) that are integrated over each 
mode (Binkowski and Shankar, 1995). The condensation rate onto pre-existing 
aerosol particles is a function of the vapour pressure of the gas-phase species. 
MAM3 simulates intermodal and intra-modal coagulation of Aitken and 
accumulation modes. Note the coagulation of coarse mode is neglected as it 
is much slower. Coagulation within each mode reduces particle numbers but 
does not change the mass, while coagulation of Aitken with accumulation 
mode transfers aerosol particles to modes with larger sizes. 
Aerosol wet removal processes include in-cloud scavenging (removal of cloud-
borne particles) and below-cloud scavenging (by precipitation) for both 
stratiform and convective clouds (Section 1.5.5). Scavenged aerosol particles 
from one altitude can be reformed at a lower altitude if a rain droplet 
evaporates below clouds. Dry deposition processes are parameterized based 
on the CAM5 land information (Zhang et al., 2001), while sedimentation 
processes are calculated at all levels above the surface following Seinfeld and 
Pandis (2016). The velocity of dry deposition depends on particle wet size (i.e., 
the Stokes Law states that the terminal fall velocity is proportional to radius 
squared). For example, the droplet size for cloud-borne aerosol particles. 
1.6.5 Clouds and radiation 
Both stratus and cumulus clouds are represented in CAM5, and interact with 
radiation. For stratus, a prognostic saturation adjustment is used to account 
for the conversion of water vapour into stratus liquid water content (Park et al., 
2012). Also, a modified double-moment formulation (Greenwald et al., 1993; 
Morrison and Gettelman, 2008) is used to account for stratus microphysics. 
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That is, the number and mass mixing ratios of cloud droplets and ice crystals 
are predicted, and the number and mass mixing ratio of precipitation (rain and 
snow) are diagnosed. For cumulus, CAM5 simulates the fraction of deep and 
shallow cumulus differently. Specifically, deep cumulus is represented by an 
empirical logarithmic function of deep convective mass flux (Neale et al., 
2008), while shallow cumulus is computed using shallow convective mass flux 
and vertical velocity (Park and Bretherton, 2009). Note however no 
microphysical processes are included for cumulus, even though convective 
precipitation scavenges aerosols (Section 1.5.4). 
Aerosol water uptake processes are represented using the relative humidity 
and the volume-mean hygroscopicity for each mode based on the equilibrium 
Köhler theory (Ghan and Zaveri, 2007). The source for the cloud droplets in 
stratus comes from activation processes, while sink terms include both in-
cloud and below-cloud scavenging (auto-conversion of cloud droplets to form 
rain, instantaneous evaporation of falling droplets, and accretion of cloud 
droplets by rain). More specifically, interstitial aerosols (those not incorporated 
in a cloud droplet) are converted into cloud-born aerosols through activation 
processes. The activation occurs through three processes: (1) as updrafts 
carry air into the cloud base (Ghan et al., 1997); (2) as cloud fraction increases 
(Ovtchinnikov and Ghan, 2005); and (3) as air is continually cycled through 
clouds, assuming a three hours of in-cloud residence time (Lelieveld and 
Crutzen, 1990). The total number of activated particles is equal to the number 
of droplets nucleated. Aerosols that have become dissolved in cloud droplets 
can be reformed to interstitial states when cloud and droplets evaporate. On 
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the other hand, those interstitial aerosols can be re-activated again in “new” 
clouds, causing an increase in cloud droplet numbers. 
The Rapid Radiative Transfer Model for General Circulation Models is used to 
parameterise longwave (16 spectral intervals) and shortwave (14 spectral 
intervals) radiative transfer. Aerosol and cloud absorption are included for 
longwave radiation, while extinction from aerosols, clouds and Rayleigh 
scattering are represented in shortwave radiation. Aerosol optical properties 
are parameterised through specifying their optical properties (wet refractive 
index and wet surface mode radius; Ghan and Zaveri (2007)) within each 
spectral interval. Assuming a gamma size distribution that varies with the 
numbers and mass mixing ratios of stratiform cloud droplet, liquid cloud optics 
are represented based on Mie computations (Wiscombe, 1979) for pure water 
droplets (Morrison and Gettelman, 2008). 
1.7 The CESM1 large ensemble project (LENS) 
The CESM1 Large Ensemble Project (LENS; Kay et al. (2015)) was designed 
to advance our understanding of internal climate variability and climate 
change. It has a number of simulations using the nominal 1-degree 
latitude/longitude version of CESM1 (CAM5 with simple chemistry). Figure 1.8 
shows the LENS simulated global surface temperature anomaly (1961–90 
base period) from preindustrial to the end of the 21st century under historical 
and the Representative Concentration Pathway (RCP) 8.5 external forcings. 
The RCP8.5 scenario assumes a global annual mean radiative forcing of +8.5 
W m-2 by 2100 relative to pre-industrial times. LENS has two ~1000 year-long 
preindustrial control simulations that were designed to quantify the internal 
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climate variability in the absence of climate change. Its 30 ensemble member 
simulations of the 1920-2100 period under historical and RCP8.5 forcings are 
used to disentangle the signal of climate change from internal climate 
variability. 
The LENS model simulations have been used widely by the community. Here, 
two sets of LENS experiments are utilized to investigate future changes in 
climate extremes (Chapter 5 and 6). The first one includes a 30-member 
ensemble of transient simulations driven by historical forcing during 1920-2005 
and following the RCP8.5 pathway for the period 2006-2100 (Riahi et al., 2007; 
Van Vuuren et al., 2011). Each of the 30 members has the same forcing 
trajectory but starts from randomly perturbed initial atmospheric conditions 
(Kay et al., 2015). Secondly, a 15-member ensemble of simulations with the 
same time-varying forcing as RCP8.5 but with fixed aerosol/precursor 
emissions at 2005 levels (hereinafter RCP8.5_FixA for short) (Lin et al., 2015; 
Xu et al., 2015). Note, however, that aerosol concentrations in RCP8.5_FixA 
do evolve slightly (regional differences up to 5-10% by 2010 (Lin et al., 2015)) 
due to sampling different transport and removal processes associated with the 
different climate meterologies. 
Under RCP8.5_FixA, the net warming is primarily due to changes in GHGs 
with minor contributions from other factors such as land-use changes (Xie et 
al., 2013; Paul et al., 2016). Therefore, throughout this work, changes under 
RCP8.5_FixA are refereed as GHG effects. Assuming linearity in the combined 
responses, the difference between RCP8.5 and RCP8.5_FixA represents the 
climate effect due to future time-evolving anthropogenic aerosol changes. Note 
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although non-linear interactions between GHGs and aerosol exist, such non-
linearity emerges only when additional anthropogenic aerosols are present. 
 
Figure 1.8 Time evolution of global annual mean surface temperature anomaly (1961–1990 
base period) produced from the CESM1 large ensemble project (LENS). Blue for the 1850 
control, black for individual ensemble members, and red for observations from the Met Office 
Hadley Centre and the Climatic Research Unit at the University of East Anglia (HadCRUT4; 
Morice et al. (2012)). The figure is taken from Kay et al. (2015). 
1.8 Objectives and research questions 
The overall aim of this thesis is to enhance our understanding of the impacts 
of aerosols on climate radiative forcing and response (Chapter 2-3), air 
pollution (Chapter 4), as well as climate extremes (Chapter 5-6), by looking at 
model simulations of both the recent past (1970-2010; Chapter 2-4) and the 
future (2006-2100; Chapter 5-6). 
First, this thesis seeks to understand anthropogenic aerosol changes during 
the period 1970-2010, and their impacts. Specific objectives (overarching and 
sub-divided) for each Chapter are as follows. 
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1. To examine the climate impacts of changes in each individual 
forcing agent during the period 1970-2010, focusing on the 
relative roles of anthropogenic aerosols compared to other 
forcing agents including GHGs and O3 (Chapter 2). 
a. How far is the present-day climate (i.e., the transient response) 
from the steady-state where the climate has fully-responded to 
1970-2010 changes in all forcing agents? 
b. How do changes in each individual forcing influence global and 
regional surface air temperatures? Do SLCFs, and particularly 
aerosols, behave the same as GHGs? 
c. What is the difference between GHGs and SLCFs in modulating 
precipitation? Do the effects differ between global and regional 
scales? 
2. To understand the major drivers of past anthropogenic aerosol 
changes and their climate impacts (Chapter 3). 
a. How do aerosol changes associated with 1970-2010 growth in 
energy use and advances in emission control technology 
influence surface air temperature and precipitation, both globally 
and regionally? 
b. Is ERF a valid indicator of surface air temperature response for 
aerosols? If not, why not? 
c. What non-linear processes are involved in aerosol forcing and 
climate response? How important are they? 
d. What are the implications for future climate mitigation and 
projection, as well as climate policymaking? 
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3. To assess 1970-2010 changes in air quality and their impacts 
on human health and crop production, attributing to climate 
change and anthropogenic emissions (Chapter 4). 
a. How much of 1970-2010 changes in air pollution is attributable 
to anthropogenic emissions, and how much to climate change? 
Does it differ between different air pollutants? 
b. Of the changes associated with anthropogenic emissions, how 
much is driven by energy use growth, and how much is 
associated with advances in emission control technologies?  
c.  How changes in air pollution can be attributed to each of the 
driving factors that have influenced human health? 
d. How are changes in air pollution attributable to each of the 
driving factors that have influenced crop production? What does 
it mean for the global economy?  
With the climate effects and socioeconomic impacts of past aerosol changes 
above in mind, this thesis then turns to the “future” (2006-2100) under the 
RCP8.5 emission pathway, seeking to understand the impacts of future 
aerosol mitigation on climate extremes. In particular, I focus on heatwaves at 
the global scale (Chapter 5) and precipitation extremes over Asia (Chapter 6). 
4. To understand how future GHG increases and aerosol 
mitigation may influence the characteristics of future 
heatwaves (Chapter 5). 
a. How will future heatwave characteristics change in response to GHG 
increases and aerosol reductions following the RCP8.5 emission 
pathway? 
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b. Are the changes driven by the shift of mean temperature and/or 
changes in temperature variability? Are there seasonal differences? 
c. What is the mechanism through which aerosol changes influence 
heatwave characteristics? 
5. To understand how future GHG increases and aerosol 
mitigation will influence summertime precipitation and 
precipitation extremes over Asia (Chapter 6). 
a. How will mean and extreme precipitation in Asia change in the future 
following the RCP8.5 emission pathway? What is the difference in 
response between mean and extreme precipitation? 
b. What is the difference between the changes due to GHG increases 
and those due to aerosol reductions? Do these differ between South 
and East Asia? 
c. How may future aerosol reductions influence the Asian summer 
monsoon systems? 
d. What are the mechanisms through which aerosols modulate 
precipitation and precipitation extremes?
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Chapter 2 Effective Radiative Forcing and 
Climate Response to Greenhouse 




This chapter is adapted from a paper that is, at the time of writing, in review by 
the Journal of Geophysical Research: Atmosphere. I carried out all model 
experiments, performed all data analysis, and wrote the first draft of the 
manuscript. Dr David Stevenson and Dr Massimo Bollasina supervised the 
study, and provided comments on subsequent manuscript revisions. Three 
anonymous reviewers provided additional comments during peer-review. 
Zhao A, Stevenson D.S. and Bollasina M. A., Climate forcing and response to 
greenhouse gases, aerosols and ozone in CESM1, in revision for Journal of 
Geophysical Research: Atmosphere.  
Impacts of anthropogenic aerosols on air quality, climate, and extremes  
38  Chapter 2 
2.1 Abstract 
Using the Community Earth System Model (CESM1), time-slice experiments 
were carried out to investigate the effective radiative forcing (ERF) and climate 
response to 1970-2010 changes in well-mixed greenhouse gases, 
anthropogenic aerosols, as well as tropospheric and stratospheric ozone. The 
results show that, once the present-day climate has fully responded to 1970-
2010 changes in all forcings, both the global mean temperature and 
precipitation responses are twice as large as the transient ones, with wet 
regions getting wetter, and dry regions drier. The temperature response per 
unit ERF for short-lived species varies considerably across many factors 
including forcing agents, and the magnitudes and locations of emission 
changes. This may suggest that the ERF should be used carefully to interpret 
the climate impacts of SLCFs. Changes in both the mean and the probability 
distribution of global mean daily precipitation are driven mainly by GHG 
increases. However, changes in the frequency distributions of regional mean 
daily precipitation are more strongly influenced by changes in aerosols, rather 
than greenhouse gases. This is particularly true over Asia and Europe where 
aerosol changes have significant impacts on the frequency of heavy-to-
extreme precipitation. 
2.2 Introduction 
It is well established that human activities have altered the chemical and 
physical properties of the atmosphere (Acosta Navarro et al., 2017), and 
therefore influenced the climate system (Schmidt et al., 2014). Changes in 
many climate features, especially the global warming trend, have been shown 
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to be driven mainly by the increasing abundance of well-mixed greenhouse 
gases (GHGs) (Stocker et al., 2013). However, there are also significant 
concerns about the impacts of short-lived (i.e., having a shorter lifetime than 
CO2) climate forcers (SLCFs, notably aerosols, ozone and their precursor 
gases) on both air quality and climate (Stocker et al., 2013; Schmale et al., 
2014; Stohl et al., 2015). Unlike GHGs, concentrations of SLCFs depend 
strongly on the geographical location of emission sources, and their radiative 
forcings are largely heterogeneous and uncertain (Stohl et al., 2015; Aamaas 
et al., 2017). More importantly, the climate response to SLCFs differs from that 
of quasi-uniform forcing agents at regional scales (Lamarque et al., 2011; 
Aamaas et al., 2017). 
The climate system evolves slowly in response to changing emissions: once a 
perturbation is introduced, the climate system will respond and adjust to 
restore a new radiative balance on decadal timescales, and even centennial 
timescales when accounting for the deep ocean heat uptake (Yang and Zhu, 
2011). The climate in the new equilibrium can be very different from its 
transient state as the latter does not account for the full long-term response to 
the imposed forcing (Yoshimori et al., 2016). The equilibrium climate response 
to GHGs, and CO2 in particular, has received much attention (Marvel et al., 
2016; Rugenstein and Bloch-Johnson, 2016; Yoshimori et al., 2016; Caldwell 
et al., 2018). In comparison, there are fewer studies on the equilibrium climate 
response to changes in SLCFs, except some looking at idealized experiments 
where emissions/concentrations of aerosols are scaled rather arbitrarily (Kühn 
et al., 2014; Liu et al., 2018; Persad and Caldeira, 2018; Samset et al., 2018). 
However, despite their short lifetimes, a major fraction of SLCFs’ impacts are 
Impacts of anthropogenic aerosols on air quality, climate, and extremes  
40  Chapter 2 
associated with the slow response of the ocean through adjustments in 
circulation and clouds (Allen and Sherwood, 2011; Ganguly et al., 2012; Voigt 
et al., 2017; Wang et al., 2017a). The slow response emerges on decadal to 
centennial timescales (Ganguly et al., 2012; Voigt et al., 2017; Wang et al., 
2017a) even after these SLCFs are removed. For example, equilibrium model 
simulations indicate that the long-term slow response is more important in 
shaping the total equilibrium response of the Asian monsoon to aerosol forcing 
(Ganguly et al., 2012; Wang et al., 2017a). That is, similar to these long-lived 
species such as CO2, the climate impacts of SLCFs will not be fully realised 
until the climate has equilibrated, suggesting the importance of studying the 
equilibrium climate responses to SLCFs as GHGs. Some studies compared 
the differences in climate responses between GHGs and aerosols using mixed 
layer ocean models (Feichter et al., 2004; Ming and Ramaswamy, 2009; Ocko 
et al., 2014; Dallafior et al., 2016; Hodnebrog et al., 2016; Chen and Dong, 
2018; Tian et al., 2018). Nevertheless, to our knowledge, there are very few 
studies (e.g., Wang et al. (2018b)) specifically designed to systematically 
compare the equilibrium climate response to recent changes in major climate 
drivers (e.g., GHGs, aerosols and ozone) using a (or a set of) fully-coupled 
climate model(s). Also, the difference between equilibrium and transient 
climate responses have not been investigated so far. However, the evolving 
climate response, and consequently the equilibrium sensitivity, of SLCFs is of 
scientific interest, as they show significant new insights into how the climate 
system responds to SLCFs, and that there are important differences between 
SLCFs and GHGs. This provides useful implications for future long-term 
climate projection and policymaking in the context that we expect significant 
changes in future emissions of SLCFs. 
Impacts of anthropogenic aerosols on air quality, climate, and extremes 
Chapter 2  41 
This study focuses on the period 1970-2010 for the following reasons. Firstly, 
a very large fraction of the preindustrial to present-day global warming 
occurred after about 1970 (Stocker et al., 2013). Secondly, emissions of CO2 
started to increase in a dramatic way since the 1970s due to the rapid 
development of developing countries (Olivier et al., 2005; Figueres et al., 
2018). Thirdly and most importantly, in addition to the very different trends of 
air pollutant emissions between developed and developing regions (Section 
1.2.1), there are also distinct changes in tropospheric and stratospheric ozone 
during the period 1970-2010. More specifically, tropospheric ozone 
concentration has increased since the pre-industrial era due to increases in 
precursor emissions (Stevenson et al., 2013; Checa‐Garcia et al., 2018), and 
varies inter-annually due to fluctuations in downward transport of stratospheric 
ozone (Hsu and Prather, 2009; Monks et al., 2015; Xie et al., 2016). 
Simultaneously, industrial emissions of halocarbons have led to widespread 
depletion of the stratospheric ozone layer since at least the 1970s (Solomon, 
1999). Thanks to the Montreal Protocol and its amendments stratospheric 
ozone has started to recover but at a much slower rate (~3 times slower than 
the depletion) after about 2000 (Solomon et al., 2016; Hossaini et al., 2017; 
Kuttippurath and Nair, 2017; Wilmouth et al., 2017). Ozone modulates solar 
radiation and has a different surface impact depending on its location: 
stratospheric ozone absorbs UV absorption, warms the stratosphere, and 
cools the surface, while tropospheric ozone has a greenhouse effect that 
warms the surface and the lower atmosphere (Stevenson et al., 2013; Xie et 
al., 2016). The 1850-2014 total ozone ERF is estimated to be +0.30 W m-2, 
primarily from changes in tropospheric ozone increase (+0.33 W m-2), and 
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partially counteracted by stratospheric ozone depletion (-0.03 W m-2) (Checa‐
Garcia et al., 2018). 
The above indicates the particularity and importance of studying the period 
1970-2010. This allows us to examine the differences and relative roles of very 
distinctive changes in individual forcing agent (especially GHGs versus 
SLCFs) during recent decades. These are important for interpreting and 
attributing currently observed climate change. More importantly, experiments 
have been specifically designed, seeking to quantify how far present-day 
climate is from a steady-state with current emissions. This is critical to better 
constrain long-term climate projections and more adequately prepare for future 
climate-related risks. 
2.3 Data and methods 
Anthropogenic aerosol and their precursor gas emissions are from the 
Emissions Database for Global Atmospheric Research (EDGAR) version 4.3.2 
inventory for the years 1970 and 2010 (Crippa et al., 2016). The EDGAR 
emissions are mapped to conform to the CAM5 emission protocol following 
Lamarque et al. (2010). GHGs, natural aerosols and other reactive gas 
emissions/concentrations are from Lamarque et al. (2010) for 1970 and 
Lamarque et al. (2011) for 2010. Ozone concentrations for 1970 and 2010 
(See Figure 2.1 for the zonal mean distribution of 1970-2010 ozone changes) 
are from earlier WACCM simulations (Marsh et al., 2013), as used by the 
CESM1 large ensemble project (LENS; see Section 1.6 and Kay et al. (2015)). 
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Figure 2.1 Altitude-latitude cross of 1970-2010 changes in ozone mixing ratio (ppb) prescribed 
in the CESM1 time-slice simulations. NB the different colour scales above and below 200 hPa. 
This study employs the fully-coupled CESM1 at the nominal 1-degree 
resolution (Chapter 1). Using CESM1, two baseline experiments branching off 
from the LENS transient historical simulation at either 1970 or 2010 (See 
caption of Figure 2.2 for more details) were carried out. The baseline 
simulations were integrated into equilibrium (fully-responded to the imposed 
forcing where the TOA net radiative flux reaches a new balance) under the 
1970 and 2010 all forcings (denoted as B70 and B10). The length of each Fcpd 
integration is deemed sufficient for analysis once TOA radiation imbalance no 
longer shows significant trends (less than 5% relative to the mean values 
stabilizing at ~0.3 W m-2) during the last 30-50 years of each simulation, 
following recent works (Samset et al., 2016; Myhre et al., 2017b; Samset et 
al., 2018). A number of perturbation experiments, branching off from the LENS 
transient simulation at 2010, were also performed by alternatively keeping one 
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of the forcing agents at 1970 levels and the others at 2010 levels (see Table 
2.1). For each experiment, a set of paired simulations were performed. The 
first is with fixed sea surface temperature and sea ice (hereinafter Fsst) fields 
derived from the LENS transient simulations. The Fsst experiment was 
integrated for 40 years, with the last 30 years used to diagnose ERF by the 
difference in the top-of-the-atmosphere (TOA, top of the model in this case) 
net radiative flux (Forster et al., 2016). The second is under the same forcings 
as the first one, but with a fully coupled ocean (Fcpd). The Fcpd experiment 
was integrated into equilibrium after the initial perturbation, with a repeated 
annual cycle of the forcings.  
Table 2.1 Overview of the equilibrium model experiments. They are, the baseline runs under 
1970 (B70) and 2010 forcings (B10), fixing greenhouse gases and ozone in 1970 levels 
(SGO), fixing anthropogenic aerosol and their precursor gases in 1970 levels (SAA), fixing 
tropospheric and stratospheric ozone in 1970 levels (SOZ), and fixing tropospheric ozone in 
1970 levels (STO). The climate responses are resolved into changes due to each forcing as 
follows: All=B10–B70; GHGs=SGO – SOZ; AAs= B10SGO– SAAB70; Trop. O3=B10–
SOZSTO, Strat. O3= STO–SOZ. The B70 simulation is initialised using the LENS transient 
simulation (ensemble member 34) at 1970, while all others are branched off from the LENS 
transient simulation (also member 34)) at 2010. All simulations are integrated into equilibrium 
(see the length (no. of years) of each simulation in brackets in the first column), and only the 



















B70 (120) 1970 1970 1970 1970 1970 
B10 (150) 2010 2010 2010 2010 2010 
SAA (120) 2010 2010 1970 2010 2010 
SGO (90) 2010 1970 2010 1970 1970 
SOZ (150) 2010 2010 2010 1970 1970 
STO (150) 2010 2010 2010 1970 2010 
The last 30 years of each Fcpd simulation (indicated by the black boxes in 
Figure 2.2) are analysed to show the equilibrium climate responses. 
Throughout this study, differences (Table 2.1) between 1970 and 2010 are 
used to quantify the responses to all forcings (ALL), GHGs, anthropogenic 
aerosols (AAs), tropospheric ozone increase (Trop. O3), and stratospheric 
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ozone depletion (Strat. O3). It must be noted that GHGs refers to those non-
ozone GHGs. Following Shindell and Faluvegi (2009), the sensitivity of the 
surface air temperature responses to local and global radiative forcing is 
estimated by normalizing area-weighted mean temperature responses against 
global and regional mean ERF, respectively. 
 
Figure 2.2 Time evolution (dashed lines and also the 11-years running mean in solid) of the 
global annual mean surface air temperature from the fully-coupled CESM1 baseline and 
perturbation runs. B70 and B10 refer to 1970 and 2010 all forcing runs, respectively. SGO, 
SAA, SOZ and STO represent the simulation with greenhouse gases and ozone, 
anthropogenic aerosols, ozone and only tropospheric ozone fixed at 1970, respectively. The 
black boxes denote the last 30 years of each run analysed here. Note that all simulations 
except for B70 started from a same 2010 dump (red half-circle) while B70 stared from a 1970 
dump (black half-circle), from the CESM1 large ensemble run (LENS, no 34). Also see Table 
2.1 for the detailed experiment design. 
To compare the equilibrium and transient climate responses, various datasets 
are used: output from the LENS for both the historical (1920 – 2005) and future 
(RCP8.5 for 2006-2100) periods (Kay et al., 2015); monthly mean 2-m 
temperature from the NCEP/NCAR reanalysis (Kalnay et al., 1996); and 
monthly observed land-only precipitation from the Global Precipitation 
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Climatology Centre (GPCC) dataset (Huffman et al., 1997). For above 
datasets, 15 years of monthly mean fields centred on 1970 and 2010 (7 years 
either side as reanalysis/observation data are not available beyond 2017) are 
averaged to produce annual means. The difference between the two 15-year 
means for 1970 and 2010 from LENS is taken as the transient model response, 
and those from NCEP/NCAR and GPCC are taken as observational changes. 
To produce spatial maps, the analysis is performed on each model grid-box 
using the annual mean of monthly mean fields. The statistical significance of 
the response, as isolated from the corresponding two sets of 30-year runs, is 
evaluated using the two-tailed Student t-test with a 5% significance threshold 
(p-value ≤0.05), and accounting for serial autocorrelation by adjusting the 
degrees of freedom following Nychka et al. (2000). For global and regional 
mean analyses, an area-weighted mean for each year of each simulation is 
firstly performed, and the results are shown as the mean and 25th-75th 
percentile spread of the differences between the two sets of 30-year runs. 
2.4 Time evolution of global mean surface air 
temperature towards equilibrium 
Figure 2.2 shows the time evolution (annual mean) of the global mean surface 
air temperature for all model experiments analysed here. Temperature 
generally increases from the initial condition to reach an approximate 
equilibrium after ~100 years. Note again that the smaller the perturbations to 
the initial state, the shorter is the time to reach equilibrium. In particular, the 
temperature difference between the B70 case in equilibrium and the 1970 
initial condition is modest (~0.10 K), indicating that the 1970-2010 equilibrium 
Impacts of anthropogenic aerosols on air quality, climate, and extremes 
Chapter 2  47 
changes stem primarily from the adjustment to 2010 conditions, while the 
difference in the initial conditions of the two simulations may have minor 
impacts. It is important to point out that the global mean TOA net radiative flux 
converges from initial values exceeding +1.6 W m-2 towards zero as the 
experiments progress, although even after ~150 years a small imbalance is 
still left in the last few decades of the experiments (~0.3 W m-2; Section 2.3) 
due to the large inertia of the deep oceanic circulation which equilibrates on 
time-scales of several centuries (Yang and Zhu, 2011). This residual forcing 
will drive additional climate anomalies further to the ones analysed here. 
Nevertheless, the impacts from the residual forcing are secondary, given the 
much larger 1970-2010 forcing changes. (Mitchell et al., 1990; Rugenstein and 
Bloch-Johnson, 2016; Samset et al., 2018). 
Table 2.2 CESM1 simulated 1970-2010 changes in global mean aerosol burdens (mg m-2) 
resolved into each species, as well as the 550-nm total AOD. The total changes (second 
column) are decomposed into that attributable to anthropogenic emissions and climate 








Black carbon (mg m-2) 0.10 0.09 (90%) 0.01 (10%) 
Organic carbon (mg m-2) 0.90 0.80 (89%) 0.11 (14%) 
Sulphate (mg m-2) 0.77 0.74 (96%) 0.03 (4%) 
Total AOD*100 (#) 0.81 0.71 (88%) 0.10 (12%) 
The 1970-2010 changes in global and regional area-weighted mean 
anthropogenic aerosol/precursor emissions and burdens, as well as the spatial 
distribution of the 550-nm Aerosol Optical Depth (AOD), are shown in Figure 
2.3. Changes in aerosol burden and AOD are predominated (around 90%; 
Table 2.2) by anthropogenic emissions, with the rest attributable to climate 
change (i.e., changes in meteorology driven mainly by GHG increases). The 
emissions and burdens of all aerosol species show increasing trends when 
Impacts of anthropogenic aerosols on air quality, climate, and extremes  
48  Chapter 2 
averaged globally. For example, the global mean burden of sulphate aerosol 
has increased by 0.77 mg m-2 (~22%). AOD changes are consistent with 
changes in emissions and burdens, with a striking dipole pattern featuring an 
AOD increase over Asia and a decrease over Europe and USA. 
 
Figure 2.3 The 1970-2010 changes in (a) anthropogenic aerosol/precursor emissions (g m-2 
yr-1), (b) aerosol burdens (mg m-2) and (c) spatial distribution of 550-nm Aerosol Optical Depth 
(AOD). Emissions and burdens are shown as the area-weighted mean over the global scale 
(red), Asia (yellow), Europe (green) and USA (purple). The definitions of these regions are 
denoted by the black boxes in (c). Hatches in (c), and also in all other figures throughout this 
chapter, denote a statistically significant difference (95%), derived using a two-tailed student 
t-test. Note the emissions and burdens of BC are multiplied by 10 for legibility. 
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2.5 Transient versus equilibrium climate response 
To evaluate the performance of CESM1 in simulating transient climate 
response, the LENS ensemble mean is compared with reanalysis and 
observations (Figure 2.4). Further, present-day climate (transient response) is 
not in equilibrium in response to past emission changes, while the difference 
between the transient and equilibrium responses is primarily associated with 
the slow response of the ocean. In order to quantify such differences, the 
equilibrium experiments described above are compared with the LENS 
simulations. The spatial patterns of the 1970-2010 changes in surface air 
temperature show an overall agreement across datasets (Figures 2.4a-c). This 
is also reflected in the zonal mean profiles (Figure 2.4d). Comparison between 
LENS and NCEP/NCAR indicates that apart from the polar regions, the model 
shows reasonable agreement with reanalysis in reproducing the transient (i.e., 
LENS) surface air temperature changes. The equilibrium response is roughly 
double the transient response (Figure 2.4d), with the global mean temperature 
change 0.58 K larger in equilibrium than the transient warming (0.65 K). 
Precipitation by nature is more heterogeneous compared to temperature, as is 
reflected in the spatial patterns of changes (Figures 2.4e-g). LENS simulated 
precipitation changes agree in general with the observed ones. However, there 
are noticeable differences at regional scale such as over equatorial Africa, the 
Middle East and Southeast Asia. These changes, for example, the wettening 
over Europe and the drying of the Asian monsoon, as well as the shift of the 
tropical rain belt, have been broadly discussed in literature as key features of 
the late-twentieth-century climate evolution (Ropelewski and Halpert, 1987; 
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Bollasina et al., 2011; Hwang et al., 2013; Liu et al., 2013; Acosta Navarro et 
al., 2017; Jong et al., 2018).  
 
Figure 2.4 Comparisons of 1970-2010 changes in (a-d) annual mean surface air temperature 
and (e-h) precipitation. They are: (a, e) the difference between 1970 and 2010 equilibrium 
experiments in this study, (b, f) the difference between the time period 1963-1977 and 2003-
2017 from the LENS ensemble mean, (c, g) the difference between time period 1963-1977 
and 2003-2017 from NCEP/NCAR surface temperature reanalysis and the Global Precipitation 
Climatology Centre (GPCC) precipitation, as well as (d, h) their zonal means (solid for mean 
changes, and shadings for the 25th-75th uncertainty range). Solid curves in (h) are the 
corresponding land-only zonal mean precipitation changes, which are plotted to compare to 
the GPCC dataset that has data only over land. Hatches in the maps denote a statistically 
significant difference (95%), derived using a two-tailed student t-test. Note that to make the 
plot readable, the uncertainty range for zonal mean precipitation response is not shown. 
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The global precipitation pattern displays a striking resemblance between the 
equilibrium (Figure 2.4e) and transient (Figure 2.4f) responses, while the 
former features anomalies of larger magnitude. The zonal mean (land + ocean) 
precipitation profile in Figure 2.4h shows that, compared to the transient 
response, precipitation increases over the equatorial area (5°S-5°N) and high 
latitudes but reduces in the mid-latitudes (30°S-5°S and 5°N-40°N) in 
equilibrium. Globally, the 1970-2010 equilibrium precipitation increase (+0.054 
mm day-1) is double the transient response (+0.026 mm day-1). This is not that 
surprising given the linkage between changes in precipitation and temperature 
at the global scale. 
2.6 Effective radiative forcing and surface air 
temperature response 
2.6.1 Effective radiative forcing 
The rest of this chapter turns to, and focuses on, the TOA ERF and equilibrium 
climate responses unless otherwise stated. The spatial distribution of ERF and 
the corresponding surface air temperature responses are shown in Figure 2.5 
(see also Figure 2.6 for the zonal mean temperature changes). Regional mean 
ERF values are presented in Figure 2.7. The global mean 1970-2010 ERF is 
1.56±0.45 W m-2, primarily associated with increases in GHGs (1.50±0.44 W 
m-2) and tropospheric ozone (0.24±0.01 W m-2), and only partially offset by 
aerosol changes (-0.11±0.14 W m-2) and stratospheric ozone depletion (-
0.07±0.15 W m-2). The spatial distribution of ERF associated with GHG 
increases (Figure 2.5a) shows substantial uniformity and inter-hemispheric 
symmetry. In comparison, the ERF associated with aerosol changes (Figure 
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2.5b) has larger magnitudes in the Northern Hemisphere (where emissions 
and their changes are the largest), with significant regional differences, and 
shows a strong anti-correlation with the AOD pattern (Figure 2.3c). For 
example, anthropogenic aerosol increases in Asia result in a negative forcing 
of -1.07±0.91 W m-2 (Figure 2.7d), while aerosol reductions over Europe and 
USA produce positive forcings of 2.43±0.48 and 1.43±0.88 W m-2 (Figures 
2.7e, f), respectively. In addition, the Arctic (Figure 2.7c) sees a positive 
aerosol forcing of 0.24±0.42 W m-2, related to European and American aerosol 
reductions. Tropospheric ozone increase (Figure 2.5c) and stratospheric 
ozone depletion (Figure 2.5d), in general, lead to contrasting forcings. The 
former generates positive forcing, especially over the Northern Hemisphere 
and with the largest value over the Arctic (0.47±0.31 W m-2). The latter, on the 
contrary, generates negative forcing, especially over the Southern 
Hemisphere. 
2.6.2 Temperature response and sensitivity to ERF 
While the spatial patterns of the surface air temperature response (Figures 
2.5e-h) are broadly consistent with the ERF patterns in the corresponding 
experiments, there are major dissimilarities. The equilibrium 1970-2010 global 
mean temperature change, +1.23±0.14 K, is dominated by GHG increases 
(+1.03±0.16 K). This is also manifested in the zonal mean changes (Figure 
2.6). The warming from GHGs is notably amplified over the Poles (Figures 2.5e 
and 2.6), and the Arctic in particular, despite a globally homogeneous ERF 
distribution. The 1970-2010 aerosol changes induce a negative global mean 
ERF (-0.11±0.14 W m-2), resulting in an overall cooling (-0.26±0.14 K). 
However, the spatial pattern of the temperature response shows substantial 
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differences from that of the forcing. This can be clearly seen over the Arctic 
and large part of the oceans, which feature pronounced cooling despite the 
regional positive ERF.  
 
Figure 2.5 Spatial distribution of 1970-2010 (a-d) top-of-the-atmosphere effective radiative 
forcing (ERF) and (e-h) surface air temperature (SAT), in responses to changes in (a, e) 
greenhouse gases (GHGs), (b, f) anthropogenic aerosols (AAs), (c, g) tropospheric ozone 
increase (Trop. O3) and (d, h) stratospheric ozone depletion (Strat. O3). The right column 
shows the zonal mean changes (black for ERF and red for SAT); note the different x-axis 
scales between GHGs and others, as well as the different units between SAT (K) and ERF (W 
m-2). Also see Figure 2.6 for the redrafted zonal mean temperature changes for comparison. 
Numbers on the top right of each panel are the area-weighted global mean values. 
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Figure 2.6 Zonal mean profiles of 1970-2010 equilibrium temperature changes (ΔK): the total 
change (black) are resolved into each individual forcing agent: greenhouse gases (GHG, 
green), anthropogenic aerosols (AAs, red), Trop. O3 (purple) and Strat. O3 (blue). The 
horizontal line denotes the zero line.  
The temperature response to ozone reflects relatively more tightly the spatial 
pattern of ERF: warming (cooling) from positive (negative) forcing in 
association with tropospheric ozone increase (stratospheric ozone depletion). 
However, ozone-related zonal mean temperature responses are generally 
small in magnitude and indistinguishable from zero except over the polar 
regions (Figures 2.5 and 2.6). For stratospheric ozone depletion, albeit the 
relatively small global mean ERF and temperature response, it is reported to 
have significant impacts on Southern Hemisphere climate by modulating large-
scale circulation (Thompson et al., 2011; Previdi and Polvani, 2014; Dennison 
et al., 2015; Wu and Polvani, 2017). The Antarctic cooling in response to 
stratospheric ozone depletion is larger than those reported by recent works 
(McLandress et al., 2011; England et al., 2016; Chiodo et al., 2017; Karpechko 
et al., 2018). This may imply that the Antarctic temperature response to 
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stratospheric ozone depletion can be even greater than currently estimated 
once the climate has fully equilibrated. 
 
Figure 2.7 Area-weighted mean of 2010 relative to 1970 top-of-the-atmosphere ERF (W m-2) 
over (a) global scale, (b) Tropical region (28°S-28°N), (c) Arctic (60°N-90°N), (d) Asia, (e) 
Europe and (f) USA. The total ERF (black) is resolved into those associated with each forcing 
agents: GHGs (green), AAs (red), Trop. O3 (purple) and Strat. O3 (blue). Error bars indicate 
the standard deviation spread. 
The above analysis indicates that the pattern of surface air temperature 
response does not necessarily follow the forcing, particularly in the case of 
aerosols and stratospheric ozone depletion. To point this out even more 
clearly, the sensitivity of the temperature response per unit ERF globally as 
well as regionally is investigated. Figure 2.8 shows the ERF sensitivity for 
various forcing agents. When regional mean temperature changes are 
normalized by global mean ERFs, the sensitivity values, over all regions, are 
greater in the experiment where all forcings take effects simultaneously 
compared to the experiment where GHGs take effect alone. This also applies 
when regional mean temperature responses are normalized by regional mean 
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ERFs, with exceptions over the Arctic (Figure 2.8d), Europe (Figure 2.8g) and 
North America (Figure 2.8i).  
 
Figure 2.8 The sensitivity (K (W m-2)-1) of area-weighted mean temperature responses per unit 
ERF from all forcings (black), GHGs (green), AAs (red), Trop. O3 (purple) and Strat. O3 (blue). 
The response is normalized by global (white background) and regional (yellow background) 
mean ERFs. The blue dashed lines indicate the global mean temperature response 
normalized by global GHG forcing (0.68 K (W m-2)-1). The results are shown for (a) globe, (b) 
global land, (c) global ocean, (d) Arctic (70°-90°N), (e) Northern Hemisphere, (f) Southern 
Hemisphere, (g) Europe, (h) Tropics (28°S-28°N), (i) North America, (j) South America, (k) Asia 
and (l) Africa. Green stars denote that both global/regional mean ERF and temperature 
response are statistically significant (p-value ≤0.05, two-tailed student t-test), while green plus 
and cross denote, respectively, that only ERF or temperature response is statistically 
significant. 
The sensitivity is largest over the Arctic (Figure 2.8d), due to large local sea-
ice albedo-related positive feedbacks. Anthropogenic aerosols, surprisingly, 
result in a much larger sensitivity when normalised against global mean ERF, 
particularly over the Arctic, North America and Asia (Figure 2.8k), the Arctic, 
the Southern Ocean (Figure 8f), Europe (Figure 8g) and the USA (Figure 8i). 
This means that the forcing and the temperature response can be of opposite 
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sign for aerosols over various domains. For tropospheric ozone, the sensitivity 
displays large variations across regions. Note the large and negative sensitivity 
(<-80 K m2 W-1) over South America. This is explainable given the increase in 
temperature (Figure 2.5g), albeit the statistically insignificant and negative 
forcing (Figure 2.5c). Finally, stratospheric ozone has the smallest sensitivity 
at the global scale and large variability and uncertainties from region to region. 
The negative relationship between aerosol forcing and temperature response 
warrants further discussion. Of particular interest is the large negative 
sensitivity value over the Arctic. Further analysis (Figure A1) shows that the 
pronounced Arctic cooling is associated with reduced surface net radiation and 
cloud fraction, an overall extension of the sea ice-covered areas, and a 
widespread low-tropospheric anomalous anticyclone. Interestingly, the high-
latitude hemispheric-wide anomalies (e.g., temperature, sea ice extent, sea 
level pressure) are dominated by prominent changes in the North Atlantic and 
Barents Sea sector. Here, the low-level flow, part of an extensive cyclonic 
circulation centred over Central Europe (Figure A1a) developing in response 
to the large regional aerosol reduction and subsequent local warming (Figure 
4f), is anomalously southward and counteracts the climatological 
southwesterlies. (Figure A1a) This reduced the northward transport of 
moisture to the Arctic region, suppressing cloud formation (Morrison et al., 
2019). As clouds reduce (Figure A1b), the increase in surface downward 
shortwave radiation is overwhelmed by a much larger increase in the surface 
net longwave component, resulting in reductions in net radiation at the surface 
(Figure A1c). As a result, the Arctic surface cools and sea ice expands, leading 
to anomalous Arctic high pressure (Figure A1a) and increases in surface 
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albedo (Figure A1d). This further enhances the cooling through the sea-ice-
albedo feedbacks. Therefore, more cold air is transported southward partially 
opposing the warming associated with the positive ERF. The above analysis 
indicates the importance of atmospheric circulation adjustments, rather than 
the local forcing, in influencing the surface temperature changes at high 
latitudes (Undorf et al., 2018).  
2.7 Precipitation response 
2.7.1 Spatial pattern and zonal mean 
The precipitation response patterns are shown in Figure 2.9 (see also Figure 
2.10 for the zonal mean changes). GHG increases enhance global mean 
precipitation by 0.06±0.02 mm day-1, with the largest amounts in the eastern 
equatorial Pacific and the extratropical regions of both hemispheres. Changes 
in aerosols lead to a global mean precipitation reduction (Figure 2.9b) of -
0.04±0.02 mm day-1, with most pronounced changes over Asia (0.13±0.07 mm 
day-1) and the Western Pacific. Also, a small but noticeable precipitation 
increase (+0.03±0.07 mm day-1) is found over Europe associated with regional 
aerosol reductions. features a decrease at almost all latitudes, and particularly 
over the tropics. The precipitation responses (both the spatial pattern and 
zonal mean changes) to GHGs and aerosols closely resemble those 
associated with the 2×CO2 and 5×SO4 experiments, respectively, of the 
Precipitation Driver and Response Model Inter-comparison Project (PDRMIP; 
Samset et al. (2016)). 
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The precipitation response to tropospheric ozone increase (Figure 2.9c) bears 
resemblance to that associated with aerosol changes, particularly over East 
and Southeast Asia and the Pacific Ocean. However, changes in the zonal 
mean profile show an enhancement of precipitation at the equator, along with 
a global mean increase of +0.01 mm day-1. Precipitation changes due to 
stratospheric ozone depletion (Figure 2.9d) are broadly opposite to those 
associated with tropospheric ozone increase. More specifically, the 
precipitation increases over the Western Pacific but decreases over the 
Eastern Pacific and the Indian Ocean, resulting in an overall weak northward 
shift of the ITCZ. This generally agrees with Brönnimann et al. (2017) who 
reported that stratospheric ozone depletion has led precipitation to increase at 
the northern flank of the South Pacific Convergence Zone and to decrease at 
the south. 
 
Figure 2.10 The same as Figure 2.6, but for precipitation. 
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The global apparent hydrological sensitivity in equilibrium is estimated to be 
1.4 % K-1 in the all forcing experiment, while the estimate from the LENS 
transient response is 1.3 % K-1. These estimates fit well within the range (1-3 
% K-1) reported by phase 5 of the Coupled Model Intercomparison Project 
(CMIP5; Fläschner et al. (2016)), and suggest that the global apparent 
hydrological sensitivity does not differ sensibly between equilibrium and 
transient climate responses in CESM1. However, it worth pointing out that, 
compared to the all forcing experiment, the sensitivity is larger in magnitude 
when calculated for individual forcing including GHGs, aerosols and 
tropospheric ozone (Table 2.3). Also, note that for aerosols, the value is 
negative because of the decrease in global mean precipitation (Figure 2.9b) 
despite the 1970-2010 global surface warming (Figure 2.5f). 
Table 2.3 The 1970-2010 global apparent hydrological sensitivity (APS, % k-1). Values shown 
include that calculated from the LENS transient response, and those from equilibrium 
responses in this study. For equilibrium responses, the values are also calculated for each 
individual forcing agent. 
Experiment APS (% K-1) 
LENS transient 1.3 
CESM1 in equilibrium 1.4 
Greenhouse gases 1.8 
Anthropogenic aerosol  4.5 
Tropospheric ozone increase 2.3 
Stratospheric ozone depletion 0.9 
2.7.2 Changes in the probability distribution of daily 
precipitation 
To gain further insight into the characteristics of the precipitation responses, 
variations in the daily precipitation distributions are examined by analysing 
variations in the frequency distributions (Figure 2.11). Whilst precipitation is, 
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by nature, spatially heterogeneous which may result, when averaged over 
large regions, into a partial cancellation between opposite sign anomalies over 
different sub-regions and thus to a smaller signal, we believe that large-scale 
averages provide useful information to identify large-scale patterns of changes 
which are directly linked to the management of country-wide resources and to 
the development of adaptation strategies. To facilitate quantitative discussion, 
three precipitation categories are defined: light (precipitation ≤10th percentile 
of the 1970 climatological distribution), moderate (10th-90th percentile) and 
heavy-to-extreme (≥90th percentile) precipitation. Note carefully these 
definitions are only for the purpose of quantitative analysis. Figure 2.11 shows 
the global (Figure 2.11a) and global land-only (Figure 2.11b) daily precipitation 
distributions; the remaining panels compare Asia (Figure 2.11c) to Europe 
(Figure 2.11d). These two regions have opposite 1970-2010 aerosol changes, 
albeit of different magnitude (Figure 2.3), allowing us to examine whether the 
corresponding daily precipitation distributions also display opposite responses. 
In response to the 1970-2010 changes in all forcings, the global mean daily 
precipitation distribution shifts to higher values, resulting in a mean shift of the 
precipitation distribution by +0.06 mm day-1 (+1.8%). This is primarily 
associated with GHG increases (+1.9%). The impact of tropospheric ozone 
increase on the distribution is similar but secondary (+0.31%) compared to 
GHGs. By comparison, anthropogenic aerosol increases and stratospheric 
ozone depletion shift the distribution towards lower values, resulting in a mean 
precipitation change of -1.1% and -0.03%, respectively. Land-only precipitation 
changes resemble those at the global scale (land + ocean), but feature a 
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relatively stronger effect of ozone changes together with a smaller effect of 
GHGs.  
Examining now regional responses, the all forcings-driven changes result in a 
flatter and wider distribution of daily precipitation over Asia (Figure 2.11c). This 
is primarily associated with aerosol increases (-4.2%, -0.13 mm day-1) which 
outweigh the effects of GHGs (+3.4%, +0.10 mm day-1) and tropospheric 
ozone (+0.1%, +0.00 mm day-1) increase. Noticeably, aerosol increases result 
in an increase of light (+1.0%) and moderate (+1.3%) precipitation, 
concurrently with a suppression of heavy-to-extreme precipitation (-2.3%). The 
magnitude of these changes is larger than that associated with all forcings 
(+0.5%, -0.3% and -0.2%, respectively). Over Europe (Figure 2.11d), changes 
in daily precipitation distribution are also strongly influenced by aerosols, but 
in the opposite way (+0.05 mm day-1, +2.6%) to Asia: aerosol reductions lead 
the heavy-to-extreme precipitation in Europe to increase by 3.2%, accounting 
for55% of the 1970-2010 total increase in heavy precipitation. Meanwhile, light 
and moderate precipitation are suppressed by -0.2% and -3.0%, respectively. 
Compared to aerosols, there is a relatively smaller contribution from GHG 
increases (a mean change of +0.03 mm day-1, +1.3%), while the effects of 
tropospheric ozone increase are approximately balanced by those due to 
stratospheric ozone depletion. 
The above-discussed changes in the daily precipitation distribution over Asia 
and Europe highlight the dominant role of aerosols over other forcings in 
modulating local precipitation. This is particularly important for heavy-to-
extreme precipitation, being reduced from 10% to 7.7% by aerosol increases 
over Asia, and increased from 10% to 13.2% by aerosol decreases over 
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Europe. The contrast between Asia and Europe, therefore, demonstrates the 
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2.8 Discussion and conclusions 
Human activities have altered both the composition and (chemical and 
physical) properties of the atmosphere since the industrial era (Acosta Navarro 
et al., 2017). Such changes are even more distinctive during the past four 
decades (1970-2010). Specifically, on top of the steady GHG increases, there 
are contrasting trends of air pollutant emissions between developing and 
developed regions (Hoesly et al., 2018; Wang et al., 2018a; Zheng et al., 2018; 
Aas et al., 2019), as well as opposite trends between tropospheric and 
stratospheric ozone changes (Checa‐Garcia et al., 2018). Employing CESM1, 
time-slice simulations were carried out to investigate the effective radiative 
forcing and climate response to 1970-2010 changes in these climate forcers, 
emphasizing the comparison between the individual impacts of GHGs and 
SLCFs. 
Changes in atmospheric composition during 1970-2010 brought about a TOA 
total ERF of 1.56±0.45 W m-2, mostly due to changes in GHGs (1.50±0.44 W 
m-2) with secondary contributions from anthropogenic aerosols, tropospheric 
ozone increase and stratospheric ozone depletion (-0.11±0.14, 0.24±0.01 and 
-0.07±0.15 W m-2, respectively). These estimates are consistent with the ones 
reported by the AR5 for the period 1970-2010 (GHGs: 1.48 W m-2; aerosols: -
0.20 W m-2; tropospheric ozone increase: +0.14 W m-2, and stratospheric 
ozone depletion: 0.04 W m-2, see Table AII.12, Chapter 8.1 in Stocker et al. 
(2013)). The value for tropospheric ozone increase is larger than the AR5 one. 
This is consistent with Myhre et al. (2017a) who found that ozone forcing is 
larger than the AR5 estimate during the period 1990-2015, likely due to an 
increase in NOx emissions which is twice larger than the emission data used 
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in AR5. The IPCC AR4 (Figure SPM.5) multi-model experiments reported that, 
in the case where all forcing agents are fixed at their 2000 levels, there is ~0.4 
K of additional warming by 2100 due to the slow response of the ocean. The 
additional warming is around 1/3 of the 1900-2000 transient warming, and 2/3 
of the amount occurred in the period 1970-2000 (Meehl et al., 2007). In this 
study, it is found that, compared to the transient changes, there is an additional 
global surface warming (+0.6 K) and precipitation increase (+0.03 mm day-1) 
when present-day climate equilibrates to 1970-2010 emission changes. This 
in general is consistent with AR4, while the differences can be explained by 
differences in experiment design. The committed warming may result in 
changes in many other aspects of the climate system (Schlesinger, 1986; 
Tricot and Berger, 1987; Williams et al., 2016; Yoshimori et al., 2016) and 
associated impacts such as global scale precipitation changes discussed 
above. 
The equilibrium climate responses to GHGs and aerosols, in general, agree 
with literature showing that the historical global mean temperature and 
precipitation changes are dominated by GHGs (Taylor and Penner, 1994; Min 
et al., 2011; Stocker et al., 2013; Wang et al., 2016a), while aerosols play 
important roles in regional precipitation changes (e.g., the drying trend of the 
Asian monsoon (Yihui and Chan, 2005; Lau and Kim, 2006; Bollasina et al., 
2011; Ganguly et al., 2012; Polson et al., 2014; Song et al., 2014; Lau and 
Kim, 2017; Ma et al., 2017)). However, as opposed to those arguing that the 
spatial patterns of the climate responses to GHGs and aerosols are similar 
(Xie et al., 2013; Kasoar et al., 2018; Persad et al., 2018), our results 
demonstrate that the climate forcing and responses to SLCFs are with large 
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spatial heterogeneity and uncertainty (Shindell et al., 2015; Aamaas et al., 
2017). Xie et al. (2016) estimated a global mean ERF of +0.46 W m-2, a 
temperature increase of +0.36 K and precipitation increase of +0.02 mm day-1 
due to 1850-2013 tropospheric ozone increase. These estimates all agree in 
sign with the estimates in this study for the period 1970-2010, and are around 
2-3 times larger in magnitudes. Also, note that the spatial patterns of the 
precipitation response to tropospheric ozone increase show good agreement 
with each other (compare Figure 2.9c with Figure 5c of Xie et al. (2016)). For 
stratospheric ozone depletion, it is acknowledged that the annual global mean 
values reported here may not be able to reflect fully the impacts which are 
mainly through modulating austral summer atmospheric (subpolar to tropical 
latitudes) circulation patterns (McLandress et al., 2011; England et al., 2016; 
Chiodo et al., 2017; Karpechko et al., 2018). This will be explicitly investigated 
in future works. 
Effective radiative forcing is generally deemed to be a useful indicator of 
temperature changes (Shindell and Faluvegi, 2009; Myhre et al., 2013; 
Shindell et al., 2015; Forster et al., 2016; Lewinschal et al., 2019). However, it 
has also been pointed out that forcing and temperature response are not 
necessarily collocated, due to many other climate processes and feedbacks 
such as the atmospheric and oceanic heat transport, and atmospheric 
circulation adjustments (Boer and Yu, 2003; Shindell et al., 2010; Bellouin et 
al., 2016; Persad and Caldeira, 2018). Nevertheless, possible links between 
forcing and temperature response, at least at large scale such as within 
latitudinal bands, has been suggested (Shindell and Faluvegi, 2009; Flanner, 
2013; Shindell, 2014; Shindell et al., 2015). The major appeal behind this is 
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that such links, if verified, may help develop some simplified metrics for quickly 
evaluating the climate impacts of possible mitigation strategies in the future 
(Aamaas et al., 2017; Lewinschal et al., 2019). The links between forcing and 
temperature response found by above works, with large uncertainties and 
dependency upon many factors, are derived from highly idealized model 
experiments which represent only a few facets of the actual climate. In 
addition, as pointed out by Lewinschal et al. (2019), the temperature response 
sensitivity also depends on the magnitude of emissions. This suggests that the 
conclusions (sensitivity values) can vary substantially upon experimental 
designs with emissions of different magnitude and source location (Feichter et 
al., 2004; Ming and Ramaswamy, 2009; Wilcox et al., 2015). This study shows 
that the relationship between forcing and temperature response may work for 
GHGs, but not for SLCFs; the relationship shows considerable variability 
depending on the region and forcing agent. The results agree with recent 
works showing that the regional pattern of climate responses to SLCFs depend 
on the specific forcing agent, as well as timing and location of emissions 
(Aamaas et al., 2017; Persad and Caldeira, 2018; Lewinschal et al., 2019). 
However, the caveat is that the results/conclusions presented here may be 
model dependent. This is particularly the case for SLCFs, and aerosols in 
particular, whose climate forcing and response are highly heterogeneous and 
are not well constrained in present generation climate models. 
Additionally, it is found that 
 Once present-day climate has reached equilibrium, both the global 
mean temperature and precipitation changes would be twice as much 
as those in the transient 1970-2010 simulations. 
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 Increases in GHGs and tropospheric ozone enhance global mean 
precipitation and shift the daily precipitation distribution to larger 
amounts. On the contrary, the overall aerosol increases and 
stratospheric ozone depletion suppress global mean precipitation and 
shift the daily distribution toward smaller amounts. 
 Compared to the global scale, the effectiveness of SLCFs in changing 
the characteristics of the daily precipitation distribution is stronger over 
regional scales. This is especially important for regions such as Asia 
and Europe where precipitation changes, and the frequency of heavy-
to-extreme precipitation in particular, are dominated by changes in 
aerosols rather than GHGs. 
In summary, this study shows that the present-day climate response to the 
recent (1970-2010) emission changes is far from being in equilibrium, implying 
that even with current emission levels we have perceived only a fraction of the 
equilibrium changes to climate and associated risks (Mauritsen and Pincus, 
2017). In addition, the concept of effective radiative forcing should be used 
very cautiously to interpret the impacts of SLCFs. A very representative 
example is aerosols that are shown to outweigh GHGs in regional precipitation 
changes, and modulate heavy to extreme precipitation significantly. Given the 
possibility that emissions/concentrations of SLCFs will decline in the coming 
decades, it is crucial to reduce the uncertainties in our understanding of the 
climate impacts of SLCFs. This is critically important to achieve more robust 
near-future climate projections and to manage climate risks (e.g., drought, 
flood, heatwaves, air pollution, etc.) more effectively.
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Chapter 3 Changes in Aerosols and Climate 
Driven by Growth in Energy Use and 




This chapter is adapted from a published paper on which I am the lead author. 
I carried out all model experiments, performed all data analysis, and wrote the 
first draft of the manuscript. Dr David Stevenson and Dr Massimo Bollasina 
supervised the study, and provided comments on subsequent manuscript 
revisions. Dr Monica Crippa (Joint Research Center, European Commission) 
provided emission inventories, and commented on the manuscript. 
Zhao, A., Bollasina, M. A., Crippa, M., and Stevenson, D. S (2019). Significant 
climate impacts of aerosol changes driven by growth in energy use and 
advances in emissions control technology, Atmos. Chem. Phys.  
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3.1 Abstract 
Using the fully-coupled Community Earth System Model, this study quantifies 
the effective radiative forcing (ERF) and climate response to 1970-2010 
aerosol changes associated with two major policy-relevant emission drivers: 
energy use growth and technology advances. Emissions from energy use 
growth generate a global mean aerosol ERF of -0.31±0.22 W m-2, and result 
in a global mean cooling of -0.35±0.37 K and a precipitation reduction of -
0.03±0.02 mm day-1. By contrast, the avoided emissions from advances in 
emission control technology, which benefit air quality, generate a global mean 
ERF of +0.21±0.23 W m-2, a global surface warming of +0.10±0.13 K and 
global mean precipitation increase of +0.01±0.02 mm day-1. Despite the 
relatively small changes in global mean precipitation, these two emission 
drivers have profound impacts at regional scales, in particular over Asia and 
Europe. The total net aerosol impacts on climate are dominated by energy use 
growth, from Asia in particular. However, technology advances outweigh 
energy use growth over Europe and North America. Various non-linear 
processes are involved along the pathway from aerosol/precursor emissions 
to radiative forcing and ultimately to climate responses, suggesting that the 
diagnosed aerosol forcing and effects must be interpreted in the context of 
experiment designs. Further, the temperature response per unit aerosol ERF 
varies significantly across many factors, including location and magnitude of 
emission changes, implying that ERF, and the related metrics, need to be used 
very carefully for aerosols. Future aerosol-related emission pathways have 
large temporal and spatial uncertainties; our findings provide useful 
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information for both assessing and interpreting such uncertainties, and may 
help inform future climate change impact reduction strategies. 
3.2 Introduction 
Emissions of anthropogenic aerosols and their precursor gases have followed 
opposite trends between developed (decreases) and developing (increases) 
regions during the past few decades (Section 1.2.1), and are expected to be 
significantly reduced worldwide during the 21st century (Markandya et al., 
2018). Aerosol mitigation, however, may lead to adverse climate impacts, such 
as the increased risk of climate extremes (Kloster et al., 2010; Samset et al., 
2018). A number of plausible future emission pathways have been designed 
to seek a compromise between the impacts on environment and climate 
following aerosol reductions in the near-, medium-, and long-term (Gidden et 
al., 2018). This uncertainty alone represents a key limiting factor to a robust 
quantification and isolation of the overall aerosol impact on climate. Yet, 
possible differences in the climate response to varying aerosol-related 
emission trajectories, all the other forcings being the same, have been mostly 
overlooked so far (e.g., Sillmann et al. (2013a); Pendergrass et al. (2015); 
Bartlett et al. (2016)). This, nevertheless, is useful for partially assessing the 
uncertainty range of future climate projections related to uncertainties in 
aerosol-related emission pathways alone, despite the fact that emissions of 
GHGs also differ between those emission pathways. 
The historical emissions of aerosols and their precursor gases, and especially 
those during the period 1970-2010 (Section 1.2.1), are mainly associated with 
three important and regulated sectors (industry, power generation and 
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transportation), while the residual contribution to emissions from residential 
and agricultural sectors is relatively stationary in time (Crippa et al., 2016; 
Hoesly et al., 2018). Also, such changes originate primarily from two 
competing policy-relevant emission drivers: economic growth and policy-
driven emission controls (Crippa et al., 2016). The former is associated with 
energy use growth while the latter includes both air pollution abatement 
measures and technology advances (hereinafter technology advances for 
short). To quantify the impacts of these emission drivers, Crippa et al. (2016) 
developed the Emission Database for Global Atmospheric Research (EDGAR) 
retrospective air pollution emission scenarios for the period 1970-2010. Using 
a chemistry-climate model, Turnock et al. (2016) reported that the avoided 
emissions due to legislation and technology measures have improved air 
quality and human health over Europe, but have also led to a regional warming 
up to 0.45±0.11 °C.  
As discussed above, energy use growth and technology advances are two of 
the major policy-relevant drivers of past aerosol changes via, for example, 
changes in power generation, industry and transportation. These drivers are 
very likely to continue to play important but competing roles in modulating 
future aerosol-related emission, as we gradually transit to a new energy 
structure. An analysis of the climate impact to recent changes in the two above 
emissions drivers is therefore critically important for future aerosol related 
climate projections and climate change impact reduction strategies. Here we 
perform time-slice model simulations using the fully-coupled Community Earth 
System Model (CESM1), seeking to quantify the climate forcing and impacts 
of aerosol changes related to the above policy-relevant emission drivers 
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(energy use growth and technology advances) at both global and regional 
scales. The aerosol scenarios used here represent the best estimates of past 
emissions. Therefore, compared to idealized experiments where aerosol 
emissions/concentrations are scaled rather arbitrarily, the implications of this 
study can be more informative for future decision-making. 
3.3 Methods 
3.3.1 The EDGAR retrospective emission scenarios 
Based on the EDGAR4.3.1 best estimates for 1970 and 2010 (REF2010, Table 
3.1), the EDGAR retrospective emission scenarios were designed to quantify 
the effectiveness of 1970-2010 changes in energy use and efficiency, 
technology progress and end-of-pipe emission reduction measures (Crippa et 
al., 2016). These retrospective scenarios focus on sectors including power 
generation, industry and road transport (the most regulated ones), whereas 
emissions from all other sectors are the same as those in REF2010. The 
highest emission scenario (STAG_TECH, Table 3.1) assumes no further 
improvements in technologies and abatement measures after 1970, but 
energy use and different fuel mix as REF2010. The second and lowest 
emission scenario (STAG_ENE) assumes stagnation of energy consumption 
since 1970, while fuel mix, energy efficiency, emission factors and abatement 
measures are the same as REF2010. Therefore, the difference between 
REF2010 and STAG_TECH represents the 2010-1970 emission reductions 
due to technology advances. Similarly, the difference between REF2010 and 
STAG_ENE represents the emission increase due to energy use growth. Note 
that the above retrospective emission scenarios were deliberately designed to 
Impacts of anthropogenic aerosols on air quality, climate, and extremes  
76  Chapter 3 
have emission changes from these two competing drivers to not add up to the 
total 1970-2010 changes, to quantify the associated impacts from a “what-if” 
perspective. For example, what would be expected assuming that we had not 
introduced any air pollution abatement measures since the 1970s (Crippa et 
al., 2016)? For more details regarding the nonlinearity associated with the 
retrospective emission scenarios, please refer to Crippa et al. (2016). 
3.3.2  Model and experiment design 
As in Chapter 2, time-slice model simulations were carried out (Table 3.1) 
using the fully-coupled CESM1 at the nominal 1-degree resolution (Section 
1.5). Anthropogenic aerosols and their precursor emissions are from the 
EDGAR retrospective scenarios described above. The EDGAR emission 
sectors are remapped to conform to CAM5 emissions following (Lamarque et 
al., 2010). 
Table 3.1 Overview of the fully-coupled (Fcpd) and the paired simulation (Fsst) where sea 
surface temperature and sea ice are fixed. They are: the baseline 2010 (B10) simulation, fixing 
aerosol-related emissions in 1970 levels (SAA), stagnation of anthropogenic aerosol-related 
emissions from energy use in 1970 levels (SEN), and stagnation of aerosol-related emissions 
related to technology and abatement measures in 1970 levels (STC). All Fcpd simulations are 
run into equilibrium (numbers in brackets denote the lengths of model integrations in years), 
while all Fsst runs are integrated for 40 years. Only the last 30 years of each Fcpd/Fsst run 
are used for analysis. Note the difference in the integration lengths of Fcpd simulations, which 
is determined on the criterion that the top-of-the-atmosphere radiation imbalance no longer 
shows significant trends (stabilizing at around ~0.3 W m-2 in this case) during the last few 
decades of each run (see the main text). The response to the best estimate of 1970-2010 
anthropogenic aerosol-related emissions: best estimate = B10-SAA, energy use growth = 
B10–SEN; technology advances = B10–STC.  
Experiment 







B10 (150/40) 2010 2010 2010 2010 best estimate 
SAA (120/40) 2010 2010 2010 1970 best estimate 
SEN (220/40) 2010 2010 2010 2010 STAG_ENE 
STC (170/40) 2010 2010 2010 2010 STAG_TECH 
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First, the baseline 2010 (B10) experiment analysed in Chapter 2 is used here. 
Also, a number of perturbation runs were performed (Table 3.1). For each 
case, as in Chapter 2, a paired set of two simulations were carried out: one 
with sea surface temperature and sea ice fixed (hereinafter Fsst), and the other 
with a fully coupled ocean (Fcpd). All Fcpd simulations were integrated into 
equilibrium (i.e., where the climate system equilibrates to imposed 
permutations but the deep ocean) after the initial perturbation, with repeated 
annual cycles of the forcings. Note that the length of each Fcpd integration is 
different, and is deemed sufficient for analysis once the top-of-the-atmosphere 
radiation imbalance does not show significant trends (less than 5% relative to 
the mean values stabilizing at ~0.3 W m-2) during the last 30-50 years of each 
simulation (as in Chapter 2). The last 30 years of each time-slice simulation 
are analysed and the differences between baseline and perturbed simulations 
are shown here. Specifically, the term “best estimate” is denoted as the 
responses to the best estimate of 1970-2010 total net anthropogenic aerosol-
related emissions, “energy use” for the response to emissions increases due 
to increased energy use, and “technology advances” for the response to 
avoided emissions due to advances in emission control technology. The 
statistical significance of the difference between each two (baseline and 
perturbed) sets of 30-yr model runs is estimated by the two-sided student t-
test (p-value ≤0.05). 
The paired Fsst simulation is under the same forcings as the corresponding 
Fcpd simulation, and is integrated for 40 years from the initial condition. The 
last 30-years of each Fsst simulation is used to diagnose the effective radiative 
forcing (ERF) by the top-of-the-atmosphere (top of the model, 3.6 hPa, in this 
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case) radiative flux following Forster et al. (2016). Additionally, similar Fsst 
simulations were carried out to diagnose the ERFs of the best estimate of 
1970-2010 changes in the three major anthropogenic aerosol species (BC, OC 
and sulphate). For example, there is a perturbation Fsst run in which only 
emissions of sulphate species and the prescribed oxidants are changed back 
to their 1970 levels while all other forcings are the same as B10 to diagnose 
the ERF due to 1970-2010 sulphate aerosol changes. 
 
Figure 3.1 Changes in aerosol burdens (mg m-2, left column) and the effective radiative forcing 
(ERF, W m-2, right column) associated with the best estimate of 1970-2010 changes in 
emissions of (a, d) black carbon (BC), (b, e) organic carbon (OC) and (e, f) sulphate aerosols 
(SO4). The numbers on the top right of each panel are the global means. NB the burden of BC 
(including the global mean value) is multiplied by a factor of 10 for legibility. Hatches, similarly 
in all other figures, denote 95% statistical significance level derived by a two-tailed student t-
test (p-value ≤0.05). 
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3.4 Effective radiative forcing and climate response 
3.4.1 Effective radiative forcing 
Figure 3.1 shows changes in aerosol burdens and the diagnosed ERF 
associated with the best estimate of 1970-2010 emissions of BC, OC and 
sulphate aerosols. It can be seen that changes in the burdens of all aerosol 
species are statistically significant almost worldwide, while areas with 
statistically significant ERFs are rather confined. 
Aerosol burdens display opposite changes between Asia and industrialized 
regions of Europe and North America. For instance, the burden of SO4 
increases by 5.6 mg m-2 in Asia but decreases by -4.0 mg m-2 in Europe. BC 
changes are shown to generate a global mean positive radiative forcing of 
+0.06 W m-2; the spatial pattern of BC ERF is positively correlated to that of 
the burdens, resulting in peak values over Asia and Africa. In contrast to BC, 
OC changes generate a global mean negative forcing of -0.04 W m-2; note also 
the general spatial anti-correlation between OC burdens and ERF values. The 
global mean ERF of sulphate aerosol changes is small in magnitude because 
of the partial cancellation between the negative forcing from sulphate aerosol 
increases over Asia and the pronounced positive forcing from sulphate aerosol 
reductions over Europe and North America which is amplified over the Arctic 
(Figure 3.1f). Yet, it can be seen that regional ERF values are dominated by 
sulphate species. It must be noted that the individual ERF values of each 
aerosol species do not add up to that due to the simultaneous changes in all 
these at the global scale (Figure 3.2d). A further discussion on this is provided 
in Section 3.5.1. 
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Figure 3.2 Changes in (a-c) Aerosol Optical Depth multiplied by a factor of 100 (100*AOD, 550 
nm) and (d-f) the effective radiative forcing (ERF, W m-2) in response to 1970-2010 
anthropogenic aerosol/precursor emission changes. They are: (a, d) the best estimate of total 
emission changes, (b, e) changes due to energy use growth and (c, f) changes due to 
advances in emission control technology. The numbers on the top right of each panel are the 
global means (NB again the AOD ones are multiplied by a factor of 100). 
The spatial patterns of the changes in the 550-nm Aerosol Optical Depth 
(AOD) are strongly correlated with those of aerosol burdens (compare Figure 
3.1a-c to Figure 3.2a). Therefore, instead of aerosol burdens, we turn to 
change in the total AOD of all aerosol species for the three scenario 
experiments where all aerosol species change simultaneously. The total net 
1970-2010 AOD changes (Figure 3.2a), not surprisingly, display a sharp 
contrast between Asia (+0.036) and Europe (-0.023) and North America (-
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0.004). This, as described above, is mainly driven by changes in sulphate 
aerosols (Figure 3.1c). The 1970-2010 aerosol-related emission changes 
produce a global mean ERF of -0.11±0.14 W m-2, with marked regional values 
over Europe (+2.3±1.4 W m-2) and Asia (-1.06±0.72 W m-2; Figure 3.3b). 
Aerosol changes due to energy use growth lead AOD to increase almost 
worldwide (Figure 3.2b), resulting in a global mean ERF of -0.31±0.21 W m-2, 
with the most noticeable negative forcing of -0.88±0.60 W m-2 over Asia 
followed by -0.51±0.53 W m-2 over North America (Figure 3.3b). By contrast, 
the avoided emissions due to technology advances lead AOD to decrease 
predominately over the Northern Hemisphere (Figure 3.2c), and generate a 
global mean positive forcing of +0.21±0.23 W m-2 (Figure 3.2f). The most 
noticeable changes are found over Europe (+1.16±1.11 W m-2) and North 
America (+0.53±0.49 W m-2). It worth noting the AOD increases over Southern 
Africa due to increases in sea-salt and OC which may be related to the 
additional warming induced changes in meteorology in the technology 
advances experiment. 
3.4.2 Temperature response 
Figure 3.4 shows the spatial distribution and zonal mean profile of the surface 
air temperature responses. Also see Figure 3.3c for the regional mean values. 
It can be seen that the majority of statistically significant temperature changes 
in response to aerosol changes are over the ocean rather than the land. This 
is particularly true for the energy use experiment, and may reflect the fact that 
the equilibrium climate response is dominated by the slow response of the 
ocean. In response to the 1970-2010 aerosol changes, the global mean 
surface temperature changes by -0.26±0.14 K, while there are confined and 
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weak warming patterns over local regions including Eastern Europe and USA 
(Figure 4a). The zonal mean temperature changes show significant cooling of 
the Northern Hemisphere that is amplified over the Arctic (-0.83±0.60 K), 
together with a less pronounced cooling in the Southern Hemisphere. The sign 
of global mean surface temperature change due to 1970-2010 aerosol 
changes is consistent with that of ERF. Note, however, the inconsistency 
between regional mean ERFs and temperature responses (e.g., particularly 
over the Arctic, Europe and the Southern Ocean). Further analysis shows such 
inconsistency may be associated with reductions in Arctic clouds due to a 
widespread low-tropospheric anomalous anticyclone over the Arctic together 
with an extensive cyclonic circulation centred over Central Europe as well as 
the resultant decreases in surface net radiation (see Chapter 2) The 
anomalous southerlies transport cold advection southward and partially 
oppose the warming associated with the local positive ERF in high latitudes, 
leading to pronounced high-latitude cooling that is further amplified through the 
sea ice-albedo-cloud related feedbacks. (Kay et al., 2012; Najafi et al., 2015; 
Sand et al., 2015; Navarro et al., 2016; Dobricic et al., 2019). For more details, 
please refer to Zhao et al. (2019b). 
Aerosol-related emissions from energy use result in a relatively homogenous 
cooling that is statistically significant almost worldwide, and over the oceans in 
particular (Figure 3.4b), with a global mean cooling of -0.35±0.17 K. The 
cooling is enhanced over the Arctic (-0.92±0.73 K). It can be seen that both 
the spatial pattern and zonal mean of temperature changes due to energy use 
growth induced aerosol changes resembles very well those of the 1970-2010 
best estimate, but with much larger magnitudes of changes. This demonstrates 
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energy use as a major contributor to the 1970-2010 aerosol changes induced 
climate impacts, which is particularly the case over Asia and the Arctic.  
 
Figure 3.3 Area-weighted global and regional mean changes in (a) Aerosol Optical Depth 
multiplied by a factor of 100 (100*AOD), effective radiative forcing (ERF, W m-2), surface air 
temperature (SAT, K), and precipitation (Pr, mm day-1). Error bars denote the 25th–75th 
percentile spread of the model uncertainty. Region definitions are as follows: Arctic (0°E-
360°E, 60°N–0°N), Asia (65°E–145°E, 5°N-45°N), Europe (10°W–40°E, 30°N-70°N) and 
North America (190°E-300°E, 12°N-70°N). Colour conventions are: blue for responses to the 
best estimate of 1970-2010 anthropogenic aerosol changes, red for responses to aerosol 
changes due to energy use growth and green for advances in emission control technology. 
NB the AOD values are multiplied by a factor of 100 for legibility. 
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Figure 3.4 Annual mean surface air temperature change (Δ K), in response to 1970-2010 
anthropogenic aerosol changes. They are: (a) the best estimate of total aerosol changes, (b) 
changes due to energy use growth and (c) changes due to advances in emission control 
technology. The numbers on the top right of each panel are the global mean values. Also 
shown are the mean (solid) and standard deviation (30 model years; shadings) of the zonal 
mean temperature response. 
The avoided aerosol-related emissions from technology advances (Figure 
3.2c) lead the globe to warm by +0.10±0.13 K, with the most pronounced 
responses over the Arctic (+0.22±0.61 K) and North America (+0.18±0.19 K). 
Yet, the warming effects can also be seen over other regions including Asia, 
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Africa, and South America, despite the relatively smaller aerosol reductions in 
these regions related to technology advances. Note clearly that the 
temperature responses are with large uncertainties. The zonal mean 
temperature response is only distinguishable from zero over the Northern 
Hemisphere mid-latitudes (~30°N) and the polar regions. It is worth pointing 
out the noticeable cooling pattern over Europe despite the large positive 
forcing (+1.16 W m-2; Figure 3.2f). This is shown to be related to the 
adjustments in the atmospheric circulation that results in anomalous cold 
advection from higher latitudes, overwhelming the effects of local surface 
radiation increases.  
The competition between technology advances (Figure 3.4c) and energy use 
(Figure 3.4b) growth can be clearly seen in modulating the spatial pattern of 
global temperature changes, with the global mean values (0.10 K and -0.35 K 
respectively) almost add up to that in the best estimate experiment (-0.26 K). 
Note however that regional mean values do not add up, with Northeast Eurasia 
and the Atlantic Ocean in particular, where the two drivers reinforce each other 
in changing local temperature changes.  
As described above, despite the broad consistency between the patterns of 
aerosol ERF (Figure 3.2) and temperature response (Figure 3.4), there are 
also notable dissimilarities. This is particularly true at over the high latitudes, 
where changes in atmospheric circulation are shown to play important roles in 
local surface temperature responses. To point this out more clearly, we 
calculate the temperature response per unit aerosol ERF (temperature 
sensitivity) over various domains (Figure 3.5). It can be seen that the 
relationship between ERF and temperature response is far from being linear 
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even at the global scale and over latitudinal bands. For example, the global 
mean sensitivity value ranges from 0.5 K (W m-2)-1 in the technology advances 
experiment to 2.4 K (W m-2)-1 in the best estimate experiment. Also, note the 
negative temperature sensitivity values at various local regions (i.e., the Arctic, 
Europe, North America, Asia, etc.), questioning ERF as a useful predictor of 
temperature change for aerosols. 
 
Figure 3.5 Scatterplot of surface air temperature responses (Δ K) vs. effective radiative forcing 
(Δ W m-2). The error-bars represent the 25th-75th percentile spread of the model uncertainty. 
The dashed slope lines crossing the origin indicate the sensitivities of the temperature 
response to ERF with a unit of K (W m-2)-1. Region definitions are as follows: Arctic (0°E-360°E, 
60°N–0°N), Asia (65°E–145°E, 5°N-45°N), Europe (10°W–40°E, 30°N-70°N), North America 
(190°E-300°E, 12°N-70°N), South America (278°E-326°E, 56°S-12°N) and Africa (20°W-
60°E,-35°S-25°N) plus latitudinal bands. Colour conventions are the same as Figure 3.3. 
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3.5 Precipitation response 
Changes in precipitation show complex spatial patterns (Figure 3.6) and much 
larger uncertainties (Figure 3.3d) compared to temperature responses. 
Overall, the 1970-2010 aerosol changes result in a global precipitation 
reduction (-0.04±0.02 mm day-1), with the most pronounced changes over Asia 
(-0.13±0.28 mm day-1) and adjoining oceans (Figure 3.6a). By comparison, 
precipitation increase can be seen over Europe (+0.03±0.08 mm day-1) and 
the North Atlantic Ocean. Despite the large uncertainties, the zonal mean 
changes show precipitation reductions at almost all latitude bands. The 
pronounced precipitation reductions over Asia reflect partly the 20th century 
drying trend of the Asian monsoon (Yihui and Chan, 2005; Lau and Kim, 2006; 
Bollasina et al., 2011; Ganguly et al., 2012; Polson et al., 2014; Song et al., 
2014; Lau and Kim, 2017; Ma et al., 2017),  
The globe, especially land areas, gets even drier in response to aerosol 
changes from energy use growth (Figure 3.6b). The precipitation change in 
Asia (-0.11±0.30 mm day-1) is close to that associated with the best estimate 
of 1970-2010 aerosol changes (-0.13±0.28 mm day-1). This, as also in 
temperature response, suggests that aerosol changes from energy use growth 
exert the predominant control on precipitation changes over Asia. The 
precipitation reduction is also notable over Europe (-0.05±0.09 mm day-1). 
Along with precipitation decreases at almost all latitude bands, and the tropics 
in particular, zonal mean precipitation changes show a weak but southward 
shift of the Inter-Tropical Convergence Zone (ITCZ), leading to weak 
precipitation increases over the Southern Hemisphere subtropics (10-30°S).  
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On the contrary to energy use growth, technology advances lead precipitation 
to increase globally (+0.01±0.02 mm day-1) and particularly in the Northern 
Hemisphere, along with its warming effect (Figure 3.4c). There are 
precipitation increases over Europe, Mediterranean and Northern Africa 
(Figure 3.6c). In comparison, prominent precipitation decreases can still be 
seen over Southeast Asia and the North Indian Ocean. Meanwhile, the zonal 
mean precipitation profile shows a marked northward shift of the ITCZ with 
notable precipitation reductions over the Southern Hemisphere tropics. 
Similar to temperature changes, the 1970-2010 precipitation changes induced 
by aerosol changes also demonstrate competition between the two emission 
drivers, yet the values do not add up to that in the Best Estimate case even 
when globally averaged. Generally, the global mean precipitation changes with 
temperature at a rate of 0.09-0.15 mm day-1 K-1. This is slightly larger than the 
multi-model mean estimate (~28.6 mm yr-1 K-1, i.e., ~0.08 mm day-1 K-1) for the 
slow climate response component derived from the Precipitation Driver 
Response Model Intercomparison Project (PDRMIP; Samset et al. (2016)). 
Most of the global and regional mean responses follow to some extent the 
linear increase (compare Figure 3.3c to 3.3d), but Asia, Europe and the Arctic 
deviate significantly from the linear relationship. This supports previous studies 
demonstrating that regional precipitation responses are not simply linked to 
temperature through regional energy budget constraints, but also depend on 
other factors such as prevailing circulation patterns and remote 
teleconnections (Bollasina et al., 2014; Wilcox et al., 2018; Lewinschal et al., 
2019). Overall, the above indicates the importance of changes in aerosol-
related emissions in both global and regional precipitation changes. This is 
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particularly true for Asia and Europe which represent the major sources of 
present-day aerosol-related emissions. In addition, aerosol changes are 
shown to have important influences on the ITCZ that tend to shift it towards 
the warmer hemisphere (Allen and Sherwood, 2011; Hwang et al., 2013; Allen 
and Ajoku, 2016; Acosta Navarro et al., 2017; Liu et al., 2018). 
Figure 3.6 The same as Figure 3.4, but for precipitation response (Δ mm day -1). 
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3.6 Discussion 
3.6.1 Nonlinearities 
Instead of linearly attributing the total aerosol-related emission changes into 
individual contributing factors, a “what-if” approach was adopted to develop 
the EDGAR retrospective scenarios (Crippa et al., 2016). This design is useful 
to assess the effectiveness of major drivers of aerosol-related emissions and 
allows us to show explicitly the policy-choice driven impacts, while accounting 
for nonlinear interplays between individual factors. However, this approach 
adds extra nonlinearities to the results presented here in that, as discussed 
throughout this study, aerosol changes from energy use and technology 
advances do not add up to the total net 1970-2010 emission changes. This 
may suggest the existence of other factors taking effects, while it is almost 
impossible to attribute the residuals to such factors. Nevertheless, even when 
total emissions are linearly decomposed into individual contributing factors, it 
is reasonable to expect both the radiative forcing and climate responses to not 
linearly add up because of a variety of intertwined mechanisms. For example, 
the location-dependent lifetime of different aerosol species (Liu et al., 2012), 
and the forcing efficacies (Kasoar et al., 2016; Aamaas et al., 2017). At the 
global scale, despite the nonlinearities in aerosol/precursor emissions and 
AOD changes, the diagnosed global mean ERF and temperature responses 
roughly add up (Figure 3). However, this is not the case for precipitation. When 
averaged regionally, the nonlinearities are more pronounced and can be seen 
through the pathway from emissions to AOD and ERF, and to temperature and 
precipitation responses. 
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In this study, ERF associated with changes in each individual aerosol species 
is diagnosed as the differences between the baseline Fsst simulation (B10) 
and the ones where the targeted species (e,g., BC) are kept constant at their 
1970 levels while the others are as prescribed in B10. It is noted that changes 
in the burdens and AOD of the three aerosol species are identical to those in 
the experiment where all the three species change simultaneously (B10-B70). 
However, the ERF estimates do not linearly add up to the total. In fact, the 
residual (0.14 W m-2) is even larger in magnitude than the 1970-2010 total net 
aerosol ERF (-0.11 W m-2). This reflects partly the nonlinear effect associated 
with the mixing ratio of different aerosol species as well as the importance of 
background aerosol loadings. This is particularly important for BC whose 
effects depend also on the presence of sulphate and organic aerosols 
(Ramana et al., 2010). That is, given that aerosol species are internally-mixed 
in MAM3 (i.e. different chemical species are mixed within an aerosol particle), 
the hygroscopicity of aerosol particles is dominated by the volume of soluble 
species (organic compounds and sulphate). This means that the nonlinearity 
in the isolated aerosol ERF may be a reflection of the aerosol scheme in 
CESM1. More specifically, BC particles tend to be coated with other species 
(e.g., sulphate, ammonium, and organic carbon) during ageing, thereby 
enhancing the absorption and the subsequent impacts on cloud microphysics, 
as well as amplifying their radiative forcing (Haywood and Ramaswamy, 1998; 
Chung et al., 2012; Wu et al., 2016). That is, the radiative forcing of BC may 
change with the ratio of BC to SO4. In this study, the ERF of BC is diagnosed 
as the difference between the baseline experiment (B10) and that with BC held 
at the 1970 levels, leading the latter experiment to have a smaller ratio of BC 
to SO4 and therefore smaller ERF. As a consequence, the ERF estimate due 
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to the 1970-2010 changes in BC emissions may be overestimated and may 
contribute to nonlinearities in the ERF of individual species. Note that these 
nonlinearities can be further enhanced by processes related to the aerosol-
cloud interactions, which are difficult to quantify (Fan et al., 2016; Forster et al., 
2016). 
Overall, the above discussion illustrates the importance of background aerosol 
concentrations in estimating the radiative forcing of aerosols. For example, we 
speculate that diagnosing the ERF of BC the other way round, namely, keeping 
all other aerosol species at their 1970 levels while changing BC to 2010 levels, 
would likely result in different ERF estimates. Therefore, it is important to 
carefully bear in mind the method used when interpreting the ERF and climate 
responses associated with aerosol changes. For example, the single forcing 
experiments in the Coupled Model Intercomparison Project (CMIP5; Taylor et 
al. (2012)), the PDRMIP and other idealized aerosol perturbation experiments 
(Wang et al., 2015; Samset et al., 2016; Kasoar et al., 2018; Liu et al., 2018; 
Persad and Caldeira, 2018), as well as the upcoming AerChemMIP (Collins et 
al., 2017) model experiments all need to be interpreted in the context of their 
experiment designs. 
3.6.2 Caveats on the use of effective radiative forcing 
The ERF is generally deemed to be a useful indicator of temperature changes 
(Shindell and Faluvegi, 2009; Myhre et al., 2013; Shindell et al., 2015; Forster 
et al., 2016; Lewinschal et al., 2019). Based on ERF, many metrics have been 
proposed to facilitate comparing the effectiveness of various forcing agents. 
Also, these metrics are appealing to quickly assess the climate outcomes of 
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possible future emission pathways, and may hence provide useful information 
to policymakers (Aamaas et al., 2017; Lewinschal et al., 2019). However, it is 
known that forcing and temperature response are not necessarily collocated, 
due to many other climate processes and feedbacks such as the atmospheric 
and oceanic heat transport, and atmospheric circulation adjustments (Boer 
and Yu, 2003; Shindell et al., 2010; Bellouin et al., 2016; Persad and Caldeira, 
2018). Specifically, ERF and the associated metrics may work for well-mixed 
forcing agents such as GHGs (see Chapter 2). However, they are misleading 
and may open to miss-interpretation when used for aerosols and some other 
short-lived climate forcers. 
It is important to stress again that temperature responses do not necessarily 
follow the ERF of aerosols. The range (0.05-2.40 K (W m-2)-1) of the global 
mean temperature response per unit ERF is even larger than that (0.1-1.4 K 
(W m-2)-1) reported by Persad and Caldeira (2018). Also, the results suggest 
that the model simulated temperature response per unit aerosol ERF can differ 
considerably with even subtle differences in experiment design (e.g. with 
different amount of aerosols emitted in different locations at different timings). 
Further, due to the fact that aerosol schemes are represented very differently 
across present generation climate models; it is highly likely that the sensitivities 
will differ further upon the choice of climate models. Therefore, as also pointed 
out by recent works (Persad and Caldeira, 2018; Lewinschal et al., 2019), the 
large divergence in the temperature response per unit ERF from aerosols 
highlights the need to use ERF and derivative metrics carefully for aerosols. 
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3.6.3 Implications for future climate projections 
Reliable projections of future climate under different but equally plausible 
emission pathways are of utmost importance to better constrain the range of 
possible societal risks and response options. Unfortunately, there are still 
considerable challenges due to limitations and uncertainties in our 
understanding of many aspects of the Earth System (Knutti and Sedláček, 
2013; Northrop and Chandler, 2014; Marotzke, 2019). Aerosols represent one 
of the largest sources of uncertainty (Boucher et al., 2013; Lee et al., 2016; 
Fletcher et al., 2018). Present-day anthropogenic aerosol/precursor emissions 
are largely influenced by power, industry and transport sectors. However, in 
some of the future emission pathways, for example, the Tier-1 Shared 
Socioeconomic Pathways scenarios (SSP1; Gidden et al. (2018)), aerosol-
related emissions are expected to decline drastically worldwide as we transit 
to non-fossil-fuel-based fields together with rapid implementation of air 
pollution control measures and new technologies. For example, benefiting 
from China’s transition to a less energy-intensive society, for the first time in 
the century the global coal consumption decreased in 2015 (World Energy 
Council, 2016). However, the timing and rate of such transitions are largely 
uncertain. On the other hand, it is also likely that aerosol/precursor emissions 
will increase, especially over some developing regions, under scenarios where 
high inequality exist between and within countries. For example, in SSP3, 
expanding industrial sectors over Southeast Asia will rely continually on 
traditional energy sources such as coal. Also, it is possible that the world may 
continue to rely on fossil energy sources more strongly than expected over the 
coming years, given the concerns about nuclear energy after the Fukushima 
Daiichi nuclear disaster in March 2011. As a consequence, aerosol-related 
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emissions from energy use in some regions are expected to increase and 
therefore offset aerosol reductions elsewhere. 
The above reflects the large uncertainties (both spatially and temporally) in our 
understanding and estimates of future aerosol/precursor emission trajectories, 
given the possibility that very different future emission pathways may be 
adopted by different countries to compromise between climate/air pollution 
impacts and economic growth. Our findings may help better assess and 
interpret such uncertainties in future climate projections associated with 
changes in aerosols. First of all, the large impacts of present-day aerosol 
changes from the two competing drivers, as reported in this work, suggest that 
the major drivers (e.g., future energy structure and efficiency, air pollution 
control measurements, as well as technology progresses) of aerosol changes 
are likely to continue to play important roles in future climate projections. 
Secondly, uncertainties in future aerosol/precursor emission pathways 
combine with those of other climate forcing agents (e.g., greenhouse gas 
emissions and land-use changes). Such uncertainties influence the impacts of 
aerosol forcing through changing the background climate state (Frey et al., 
2017; Nordling et al., 2019; Stolpe et al., 2019). More importantly, our results 
stress the importance of nonlinearities when comparing and assessing the 
impacts of different future aerosol-related emission trajectories. This adds 
further caveats in interpreting future climate projections related to aerosol 
changes in addition to uncertainties in emission pathways of both aerosols and 
GHGs. 
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3.7 Summary and conclusions 
Using CESM1, time-slice simulations were carried out to investigate the ERF 
and climate impacts of 1970-2010 aerosol changes, focusing on two major 
policy-relevant emission drivers that compete: energy use growth and 
advances in emission control technology. The 1970-2010 anthropogenic 
aerosol changes generate a global mean ERF of -0.11±0.14 W m-2. This is 
dominated by sulphate species, but the ERF estimates resolved into each 
individual species do not add up linearly to the total. The residual may be 
associated with the relative ratio of different aerosol species (Kim et al., 2008), 
as well as many other intertwined nonlinear processes linking aerosol changes 
to radiative forcing, and to temperature and precipitation responses. These 
nonlinearities highlight the importance that one must bear aerosol experiment 
designs carefully in mind when interpreting aerosol forcing and effects. In 
particular, the background concentration of both GHGs and aerosols may have 
strong influences on isolated aerosol effects using climate models (Regayre et 
al., 2018; Grandey and Wang, 2019). 
1970-2010 energy use growth leads aerosols to increase over the Northern 
Hemisphere and Asia in particular, giving a global mean ERF of -0.31±0.22 W 
m-2, and resulting in a global mean cooling (-0.35±0.17 K) and precipitation 
reduction (-0.03±0.02 mm day-1). On the contrary, the avoided aerosol-related 
emissions due to technology advances generate a global mean ERF of 
+0.21±0.23W m-2, and result in a global mean warming (+0.10±0.13 K) and 
precipitation increase (+0.01±0.02 mm day-1). Change in aerosols and the 
resultant climate impacts are dominated by energy use growth over Asia but 
by technology advances over Europe and North America, while the global 
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changes reflect competition between these two drivers. Compared to the rest 
of the world, temperature responses in the Arctic are noticeably amplified 
because of sea-ice and albedo related feedback processes (Navarro et al., 
2016; Wobus et al., 2016; Dobricic et al., 2019). The large temperature 
responses are likely to be related to changes in aerosols over Europe and 
North America, while our results demonstrate that aerosol-related emissions 
from Asia may also play an important role (Westervelt et al., 2015; Wang et 
al., 2018b; Dobricic et al., 2019). The temperature and precipitation responses 
to aerosol changes demonstrate influences of adjustments in atmospheric 
circulation induced by aerosol changes that can overwhelm the effects of local 
aerosol forcing. This is particularly important over higher latitudes such as the 
Arctic and Europe, and questions the usefulness of ERF as an indicator of the 
temperature response to aerosol forcing. We acknowledge the 
caveat/limitation of this study in that all our findings may be model dependent, 
which is particularly the case for aerosols, given the high degree of 
parameterisation and divergence in aerosol schemes across present 
generation climate models. We also note that CAM5 has a relatively larger 
aerosol forcing compared to other CMIP5 models (Allen and Ajoku, 2016; 
Malavelle et al., 2017; Toll et al., 2017; Zhou and Penner, 2017). These 
findings, therefore, need to be verified using other models, while identifying the 
possible underlying differences and reasons.  
In conclusion, energy use growth and technology advances represent two 
major drivers of present-day aerosol changes, and have strong and competing 
impacts on present-day climate. We anticipate that there will be significant but 
uncertain changes in aerosol-related emissions over the coming decades 
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driven by these two drivers. Also, there are a variety of nonlinearities in the 
effects of aerosols, originating from many factors including aerosol experiment 
design. All these uncertainties and nonlinearities may translate into even larger 
uncertainties in future climate projections and associated impacts. Given all 
the findings and implications laid out above, we strongly encourage model 
groups to better constrain the nonlinearities and uncertainties associated with 
aerosols in their climate models. Also, we encourage the wider research 
community to verify and further develop our findings in terms of aerosol-climate 
interactions and projections, as well as policy-relevant aerosol-related 
changes and their influences on air quality and associated socio-economic 
impacts. 
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Chapter 4 Impacts of Global Air Pollution 
Driven by Anthropogenic Emissions 




This chapter is adapted from a manuscript that is, at the time of writing, in 
preparation for the journal Nature Climate Change. I carried out all model 
experiments, performed all data analysis, and wrote the first draft of the 
manuscript. Dr David Stevenson and Dr Massimo Bollasina provided 
feedbacks on subsequent manuscript revisions. 
Zhao A, Stevenson D.S. and Bollasina M. A., Impacts of global air pollution are 
policy-controlled tug-of-wars, in preparation for Nature Climate Change. 
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4.1 Abstract 
Global air quality is influenced by both emissions and climate; it has and may 
undergo further changes in the context of future climate change and 
mitigations. With this in mind, this study assesses 1970-2010 changes in air 
pollution and their impacts worldwide, attributing to both climate change and 
two policy-relevant emission drivers (energy consumption growth as economic 
growth vs. advances in emission control technology). Changes in air pollution, 
predominately driven by anthropogenic emissions while climate change also 
contributes, lead to 1.7 million yr-1 of global total PM2.5 deaths and 87,000 yr-1 
attributable to O3, and 166 million tonnes yr-1 of staple crop production loss 
that values 53 billion USD2010. The impacts attributable to anthropogenic 
emissions reflect a “tug-of-war” between energy consumption growth and 
technology advances, implying the important influence of policy interventions. 
This adds the urgency of developing integrated mitigation policies to minimise 
climatic and environmental impacts. 
4.2 Introduction 
Air pollution and climate change are two of the most challenging risks for both 
human beings and global ecosystems, because of their detrimental impacts on 
human health (Ellingsen et al., 2008; Anenberg et al., 2010; Anderson et al., 
2012; Silva et al., 2016a; Kinney, 2018; Partanen et al., 2018), ecosystem 
wellbeing (Knapp et al., 2008; Wernberg et al., 2013), infrastructure (DEFRA, 
2011), as well as society and economy (Vermeulen, 2002). The links between 
the emissions of greenhouse gases from human activities and global mean 
warming have been relatively well established (Stocker et al., 2013). In 
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comparison, there are large gaps in our understanding of the emissions of 
short-lived (with a lifetime shorter than CO2) air pollutants (notably aerosols, 
ozone, and their precursors) and their climate effects. Additionally, climate 
change can lead to changes in the spatial-temporal distribution of air pollutants 
by modifying both emissions and various atmospheric processes (Val Martin 
et al., 2015; Silva et al., 2017; Kinney, 2018). However, despite recent 
substantial progress (Fiore et al., 2015; Kinney, 2018), our understanding of 
the interactions between emissions of air pollutants and climate change is still 
incomplete and largely uncertain (Collins et al., 2017; Kinney, 2018). 
Global concentrations of air pollutants have increased significantly since the 
industrial revolution because of human activities, in association with three most 
important emission sectors: industry, power generation and transportation 
(Crippa et al., 2016; Hoesly et al., 2018). These three sectors are strongly 
regulated by two policy-relevant emission drivers that typically compete: 
economic growth and emissions controls (Crippa et al., 2016). The former 
mainly reflects growth in energy consumption, while the latter is determined by 
both air pollution abatement measures and technology advances (termed as 
technology advances for short). Changes in future air pollution will be 
modulated by changes in both emissions and climate, with the latter 
modulating both sources and sinks of atmospheric compositions. On the other 
hand, however, the anticipated mitigation actions in the future may significantly 
alleviate air pollution worldwide and hence bring enormous benefits. 
The climate impacts of aerosol changes driven by the above two competing 
drivers have been investigated in Chapter 3. This chapter provides a new 
holistic assessment of the global impacts of 1970-2010 air pollution changes, 
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attributable to both climate change and anthropogenic emissions at the global 
scale. Note the fraction attributable to climate change refers to the changes 
driven by changes in major climate forcings (i.e., greenhouse gases, solar 
radiation, volcanoes, etc.) but anthropogenic emissions of air pollutants. For 
anthropogenic emissions, the present study seeks to understand the impacts 
associated with the two policy-relevant emission drivers described above. 
4.3 Methods 
4.3.1 The EDGAR retrospective emission scenarios 
The same EDGAR retrospective emission scenarios are used here as in 
Chapter 3. However, this study considers not only aerosol-related emissions, 
but other also gaseous fields including NOx, CO, NH3, as well as non-methane 
volatile organic compounds (NMVOCs). Emission from sectors including 
industry, power and aviation are emitted in the model with injection altitudes, 
while those from all other sectors are lumped together and emitted at the model 
surface. Also, NMVOCs are re-speciated to match the VOC categories in 
CAM5-Chem, following previous works (Fry et al., 2013; Fry et al., 2014; Zhang 
et al., 2016). The EDGAR retrospective emission scenarios are briefly 
summarized as below. 
The retrospective emission scenarios focus on the three most important and 
regulated sectors (power generation, industry and road transport), while 
emissions from all other sectors are the same as REF2010 (Table 4.1). The 
highest retrospective emission scenario assumes no further improvements in 
technologies and abatement measures after 1970 (STAG_TECH), but energy 
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consumption and fuel mix as in REF2010. The second and lower retrospective 
emission scenario assumes stagnation of energy use (STAG_ENE) at 1970 
levels, while fuel mix, energy efficiency, emission factors and abatements are 
the same as REF2010. Therefore, the difference between REF2010 and 
STAG_TECH reveals the avoided emissions associated with technology 
advances. Similarly, the difference between REF2010 and STAG_ENE 
reflects increased emissions due to energy use. 
Note again that the EDGAR retrospective emission scenarios were 
deliberately designed to have emission changes from energy consumption and 
technology advances to not add up to those in the EDGAR best estimates of 
the total 1970-2010 changes (Crippa et al., 2016). Such designs allow us to 
quantify the associated impacts from a “what-if” perspective. For example, 
what would be expected assuming that we had not introduced any air pollution 
control measures since the 1970s? Therefore, such quantifications may 
arguably be more useful than a linear decomposition, from the perspective of 
policymaking. 
4.3.2 Model simulations 
In order to more fully reveal changes in air pollution and their impacts on 
human health, crop production, and economy, equilibrium (i.e., time-slice), 
rather than transient, model simulations were designed using CESM1. To 
compromise between computational costs and the representation of 
atmospheric chemistry, CESM1 (coupled with the standard CAM5) was firstly 
run into equilibrium under the 1970 and 2010 all forcings (i.e., employing the 
baseline time-slice model simulations in Chapter 2). Then, the CAM5 is 
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replaced by the full-chemistry scheme (CAM5-Chem), and a number of 
perturbation experiments were performed. More specifically, the model dumps 
in equilibrium of the two baselines 1970 (B70) and 2010 (B10; Table 2.1) 
climate simulations were saved. Next, the atmosphere component in CESM1 
is switched from CAM5 to CAM5-Chem to have both the full-chemistry scheme 
on and all air pollutant emissions included. The baseline B70 and B10 runs 
were then continued (referred to as B_1970 and B_2010 hereinafter) for an 
additional 40 years. Additionally, branching off from the model dump in 
equilibrium from the 2010 baseline climate run, three other perturbation 
simulations were performed, also with CAM5-Chem activated and 40 years of 
integration length. In the three perturbation simulations, anthropogenic 
emissions were set, respectively, to REF1970, STAG_ENE and STAG_TECH, 
while all other parameters are kept the same as in the same as B_2010 (Table 
4.1 and Figure 4.1). The three perturbation runs are referred to as, 
respectively, P_1970A, P_ENE and P_TECH. NB anthropogenic emissions 
refer to all short-lived species as described in Section 4.3.1. 
The difference between B_2010 and B_1970 reflects the total effects of 1970-
2010 anthropogenic emission changes plus climate change. The influence of 
1970 to 2010 climate change is estimated approximately as P_1970A – 
B_1970. Also, each of the other three simulations is subtracted from B_2010 
to disentangle the impacts of anthropogenic emission changes due to each 
individual driver. They are, total anthropogenic emissions (B_2010-P_1970A), 
energy consumption (B_2010 – P_ENE), and technology advances (B_2010 
– P_TECH). Through this study, the difference, averaged over the last 30 
years, between the baseline and each perturbation simulation, are presented. 
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The statistical significance of the response is evaluated between each two 
(baseline and perturbed) sets of 30-yr model runs using the two-tailed student 
t-test (p-value ≤0.05). For regional mean statistics, both the mean differences 
and 25th-75th percentile model spread across the 30 years are shown. 
 
Figure 4.1 Time evolution of the global annual mean surface air temperature from the 
Community Earth System Model 1 (CESM1) fully coupled with the standard Community 
Atmosphere Model (CAM5; dotted) and then switched to the full chemistry scheme (CAM5-
Chem; solid). B_1970 and B_2010 refer to the 1970 and 2010 all forcing runs, with dotted 
curves for baseline climate runs and solid curves for chemistry scheme activated (Table 4.1). 
P_AAs for the experiment where anthropogenic emissions are fixed at 1970 levels, P_ENE for 
energy use related emissions fixed at 1970 levels, and P_TECH for technology advances 
related emissions fixed at 1970 levels. The black boxes denote the last 30 years of CAM5-
Chem simulations analysed here. B_2010 (CAM5) is initialized by a 2010 dump (blue half 
circle) while B_1970 (CAM5) is initialized by a 1970 dump (black half-circle), from the LENS 
(no 34). 
As CAM5-Chem does not have diagnostics for total particulate matter (PM), 
PM2.5 is calculated using the sum of all PM2.5 species (SO4, BC, POM, SOA, 
sea-salt and dust). Note for sea-salt and dust aerosols in the coarse mode, a 
constant factor of 13.6% is taken to account for the fraction that is within the 
PM2.5 size range. The factor was derived based on the lognormal size 
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distribution of the coarse mode in MAM3 (Liu et al., 2012; Liu et al., 2015). For 
surface O3, the air quality metric MDA8 (daily maxima of rolling 8-hour 
averages) is also computed from hourly surface ozone data. 
Table 4.1 Overview of CESM1 (CAM5-Chem) model simulations analysed in Chapter 4. They 
are, the baseline 1970 (B_1970) and 2010 (B_2010) runs, stagnation of anthropogenic 
aerosol-related emissions in 1970 (P_1970A), stagnation of anthropogenic aerosol-related 
emissions from energy use in 1970 (P_ENE), and stagnation of aerosol-related emissions 
from technology and abatement measures in 1970 (P_TECH). All simulations are run into 









B_1970 (40) 1970 1970 1970 best estimates 
B_2010 (40) 2010 2010 2010 best estimates 
P_1970A (40) 2010 2010 1970 best estimates 
P_ENE (40) 2010 2010 2010 STAG_ENE 
P_TECH (40) 2010 2010 2010 STAG_TECH 
Reanalysis dataset from the Copernicus Atmosphere Monitoring Service 
(CAMS; Inness et al. (2019)) is used to evaluate the performance of CESM1 
(CAM5-Chem) in simulating global air pollution in 2010. CAMS is the latest 
global reanalysis data set of the atmospheric composition produced by the 
European Centre for Medium-Range Weather Forecasts (ECMWF). The 
CAMS reanalysis assimilates atmospheric composition fields from a variety of 
satellite observations with the state-of-the-art Integrated Forecast System 
(IFS; Flemming et al. (2017)). IFS uses an incremental 4D-Var data 
assimilation system with 12-hr assimilation windows (09:00 to 21:00 and 
21:00-09:00 UTC). Satellite retrievals of O3, CO, NO2 and Aerosol Optical 
Depth (AOD) are assimilated. Note that because the total AOD retrievals are 
the only assimilated observations for all aerosol species, aerosol assimilation 
is less constrained than other species. The best possible forecast throughout 
the length of the assimilation window (12-hr) is obtained by minimizing the 
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differences between the model’s background fields and the observations using 
a cost function in the 4D-Var system. More details about CAMS and the 
assimilation system can be found in Inness et al. (2019). 
4.3.3 Health impact assessment 
Cause-specific premature mortality due to long-term (annual) exposure to O3 
and PM2.5 are estimated. A health impact function (Equation 4.1; Anenberg et 
al. (2010)) based on epidemiological relationships between ambient air 
pollution concentration and mortality in each model grid-box (Silva et al., 2013; 
Silva et al., 2016a; Silva et al., 2016b) is applied: 
 ΔM = γ
0
(1-e-β/Δx)Pop, (4.1) 
where ∆M is the premature mortality estimate, γ
0
 the baseline mortality rate, 
Pop the exposed population (adults aged 30+), and ∆X changes in O3 or PM2.5 
concentrations. β represents the concentration-response factor which is 
derived from relative risks (RR) estimated in long-term epidemiological studies 
(Jerrett et al., 2009). That is, by assuming log-linear relationships, RR is 
estimated per 10 ppb of extra O3 or per 10 µg m-3 of extra PM2.5, such that β 
=ln (RR)/10. 
For O3, following recent work (Silva et al., 2013; Lelieveld et al., 2015; Liang 
et al., 2018), mortalities due to respiratory diseases are considered. Note that 
no low-concentration threshold below which change in O3 has no mortality 
effects is assumed, as there is no clear evidence for such a threshold (Silva et 
al., 2013; Liang et al., 2018). The RR value for O3–related respiratory death is 
1.040 (1.013-1.067; Jerrett et al. (2009)). For PM2.5, deaths associated with 
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cardiopulmonary disease (RR=1.128 (1.077–1.182)) and lung cancer 
(RR=1.142 (1.057–1.234); Jerrett et al. (2009)) are considered. The country-
level baseline mortality rates (γ0) for respiratory disease, cardiopulmonary 
disease and lung cancer are obtained from WHO 2000-2016 cause-specific 
mortality for the population aged 30+ (WHO, 2018). 
The exposed population includes adults aged 30+ in 2010 (Figure 4.2), which 
is used for premature mortality estimation in all the cases so that the estimates 
associated to each of the driving factors are relative to the same baseline. To 
calculate exposed population, the 2010 world population density from version 
4 of the Gridded Population of the World developed by the Center for 
International Earth Science Information Network at Columbia University 
(Doxsey-Whitfield et al., 2015) is used. The country-level fraction of population 
aged 30+ in 2010 was obtained from the United Nation Population Division 
(2017). When country-level data are unavailable, continental estimates are 
used to substitute. 
 
Figure 4.2 Spatial distribution of the exposed population (adults aged 30+, person km-2) in 
2010. Note the log scale of the colour-bar. 
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4.3.4 Ozone exposure and crop production loss 
Following recent studies (Mills et al., 2007; Ainsworth, 2017; Emberson et al., 
2018; Schiferl and Heald, 2018), the ozone exposure metric AOT40 
(accumulated exposure over a threshold of 40 ppb during daylight hours; 
Equation 4.2) is computed for four staple crops: maize, rice, soybean and 
wheat. The AOT40 metric is derived using hourly surface ozone concentration 
during daylight hours from CESM1 (CAM5-Chem) over the last 92 days of a 
growing season: 




where [O3]t is the hourly surface ozone concentration in ppb, t the local time 
in summation.  
Table 4.2 Exposure: response equations for relative yield loss (RYL) of maize, rice, soybean 
and wheat. Note the relative yield (RY) is relative to base yield where O3 impacts are removed, 
and RYL is calculated by subtracting RY from unity (i.e., 100% yield without O3 damages). 
Crop Relative yield loss Reference 
Maize 1-0.00356×AOT40 
Mills et al. (2007) 
Spring Wheat 1-0.0163×AOT40 
Winter Wheat 1-0.0163×AOT40 
Rice 1-0.00415×AOT40 
Soybean 1-0.00116×AOT40 
Winter Wheat, China 1-0.0228×AOT40 
Wang et al. (2012) 
Rice China 1-0.00949×AOT40 
The growing season information for the above four crops is obtained from the 
Crop Calendar Dataset determined by the Center for Sustainability and the 
Global Environment at the University of Wisconsin-Madison (Sacks et al., 
2010). The mean harvest date (Figure 4.3) from the 0.5°-filled dataset is used 
to ensure input data for calculation over each model grid-box. Note that mutual 
exclusivity (i.e., only one crop being cultivated once within a growing season) 
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is assumed for each crop despite double-cropping over some regions. 
Therefore, the impacts on crop production and related statistics are possiblely 
slightly underestimated.  
 
Figure 4.3 Mean harvest date of (a) maize, (b) rice, (c) spring wheat, (d) winter wheat and (e) 
soybean. Data are from the 0.5° crop calendar developed by the Centre for Sustainability and 
the Global Environment at the University of Wisconsin-Madison. Note the extrapolated data is 
used to ensure that every model grid-box has input for ozone metric calculation. 
Using AOT40, the relative yield loss (RYL) is calculated using empirical 
relationships as listed in Table 4.2. The crop yield loss (CYL) is then estimated 





where CY represents the base crop yield. The base crop yield comes from the 
Global Agro-Ecological Zones (GAEZ; Fischer et al. (2012)) assessment for 
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2000 developed by the Food and Agriculture Organization (FAO) of the United 
Nations along with the International Institute for Applied Systems Analysis 
(IIASA, 2012). The base crop yield for 2000 is then scaled to 2010 (Figure 4.4) 
using the 2000-2010 country-level trend determined by the FAO Statistics 
Division (FAOSTAT, 2017). Finally, to assess economic losses due to crop 
yield losses, the 2010 annual mean producer prices (Figure 4.5) determined 
by the FAO Statistics Division are used. 
 
Figure 4.4 The 2010 crop yield (kg ha-2) for (a) maize, (b) rice (c) wheat and (d) soybean. Data 
are from the 2000 Global Agro-Ecological Zones (GAEZ) which is scaled to 2010 using 
country-level trends from the Food and Agriculture Organization of the United Nations statistics 
(FAOSTAT). 
4.4 Model evaluation in simulating 2010 air pollution 
The performance of CAM5-Chem in simulating tropospheric and surface air 
pollutants including aerosols, CO, O3 and NOx have been thoroughly 
evaluated at both global and regional scales (Lamarque et al., 2012; Emmons 
et al., 2015; He et al., 2015; Tilmes et al., 2015; Yu et al., 2015; Gaubert et al., 
2016). Figure 4.6 presents a further evaluation of the performance of CAM5-
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Chem by comparing annual mean surface concentrations of anthropogenic 
(excluding sea salt and dust) PM2.5, as well as O3, NOx, and CO between the 
CAM5-Chem 2010 baseline simulation (B_2010) to those derived from the 
CAMS reanalysis for 2010 (Inness et al., 2019). Albeit with significant gaps for 
some pollutants (especially O3 and its precursor gases such as NO2) due to 
uncertainties in atmospheric chemistry parameterizations (Huijnen et al., 
2019), CAMS represents a convenient route to model evaluation. CAM5-Chem 
shows overall good agreement with CAMS in reproducing both the spatial 
patterns and magnitudes of these air pollutants except for O3. Also, the 
scatterplots in Figure 4.6 show that the majority of CAM5-Chem simulated 
surface air pollutant concentrations lie in the 0.5:1 to 2:1 correspondence 
range when compared to CAMS, with the R2 ranging from 0.55 to 0.77.  
 
Figure 4.5 The 2010 annual mean producer crop price (USD tonne-1) for (a) maize, (b) rice, 
(c) wheat and (d) soybean. Data are from the Food and Agriculture Organization of the United 
Nations statistics (FAOSTAT). 
For surface O3, although CAM5-Chem shows good agreement with other 
climate models (Ellingsen et al., 2008; Fowler et al., 2008), it is partially biased 
from that of CAMS. Such biases (overestimations) are particularly noticeable 
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over the Northern Hemisphere. Meanwhile, CAM5-Chem tends to slightly 
underestimate the concentrations of other air pollutants (e.g., CO). The biases 
between CAM5-Chem may be associated with many factors. First of all, 
uncertainties in the parameterizations of atmospheric chemistry in CAMS, and 
especially the large uncertainties in OH as reported by Huijnen et al. (2019), 
may explain some of the biases for O3. Secondly, note that the surface layer 
in CAMS spans from the surface to ~20 m in height, but ~50 m in CAM5-Chem. 
Such differences may also partly explain the biases between CAM5-Chem and 
CAMS. Also, as the experiment carried out here using CAM5-Chem is in 
equilibrium, where meteorologies are different to the CAMS reanalysis. It is 
therefore likely that some of the biases may come from different meteorological 
conditions. Overall, the comparisons to CAMS indicates that CAM5-Chem can 
reasonably reproduce the surface concentrations of major air pollutants. 
As described in Section 4.3.2, this study looks at the differences between 
baseline and perturbation model simulations, meaning that the model biases 
in simulating surface air pollutants can be partially cancelled. However, It is 
necessary to acknowledge the implications of such biases (particularly those 
related to PM2.5 and O3) for the estimated socioeconomic impacts (refer to 
Sections 4.6 and 4.7). For anthropogenic PM2.5, as shown in Figures 4.6a-c, 
most of the model underestimations are related to small values (particularly 
over the oceans). Since that only land PM2.5 pollution is translated into 
premature mortality, meaning that the model biases over less polluted areas 
are not likely to have much influence on premature mortality estimate. The 
underestimations are also noticeable over heavily polluted regions such as 
East Asia. Therefore, the mortality estimates over these regions are likely to 
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be underestimated. For surface O3, underestimations are mainly over the 
Southern Hemisphere oceans, which do not have appreciable influences on 
the estimated premature mortality and crop production. However, the 
noticeable overestimations over the Northern Hemisphere may lead both 
premature mortality and production to be biased, with the latter in particular 
given the 40 ppb threshold used to calculate AOT40 (Section 4.3.4). That said, 
note again that CAMS surface reanalysis products rely mainly on models 
rather than observations, demonstrating the necessity in interpreting Figure 
4.6. In light of all the above, we underscore that both the model evaluation and 
impact assessment in this study need to be interpreted with caveats.  
 
Figure 4.6 Comparisons of 2010 annual mean surface concentrations of air pollutants between 
CAM5-Chem simulations (first column) and the Copernicus Atmosphere Monitoring Service 
(CAMS, second column) reanalysis. They are: (a-c) anthropogenic PM2.5 (sulphate + black 
carbon + organic carbon, μg m-3), (b-f) O3 (ppb), (g-i) NOx (μg m-3), and (j-l) CO (ppb). The 
scatterplots coloured by density are in the format of CAM5-Chen (y-axis) vs. CAMS (x-axis). 
The red lines are the linear fits obtained using the reduced major axis regression, while the 
black lines are the 1:1 correspondence and the grey shadings represent the 0.5:1 to 2:1 
ranges. Note the nonlinear colour scales of the spatial maps. 
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4.5 Impacts on air quality 
Figure 4.7 shows 1970-2010 changes in surface concentrations of air 
pollutants averaged over global land and over representative regions (Asia, 
Europe and USA), resolving into the contribution of each individual driver. 
Figures 4.8-4.11 show the corresponding spatial distributions. For O3, the daily 
maxima of rolling 8-hour averages (MDA8) is computed. PM2.5 shows small 
trends from 1970 to 2010 at the global scale, yet with larger regional changes 
that present a pronounced contrast between Asia (+3.7 μg m-3) and Europe (-
2.8 μg m-3) and USA (-2.1 μg m-3). The changes have a very limited 
contribution from climate change (Figure 4.8a), and are driven by 
anthropogenic emissions (Figure 4.8b) that are dominated by energy 
consumption (Figure 4.8c), while technology advances (Figure 4.8d) play an 
important role in Europe and USA. 
The ozone metric MDA8 increases worldwide, except over tropical and 
southern Africa (Figure 4.9). Accordingly, the global land mean MDA8 sees a 
statistically significant trend (+10.2 ppb) from 1970 to 2010. The change is 
most prominent in Asia (+31.7 ppb), but less pronounced over Europe (+4.4 
ppb) and USA (+5.3 ppb). Changes in MDA8, similar to PM2.5, are driven 
primarily by anthropogenic emissions (Figure 4.9b), with a minor contribution 
from climate change (Figure 4.9a). Energy consumption and technology 
advances, again, compete with each other in changing MDA8. Changes in 
NOx (Figure 4.7c) are similar to MDA8, showing a worldwide increase driven 
by anthropogenic emissions (Figure 4.10b), which are dominated by energy 
consumption (Figure 4.10c) and partly offset by technology advances (Figure 
4.10d). Noticeably, there is a large benefit from technology advances in 
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Europe that reduces NOx by up to 2.2 μg m-2. The reduction is around 2.4 
times the 1970-2010 total change (0.9 μg m-2). 
 
Figure 4.7 The 1970-2010 changes in global and regional mean surface concentrations of air 
pollutants, in response to total emissions as well as each of the individual driving factors. They 
are: (a) PM2.5 (μg m-3), (b) daily maximum of 8-hours running mean of surface O3 (MDA8, ppb), 
(c) NOx (μg m-3) and (d) CO (ppb) at global land, Asia, Europe and USA. Red bars represent 
the 1970-2010 total net changes, yellow for that attributable to climate change and blue to the 
best estimate of anthropogenic emissions. Also shown are those in response to energy 
consumption (purple) and technology advancements (green). The black error-bars show the 
25th-75th percentile spread of the model internal variability. 
The global mean CO (Figure 4.7d) shows a total net increase of 2.26 μg m-3 
that is much less (well below 1/3) than the CO increase associated with the 
experiment of climate change (+8.14 μg m-2). The pronounced CO increase 
associated with climate change is very likely due to increases in the prescribed 
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surface concentrations of CH4 that serves as a long-lived precursor for CO. 
For the changes attributable to anthropogenic emissions, noticeably, CO is the 
only air pollutant that shows a global mean decreasing trend. This is mainly 
associated with the CO decreases in Europe and USA (Figure 4.11b), and is 
due to emission reductions induced by technology advances. 
 
Figure 4.8 The 1970-2010 changes in annual mean surface concentration of PM2.5 (μg m-3) 
attributable to (a) climate change and (b) the best estimate of anthropogenic emissions. Also 
shown are the responses to anthropogenic emission changes due to (c) energy use growth 
and (d) technology advancements. All shown changes/responses are the mean differences 
between the last 30-years of perturbation and baseline runs. The hatches, similarly in all other 
figures throughout this chapter, denote a statistical significance of the difference at above 95%, 
derived from the two-tail student’s t-test. 
4.6 Impacts on premature mortality 
The spatial distribution of 1970-2010 changes in premature mortality due to 
long term exposure to PM2.5 and O3 are shown in Figure 4.12, with global and 
regional statistics summarized in Table 4.3 and Table A1 (in the appendix). 
The global mortality increases by 1.7 (1.0-2.4, 5th-95th CI) million yr-1 
associated with PM2.5, mainly because of anthropogenic emissions, and with 
5-6 % attributable to climate change induced PM2.5 changes. The 1970-2010 
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changes in O3 lead to a global premature mortality increase of 86,000 (29,000 
-139,000) yr-1, of which 7-8 % is attributable to climate change induced O3 
changes.  
 
Figure 4.9 The same as Figure 4.8, but for the daily maximum of 8-hours running mean of 
surface O3 (MDA8, ppb). 
The PM2.5 reduction associated with 1970-2010 climate change (Figure 4.8a) 
has in fact reduced mortality over a large part of the global land (Figure 4.12a), 
including China (-37,637 yr-1), the Middle East (-17,053 yr-1), Africa (-5,747 yr-
1), Russia (-1,858 yr-1) and Europe (-1,613 yr 1). By contrast, climate change 
increased mortality noticeably over highly populated regions of India (142,553 
yr-1). In contrast to PM2.5, climate change has worsened O3 pollution almost 
globally (Figure 4.9a), with only a few and very limited areas showing MDA8 
decreases. Consequently, the effects of climate change on O3 mortality are 
positive, with the largest increase of 1,983 (654-3,275) yr-1 over China followed 
by 1,802 (595-2,974) yr-1 over Europe. Note, however, again that such 
changes and the associated impacts may be related to increases in CH4 
concentrations in the climate change experiment. 
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Anthropogenic emissions account for more than 90% of the increases in 
pollution-attributable mortality over developing regions. This is especially true 
for highly populated and polluted areas such as China, Southeast Asia, India, 
and Africa; the total mortality increase due to anthropogenic emissions in these 
regions accounts for more than 70% (65%) of the global total PM2.5 (O3) 
estimates. Europe and North America, on the contrary, show reduced PM2.5 
mortality due to emission mitigations (Figure 4.12b). 
 
Figure 4.10 The same as Figure 4.8, but for NOx (μg m-3). 
 
Figure 4.11 The same as Figure 4.8, but for CO (ppb). 
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Figure 4.12 Spatial distribution of1970-2010 changes in premature mortality due to changes 
in air pollution. They are: deaths (per year per 1000 km-2) due to long-term exposure to (a-d) 
PM2.5 (Lung cancer + cardiopulmonary diseases) and (e-h) O3 (respiratory). The 1970-2010 
total net changes are resolved into that attributable to climate change (top row) and the best 
estimate of total net anthropogenic emission (second row), and also responses to emission 
changes due to energy use growth (third row) and technology advancements (bottom row). 
The 1970-2010 growth in energy consumption induced PM2.5 increase is 
estimated to result in 1.3 (0.7-1.8) million yr-1 increase in premature deaths, 
accounting for well over 75% of that associated with anthropogenic emissions, 
and 70% of the total net (with climate change taken into account). The amounts 
for O3, however, are only 25% and 22%, respectively. Regionally, higher 
energy consumption resulted in PM2.5 increases that lead to 0.7 (0.4-0.9) 
million yr-1 of mortality increase in China, and 0.4 (0.2-0.5) million yr-1 in India, 
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but only 25,000 (14,000 -36,000) yr-1 in Europe and 30,000 (18,000 -44,000) 
yr-1 in North America. For O3, by comparison, energy consumption induced O3 
mortality increase is largest in China (6,629 yr-1), followed by India (2,862 yr-1) 
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As a result of avoided emissions benefiting from technology advances, 0.9 
(0.5-1.2) million yr-1 of lives were saved globally from PM2.5 exposure, and 
13,000 (4,000 -22,000) yr-1 from O3 exposure. Note that the saved lives due to 
avoided PM2.5 pollution from technology advances in Europe, North America 
and the Middle East are greater than the corresponding mortality increases 
due to energy consumption. On the contrary, the mortality increases related to 
energy consumption outweigh the numbers of saved lives related to 
technology advances over the rest of the world. 
4.7 Impacts on crop production and economy 
The O3 exposure metric (i.e., AOT40) increases significantly during the period 
1970-2010 over the Northern Hemisphere, particularly over China, India, the 
Middle East and the western USA (Figure 4.13). Note that AOT40 may be 
overestimated compared to CAMS, given that the CAM5-Chem simulated 
surface O3 concentrations are partially biased from the CAMS ones (Figure 
4.6). Therefore, the estimated impacts on crops may also be overestimated. 
Most noticeably, AOT40 can exceed 30 ppm*hr over a large portion of Eastern 
China for all the crops. The globally elevated O3 exposures are mainly 
associated to anthropogenic emissions, while climate change has very limited 
impacts that are only slightly recognizable in a few regions (Eastern USA, 
Mediterranean, Central Asia, and parts of Eastern China). The growth in 
energy consumption is the main contributor to the large AOT40 changes 
worldwide, but is partially counteracted by the impacts of technology 
advances. The corresponding spatial distribution of crop yield losses is shown 
in Figure 4.14, and is translated into crop production losses (Figure 4.15) and 
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economic losses (Figure 4.16). The global and regional integrated statistics 
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The 1970-2010 increase in O3 exposure leads to a total global crop production 
loss of 166 million tonnes yr-1 (maize: 33; rice: 38; soybean: 22, and wheat: 
73). The relative crop production loss, -2.0%, -5.2%, -4.9%, and -8.4% for 
maize, rice, soybean and wheat, respectively, agrees in general with previous 
estimates using different models (Dingenen et al., 2009; Avnery et al., 2011; 
Schiferl and Heald, 2018). The total crop production losses are worth 53.1 
billion USD2010 yr-1. This is ~2.1% of 2010 gross world product of the sum of 
agriculture, forestry, and fishing (2,557 billion USD2010; Bank (2011)). 
Of the 53.1 billion USD2010 yr-1 economic loss, 91% (48.4 billion USD yr-1) is 
due to anthropogenic emissions. In comparison, climate change resulted into 
~10% of gross economic loss (5 billion USD2010 yr-1), associated with the sum 
of -0.3%, -0.3%, -0.6% and -0.9% of global maize, rice, soybean and wheat 
production loss, respectively. Regionally, the 1970-2010 net total crop 
production loss is the largest over China for all the staple crops, with a relative 
loss up to -21.2% for wheat. Climate change induced O3 changes resulted in 
crop production losses that were the largest in China for maize (-0.8%), but in 
North America for soybean (-1.7%), and Europe for rice (-0.6%) and wheat (-
1.6%). The 1970-2010 growth in energy consumption has led to a total crop 
production loss of 75 million tonnes yr-1 and an economic loss of 22.7 billion 
USD2010 yr-1, explaining around half of the anthropogenic impacts. The impacts 
of energy consumption are the largest over China, followed by North America 
and Europe (with an economic loss of 9.8, 5.2 and 1.6 billion USD2010 yr-1, 
respectively). Technology advances, on the contrary, have led to a total crop 
production gain of 35 million tonnes yr-1, which is equivalent to an economic 
gain of 9.9 billion USD2010 yr-1. The economic benefits from technology 
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advances are evident not only in Europe (1.9 billion USD2010 yr-1), but also in 
China (2.3 billion USD2010 yr-1) and the Middle East (1.3 billion USD2010 yr-1). 
However, the economic gain in North America, 0.5 billion USD2010 yr-1, is not 





























































































Impacts of anthropogenic aerosols on air quality, climate, and extremes 



























































































 Impacts of anthropogenic aerosols on air quality, climate, and extremes 
Chapter 4  127 
 
Figure 4.16 Economic loss (USD ha-1) from crop production losses. Negative for loss and 
positive for gain. The (a) 1970-2010 total net loss is resolved into that attributable to (b) climate 
change and (c) the best estimate of anthropogenic emissions. Also shown are the responses 
to anthropogenic emission changes due to (d) energy use growth and (e) technology 
advancements. 
4.8 Wider implications 
This study provides a new holistic assessment of the global impacts of 1970-
2010 air pollution changes attributable to climate change and anthropogenic 
emissions, as well as those associated with the two major and competing 
policy-relevant emission drivers at both the global and regional scales. The 
results suggest that both global air quality and their impacts are driven by 
anthropogenic emissions, which are largely regulated by policy-relevant 
emission interventions. This provides useful information for both assessing 
and interpreting the possible outcomes of future anthropogenic emission 
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pathways, and also for coordinating climate, air quality, agriculture, and 
economic strategies. The contrasts between Asia and Europe and North 
America reveal the fact that country-level policymaking can exert significant 
impacts over the region of major emission changes, yet also with global 
imprints. For example, the introduction of air pollution abatement measures 
primarily over industrialized regions of Europe and North America since around 
1970 have generated important global impacts. The knowledge learnt here 
may provide important storylines to developing regions. For example, some 
developing counties such as China have pledged to improve air quality by 
introducing a variety of emission control measures (e.g., applying end-of-pipe 
pollution controls, shifting to new energy systems, and introducing new 
technologies) that involve many energy-intensive sectors (Li et al., 2018). Such 
measures can bring substantial benefits over both local regions and may also 
have global impacts. 
This study did not calculate the economic losses due to human deaths using 
the so-called Value-of-a-statistical-life, to avoid discrimination issues. 
However, it is speculated that the total economic loss estimates will be much 
larger if one can take this properly into account. It is shown that, despite 
uncertainties, the 1970-2010 climate change has, in a relatively minor way 
though, modulated global air quality and their impacts. Such impacts show 
larger signals over some particular regions (e.g., East USA and Eastern China) 
than the rest of the world. Actions to mitigate climate change such as future 
reductions in greenhouse gas emissions, are therefore likely to bring larger 
benefits over regions where currently have larger climate change induced 
impacts. On the other hand, however, other mitigation measures such as 
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future reductions to emissions of aerosols and their precursor gases may lead 
to disproportionally exacerbated changes in climate extremes (Chapters 5 and 
6), whose impacts on human health and crops are not dedicated here. The 
above adds the urgency of reducing greenhouse gas emissions 
simultaneously with short-lived air pollutants. 
In short, it is shown that both the global air pollution and their socioeconomic 
impacts are driven by anthropogenic emission changes while climate change 
also contributes. The impacts associated with anthropogenic emissions are 
largely under policy control. This offers policymakers important influences on 
future global environment. However, pressingly, integrated strategies need to 
be developed to minimize the impacts of changes to both the climate and 
environment.

 Impacts of anthropogenic aerosols on air quality, climate, and extremes 
Chapter 5  131 
 
 
Chapter 5 Impacts of Future Greenhouse Gas 
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5.1 Abstract 
Using the Community Earth System Model Large Ensemble experiments 
(LENS), future heatwaves under the Representative Concentration Pathway 
8.5 (RCP8.5) scenario are investigated, separating the relative roles of 
greenhouse gas increases and aerosol reductions. The results show that there 
will be more severe heatwaves (in terms of intensity, duration, and frequency) 
due to global mean warming, with minor contributions from future temperature 
variability changes. While these changes come primarily from greenhouse gas 
increases, aerosol reductions contribute significantly over the Northern 
Hemisphere. Furthermore, per degree of global mean warming, aerosol 
reductions induce a significantly stronger response in heatwave metrics 
relative to greenhouse gas increases. The stronger response to aerosols is 
associated with aerosol‐cloud interactions, which are still poorly understood 
and constrained in current climate models. This suggests that there may exist 
large uncertainties in future heatwave projections, highlighting the critical 
significance of reducing uncertainties in aerosol‐cloud interactions for reliable 
projections of climate extremes and effective risk management. 
5.2 Introduction 
The increased frequency and severity of heatwaves under global warming has 
raised enormous public attention during the recent years, especially after the 
2003 heatwave over Central and Western Europe (Bouchama, 2004; García-
Herrera et al., 2010) that broke temperature records set over the last 500-years 
and led to more than 70,000 deaths and economic losses in excess of 13 billion 
euros (De Bono et al., 2004). The past few years have witnessed numerous 
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heatwaves around the world reported as “record-breaking”, “abnormal”, “rare”, 
and “catastrophic” by the media (Coumou and Rahmstorf, 2012; Russo et al., 
2015; Ceccherini et al., 2017; Chen and Li, 2017). Under projected future 
climate warming, the intensity, frequency, and duration of severe heatwaves 
are likely to increase further (Lau and Nath, 2014; Jones et al., 2015; Schoetter 
et al., 2015; Schär, 2016; Mora et al., 2017). 
Heatwave changes can be exacerbated due to variations in many of their 
driving factors, including climate variability and large-scale teleconnections, 
changes in circulations, land-atmosphere coupling, soil moisture feedbacks, 
and anthropogenic forcings (Brown et al., 2008; Collins et al., 2013; Stott et 
al., 2013; Perkins, 2015; Horton et al., 2016; Lu and Chen, 2016; Xu et al., 
2016), with potential coupled feedbacks among them (Miralles et al., 2018). 
However, large gaps still remain in our understanding of the mechanisms 
underpinning changes in heatwaves, resulting in very uncertain future 
projections. For example, uncertainties in future emission pathways of 
anthropogenic forcings and the responses of climate models to them (Booth et 
al., 2013). Anthropogenic aerosols represent the largest uncertainty in 
radiative forcing since the pre-industrial times (Stevens and Feingold, 2009; 
Stocker et al., 2013; Stevens, 2017). A number of studies have shown that 
future aerosol reductions will lead to more severe temperature/heat extremes 
(Levy et al., 2013; Sillmann et al., 2013a; Westervelt et al., 2015; Xu et al., 
2015; Horton et al., 2016; Lin et al., 2016; Mascioli et al., 2016; Wang et al., 
2016b). However, the simplified temperature metrics used by these studies, 
such as the maximum of daily maximum temperature, do not necessarily 
represent heatwave characteristics (Chen and Li, 2017), because heatwaves 
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are a quite distinctive type of temperature extreme where unusually hot 
weather occurs for several consecutive days. 
Aerosol-related emissions are likely to reduce worldwide during the 21st 
century following stringent mitigation policies aimed at improving air quality. 
Therefore, it is important to know the corresponding changes in heatwaves, as 
well as the relative roles of increasing greenhouse gases (GHGs) and 
decreasing aerosols at both the global and regional scales, given their 
importance for policymaking and future climate risk management. 
Furthermore, since temperature variability may change along with climate 
change in the future (Schär et al., 2004), it is also critical to understand whether 
future changes in heatwaves will be more strongly driven by the mean 
temperature change or by changes in temperature variability, or a combination 
of both (Basarin et al., 2016). Therefore, the LENS experiments under RCP8.5 
and RCP8.5_FixA are used to investigate future changes in the characteristics 
of heatwave events (Chen and Li, 2017). This study has three main aims: (1) 
to investigate future changes in the characteristics (intensity, duration, 
frequency and magnitude) of heatwaves at the global scale under the RCP8.5 
scenario; (2) to compare the changes in heatwaves due to the shift of mean 
temperature and those related to changes in temperature variability; and (3) to 
quantify the relative roles of GHG increases and aerosol reductions. 
5.3 Methods 
There are many ways to define heatwaves (e.g., see Perkins (2015); Xu et al. 
(2016) for recent summaries). These definitions fall into two main categories 
according to the choice of an absolute or a percentile-based temperature 
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threshold. The former is crucial for evaluating their economic and 
environmental impacts and is more appropriate for studies of a specific and 
local region (Freychet et al., 2017). By comparison, the latter facilitates 
comparisons across locations and over time as the definition is relative to the 
local climatology. In this study, the percentile-based threshold is adopted. In 
detail, hot days are defined as days when both daily maximum (TX) and 
minimum (TN) are greater than their 95th percentiles; these are derived over 
the 1961-1990 time period, using the 30 ensemble member simulations from 
LENS (See Section 1.6), and denoted as TX95P and TN95P respectively. It is 
noted that the choice of reference period influences the magnitudes of the 
heatwave metrics but has no influence on the conclusions of this study. 
Secondly, all hot days, where both TX is greater than TX95P and TN is greater 
than TN95P, throughout a calendar year are identified. Then, a compound 
heatwave event is identified where hot days last for at least three consecutive 
days, by which all heatwave events are identified over a calendar year. See 
Figure 5.1 for a detailed schematic diagram on heatwave definition and 
calculations of their metrics. 
To quantitatively describe the intensity and magnitude of heatwaves, the 
temperature excess above the 95th percentile threshold is used. The 
temperature excess for a specific heatwave day is defined as the mean of the 
differences (TX-TX95P) and (TN-TX95P) for each grid-box. Heatwaves are 
described by the following four metrics on an annual basis (Figure 5.1): (i) 
maximum duration (the maximum duration of all heatwaves across a year); (ii) 
peak intensity (the annual maximum heatwave intensity calculated as the 
average temperature excess throughout its duration); (iii) frequency (the total 
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number of heatwaves in a year); and (iv) total hot days (the total includes both 
heatwave days and hot days that persist for less than three consecutive days). 
 
Figure 5.1 A schematic diagram of heatwave definition, produced using daily maximum (TX, 
magenta curve) and minimum (TN, green curve) temperature of a randomly selected year at 
a randomly selected grid-cell from one ensemble member of the LENS runs. The 95th 
percentile of TX (TX95P) and TN (TN95P) for each calendar day is computed from 1961-1990 
using a 31-days moving window centred on that day. The vertical magenta spans denote days 
where TX is above TX95P but TN is below TN95P. The vertical green spans denote days 
where TN is above TN95P but TX is below TX95P. The vertical yellow spans, referred as hot 
days which also include heatwave days, denote days where both TX is greater than TX95P 
and TN is greater than TN95P, but does not meet the criteria of at least three consecutive 
days of duration. The identified heatwaves (three in total, referred as the annual frequency in 
the main text) are highlighted by the red vertical spans where both TX is greater than TX95P 
and TN is greater than TN95P for at least 3 consecutive days. For each heatwave, its intensity 
is defined as the average of temperature excess throughout its duration. The magnitude index, 
on the other hand, sums the temperature excess throughout the duration. The annual peak 
intensity and maximum duration are analysed in the main text as we focus on the extreme 
aspect rather than the mean aspect. 
In addition to the above four metrics, the heatwave magnitude index (see the 
caption of Figure 5.1) is also introduced. This index, calculated by summing 
temperature excesses throughout the duration of a heatwave (Russo and 
Sterl, 2011), has the advantage of merging duration and temperature excess 
into a single indicator, and is therefore indicative of the overall severity of a 
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heatwave. Note that any heatwave metrics based on fixed (either absolute or 
percentile) thresholds may lose their effectiveness when the climate is warm 
enough. All metrics are calculated for each ensemble member for each year 
at each land point (excluding Antarctica). The ensemble mean and 25th-75th 
percentile spread of metrics are used in the following discussion. 
For each model land grid-box, the probability that future heatwave magnitudes 
will exceed their present-day local records is also calculated following Lehner 
et al. (2016). Firstly, the “present-day record” is defined as the maximum of 
annual peak heatwave magnitude over 1986-2005 considering the 30 member 
historical simulations. That is, the “present-day record” is derived from 600 
years (20 years*30 ensemble members) over each grid-cell. Then, the total 
number of years when the annual peak heatwave magnitude exceeds the 
“present-day record” is counted over all the ensemble years (600 ensemble 
years for RCP8.5 and 300 for RCP8.5_FixA) over two future periods 2041-
2060 and 2081-2100). Finally, the exceedance probability of future heatwaves 
over the “present-day record” is calculated as the ratio of the total number of 
exceedance years to the total number of ensemble years. Note these 
probabilities can be biased as the LENS members are not necessarily 
completely independent from each other. 
To evaluate the performance of LENS in simulating present-day (1986-2005) 
heatwave characteristics, the 1986-2005 heatwave metrics are also calculated 
using TX and TN from the National Centers for Environmental 
Prediction/National Center for Atmospheric Research reanalysis (Kalnay et al., 
1996), as well as the Met Office Hadley Centre gridded daily temperatures 
(Caesar et al., 2006). 
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In order to diagnose the contribution of changes in future temperature 
variability to changes in heatwave characteristics, the above analysis is 
repeated after removing the decadal temperature trend from the raw 
temperature data at each grid-box. In detail, a 10-year running mean of surface 
air temperature (e.g., Figure 5.2) is first removed from both TX and TN to leave 
de-trended anomalies. New 95th percentile thresholds and heatwave metrics 
are then re-computed from the de-trended data. 
 
Figure 5.2 Ensemble mean of the global land area-weighted mean of 10 years running mean 
surface air temperature evolution. Black for the historical period (1960-2005), red (blue) for 
2006-2100 under RCP8.5 (Rcp8.5_FixA), derived from the LENS experiments. 
5.4 Model evaluation in capturing present-day 
heatwave metrics 
Figure 5.3 presents the present-day (1986-2005) heatwave metrics calculated 
from the LENS ensemble mean (Figures 5.3a-d), as well as those derived from 
the National Centers for Environmental Prediction (NCEP)/National Center for 
 Impacts of anthropogenic aerosols on air quality, climate, and extremes 
Chapter 5  139 
Atmospheric Research reanalysis (Figures 5.3e-h) and the Met Office Hadley 
Centre gridded daily temperatures (HadGHCND; Figures 5.3i-l). The density 
scatterplot of these metrics (reanalysis and observations vs. LENS mean) are 
shown in Figure 5.4. Some parts of the world (e.g., Africa and South America) 
lack observations; reanalysis data in these regions are also much more 
uncertain. The model shows good agreement with observation and reanalysis 
datasets in reproducing these heatwave metrics. This is evident in the 
Northern Hemisphere where most anthropogenic aerosols are emitted and 
exert the largest effects. There are however biases over certain regions. More 
specifically, LENS tends to slightly overestimate heatwave intensity and 
frequency, but underestimates heatwave duration and total hot days at high 
latitudes. Heatwave durations are also noticeably overestimated in North 
Africa compared to the reanalysis dataset. 
The baselines (1961-1990) in setting the thresholds for identifying the 
occurrence of a heatwave are calculated from different datasets for LENS, 
NCEP/NCAR and HadGHCND. In addition, differences can also be associated 
with uncertainties in emissions, forced response in the model, biases in the 
model representation of circulations, etc. Overall, LENS can reasonably 
capture heatwave characteristics over most of the better-observed regions. 
5.5 Future changes in aerosol/precursor emissions 
and Aerosol Optical Depth 
The RCP8.5 scenario shows global GHG increases and aerosol decreases, 
but with aerosol trends showing strong regional variations. Figure 5.5 displays 
the time-evolution (2006-2100) of annual total emissions of black carbon (BC), 
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organic carbon (OC) and sulphur dioxide (SO2) over specific regions and also 
globally, as well as the model simulated difference (RCP8.5-RCP8.5_FixA) in 
550-nm Aerosol Optical Depth (AOD) averaged over 2006-2025 (Figure 5.5d) 
and 2081-2100 (Figure 5.5e) respectively. The declining trend of all three 
aerosol-related emissions can be clearly seen over most regions (Figures 
5.5a-c), and China in particular after 2020. The global total SO2 emission is 
projected to decrease from 113.7 Tg yr-1 in 2005 to 25.6 Tg yr-1 by 2100. India, 
in contrast, is projected to have increasing emissions until the mid-21st century, 
followed by modest declines. During 2006-2025, because aerosols do not 
decrease much and even increase at local regions compared to 2005, AOD 
increases over regions including South Asia and much of the Southern 
Hemisphere. 
 
Figure 5.3 An inter-comparison of 1986-2005 mean of annual mean heatwave metrics 
between (a-d) CESM1 historical run (ensemble mean) and that derived from the (e-h) 
NCEP/NCAR reanalysis and (i-l) the Met Office Hadley Centre gridded daily temperatures 
(HadGHCND). They are: annual peak intensity (first row), annual maximum duration (second 
row), annual frequency (third row) and annual total days (fourth row). Note the white patches 
in (i-l, Africa, India and South America) are due to lack of observations. Calculations of these 
metrics are the same across the LENS ensemble members and the observation datasets, but 
an ensemble mean is applied to LENS to produce the maps. 
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By 2081-2100, due to anthropogenic emission reductions, AOD decreases 
sharply over land, especially in East China which sees a net AOD reduction of 
well over 0.20. Regional AOD increases are still found in India and much of 
the Southern Hemisphere. Comparing 2081-2100 to 2006-2025 (Figures 5.5d 
and 5.5e), AOD over oceans, however, does not differ much as anthropogenic 
aerosol changes. This can be explained by the short lifetime of anthropogenic 
aerosols and that AOD over oceans is dominated by natural aerosols (sea-
salt) which does not evolve much with climate change. 
 
Figure 5.4 Density scatterplots of heatwave metrics between those derived from (a-d) 
NCEP/NCAR reanalysis and (e-h) HadGHCND and LENS mean. Data are the same as Figure 
5.3. The black lines show the 1:1 correspondence. 
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Figure 5.5 Time-evolution (2005-2100) of annual total emission (Tg yr-1) of (a) black carbon 
(BC), (b) organic carbon (OC) and (c) sulphur dioxide (SO2) over the globe (the total) and local 
regions (in different colours) in the RCP8.5 scenario. LENS simulated differences in the annual 
mean 550-nm Aerosol Optical Depth (AOD) between RCP8.5 and RCP.5_FixA averaged over 
(d) 2006-2025 and (e) 2081-2100. All regions are defined as their administrative boundaries. 
Alaska and Hawaii islands are not included in USA. 
5.6 Present-day and future projections of heatwave 
characteristics 
5.6.1 Changes in heatwave metrics 
Figures 5.6a-d show values of the four heatwave metrics for ‘present-day’ 
(1986-2005) and for two future (2081-2100) projections (RCP8.5_FixA and 
RCP8.5), averaged at the global scale as well as for representative regions. 
Corresponding spatial patterns of changes (future vs. present-day) in these 
metrics due to both GHG increases and aerosol reductions are provided in 
Figure 5.7. Figures 5.6a and 5.7a show that GHG rises will increase global and 
regional mean annual peak heatwave intensities from ~2 to ~4 K. Aerosol 
reductions further enhance heatwave intensities by about 0.3 K (Australia) to 
0.7 K (Europe and China). The annual maximum heatwave duration shows 
future increases, from a present-day global mean value of 3.6 days, increasing 
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to 21 days with GHG increases, and 28 days when aerosol reductions are also 
included. Heatwave duration shows strong regional variations, with the largest 
increases seen over Brazil (Figures 5.6b and 5.7b, f). 
 
Figure 5.6 Area-weighted mean of twenty years mean of ensemble mean (white cross), 25th–
75th percentile spread (box), as well as ensemble minimum and maximum (whiskers) of 
heatwave metrics: (a) annual peak intensity (K), (b) annual maximum duration (days event-1), 
(c) annual frequency (number yr-1) and (d) annual total days (days yr-1), derived from the 
absolute temperatures. Green for the period 1986-2005, red for 2081-2100 under RCP8.5 and 
blue for 2081-2100 under RCP8.5_FixA. (e-h) are identical to (a-d), except for that (e-h) are 
calculated after the long-term temperature trend has been removed from the raw dataset. The 
results are shown for the global land (GLO), Australia (AUS), Brazil (BRA), China (CHA), 
Europe (EUR), India (IND), Southern Africa (SAF), and contiguous USA (USA). 
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Changes in annual heatwave frequency (Figure 5.6c) and total hot days 
(Figure 5.6d) display similar features. Note, however, there is an exception of 
the heatwave frequency in Brazil (and also other tropical regions) that 
decreases as aerosols reduce (Figure 5.7g). This is because of the 
significantly longer heatwave durations. 
 
Figure 5.7 Spatial distributions of changes (from 1986-2005 to 2081-2100) in heatwave 
metrics: annual peak intensity (first row), annual maximum duration (second row), annual 
frequency (third row) and annual total days (fourth row), due to (a-d) GHG increases, and (e-
h) aerosol reductions. The hatches denote at ≥95 % significance level of the changes. 
5.6.2 The effects of changes in climate variability 
By definition, temperature variability sets the baseline (1961-1990) values for 
the heatwave metrics, and that variability has changed little by 1986-2005, or 
by 2081-2100 (Figures 5.6e-h). This contrasts with the marked increases in 
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metrics based upon absolute temperature changes, suggesting that future 
changes are largely associated with the general warming and only slightly 
modulated by temperature variability changes. Specifically, the relative 
contribution of temperature variability changes to the various heatwave metric 
changes is generally under 10% (Figure 5.8), except for heatwave intensity 
over Europe (24%), Brazil (21%), and India (11%) under both scenarios. In 
addition, the difference (Figure 5.8c) between RCP8.5 and RCP8.5_FixA 
suggests that future aerosol reductions will generally decrease the contribution 
of changes in temperature variability. This is particularly true for heatwave 
duration: a reduction ranging from a global mean of -0.5 % to a regional peak 
of -2.5% over Australia. This suggests that aerosol reductions will slightly 
dampen temperature variability in the future (see more in Section 5.7). 
 
Figure 5.8 The annual mean of contribution (%) of future changes in temperature variability to 
absolute changes in the heatwave metrics over 2081-2100 under (a) RCP8.5 (b) RCP8.5_FixA 
and (c) the changes due to aerosol reductions identified as RCP8.5 – RCP8.5_FixA averaged 
on the globe as well as regional scales. The results are an average of the spatial mean from 
all the ensemble members. 
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5.6.3 Seasonal variations 
While summer heatwaves are undoubtedly the most severe, heatwaves in 
other seasons can also result in significant adverse impacts, especially to 
agriculture, wildlife and ecosystems (Perkins, 2015). Therefore, the effect of 
seasonality is also investigated by performing the analysis separately for an 
extended summer (May-October) and winter (November-April) seasons (in the 
Northern Hemisphere). Note that seasons reverse over the Southern 
Hemisphere. The difference between summer and winter heatwave metrics 
are relatively small in magnitude for present-day (Table 5.1). However, such 
seasonal differences become prominent by 2081-2100 under both scenarios 
(Table 5.2), because of greater summer than winter changes in heatwave 
metrics (not shown). This is particularly important over northern latitudes. In 
addition, there is a greater seasonal difference under RCP8.5 than 
RCP8.5_FixA over regions (China, Europe and USA) with pronounced aerosol 
reductions (Figure 5.5). This indicates that aerosol reductions will lead to even 
more severe summer heatwaves over major aerosol/precursor emission 
regions. In short, it is found that there will be slightly stronger changes in 
summertime heatwaves compared to wintertime, and that the seasonal 
contrast can be amplified by aerosol reductions. 
5.6.4 Section summary 
In short, future GHG increases will result in future (2081-2100) heatwaves that 
are, when globally averaged over land, significantly more intense (2.4 K), 
longer (17 days), and more frequent (12 more per year), compared to present-
day. These changes will be further aggravated by aerosol reductions. Namely, 
0.6 K (25%), 7 days (41%) and 2 more per year (12%) of additional increases 
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in intensity, duration and frequency, respectively, on top those related to GHG 
changes. Changes to heatwaves are similar in all seasons, and are dominated 
by changes in mean temperature, with only minor contributions from changes 
in temperature variability. 
Table 5.1 The annual mean (1986-2005) of difference in the heatwave metrics between the 
extended summertime and wintertime (i.e., summer-winter), as spatially averaged at both the 
global land (oceans and Antarctic excluded) and local regions. Values in the brackets are 










GLO -0.45 (-23.3) -0.04 (-1.0) 0.04 (4.0) -0.20 (-14.9) 
AUS 0.06 (3.6) 0.06 (1.7) 0.03 (2.5) 0.94 (82.6) 
BRA -0.17 (-15.7) 0.15 (4.2) 0.31 (24.8) 0.21 (147.5) 
CHA -0.81 (-36.8) -0.20 (-5.8) -0.03 (-3.0) -0.25 (-20.9) 
EUR 0.12 (7.2) 0.13 (3.9) 0.06 (5.3) -0.40 (-24.7) 
IND -0.07 (-6.3) 0.00 (-0.0) 0.13 (11.8) 0.81 (72.1) 
SAF 0.06 (5.1) 0.06 (1.8) 0.08 (7.2) 0.46 (130.2) 
USA -0.74 (-31.4) -0.07 (-1.9) 0.06 (5.6) -0.73 (-56.2) 
Table 5.2 Seasonal differences (summer-winter) in heatwave metric changes between 2081-
2100 and 1986-2005 under RCP8.5 and RCP8.5_FixA in brackets. The 1986-2005 seasonal 
difference is provided in Table 5.1. Al values are spatially averaged at both global land (oceans 
and Antarctic excluded) and regional scales. Positive values mean larger summertime 
heatwave metrics than wintertime, while bold font indicates that such contrast is greater under 










GLO 0.40 (0.3) 0.66 (0.7) 2.37 (2.4) 22.68 (21.3) 
AUS 0.13 (0.1) 0.12 (0.2) 0.40 (0.8) 0.68 (3.5) 
BRA -0.09 (-0.0) -5.53 (-2.2) 2.88 (2.3)  1.54 (5.2) 
CHA 0.43 (0.3) 1.30 (0.9) 4.34 (3.8) 37.03 (30.2) 
EUR 0.53 (0.4) 2.38 (1.4) 3.32 (2.6) 37.15 (23.4)  
IND 0.15 (0.1) 0.37 (0.7) 2.98 (3.5) 25.95 (301.0) 
SAF -0.04 (-0.0) -0.98 (-0.3) 0.94 (1.0) 1.93 (7.1) 
USA 0.34 (0.2) 2.96 (2.0) 4.84 (4.4) 51.09 (39.7) 
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5.7 Probabilities of record future heatwaves and 
driving mechanisms 
Now turns to the heatwave magnitude metric, and examines the probability 
that present-day heatwave magnitudes will be exceeded in future. As above, 
the two scenarios are used to isolate the roles of GHG increases and aerosol 
decreases. 
5.7.1 Exceedance probability of future heatwave magnitude 
over present-day record 
Under the RCP8.5 scenario, the tropics see earlier emergences of heatwave 
magnitudes exceeding their 1986-2005 records (Figure 5.9a). Further, the 
exceedance probability is much larger over the tropics than at higher latitudes 
during both time periods. An explanation is that the relatively small 
temperature variability in the tropics makes it easier to break the historical 
record with relatively small increases in mean temperature compared to higher 
latitudes. This agrees with existing works showing that the tropics will see the 
earliest emergence of significant warming (Mahlstein et al., 2011; Lehner et al., 
2016). By 2081-2100, almost every year will have record-breaking heatwaves, 
with a global mean exceedance probability of 76% (Figure 5.9b). Not 
surprisingly, under the fixed aerosol scenario (Figures 5.9c, d), the probability 
is significantly smaller over the Northern Hemisphere, where most aerosols 
are emitted. For aerosols (Figures 5.9e, f), although there are some signals in 
the Southern Hemisphere, probability changes here are primarily associated 
with GHG increases (Figures 5.9c, d). In contrast, the aerosol signal is mainly 
over the Northern Hemisphere. For example, aerosol reductions will increase 
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the exceedance probability by a further 20%, on top of a 52% increase due to 
GHGs in Europe by 2081-2100. 
 
Figure 5.9 Exceedance probability of heatwave magnitude over 2041-2060 (left) and 2081-
2100 (right) relative to the baseline period (1986-2005), as calculated from all the ensemble 
members under (a, b) RCP8.5 (greenhouse gas increases (GHG)+aerosol reductions (AAs)), 
(c, d) RCP8.5_FixA (GHGs only) and (e. f) the contribution from aerosol reductions. 
5.7.2 Sensitivity of heatwaves to warming mechanism 
As both GHG increases and aerosol reductions result in future warming, one 
may ask whether changes in heatwave metrics are more sensitive to one or 
the other. This is important because the sensitivities can be useful to assess 
the impacts of different future mitigation strategies. This section examines the 
sensitivity of future changes in heatwave metrics per unit of global land 
warming. The sensitivities are calculated as the slope of the linear fit between 
annual mean heatwave metrics and global land mean temperature changes 
(Figures 5 10a-c). Note the fitting was performed for 2041-2060 and 2081-
2100 (Figures 5.10d-f) separately since these metrics increase exponentially 
with warming. The time evolution of these metrics together with other variables 
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used to examine the driving mechanisms of such changes are provided in 
Figure 5.11. 
 
Figure 5.10 Sensitivity of heatwave metrics to warming: scatterplots of changes (ensemble 
mean of annual mean) in land-only area-weighted mean heatwave (a) intensity (K), (b) 
duration (days event-1), and (c) magnitude (K*days) against global land mean surface 
temperature change. The sensitivity of changes in these metrics, derived as the slope of the 
linear fitting of the scatterplots in (a-c), are shown in (d-f) for the time period 2041-2060 and 
2081-2100, respectively. Also shown are changes in the annual mean of global area-weighted 
mean (g) monthly maximum temperature (TX, K), (h) cloud liquid water path (CLWP, g m-2), 
(i) shortwave cloud forcing (SWCF, W m-2), (j) monthly minimum temperature (TN, K), (k) clear-
sky shortwave radiation at top-of-the-atmosphere (SWCST, W m-2) and (l) longwave cloud 
forcing (LWCF, W m-2), all plotted against land area-weighted mean surface temperature 
change (K). All scatterplots are plotted separately for the period 2006-2080 (filled small dots) 
and 2081-2100 (large circles). The colour conventions are: red for RCP8.5 (GHGs + AAs), 
blue for RCP8.5_FixA (GHGs only) and magenta for aerosol reductions differentiated as 
RCP8.5-RCP8.5_FixA. 
Heatwave intensity scales relatively linearly with warming from both GHG 
increases and aerosol reductions (Figure 5.10a), yet the latter leads to a 
greater heatwave intensity increase than the former per unit of warming over 
both the two time periods (Figure 5.10d). In fact, the larger sensitivity to 
warming from aerosol reductions (as compared to GHG increases) stands for 
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all the three heatwave metrics during both time periods (Figures 5.10d-f). The 
following focuses on the time period 2081-2100 unless otherwise stated. Over 
the period 2081-2100, surface mean temperature changes related to aerosol 
changes (diagnosed as the difference between RCP8.5 and RCP8.5_FixA, 
see Figure 5.11a) tend to stabilize at around 0.8 K. However, over the same 
time period, heatwave duration related to aerosols continue to rise from ~1.2 
days in 2080 to 1.8 days by 2100 (Figure 5.11e). As a consequence, the 
sensitivity of heatwave duration to warming from aerosol reductions is two 
times that due to warming from GHG increases. Aerosol reductions result in 
changes in heatwave intensity (Figures 5.10a and 5.11d) and duration (Figures 
5.10b and 5.11e), in combination (but mainly due to changes in duration), lead 
the heatwave magnitude to increase exponentially with warming (Figure 
5.10c). This leads to an even larger (2.4 times that of GHG increases) 
sensitivity of heatwave magnitude to warming from aerosol reductions (Figure 
5.10f). 
The steepest parts of the aerosol-related curves in Figures 5.10a-c correspond 
to the time period when the aerosols are sufficiently low in the atmosphere 
(i.e., late 21st century in the RCP8.5 scenario), continuing aerosol reductions 
tend not to change mean temperature but increase heatwave magnitude 
exponentially. Because heatwaves are defined using TX and TN, it is 
interesting to examine if the larger sensitivity to aerosol reductions discussed 
above stems from changes in maximum (Figure 5.10g) and/or minimum 
(Figure 5.10j) temperatures. It can be seen aerosol reductions induced 
exponential TX changes that resemble the shape of the heatwave 
duration/magnitude relationship with temperature, while TN increases linearly 
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with warming. Therefore, it is the changes in TX that lead to dramatic increases 
in heatwave magnitude. This is particularly important over regions of the 
largest emission sources such as China, Europe, USA and. India (Figure 5.12). 
 
Figure 5.11 Time evolution (2006-2100) of annual mean of land-only mean: (a) monthly mean 
temperature (K); (b) monthly minimum temperature (K); (c) monthly maximum temperature 
(K); (d) annual mean heatwave intensity (K); (e) annual mean heatwave duration (days); (f) 
annual mean heatwave magnitude (K*days); (g) clear-sky shortwave radiation at surface (W 
m-2); (h) shortwave cloud forcing (W m-2); (i) longwave cloud forcing (W m-2); and (j) cloud 
liquid water path (g m-2). Red for RCP8.5 (left axis), blue for RCP8.5_FixA (left axis), and 
purple for the effects of aerosol reductions (right axis) derived as the difference between 
RCP8.5 and RCP8.5_FixA. 
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The following investigates if this is related to aerosol direct and/or indirect 
effects, by examining representative aerosol effect indicators: cloud liquid 
water path (CLWP, Figure 5.10h), shortwave cloud forcing (SWCF, Figure 
5.10i) clear-sky shortwave radiation at top-of-the-atmosphere (SWCST in 
Figure 5.10k), as well as longwave cloud forcing (LWCF, Figure 5.10l). Note 
that although cloud can be influenced by dynamic and thermodynamic 
processes (Rosenfeld et al., 2008; Yu et al., 2014), the strong linear correlation 
between changes in AOD and cloud forcing (an R2 of 0.93 for SWCF and 0.80 
for LWCF; Figure 5.13) demonstrates that the aerosol-induced changes in 
cloud microphysics are the main drivers of the additional cloud forcing 
changes. Clearly, when the aerosol reductions resulted in little change in mean 
warming by 2081-2100, both CLWP (Figure 5.10h) and SWCF (Figure 5.10i) 
show dramatic changes that significantly deviate from their linear correlations 
with warming during 2006-2081. In contrast, SWCST and LWCF continue to 
show a linear correlation with temperature changes that does not differ much 
between GHG increases and aerosol reductions (Figures 5.10k, l). Overall, 
these indicate the importance of aerosol-cloud interactions rather than the 
aerosol direct effect in increasing TX and thereby heatwave 
duration/magnitude in a dramatic way. Specifically, when aerosol loading is 
low by 2081-2100, mean temperature and TN tend to stabilize (Figures 5.11a, 
b). However, TX increases exponentially (Figures 5.10i and 5.11c), because 
of large changes in aerosol-cloud interactions. 
It is speculated that the exponential increases in TX and heatwave 
magnitude/duration due to aerosol-cloud interactions are related to the 
exponential relationship between aerosol radiative forcing, cloud microphysics 
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and aerosol loading as discussed by Wilcox et al. (2015). More specifically, 
when the aerosol loadings are sufficiently low, small changes in aerosols can 
lead to significantly larger responses in cloud droplet size and cloud albedo, 
compared to the behaviour when the aerosol loadings are high. These result 
in exponential increases in shortwave radiation reaching the surface (Figure 
5.10i) during daytime as well as a more unstable daytime atmosphere 
(because cloud lifetime and amount reduce as droplet size increases). 
Therefore, daytime temperatures increase and become more variable while 
nighttime temperatures are less influenced by aerosol-cloud interactions. 
Consequently, unlike mean temperature and TN, TX continues to increase. 
 
Figure 5.12 The same as Figure 10g, but for regional area-weighted mean of changes in 
monthly maximum temperature against global mean temperature: (a) Australia, (b) Brazil, (c) 
China, (d) Europe, (e) India, (f) Southern Africa, and (g) contiguous USA. 
Finally, for the same amount of mean warming, TX and heatwave duration 
increase dramatically due to aerosol reductions (Figures 5.10b, e), but this 
does not occur in the case of GHG increases. This suggests that aerosol 
reductions dampen the day-to-day TX variability. That is, the more variable the 
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TX is from day to day, the fewer the consecutive days with TX above TX95P, 
and vice versa. The dampening of temperature variability from aerosol 
reductions, by reducing the chances of intermittent cool days, would lead us to 
suffer more from persistent heatwaves. A physical explanation is that aerosol 
reductions may contract the Hadley cell (Allen and Sherwood, 2011) and shift 
the Northern Hemisphere Hadley branch and jet stream northward (Lucas et 
al., 2014; Rotstayn et al., 2014; Xu and Xie, 2015; Chemke and Dagan, 2018). 
In combination these effects dampen atmospheric variability over the tropics 
and extra-tropics; this has been explicitly demonstrated by Xu et al. (2015) 
using the same set of model simulations.  
 
Figure 5.13 The linear correlation between 550nm Aerosol Optical Depth and shortwave (left) 
and longwave (right) cloud forcing (W m-2), as differentiated by RCP8.5-RCP8.5_FixA. All 
values are ensemble mean of annual mean of the monthly mean of the area-weighted global 
mean. 
5.8 Discussion and conclusions 
A large body of literature has suggested that future GHG increases will very 
likely enhance the duration, intensity and frequency of heat extremes across 
the world (Meehl and Tebaldi, 2004; Lau and Nath, 2014; Russo et al., 2014; 
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Jones et al., 2015; Schoetter et al., 2015; Schär, 2016; Mishra et al., 2017; 
Mora et al., 2017). However, very little attention has been devoted to 
contrasting the roles of future GHG increases and aerosol reductions in future 
heatwave characteristic projections. A few studies have linked future aerosol 
reductions and increased temperature (or heat) extremes (Xu et al., 2015; 
Horton et al., 2016). However, their findings did not account for the duration of 
extreme temperature events, which is critical to properly characterizing a 
heatwave. 
In this study, making use of the LENS, the effects of both changes in GHGs 
and aerosols on changes in future heatwave characteristics are investigated. 
It is found that all the heatwave metrics—intensity, duration, frequency, total 
hot days and magnitude—increase during the 21st century, primarily in 
response to the long-term warming and with a minor contribution from future 
temperature variability changes. Note that these heatwave metrics are 
influenced by the local temperature variability, and should be used in 
combination to interpret more fully the characteristics of heatwaves. In 
addition, GHG increases will account for most of these changes while aerosol 
reductions will exert their impact especially over the Northern Hemisphere. 
However, given the same amount of warming, aerosol reductions are shown 
to increase the heatwave magnitudes in highly non-linear ways, through 
aerosol-cloud interactions. The various RCP scenarios have similar aerosol—
but different GHG—emission pathways (Lamarque et al., 2013). In particular, 
the lower GHG increases in other RCP scenarios compared to RCP8.5 may 
induce smaller changes in heatwave metrics. Therefore, aerosols are likely to 
play a more important role in future heatwave projections. Furthermore, these 
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heatwave metrics may differ under other future scenarios such as the shared 
socio-economic pathways in which the spatial patterns of emission reductions 
differ (Gidden et al., 2018). 
The overall minor contribution of changes in temperature variability to future 
heatwave changes indicates the importance of the choice of the baseline 
(1961-1990 in this case) in setting the threshold for identifying the occurrence 
of a heatwave. In addition, “present-day” is defined as 1986-2005. Choosing a 
later period (1996-2015) result in only very minor changes, and does not 
influence the conclusions. It is acknowledged that the analysis here is based 
on one model, and it is currently unknown if the projections of changes in 
heatwave metrics described above hold across models. Climate models 
represent background aerosols differently (Carslaw et al., 2013); these may 
lead to differences in the magnitude of the forced response to changing 
aerosols between models. This is particularly important in an already aerosol-
limited environment (Samset, 2018; Lewinschal et al., 2019), and may suggest 
that the non-linear responses in heatwave metrics to aerosol changes are 
model dependent. Therefore, further research, using similar methods, is 
needed to further assess the findings here. 
To summarize, the CESM1 indicates that major changes in anthropogenic 
aerosols over the coming century can have very significant impacts on future 
heatwaves through aerosol-cloud interactions. However, the caveat is that this 
might only be a reflection of the specific aerosol scheme in CESM1. In fact, 
there still are large uncertainties in our understanding of aerosol-cloud-
radiation interactions, leading to poorly-constrained and diverging aerosol 
schemes in present generation climate models (Wilcox et al., 2015; Lee et al., 
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2016; Seinfeld et al., 2016; Malavelle et al., 2017). Therefore, our present 
projection of future heatwaves, and perhaps other types of climate extremes, 
might have large uncertainties. However, given the detrimental impacts of 
changes in future heatwaves and to more effectively manage climate risks, this 
study calls the attention of the community to prioritize efforts in reducing 
uncertainties in aerosol-cloud-radiation interactions.
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6.1 Abstract 
The role of anthropogenic aerosols in future projections (up to 2100) of 
summertime precipitation and precipitation extremes over the Asian monsoon 
region is investigated, by comparing two sets of the Community Earth System 
Model (CESM1) large ensemble simulations (LENS) under the Representative 
Concentration Pathway 8.5 scenario (RCP8.5) and the corresponding scenario 
with aerosol fixed at 2005 levels (RCP8.5_FixA). The results suggest that the 
Asian monsoon region would become progressively warmer and wetter in the 
future under RCP8.5, while precipitation extremes will be significantly 
aggravated due to anthropogenic aerosol mitigation, particularly over East 
Asia. Specifically, aerosol reductions are found to shift the distribution of 
precipitation mean and extremes to larger values. For example, aerosol 
reductions would result in an increased likelihood of extreme precipitation 
(e.g., the maximum consecutive 5-day precipitation amount) and related 
disasters. Sensitivities of changes in mean and extreme precipitation indices 
to local warming from aerosol reductions are much larger than that from 
greenhouse gas increases. This is particularly important over East Asia in 
accordance with larger magnitudes of aerosol reductions compared to South 
Asia. Finally, by investigating the response of the climate system to aerosol 
changes, it is found that aerosol induced precipitation changes would be 
dominated by aerosol-radiation-cloud forcing over northern East Asia and 
aerosol forcing induced large-scale circulation anomalies over southern East 
and South Asia. 
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6.2 Introduction 
Asia, the world’s most populated and fastest developing region, has witnessed 
dramatic economic, urban and industrial growth and has been the world’s 
largest source of aerosols and their precursors over the last few decades (Li 
et al., 2016). The Representative Concentration Pathway scenarios (RCPs) 
(Riahi et al., 2007; Lamarque et al., 2011; Van Vuuren et al., 2011) project, to 
varying extents, a decline of anthropogenic aerosol and their precursor 
emissions worldwide over the coming decades, due to positive mitigation 
policies aimed at alleviating air pollution (Westervelt et al., 2015). In particular, 
significant aerosol reductions are expected over much of Asia due to stringent 
legislation. Since aerosols have long been found to significantly modulate 
climate locally and globally, it is important to understand and quantify whether 
precipitation extremes may change in response to future changes in aerosols. 
The availability of long-term global scale observations and improvements in 
climate modelling have allowed advances in our understanding of past 
changes of precipitation and precipitation extremes (Sen Roy and Balling, 
2004; Zhai et al., 2005; Orlowsky and Seneviratne, 2012; Singh et al., 2014; 
Zhou et al., 2014; Freychet et al., 2015; Dong et al., 2016; Freychet et al., 
2016; Wang et al., 2016b; Wang et al., 2017b). For instance, the enhancement 
of the hydrological cycle is suggested to lead wet (dry) regions to become 
wetter (drier) (Held and Soden, 2006; Tebaldi et al., 2006; Singh et al., 2013). 
This wet-get-wetter paradigm, especially valid in the zonal-mean sense, is 
projected to continue in the future in response to continued warming, 
especially over the Northern Hemisphere (Min et al., 2011; Sillmann et al., 
2013b; Sillmann et al., 2013c; Sillmann et al., 2013a). 
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Changes in precipitation and precipitation extremes have so far been attributed 
variously to both internal natural variability (Chung and Ramanathan, 2006; 
Qian and Zhou, 2014) and external forcings, including greenhouse gases 
(GHGs) and aerosols (Polson et al., 2014; Mascioli et al., 2016; Lau and Kim, 
2017; Ma et al., 2017). Changes in mean precipitation have been largely linked 
to the variation in the water vapour holding capacity of the atmosphere with 
global mean temperature in response to changes in a forcing agent – as 
specified by the Clausius-Clapeyron scaling, at a rate of 7% K-1. However, this 
thermodynamical control on precipitation changes is partially offset by a 
slowdown of the atmospheric circulation in order to satisfy global energetic 
constraints, resulting in a much smaller change per unit warming (1-3 % K-1) 
(Allen and Ingram, 2002; Wentz et al., 2007; Pendergrass and Hartmann, 
2014; O’Gorman, 2015; Burke and Stott, 2017). Precipitation extremes are 
mainly constrained by lower-tropospheric moisture availability and supply 
within individual weather systems that are more related to local-scale, short 
time period effects rather than the global-scale energy budget. Although 
precipitation extremes follow the Clausius-Clapeyron relation more closely 
than mean precipitation (Lin et al., 2016), deviations have been observed, 
including changes at a super-CC scaling, due to the influence of multiple 
thermodynamic and dynamic factors (Caesar and Lowe, 2012; Westra et al., 
2013). Besides, studies also claim that regional precipitation extremes scale 
more strongly with dew point temperature rather than absolute temperature, 
e.g., over India (Ali et al. 2017; Ali et al. 2018; Mukherjee et al. 2018). 
A number of studies have shown that aerosols have substantial impacts on 
precipitation and precipitation extremes (Ramanathan et al., 2005; Polson et 
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al., 2014; Sanap et al., 2015) via complex, and in some cases, competing 
mechanisms. For instance, increases in aerosols during the 20th century have 
been found to contribute remarkably to the decrease in the Northern 
Hemisphere precipitation (Polson et al., 2013); the meridional shift of the Inter-
Tropical Convergence Zone (Hwang et al., 2013), the weakening trend of the 
South Asian summer monsoon (Bollasina et al., 2011), the so-called summer 
“Southern-Flood-Northern-Drought” (SFND) pattern over the East China 
(Gong and Ho, 2002; Song et al., 2014; Deng and Xu, 2016; Li et al., 2016), 
as well as the shift of rainfall towards heavy mode over the East China (Ma et 
al., 2017). By investigating changes in temperature and precipitation extremes 
under different future emission scenarios, it was found that future GHG-
induced changes will be strongly exacerbated under global aerosol reductions 
(Sillmann et al., 2013a). In addition, aerosols are suggested to have competing 
influences which offset GHG effects at regional scales such as over North 
America (Mascioli et al., 2016). More recently, it was suggested that future 
aerosol reductions will lead to a significant increase in precipitation extremes 
over Asia (Wang et al., 2016b), a topic that is investigated further here. 
The extensive Asian Summer Monsoon (ASM)—spanning South Asia (SA), 
Southeast Asia, and East Asia (EA)—is essentially driven by the large-scale 
thermal contrast arising from the different heat capacities of land and ocean in 
response to the seasonal changes in solar radiation reaching the Earth's 
surface (Li et al., 2016). The ASM plays a significant role in large-scale climate 
variability over much of the globe, and monsoon precipitation is crucial for the 
socio-economic well-being and agriculture of billions of people. Despite recent 
advances in our understanding of aerosol-monsoon interactions, the extent to 
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which anthropogenic aerosols affect the monsoon and the underlying 
mechanisms are still largely uncertain. In particular, identifying the aerosol 
imprint on precipitation extremes is even more challenging. This chapter seeks 
to quantify the effect of anthropogenic aerosol reductions on future projections 
of summertime precipitation extremes over Asia using the LENS simulations 
(see Section 1.6). 
6.3 Data and methods 
In addition to the output from the LENS, observational datasets are used to 
evaluate the present-day model climatology. Daily precipitation from the Asian 
Precipitation Highly-Resolved Observational Data Integration Towards 
Evaluation (APHRODITE; Yatagai et al. (2012)) dataset at 0.5º × 0.5º 
resolution (interpolated to the model grid) was used to compute observed 
mean and extreme precipitation over Asia. APHRODITE is the only long-term 
(1951-onward) continental-scale product that makes use of a dense network 
of daily rain-gauge data for Asia (Yatagai et al., 2012). Additionally, LENS 
simulated mean surface air temperature and 850 hPa winds were compared 
to those from the NCEP/NCAR reanalysis (Kalnay et al., 1996) at 2.5º x 2.5º 
resolution. 
Given the complex interplay and the existence of major differences in the 
underlying mechanisms between the two main sub-components of the Asian 
monsoon, the South Asian and East Asian monsoons (Yihui and Chan, 2005), 
the analysis is performed separately for South (5º-30ºN, 65º-100ºE) and East 
(20º-50ºN, 100º-145ºE) Asia (Giorgi and Francisco, 2000), as defined in Figure 
6.1. Extreme precipitation is characterised by four indices chosen from those 
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defined by the Expert Team on Climate Change Detection and Indices 
(ETCCDI) (Alexander et al., 2006; Zhang et al., 2011), described in Table 6.1. 
This study focuses on the Northern Hemisphere summer (June-July-August, 
hereinafter JJA), when the monsoon is fully established over Asia (Wang, 
2006). All the precipitation indices are computed over JJA at each land grid-
cell for all the ensemble members of the two scenarios. To isolate aerosol 
effects, the difference between the mean of the two ensemble members are 
calculated, while their statistical significance is evaluated using the two-tailed 
student t-test. 
 
Figure 6.1 Surface air temperature (SAT, shadings, ℃) and 850 hPa winds (Winds850, arrows, 
m s-1), 1986-2005 summertime (June-July-August, JJA) mean over the Asia monsoon region 
(AMR, 5ºS-55ºN, 60ºE-150ºE) derived from (a) LENS ensemble mean, and (b) NCEP 
reanalysis. Boxes denote South Asia (SA, 5ºN-30ºN, 65ºE-100ºE) and East Asia (EA, 20ºN-
50ºN, 100ºE-145ºE) respectively. 
Future change of each precipitation index is calculated as an anomaly relative 
to the 1986-2005 mean baseline. Note that area-averaged quantities are 
computed by using land-only points. To produce time series of the index over 
South (SA) and East Asia (EA), each index is spatially averaged for each year 
of each ensemble member, and the ensemble median and spread (5th-95th 
percentiles) for each year are provided. To produce spatial anomaly maps, the 
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index in each grid-cell is annually averaged throughout the time interval (e.g., 
2031-2050) for each ensemble member. Then, the two ensemble sets of 
annually averaged maps (30 for RCP8.5 and 15 for RCP8.5_FixA) are used to 
calculate the statistical significance of the difference, and averaged across 
each set of ensemble members to produce the ensemble mean RCP8.5 and 
RCP8.5_FixA maps and their differences. 
Table 6.1 Definition of the precipitation indices used in Chapter 6, wet day is referred when 
daily precipitation ≥1 mm, the 95th percentile threshold is calculated from the 1961-1990 daily 
precipitations. All the indices are calculated over the Northern Hemisphere summer (June-
July-August, JJA). 
Acronym Name Brief definition Units 
PMEAN Mean precipitation  Mean of daily precipitation mm day-1 
RX5DAY Maximum consecutive 5-
day precipitation 





Count of days with 
precipitation ≥10 mm 
days 
CWD Maximum duration of wet 
spell 
Maximum number of 
consecutive wet days 
days 
R95P Amount of extreme 
precipitation 
Total of precipitation ≥95th 
percentile  
mm 
6.4 Model evaluation in reproducing precipitation 
extremes 
The performance of CESM1 in capturing climate extremes has been evaluated 
over the globe (Kharin et al., 2013; Sillmann et al., 2013b) and local regions 
such as China (Wang et al., 2016b). To provide a further indication of the 
performance of the LENS in reproducing precipitation extremes over the Asian 
monsoon region (AMR), the climatology fields and precipitation extremes 
derived from LENS are compared to observations/reanalysis during 1986-
2005. Figure 6.1 shows a comparison between observed and simulated JJA 
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surface air temperature and 850-hPa winds. LENS shows agreement with the 
reanalysis in capturing both the spatial pattern and the magnitudes of 
temperature as well as winds. The major monsoon trough over the South 
China Sea, the subtropical anti-cyclonic circulation with strong south-
westerlies from the Indian Ocean that converges over the South China Sea 
with the easterlies from the tropical Pacific, and also the higher latitude 
westerlies are all notable features well represented by CESM1. 
Figure 6.2 compares observed and simulated JJA mean and standard 
deviation of daily precipitation. Generally, both the climatological mean and 
variability are captured reasonably well by LENS, although when the model is 
averaged over the whole region it tends to produce overestimates. Such 
overestimates are most significant over the Himalayas-Tibetan plateau, 
southern India and Northeast China (Figures 6.2e, f). On the contrary, 
precipitation is underestimated over central India and a large proportion of 
South China. Quantitatively, a positive bias in mean precipitation of 0.95 mm 
day-1 (19%) and 1.56 mm day-1 (23%) is found over SA and EA, respectively; 
while the bias for precipitation variability is respectively 1.21 mm day-1 (14%) 
and 1.01 mm day-1 (12%). In addition, a comparison of historical changes 
(1986-2005 minus 1951-1970) in precipitation extremes between LENS and 
APHRODITE was carried out (Figure 6.3). There exist similarities between 
LENS and APHRODITE in capturing these historical changes, with significant 
differences though. It should be noted that detailed reproduction of observed 
changes in precipitation extreme indices is particularly challenging for a model, 
and some biases are inevitable and to be expected. Note that these findings 
are consistent with recent multi-model evaluations (Ashfaq et al., 2017), which 
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deemed CESM1 to be among the best performing models in simulating a 
number of features of the South Asian monsoon. 
 
Figure 6.2 Daily precipitation (mm day-1), 1986-2005 JJA (a, c) mean and (b, d) variability of 
derived from (a, b) APHRODITE, (c, d) LENS ensemble mean, and (e, f) the difference 
between LENS ensemble mean and APHRODITE. The APHRODITE data were interpolated 
to the LENS grid (0. 9 º×1.25º). 
Albeit incomplete, the above analysis shows that CESM1 captures the key 
climatological features of the Asian summer monsoon, which provides a solid 
foundation for using it to investigate precipitation changes and extremes. 
Figure 6.4 shows the precipitation extreme indices (RX5DAY, R10, CWD, and 
R95P) averaged throughout 1986-2005 for the ensemble mean of LENS as 
well as APHRODITE. In general, LENS can reproduce these indices well 
although some biases are found regionally. The probability distribution 
functions (PDFs) for these extreme indices over SA and EA throughout 1986-
2005, calculated from APHRODITE and the LENS ensemble members in 
Figure 6.4, demonstrate that LENS-simulated historical precipitation extremes 
generally agree with APHRODITE. However, LENS tends to produce slight 
overestimates. Furthermore, with the exception of CWD over EA, all of the four 
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precipitation extreme indices over EA and SA are greater than over the rest of 
the Asian continent. This indicates that at present EA and SA feature relatively 
more extreme precipitation compared to their surroundings. This is also noted 
by CMIP5 studies (Sillmann et al., 2013b) and observations (Alexander et al., 
2006). In summary, the above analysis indicates that the LENS is a viable tool 
to study precipitation extremes over the AMR. 
 
Figure 6.3 Comparisons of historical changes (1986-2005 minus 1951-1970) in precipitation 
extremes over the AMR. The changes are derived from (left) LENS ensemble mean, and 
(right) APHRODITE. 
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Figure 6.4 Comparison of 1986-2005 JJA extreme precipitation indices (a-d: RX5DAY (mm); 
e-h: R10 (days); i-l: CWD (days); and m-p: R95P (mm)), between LENS ensemble mean (first 
column) and derived from APHRODITE observations (second column). For definitions of 
indices, see Table 6.1. Third column (SA) and fourth column (EA) show probability density 
functions (PDFs, %) based on the spatially resolved data for each LENS ensemble member 
(grey lines), the ensemble mean (black line), and APHRODITE (red line), all at the model 
resolution of 0.9° x 1.25°). 
6.5 Future projections to 2100 
6.5.1 Changes in aerosol/precursor emissions and burdens 
The global and regional annual mean aerosol/precursor emissions and LENS 
simulated AOD changes have been discussed in Section 5.5. This section 
presents the summertime aerosol/precursor emission changes in Asia. Figure 
6.5 shows the time evolution (2006-2100) of summertime anthropogenic 
aerosol/precursor emissions under the RCP8.5 emission pathway together 
with the LENS simulated aerosol burdens over the AMR, EA and SA. Given 
the short aerosol residence time in the atmosphere, it is not surprising that 
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temporal changes in aerosol burdens closely follow those of emissions. As 
such, hereinafter discusses only aerosol burdens unless otherwise specified. 
 
Figure 6.5 Time evolution (anomalies relative to 2005) of JJA aerosol/precursor emissions 
(dotted lines, left axis, blue for black carbon (BC), green for organic carbon (OC), and red for 
sulphur dioxide (SO2), Mg s-1), and aerosol burdens (solid lines, right axis, blue for BC, green 
for OC, and red for sulphate (SO4) respectively, Tg) accumulated over land grid-cells of (a) 
AMR, (b) EA and (c) SA. The aerosol burdens shown are the difference between RCP8.5 and 
RCP8.5_FixA. The pink shadings from left to right highlight the time period 2031-2050 and 
2081-2100, respectively. 
Changes in sulphate aerosol (SO4) are the most pronounced in magnitude and 
differ between EA and SA. More specifically, SO4 over SA increases to peak 
around 2020-2040 and then declines steadily to below its 2005 level after the 
2050s. By 2100, the summertime SO4 burden over the AMR will have 
decreased by around 2.8 Tg (-67%) with the largest changes (1.4 Tg, -80%) 
arising from EA. The BC burden increases to peak around the 2010s in EA 
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and the 2050s in SA, then decreases relative to 2005 by around 0.12 Tg (-
52%) over the AMR and 0.08 Tg (-75%) over EA by the end of this century. 
The BC burden over SA, by comparison, increases by 0.01 Tg (+22%) up to 
2050 and then drops back to the 2005 level by the 2090s. Changes in OC tell 
almost the same story as BC throughout the century, except for a larger 
magnitude. Note the percentage changes are calculated relative to the 
simultaneous aerosol burdens simulated under RCP8.5_FixA. 
 
Figure 6.6 Difference in aerosol burdens (mg m-2) between RCP8.5 and RCP8.5_FixA, for (a, 
b) BC, (c, d) OC, and (e, f) SO4, as well as (g, h) 550-nm Aerosol Optical Depth (AOD), 
averaged throughout 2031-2050 (top) and 2081-2100 (bottom). 
The simulated differences, averaged over 2031-2050 and 2081-2100 
(highlighted by the pink shadings in Figure 6.5), of summertime BC, OC and 
SO4 burden, as well as the Aerosol Optical Depth at 550nm (AOD) over the 
AMR, are shown in Figure 6.6. These two time periods are selected to show 
contrasting aerosol effects. Relative to RCP8.5_FixA, while BC, OC and SO4 
are projected to decline over EA during 2031-2050, SA shows increases in all 
three aerosol species, with peak relative increases of 26% (BC), 23% (OC) 
and 32% (SO4) over the Indo-Gangetic plain. As a result, AOD differences 
between SA and EA up to 2031-2050 show changes with opposite signs, with 
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an average increase of 0.04 for SA and an average decrease of 0.06 for EA. 
By 2081-2100, the aerosol burden over EA is predicted to dramatically 
decrease. For SA, in comparison, increases in BC and OC can still be seen, 
whereas SO4 decreases slightly. The AOD pattern (Figures 6.6g, h), mostly 
attributable to sulphate aerosol, shows reductions over EA (-0.074 on average) 
and East China (well below -0.20) in particular, but relatively minor decreases 
over SA (-0.006 on average) by 2081-2100. 
6.5.2 Changes in precipitation and precipitation extremes 
The temporal evolution of projected changes in summertime surface air 
temperature, mean precipitation, as well as precipitation extreme indices under 
RCP8.5 and RCP8.5_FixA over EA and SA, are provided in Figures 6.7 and 
6.8 respectively. The spatial pattern of mean precipitation anomalies relative 
to the 1986-2005 climatology is presented in Figure 6.9, while Figure 6.10 
shows the spatial patterns of the aerosol-induced changes in the precipitation 
extreme indices averaged over 2031-2050 and 2081-2100. Under RCP8.5, 
where both GHGs and aerosols (Figures 6.5 and 6.6) change significantly, 
temperature increases rapidly with time, with a net warming by 2100 of up to 
+5.8 K over EA (Figure 6.7a) and +4.4 K over SA (Figure 6.8a). Accompanying 
the warming there is also an evident increase in mean precipitation, RX5DAY, 
R10 and R95P over both regions, whereas CWD increases in EA but 
decreases in SA. 
The following sections focus on the difference between RCP8.5 and 
RCP8.5_FixA to isolate the effects of aerosols on variations in mean and 
extreme precipitation indices. Over EA, the net warming (Figure 6.7a) 
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associated with aerosol reductions becomes progressively larger over time. In 
comparison, increasing aerosol loading over SA (Figure 6.5c and Figure 6.6) 
does not produce an appreciable temperature change before 2040 (Figure 
6.8a). This can be because the cooling induced by sulphate aerosol increases 
is quite limited and is offset by the warming due to increases in absorbing 
aerosols (BC mainly). From 2040 onward, however, the net warming due to 
aerosol reductions becomes evident over both SA and EA, although the latter 
features large model internal variability. Changes in mean precipitation 
(Figures 6.7b and 6.8b) show generally consistent trends with warming, but 
features a wide ensemble spread, especially over SA (Figure 6.8b). 
There are relatively larger model internal spreads in all precipitation indices 
compared to temperature, although statistics indicate that aerosol changes 
induce changes in mean and extreme precipitation indices that are significant. 
The relatively larger model internal spread in precipitation indices is related to 
the heterogeneous nature of the precipitation response while the seasonal 
mean temperature responses have a more uniform spatial structure. Notably, 
warming induced by aerosol reductions has a proportionally larger impact on 
mean precipitation than that induced by GHG increases. This can be clearly 
seen from 2060 onwards over both SA and EA. Over EA, the 1 K of warming 
from aerosol reductions by 2081-2100 is associated with a mean precipitation 
increase of approximately 0.5 mm day-1, whereas 4 K of warming from GHG 
increases results in the same amount of mean precipitation increase. As for 
SA, similarly, the 0.5 K of warming from aerosol reductions has the same 
effects on mean precipitation as 3 K of warming from GHGs. 
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Figure 6.7 Time evolution (anomalies relative to 1986-2005 mean), over EA, of spatially 
averaged JJA (a) surface air temperature (SAT, K), (b) precipitation mean (mm day-1), (c) 
RX5DAY (mm), (d) R10 (days), (e) CWD (days) and (f) R95P (mm), calculated for RCP8.5 
(red, 30 ensemble members) and RCP8.5_FixA (blue, 15 ensemble members). Solid curves 
indicate ensemble medians and shadings are 5th to 95th percentiles spread. Green stars 
indicate 95% (p-value ≤0.025) statistical significance of the ensemble differences. Grey 
shadings highlight the time periods 2031-2050 and 2081-2100. The black horizontal line 
indicates no changes. 
The spatial pattern of mean precipitation changes (Figure 6.9c) shows that, by 
2031-2050, aerosol reductions over EA lead mean precipitation to increase 
over a large proportion of Asia, whereas decreases are found over parts of the 
Himalayas-Tibetan Plateau. By 2081-2100, as shown in Figure 6.9f, greater 
magnitudes of mean precipitation increase over a larger proportion of the AMR 
in accordance with additional aerosol reductions can be clearly seen. This is 
most pronounced over Southeast and East Asia. Moreover, over Eastern 
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China under RCP8.5_FixA (Figures 6.9b, e), there exists an evident dipole in 
the mean precipitation featuring a precipitation decrease to the north and 
strong wetting to the south along with GHG induced warming. The dipole 
resembles the recently observed Southern-Flood-Northern-Drought (SFND) 
pattern (Yu et al., 2010) which was found to be largely related to aerosol 
changes (Jiang et al., 2013). However, this SFND pattern is substantially 
reduced under RCP8.5 (Figures 6.9a, d), especially by 2081-2100 (Figure 
6.9d), due to aerosol induced increases in mean precipitation (Figures 6.9c, f). 
Therefore, the results suggest that the SFND pattern might be alleviated with 
stringent emission controls adopted in the future. 
 
Figure 6.8 Same as Figure 6.7, but for SA. 
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Figure 6.9 Mean JJA precipitation (relative to 1986-2005 mean, mm day-1) under (a, d) 
RCP8.5, (b, e) RCP8.5_FixA and (c, f) their difference (RCP8.5 minus RCP8.5_FixA), 
averaged over 2031-2050 (top) and 2081-2100 (bottom). The dots in (c, f) denote the 95% 
statistical significance of the ensemble differences. 
Figures 6.7-6.9 show that, along with warming and mean precipitation 
increases because of aerosol changes, the associated changes in precipitation 
extremes become progressively more pronounced (with the exception of CWD 
over SA). Aerosol reductions lead RX5DAY to increase over a larger portion 
of the AMR from 2031-2050 (Figure 6.10a) to 2081-2100 (Figure 6.10b). Given 
that RX5DAY represents the maximum magnitude of heavy precipitation over 
a 5 day period, changes in RX5DAY can be used as a proxy for flooding and 
related hazards (Frich et al., 2002; Sillmann et al., 2013c). Therefore, changes 
in RX5DAY between RCP8.5 and RCP8.5_FixA suggest that heavy 
precipitation associated with natural disasters will be aggravated in the future 
with aerosol mitigations. 
Aerosol reductions increase R10 significantly over EA (Figure 6.7d) but 
relatively insignificantly over SA (Figure 6.8d) with time. Clearly, during 2031-
2050, there is a decrease in R10 over SA and the Tibetan Plateau but an 
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increase over EA (Figure 6.10c), while aerosols increase over SA but decrease 
over EA (Figures 6.6a-d). This suggests that aerosol increases can reduce the 
frequency of moderate-to-heavy (≥10 mm day-1) precipitation events. What is 
noteworthy is that SA is projected to undergo relatively small aerosol increases 
coinciding with insignificant R10 decreases whereas EA sees a significant R10 
increase associated with substantial aerosol mitigation. This suggests that R10 
is sensitive to aerosol changes. Moreover, by comparing Figures 6.9 and 6.10, 
it is clear that the aerosol induced changes in the spatial pattern of mean 
precipitation are very similar to that of R10. 
 
Figure 6.10 Same as Figure 6.9c, f, but for extreme precipitation indices: (a, b) RX5DAY (mm), 
(c, d) R10 (days), (e, f) CWD (days) and (g, h) R95P (mm) respectively, averaged over 2031-
2050 (left) and 2081-2100 (right). 
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GHG increases result in CWD not changing much over EA (Figure 6.7e) but 
decreasing over SA (Figure 6.8e). Changing aerosols, by comparison, lead 
CWD to increase over EA but have little influence on CWD over SA. In addition, 
spatial differences in CWD (Figures 6.10e, f) in general show opposite 
changes to AOD (Figures 6.6g, h), suggesting the sensitivity of CWD to 
aerosols. Furthermore, the total amount of extreme precipitation (R95P) 
increases significantly over both SA and EA with GHG induced warming, while 
aerosol reductions increase R95P significantly on top of GHG effects. 
Changes in precipitation extremes are primarily driven by shifts in mean 
precipitation (Figures 6.11a, c), which lead the frequency of R10 and R95P to 
increase, and hence result in significant changes in these precipitation extreme 
indices. In contrast, changes in precipitation variability have minor 
contributions (Figures 6.11b, d) over both regions. 
 
Figure 6.11 Probability distribution functions (PDFs) of area-weighted regional mean daily 
precipitation rate. Black for the baseline (1986-2005), red and blue for 2081-2100 under 
RCP8.5 and RCP8.5_FixA, respectively. The PDFs are computed using JJA precipitation rate 
from all ensemble members. The vertical dashed lines are the means of the distributions. The 
solid black lines are the 95th percentile thresholds derived from 1961-1990 historical data. The 
vertical green lines are the 10 mm day-1 thresholds used to define the precipitation index R10. 
The top row is for South Asia while the bottom row is for East Asia. The right-hand plots are 
the same as the left, but with the PDF distributions shifted so that the mean values are forced 
to be in the same place. 
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Figure 6.12 Percentage changes of (a, f) PMEAN, (b, g) RX5DAY, (c, h) R10, (d, i) CWD, and 
(e, j) R95P versus local surface warming over SA (left) and EA (right). Red for greenhouse 
gases (GHGs) plus anthropogenic aerosols under RCP8.5, blue for GHGs and black for 
anthropogenic aerosols only. Solid lines represent the gradients of changes derived through 
the least square fitting with p-value over 0.99. 
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Figure 6.12 displays PDFs of mean and extreme precipitation indices over SA 
and EA for the baseline time period (1986-2005), as well as their future 
projections under the two scenarios. The PDFs are calculated using all 
ensemble members to ensure robustness. Note that the further to the right the 
PDF distribution is shifted, the more extreme the precipitation indices. There 
are similarities between the shift of the PDFs of mean and extreme 
precipitation, with again an exception of CWD over SA. Because of GHG 
increases under RCP8.5_FixA, the PDFs are flattened, and the mean value is 
increased. With aerosol reductions included, the shift of the PDFs is further 
reinforced: the moderate events and the lower part of the distribution are 
weakened while the higher values are further enhanced. When compared to 
SA, the aerosol effects are more evident in EA – this is probably related to the 
larger aerosol reductions over EA by 2081-2100. 
As shown in Figure 6.7 and Figure 6.8, the temporal evolution of summertime 
mean precipitation and extremes is related to the magnitude of warming. 
Therefore, the following investigates the percentage changes, relative to the 
1986-2005 baseline, in spatially averaged precipitation indices in response to 
the warming over SA and EA. The gradients of the changes against warming 
are obtained by regressing percentage changes in precipitation indices to the 
net warming following Lin et al. (2016), using 95 pairs (2006-2100) of data. For 
each year, the ensemble mean net temperature and precipitation indices 
changes are firstly computed, and net changes as a result of aerosol changes 
are isolated by contrasting the two ensemble means. The net changes in 
precipitation indices are then converted into percentage changes with respect 
to the baselines (1986-2005) before regression. Note however that here the 
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net warming refers to local temperature increase rather than global as adopted 
by previous studies (Lin et al., 2016; Wang et al., 2016b). The scatterplots and 
least square fits are shown in Figure 6.13, and the gradients together with 
ensemble uncertainties are summarized in Table 6.2. 
 
Figure 6.13 Probability density functions (PDFs) of precipitation indices over (a-e) South Asia 
and (f-j) East Asia. Black for the baseline (1986-2005), red for 2081-2100 under RCP8.5, and 
blue for 2081-2100 under RCP8.5_FixA. The vertical dashed lines are corresponding means 
of the PDF distributions. The PDFs are computed using 20 years of all grid-point data from all 
ensemble members over each region. 
All the precipitation indices show a linear increase with warming from both 
GHG and aerosol forcing, with an exception of CWD over SA. In detail, the 
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gradient of the percentage change of mean precipitation does not differ much 
between SA and EA: 4.1 % K-1 (SA) and 4.2 % K-1 (EA) under RCP8.5, and 
2.9 % K-1 (SA) and 2.8 % K-1 (EA) due to GHGs. However, a stronger response 
of aerosol reductions alone over EA (8.8%) is found to be double that over SA 
(4.2%). Table 6.2 shows that aerosols play a stronger role than GHGs in 
modulating precipitation extremes over EA relative to SA. For instance, with 1 
K of aerosol reductions induced warming, there is an 11 % increase in 
RX5DAY over EA, double that due to 1 K of GHG-induced warming (5.3%). 
Similarly, over SA, RX5DAY increases by 11 % K-1 for aerosol-induced 
warming, but only 7.5 % K-1 for GHG-induced warming. 
Table 6.2 Least square fitted gradients of percentage changes of precipitation indices against 
local warming. All results are significant at 99% levels from the student t-test. Numbers inside 
brackets denote ensemble variabilities. 







RCP8.5 4.14 (0.33) 8.98 (0.54) 1.89 (0.33) -1.77 (0.33) 9.36 (0.51) 
GHGs 2.90 (0.45) 7.54 (0.90) 0.83 (0.51) -2.63 (0.54) 7.71 (0.81) 







RCP8.5 4.24 (0.27) 6.47 (0.33) 3.96 (0.33) 1.44 (0.39) 5.72 (0.30) 
GHGs 2.84 (0.39) 5.32 (0.57) 2.16 (0.51) -0.44 (0.72) 4.80 (0.51) 
AAs 8.80 (2.01) 10.56 (2.55) 9.72 (2.61) 7.95 (3.21) 8.69 (2.28) 
6.6 Response of the Asian summer monsoon 
The following section analyses and discusses the overall response of the 
Asian summer monsoon system, i.e., beyond precipitation, to aerosol 
changes, focusing on the two selected time periods (2031-2050 and 2081-
2100). Differences in cloud properties: low-level (surface to 850 hPa) cloud 
fraction (Figures 6.14a, b), vertically integrated cloud droplet number 
concentration (CDNC, Figures 6.14c, d), total grid-box cloud liquid water path 
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(CLWP, Figures 6.14e, f) and vertically averaged low-level cloud droplet 
effective radius (CDER, Figures 6.14g, h), are firstly examined. 
 
Figure 6.14 Changes in JJA cloud properties associated with changes in anthropogenic 
aerosols. Respectively, (a, b) low-level (below the model 850 hPa level) cloud fraction (Cloud, 
%), (c, d) vertically integrated cloud droplet number concentration (CDNC, 1010 m-2), (e, f) total 
grid-box cloud liquid water pathway (CLWP, g m-2), and (g, h) vertically averaged low-level 
effective cloud droplet radius (CDER, micron), averaged over 2031-2050 (left) and 2081-2100 
(right). The dots denote 95% statistical significance of ensemble differences. 
Despite some differences at sub-regional scales due to the multitude of small-
scale processes at play, all the above variables show consistent patterns of 
changes at the large scale. There is a larger magnitude decrease in cloud 
cover over a wider region by 2081-2100 (Figure 6.14b) compared to 2031-
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2050 (Figure 6.14a), due to larger aerosol reductions. Cloud changes are 
accompanied by a significant decrease in CDNC (Figure 6.14d, up to -60% 
over large parts of EA) and CLWP (Figure 6.14f, up to -30%). The above 
changes are suggestive of the overall importance of aerosol-cloud interactions 
in modulating the climate response over Asia: variations in aerosols result in 
concurrent changes in CDNC, with the ensuing cloud-lifetime effect further 
leading to consistent variations in CLWP. Note however that CDNC is also 
dependent on environmental conditions, especially the updraft velocity. More 
specifically, cloud condensation nuclei decreases lead to CDNC decreases 
because of reductions in cloud-active aerosols. With fewer cloud condensation 
nuclei, the conversion from cloud droplets into raindrops speeds up. These 
raindrops are precipitated efficiently, leading CLWP to drop substantially. 
Consequently, fewer cloud droplets are held in the clouds. The vertically 
average low-level CDER (Figures 6.14g, h), as might be expected, sees 
therefore broadly opposite trends to CDNC and CLWP, although some local 
inconsistencies exist. 
Variations in aerosol loading and cloud properties can be related to changes 
in radiation. Figure 6.15 displays changes in clear-sky shortwave flux at the 
surface (FSNSC, Figures 6.15a, b), the all-sky shortwave flux at the surface 
(FSNS, Figures 6.15c, d), and surface evaporation (Figures 6.15g, h). 
Changes in FSNSC show general opposite trends to AOD (Figures 6.6g, h). 
This is indicative of surface dimming from the aerosol direct effect. Aerosol-
cloud interactions, together with water vapour changes (Figures 6.14e, f), 
contribute to the difference between FSNS and FSNSC. For example, by 
2081-2100, there is a widespread significant positive difference between 
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FSNS (Figure 6.15d) and FSNSC (Figure 6.15b) over EA where a substantial 
aerosol reduction occurs under RCP8.5. That is, aerosol-cloud forcing, i.e., 
aerosol reduction induced decreases in low-level cloud fraction (Figures 6.14a, 
b) and CLWP (Figures 6.14e, f) and hence cloud albedo (not shown), results 
in more shortwave radiation reaching the surface. Furthermore, aerosol 
reductions lead to a significant increase in surface evaporation (Figures 6.15e, 
f). This to some extent shows spatial agreement with precipitation changes 
(Figure 6.9c, f). In fact, careful comparisons between changes in evaporation 
and changes in mean precipitation indicate that evaporation changes appear 
to explain the precipitation changes over northern EA. However, it was noted 
that the largest precipitation changes occur over Southeast Asia but the 
radiative forcing changes are over the northern part. This implies that 
precipitation changes over southern SA are driven by other factors such as 
changes in dynamics. 
Given the dominant role of atmospheric dynamics in the seasonal evolution of 
the Asian monsoon, an analysis of atmospheric circulation changes provides 
important insights into the fundamental mechanism governing the monsoon 
system. Figure 6.16 shows that aerosol forcing has a significant impact on the 
large scale monsoon circulation. By 2031-2050, a net warming of around +0.7 
K associated with aerosol reductions can be found over EA. In contrast, owing 
to continued aerosol increases over SA, the magnitude of warming over the 
Indian continent and the Northern Indian Ocean is relatively smaller, around 
+0.3 K (Figure 6.16a). The SLP anomaly (Figure 6.16c) features a strong 
anticyclone centred over Northwest India, developing as an adjustment to 
increased regional aerosols and the muted warming compared to the 
Impacts of anthropogenic aerosols on air quality, climate, and extremes 
Chapter 6  187 
neighbouring areas. This results in anomalous low-level north-easterlies over 
the Bay of Bengal and easterlies across Southern India, which obstruct the 
climatological south-westerlies from the Arabian Sea, and lead to anomalous 
moisture divergence (Figure 6.16e) over Eastern India and the Bay of Bengal. 
Over EA, the large reduction in aerosols leads to a pronounced land warming 
compared to the ocean to the south and east, strengthening the land-sea 
thermal contrast, and to a collocated SLP reduction, reinforcing the 
climatological SLP gradient. As a result, the low-level south-westerlies are 
enhanced, and are accompanied by anomalous surface moisture convergence 
over a large part of EA and the South China Sea. In summary, by 2031-2050, 
aerosol reductions over EA and increases over SA result in a stronger East 
Asian summer monsoon circulation but a weaker South Asian summer 
monsoon circulation. 
Atmospheric circulation changes are even more pronounced by 2081-2100, 
due to greater aerosol reductions over both SA and EA, thereby reversing and 
further continuing the trend during the first half of the 21st century, respectively. 
A distinct anomalous warming core, exceeding 1.5°C, is located between 
north-eastern EA and Japan, resulting in a large reduction in SLP and an 
anomalous lower-tropospheric cyclonic circulation and associated anomalous 
northerlies over the EA land. This, as shown in Figure 6.16f, impedes the north-
eastward march of the moisture flux from the South China Sea to the land, 
leading to anomalous moisture divergence over the North China Plain but 
anomalous moisture convergence over South China and Southeast Asia. SA, 
on the contrary, sees reinforced monsoonal circulation most evident over the 
Northern Indian Ocean and the Bay of Bengal, along with larger SLP increases 
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over the ocean than the land (Figure 6.16d). Moisture convergence anomalies 
over Southern India can also be seen. In summary, by the end of the century, 
with further aerosol reductions, the South Asian summer monsoon circulation 
is strengthened while the East Asian monsoon circulation is weakened. 
 
Figure 6.15 Changes in JJA radiative and evaporative fluxes associated with changes in 
aerosols. Respectively, (a, b) clear-sky surface shortwave radiation (FSNSC, W m-2), (c, d) all-
sky shortwave radiation at surface (FSNS, W m-2), (e, f) surface evaporation (mm day-1). 
The above analysis indicates an interplay between aerosol effects on clouds 
and radiation and atmospheric dynamics in determining the mean seasonal 
precipitation change over Asia. Specifically, over northern EA despite a weaker 
atmospheric circulation and moisture divergence anomaly, precipitation 
increases due to the impacts of aerosol-radiation-cloud interactions on 
precipitation processes by 2081-2100. Conversely, over SA and southern EA, 
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changes in precipitation by the end of the 21st century appear to be more 
directly linked to aerosol-induced changes in the large-scale circulation. This 
is supported by the enhanced moisture convergence anomalies which coincide 
well with changes in mean precipitation (compare Figures 6.9f with 16f), and 
insignificant changes in cloud features and radiation. 
 
Figure 6.16 Changes in JJA thermodynamic and dynamic fields associated with changes in 
anthropogenic aerosols. Respectively, (a, b) Surface air temperature (K), (c, d) sea level 
pressure (SLP, Pa, shadings) overlapped with Winds850 (m s-1, arrows), and (e, f) vertically 
integrated moisture convergence (mm day-1, shadings, positive for convergence) overlapped 
with 850 hPa moisture flux (g kg -1 m s-1, arrows). Note that SLP and circulation fields over the 
Tibetan Plateau are masked off. 
6.7 Discussion and concluding remarks 
Detecting the influence of aerosols on present-day precipitation extremes has 
proven to be a challenging task so far, critically limiting our confidence in 
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identifying the drivers of past variations in extremes and our ability to robustly 
project and understand future changes. Internal variability of the climate 
system associated with atmospheric circulation has been recognised as a 
major hindering factor, as variability makes it hard to detect a signal amongst 
the ‘noise’. Further, the Asian monsoon region is particularly sensitive to 
variations in precipitation, including extremes, due to the critical importance of 
precipitation for the agriculture and socioeconomic well-being of billions of 
people living there. Additionally, despite stringent emission controls in the near 
future, aerosols are likely to continue to play a major role in the coming 
decades over this region given the high present-day levels. 
In this work, the roles of anthropogenic aerosols in future summertime 
precipitation extremes over the AMR is investigated, by comparing ensemble 
simulations under the RCP8.5 scenario to those also under RCP8.5 but with 
fixed global aerosol/precursor emissions at 2005 levels. Note throughout the 
article such differences between RCP8.5 and RCP8.5_FixA are attributed to 
anthropogenic aerosol changes. Of course, the results can also be interpreted 
as the emergence of an underlying GHG signal as aerosols reduce, in the 
context that aerosols mask GHG effects in the present-day climate. The 
responses of cloud properties, radiative forcing, as well as thermodynamics 
and dynamics fields to aerosol changes were also investigated to elucidate the 
possible governing mechanisms. Key findings are: 
 Under the future RCP8.5 pathway following aerosol/precursor emission 
controls, we would expect a warmer and wetter climate over the Asian 
monsoon region, compared to the fixed 2005 aerosol scenario. 
Consequently, the drying trend of the Asian monsoon during the 
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historical period will be alleviated. Also, the recently observed 
“Southern-Flood-Northern-Drought” pattern over Eastern China will 
tend to reduce. 
 Aerosol mitigation will lead to more severe precipitation extremes, 
including an increased likelihood of heavy precipitation related disasters 
during summertime over both SA and EA, more heavy precipitation 
days; more extreme precipitation and lengthier periods of consecutive 
wet days. There is a shift in the PDFs of precipitation extremes toward 
higher values over land by 2081-2100, over EA in particular. 
 Aerosols induce much stronger responses in extreme precipitation 
indices compared to GHGs, for the same amount of local surface 
warming: almost double the effect, as also pointed out by related works 
(Samset et al 2018; Lin et al. 2016). This is speculated to be related to 
the higher aerosol efficiency than GHG in modulating solar radiation, 
surface energy fluxes, and cloud microphysics and dynamics, and 
hence induce stronger hydrological responses. Furthermore, the ratios 
between aerosol and GHG induced percentage changes of precipitation 
indices against local warming are larger over EA than SA. 
 Aerosols generate a large response not only over the emission regions, 
but also far away. A representative example is over southern EA where 
precipitation increases, while aerosol reductions are more limited to the 
northern EA. 
 The aerosol-induced imprint on precipitation changes appear to be 
mediated by different mechanisms over EA and SA, while aerosol-cloud 
interactions are the major contributor to the response over EA, 
atmospheric circulation changes dominate the response over SA.  
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It is shown that aerosol mitigations would increase precipitation in the future. 
This agrees with previous studies which concluded that the increasing 
anthropogenic aerosol forcing during the historical period, which was the 
dominant driver of the summer drying trend seen over the AMR, will be 
alleviated in the future with stringent aerosol/precursor emission legislations 
(Li et al., 2015). In general, the South Asian summer monsoon circulation sees 
a weakening trend when aerosols from SA increase during 2031-2050, but a 
strengthening trend when aerosols reduce during 2081-2100. However, the 
East Asian summer monsoon circulation is projected to be reinforced during 
2031-2050 with aerosol reductions, but weakened during 2081-2100 with 
additional aerosol reductions. The weakening of the East Asian summer 
monsoon circulation by 2081-2100 is driven by local thermodynamic and 
dynamic adjustments: the southward expansion of the Mongolia High towards 
northern China continent accompanying by an anomalous low over East and 
Northeast China and the adjacent oceans. This forces the Western Pacific 
Subtropical High (WPSH) to shift to south of the Yangtze River, and leads to 
the weakening of the East Asian summer monsoon circulation in northern and 
eastern land of China. This mechanism was also documented by previous 
studies (e.g., Huang et al. (2007); Zhou et al. (2009)). 
Here, aerosol effects are isolated, by comparing RCP8.5 and RCP8.5_FixA, 
under the assumption that aerosol effects can be linearly added to other forcing 
agents. However, the non-linear interactions between GHGs and aerosols 
should be carefully noted. Also, despite the dominant role of local aerosols in 
determining the local responses, there can also be contributions from remote 
aerosols. E.g., localised AOD changes may give rise to localised radiative 
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forcing, but these changes to the energy budget affect climate much more 
widely (Shindell and Faluvegi, 2009). Bollasina et al. (2014) found that local 
aerosols dominate precipitation changes over India while remote aerosols 
contribute as well over the late 20th century. Guo et al. (2015) indicated that 
remote aerosols contribute to changes in the large-scale background 
precipitation. In addition, this study is based upon only one model which has 
limitations in many aspects. For instance, the representation of aerosol effects, 
and especially the indirect effects. A caveat that needs to be clarified is that 
the cloud droplet lifetime effect in CAM5 has been recently questioned from 
observational evidence (Malavelle et al., 2017). This was further investigated 
by Zhou and Penner (2017) who found that the increase of the liquid water 
path in CAM5 is caused by a large decrease of the auto-conversion rate when 
cloud droplet number increases. As such, the conclusions should be 
interpreted in the context of the structural limitation of CESM1, although the 
large ensemble experiments do provide a solid framework to provide 
information on internal variability. 
To summarize, the CESM1 indicates that major changes in anthropogenic 
aerosols over the coming century are likely to have significant impacts on 
precipitation extremes over Asia, and will likely further enhance the rainfall 
changes brought about by continued GHG increases. These projections have 
large uncertainties, related to poorly constrained model representations of 
certain processes, with different mechanisms operating in different regions. 
Given the consequences of these projected changes for society, constraining 
these uncertainties will be crucially important. Therefore, careful studies on the 
interactions between future Asian aerosol/precursor emissions trajectories and 
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regional to large-scale climate dynamics are critical for effective climate risk 
management in this highly populated and vulnerable region.
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7.1 Thesis overview 
Anthropogenic aerosols play important roles in the Earth’s radiation balance 
and climate. Also, there are growing concerns about their impacts on human 
health and the environment. Our knowledge of aerosols, however, is still 
incomplete and largely uncertain. This thesis aims to enhance our 
understanding of aerosols, by providing a new holistic assessment of the 
impacts of anthropogenic aerosols on radiative forcing and climate, air quality 
and related socioeconomic outcomes, as well as climate extremes. 
This thesis makes use of the state-of-the-art Community Earth System Model 
(CESM1) at the nominal 1-degree resolution. A number of time-slice model 
experiments have been carried out for the period 1970-2010 that represents a 
particularly important period of changes in atmospheric composition and global 
mean climate. To start with, the effects of changes in each individual forcing 
agent including greenhouse gases (GHGs), anthropogenic aerosols, and 
ozone have been investigated. To further understand aerosol changes and 
impacts, the climate impacts of aerosol changes are explicitly quantified, 
focusing particularly on two major policy-relevant emission drivers (i.e., growth 
in energy use and advances in emission control technologies). Next, changes 
in air quality and their socioeconomic impacts have been assessed, attributing 
to the two above emission drivers, as well as climate change. 
With the climate impacts of 1970-2010 anthropogenic aerosol changes in mind, 
this thesis then turns to the future (2006-2100) under the Representative 
Concentration Pathway 8.5 (RCP8.5). The CESM1 large ensemble project 
(LENS) has been employed to examine the impacts of future aerosol 
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reductions on changes in climate extremes, focusing on heatwaves globally 
and precipitation extremes over Asia. The underlying mechanisms that drive 
the disproportionally larger impacts of aerosol changes on climate extremes 
(compared to GHG changes), for the first time, have been revealed. 
7.2 Summary of key findings 
The following is a summary of the major results/findings addressing the 
objectives and research questions outlined in Section 1.7. 
1. Time-slice model experiments have been carried out to diagnose 
the effective radiative forcing (ERF), and to examine the climate 
responses to 1970-2010 GHG increases, anthropogenic aerosol 
changes, tropospheric ozone increases, as well as stratospheric 
ozone depletion (Chapter 2). 
a. Once the present-day climate has reached equilibrium, both the 
global mean temperature and precipitation changes would be 
roughly twice as large as the transient 1970-2010 changes. 
b. Changes in temperature and precipitation are dominated by GHG 
increases globally. However, short-lived climate forcers (SLCFs, 
including aerosols and ozone) also have important impacts. For 
example, they are shown to have significant impacts on the 
amplified Arctic temperature responses, and the shift of the inter-
tropical convergence zone (ITCZ). 
c. Unlike GHGs, the temperature response can be of opposite sign to 
that of ERF for SLCFs at various regional scales. This is especially 
the case for aerosols and ozone, and suggests that ERF may not be 
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a useful metric for SLCFs, and needs to be used carefully for 
quantifying the climate effects of SLCFs. 
d. Increases in GHGs and tropospheric ozone enhance global mean 
precipitation and shift the daily precipitation distribution towards 
higher values. On the contrary, the overall aerosol increases and 
stratospheric ozone depletion suppress global mean precipitation 
and shift the distribution towards smaller amounts. 
e. Compared to the global scale, the impacts of SLCFs in changing the 
characteristics of the daily precipitation distribution is stronger over 
land. This is especially important for regions such as Asia and 
Europe where precipitation changes, and the frequency of heavy-to-
extreme precipitation, in particular, are dominated by changes in 
aerosols rather than GHGs. 
2. The ERF and climate response to 1970-2010 changes in 
anthropogenic aerosols have been explicitly investigated, 
focusing particularly on the impacts of the two major policy-
relevant emission drivers, namely growth in energy use and 
advances in emission control technologies (Chapter 3). 
a. Aerosol changes due to the above two drivers have significant and 
competing impacts on the global mean ERF and climate. Specifically, 
emissions from energy use generate a global mean aerosol ERF of 
-0.31±0.22 W m-2, and result in a global mean cooling (-0.35±0.17 
K) and precipitation reduction (-0.03±0.02 mm day-1). By contrast, 
the avoided aerosol-related emissions associated with advances in 
emission control technology generate a global mean ERF of 
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+0.21±0.23 W m-2, a global surface warming (+0.10±0.13 K) and 
precipitation increase (+0.01±0.02 mm day-1). 
b. Energy use growth dominates the 1970-2010 total net aerosol 
changes and impacts, particularly from and within Asia. In 
comparison, technology advances outweigh energy use growth over 
Europe and North America.  
c. Various intertwined nonlinear processes are related to aerosols’ 
effects, and the diagnosed aerosol forcing and effects must be 
interpreted in the context of experiment designs. This is particularly 
the case for black carbon (BC) whose impacts depend on the 
background concentration of soluble species such as sulphate.  
d. ERF is again found to be not useful for quantifying the effects of 
aerosols at regional scales, and may be open to misleading 
interpretations. Therefore, any climate metrics related to, or based 
on, aerosol ERF need to be used very cautiously. 
e. Future aerosol-related emissions have large temporal and spatial 
uncertainties associated with the above two policy-relevant 
emission drivers. This, together with a variety of nonlinearities and 
uncertainties in the effects of aerosols, implies even larger 
uncertainties in future climate projections and associated impacts. 
3. The full chemistry scheme (CAM5-Chem) is fully-coupled with 
CESM1 to examine 1970-2010 changes in air quality, attributing to 
both climate change and anthropogenic emissions. Changes 
associated with anthropogenic emissions in response to the two 
major policy-relevant drivers (i.e., energy use growth and 
technology advances) have been investigated. The impacts of air 
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pollution changes on human health, crop production and economy 
have been assessed (Chapter 4). 
a. The 1970-2010 changes in the global surface concentrations of air 
pollutants (i.e., PM2.5, O3, NOX and CO) are predominately driven by 
anthropogenic emissions. However, climate change contributes in a 
minor way (less than 10% of the total), which differ between different 
air pollutants. However, the mechanisms (e.g., changes in 
emissions, or chemistry) through which climate change affects the 
pollutants need to be further investigated. 
b. Growth in energy use competes with advances in emission control 
technology in changing global air quality. Also, emissions from 
energy use dominate over Asia while technology advances play an 
important role in Europe and North America. 
c. The 1970-2010 global mortality associated with PM2.5 is 1.7 (1.0-
2.4) million yr-1, with around 5-6% attributable to climate change 
induced air pollution changes, and 75% associated with emission 
changes due to energy use. The avoided emissions due to 
technology advances saved 0.9 (0.5-1.2) million lives globally 
associated with avoided PM2.5 exposure. 
d. The 1970-2010 global mortality associated with O3 is 86,000 (29,000 
-139,000) yr-1, with around 7-8% attributable to climate change 
induced air pollution changes, and 25% associated with emission 
changes due to energy use. The avoided emissions due to 
technology advances saved 13,000 (4,000 -22,000) yr-1 lives 
globally associated with avoided O3 exposure. 
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e. The 1970-2010 changes in surface O3 pollution leads to 166 million 
tonnes yr-1 of extra staple crop production loss (maize: 33; rice: 38; 
soybean: 22, and wheat: 73) that values 53 billion USD2010 yr-1. 
About 91% of the total economic loss is because of anthropogenic 
emissions. Regionally, the loss is greatest over China for all the 
staple crops, with a relative loss up to -21.2% for wheat. 
f. The 1970-2010 growth in energy use has led to a total crop 
production loss of 75 million tonnes yr-1 and an economic loss of 
22.7 billion USD2010 yr-1, explaining around half of the anthropogenic 
impacts. Technology advances, on the other hand, have led to a 
total crop production gain of 35 million tonnes yr-1 which is equivalent 
to an economic gain of 9.9 billion USD2010 yr-1. 
g. Global air quality and its impacts are largely under coordinated 
global policy intervention, offering policymakers chances to have 
significant influences on the future global environment. Also, the 
contrasts between Asia and developed regions of Europe and North 
America reveal the fact that country-level decision-making can exert 
significant regional impacts, yet the associated socioeconomic 
impacts can be seen globally. 
4. Using the LENS experiments, future changes in the characteristics 
of heatwaves under the RCP8.5 scenario at the global scale have 
been investigated. The relative roles of GHG increases and aerosol 
reductions have been quantified. The mechanisms through which 
aerosol changes have disproportionally larger impacts on 
changes in heatwaves have been revealed for the first time 
(Chapter 5). 
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a. All the heatwave metrics—intensity, duration, frequency, total hot 
days and magnitude—increase during the 21st century under the 
RCP8.5 emission pathway. 
b. Changes to heatwaves are similar in all seasons, and are driven by 
long-term warming, with only minor contributions from changes in 
future temperature variability. 
c. GHG increases will account for most of these changes. Aerosol 
reductions will contribute most strongly to changes in heatwaves in 
the Northern Hemisphere extra-tropics. 
d. Per unit of global mean surface warming, aerosol reductions, 
compared to GHG increases, lead to disproportionally stronger 
changes in heatwave characteristics, by changing daily maximum 
temperature through aerosol-cloud interactions. 
5. Also using the LENS experiments, future changes in summertime 
precipitation extremes under the RCP8.5 scenario in Asia have 
been investigated. The relative roles of GHG increases and aerosol 
reductions have been quantified. The impacts of aerosol changes 
on the Asian monsoon system have been examined. (Chapter 6) 
a. Following the future RCP8.5 emission pathway, the Asian monsoon 
region will get warmer and wetter. Consequently, the drying trend of 
the Asian monsoon during the historical period will be alleviated. 
Also, the recently observed “Southern-Flood-Northern-Drought” 
pattern over Eastern China will tend to reduce. 
b. Aerosol reductions will lead to further aggravated precipitation 
extremes over Asia, on top of the effects of GHG increases. This is 
particularly important over East Asia where there is an evident shift 
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in the probability distribution of precipitation extremes toward higher 
values by the end of the 21st century. 
c. Aerosols induce much stronger responses in precipitation extreme 
indices compared to GHGs, for the same amount of local surface 
warming: almost double the effect. 
d. The aerosol-induced impacts on changes in mean and extreme 
precipitation indices appear to be mediated by different mechanisms 
over East and South Asia. While aerosol–radiation–cloud 
interactions are the major contributor to the response over East Asia, 
atmospheric circulation changes dominate the response over South 
Asia. 
7.3 Significance and Implications 
This work, the first of its kind in many aspects, provides a new holistic 
assessment, and contributes to our knowledge, of the impacts of 
anthropogenic aerosols, by addressing a range of cutting-edge research 
questions. Firstly, for the first time to our knowledge, the equilibrium climate 
responses to the historical changes (1970-2010) in both GHGs and SLCFs 
have been investigated, focusing particularly on the differences between GHG 
and aerosol changes. Secondly, the impacts of aerosol changes due to past 
energy use growth and emission control technologies have been assessed at 
both the global and regional scales; the results provide important implications 
for both the scientific community and policymakers in the context of future 
climate changes and air pollution mitigations. Thirdly, this thesis provides an 
integrative assessment of the impacts of anthropogenic aerosols on climate, 
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air quality, human health, as well as the agriculture-related economy. Fourthly, 
the underlying mechanisms through which future aerosol reductions modulate 
future changes in climate extremes have been explicitly studied.  
The identified differences between transient and equilibrium climate responses 
imply that there are large amounts of additional warming and associated 
impacts yet to be seen, once the climate has fully-responded to past 
anthropogenic emission changes. This needs to be taken into account when 
developing long-term climate and environment strategies. The relative 
importance of SLCFs in changing present-day climate is very relevant for both 
understanding present-day climate changes and for future projections in the 
context of future climate changes and mitigations. Also, the assessment on the 
impacts of anthropogenic air pollution, particularly those associated with the 
two policy-drivers, have implications for future policymaking in terms of climate, 
environment, agriculture and public health. This offers policymakers significant 
influences on future global habitability. 
This thesis, as a whole, reveals that aerosols have significant impacts on 
global and regional climate that are very different from well-mixed GHGs. The 
concept of ERF has been shown not to be useful for quantifying the effects of 
SLCFs (i.e., aerosols and ozone), and may be open to misleading 
interpretation. This implies that any climate metrics related to, or based on, 
ERF must be interpreted with caution. Further, for aerosols, the results show 
that the diagnosed climate forcing and responses may be dependent on model 
experiment design and methods used. This provides caveats on interpreting a 
variety of climate model intercomparison projects, including the upcoming 
Aerosols and Chemistry Model Intercomparison Project (AerChemMIP; Collins 
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et al. (2017)) for the next Intergovernmental Panel on Climate Change 
assessment report (IPCC AR6). 
This thesis, for the first time, reveals that future aerosol reductions induced 
warming has disproportionally larger impacts on climate extremes (e.g., 
heatwaves) mainly through aerosol-cloud interactions. However, there are still 
large uncertainties in our understanding of aerosol-cloud-radiation interactions, 
leading to poorly-constrained and diverging effects related to aerosol schemes 
in present generation climate models. Therefore, our present projections of 
future climate extremes have large uncertainties (i.e., the magnitude, and even 
the sign, of extreme indices may vary substantially across climate models, 
because of differences in the representations of aerosol-cloud interaction, all 
the other factors being the same). Given the detrimental impacts of changes 
in future heatwaves and to more effectively manage climate risks, this thesis 
calls the attention of the community to prioritize efforts in reducing 
uncertainties in aerosol-cloud interactions. 
7.4 Limitation and future works 
A major limitation of this thesis is that the whole work is based on a single 
model, namely the CESM1, despite the fact that a number of ensemble 
simulations have been carried out and/or employed. The model has been 
evaluated thoroughly in the literature and in each research chapter regarding 
specific research questions. However, many processes in the model, 
especially those related to aerosols, still have a high degree of uncertainty. 
Some of these uncertainties should be particularly noted. First of all, CESM1 
(CAM5) has a relatively larger aerosol forcing compared to other Coupled 
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Model Intercomparison Project Phase 5 (CMIP5) models, likely due to the 
large cloud adjustments through cloud water path in MAM3 (Allen and Ajoku, 
2016; Malavelle et al., 2017; Zhou and Penner, 2017). Therefore, the 
estimated climate impacts due to aerosol changes using CESM1 (CAM5) are 
likely to be stronger than other CMIP5 models (Taylor et al., 2012). Secondly, 
some anthropogenic aerosol species (e.g., nitrate and ammonia aerosols) are 
not explicitly represented in MAM3. Although this is also the case for many 
other CMIP5 models (Bian et al., 2017), it may influence the results presented 
here, but is difficult to quantify with the current model configuration. Thirdly, 
there are still large uncertainties in background aerosol-related emissions (i.e., 
preindustrial aerosol load) that has great influences on estimates of aerosol 
radiative forcing and the subsequent impacts on climate (Wilcox et al., 2015; 
Regayre et al., 2018). Last but not the least, uncertainties in anthropogenic 
emissions (both spatially and temporally), and especially the aerosol-related 
emissions under future emission pathways, add further uncertainties in 
estimating their relative impacts. 
 In light of all the above, we underscore that all results and conclusions should 
be interpreted in the context of CESM1 (CAM5). Nevertheless, our findings are 
important in the sense that such model-dependent aerosol schemes need to 
be better understood and constrained in present generation climate models. 
These findings could be further developed/expanded in a variety of ways that 
form possible future research directions, including but not limited to: 
 As laid out above, the major results/conclusions may be model 
dependent, and need to be verified using as many other models as 
possible, while identifying the possible differences and reasons behind 
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differences. This would help understand the diversities and 
uncertainties in our present generation climate models, in terms of the 
representations of aerosols and related processes. Also, as described 
above, it is important to examine if the specific uncertainties related to 
aerosols in CESM1 (CAM5) are general across present generation 
climate models, and the same for the subsequent influences on the 
results presented here.  
 The conclusion that the diagnosed aerosol forcing and climate 
responses may be influenced by specific experiment design needs to 
be explicitly investigated. That is, explicitly designed sensitivity 
experiments are needed to further investigate in depth how different 
experiment designs may influence the diagnosed climate forcing and 
response to aerosols. A possible approach to consider is to make use 
of the upcoming AerChemMIP experiments (Collins et al., 2017). The 
specific research question should focus on the nonlinearities associated 
with aerosols in each model, and differences across models. 
 Given that various nonlinearities and uncertainties exist in aerosols’ 
effects, it is important to have a better understanding of where they 
come from, along the entire translation pathway from emissions to 
concentrations, to radiative forcing, and ultimately to climate responses. 
Specific research questions include the differences between aerosol 
species, the dependence on aerosol schemes in different models, as 
well as the possibility to simplify these processes into 
emission/concentration based metrics. Given that such metrics have 
recently been widely used and are appealing to decision-makers for 
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quick decision-making, it is crucially important to provide a 
comprehensive assessment of their validity. 
 In Chapters 2-4, a number of model experiments have been carried out 
and analysed. However, there are still many questions that can be 
addressed using these model experiments. Examples include but are 
not limited to, such as, climate extremes, the polar climate response, 
and the response of the Southern Hemisphere climate to stratospheric 
ozone. These model experiments will be shared (e.g., through JASMIN) 
with the wider research community, to promote more research ideas. 
Additionally, the importance of aerosol mixing ratios (especially, BC and 
sulphate aerosols) in the diagnosed aerosol radiative forcing and 
climate impacts (Chapter 3) needs to be further investigated by a range 
of sensitivity model experiments.  
 In Chapters 5 and 6, the impacts of future aerosol reductions on climate 
extremes are examined, and it has been found that the impacts may be 
dependent on the background concentration of both GHGs and 
aerosols. This could be further explained by looking at preindustrial 
times where the atmospheric abundance of both GHGs and aerosols 
are low. Also, this study looks at only one future emission pathway (i.e., 
RCP8.5), while future scenarios for aerosols have large temporal and 
spatial uncertainties (e.g., in the Shared Socioeconomic Pathways; 
Gidden et al. (2018)). Therefore, the results could be expanded under 
a variety of the SSP emission pathways, making use of the Scenario 
Model Intercomparison Project (ScenarioMIP; O'Neill et al. (2016)). 
 The finding that aerosol-cloud interactions play important roles in 
modulating climate extremes (Chapter 5 and 6) can be possibly verified 
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through sensitivity model experiments where the aerosol-cloud 
interaction schemes are carefully switched off. To save computational 
costs, the atmosphere-only model(s) experiments may be considered.
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Figure A1 The 1970-2010 anthropogenic aerosols changes induced changes in (a) sea level 
pressure (shadings, Pa) and 850 hPa winds (vectors, m s-1), (b) vertically-integrated total cloud 
(%), (c) surface net radiation (positive downward), and (d) surface albedo (%). 
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