The theoretical approach introduced in Part 1 is applied to a numerical example and to the case of yearly average precipitation estimation over the Veneto Region in Italy. The proposed methodology was used to assess the effects of parameter estimation uncertainty on Kriging estimates and on their estimated error variance. The Maximum Likelihood (ML) estimator proposed in Part 1, was applied to the zero mean deviations from yearly average precipitation over the Veneto Region in Italy, obtained after the elimination of a non-linear drift with elevation. Three different semi-variogram models were used, namely the exponential, the Gaussian and the modified spherical, and the relevant biases as well as the increases in variance have been assessed. A numerical example was also conducted to demonstrate how the procedure leads to unbiased estimates of the random functions. One hundred sets of 82 observations were generated by means of the exponential model on the basis of the parameter values identified for the Veneto Region rainfall problem and taken as characterising the true underlining process. The values of parameter and the consequent cross-validation errors, were estimated from each sample. The cross-validation errors were first computed in the classical way and then corrected with the procedure derived in Part 1. Both sets, original and corrected, were then tested, by means of the Likelihood ratio test, against the null hypothesis of deriving from a zero mean process with unknown covariance. The results of the experiment clearly show the effectiveness of the proposed approach.
Introduction
The analysis of the effect of parameter estimation uncertainty on the estimated Kriging variables proposed in Part 1 (Todini, 2001 ) was applied to the mean annual precipitation of the Veneto region in Northern Italy.
The complexity of the spatial phenomenon, which deals with precipitation influenced by orographic factors, does not warrant the a priori assumption of stationarity in the mean. Given the presence of a non-linear gradient of precipitation with elevation, digital elevation model data (with pixels of 1×1 km 2 ) were therefore used to eliminate this dependence.
The data used in this study consist of mean annual precipitation from 1961 to 1990, collected at 82 recording stations. The area bounded by Latitudes 45°01 ' and 46°34' N (approximately 172 km) and Longitudes 10°46' and 13°04' E (approximately 183.5 km) contains a suitably dense and well-distributed network of stations, as can be seen from Fig. 1 (which was produced by means of IDRISI, a widely used Geographic Information System (GIS) software (Eastman, 1992) ), where the 1×1 km 2 digital elevation model of the Veneto Region is shown together with the location of the rain-gauging stations.
As shown in Fig. 2 
The Kriging variables * z were thus obtained as the deviations from the mean drift:
and, for the sake of clarity, will be referred in the text as adjusted rainfall.
The distribution of the Kriging variables, although this property is not particularly stringent, as already discussed in Part 1, is very close to a Normal distribution, as can be seen from Fig. 3 with classes ranging between -400 to +400 mm.
Parameter estimation
Three theoretical semi-variogram models were tested: exponential, Gaussian and modified spherical, given in Eqns. (3), (4) and (5) respectively, to estimate the parameters of the structural model.
MODIFIED SPHERICAL
As discussed by Todini (2001) , the modified spherical model is used in this application instead of the more classical one of Eqn. (6) because it guarantees the continuity of the function, together with that of its first and second derivatives with respect to the parameters over the entire domain of existence, as it is required by Maximum Likelihood to be minimum variance (Kendall and Stuart, 1973 ).
SPHERICAL (6)
A first attempt at fitting the three models of Eqns. (3), (4) and (5) was made by using the ML estimator under the assumption of spatially independent cross-validation errors, as suggested by Samper and Newman (1989) and by Todini and Ferraresi (1996) .
The results of this parameter identification cannot be considered satisfactory. This is evident from Figs. 4a, 4b and 4c, where the estimated semi-variogram is compared to the average sampling values bounded by σ 2 ± limits, obtained for the different classes of distance, using the standard Kriging technique. This is obtained by dividing the maximum distance range between measurement points in distance classes (of equal length or of equal frequency of observations); the quantity 
then computed from each couple of points falling in the class and used for estimating the average value and its standard deviation in the class.
The results obtained show that, given that the crossvalidation errors are actually spatially correlated (de Marsily, 1986) , the assumption of independence does indeed affect the parameter and the semi-variogram estimates.
Much better results can be obtained using ML under the assumption of correlated cross-validation errors, as is seen in Figs good agreement between the estimated semi-variograms and their sampling estimates, although no least-squares fit was used on the semi-variogram ordinates. Table 1 shows the parameter values obtained as well as the classical Kriging statistics computed over the sample of the 82 cross-validation errors, namely the mean, the root mean square error, the re-scaled mean and the re-scaled variance; all the semi-variogram models reconstruct the spatial process with more or less the same statistical properties and variance. Therefore, the selection of the most appropriate model is, or may appear to be, reduced to a subjective choice.
In the approach proposed, the technique of estimating the parameters by fitting the semi-variogram to its sample estimates while using the variance of the cross-validation errors to select the model, has been reversed, leading to a more classical statistical technique. The model parameters are now estimated by applying ML to the distribution of the cross-validation errors, while the adequacy of the model must be checked on the divergence of the theoretical semivariogram obtained from its sample estimate. In other words, the assumption on a semi-variogram model is followed by the parameter estimation on the basis of the cross-validation errors and by a final acceptance-rejection test on the chosen model with the estimated parameter values retained as the null hypothesis.
This gives rise to the need to define an appropriate statistical acceptance-rejection test for the semi-variogram to account both for the empirical semi-variogram sampling errors and for the uncertainty of the theoretical semivariogram estimate induced by parameter estimation (Bogaert, 1999) . Nevertheless the selection of the most appropriate model falls beyond the scope of the present paper. Once the model has been selected, it can be introduced directly into the Kriging equations to estimate mean annual precipitation of the area under study and to determine the estimation error variance.
Figures 6a, 6b and 6c show the interpolated surface of the adjusted rainfall for the three models, namely 
Analysis of parameter estimation uncertainty
After determining the surface of the adjusted rainfall * z and the standard deviation of their estimation error using the three different semi-variogram models, the analysis of the effect of parameter estimation uncertainty was carried out along the lines described in Part 1. The bias corrections computed using the proposed methodology (Eqn. (13) in Todini, 2001) for the three models mentioned above are given in Figs. 8a, 8b and 8c, while the increase in the standard deviation of the estimation error (obtained by means of Eqn. (14) in Todini, 2001 ) is plotted in Figs. 9a, 9b and 9c. Finally the bias corrected adjusted rainfall values are given in Figs. 10a, 10b and 10c. To complement the areal spread information, Table 2 gives the minimum and maximum values obtained for the different quantities.
Prior to bias correction all the models give similar results The distribution of the standard deviations is also very similar, with again more smoothness shown by the Gaussian model. The standard deviations vary from 115 to 181 mm for the exponential, from 120 to 178 for the Gaussian and from 115 to 170 mm for the spherical. Figures 8a, 8b and 8c show that all the models are biased, as was anticipated in Part 1, and the bias tends to be larger on the edges because the variance is larger. The range of the bias of the Gaussian model is quite small (from -19 to 29 mm) when compared to that of the exponential (from -45 to 79 mm), and of the spherical (from -121 to 100 mm), (see Table 2 ), particularly if the scale of the bias is compared to the estimated deviations: the bias for the spherical model reaches almost half of the signal's standard error. An increase in standard deviation as calculated from Eqn. (14) of Todini (2001) is observed, but is relatively modest, particularly for the Gaussian model. The maximum increase is 37 mm for the exponential model, but most of this increase is smaller than 5 mm (Fig. 9a) . The maximum is of 8.5 mm for the Gaussian (Fig. 9b) and reaches 28 mm for the spherical (Fig. 9c) , but again in this last case, most of the increase is smaller than 2 mm. This paper does not deal with the model selection problem but, in the light of the results obtained , model selection is extremely important because of its strong conditioning of the bias corrected results. To illustrate the final results and provide a basis for the numerical experiment, the exponential model was selected subjectively because it provided a larger bias than the Gaussian and the largest increase in standard error. Consequently, Fig. 11 shows the reconstructed field of yearly average rainfall over the Veneto region in Italy, with a standard deviation field given in Fig. 12 .
The numerical experiment
As pointed out in Part 1, the Kriging estimates at a point can be demonstrated to be unbiased if the true model and its parameter values are known; if one has to choose the model and/or has to estimate the model parameters, this property does not hold as shown in the previous section, with a resulting small increase in the variance and mainly the introduction of a relatively large bias. While the effect of model selection, shown to be important in the Veneto Region example, will be dealt in a successive work, this paper focuses on the effect induced by parameter estimation.
To assess statistically the validity of the proposed bias correction, the following numerical experiment was set up. One hundred sets of 82 "adjusted rainfall observations" were extracted, at the same locations of the Veneto case study, from the following Gaussian process: (Todini, 2001) , thus producing two samples of 82x100 cross-validation errors. Each of the two samples was then tested against the null hypothesis of deriving from a zero mean multivariate process with unknown covariance. Given that the cross-validation errors are not independent, as previously discussed, the Likelihood Ratio Test (LRT) was considered the most appropriate (Mardia et al., 1979) . Under the null hypothesis of zero mean and unknown variance (Hotelling one-sample T 2 test), the quantity ( ) − has a Fisher F p,n-p distribution. Table 3 shows the results of the test at the 90 and 95% levels based upon an F 82,18 . As one can clearly observe, while the test on the "conventional" cross-validation sample is highly unlikely, there is no evidence to reject the null hypothesis either at the 10 or 5% levels, thus validating once more the proposed approach.
Conclusions
The theoretical approach to assess the effect of parameter estimation uncertainty in ordinary Kriging presented in Part 1, which was shown to produce a bias and an increase in estimation variance, was used to analyse the behaviour of three semi-variogram models by means of yearly precipitation data over the Veneto region in Italy.
The numerical results are coherent with what were anticipated in the theoretical development; namely that the parameter estimation uncertainty introduces a bias, which can be relatively large depending upon the non-linearity of the model used, and an increase in variance of the errors of estimate.
Finally, given the strong dependence of the bias and the increase in variance on the model used, it is felt that there is an urgent need for the development of an objective acceptance or rejection test on the basis of the ML estimated semi-variogram taking into account on the one hand the uncertainty induced by the parameter estimates and, on the other hand, the sampling distribution of the empirical semivariogram estimate. 
