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1. INTRODUCTION
w xLet n, m, N g N be given with N G 2. By the interval a, b we always
 4mean the interval of integers a, a q 1, . . . , b y 1, b . Thus, denote J [
w x U w x0, N and J [ 0, N q 1 . By I, resp. 0, we denote the identity matrix,
Ž .resp. the zero matrix or column will be clear from the context , of the
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corresponding dimension. Consider the following discrete optimal control
problem
N¡
minimize F x , u [ K x q g k , x , u ,Ž . Ž . Ž .ÝNq1 kq1 k
ks0~ PŽ .
D x s f k , x , u , k g J ,Ž .k kq1 k¢x s a, w x s 0.Ž .0 Nq1
Here g, f , K, w are given functions,
x : JU “ R n , g : J = R n = R m “ R, w : R n “ R r , r F n ,
u: J “ R m , f : J = R n = R m “ R n , K : R n “ R,
and a g R n is a given vector. We always consider the gradient =F of a
real valued function F to be the row of the corresponding size.
Ž .The difference equation in P is called the equation of motion and the
Ž .pair x, u satisfying this equation on J and the boundary conditions
Ž . Ž U . Ž .x s a, w x s 0 is called feasible on J . A feasible pair x, u isÃ Ã0 Nq1
Ž . Ž .called a weak local minimum for P if for some e ) 0, x, u minimizesÃ Ã
Ž . Ž . < < UF x, u over all feasible pairs x, u satisfying x y x - e , k g J , andÃk k
< < < < su y u - e , k g J, where ? is any norm in R , s s n, m.Ãk k
One direction of this paper is to derive the accessory problem as well as
the theory of conjugate points for general discrete optimal control problem
Ž . mP with the control set U [ R . This subject evokes the linear quadratic
problem and its linear self-adjoint Hamiltonian system
Dh s A h q B q ,k k kq1 k k
HŽ .
TDq s C h y A q , k g J .k k kq1 k k
w xAs noted in 1, Section 3 , in order to obtain a self-adjoint Hamiltonian
system for the linear quadratic problem, one needs to consider shifting the
w xstate variable with respect to control; see also 2 for discrete variational
problems. Generalizing this idea to a nonlinear setting, we have proposed
the above-stated general discrete optimal control problem. Note that the
dynamics considered is equivalent to the ones used by Lewis and Syrmos
w x w x15, Chapter 2 or by Boltyanskii 11, Chapter V
x s d k , x , u , k g J ,Ž .kq1 k k
with d invertible. This invertibility condition is inevitable in order tox
w xobtain a Hamiltonian system out of the results in 15, p. 32 . Hence, the
treatment in this paper of the nonlinear problem incorporates all the other
forms.
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Throughout the paper we will use the following assumptions:
¡For all k g J , g k , ? , ? and f k , ? , ? are continuouslyŽ . Ž .
differentiable ;~ A1Ž .for all k g J , I y f k , ? , ? is invertible; and K , w areŽ .x¢continuously differentiable .
¡For all k g J , g k , ? , ? and f k , ? , ? are twice continuouslyŽ . Ž .
differentiable ;~ A2Ž .for all k g J , I y f k , ? , ? is invertible; and K , w are twiceŽ .x¢continuously differentiable .
For the special case of the discrete calculus of variations, that is, when
Ž .the function f k, x, u s u on its domain, the second variation of the
Ž . w xcorresponding problem P was derived in 13 and the accessory problem
was obtained. This latter is also a discrete calculus of variations problem
but with quadratic functional and with minimum value equal to zero.
However, the derivation of the accessory problem for the optimal control
Ž .problem P is to our knowledge an open question.
Intensive studies have been conducted for the special case when the
Ž .data K and g are quadratic and the function f is linear in x, u . In this
Ž .case, it is known that a self-adjoint Hamiltonian system H is naturally
Ž . w xassociated to P . In 6 , by means of the generalized zeros concept, Bohner
defined the notion of disconjugate Hamiltonian system. This notion alone
characterizes the positivity of the quadratic functional with fixed endpoints
Ž w x.state constraints see 6, Theorem 2 . When one or more endpoints vary, it
is shown in the same paper that disconjugacy alone is not enough but an
extra condition is needed for this case to characterize the positivity of the
quadratic functional. However, in the continuous-time setting, it is known
Ž w x.see 16, Theorem 2.1 that by extending the definition of ``generalized
zeros to the variable final endpoint case, the positivity of the quadratic
functional is completely characterized by this concept of ``conjugate points.''
w xIn 17, Theorem 6.1 , it is shown that in this continuous-time setting, the
nonexistence of such conjugate points is in fact necessary for the optimal-
ity in the nonlinear optimal control problem. This result was obtained by
defining the concept of conjugate point for the associated accessory
problem and by showing that the existence of such points contradicts that
the minimum value of the accessory problem is zero. However, in the
discrete-time case and when the endpoints of the state are not both fixed,
a notion parallel to such concept of disconjugacy was never introduced,
and second-order necessary conditions for optimality in the nonlinear
Ž .problem P were never developed. This latter question is the same as
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deriving necessary conditions for the nonnegativity of a quadratic func-
tional. Such type of results that are known to be fundamental for the
Ž w x.continuous-time optimal control theory see, e.g., 12, 18 , would play an
analog role if they could be derived for the discrete setting.
The purpose of this work is to positively answer the above-raised
questions. The paper is divided as follows. In Section 2 we recall the
first-order weak optimality condition obtained through the Pontryagin
maximum principle, and we introduce the notion of M-controllability. In
Section 3 we characterize the set of feasible directions which produce
Ž .feasible families for the problem P . The characterization in Section 3 is
crucial for the derivation of the accessory problem obtained in Section 4. In
Ž .Section 5 we derive several necessary conditions for optimality in P by
means of the development of necessary conditions for the nonnegativity of
a quadratic functional that alludes to the accessory problem. The first
Žresult is in terms of the positivity of the partial quadratic sum see
.Theorem 4 . Then, we introduce the notion of conjugate inter¤al to N q 1
w .and we show that the nonexistence of such intervals in 1, N q 1 is
Ž .necessary for the nonnegativity of the quadratic functional Theorem 5 .
Another necessary condition is given in Theorem 6 and it is in terms of a
conjoined basis with appropriate endpoint and rank conditions. We also
show via a numerical example why a definition parallel to the one known
in the continuous-time setting would be insufficient in our discrete-time
setting. The result given by Theorem 7 presents necessary conditions
expressed in terms of the Riccati equation with appropriate endpoint and
rank conditions. The last necessary condition is presented in Theorem 8
and evokes the projection of a tridiagonal matrix on the controllability
matrix. This result is closely related to the discrete form of the Legendre
Ž .necessary condition see Corollary 2 .
2. PRELIMINARY RESULTS
In this section we state the weak version of the Pontryagin maximum
principle corresponding to the nonlinear discrete optimal control problem
Ž .P . This result is obtained as a direct translation to our setting of theorem
w x43.1 of 11, p. 342 . Such translation requires a special care of the notation.
We also introduce in this section the notion of M-controllability.
Ž .Remark 1. The assumption that I y f k, x, u be invertible for allx
k g J corresponds to the solvability of the equation of motion with respect
to x . Thus, denote this solution by w: J = R n = R m “ R n, i.e.,kq1
D x s f k , x , u , k g J , iff x s w k , x , u , k g J . 1Ž . Ž . Ž .k kq1 k kq1 k k
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Ž .If A1 holds, the function w has gradients
y1w k , x , u s I y f k , x , u , k g J ,Ž . Ž .x k k x kq1 k
2Ž .
y1w k , x , u s I y f k , x , u f k , x , u , k g J .Ž . Ž . Ž .u k k x kq1 k u kq1 k
Ž . Ž .THEOREM 1 discrete weak Pontryagin maximum principle . Let A1
Ž . Ž U . Ž .hold. Let x, u be any feasible pair on J . In order that x, u be the
Ž .optimal solution of P , it is necessary that there exist a real number l G 0, a0
¤ector g g R r, and a parameter p: JU “ R n satisfying the following condi-
tions:
Ž . < < 5 5 5 5i normality condition: if l s 0, then g q p / 0, where ? is0
5 5 Nq1 < < 2 < <any norm in the parameter space, e. g., p [ Ý p , and ? is the usualks0 k
norm in R s, s s n, r,
Ž . T Ž . T Žii the adjoint equation: yD p s l g k, x , u q f k, x ,k 0 x kq1 k x kq1
.u p , k g J,k k
Ž . T Ž . T Ž .iii the stationarity condition: l g k, x , u q f k, x , u p0 u kq1 k u kq1 k k
s 0, k g J,
Ž . T T Ž .iv the trans¤ersality condition: p s M g q l =K x , whereNq1 0 Nq1
M [ =w x . 3Ž . Ž .Nq1
If l / 0, then we may take l s 1.0 0
Ž . wProof. We reformulate our problem P in terms of the notation of 11,
xChapter V
Nq1¡
0minimize T x , ¤ ’ h k , x , ¤ ,Ž . Ž .ÝF ky1 k
ks1 X~ PŽ .w xx s h k , x , ¤ , k g 1, N q 1 ,Ž .k ky1 k
U¢x g M , k g J ,k k
where
w x¤ [ u , k g 1, N q 1 ,k ky1
0 w xh k , x , ¤ [ g k y 1, w k y 1, x , ¤ , ¤ , k g 1, N ,Ž . Ž .Ž .
h0 N q 1, x , ¤ [ g N , w N , x , ¤ , ¤ q K w N , x , ¤ ,Ž . Ž . Ž .Ž . Ž .
w xh k , x , ¤ [ w k y 1, x , ¤ , k g 1, N q 1 ,Ž . Ž . 4Ž .
M [ Ker W , W : R n “ R rk , r F n , k g JUk k k k
W x s x y a, r [ n , W x [ w x , r [ r ,Ž . Ž . Ž .0 0 Nq1 Nq1
w xW x ’ 0, r [ 0, k g 1, N .Ž .k k
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Ž X X .All the other spaces and cones like U , V , Q , P , S , Q , L appearingk k k k k k k
w x n Ž .in 11, Theorem 43.1 are equal to R . Then for the process x, ¤ being
XŽ .optimal for P , it is necessary that there exist a real constant l F 0 and0
n n rw xvectors c : 1, N q 1 “ R , m g R , g g R , such that for the Hamilto-
Ž .nian H k, x, ¤ defined by
0 TH k , x , ¤ [ l h k , x , ¤ q c h k , x , ¤Ž . Ž . Ž .0 k
Ts l g k y 1, w k y 1, x , ¤ , ¤ q c w k y 1, x , ¤ ,Ž . Ž .Ž .0 k
w xk g 1, N q 1 ,
the following conditions are satisfied:
Ž . w xa If l s 0, then either c for some k g 1, N q 1 , or m, or g is0 k
nonzero.
Ž . w x T Ž .b For all k g 1, N , we have c s H k q 1, x , ¤ .1 k x k kq1
Ž . T Ž . T Ž .b H 1, x , ¤ q =W x m s 0.2 x 0 1 0 0
TŽ . Ž .b c s =W x g .3 Nq1 Nq1 Nq1
Ž . w x T Ž .c For all k g 1, N q 1 we have H k, x , ¤ s 0.¤ ky1 k
To interpret the above equations, we calculate the gradients H , H : herex ¤
w xk g 1, N ,
0 TH k , x , ¤ s l h k , x , ¤ q c h k , x , ¤Ž . Ž . Ž .x 0 x k x
Ts l g k y 1, w k y 1, x , ¤ , ¤ q cŽ .Ž .0 x k
= w k y 1, x , ¤ ,Ž .x
TH N q 1, x , ¤ s l g N , w N , x , ¤ , ¤ q cŽ . Ž .Ž .x 0 x Nq1
ql =K w N , x , ¤ w N , x , ¤ ,Ž . Ž .Ž .0 x
0 TH k , x , ¤ s l h k , x , ¤ q c h k , x , ¤Ž . Ž . Ž .¤ 0 ¤ k ¤
Ts l g k y 1, w k y 1, x , ¤ , ¤ q cŽ .Ž .0 x k
= w k y 1, x , ¤Ž .¤
q l g k y 1, w k y 1, x , ¤ , ¤ ,Ž .Ž .0 ¤
TH N q 1, x , ¤ s l g N , w N , x , ¤ , ¤ q cŽ . Ž .Ž .¤ 0 x Nq1
ql =K w N , x , ¤ w N , x , ¤Ž . Ž .Ž .0 ¤
q l g N , w N , x , ¤ , ¤ .Ž .Ž .0 ¤
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Tw x Ž .Set p [ yc , k g 1, N and p [ yc y l =K x , l [k k Nq1 Nq1 0 Nq1 0
TŽ .yl , g [ yg . Then directly from b , the equality p s M g q0 3 Nq1
T Ž . Ž .l =K x follows. Condition b then implies0 Nq1 1
T T w xp s w k , x , ¤ l g k , x , ¤ q p , k g 1, N .Ž . Ž .k x k kq1 0 x kq1 kq1 kq1
5Ž .
n Ž .Define p g R by the above formula at k s 0. Then b implies p s m,0 2 0
Ž . Ž . Ž . Ž .so that a becomes i in the theorem. Moreover, using Eqs. 2 and 4 ,
we obtain
yD p s l gT k , x , u q f T k , x , u p , k g J .Ž . Ž .k 0 x kq1 k x kq1 k k
Ž . Ž . Ž . Ž .Finally, to prove iii , we have for k g J, by Eqs. 2 , 4 , and 5 ,
0 s yH T k q 1, x , ¤Ž .¤ k kq1
T T Ts w k , x , ¤ l g k , x , ¤ q p q l g k , x , ¤Ž . Ž . Ž .¤ k kq1 0 x kq1 kq1 kq1 0 ¤ kq1 kq1
s wT k , x , ¤ wTy1 k , x , ¤ p q l gT k , x , ¤Ž . Ž . Ž .¤ k kq1 x k kq1 k 0 ¤ kq1 kq1
s l gT k , x , u q f T k , x , u p .Ž . Ž .0 u kq1 k u kq1 k k
The proof is complete.
Remark 2. The Pontryagin Hamiltonian H corresponding to problem
Ž .P is defined to be
H k , x , u , p , l [ pT f k , x , u q l g k , x , u , k g J .Ž . Ž . Ž .0 0
Ž . Ž .Conditions ii and iii of the above theorem, and the equation of motion,
can be formulated in terms of H respectively as
yD p s H T k , x , u , p , l , H T k , x , u , p , l s 0,Ž . Ž .k x kq1 k k 0 u kq1 k k 0
D x s H T k , x , u , p , l ,Ž .k p kq1 k k 0
for k g J, where H , H , H denote the gradients of H with respect to thex u p
corresponding variable.
Ž . Ž .Let a feasible pair x, u be given for P . Set
A [ f k , x , u , B [ f k , x , u , k g J , 6Ž .Ž . Ž .k x kq1 k k u kq1 k
and consider the variational system
Dh s A h q B ¤ , k g J , 7Ž .k k kq1 k k
h s 0, Mh s 0, 8Ž .0 Nq1
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U n m Ž . Ž .where h: J “ R , ¤ : J “ R , and M is defined by Eq. 3 . A pair h, ¤
Ž . Usatisfying Eq. 7 is called admissible on J .
For the purpose of the following definitions, the matrices A , B , k g J,k k
resp. M, are arbitrary real n = n, n = m-matrices, resp. an r = n-matrix.
Ž . Ž .DEFINITION 1 M-controllability . The pair A, B is called M-control-
lable on JU if M is of full rank and, for every b g R n, c g R r, there exists
Ž .an admissible pair h, ¤ satisfying the boundary conditions
h s b , Mh s c. 9Ž .0 Nq1
Ž . Ž .DEFINITION 2 strong normality . The pair A, B is called strongly
normal on JU if M is of full rank and, for some g g R r, the system
yD p s ATp , BTp s 0, k g J , p s M Tg ,k k k k k Nq1
possesses only the zero solution p ’ 0 on JU.k
Ž . URemark 3. It can be proven that A, B is strongly normal on J iff it
is M-controllable on JU.
3. FEASIBLE DIRECTIONS AND FEASIBLE FAMILIES
Ž . Ž .In this section we show that each pair h, ¤ satisfying the system 7 and
Ž . Ž Ž . Ž .. Ž .8 leads to a family of feasible pairs x e , u e . Such a pair h, ¤ is
called a feasible direction.
Ž .THEOREM 2. Let assumption A2 hold and suppose that the ¤ariational
Ž . U Ž .system 7 is M-controllable on J . Assume that h, ¤ sol¤es the ¤ariational
Ž . Ž . Ž . Ž .system 7 , 8 , with A , B gi¤en by Eq. 6 for some feasible pair x, u .k k
Ž . Ž .Then there exist d ) 0 and functions x e , u e ,
x : JU = yd , d “ R n , u: J = yd , d “ R m ,Ž . Ž .
which are twice continuously differentiable in e , such that
Ž . Ž . Ž Ž . Ž .. Ž .i D x e s f k, x e , u e , k g J, e g yd , d ,k kq1 k
Ž . Ž . Ž Ž .. Ž .ii x e s a, w x e s 0, e g yd , d ,0 Nq1
UŽ . Ž . Ž .iii x 0 s x and x 0 s h , k g J ,Çk k k k
Ž . Ž . Ž .iv u 0 s u and u 0 s ¤ , k g J,Çk k k k
where x and u denote the deri¤ati¤es of x and u with respect to e .Ç Çk k k k
w x 0 rProof. The proof is similar to that for 17, Theorem 4.1 . Let j , . . . , j
Ž . rbe the vertices of an r q 1 -simplex in R that contains 0 in its interior,
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that is, 0 can be uniquely expressed as their convex combination, i.e., there
exist unique b 0, . . . , b r g R such that
r r
i i ib s 1 and b j s 0.Ý Ý
is0 is0
Ž . w xBy M-controllability of A, B , for every i g 0, r there exists a pair
Ž i i.h , ¤ such that
Dh i s A h i q B ¤ i , k g J ,k k kq1 k k
10Ž .
h i s 0, Mh i s j i.0 Nq1
Moreover, without loss of generality we may assume that Ýr b i¤ i s ¤is0
w r Ž r .Ž ry1 i i.otherwise change ¤ to 1rb ¤ y Ý b ¤ , so that for the solutionis0
h r of
Dh s A h q B ¤ r , k g J ,k k kq1 k k
h s 0,0
r r x Ž 0 r .T rq1we have Mh s j by linearity . Define for a s a , . . . , a g RNq1
the function u: J = R rq1 “ R m by
r
i iu a [ u q a ¤ , k g J . 11Ž . Ž .Ýk k k
is0
i i w x U rq1 nThen › u r›a s ¤ , i g 0, r , k g J. Let the function x: J = R “ Rk k
Ž . Ž . Ž . Ž .defined by k, a ‹ x a , where x a is the unique solution ofk
D x s f k , x , u a , k g J ,Ž .Ž .k kq1 k 12Ž .
x s a.0
Ž i.Ž .Then it follows immediately that › x r›a 0 satisfies the equalityk
› x › xk kq1 iD 0 s A 0 q B ¤ , k g J ,Ž . Ž .k k ki i›a ›a
› x0
0 s 0.Ž .i›a
Therefore, by the uniqueness of solutions of this initial value problem
Ž .observe I y A invertible , we obtaink
› xk Ui w x0 s h , k g J , i g 0, r . 13Ž . Ž .ki›a
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We proceed now by defining the function F by
r
rq1 rq1 iF : R “ R , F a [ a ; w x a .Ž . Ž .Ž .Ý Nq1ž /
is0
Ž . Ž Ž .. Ž .Then F 0 s 0; w x s 0; 0 , and F is twice continuously differ-Nq1
Ž i.Ž . wentiable on some neighborhood of 0. Moreover, › Fr›a 0 s 1;
Ž i .T x w Ž i.T xMh s 1; j , so that the Jacobian matrixNq1
› F 1 ??? 1
0 sŽ . 0 rž /j ??? j›a
Ž i.is of full rank by the construction of j 's. By the inverse function
Ž .theorem, there exists d ) 0 such that F is invertible on the r q 1 -ball
with radius d . Let
a : yd , d “ R rq1 , a e [ Fy1 e ; 0 ,Ž . Ž . Ž .
Ž .be the inverse of F on yd , d . Then a is twice continuously differen-
Ž .tiable in e , a 0 s 0, and
r
ia e s e , w x a e s 0, e g yd , d . 14Ž . Ž . Ž . Ž .Ž .Ž .Ý Nq1
is0
Ž . r iŽ .Hence, differentiating Eq. 14 at e s 0, we get Ý a 0 s 1 andÇis0
r r r› xNq1 i i i i i0 s =w x 0 a 0 s Mh a 0 s j a 0 ,Ž . Ž . Ž . Ž .Ž . Ç Ç ÇÝ Ý ÝNq1 Nq1i›ais0 is0 is1
Ž . Ž i.where we used Eq. 13 . The properties of j 's hence imply
i i w xa 0 s b , i g 0, r . 15Ž . Ž .Ç
Ž .Finally, for e g yd , d , set
r
i iu e [ u q a e ¤ , k g J ,Ž . Ž .Ýk k k
is0 16Ž .
x e the corresponding solution of Eq. 12 , k g JU .Ž . Ž .k
Ž . Ž . Ž Ž . Ž ..Then i and ii follows from the construction of x e , u e , i.e., from
Ž . Ž . Ž . Ž .Eqs. 14 and 12 . Clearly, u 0 s u , k g J, and hence x 0 s x ,k k k k
U Ž .k g J , from the uniqueness theorem. It follows that u ? is twice contin-k
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Ž .uously differentiable, and hence x ? is so. We have for all k g Jk
r r r› uk i i i i i<u 0 s a e a e s a 0 ¤ s b ¤ s ¤ ,Ž . Ž . Ž . Ž .Ž .Ç Ç ÇÝ Ý Ýes0k k k ki›ais0 is0 is0
r r r› xk i i i i i<x 0 s a e a e s a 0 h s b h s h ,Ž . Ž . Ž . Ž .Ž .Ç Ç ÇÝ Ý Ýes0k k k ki›ais0 is0 is0
Ž .where we used Eq. 15 . The proof is complete.
4. THE ACCESSORY PROBLEM
Define the set of feasible directions
D [ h , ¤ satisfying Eqs. 7 , 8 . 4Ž . Ž . Ž .
Ž . Ž . Ž . Ž .THEOREM 3 second variation . i Let A1 hold. Let x, u be a weakÃ Ã
Ž .local minimum for P and suppose that in the corresponding ¤ariational
Ž . Ž . Usystem 7 the pair A, B is M-controllable on J , where M is defined by Eq.
Ž . Ž . r3 . Then there exists a unique triple l , g , p of parameters, l s 1, g g R ,0 0
U n Ž . Ž .and p: J “ R , such that the conditions ii ] iv of Theorem 1 hold with
Ž . Ž .x, u [ x, u .Ã Ã
Ž . Ž .ii If in addition, assumption A2 is met, then the second ¤ariation
F of F is nonnegati¤e definite; we write F G 0, i.e.,2 2
F h , ¤ G 0 for all h , ¤ g D ,Ž . Ž .2
Ž . Ž . T Ž .where H k, x, u, p, 1 s g k, x, u q p f k, x, u , k g J, and
N H H hx x x u1 1 kq1T TT h ¤F h , ¤ [ h Gh q , 17Ž . Ž .Ý ž /kq1 k2 Nq1 Nq12 2 ¤ž /ž /H H ku x uuks0
G [ =2K x q =2wT x g , 18Ž .Ž . Ž .Ã ÃNq1 Nq1
Žand where the second partial deri¤ati¤es of H are e¤aluated at k, x , u ,Ã Ãkq1 k
.p , 1 .k
Ž .Proof. Part i follows directly from Theorem 1, since Remark 3 and
Ž . Ž .the M-controllability of A, B imply l / 0 and 1, g , p is unique. Thus,0
Ž . Ž .let us prove ii . Let h, ¤ be an admissible pair satisfying h s 0,0
Ž . Ž Ž . Ž ..Mh s 0, i.e., h, ¤ g D, and let x e , u e be the feasible familyNq1
Ž .from Theorem 2 corresponding to h, ¤ . Set
F e [ F x e , u eŽ . Ž . Ž .Ž .
s K x e q wT x e gŽ . Ž .Ž . Ž .Nq1 Nq1
N
Tq H k , x e , u e , p , 1 y p f k , x e , u e ,Ž . Ž . Ž . Ž . 4Ž . Ž .Ý kq1 k k k kq1 k
ks0
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T Ž Ž .. Ž . Ž .in fact, w x e g s 0, by Theorem 2 ii . Then F e is twice continu-Nq1
ously differentiable and attains its local minimum at e s 0, so that
XŽ . YŽ . XŽ .F 0 s 0 and F 0 G 0. Observe that the equality F 0 s 0 comes also
Ž .from part i of this theorem. We have
FX e s xT e =K x e q =wT x e g y pŽ . Ž . Ž . Ž . 4Ž . Ž .ÇNq1 Nq1 Nq1 Nq1
N
Tq D p q H x e q H u e ,Ž . Ž . 4Ç ÇŽ .Ý k x kq1 u k
ks0
FY e s xT e =K x e q =wT x e g y pŽ . Ž . Ž . Ž . 4Ž . Ž .ÈNq1 Nq1 Nq1 Nq1
q xT e =2K x e q =2wT x e g x eŽ . Ž . Ž . Ž . 4Ž . Ž .Ç ÇNq1 Nq1 Nq1 Nq1
N
T Tq x e H q u e H x eŽ . Ž . Ž . Ç Ç ÇÝ kq1 x x k u x kq1
ks0
q D pT q H x eŽ .ÈŽ .k x kq1
T Tq x e H q u e H u e q H u e ,Ž . Ž . Ž . Ž . 4Ç Ç Ç Èkq1 x u k uu k u k
where the first- and second-order partial derivatives of H are evaluated at
Ž Ž . Ž . . Ž . Ž .k, x e , u e , p , 1 . Now use ii ] iv of Theorem 2 and Remark 2 tokq1 k k
X Y1Ž . Ž . Ž .end up at e s 0 with F 0 s 0 and F h, ¤ s F 0 G 0.2 2
Ž . XŽ .Remark 4. The expression F x, u; h, ¤ [ F 0 is called the firstÃ Ã1
Ž . Ž .¤ariation of F at x, u along h, ¤ .Ã Ã
Ž .Next, we derive the Jacobi system for the problem P . This is done by
applying Theorem 1 to the functional F of the second variation}the2
Ž .so-called accessory problem. Suppose that assumption A2 holds and
denote
A [ f k , x , u g R n=n ,Ã ÃŽ .k x kq1 k
B [ f k , x , u g R n=m ,Ã ÃŽ .k u kq1 k
P [ H k , x , u , p , 1 g R n=n ,Ã ÃŽ .k x x kq1 k k 19Ž .
Q [ H k , x , u , p , 1 g R n=m ,Ã ÃŽ .k x u kq1 k k
R [ H k , x , u , p , 1 g R m= m .Ã ÃŽ .k uu kq1 k k
Define the n = n-matrices A, B, C: J “ R n=n by
A [ A y B Ry1 QT , B [ B Ry1 BT , C [ P y Q Ry1 QT ,k k k k k k k k k k k k k k
k g J . 20Ž .
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Observe that B and C are symmetric. We will always suppose thek k
following:
For all k g J , the matrices R , BT B , and I y A defined byk k k k A3Ž .
Eqs. 19 , 20 are invertible.Ž . Ž .
Ž . Ž .Remark 5. Under assumption A3 , it is easy to see that A, B is
U Ž . UM-controllable on J iff A, B is M-controllable on J .
Ž .The Hamiltonian of the accessory problem is taking q [ ypk k
1 1AP T T T TH k , h , ¤ , q , 1 [ h P h q h Q ¤ q ¤ R ¤ y q A h q B ¤ .Ž . Ž .k k k k k2 2
Then the gradients are
H AP k , h , ¤ , q , 1 s hTP q ¤ TQT y qTA ,Ž .h k k k
H AP k , h , ¤ , q , 1 s hTQ q ¤ TR y qT B .Ž .¤ k k k
Then Theorem 1 yields the adjoint equation, the stationarity equation, and
the transversality condition in the form
Dq s P h q Q ¤ y ATq , k g J , 21Ž .k k kq1 k k k k
QTh q R ¤ y BTq s 0, k g J , 22Ž .k kq1 k k k k
q q M Tg q Gh s 0, g g R r . 23Ž .Nq1 Nq1
Ž .If R is invertible, we may solve Eq. 22 for ¤ , i.e.,k k
¤ s Ry1 BTq y QTh , k g J ,Ž .k k k k k kq1
Ž .and plug into the equation of motion and Eq. 21 to obtain
Dh s A y B Ry1 QT h q B Ry1 BTq ,Ž .k k k k k kq1 k k k k
Dq s P y Q Ry1 QT h y AT y Q Ry1 BT q .Ž . Ž .k k k k k kq1 k k k k k
Ž .In other words, we obtain the Jacobi system for P }the discrete linear
Hamiltonian system
Dh s A h q B q ,k k kq1 k k
HŽ .
TDq s C h y A q , k g J .k k kq1 k k
w x Ž .LEMMA 1 7, Lemma 1 . Under assumption A3 , set
y1T Tq [ B B B Q h q R ¤ , k g J .Ž . Ž .k K k k k kq1 k k
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Then for all k g J, we ha¤e
P Q hk k kq1T T T Th ¤ s h C h q q B q ,ž /kq1 k kq1 k kq1 k k kT ¤ž /ž /Q R kk k
A h q B ¤ s A h q B q .k kq1 k k k kq1 k k
Consequently, the accessory problem takes the form
N¡
1 1T T TÃminimize F h , q s h Gh q h C h q q B q ,Ž .  4Ý2 Nq1 Nq1 kq1 k kq1 k k k2 2
ks0~
Dh s A h q B q , k g J , APŽ .k k kq1 k k¢h s 0, Mh s 0,0 Nq1
where we assumed without loss of generality
y1T T ÃM [ M MM M and G [ I y M G I y M 24Ž . Ž . Ž . Ž .
instead of M and G.
Remark 6. One can easily see that the nonnegativity of the original
Ž . Ž .F h, ¤ is equivalent to the nonnegativity of the transformed F h, q in2 2
Ž .problem AP , simply because their values are equal, by Lemma 1. How-
Ž .ever, condition A3 yields the equivalence of their positivity in both
Ž . Ž .arguments. Suppose that F from Eq. 17 is positive definite and let h, q2
Ž . Ž . Ž .be any pair admissible for problem AP . Then F h, q G 0. If F h, q s2 2
Ž .0, then also F h, ¤ s 0 and hence h ’ 0, i.e., ¤ ’ 0 because of assump-2
Ž . Ž .tion A3 . From Eq. 22 , it follows that q ’ 0. Similarly for the converse.
Ž .The transversality condition 23 together with the boundary conditions
Ž .on h may be interpreted as the boundary condition for system H ; we
Ž .write h, q g R, which means
yh qU 0 0RS q S q R s 0,Ž . h qž / ž /Nq1 Nq1
where the matrices R, S, SU g R2 n=2 n are defined by
0 00 0 yI 0UR [ , S [ , S [ ,ž / ž /ž /Ã0 I y M 0 M0 G
Ž U . T U w xand where rank R, S s 2n and Im R s Ker S . See 7, 10 for more
w xdetails, or 14, Section 2.3 for the continuous counterpart.
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5. DISCRETE QUADRATIC FUNCTIONALS
In this section we derive necessary conditions for the nonnegativity of a
quadratic functional. They are phrased in terms of
Ž .i the positivity of certain partial quadratic functionals,
Ž . w .ii the nonexistence of conjugate inter¤als to N q 1 in 1, N q 1 ,
Ž .iii the existence of an n = n-matrix solution of the matrix form of
Ž .the Hamiltonian system H satisfying certain boundary and rank condi-
tions,
Ž .iv the existence of a solution of the corresponding discrete matrix
Riccati equation with some special property.
Consider the discrete quadratic functional of the form
N
1 1T T TÃI h , q [ h Gh q h C h q q B q ,Ž .  4ÝNq1 Nq1 kq1 k kq1 k k k2 2
ks0
Ž .where h, q satisfies Dh s A h q B q , k g J, and the boundaryk k kq1 k k
conditions h s 0, Mh s 0. Here A, B, C: J “ R n=n are sequences of0 Nq1
real matrices, B and C are symmetric, I y A nonsingular, G g R n=n,k k k
M g R r=n is full rank, h: JU “ R n and q: J “ R n are sequences of real
Ãvectors, and the matrices M and G are defined in terms of M and G by
Ä y1Ž . Ž .Eq. 24 . We denote A [ I y A , k g J. It is clear to see that thek k
second variation of this quadratic functional I is in fact itself. Hence, it
will also be denoted by I.
Let us define, for m g J, the partial quadratic functionals I to bem
N
1 1T T TÃI h , q [ h Gh q h C h q q B q .Ž .  4Ým Nq1 Nq1 kq1 k kq1 k k k2 2
ksm
Ž .Of course, with this notation we have I s I. Accordingly, the pair h, q0
Ž w x.is called admissible on m, N q 1 , provided Dh s A h q B q fork k kq1 k k
w x Ž .all k g m, N . The pair h, ¤ is feasible if it is admissible and satisfies
the boundary conditions.
Ž Ž . .DEFINITION 3 positive semi definiteness . Let m g J. The quadratic
Ž .functional I is called positi¤e semidefinite or nonnegative , we writem
Ž . Ž . wI G 0, if I h, q G 0 for all pairs h, q which are admissible on m, Nm m
xq 1 and satisfy h s 0, Mh s 0.m Nq1
The quadratic functional I is called positi¤e definite, we write I ) 0,m m
Ž . Ž . wprovided I h, q ) 0 for all pairs h, q which are admissible on m, N qm
x1 and satisfy h s 0, Mh s 0, h k 0.m Nq1
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Ž .The concept of strong normality or controllability plays an important
role in our considerations. We recommend the reader to compare the
w x w xparallel notion 6, Definition 5 or 5 of Bohner, which corresponds to
``complete controllability on JU ,'' when considering the continuous-time
systems.
Ž . Ž .DEFINITION 4 strong normality . The pair A, B is called strongly
w xnormal on any inter¤al of the form m, N q 1 if for all m g J, the system
T w xDq s yA q , B q s 0, k g m , N ,k k k k k
q q Mg s 0, g g R n ,Nq1
w xhas only the zero solution q ’ 0 on m, N q 1 .
Ž .The pair A, B is called strongly normal on any inter¤al of the form
w x w x0, m q 1 if for all m g 0, N y 1 , the system
T w xDq s yA q , B q s 0, k g 0, m ,k k k k k
w xhas only the zero solution q ’ 0 on 0, m q 1 .
Ž .Observe that the strong normality of A, B on intervals of the form
w x Ž . Um, N q 1 includes M-controllability of A, B on J by simply taking
the value zero for m. The assumption of strong normality of both types is
denoted by the following:
The pair A , B is strongly normal on any interval of the formŽ .
A4Ž .w x w x0, m q 1 and m , N q 1 .
Ž . ULEMMA 2. Suppose that the pair A, B is M-controllable on J and
w xstrongly normal on any inter¤al of the form 0, m q 1 . Then I G 0 implies
w x Ž . w xthat for all m g 1, N , there is no pair h, q admissible on m, N q 1 with
w x Ž .h s 0, Mh s 0, h k 0 on m, N q 1 , satisfying I h, q F 0.m Nq1 m
w x Ž .Proof. Suppose that there exist m g 1, N and a pair h, q admissible
w x w xon m, N q 1 with h s 0, Mh s 0, h k 0 on m, N q 1 , andm Nq1
Ž .I h, q F 0. We definem
w xh , q for k g m , N q 1 ,Ž .k k
h , q [Ž .k k ½ w x0, 0 for k g 0, m y 1 .Ž .
Ž . w x w xThen h, q satisfies the equation of motion on 0, m y 2 and on m, N .
Moreover, the computation
Ä ÄA h q A B q s 0 s h s h 25Ž .my 1 my1 my1 my1 my1 m m
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UŽ .shows that h, q is admissible on the whole interval J . Since also h s 0,0
Ž .Mh s 0, then h, q is feasible, and hence, the assumption of theNq1
Ž .lemma implies I h, q G 0. However,
I h , q s I h , q s I h , q F 0.Ž .Ž . Ž .m m
The strict inequality in the above formula contradicts I G 0. If in the
Ž . Ž . Ž .other case I h, q s 0, then the pair h, q is optimal for problem AP .
Then Theorem 1 ensures the existence of the number l G 0 and n-vector0
 4Nq1parameters g , p s p satisfyingk ks0
TyD p s l C h q A p , l B q q B p s 0, k g J ,k 0 k kq1 k k 0 k k k k
Tp s Mg q l =K h .Ž .Nq1 0 Nq1
Set w s yp on JU. If l s 0, then we have Dw s yAT w and B w sk k 0 k k k k k
0, k g J, with w q Mg s 0. Due to the M-controllability on JU , Re-Nq1
U Ž .mark 3 implies w ’ 0 on J . Hence, we have a contradiction with i of
Theorem 1.
Ž .Thus l / 0, and we may take actually l s 1. In this case, h, w solves0 0
Ž . w xsystem H on J. Now since h s 0 on 0, m , the strong normality onk
Uw x w x Ž . Ž .0, m implies that w ’ 0 on 0, m and hence h, w ’ 0, 0 on J . This
w xcontradicts the fact h s h k 0 on m, N q 1 and the proof is complete.
Ž . Ž .THEOREM 4 necessary condition for I G 0 . Suppose that A, B is
M-controllable on JU and strongly normal on any inter¤al of the form
w x0, m q 1 . Then
w xI G 0 implies I ) 0 for all m g 1, N .m
w xRemark 7. For each m g 1, N , the condition I ) 0 can be ex-m
w xpressed in view of 6, Theorem 2 in terms of any of the following
equivalent conditions:
Ž . Ž . w x1 disconjugacy of system H on m, N q 1 ,
Ž . Ž x2 the nonexistence of focal points in m, N q 1 of the principal
Ž . Ž .solution of system H at m X s 0, U s I ,m m
Ž . Ž3 the existence of a symmetric solution to an implicit as opposed
.to the explicit form in Theorem 7 Riccati matrix equation.
Other equivalent formulations may be derived for the ``time-reversed''
w xsystem; see 8, Theorem 1 .
w x Ž .Proof. Let m g 1, N and suppose I G 0. Take any pair h, q admis-
w x Ž .sible on m, N q 1 with h s 0, Mh s 0, h k 0. Then extend h, q bym Nq1
U Ž .zero to the whole interval J to obtain a nontrivial pair h, q which is
HILSCHER AND ZEIDAN446
U Ž . Ž . Ž .admissible on J ; see Eq. 25 . Then I h, q s I h, q G 0 by them
Ž .assumption. However, the equality I h, q s 0 contradicts Lemma 2 andm
the desired result is proven.
w xParallel to the notion introduced in 6, Definition 4 , we say that the
w . Ž . Ž .interval m, m q 1 is a generalized zero of a solution h, q of system H ,
provided
Ä T ²h / 0, h g Im A B , h B I y A h F 0.Ž .mq 1 mq1 m m m m m mq1
This formulation is equivalent to saying that for some c g R n,
Ä Th / 0, h s A B c, h c F 0. 26Ž .mq 1 mq1 m m m
Ž . w .DEFINITION 5 conjugate interval . Let m g J. The interval m, m q 1
Ž . Ž .is said to be conjugate to N q 1 if there exists a solution h, q of Eq. H
w .having m, m q 1 as a generalized zero and satisfying
T ÃMh s 0, h q q Gh s 0. 27Ž .Ž .Nq1 Nq1 Nq1 Nq1
Remark 8. Note that in case of fixed endpoints, i.e., for M s I, the
w .above definition excludes N, N q 1 being conjugate to N q 1.
Ž .THEOREM 5 necessary condition for I G 0 . Suppose the conditions of
w .Lemma 2 hold. Then I G 0 implies that there is no inter¤al m, m q 1 :
w .1, N q 1 conjugate to N q 1.
w xProof. Assume to the contrary that there exists m g 1, N such that
w .m, m q 1 is conjugate to N q 1. According to Remark 8, we may
suppose that either M / I, or if M s I then m - N. That means there is a
Ž . Ž . Ž . Ž .solution h, q of system H satisfying Eqs. 26 and 27 . Set
w xh for k g m q 1, N q 1 ,kh [Äk ½ 0 otherwise,
c for k s m ,¡~ w xq for k g m q 1, N q 1 ,q [Ä kk ¢
0 otherwise.
Ž .Then h s 0, Mh s Mh s 0, and as in Eq. 25 , we haveÄ Ä0 Nq1 Nq1
Ä Ä ÄA h q A B q s A B c s h s h ,Ä Ä Äm m m m m m m mq1 mq1
DISCRETE OPTIMAL CONTROL 447
Ž . Uso that h, q is feasible on J . ThenÄ Ä
N
1 1T T TÃI h , q s h Gh q h C h q q B qŽ .Ä Ä Ä Ä Ä Ä Ä ÄÝ ½ 5Nq1 Nq1 kq1 k kq1 k k k2 2
ksm
1 1 1T T TÃs h Gh q h q y h qÄ Ä Ä Ä Ä ÄNq1 Nq1 Nq1 Nq1 m m2 2 2
N
1 T Tq h C h y A q y DqÄ Ä Ä Ä 4Ý kq1 k kq1 k k k2
ksm
1 1T T TÃs h Gh q q q h C h y A q y DqÄ Ä Ä ÄŽ . Ž .Nq1 Nq1 Nq1 mq1 m mq1 m m m2 2
1 T Ts h C h y A c y q q cŽ .mq 1 m mq1 m mq12
1 T Ts h I y A c y qŽ .Ž .mq 1 m m2
1 T Ts h q q B c y qŽ .Ž .m m m m2
1 Ts h c F 0.m2
Ž . Ž .Since I G 0, it follows that I h, q - 0 cannot hold. Thus, I h, q s 0.Ä Ä Ä Ä
w xSince h / 0, then h k 0 on m, N q 1 and hence, Lemma 2 gives aÄ Ämq 1
contradiction. Therefore, the proof is complete.
Ž .We say that an n = n-matrix solution X, U of the matrix form of
XT kŽ . Ž .system H is a conjoined basis if X U is symmetric and rank s n atk k Uk
Ž . Usome and hence at any k g J .
Ž . Ž .THEOREM 6 necessary condition for I G 0 . Suppose Eq. A4 holds.
w . w .Then the nonexistence of inter¤als m, m q 1 : 1, N q 1 conjugate to
Ž .N q 1 implies the existence of a conjoined basis X, U of the marix form of
Ž .system H satisfying
w xX in¤ertible for all k g 1, N ,k
T ÃM X s 0, X U q GX s 0.Ž .Nq1 Nq1 Nq1 Nq1
Ž . Ž .In fact, we may take X, U to be the solution of system H satisfying the
boundary conditions
ÃX s I y M , U s yG y M .Nq1 Nq1
Ž . Ž .Proof. Let X, U be the solution of system H from the theorem and
w x nsuppose on the contrary that there exist m g 1, N and a g R , a / 0,
X Uh kkŽ . Ž .such that X a s 0. Set [ a on J . Then h s 0. Also, h k 0qm mUk k
w x w xon m, N q 1 . In fact, if h ’ 0 on m, N q 1 , by the controllability on
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h 0Nq 1w x w x Ž . Ž .m, N q 1 we obtain that q ’ 0 on m, N q 1 and thus, s .q 0Nq 1
Using the endpoints of X and U , it results that a s 0, which is aNq1 Nq1
w xcontradiction. Let j be the first index in m, N q 1 such that h s 0 andj
n Ä Th / 0. Then, for c [ q g R , we have h s A B c and h c F 0.jq1 j jq1 j j j
w .Hence, j, j q 1 is conjugate to N q 1 and a contradiction is obtained.
Thus the result of the theorem holds true.
The proof of the above theorem yields the following result.
COROLLARY 1. The assumptions of Theorem 6 imply that e¤ery nonzero
Ž . Ž . Ž . w xsolution h, q of system H with Eq. 27 satisfies h / 0 for all k g 1, N .k
Remark 9. Here we present an example that our conjugate interval
definition is the right one over the natural extension from the continuous
control theory. We see that the condition h / 0, which by the corollaryk
above is necessary for I G 0, is too weak to provide a satisfactory concept
of ``conjugate points'' in the discrete case. In the example we will construct
Ž .a discrete linear Hamiltonian system, for which we find a solution h, q
Ž . Usatisfying Eq. 27 and h / 0 on J . However, such a solution yields thatk
Ž x Ž .1, 2 is conjugate to 3 and that there is a feasible pair h, q satisfyingÄ Ä
Ž . w xI h, q - 0. Take n s 2, N s 2, i.e., J s 0, 2 . Set A ’ 0, C ’ 0, B ’Ä Ä k k k
2 1 y1r2 0 y1 y2 5Ž . Ž . Ž . Ž . Ž .on J, M s 0, G s , c s , q s , h s . Then system01 1 0 1 1 1 2
Ž .H is of the form
h s h q B q ,Dh s B q , kq1 k kk k k or equivalently k s 0, 1, 2.
Dq s 0, q s q \ q ,Ž .k kq1 k
Ž . w .Then Eq. 27 is satisfied and h / 0 everywhere. But 1, 2 is conjugatedk
T Ž .to 3 because h s B c / 0 and h c s y1 F 0. Note that the pair h, qÄ Ä2 2 1
w x w xdefined by h [ h on 2, 3 , h [ 0 on 0, 1 , q [ 0, q [ c, q s q [ q,Ä Ä Ä Ä Ä Äk k k 0 1 2 3
U 1Ž .is feasible on J and satisfies I h, q s y .Ä Ä 2
Ž .We associate with system H the discrete matrix Riccati equation
T Äw xR W ’ DW y C y A W q W y C A A q B WŽ . Ž .k k k k k kq1 k k k k k
Ä ÄTy1s W y C A I q B W y A WŽ . Ž .kq1 k k k k k k
s 0, RŽ .
Ž .which is connected to the matrix form of system H via the formula
W s U Xy1. In the following theorem we show that a necessary conditionk k k
for the nonnegativity of the quadratic functional I is that the explicit
Ž .matrix Riccati equation R possesses a solution with an appropriate
boundary condition at N q 1.
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Ä ÄŽ . Ž . Ž .Let X, U , X, U be the conjoined bases of system H given by the
final conditions
y12Ä Ã ÃX s I y M , X s G q M I q G ,Ž . Ž .Nq1 Nq1
y12Ã Ä ÃU s yG y M , U s I y M I q G .Ž . Ž .Nq1 Nq1
Ã2 T TObserve that I q G s X X q U U is invertible because of the rank
Ä ÄŽ . Ž . Ž .condition on X, U . Note also that X, U , X, U are normalized, i.e.,
T Ä T ÄX U y U X s I.
Ž .THEOREM 7 necessary condition for I G 0 . Suppose that there exists a
Ž .conjoined basis X, U satisfying the conclusion of the pre¤ious theorem. Then
there exists a symmetric function W defined on JU satisfying the discretek
Ž . w xRiccati equation R on 1, N y 1 , and
w xI q B W in¤ertible on 1, N y 1 , 28Ž .k k
w xI y M R W s 0, 29Ž . Ž .N
ÃI y M W q G s 0. 30Ž . Ž .Nq1
In fact, we may take on JU
² ² Ä Ä ² TW s UX q UX X y U I y X X U .Ž .Ž .
w xProof. Let W be as above. Then X is invertible on 1, N , by Theoremk
Ž . w x Ž .6, so that Eq. R is satisfied on 1, N y 1 . The first equation of H reads
Ä y1Ž . w x Ž .as X s A I q B W X on 1, N y 1 , and hence Eq. 28 follows.kq1 k k k k
Ž .Formula 30 is obtained from the computation
y12Ã ÃW s yG q M y M I q G M ,Ž .Nq1
Ž .²where we used the defining properties of I y M and the identities
Ã ² Ã ²Ž . Ž .G I y M s G and M I y M s 0. Finally,
Ä ÄTy1w xR W s W y C A I q B W y A WŽ . Ž .N Nq1 N N N N N N
Ä y1 ÄTy1 y1s W y C A X q B U X y A U XŽ . Ž .Nq1 N N N N N N N N N
s W y C X Xy1 y I y AT U Xy1Ž . Ž .Nq1 N Nq1 N N N N
s W I y M y C X y AT U q U Xy1Ž . 4Ž .Nq1 N Nq1 N N N N
Ã y1 y1s yG y U X s M XŽ .Nq1 N N
Ž .shows that Eq. 29 holds and the proof is finished.
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Remark 10. Note that the proof reveals in fact more specific boundary
Ž . w xcondition for W than Eq. 30 , and more precise statement on R WNq1 N
Ž .than Eq. 29 .
Next we derive a necessary condition for the nonnegativity of I, which
Ž .requires no controllability normality assumption. In a sense, it may be
wviewed as Legendre necessary condition for I G 0; see, e.g., 4, Section
x4.3 . This condition is based on the discreteness of the problem considered
here, so it has no natural equivalent in the continuous theory. Let K be
the tridiagonal matrix associated with the quadratic functional I, i.e.,
T V0 1
.TV T .1 1 .K s ,. .. . VN. . 0TV TN N
where the matrices T and V are defined byk k
ÄTy1 ² Äy1 ² w xT [ C q A B A q B , k g 0, N y 1 ,k k k k k kq1
ÄTy1 ² Äy1 ÃT [ C q A B A q G ,N N N N N
² Äy1V [ yB A , k g J .k k k
w xThis appeared in the literature already in several forms; see, e.g., 9 or the
w Ž .x w xabove reference. As in 6, Remark 3 ii , set G [ 0 and for k g 1, N q 1 ,0
Ä Ä Ä Ä Ä Ä ÄG [ A A . . . A B A A . . . A B . . . A B .k ky1 ky2 0 0 ky1 ky2 1 1 ky1 ky1ž /
Ž . Ž .Define the N q 1 n = N q 1 n controllability matrix G by
T
T T TG G . . . GG [ ,ž /1 2 Nq1
i.e., G is the lower triangular matrix with the only nonzero n = n block
entries
Ä Ä Ä w xG s A A . . . A B , i , j g 1, N q 1 , i G j.i , j iy1 iy2 jy1 jy1
THEOREM 8. The quadratic functional I is nonnegati¤e iff G TKG G 0 on
Ker M G .Nq1
Ž . UProof. Let h, q be admissible on J with h s 0 and Mh s 0.0 Nq1
Then h s G v , k g JU , where we denote for k g Jk k k
q h0 1
. .. .v [ and c [ .k . . 0  0q hky1 Nq1
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Then it follows that
1 1T T TI h , q s c Kc s v G KGv .Ž . Nq1 Nq12 2
The result follows immediately from 0 s Mh s M G v , since theNq1 Nq1 Nq1
ŽNq1.nvector v g R may be chosen arbitrarily.Nq1
By considering the above theorem over different subspaces of v 's,Nq1
we may obtain, as corollaries, several necessary conditions for I G 0.
A slightly different approach}using the vector c g RŽNq1.n}is used to
derive the Legendre condition for discrete variational problems, i.e., when
w x w xB 's are invertible, in 4, Theorem 4.16 ; see also 3, Section 4 . The idea ofk
isolating the diagonal elements of K may be used also for problems with
w xsingular B 's and a variable endpoint. The result in 4, Theorem 4.16 isk
then a special case of the following corollary for invertible B 's and M s I.k
For fixed m g J, denote by V the space of those vectors c g R n,mq 1
Äy1such that the equations B q s A c and B q s yc are solvablem m m mq1 mq1
with respect to q , q , i.e.,m mq1
T Un TV s c g R ; h s 0, . . . , 0, c , 0, . . . , 0 is admissible on J ,Ž .½ 5mq 1
 4Nq1where the only nonzero entry is h s c. The sequence h s h ismq 1 k ks0
U  4N Ž .called admissible on J if there exists q s q such that h, q isk ks0
U Ž . w xadmissible on J . In the case when A, B is strongly normal on 0, m and
w x nm, N q 1 , e.g., when B 's are invertible, we have V s R .k mq1
Ž .COROLLARY 2 discrete Legendre condition . If I G 0, then for all
w xk g 0, N y 1 ,
ÄT G 0 on V , and T G 0 on V l Ker M A B .k kq1 N Nq1 N N
Ž .6. OPTIMALITY CONDITIONS FOR PROBLEM P
Ž .We consider the nonlinear discrete optimal control problem P stated
in Section 2. It has been shown in Section 4 that the accessory problem
Ž . Ž .AP associated with P is nonnegative. Hence, by applying all the results
of Section 5 to the second variation F , we obtain the following necessary2
ÃŽ .conditions for optimality in problem P . The matrices A, B, C, G, and M
Ž .in Section 5 are now defined in terms of the data of the problem P
Ž . Ž . Ž . Ž . Ž .through Eqs. 19 , 20 , 18 , 3 , and 24 .
Ž . Ž .THEOREM 9 necessary optimality conditions . Assume that x, u is aÃ Ã
Ž . Ž . Ž .weak local minimum for problem P and suppose that assumptions A2 ] A4
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