Researchers interested in the history of the Indo-European family of languages have used a variety of methods to estimate the phylogeny of the family, and have obtained widely differing results. In this paper we explore the reconstructions of the Indo-European phylogeny obtained by using the major phylogeny estimation procedures on an existing database of 336 characters (including lexical, phonological, and morphological characters) for 24 Indo-European languages.
INTRODUCTION
Reconstruction of the phylogenies of language families is a part of historical linguistics which has recently received significant attention from the non-linguistic scientific research community, some of whom are interested in seeing if phylogenetic reconstruction methods originally designed for biological data can be used on linguistic data to good effect. In this paper we examine the results of using phylogenetic reconstruction methods from both biology and linguistics on the character database we have used over the last decade to analyze the diversification of the Indo-European family.
In addition to varying the methods we use to analyze the dataset, we study the consequences for phylogenetic reconstruction of restricting the data to lexical characters alone, and of screening the data to eliminate characters that might have evolved with borrowing or have undergone parallel innovations.
Our study shows that the differences in the phylogenies obtained by different reconstruction methods are due at least in part to data selection, with analyses based upon datasets that use only lexical characters being probably less accurate than analyses based upon datasets that include morphological and phonological characters and that give these additional characters extra weight. We also find significant differences between methods, even on the same dataset. Finally, we find that equal treatment of characters is probably unwise, with improved results obtained by recognizing that some characters (notably characters derived from inflectional morphology and complex phonological characters) are less likely to evolve in parallel or with back mutation.
Our paper is organized as follows. We begin by defining the concepts and terminology in Section 2. The methods we use to analyze linguistic datasets are described in Section 3. In Section 4 we discuss the dataset we use to compare reconstruction methods, briefly discussing how the characters were selected and coded. The results of our phylogenetic analyses are presented in Section 5. We summarize our results and make recommendations about phylogenetic reconstruction in Section 6.
BASICS

Characters
A (linguistic) character is any feature of language that can take one or more forms; these different forms are called the ''states'' of the character. Our characters are of three types. For lexical characters the different states are cognate classes, so that two languages exhibit the same state for the lexical character if and only if they have cognates for the meaning associated with the lexical character. Phonological characters record the occurrence of sound changes within the (pre-)history of the language; thus a typical phonological character has two states, depending on whether or not the sound change (or, more often, constellation of changes) has occurred in the development of each language. Most of our morphological characters represent inflectional markers; like lexical characters, they are coded by cognation. Thus each character defines an equivalence relation on the language family, such that two languages are equivalent if they exhibit the same state for the character. Our character dataset is available on our website (http:// www.cs.rice.edu/nakhleh/CPHL).
Homoplasy, Character Compatibility, and Perfect Phylogenies
The phenomenon of back-mutation and/or parallel evolution is called ''homoplasy''. When there is no homoplasy in a character, then all changes of state for that character result in new states. When all the characters evolve without homoplasy down a tree, then the tree is called a ''perfect phylogeny'', and each of the characters is said to be ''compatible'' on the tree.
Study Design
We examine the performance of six phylogeny reconstruction methods (two distance-based methods and four character-based methods) on four versions of an IE database. We evaluate the accuracy of these methods with respect to established aspects of Indo-European history, and also with respect to the number and type of characters that are incompatible with each of the trees returned. We use the Indo-European dataset we have developed over the last decade as the basic dataset. This dataset contains lexical, phonological, and morphological characters, but with polymorphic characters (those which exhibit two or more states on a given language) removed; thus, we had 336 characters to work with, of which 297 are lexical, 17 are morphological, and 22 phonological. We also look at three subsets of this dataset: a screened version of the full dataset, the lexical characters alone, and a screened version of the lexical dataset. The screened versions of the full and lexical datasets are obtained by removing all characters which show strong evidence of homoplasy. Thus, the study is designed so that we can study the impact of restricting the characters to different subsets, as well as so that we can evaluate and compare different methods on the same dataset.
PHYLOGENY RECONSTRUCTION
The phylogeny reconstruction methods we study in this paper include most of the standard methods used in molecular phylogenetics as well as two newer methods proposed explicitly for reconstructing phylogenies on languages. The methods studied include four character-based methods and two distance-based methods. The four character-based methods each use the majority consensus method in order to return a single estimate of the evolutionary history. (See Felsenstein (1982) , Felsenstein (2003) , and Swofford et al. (1996) for a discussion of phylogenetic reconstruction methods used in biology, including many of the methods studied here, such as maximum parsimony (MP), maximum compatibility (MC), UPGMA, neighbor joining (NJ), and the majority consensus tree.)
The Methods
Consensus methods. In our study, the MP, weighted and unweighted MC, and Gray & Atkinson methods all have the potential to return several trees (the Gray & Atkinson (2003) method returns a random sample of trees visited after burn-in, while the other methods return the trees that optimize their respective criteria). Therefore, for each of these four methods we opt for the majority consensus of the set of trees returned (Swofford 1997) . UPGMA. The UPGMA (unweighted pair grouping method of agglomeration) algorithm is a distance-based method which is designed to work well when the evolutionary processes obey the lexical clock assumption, and it is the algorithm used in lexicostatistical analyses. Neighbor joining. NJ, or Neighbor Joining (Saitou and Nei 1987) , is a particular agglomerative clustering technique used in molecular phylogenetics, which is able to reconstruct accurate phylogenies even when the clock assumption does not hold. Of all distancebased methods, NJ is believed to be one of the best. Maximum Parsimony. Maximum Parsimony, or MP, is an optimization program which seeks a tree on which a minimum number of character state changes occurs. Because MP is a computationally hard problem, heuristics are used to find good (though not provably optimal) solutions. Since there can be many equally good solutions, the majority consensus tree of the set of optimal solutions is returned. Maximum Compatibility. Maximum Compatibility, or MC, is an optimization problem which seeks a tree on which the maximum number of characters are compatible. Like MP, it is hard to solve exactly, and so heuristics (which are not guaranteed to solve the problem) are used to analyze datasets. Since there can be many equally good solutions, the majority consensus tree of the set of optimal solutions is returned. Weighted Maximum Compatibility. In a weighted maximum compatibility analysis, weights are assigned to each character, so that characters that are considered to be more resistant to homoplasy are given higher weight. In this case, rather than seeking a tree on which the smallest number of characters is incompatible, we seek a tree which has the smallest total weight of incompatible characters. Since there can be many equally good solutions, the majority consensus tree of the set of optimal solutions is returned. Gray & Atkinson. The method (originally presented in Gray & Atkinson 2003) , designed by Russell Gray and Quentin Atkinson, operates as follows. First, each multistate character is replaced by a binary encoded version of the character, and these binary characters are then interpreted as restriction sites and analyzed under a rates-across-sites model in the MrBayes software (Huelsenbeck and Ronquist 2001) . After an initial burn-in period, a majority consensus of a random sample of trees is returned.
Software
PAUP* for basic methods. We used PAUP* (Swofford 1997) for NJ, UPGMA, heuristic maximum parsimony, and for computing the majority tree. See our website for the PAUP* commands we used.
Weighted and unweighted maximum compatibility. The weighting function we used for our weighted maximum compatibility criterion had only two values -infinite (thus requiring the character to be compatible on the optimal trees) or 1. We assigned weights as follows: no lexical character is required to be compatible, and so all lexical characters that were not omitted due to polymorphism are given the same weight. Of the morphological characters, one (M7) was omitted from both datasets due to polymorphism, and three (M9, M10, and M11) were considered sufficiently likely to evolve either in parallel or to spread through contact that they were also treated equally with lexical characters. Of the phonological characters, two (P2 and P3) were considered potentially able to spread through contact and so were assigned weight one. (These two characters define the ''satem'' subgroup and might reflect either shared descent in the strictest sense or have spread through a dialect continuum; see e.g. Hock (1986: 442-4) . Downweighting these two characters to be equivalent in importance with lexical characters thus enables us to reconsider the Satem Core. There are no good heuristics in PAUP* or other available software for either weighted or unweighted maximum compatibility. Therefore, we used the heuristic search for MP trees to assemble a set of candidate trees, and we added to that set any tree obtained using any phylogeny reconstruction technique on our four IE datasets. Each of these trees was then scored under the appropriate criterion, and the best trees (from that set) were returned. Gray & Atkinson. The Gray & Atkinson approach uses the MrBayes software package (Huelsenbeck and Ronquist 2001) , and we duplicated the approach they used with respect to the number of iterations, sampling frequency, and reported the majority consensus. See our website for the commands we used to run MrBayes. Distances. For UPGMA we used Hamming distances (the number of characters in which two languages are different). For NJ we compute distances under the formula given in Warnow et al. (2004) : this is a statistically consistent distance estimation technique for homoplasy-free evolution -no statistically consistent distance estimator yet exists for a model with homoplasy but an infinite number of states.
THE IE DATASET
Our basic dataset (see our website) consists of 336 characters for 24 IE languages (that is, we removed 40 characters from a larger dataset of 376 characters, because these were clearly polymorphic). We will first describe and explain our choice of languages and characters, then describe our coding of the characters.
Selection of Languages
The languages are listed in Table 1 . As can be seen, they represent all ten well-attested subgroups of the IE family (namely Anatolian, Tocharian, Celtic, Italic, Germanic, Albanian, Greek, Armenian, Balto-Slavic, and Indo-Iranian).To represent each subgroup we have chosen a language or languages that are attested relatively fully at as early a date as possible. In order to represent as many of the major subgroups as was practicable we were obliged to use some fragmentarily attested ancient languages for which only a minority of the lexical characters could be filled with actual data. See our online appendix for details.
The fact that the languages of our database are not contemporaneous has a possible negative impact on the UPGMA method, since this method operates best when the evolutionary process is clock-like, and all the leaves are at the same time depth. However, this selection of our data will not necessarily negatively impact the performance of any of our other methods. (In fact, it is advantageous to character-based methods to use the earliest attested languages, since these are more likely to have retained character states that are informative of the underlying evolutionary history.) 
Selection of Characters
The original database, which included polymorphic characters, had a total of 376 characters; 40 (one morphological, and 39 lexical) of these were removed due to evidence of polymorphism, leaving us with 336 characters. This unscreened database includes 22 phonological characters encoding regular sound changes (or, more often, sets of sound changes) that have occurred in the prehistory of various languages, 17 morphological characters encoding details of inflection (or, in one case, word formation), and 297 lexical characters defined by meanings on a basic wordlist. (A modern English example of a polymorphic character would be the meaning 'small', for which English contains at least two basic equivalents, small and little. Polymorphic characters were omitted from the dataset, both because no approved methodology exists for analyzing polymorphic characters and because we have not yet evolved a proposal for analyzing such data.) The data were assembled by Don Ringe and Ann Taylor with the advice of other specialist colleagues. Details of the character selection can be obtained from Ringe et al. (2002) . The database just described was the basis of the analysis reported in Ringe et al. (2002) . Gaps in the data are coded with unique states, which are compatible with any tree. Therefore, though gaps do not cause problems for the maximum parsimony or the weighted or unweighted maximum compatibility methods, they do decrease the robustness of certain subgroups under these analyses -which is, of course, realistic. The impact of this encoding on distance-based methods or on the Gray & Atkinson method is currently unknown.
We then produced a screened dataset, excluding all characters that clearly exhibit parallel development (whether or not they are compatible with any plausible tree). The result of this screening eliminated 38 lexical characters, four (M9a, M9b, M10a, and M10b) of the morphological characters, and none of the phonological characters. Some discussion of the characters and of the rationale for eliminating particular characters is provided in Ringe et al. (2002) ; a detailed discussion of the elimination of specific characters will be made available on our project website.
RESULTS
Evaluation Criteria
We evaluate trees (and therefore the methods used to infer the trees) according to two basic criteria: first, the number and type of characters that are incompatible with the tree, and second, agreement with established results in IE subgrouping. These established subgroups are: Indo-Iranian, Balto-Slavic, and the remaining eight (8) families -Italic, Celtic, Greek, Armenian, Germanic, Albanian, Anatolian, and Tocharian.
Initial observations
The most striking observation about the different methods we examined, and their inferred trees, is that UPGMA did clearly the worst with respect to both criteria. In particular, UPGMA failed to find the Iranian clade, as it separates Persian from Avestan and Vedic, and it also failed to find Italic, as it split Latin off from Oscan and Umbrian. Furthermore, UPGMA had the most incompatible characters, including a large number of both phonological and morphological characters. Consequently, UPGMA is clearly inferior on these datasets. However, UPGMA's poor performance may be a consequence of the process we used to select our languages, as we discussed earlier.
Because of UPGMA's poor performance, we will focus our attention primarily on the other methods, which are maximum parsimony (MP), weighted and unweighted maximum compatibility (WMC and MC), neighbor joining (NJ), and the technique of Gray & Atkinson (GA) .
The most striking observations about the methods other than UPGMA are as follows:
• These five methods each recovered all the established subgroups of Indo-European, as well as also constructing GrecoArmenian (that Greek and Armenian are sister subgroups).
They also agree about the internal subgrouping within Germanic, Italic, and Indo-Iranian, but not always within Anatolian. However, the different methods posit very different relationships between these major subgroups. With the exception of maximum parsimony on the unscreened lexical character dataset, all methods reconstructed Anatolian-Tocharian (so that if Anatolian is the first subgroup off the root of IE, Tocharian must be the second subgroup off).
• Albanian is found in varied positions within the trees, so that consensus about its relative placement is unlikely; for this reason we ignore Albanian in evaluating these methods on these datasets. • All methods other than Weighted MC return trees with incompatible morphological and phonological characters, suggesting that weighting of characters is an important aspect of a phylogenetic analysis.
We now turn to a careful discussion of the trees and their incompatible characters, on each dataset in turn from (in our opinion) most reliable (screened full dataset) to least reliable (unscreened lexical dataset).
Screened Full Dataset
We constructed six trees on this dataset, one for each method we studied. Since MP and (unweighted) MC return identical trees, we show figures only for trees on five of these methods: weighted MC (given as T WMC in Figure 1 Figure 1 (c)), UPGMA (given as T UPGMA in Figure 1 (e)), and NJ (given as T NJ in Figure 1(f) ).
Lists of incompatible characters for each tree
We provide detailed information about the incompatible morphological and phonological characters on each tree, and the number of Note that other than UPGMA's extremely large number of incompatible characters, the remaining methods are all able to reconstruct trees with a small number of incompatible characters. However, the particular characters that are incompatible on the trees differ in some important ways, especially with respect to particular phonological and morphological characters. We will return to a discussion of these characters later.
Unscreened Full Dataset
Of the six trees we constructed on this dataset, we will show only those obtained from maximum parsimony, unweighted maximum compatibility, weighted maximum compatibility, Gray & Atkinson, and NJ. UPGMA's performance, as before, is very poor. See Figure 2 for these trees. 
Lists of incompatible characters for each tree
Screened Lexical Dataset
Under the weighting we use, all lexical characters have the same weights, and hence weighted MC and unweighted MC are identical on any lexical (screened or unscreened) dataset. For the screened lexical dataset, MC and MP differ only with respect to the placement of Albanian. Thus, for this dataset, we will report results for only four methods: MC, Gray & Atkinson, UPGMA, and NJ. We present these trees in Figure 3 . Figure 3 . Four trees inferred on the screened lexical dataset.
Number of incompatible characters for each tree
Number of incompatible characters for the trees: 12 on LT GA , 9 on LT MC , 10 on LT NJ , and 61 on LT UPGMA . As before, UPGMA is much worse than the others, but there is little difference with respect to compatibility scores for the other methods. More striking, however, is the differences between these trees and some of those obtained using morphological and phonological characters, at least when the morphological and phonological characters are weighted.
Unscreened Lexical Dataset
As explained before, weighted and unweighted compatibility methods do not differ on this dataset. Interestingly, and in contrast to the other datasets, MP's reconstruction is quite different from MC's. We present only four of these methods (see Figure 4) , omitting UPGMA since its performance is so poor.
Number of incompatible characters for each tree
There were 45 characters incompatible on the maximum parsimony tree, 44 on the maximum compatibility tree, 43 on the Gray & Atkinson tree, 98 on the UPGMA tree, and 44 on the NJ tree. (The maximum compatibility tree was computed by taking the majority consensus of all trees with 43 incompatible characters; this included some trees explored during the maximum parsimony search, as well as the NJ tree.) Note the difference between the MP and the MC trees.
Character Incompatibility Patterns
The trees we have seen have differed topologically in interesting and significant ways, but also with respect to the specific characters on which they are incompatible. Since not all characters are equally readily borrowed, nor equally likely to evolve in parallel or with back mutation, it makes sense to consider the incompatibility patterns underlying the different trees.
A full examination of the lexical characters is beyond the scope of this paper, but in any event lexical characters are the most readily borrowed. For this reason, we will focus on the morphological and phonological characters that were incompatible with a phylogeny reconstructed using one of the methods other than UPGMA (since UPGMA's results are so poor). In what follows we begin with the least strongly supported such characters, and move through the list of such characters that are incompatible on at least one of the trees in our study.
M9a is one alternative coding of the athematic dative plural ending. It forces three subgroups: (1) Anatolian; (2) Indo-Iranian plus Italo-Celtic; (3) Germanic plus Balto-Slavic. The actual difference between (2) and (3) is whether the ending *-os is preceded by *-bh-or *-m-. Since it is not inconceivable that one replaced the other, the members of these subgroups need not be nearest sisters; the subgroups can instead be nested. However, they cannot overlap topologically. This character appears only in the unscreened full dataset because we are fairly confident that it reflects parallel development; there is a growing consensus to that effect among specialists (see Beekes 1985 : 143-4, Beekes 1995 : 115-8, Hajnal 1995 : 327-37, and Katz 1998 . Therefore the fact that it is incompatible with all the trees constructed from the unscreened data except that found by neighbor joining is not significant; it is not even a weak endorsement of NJ.
P2 (the ''satem'' development of dorsals) and P3 (the ''ruki''-rule) require Balto-Slavic and Indo-Iranian to be nearest sisters. They therefore impugn almost all the trees constructed from the unscreened full dataset (excluding only WMC), as well as the trees constructed from screened data by MP (¼MC) and NJ -but not the trees constructed from screened data by G & A's method and by WMC. If we could be certain that the phonological developments represented by these characters necessarily occurred during a period of shared genetic descent, they would impugn most of the trees and most of the methods. However, there is at least some possibility that these sound changes spread from one diversifying dialect of PIE to another that was already significantly different, though not so different as to impede communication (see e.g., Hock 1986: 442-4).
Such a scenario would be considerably more plausible to the extent that the two subgroups had a recent (as measured in terms of linguistic divergence) common ancestor; however, the further back in time the common ancestor is, the less likely the scenario seems on linguistic grounds.
Because P2 and P3 are less secure than the other phonological characters and than most morphological characters, one cannot easily judge the performance of any given method by how it treats these two characters.
M11 (representing the extension of the abstract noun suffix *-tiwith a further suffix *-Hen-) requires Italic and Celtic to be nearest sisters. It therefore impugns the tree constructed by G & A's method from unscreened data, and that constructed by NJ from screened data. Unfortunately this character is not as reliable as most of the morphological characters. For one thing, it is the only morphological character which encodes an aspect of word-formation rather than inflection, and it appears that such ''derivational'' morphology is not as resistant to borrowing as inflectional morphology is. Moreover, there has long been some question whether the same change might not have occurred independently in Armenian, which no method finds to be a near sister of Italic or Celtic (see Olsen 1999 with references); more recently Craig Melchert has suggested that the same development might have occurred in Anatolian as well, and that too must have been an independent event (see Melchert 2003) . Consequently we also cannot use this character to judge the performance of different methods with any confidence.
The four characters discussed from this point forward (P1, M5, M6, and M8) are, in our opinion, completely reliable indicators of shared genetic descent. They therefore impugn not only trees with which they are not compatible, but also the methods by which those trees were constructed. In all cases the shortcoming of the methods is the same: they treat all characters alike, with no weighting. These characters thus amount to four strong arguments in favor of the weighting of characters.
P1 (the sound change *p…k W > *k W …k W ) requires Italic and Celtic to be nearest sisters. It therefore impugns the tree constructed by G & A's method from unscreened data, and that constructed by NJ from screened data. In our judgment this sound change is odd enough to guarantee the Italo-Celtic clade (though not quite all colleagues would agree). It thus impugns not only those trees, but also the methods that found them. However, it is only a single sound change affecting three lexemes (!); thus it would not be completely unreasonable to argue that incompatibility with this character is a relatively minor matter. M6, which encodes the thematic optative suffix, and M8, which encodes the (most archaic) superlative suffix, require that the portion of the tree including Italic and Celtic not overlap with the portion of the tree including Germanic, Greek, Indo-Iranian, and (in the case of M6) Balto-Slavic -though the clades can be nested, and if they are not nested they do not need to be nearest sisters. Thus these characters impugn the tree found by NJ from the screened data and that constructed by G & A's method from unscreened data. Unlike P1, these characters are clearly nontrivial markers of genetic descent. The fact that NJ found a tree incompatible with them even using screened data is enough to eliminate NJ as a viable method. The fact that G & A's method found such a tree from unscreened data is at least a strong argument that data should be screened when some methods are used.
M5, which encodes the shape of the mediopassive primary person-and-number endings, divides the tree into a portion containing Anatolian, Tocharian, Italic, and Celtic and a portion containing Germanic, Greek, and Indo-Iranian, which must not overlap (though the clades can be nested, and most specialists think they are). There is very wide, though not quite universal, consensus on both the coding of this character and its importance (though each of these aspects has had critics with alternative viewpoints).
It impugns all trees found on both datasets except those found by weighted maximum compatibility. In our view this is a clinching argument for the weighting of linguistic characters.
DISCUSSION
The main observations we can make on the basis of this study are that these methods do differ in ways that are significant to historical linguists and Indo-Europeanists in particular, and that these differences seem to point substantially to the significance (and probable importance) of assigning appropriate weights to different characters. Exactly how to do this is clearly a matter which should be addressed in the historical linguistics research community. Furthermore, since different linguists are likely to assign different weights to different characters, and hence potentially obtain trees that differ in significant ways, these observations also point to the difficulty inherent in recovering the diversification of IE with precision. In particular, while we believe that higher weighting of most of the morphological and phonological characters reflects a general consensus among IEists, this in itself will not resolve all of the remaining disputes related to the history of the IE family. Resolving questions such as whether Greco-Armenian and the Satem Core are true genetic clades of Indo-European history will require additional research.
Our future research will explore the consequences of using a different weighting scheme from the extremely simple (two-valued) weighting scheme we used in this paper. In particular, we will investigate weighting schemes that ensure that characters that survive the screening process have higher weights than characters that are eliminated during that screening. Such weighting schemes are clearly suggested by linguistic scholarship, and using them in a weighted maximum compatibility analysis would likely result in different estimations of evolutionary history than we have obtained using our weighting scheme. In particular, the trees that we obtained using weighted compatibility on the screened and unscreened datasets differ in terms of the location of Greek and Armenian, and consequently differ with respect to the incompatible characters (with the difference primarily being a choice between M10a and P2 and P3). Thus, the selection of one tree over another depends very significantly on the relative confidence one has in the different characters.
Our observations thus strongly support the need for linguists to incorporate into cladistic analyses their own judgments about the relative reliability of different characters. It seems possible that phylogenetic reconstruction methods are best suited to working out, in a maximally rigorous fashion, the consequences of linguists' judgments. Whether they can recover the actual history of a language family's diversification is a separate question. Of course it does not follow that rigorous phylogenetic reconstruction is unimportant; finding the tree(s) which best reflect the judgments of qualified specialists is a computationally difficult problem, so computational techniques are needed. However, it does mean that more work will be needed on the part of linguists to formalize their scholarship so that it becomes amenable to use in rigorous phylogenetic reconstruction. Furthermore, a comparative analysis of trees obtained using datasets (with appropriate weights) constructed by different specialists will help us to determine those aspects of IE history that are reliably reconstructible.
We close with a comment about statistical methods for inferring phylogenies on languages. While all methods can be explored with respect to performance on established datasets, a greater understanding of methods can be obtained if they are also explored on synthetic data generated under sufficiently realistic models of evolution. Our group is working on developing these models (see Warnow et al. 2004 in particular) . One of the benefits of developing good models of evolution is that they may allow us to move beyond the current paradigm inherent in these methods -whereby we either allow characters to evolve under different processes but require the user to specify parameters for the ways in which they vary as input to the program (e.g., Weighted MC), or explicitly assume that all the characters evolve under the same model (e.g., UPGMA, NJ, and the Gray & Atkinson method). An important long-term objective would be to develop statistical estimation techniques which can estimate the parameters for each of the different characters from the data. Provided that these techniques are based upon models of language evolution that make sense to historical linguists, they would potentially be able to greatly improve our understanding of the evolutionary processes underlying language evolution, and also allow us to recover the true genetic histories of IE and other language families with greater accuracy than we can currently.
