ABSTRACT Distant supervision for relation extraction is a task of recognizing semantic relations between entities in a large amount of plain text weakly supervised by external knowledge bases, which can benefit many NLP applications, such as knowledge graph completion and question answering. While it significantly alleviates the expensive cost for data labeling, it severely suffers from noisy labels. In this paper, we propose a Multi-head Self-attention Network (MSNet)-based label denoising method for relation extraction. More specifically, we encode the words, entities and their positions information into contextual embeddings via a multi-head self-attention mechanism, then extract the discriminative sentence features with max pooling operation. MSNet can capture the inherent structure of a sentence and model the relatedness between two words without regard to their distance. Moreover, we adopt a novel label confidence learning method to correct the noisy labels. A latent label is predicted step by step during training as the ground-truth according to a curriculum function of label confidence. This label denoising mechanism gradually incorporates the obtained latent label of easy relation patterns into later latent label prediction of hard patterns, which makes latent label consistent learning more reliable. To verify the effectiveness of our proposed method, in addition to the widely used PCNN-based architecture, we also perform the experiment on BiLSTM model as a comparison. The results demonstrate that our approach can outperform the state-of-the-art systems on the popular evaluation dataset.
I. INTRODUCTION
Relation Extraction (RE) is defined as a task of generating relation triple facts from plain texts, which is widely used to facilitate a lot of Natural Language Processing (NLP) tasks including knowledge base construction and question answering. As the fully supervised RE approaches are limited by the consuming and labour intensive labeled training set, Distant supervision strategy [1] is proposed as a promising approach to automatically create training data via aligning Knowledge Bases (KBs) with texts. The basic assumption of distant supervision is that if two entities e 1 and e 2 have a relation r in KBs, then all the sentences in corpus that contain these two entities will express this specific relation and will be labeled as the training instances of r.
However, this strong assumption always makes the training data suffer from wrong labeling problem due to the in-completion or inherent multi-relation nature of the The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Asif Naeem.
exploited KBs. For example, as shown in Fig. 1 , according to the triple president_of (Donald Trump, the United States) in KB, we will label all the sentences mentioning Donald Trump and the United States as the active training instances of relation president_of, despite only the third sentence can express the relation correctly. What's worse, in some cases all the sentences mentioning an entity pair fail to express the relation of KB. Consequently, distant supervision strategy can easily lead to noisy labeling.
To alleviate the wrong label problem, the multi-instance learning [2] is adopted to model the task of predicting relations between entities within a bag. Concretely, a bag contains all the instances that mention the same entity pair e 1 and e 2 .
To reduce the noisy instances in a bag, the relaxed assumption [2] that at least one of all the sentences containing e 1 and e 2 is expressing r(e 1 , e 2 ) is applied. While this relaxed assumption is in practice often more valid than the strong one and substantially improves the extraction performance, the main weaknesses of previous methods [2] - [4] are that most features used for the relation prediction are explicitly derived from NLP tools such as POS tagging and dependency parsing, where the errors generated by NLP tools will propagate or accumulate. Especially when the length of sentence increases, the accuracy of dependency parsing decreases significantly [5] . In addition, the at-least-once assumption of distant supervision will lose a large amount of rich information containing in the neglected sentences as only the most likely sentences of relation candidates are used in prediction.
Due to the prominent success of deep learning, neural network is widely investigated to automatically learn features for relation extraction [6] , [7] to avoid the necessity of feature handcrafting [2] - [4] . Another advantage of neural network is that it is capable of fully utilizing all the informative sentences by embedding the semantics of these sentences. Thus, the semantic prior knowledge, which is useful for relation de-noising, should be preserved as more as possible. Besides the widely used Piecewise Convolutional Neural Network (PCNN) [6] , [7] , Recurrent Neural Network (RNN) [8] and deep residual learning [9] are also used to learn sentence representation information. As we know, CNN allows to extract local features, and RNN is capable of extracting global features of a sequence. However, they are restricted to capture the global dependency of a long sequence. Therefore, it remains problematic to learn a good sentence representation.
To explicitly eliminate the effects of the noisy labels during model training, sentence-level attention is adopted to dynamically reduce the weights of the irrelevant sentences for a given entity pair [7] , [10] . Further, recent RE work [11] begins to pay attention to label-level noise, which treats a new soft label as the ground-truth instead of the Distantly Supervised (DS) labels. The basic idea of label-level denoising is the entity pairs mentioned in similar contextual patterns tend to have similar relation labels. For example, true positive instances of relation place_of_birth may have some common relation patterns, like ''A, born in B'' and ''A was born in B''. Relying on the condition whether the relation mentions satisfy these contextual patterns, the noisy labels of false negatives and false positives can be corrected. However, current label-level denoising method [11] obtains a soft label by presetting static confidence for DS label, which is hard to generalize and extend. This gives us latent heuristics to explore more efficient method for label-level denoising.
To deal with these problems above, we propose a Multihead Self-attention Network (MSNet) based label denoising method for distantly supervised relation extraction, whose framework is shown in Fig. 2 . First, in order to capture the long dependency between two words without regard to their distance, we present a MSNet to learn the structural representation information of a sentence without any convolution and recurrence. Concretely, we encode the words, entities and their positions information into contextual embeddings by multi-head self-attention mechanism, then extract the prominent sentence features via max pooling operation. Empirically, we find that the proposed MSNet has a better representation performance than PCNN and BiLSTM. Second, to reduce the impact of noisy sentences in a bag, we use a basic selective self-attention mechanism to learn the bag representation, which can be fed to softmax classifier to predict the relational score of each class. Third, we propose a curriculum learning method to denoise the distantly supervised label. More specifically, we introduce a label confidence function, by which we can obtain a latent label as the ground-truth of relation classifier. The curriculum learning method of label confidence can learn the latent label of easy relation patterns firstly, then gradually incorporate them into later latent label prediction of hard patterns. This continuous learning makes the latent label prediction more consistent and reliable. Finally, the experimental results demonstrate the effectiveness and generalization of our proposed method.
Our contributions of this paper include:
• We propose a multi-head self-attention network to learn the informative sentence representation, which can capture the relatedness between two words regardless of their distance and without consider the convolutional and recurrent operations.
• We present a label confidence function to achieve the label denoising via curriculum learning. It can gradually incorporate the obtained latent label of easy relation patterns into later latent label prediction of hard patterns, which makes the latent label learning more robust.
• We evaluate the proposed method on a widely used dataset, the experimental results show the effectiveness of MSNet, and also verify the generalization of the label denoising method. The remainder of this paper is organized as follows. Section II introduces the related work. Section III describes our proposed approach in detail. Section IV reports our VOLUME 7, 2019 experimental results, discussion and case study. Section V gives a conclusion and the future work of the whole paper.
II. RELATED WORK
In order to solve the problem of training data labeling in supervised learning, a distant supervision paradigm [1] is originally proposed to automatically create large-scale training data for RE task. However, the traditional distantly supervised method uses a strong assumption that all sentences can indicate the relation, which may easily lead to wrong labeling issue. To reduce the impact of noisy sentences in this strong assumption, multi-instance learning [2] - [4] is introduced to adopt a relaxed at-least-once assumption. This assumption holds that if there is a relation between two entities, at least one sentence that includes both entities can indicate this relation. Besides, multi-instance multi-label learning [3] , [12] is employed to handle the overlapping relations problem. Nevertheless, these methods strongly rely on fine-designed features, which are costly and time-consuming. Additionally, handcrafted feature-based methods may lead to error propagation from lexical or syntactic parsing tools.
To alleviate these problems caused by feature engineering, deep learning is applied to RE task to extract features automatically. Combining multi-instance learning, Zeng et al. [6] employs Piecewise Convolutional Neural Network (PCNN) to train a relation extractor on distantly supervised data. The key to this method is only selecting the most likely sentence for an entity pair as a valid sentence. Then Lin et al. [7] assumes that a lot of information in the neglected sentences may be lost. Hence, various sentence-level attention mechanisms [7] , [10] are proposed to select multiple valid sentences by assigning higher weight for valid sentences. Subsequently, reinforcement learning [13] - [15] and generative adversarial network [16] are applied to reduce noisy labeling by removing or redistributing noisy sentences. These above methods focus on sentence-level denoising and regard the relation labels from distant supervision as the ground-truth.
Recently, a soft-label denoising method [11] is introduced to use a soft label to correct the wrong labels during training, which makes full use of the contextual information from the text mentions that are correctly labeled. To obtain a soft label as the ground-truth, the method proposes a joint probability function by combining the confidence of the labels from distant supervision and the relation score from model prediction. The case study and experimental results show that this method can effectively change noisy labels during training and improve the model performance. However, the method sets a static confidence for labels obtained by distant supervision, which is inflexible and hard to extend. A recent study [17] summarizes the main factors that impact label denoising of distantly supervised RE, which indicates the prior knowledge of plain texts and partial confidence for distantly supervised labels can significantly affect the denoising performance.
Inspired by the work of Luo et al. [18] which utilizes curriculum learning to model the noise in the training data, we become interested in curriculum learning [19] and selfpaced learning [20] , [21] . The basic idea of curriculum learning is beginning with the easy examples of a task, then dealing with the hard ones. Further, self-paced learning is proposed to gradually incorporates easy to more complex examples during training. These studies give us the initial ideas about leveraging curriculum learning method for label denoising.
Self-attention [22] , [23] is a special attention mechanism, which incorporates different positions of a single sequence to compute its representation. A recent breakthrough work for sequence encoder is multi-head attention [24] , which achieves excellent improvement in many sequence modeling and transduction tasks [25] , [26] . Compared with CNN and RNN, multi-head self-attention allows to model the inherent dependencies of a sentence regardless of the distance between two words. Moreover, multi-head attention can perform the multiple attention functions in parallel. This provides us with the basic idea to learn sentence representation via multi-head self-attention.
III. METHODOLOGY
In this section, we will introduce the proposed MSNet based label denoising framework for relation extraction. As shown in Fig. 2 , the model mainly includes two modules -representation learning and confidence learning. The representation learning module can encode all the plain texts mentioning two entities into an informative representation vector which is relevant to the relation. And the confidence learning module enables the model to denoise labels by a curriculum function. The mutual learning of two modules generates a reliable latent label and effectively improves the model performance.
A. REPRESENTATION LEARNING
To be specific, representation learning is an encoding process from word level, sentence level to bag level. First, words, entities and their positions are encoded into corresponding embeddings which are machine computable. Second, these embeddings are combined to encode into a sentence representation via our proposed MSNet. Then a selective selfattention is adopted to encode all the sentence representations mentioning the same entity pair into a bag representation, which is relevant to the relation classification directly.
1) WORD AND POSITION ENCODER
Recent studies have shown that using pre-trained embeddings as input has achieved good performance in many NLP tasks such as sentence classification and relation classification [27] - [30] . To fully leverage the semantic information of a word in context, we use pre-trained word embeddings to map the i-th input word w i in a sentence into a real-valued vector
Since self-attention neglects the order of a sequence, we are required to provide the position information of each token in the sequence. Accordingly, we encode the absolute position of the words in the sentence and map the position i into a position embedding
In order to capture entity information in a sentence, position features of two entities [30] , [31] are used to indicate how close each word to the entity pair. More specifically, i − pos e 1 and i − pos e 2 , the relative distances of the i-th input word in a sentence with respect to two entities at position pos e 1 and pos e 2 , are encoded with embeddings as v 1i , v 2i ∈ R d p .
Then the word embedding and position embedding of the i-th word are concatenated with entity position embeddings as
. Given sentence length n, the output of word-level embedding layer is combined as X = [w 1 , . . ., w n ]∈ R n×d , which is fed to sentence encoder layer.
2) SENTENCE ENCODER
In this paper, we propose MSNet to encode the sentence representation, which combines multi-head self-attention with max pooling mechanism. Fig. 3 depicts the detailed architecture of MSNet.
Basically, we can regard an attention mechanism as a mapping of a query and key-value pairs to an output. An attention function of the query and the key is adopted to compute the weight of each value, then the output is determined as a weighted sum of the values. In particular, for self-attention, the queries, keys and values all come from the output of the previous layer X ∈ R n×d . As shown in Fig. 3 , we use the scaled dot-product attention as the attention function. Given query matrix Q, keys K and values V, scaled dot-product attention is calculated as follows:
Multi-head attention captures sequence information from different semantic subspaces at different positions. First, h different linear projections are utilized to transform the query, key and value to d/h dimension respectively. Second, h projections are performed the scaled dot-product attention in parallel. Then all the outputs of h heads are concatenated and linearly projected to representation space. To be specific, multi-head attention can be formulated as below:
where
) are the parameter matrices of i-th linear projections, W R ∈ R d×r is a mapping parameter from input space to representation space, r is the dimension of sentence representation. Similar to the previous work [24] , we adopt residual connection [32] around the multi-head self-attention layer followed by layer normalization [33] to improve the model performance.
In order to obtain a fixed-size vector independent of sentence length n, we use a max pooling operation for the contextual embedding M ∈ R n×r by choosing the maximum value over each dimension of representation units, then form a sentence representation s ∈ R r . We assume that our model can capture the most discriminative features via max TABLE 1. Time complexity and space complexity for different network types in the sentence encoder layer. n is the sentence length, d is the dimension of input embedding, r is the dimension of sentence representation, k is the kernel size of the convolution operation.
pooling mechanism. In addition, we adopt the mean pooling operation to learn the sentence features by averaging the n hidden representations.
To verify the effectiveness of our proposed method, we also experiment with PCNN and BiLSTM+max-pooling to learn the sentence representation as comparison. As indicated in Table 1 , with respect to different network types, we will discuss the computational complexity in the sentence encoder layer. Actually, in our experimental settings, the sentence length n almost equals the dimension of input embedding d, while the dimension of sentence representation r is much bigger than them, that is, r d ≈ n. During training, the running time of BiLSTM is about 2.3 times of MSNet and 2.8 times of PCNN. With respect to space complexity of parameters, MSNet takes less space than convolution and BiLSTM operations.
In terms of parallelized computation, we use the minimum number of sequential operation to measure it [24] . As the computation units of self-attention and convolution are separate from each other at different position in a sequence, they require constant number of sequential operations. Since the unit of next time in BiLSTM depends on the unit of previous time, BiLSTM needs O(n) sequential computation.
3) BAG ENCODER
As mentioned before, our task aims to predict the relation of a bag which contains all the sentences mentioning the same entity pair. As a result, we will extract the useful sentence information from a bag with respect to an entity pair. In this layer, we use a selective self-attention method [7] to reduce noisy sentences within a bag. The attention mechanism can learn higher weight for the valid sentences and lower weight for the invalid sentences. Afterwards, the bag representation o of an entity pair is computed as a weighted sum of these sentence representations:
The weight α i of the i-th sentence representation s i is computed as follows:
where a is a weighted vector, r is the query vector of the representation of relation r and is element-wise multiplication operation. The predicted score of the j-th relation p j is computed by softmax function based on the bag representation o.
where W and b are training parameters which indicate the relation matrix and bias vector respectively.
B. CONFIDENCE LEARNING
To perform label-level denoising by learning a latent label as the ground-truth, we hope to make full use of DS labels because the overwhelming majority of labels from distant supervision are correct. In addition to distantly supervised information, the semantic patterns captured by relation extractor also provide sufficient information for the generation of latent labels. Accordingly, the primary problem of our label denoising is to design an efficient latent-label learning algorithm that can dynamically weigh the DS label and relation pattern. Inspired by curriculum learning [19] - [21] , we will process the relation patterns in a meaningful order from easy to hard. More specifically, these easy examples of common relational patterns will be handled by our model firstly, then the hard examples with special patterns will be processed based on the information from previous examples. Intuitively, if the relation extractor has a good performance, it will predict higher scores for the correct labels of the easy patterns than the hard patterns. Instead of manually splitting the examples, we plan to leverage what the model has learned from the DS labels to handle the examples with different predicted scores from high to low.
We will describe the proposed latent-label learning algorithm, which is an extension of dynamic soft label [17] . Initially, to obtain prediction power of relation patterns, we use DS labels to pre-train the representation learning module. With the pre-training proceeding, model performance fails to be further improved when there is no more new information of distant supervision to learn. We call the time-step that our model has a stable predictive power as the boundary between DS-label pre-training and latent-label training. Once the model training reaches the boundary, we start to use the latent label to train representation learning module. Concretely, we model the generation of latent label based on its confidence in different training steps. Given the number of labels K , the label confidence c (τ ) ∈ R K represents a score vector corresponding to K relation classes in the τ -th training step. The latent labelŷ (τ ) in the τ -th training step can be computed as below:
where G(·) represents the curriculum function, through which we can not only utilize the predicted score p (τ ) in current training step as mentioned before, but also preserve the label confidence c (τ −1) in preceding training step.
In order to model the impact of latent labels in the previous training step, we consider the correlation between label confidences in adjacent training steps in this curriculum function. In addition, the information of relation patterns should be included to guide the continuous learning of model prediction. Hence, we design the curriculum function which combines preceding confidence and current model prediction linearly as follows:
where β (τ ) ∈ (0, 1] is a weight factor in the τ -th training step that weighs the label confidence from preceding prediction and relational score from current model prediction. It is calculated by β (τ ) = β (τ −1) + δ, where δ ∈ (0, 1) is a delay factor that measures the difference between two weight factors in the adjacent step and accelerates model convergence. In particular, if β (τ ) = 1, our model will always use the DS label as the ground-truth label. To ensure that each value of label confidence c (τ ) varies in the range (0,1), the obtained vector z (τ ) by weighted sum is normalized over all K classes. And we set the initial confidence c (0) as the one-hot vector of the DS label.
In general, the iterative learning can be viewed as a process of seeking the optimal point that trades off the information of distant supervision and model prediction. With the memory of preceding confidence, the model can preserve the information of distant supervision. As the training proceeds, the effect of model prediction enhances and more relation patterns are learned. More concretely, due to the high predicted scores of easy patterns, their latent labels are likely to retain the same as DS labels or change to other labels in the front iterations. Based on the learning of these easy patterns, the latent labels of hard patterns may gradually change in later iterations. Thus our curriculum learning of label confidence can generate latent labels in a reliable way from easy patterns to hard patterns.
C. TRAINING
During training, we will optimize the entire neural network by minimizing the objective function. In this paper, we use crossentropy loss as the objective function. In order to obtain stable model prediction ability, we need to pre-train our model via distantly supervised information. Let T be the boundary of training steps which represents whether our model can stably predict the relation patterns. At the beginning of training steps τ <= T , the DS label y is employed as the ground-truth label, the objective function is computed as follows:
where p is the relation probability of model prediction, and y is the one-hot vector of the DS label. Then when τ > T Compute label confidence c (τ ) by (7) 8 Obtain latent labelŷ (τ ) by (6) 9 Predict the current relational score p (τ ) by (5)
10
Update parameters with latent label via L(ŷ (τ ) , p (τ ) ) 11 end 12 end the latent labelŷ is regarded as the gold label, the objective function is changed as below:
The model training procedure is described in Algorithm 1. Concretely, the entire training process is divided into two parts through the boundary T of training steps. When τ <= T , we will pre-train the representation learning module via DS label in lines 4-5, which aims to get stable prediction ability of relation classifier. When τ > T , we will use the proposed label denoising method to obtain a latent label in lines 7-8, and utilize this label to train the relation classifier in lines 9-10. All the network parameters are updated via minibatch Adam optimizer [34] .
IV. EXPERIMENTS
In this section, the performance of the proposed method is evaluated and compared with the state-of-the-art RE systems. Additionally, we present the effects of different learning modules. Finally, the case study demonstrates that our approach can gradually correct the noisy labels effectively.
A. DATASET AND EVALUATION
Our method is evaluated on a popular benchmark dataset developed by Riedel et al. [2] . The dataset was generated by aligning relational triples of Freebase with the New York Times (NYT) corpus, and was widely used by various methods for distantly supervised RE task. It has 52 relation classes and a NA class which indicates non-relation between entity pairs. The training set contains 522,611 sentences, 281,270 entity pairs and 18,252 relation triples. The test set contains 172,448 sentences, 96,678 entity pairs and 1,950 relation triples. Following previous work [7] , [11] , [18] , we employ the held-out evaluation, which compares the predicted labels between entity pairs with the DS labels without any human evaluation. Our model is evaluated with aggregate precision-recall curves and top N Precision (P@N) for relation extraction with different number of sentences between entity pairs.
B. EXPERIMENTAL SETTINGS
We use Tensorflow 1.4.0 and complete the code with Python 3.5. All experiments are conducted on a single Nvidia Titan X GPU. Similar to prior work [6] , [7] , we use cross-validation to identify the parameters of this paper. For fair comparison, we adopt the same pre-trained word embeddings released by Lin et al. [7] which have d w = 50 dimensions and are trained on this dataset. We choose the dimension of position embeddings d p = 5, the number of heads h = 5 and the number of hidden unit r = 230 for our MSNet. Additionally, the window size and the number of feature maps for PCNN model are set to 3 and 230, and the number of hidden units for BiLSTM is also set to 230. We assign the initial weight factor β (0) = 0.5 and the delay factor δ = 0.1 in confidence learning module. To avoid overfitting, dropout [35] is applied to sentence representation. Concretely, we use dropout rate 0.5 and l 2 constraint 0.0001. Moreover, we use Adam optimizer [34] with learning rate 0.001 and batch size 50. Following the experimental observations, we find the model performs relatively stable on the precision-recall curve after around 3 training epochs, which indicates there is no additional information we can learn from the DS label. To fully learn the contextual patterns of relation mentions at the beginning of training, we utilize latent label after 5 epochs.
C. RESULTS AND DISCUSSION
In order to assess our proposed approach, we compare it with the various methods. Mintz et al. [1] is a traditional distantly supervised method which extracts features from all the instances. MultiR [3] and MIMLRE [12] are multi-instance learning and multi-instance multi-labels methods respectively. These three models are handcrafted feature-based methods, all the results come from their reported papers. PCNN [7] with selective attention model serves as the baseline of the neural network based methods, and PCNN+soft-label [11] is a label-level denoising method which sets a static confidence for DS label. We reproduce the results of PCNN and PCNN+soft-label according to their settings, which may be slightly different from their reported results. Fig. 4 shows the precision-recall curves of our proposed model and the compared methods. Following previous work [7] , [11] , we only report the top-ranked results when the recall is less than 0.4. From the figure, we can observe that: (1) Neural network based methods [7] , [11] obviously achieve higher precision than handcrafted feature based methods [1] , [3] , [12] . This demonstrates the handcrafted feature based methods are problematic especially when there are noisy labels in the task. (2) MSNet achieves higher precision than the PCNN [7] baseline, which verifies the excellent learning ability of MSNet. (3) Adding Latent-label mechanism for MSNet or adding Soft-label [11] for PCNN can notably improve the performance of baselines, which indicates the effectiveness of using label denoising. (4) The proposed MSNet+Latent-label presents the best performance compared with all previous methods, and achieves the highest precision in almost the entire range when the recall is greater than 0.05. Actually, we find that there are many wrong labeled entity pairs by manual evaluation when recall is less than 0.05 like the work [11] . In particular, our model slightly outperforms PCNN+soft-label to some extent. We assume that the design of static confidence of soft-label method [11] considers the class imbalance problem, while our model ignores it in order to generalize the proposed method to other distantly supervised tasks. As a whole, our model significantly performs better than the compared methods.
To give a clear description, Table 2 demonstrates the precision of a variety of models for different recalls 0.1/0.2/0.3/0.4. And we highlight the best results with bold formatting. We can find that combining latent-label mechanism improves the performance remarkably for MSNet, PCNN and BiL-STM respectively, which significantly exceeds the soft-label method [11] . In particular, soft-label method only improves the PCNN baseline when recall is less than 0.3 while fails to improve MSNet and BiLSTM, which reflects the instability of soft-label denoising method. Moreover, we replace the max pooling operation with mean pooling in MSNet, and we observe that combining with latent-label also makes it achieve higher precision than its corresponding baseline. Therefore, our latent-label denoising method can generalize to different representation learning networks effectively.
Following the evaluations of previous work [7] , [11] , we randomly select one, two and all sentences from the entity pairs which have more than one sentence to report the top N precision (P@N). Table 3 presents the results of different settings for top 100/200/300 and their mean value in test data. It is clear that adding latent-label mechanism performs well for all the neural baselines, which indicates its effectiveness when combining with sentence-level denoising. In particular, our proposed model almost remains the best performance in the entire P@N range. Fig. 5 depicts the precision-recall curves of representation learning modules constructed by different neural networksMSNet, PCNN and BiLSTM respectively. At this time, we use DS labels during training and ignore the effect of label denoising mechanism. Compared with the widely used PCNN model, we observe that BiLSTM performs better when the recall is less than 0.2, but it drops sharply with recall greater than 0.2. The MSNet outperforms PCNN on the whole and has a relatively stable performance in the entire range. Furthermore, we replace the max pooling operation in MSNet with mean pooling operation and find that it makes a worse performance than PCNN baseline. Since we obtain contextual embeddings via multi-head self-attention method, we assume that max pooling operation can make the model get more discriminative features for a sentence than mean pooling operation. Thus, the results prove the effectiveness of our proposed MSNet for sentence representation learning.
1) EFFECT OF REPRESENTATION LEARNING MODULE

2) EFFECT OF CONFIDENCE LEARNING MODULE
As shown in Fig. 6 , to verify the effect of our proposed confidence learning for label-level denoising, we analyze the precision-recall curves for four representation learning modules above. FromFig. 6(a) and Fig. 6(b) , we can discover that latent-label can notably improve MSNet and MSNet with mean pooling baselines. Nevertheless, soft-label method [11] drops rapidly in MSNet when recall is greater than 0.15 in Fig. 6(a) , and remains nearly equal to the MSNet with mean pooling baseline in Fig. 6(b) . From Fig. 6(c) , we find that soft-label method even gets a slightly better performance than our proposed latent-label method of the recall range from 0.2 to 0.35. However, as illustrated in Fig. 6(d) , the softlabel method has a very poor performance in BiLSTM while latent-label method can achieve higher precision when the recall is greater than 0.1. Clearly, the latent-label scheme via our confidence learning algorithms has better generalization than the soft-label scheme. In the following, we will examine the effects of curriculum learning by case study in detail.
D. CASE STUDY
We show the visualization of attention weight in Fig. 7 to verify the effectiveness of selective self-attention mechanism. And we use a darker color to represent higher weight of the corresponding sentence in a bag. With respect to the relation place_of_death, the second sentence is arranged higher attention weight since it indicates that Kurt Waldheim was died in Vienna, while the first sentence which shows that Kurt Waldheim was born in Vienna gets very low weight. For another relation contains, the second and fourth sentences have higher attention weight than other sentences because they can clearly express the relation between locations in a more common pattern. Therefore, the selective self-attention mechanism is capable of learning higher weight for more valid sentences. Then we will discuss typical cases of latent label correction in detail. We manually check the label corrections of 200 random relational bags. Correction accuracy of the proposed label denoising method is 88%(176/200), which proves our model can correct the noisy labels with high accuracy. In addition, we present some cases of latent-label corrections to test our proposed curriculum confidence learning, which are shown in Table 4 . Note that we highlight the accurate labels with bold formatting.
We present some right label corrections in the upper part of Table 4 . We find the noisy labels of false negatives can be corrected by latent labels. For instance, we correctly recognize the relation company between Helmut Panke and BMW, whose relationship is missed in Freebase.
Moreover, we can correct some false positives by latent labels, such as DS labels nationality and place_of_birth. Relational triple nationality(Didier Drogba, France) of Freebase is obviously mislabeled, because Didier Drogba was born in Ivory Coast. For entity pair (Pericles, Athens), their relation is labeled as place_of_birth while the instance indicates that Pericles died in Athens. Through the learning of patterns, we can correct it with latent label place_of_death. These relation patterns can be regarded as easy patterns, whose noisy labels can be directly corrected by first several training epochs. The last example of right corrections also fails to express the DS labels place_lived between two entities Rem Koolhaas and Rotterdam. Fortunately, we observe that curriculum learning mechanism makes gradual latent-label correction. At the beginning, the latent label is corrected as place_of_birth, finally it is corrected as NA. It indicates that noisy labels of the examples with hard patterns can be corrected effectively based on curriculum learning.
We also show the cases of wrong corrections in the lower part of Table 4 . For the first example, our model wrongly corrects the relation between two entities Kapolei and Honolulu as NA, because its relational pattern is different from the common patterns of relation contains such as ''A in B'' or ''A, B''. With respect to the second example, our model may just discover that relation pattern ''A, co-chairman of B'' corresponds to relation company, but mistakenly assume that entity Glendale is a company name. Due to the diversity of relation patterns and limitations of model capabilities, we think that a small amount of mistakes are inevitable. As a whole, our proposed method is very effective for correcting noisy labels and improving RE performance.
V. CONCLUSION
In this paper, we propose a MSNet based label denoising method for distantly supervised relation extraction. We introduce a multi-head self-attention mechanism to learn the sentence representation without any convolutional and recurrent operations. Moreover, we adopt a label confidence curriculum learning method to correct the noisy labels gradually. The experimental results show that our approach can outperform the state-of-the-art methods significantly. With respect to sentence representation learning, our proposed MSNet gets a better performance than PCNN and BiLSTM based model. Curriculum learning of label confidence can gradually incorporate the obtained latent label of easy relation patterns into later latent label prediction of hard patterns, and rectify the noisy labels with high accuracy. In addition, the latent-label denoising mechanism can generalize to PCNN and BiLSTM respectively.
In the future, we will plan to explore the label-level denoising method via reinforcement learning and generative adversarial network. Further, we consider to solve the multilabel denoising problem by modeling the relatedness between labels. 
