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Abstract
We provide an explicit rate of convergence to equilibrium for solutions of the Becker–
Do¨ring equations using the energy/energy-dissipation relation. The main difﬁculty is the
structure of equilibria of the Becker–Do¨ring equations, which do not correspond to a
Gaussian measure, such that a logarithmic Sobolev-inequality is not available. We prove a
weaker inequality which still implies for fast decaying data that the solution converges to
equilibrium as ect
1=3
:
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1. Introduction
1.1. The Becker–Do¨ring equations
The Becker–Do¨ring equations are a system of kinetic equations to describe the
dynamics of cluster formation in a system with identical particles. They can be used,
for example, to model a variety of phenomena in the kinetics of phase transitions,
such as the condensation of liquid droplets in a supersaturated vapor.
In the following clusters are characterized by their size l; which denotes the
number of particles in the cluster. The concentration of l-clusters at time t will be
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denoted by clðtÞ; and we assume that the clusters are uniformly distributed, such that
there is no dependence on a space variable. The main assumption in the Becker–
Do¨ring theory is that clusters can change their size only by gaining or shedding one
particle. Hence, the rate of change in the concentration of clusters with at least two
particles is given by
d
dt
clðtÞ ¼ Jl1ðtÞ  JlðtÞ for lX2; ð1:1Þ
where Jl denotes the net rate at which l-clusters are converted into ðl þ 1Þ-clusters.
We need a different equation for the rate of change of 1-clusters, the free particles,
which are also called monomers in the sequel. In the classical Becker–Do¨ring theory
[4] the concentration of monomers is just given by a constant. In the following, we
are however interested in a modiﬁed version introduced in [5,15], where it is assumed
that the total density of particles is conserved, i.e.
r :¼
XN
l¼1
lclðtÞ  const: for all tX0: ð1:2Þ
This implies with (1.1) that
d
dt
c1ðtÞ ¼ J1 
XN
l¼1
Jl : ð1:3Þ
The constitutive relation which gives Jl in terms of cl is given by
JlðtÞ ¼ alc1ðtÞclðtÞ  blþ1clþ1ðtÞ; ð1:4Þ
with positive kinetic coefﬁcients al ; bl which describe the rate at which l-clusters
catch and, respectively, release a monomer.
The Becker–Do¨ring equations are a special case of the so-called discrete
coagulation–fragmentation models which have numerous applications in many
areas of pure and applied sciences; for an overview of this topic we refer to [8].
Existence of positive solutions of the Becker–Do¨ring equations has been shown in
the seminal mathematical paper [3] for data with ﬁnite density and coefﬁcients
satisfying al ¼ OðlÞ: Uniqueness was shown only for a smaller class of coefﬁcients,
but more recently the uniqueness result has been extended to a larger class of
coefﬁcients in [10]. The main result in [3] is on the convergence of solutions to
equilibrium, which is based on exploiting a suitable Lyapunov functional, in physical
terms the free energy density. It turns out that equilibrium solutions cr exist
for densities 0prprs; where rs is the density of saturated vapor. If rprs; then
the solution of the Becker–Do¨ring equations converges strongly to cr: If r4rs; the
solution converges weak to crs and the excess density r rs corresponds to the
formation of larger clusters as time proceeds, i.e. to a phase transition. The existence
of metastable states in this case has been established in [13]. It is shown that for
moderately small r rs there are data for which the solution stays at least
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exponentially long in ðr rsÞ1 close to the data before large clusters are formed.
Numerical simulations performed in [6] indicate in fact that for generic data the
solution always passes through a metastable state. For more details on several
aspects of the Becker–Do¨ring equations we also refer to the review article [17].
1.2. The aim of this paper
For the subcritical case rors; metastability has neither been observed nor is it
expected. However, to our knowledge there exist no predictions or results on the
details of the asymptotic behavior in this case. Even for the related general
coagulation–fragmentation models, discrete or continuous, there seems presently
only one result available. In [1] it is shown for the continuous coagulation–
fragmentation equations with constant coefﬁcients that the solution converges
exponentially fast to equilibrium. The analysis in [1] seems however not easily
extendable to other equations, since it relies on certain exact differential equations
satisﬁed by global quantities.
It is the aim of this paper to provide a result on the speed of convergence to
equilibrium of solutions to the Becker–Do¨ring equations in the subcritical case
rors: Our strategy to provide an explicit rate of convergence is motivated by so-
called entropy- or energy-dissipation methods, which are also one ingredient in [1]
and have been successfully employed to a variety of problems, in particular in the
kinetic theory of gases. In the present situation we face two difﬁculties. The ﬁrst lies
in the nonlocal structure of the equations, the second, more fundamental, in the
structure of the equilibrium solution of the Becker–Do¨ring equation. It has the
structure of a general exponential measure, for which so-called logarithmic Sobolev-
inequalities do not hold, which are the crucial ingredient in entropy-dissipation
methods. Nevertheless, we can prove a weaker inequality, which gives for fast
decaying data a rate of convergence to equilibrium as ect
1=3
:
In Section 1.3 we ﬁrst recall in more detail the structure of equilibrium solutions
and the results on convergence to equilibrium. Section 1.4 reviews the general idea in
entropy-dissipation methods and explains in more detail the difﬁculties we face in the
Becker–Do¨ring model. Our main result is given in Section 2 as well as an outline of
the main idea of the proof. Finally, the detailed proofs are the content of Section 3.
1.3. Convergence to equilibrium
In order to characterize equilibrium states and to review the results on
convergence it is convenient to introduce already at this stage the assumptions on
the kinetic coefﬁcients which will be used throughout this paper. We consider a class
of coefﬁcients which satisfy the following hypotheses:
(H1) alX1; blX1 for all l:
(H2) al ¼ OðlÞ; bl ¼ OðlÞ:
(H3) Let Q1 ¼ 1 and blþ1Qlþ1 ¼ alQl for l41:
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We assume liml-N Q
1=l
l ¼ 1zs with 0ozsoN:
(H4) alzspminðbl ; blþ1Þ:
Typical examples of coefﬁcients which appear e.g. in the theory of phase transitions
[13] are
al ¼ a1la for some 0oao1; ð1:5Þ
bl ¼ al zs þ q
lg
 
where zs40; q40 and 0ogo1: ð1:6Þ
For example, in three dimensions, if the transport of monomers is dominated by
diffusion and clusters are spherical, the typical exponent for coagulation is a ¼ 1=3:
The Gibbs–Thomson formula gives g ¼ 1=3; zs is the density of monomers in
equilibrium with a ﬂat surface and q is a parameter proportional to the surface
tension. We also refer to [14] for a derivation of the coefﬁcients from an Ising model
with Kawasaki dynamics.
Equilibrium solutions %cl are given by the condition
Jl ¼ 0 for lX1
which implies
%cl ¼ Qlzl ; lX1;
where Ql is deﬁned as in (H3) and z40 is a parameter. The equilibrium densityPN
l¼1 lQlz
l is bounded for zozs due to (H3).
In the following, we denote
rs :¼
XN
l¼1
lQlz
l
s; ð1:7Þ
which might be ﬁnite or inﬁnite.
Convergence of solutions to equilibrium under different assumptions on
coefﬁcients and data is established in [2,3,16] and is based on the fact that there is
a Lyapunov functional, the free energy density, which is given by
VðcðtÞÞ :¼
XN
l¼1
cl ln
cl
Ql
 
 1
 
:
In fact, it holds
d
dt
VðcðtÞÞ ¼ 
XN
l¼1
Jl ln
alc1cl
blþ1clþ1
 
p0: ð1:8Þ
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Since V is bounded below, it follows that Jl-0 as t-N such that cl-Qlzl for some
z: The question remains, what is z and what happens to density conservation (1.2) in
the limit as t-N: It is shown under some assumptions on coefﬁcients and data in
[2,3,16] that if rors then
lim
t-N
XN
l¼1
ljclðtÞ  Qlzl j-0;
where z is such that r ¼PNl¼1 lQlzl : If rsoN the same holds for r ¼ rs: However, if
r4rs; we have
lim
t-N
clðtÞ ¼ Qlzls for each lX1;
but the density drops to rs in the limit t-N: The so called excess density is
contained in larger and larger clusters as times evolves.
For the coefﬁcients satisfying (H1)–(H4), this result has been obtained in [16] for
data satisfying
PN
l¼0 l
2clð0ÞoN and Vðcð0ÞÞoN: These assumptions will in
particular be satisﬁed by the data considered in this paper (see (2.1)).
1.4. Entropy-dissipation methods
Our strategy to obtain an explicit rate of convergence to equilibrium is inspired by
so called entropy-dissipation methods, which have in particular been developed in
the kinetic theory of gases. The advantage of an entropy-dissipation method is that it
is not necessary to linearize the equation and even for a linear equation it does not
require to work in too regular spaces for the solutions.
Let us brieﬂy recall some examples where the method has been successfully
employed and compare it to the situation in the Becker–Do¨ring theory. For more
details, in particular within the framework of collisional kinetic theory, see also the
survey article [20].
The simplest example of the application of such methods is the spatially
homogeneous Fokker–Planck equation for the velocity distribution f ; i.e.
@tf ðt; vÞ ¼ rv 
 ðrvf þ vf Þ; tARþ; vARd : ð1:9Þ
This equation models for instance the dynamics of particles undergoing random
collisions over ﬁxed obstacles.
The equilibrium state for Eq. (1.9) is the Gaussian M ¼ ev2=2: Hence if f is
correctly normalized at the initial time, for instance
R
f ð0; vÞ dv ¼ R ev2=2 dv; then it
should converge toward M for later times.
Eq. (1.9) admits a Lyapunov functional, similar to the free energy density for the
Becker–Do¨ring equations, which is the relative entropy of f with respect to M
Hðf jMÞ ¼
Z
Rd
f log
f
M
dv: ð1:10Þ
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This functional satisﬁes
d
dt
Hðf jMÞ ¼ Iðf jMÞ ¼ 
Z
Rd
f rv log f
M
				
				
2
: ð1:11Þ
The right-hand side is called the relative Fisher information, for which the following
logarithmic Sobolev inequality:
Iðf jMÞX2Hðf jMÞ ð1:12Þ
holds (see [9,18]). This inequality proves that f converges towards M exponentially
fast.
The idea here is exactly the same, working with an equivalent form of the free
energy density V (cf. (2.2) in Section 2).
If we try to adapt the methods used for the Fokker–Planck equation for example,
we run into several problems. First, it turns out that the dissipation of the free energy
d
dt
V controls in fact more the relative entropy with respect to the local equilibrium
ðQlcl1Þ than to ðQlzlÞ: (Notice, that ðQlcl1Þ does not have density r; unless c1 ¼ z:)
This forces us to treat the case of large c1 separately.
The second difﬁculty is more fundamental. Comparing the expression for the
dissipation of the free energy density with Eq. (1.11), the structure is extremely close:
As a matter of fact the expression for d
dt
V in (1.8) looks like a discrete version of
(1.11). However the real difference comes from the two equilibrium states, a
Gaussian for the Fokker–Planck equation and a sort of modiﬁed exponential
measure for the Becker–Do¨ring equations.
Now it turns out that the kind of modiﬁed logarithmic Sobolev-inequality like
(1.12) is not true for exponential measures, the limit case being Poisson measure (see
the lecture note by Ledoux [12]). This inequality is known only with very strong
additional assumptions, typically it would require that the discrete derivative of cl=c
l
1
be uniformly small enough (see [12] again for a continuous version).
This requirement being out of reach here, we prove a weaker inequality. This
weaker form still demands some strong uniform bounds on the solution which we
also need to prove (more details are given in the next section).
Difﬁculties in proving corresponding equivalents of (1.12) for different problems
are not speciﬁc to our situation, they are much harder than here for Boltzmann
equation for instance (see [19] in particular). Of course, the presence of a space
variable would only complicate further everything (we refer to [7] for Fokker–Planck
equation). Nevertheless, it is interesting to note that techniques already used in
kinetic theory can be successfully applied for coagulation-fragmentation models as
e.g. in [11].
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2. Rate of convergence to equilibrium
In the following, we consider solutions of the Becker–Do¨ring equations for fast
decaying data with total density smaller than the critical density, i.e. we assume
(H5) 0oPNl¼1 lclð0Þ ¼ rors:
(H6) For some m41 it holds
XN
l¼1
mlclð0ÞoK0: ð2:1Þ
The positive parameter z will be always such that
PN
l¼1 lQlz
l ¼ r; i.e. ðQlzlÞ is the
equilibrium cluster distribution for data satisfying (H5). A critical parameter in the
following will be zs  z and we deﬁne
d ¼ 1
4
ðzs  zÞ:
It turns out, that in general we cannot conclude that (2.1) is preserved in time.
However, we will establish that there exists %m ¼ %mðd; K0; mÞ with %mAð1;minðm; 1þ
d
2zs
ÞÞ such that PNl¼1 ð %mÞlclðtÞ will be uniformly bounded in time. Notice, that it is
natural that %m has to be sufﬁciently small, since for equilibrium it holdsPN
l¼1 m
lQlz
loN if mozs
z
:
We will also use a different deﬁnition of the free energy density which is such that
the energy density is always positive and converges to zero as t-N: More precisely,
we write
FðcÞ ¼
XN
l¼1
cl ln
cl
Qlzl
 
þ Qlzl  cl ð2:2Þ
and we will call F in analogy to the examples mentioned in Section 1.4 the relative
energy of ðclÞ with respect to ðQlzlÞ: Notice that
FðcÞ ¼ VðcÞ  ln z
XN
l¼1
lcl þ
XN
l¼1
Qlz
l
and due to (1.2) we have d
dt
F ¼ d
dt
V : It is easily seen that assumptions (H3)–(H6)
imply Fðcð0ÞÞoN and hence FðcðtÞÞpFðcð0ÞÞoN for all t40: Our main result
shows that F converges exponentially fast, more precisely like ect
1=3
; to zero.
All constants in the following results and proofs depend in general on the
parameters r; al ; bl ; zs: We will not explicitly state this dependence. However, we will
keep track of the dependence on the parameters d; m and K0:
Theorem 2.1. Assume that the coefficients al ; bl satisfy (H1)–(H4) and consider the
solution c ¼ ðclÞ of (1.1) with data satisfying (H5) and (H6) for some m41:
P.-E. Jabin, B. Niethammer / J. Differential Equations 191 (2003) 518–543524
Then there exists c0 ¼ c0ðK0; m; dÞ such that
FðcðtÞÞpFðcð0ÞÞec0t1=3 ð2:3Þ
for all t40:
We do not know whether the decay given by (2.3) is optimal. However, numerical
simulations suggest, that for data with c1ð0Þ ¼ r and clð0Þ ¼ 0; lX2; the convergence
can in general not be expected to be of order ec0t:
As an immediate consequence of Theorem 2.1 we obtain exponential convergence
of the cluster densities in the appropriate norm.
Corollary 2.2. Let Z :¼ z
zs
o1: Then there exists a constant CZ such that
XN
l¼1
ljclðtÞ  Qlzl jpCZ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FðcðtÞÞ
p
: ð2:4Þ
Consequently, under the assumptions of Theorem 2.1 it holds
XN
l¼1
ljcl  Qlzl jpCZe
c0
2
t1=3 : ð2:5Þ
Let us give a brief overview of the main steps and ideas for the proof of
Theorem 2.1.
For that and the upcoming analysis, we ﬁrst recall the notation for the relative
energy
FðcÞ ¼
XN
l¼1
cl ln
cl
Qlzl
 
þ Qlzl  cl ¼:
XN
l¼1
Qlz
lf
cl  Qlzl
Qlzl
 
with f ðzÞ :¼ ð1þ zÞ lnð1þ zÞ  zX0 and denote by
D :¼ d
dt
F ¼
XN
l¼1
ðalc1cl  blþ1clþ1Þ ln alc1cl
blþ1clþ1
 
:
the energy-dissipation rate.
To prove Theorem 2.1 we need to ﬁnd a lower bound on the dissipation rate D:
Here, we have to differentiate between two situations: ﬁrst, when c1 is large, i.e.
c1ðtÞXzs  d; and second, when c1pzs  d=2; a case, which we also call subcritical
from now on. In the ﬁrst case, we prove (cf. Lemma 3.6, Section 3.2) that whenever
c1Xzs  d; then
DX
d4
C
: ð2:6Þ
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The idea of the proof is simple: if c1 is large, then not too many elements of the sum
deﬁning D can be small, since then the constraint r ¼PNl¼1 lcl cannot be satisﬁed.
The proof of (2.6) is independent of a bound on
PN
l¼1 m
lcl and only requiresPN
l¼1 lcl ¼ roN:
The main part of the proof of Theorem 2.1 is then, to ﬁnd a lower bound on the
dissipation rate when c1pzs  d=2 (Proposition 3.7, Section 3.3). Here, the key idea
is, that D controls the relative energy of ðclÞ with respect to ðQlcl1Þ which again
dominates F : However, this is possible only if 0oc1ozs; hence the restriction of this
idea to the subcritical case. The proof of Proposition 3.7 is split in several lemmas in
Section 3.3. It is shown that
DX
1
Cjln F j2 F
which then by a simple ODE argument gives (2.3). For the main estimate, contained
in Lemma 3.10 in Section 3.4, it is essential to know that
XN
l¼1
ð %mÞlclðtÞpC
uniformly in time for some %m41: This will be a consequence of (2.1). However, as
pointed out before, we cannot show that (2.1) is preserved in time. This is only true
over time intervals where c1 is subcritical. Over time intervals, where c1 is large, we
can however construct a smaller m0 such that
PN
l¼1 ðm0Þlcl is bounded. Similarly, we
have to keep c1 uniformly bounded away from zero (after possibly an initial time
interval, in case c1ð0Þ ¼ 0). The corresponding a priori estimates to controlPN
l¼1 ðm0Þlcl from above and c1 from below, together with the proof of Corollary
2.2, are the content of Section 3.1.
The precise argument, how to combine all ingredients to a proof of Theorem 2.1 is
given in Section 3.4.
3. The proofs
3.1. A priori estimates
In the following, C will always denote a constant, which may change from line to
line, and which may depend on the parameters r; al ; bl : Dependence on the
parameters d; K0; m; etc., will however be indicated by the notation C ¼ CðdÞ; etc.
We ﬁrst show (2.4) in Corollary 2.2 which is a consequence of the convexity of f :
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Lemma 3.1. Let Z :¼ z
zs
o1: Then there exists a constant CZ such that
XN
l¼1
ljcl  Qlzl jpmaxð2FðcÞ; CZ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FðcÞ
p
Þ:
Proof. We use the relation
yxpf ðxÞ þ f ðyÞ; ð3:1Þ
where f  is the dual of f and is given by
f ðyÞ ¼ ey  y  1: ð3:2Þ
Notice that f and f  satisfy
f ðjxjÞpf ðxÞ and f ðryÞpr2f ðyÞ for rA½0; 1: ð3:3Þ
With y ¼ e 1
2
lnð1ZÞl for some e; ZAð0; 1 and x ¼ jclQl z
l j
Ql zl
we ﬁnd with (3.1), (3.2) and
(3.3) that
e
1
2
ln
1
Z
 
l
jcl  Qlzl j
Qlzl
pe2 exp 1
2
ln
1
Z
 
l
 
þ f cl  Qlz
l
Qlzl
 
:
If we multiply with Qlz
l ; sum over lX1 and use that due to (H3) it holds
Qlz
lEexpfln 1Z
 
lg for large l; we ﬁnd
1
2
ln
1
Z
 XN
l¼1
ljcl  csl jpCe
XN
l¼1
exp 1
2
ln
1
Z
 
l
 
þ 1
e
FðcÞ
:¼CZeþ 1e FðcÞ:
Choosing e ¼ 1 if FXCZ and e ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FðcÞ=CZ
p
otherwise ﬁnishes the proof of the
lemma. &
In the next lemma we show, that if
PN
l¼1 m
lclðt1ÞoN; one can ﬁnd for any ﬁnite
time interval ðt1; t2Þ a m0 such that
PN
l¼1 ðm0Þlclðt2ÞoN:
Lemma 3.2. Let ½t1; t2ÞC½0;NÞ be an arbitrary finite time interval and assume that for
some m41 it holds
XN
l¼1
mlclðt1Þ ¼: M1oN:
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Then it holds with
m0 ¼ 1þ eCðt2t1Þðm 1Þ
that
XN
l¼1
ðm0Þlclðt2ÞpCðt2  t1Þ þ M1:
Proof. Let us ﬁrst present the formal argument for the proof. We compute
d
dt
XN
l¼2
mlcl ¼
XN
l¼2
mlðJl1  JlÞ
¼
XN
l¼2
ðmlþ1  mlÞJl þ m2J1
p ðm 1Þ
XN
l¼2
mlalc1cl þ m2a1c21
pCðm 1Þ
XN
l¼2
ml lcl þ Cm2: ð3:4Þ
Now we deﬁne
Fðt; mÞ :¼
XN
l¼2
mlcl :
Then (3.4) implies that F satisﬁes
@tFpCðmðm 1Þ@mF þ m2Þ:
We can assume that mAð1; 2Þ and hence we have
@tFpCððm 1Þ@mF þ 1Þ:
We deﬁne now the corresponding characteristics
X ðt; mÞ ¼ 1þ eCðtt1Þðm 1Þ
and obtain
Fðt; Xðt; mÞÞpCðt  t1Þ þ Fðt1; mÞ:
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Hence, if we choose m0 ¼ 1þ eCðt2t1Þm we ﬁnd
Fðt2; m0ÞpCðt2  t1Þ þ Fðt1; mÞ;
which ﬁnishes the proof, if all manipulations can indeed be performed.
In order to prove the estimate rigorously, we can proceed as in [13] for example.
For that we introduce an auxiliary ﬁnite system ðcðnÞl Þ; such that
d
dt
c
ðnÞ
l ¼ JðnÞl1  JðnÞl ; 2plpn;
J
ðnÞ
l ¼ alcðnÞ1 cðnÞl  blþ1cðnÞlþ1;
c
ðnÞ
l ¼ 0; lXn þ 1;
d
dt
c
ðnÞ
1 ¼ JðnÞ1 
Xn
l¼1
J
ðnÞ
l ;
c
ðnÞ
l ðt1Þ ¼ clðt1Þ; lpn:
Notice, that it holds
JðnÞn ¼ alcðnÞ1 cðnÞn X0; ð3:5Þ
since a solution of this ﬁnite system also satisﬁes c
ðnÞ
l X0: Now we ﬁnd
d
dt
Xn
l¼2
mlcðnÞl ¼ðm 1Þ
Xn
l¼2
mlJðnÞl þ m2JðnÞ1  mðnþ1ÞJðnÞn
p ðm 1Þ
Xn
l¼2
mlJðnÞl þ C
pCðm 1Þ
Xn
l¼2
ml lcl þ C:
With
F ðnÞðt; mÞ :¼
Xn
l¼2
mlcðnÞl
we can proceed as described above to conclude
F ðnÞðt; Xðt; mÞÞpCðt  t1Þ þ F ðnÞðt1; mÞ:
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Now we let n-N: It is straightforward and described also in [13], to conclude that
c
ðnÞ
l -cl ; which is the unique solution of the Becker–Do¨ring equations for data
ðclðt1ÞÞ: Since F ðnÞðt1; mÞ-Fðt1; mÞoN; the conclusion of the lemma follows. &
Lemma 3.3. Let ½t1; t2ÞC½0;NÞ be an arbitrary (possibly infinite) time interval such
that
c1pzs  d=2 for all tAðt1; t2Þ:
Furthermore, assume that
XN
l¼1
mlclðt1Þ ¼: M1oN
for some 1omp1þ d
4zs
: Then it holds
sup
tAðt1;t2Þ
XN
l¼1
mlclðtÞp Cdðm 1Þ þ M1:
Proof. We present the formal computations. For a rigorous proof one may proceed
as described in the proof of Lemma 3.2 and we omit the details. We now write
d
dt
XN
l¼2
mlcl ¼
XN
l¼2
mlðJl1  JlÞ
¼ ðm 1Þ
XN
l¼1
mlJl þ mJ1
¼ðm 1Þ
XN
l¼1
ðmlalc1cl  ml1blclÞ þ ðm 1Þb1c1 þ mJ1
¼ðm 1Þ
XN
l¼1
ml1al mc1  bl
al
 
cl þ ðm 1Þb1c1 þ mJ1:
Now we use (H4), i.e. zsalpbl ; that with mp1þ d4zs it holds zs  mc1Xd=2; and thatPN
l¼1 m
lalclX
PN
l¼1 m
lcl due to (H1), to ﬁnd
d
dt
XN
l¼2
mlclp d m 1
2m
XN
l¼1
mlcl þ b1c1 þ 2a1c21:
Since b1c1 þ a1c21pb1rþ a1r2pC the desired result follows. &
In the next lemma we show that c1 is positive after a possible initial time layer.
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Lemma 3.4. There exists *d ¼ *dðK0Þ such that for all tX1 we have
c1X*dert:
Proof. We compute
@tc1 ¼  J1 
XN
l¼1
Jl
X  a1c21  c1
XN
l¼1
alcl þ
XN
l¼1
blþ1clþ1
¼  a1c21 
XN
l¼1
ðalc1  blÞcl  b1c1
X  a1c21 þ ðzs  c1Þ
XN
l¼1
alcl  b1c1;
where we used (H4) in the last inequality. Now
r2p
XN
l¼1
alcl
 ! XN
l¼1
l2cl
 !
:
We ﬁnd
d
dt
XN
l¼2
l2clpr
XN
l¼2
l2cl
and hence
XN
l¼1
l2clðtÞpCK0ert:
Thus
XN
l¼1
alclX
r2
CK0
ert
and as long as c1p*dert; with *d ¼ 1CK0 for some C; we have
@tc1X ða1 þ b1Þc1 þ ðzs  c1Þ r
2
CK0
ertX*dert
and the result follows. &
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Lemma 3.5. Let ½t1; t2ÞC½0;NÞ be an arbitrary (possibly infinite) time interval such
that
c1  zspd=2 for all tAðt1; t2Þ
and
sup
tAðt1;t2Þ
XN
l¼1
mlclðtÞpM2:
Then, if c1ðt1ÞXd1 with d1 ¼ 1CM2 it holds
inf
tAðt1;t2Þ
c1ðtÞXd1:
Proof. The proof is analogous to the proof of Lemma 3.4, with the difference that
we have now a uniform bound
XN
l¼1
alclX
r2
CM2
: &
3.2. Decay of the energy when c1 is large
The following lemma provides a uniform estimate for the rate of decay of the
energy if c1Xzs  d:
Lemma 3.6. There exists a constant C; such that for all t with c1ðtÞXzs  d it holds
d
dt
FðcðtÞÞ þ d
4
C
p0:
Proof. We recall the expression of the dissipation rate and blX1 to ﬁnd
D ¼
XN
l¼1
ðalc1cl  blþ1clþ1Þ ln alc1cl
blþ1clþ1
 
X
XN
l¼1
alc1
blþ1
cl  clþ1
 
ln
alc1cl
blþ1 clþ1
 
:
Now we choose a real number lo1 such that zs  2dolc1ozs: We denote by l0 the
ﬁrst index l such that
clþ1pl
alc1
blþ1
cl : ð3:6Þ
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This number necessarily exists, since otherwise we would have
r ¼
XN
l¼1
lclXc1 þ
XN
l¼2
lðlc1Þl1Qlc14
XN
l¼1
lQlz
l ¼ r:
Then we have
DXð1 lÞ ln 1
l
al0c1
bl0þ1
cl0Xð1 lÞ ln
1
l
ðlc1Þl0Ql0c1:
The principle idea to estimate the right-hand side is quite simple. If l0 is too large,
then clþ14lal c1clblþ1 for too many indices, and the total density would be larger than r:
We deﬁne l0 ¼ lð1 d
zs
Þ such that zs  3dol0c1 and
*r ¼
XN
l¼1
lðl0c1Þl1Qlc1:
By the deﬁnition of Ql ; although the series deﬁning *r is not exactly geometric, there
exists a constant C40 depending only on al and bl and not on l0; c1 or l
0 such thatX
lXl0þ1
lðl0c1Þl1Qlc1pCl0ðl0c1Þl0Ql0 :
Then we obtain
Cl0ðl0c1Þl0Ql0X *r
Xl0
l¼1
lðl0c1Þl1Qlc1X *r
Xl0
l¼1
lclX *r r;
because up to the index l0; we have
clXðlc1Þl1Qlc1Xðl0c1Þl1Qlc1:
We estimate the difference *r r by
*r r ¼
XN
l¼1
lQlððl0c1Þl1c1  zlÞ
X
XN
l¼1
lQlððz þ dÞl  zlÞ
X d
XN
l¼1
lQlz
l1 ¼ d r
z
:
Furthermore, we easily check that it holds for all l and in particular l0
lðl0c1Þlpzsd ðlc1Þ
l :
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Hence, gathering all the estimates, we have
DX ð1 lÞ ln 1
l
ðlc1Þl0Ql0c1
X ð1 lÞ ln 1
l
d
zs
l0ðl0c1Þl0Ql0c1
X
1
C
ð1 lÞ ln 1
l
d
zs
d
r
z
ðzs  dÞ
X
d4
C
;
which proves the lemma. &
3.3. Decay of the energy when c1 is subcritical
Proposition 3.7. Let ½t1; t2ÞC½0;NÞ be an arbitrary time interval and assume
c1ðtÞpzs  d=2 for all tA½t1; t2Þ;
as well as
XN
l¼1
mlclðt1ÞpM1oN
and
d1pc1ðt1Þ
with sufficiently small d1 ¼ d1ðM1; mÞ:
Then there exists c0 ¼ c0ðM1; d; mÞ such that
FðcðtÞÞpFðcðt1ÞÞec0ðtt1Þ
1=3
for all tA½t1; t2Þ:
We ﬁrst recall that due to Lemmas 3.3 and 3.5 it holds under the assumptions of
Proposition 3.7 that
sup
tAðt1;t2Þ
XN
l¼1
mlclðtÞpM1 þ Cðd; mÞ ð3:7Þ
and
inf
tAðt1;t2Þ
c1ðtÞXd1:
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An important role in the following will be played by the relative energy of ðclÞ with
respect to ðQlcl1Þ:
F1ðcÞ :¼
XN
l¼1
cl ln
cl
Qlc
l
1
 
þ Qlcl1  cl ¼
XN
l¼1
Qlc
l
1f
cl  Qlcl1
Qlc
l
1
 
:
We will see that F1oN if c1ozs:
Lemma 3.8. If 0oc1ozs we have
FðcÞpF1ðcÞoN:
Proof. First, assume that all the sums are absolutely convergent. In view of
F1 ¼
XN
l¼1
Qlz
lf
cl  Qlzl
Qlzl
 
þ
XN
l¼1
cl ln
Qlz
l
Qlc
l
1
 
þ Qlcl1  Qlzl :
We ﬁnd, due to
PN
l¼1 lcl ¼
PN
l¼1 lQlz
l ; that
XN
l¼1
cl ln
Qlz
l
Qlc
l
1
 
¼
XN
l¼1
lcl ln
z
c1
 
¼
XN
l¼1
lQlz
l ln
z
c1
 
¼
XN
l¼1
Qlz
l ln
Qlz
l
Qlc
l
1
 
;
and thus
F1 ¼ F þ
XN
l¼1
Qlc
l
1f
Qlz
l  Qlcl1
Qlc
l
1
 
XF :
Since
XN
l¼1
Qlc
l
1 f
Qlz
l  Qlcl1
Qlc
l
1
 
¼ ln z
c1
 
rþ
XN
l¼1
Qlðcl1  zlÞoN
if 0oc1ozs; we ﬁnd that F is indeed ﬁnite under this assumption. &
We denote in the following
ul :¼ cl
Qlc
l
1
:
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All estimates which follow will be pointwise in time, so for convenience we omit the
dependence on t in the notation.
Lemma 3.9.
F1 ¼
XN
l¼1
Qlc
l
1ðul ln ul þ 1 ulÞp
1
zs  c1
XN
l¼1
Qlc
lþ1
1 ðulþ1  ulÞ ln ulþ1:
Proof. Step 1 (Integration by parts): It holds for ro1 and functions F : N-R such
that
PN
l¼1 r
lFðlÞoN; that
XN
l¼1
rlFðlÞ ¼ r
1 r
XN
l¼1
rlðFðl þ 1Þ  FðlÞÞ þ r
1 rFð1Þ: ð3:8Þ
Eq. (3.8) follows easily via
XN
l¼1
rlðFðl þ 1Þ  FðlÞÞ ¼
XN
l¼2
rl1FðlÞ 
XN
l¼1
rlFðlÞ
¼
XN
l¼1
rl1ð1 rÞFðlÞ  Fð1Þ
¼ 1 r
r
XN
l¼1
rlFðlÞ  Fð1Þ:
Step 2: We ﬁrst observe that with
r ¼ c1
zs
and FðlÞ ¼ zlsQlðul ln ul þ 1 ulÞ;
it holds
XN
l¼1
rlFðlÞ ¼ F1oN:
Now we can employ (3.8) to ﬁnd
F1 ¼ c1
zs  c1
XN
l¼1
cl1
zls
ðzlþ1s Qlþ1ðulþ1 ln ulþ1 þ 1 ulþ1Þ
 Qlzlsðul ln ul þ 1 ulÞÞ
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¼ c1
zs  c1
XN
l¼1
cl1Qlðulþ1  ulÞ ln ulþ1
þ c1
zs  c1
XN
l¼1
cl1
zls
ðzlþ1s Qlþ1  zlsQlÞðulþ1 ln ulþ1 þ 1 ulþ1Þ

 zlsQl ul ln
ul
ulþ1
 
þ ulþ1  ul
 
:
While the last term is always negative, the second term is negative if zsQlþ1pQl : But
this holds due to (H4) and thus
F1p
c1
zs  c1
XN
l¼1
cl1Qlðulþ1  ulÞ ln ulþ1: &
Now we are in the position to prove the main estimate.
Lemma 3.10. There exists a constant C ¼ CðM1; m; dÞ such that
F1pCD ln
1
F
 				
				
2
þ 1
2
F :
Proof. Step 1: We ﬁrst notice that with ðx  yÞ lnðx
y
ÞX ðxyÞ2
maxðx;yÞ and (H1) it holds
D ¼
XN
l¼1
clþ11 Qlalðulþ1  ulÞ ln
ulþ1
ul
 
X
XN
l¼1
clþ11 Qlal
ðulþ1  ulÞ2
maxðul ; ulþ1Þ
X
XN
l¼1
clþ1l Ql
ðulþ1  ulÞ2
maxðul ; ulþ1Þ: ð3:9Þ
Thus
XN
l¼1
clþ11 Qlðulþ1  ulÞ ln ulþ1pD þ
XN
l¼1
clþ11 Qlðulþ1  ulÞ ln ul
and we note that the second term on the right hand side is positive only if
Case I: ulþ1pulp1:
Case II: ulþ1XulX1:
P.-E. Jabin, B. Niethammer / J. Differential Equations 191 (2003) 518–543 537
Step 2 (Case I): Let I :¼ fljulþ1pulp1g: ThenX
lAI
clþ11 Qlðulþ1  ulÞ ln ul
p
X
lAI
clþ11 Ql
ðulþ1  ulÞ2
ul
 !1=2 X
lAI
clþ11 Qlul jln ul j2
 !1=2
:
Now, with (3.9)
X
lAI
clþ11 Ql
ðulþ1  ulÞ2
ul
p
X
lAI
clþ11 Ql
ðulþ1  ulÞ2
maxðul ; ulþ1ÞpD:
Furthermore, one easily checks that
xjln xj2p2ðx ln x þ 1 xÞ for xA½0; 1:
Hence, it follows X
lAI
clþ11 Ql jln ul j2p2c1F1
and we obtain
1
zs  c1
X
lAI
clþ11 Qlðulþ1  ulÞ ln ulþ1p
1
zs  c1ðD þ
ﬃﬃﬃﬃ
D
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2c1F1
p
Þ: ð3:10Þ
From now on we consider case II:
Step 3: We ﬁrst note that
ln xp2 x  1
x
lnð1þ xÞ
 
for xX1:
Thus, X
1pulpulþ1
clþ11 Qlðulþ1  ulÞ ln ulþ1
p2
X
1pulpulþ1
clþ11 Qlðulþ1  ulÞ
ulþ1  1
ulþ1
lnð1þ ulþ1Þ:
Step 4: For some lb1 to be determined we split the sum
X
1pulpulþ1
clþ11 Qlðulþ1  ulÞ
ðulþ1  1Þ
ulþ1
lnð1þ ulþ1Þ
¼
X
ulþ14l
?þ
X
1pulpulþ1pl
? :
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Step 5: (The case 1pulpulþ1pl):
X
1pulpulþ1pl
clþ11 Qlðulþ1  ulÞ
ulþ1  1
ulþ1
lnð1þ ulþ1Þ
p
X
ulþ1Xul
clþ11 Ql
ðulþ1  ulÞ2
ulþ1
 !1=2


X
1pulþ1pl
clþ11 Ql
ðulþ1  1Þ2
ulþ1
j lnð1þ ulþ1Þj2
 !1=2
p2 lnð1þ lÞ
ﬃﬃﬃﬃ
D
p X
1pulþ1pl
clþ11 Ql
ðulþ1  1Þ2
ulþ1
 !1=2
:
We observe
jx  1j2
x
px ln x þ 1 x for xX1:
Hence
X
1pulþ1pl
clþ11 Qlðulþ1  ulÞ
ulþ1  1
ulþ1
lnð1þ ulþ1Þplnð1þ lÞ
ﬃﬃﬃﬃ
D
p ﬃﬃﬃﬃﬃ
F1
p
:
Step 6 (The case ulþ14l):
For some small constant e40 we have
2
X
ulþ14l
clþ11 Qlðulþ1  ulÞ
ulþ1  1
ulþ1
lnð1þ ulþ1Þ
p2
X
ulþ14l
clþ11 Qlðulþ1 þ 1Þ lnð1þ ulþ1Þ
pC
X
ulþ14l
clþ11 Ql julþ1j1þ2e
pC
le
X
ulþ14l
clþ11 Ql julþ1j1þe
¼ C
le
X
ulþ14l
clþ11 Ql
jclþ1j1þe
jQlþ1clþ11 j1þe
pC
le
XN
l¼1
clþ1
blþ1
al
jclþ1je
jQe=ðlþ1Þlþ1 ce1jðlþ1Þ
:
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Thus, if
blþ1
al
 1=ðlþ1Þ
1
jQe=ðlþ1Þlþ1 ce1j
pm ð3:11Þ
with m as in (3.7), then we ﬁnd
2
X
ulþ14l
clþ11 Qlðulþ1  ulÞ
ulþ1  1
ulþ1
lnð1þ ulþ1ÞpCle:
Since by (H4) we have ðblþ1
al
Þ1=ðlþ1Þ-1 and Q1=ll -1=zs inequality (3.11) follows if
eo ln m
lnðzsd1Þ
:
Step 7: (Summary): We summarize Steps 1–6 and obtain
F1p
1
zs  c1 2D þ
ﬃﬃﬃﬃ
D
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2c1F1
p
þ 2 lnð1þ lÞ
ﬃﬃﬃﬃ
D
p ﬃﬃﬃﬃﬃ
F1
p
þ C
le
 
p 1
2
F1 þ C D þ jln lj2D þ 1le
 
:
We choose
l ¼ 4C
F
 1=e
and note that
ln
1
F 1=e
p1
e
ln
1
F
:
Summarized we ﬁnd for C ¼ CðM1; m; dÞ that
F1pC ln
1
F
 				
				
2
D þ 1
2
F
which ﬁnishes the proof of the lemma. &
With Lemmas 3.8 and 3.10 we have
FpCD ln 1
F
				
				
2
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or
d
dt
F þ c0 Fjln 1
F
j2p0
for c0 ¼ 1C40: This is equivalent to
d
dt
1
3
ln
1
F
 3
p c0t
which ﬁnishes the proof of Proposition 3.7.
3.4. Proof of Theorem 2.1
We can now summarize the results to proof Theorem 2.1. First, we notice that we
cannot conclude that once c1 is below zs  d=2; that it will stay subcritical, unless the
energy is already sufﬁciently small.
Thus, let ðtn ; tþn Þ; n ¼ 1; 2;y be successive disjoint time intervals such that
c1ðtn Þpzs  d;
c1ðtþn Þpzs  d;
c1ðtÞXzs  d for all tAðtn ; tþn Þ;
c1ðtÞXzs  d=2 at least for one tAðtn ; tþn Þ:
If no such interval exists, then it holds c1ðtÞpzs  d=2 for all tX0: In that case, we
ﬁrst know by Lemma 3.3 that
XN
l¼1
mlclðtÞpCðd; K0; mÞ
for all tX0; which implies by Lemma 3.5 that c1Xd1 for all t after a possible initial
time layer. Then Theorem 2.1 directly follows from Proposition 3.7.
Assume now, that intervals ðtn ; tþn Þ as above exist. Lemma 3.6 implies, since F is
decreasing, that the sum of the lengths of those intervals is bounded, i.e.
t :¼
X
n
jtþn  tn jpC
Fðcð0ÞÞ
d
pCK0
d
:
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Since j@tc1jpr2 we also conclude that
jtþn  tn jX
d
C
:
Hence, the number N of intervals ðtn ; tþn Þ; is bounded as NpCK0d2 :
We now deﬁne a sequence mn; n ¼ 1;y; N in the following way:
m0 ¼ m
with m as in (H6). Then mn is deﬁned successively via
mn ¼ 1þ eCðt
þ
n tn Þðmn1  1Þ:
With Lemma 3.2 we ﬁnd
XN
l¼1
mlnclðtþn Þp
XN
l¼1
mln1clðtn Þ þ Cðtþn  tn Þ:
On the other hand, Lemma 3.3 implies
XN
l¼1
mlnclðtnþ1Þp
C
dðmn  1Þ
þ
XN
l¼1
mlnclðtþn Þ:
We ﬁnd after N iterations and with
%m :¼ mN ¼ 1þ eCt ðm 1Þ
that
XN
l¼1
ð %mÞlclðtNÞpCðd; K0; mÞ:
For tXtN we have by deﬁnition c1pzs  d=2 and we ﬁnd by Lemma 3.3 that
XN
l¼1
ð %mÞlclðtÞpCðd; K0; mÞ
for all tX0: This implies with Lemma 3.5 that c1ðtÞXd1 for some d1 ¼ d1ðd; K0; mÞ:
Thus, we can combine Lemma 3.6 and Proposition 3.7 to ﬁnd the conclusion of
Theorem 2.1.
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