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Central Limit Theorems for Biorthogonal
Ensembles and Asymptotics of Recurrence
Coefficients
Jonathan Breuer∗ Maurice Duits†
Abstract
We study fluctuations of linear statistics corresponding to smooth
functions for certain biorthogonal ensembles. We study those biorthog-
onal ensembles for which the underlying biorthogonal family satisfies a
finite term recurrence and describe the asymptotic fluctuations using
right limits of the recurrence matrix. As a consequence, we show that
whenever the right limit is a Laurent matrix, a Central Limit Theorem
holds. We will also discuss the implications for orthogonal polynomial
ensembles. In particular, we obtain a Central Limit Theorem for the
orthogonal polynomial ensemble associated with any measure belong-
ing to the Nevai Class of an interval. Our results also extend previous
results on Unitary Ensembles in the one-cut case. Finally, we will il-
lustrate our results by deriving Central Limit Theorems for the Hahn
ensemble for lozenge tilings of a hexagon and for the Hermitian two
matrix model.
1 Introduction
Eigenvalues of random matrices typically tend to an equilibrium configura-
tion as the size of the matrix tends to infinity. The fluctuations of the empir-
ical measure around this equilibrium have been an important topic of study
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in random matrix theory (we refer to [1, 30, 48, 63] as general references). In
particular, such fluctuations can often be described by certain Central Limit
Theorems. This paper is concerned with studying this phenomenon in the
general context of orthogonal polynomial ensembles [42] and, even more
generally, biorthogonal ensembles [5] for which the underlying biorthogonal
family satisfies a recurrence relation. The family of biorthogonal ensembles
is a rather large family of determinantal point processes which includes many
models from probability and combinatorics, such as non-colliding random
walks, growth models and last passage percolation, as well as eigenvalues of
certain invariant random matrix ensembles (for a review of various impor-
tant models leading to orthogonal polynomial ensembles see, e.g., [42]; for
examples of the generalization to biorthogonal polynomials see [5]).
Let µ be a Borel measure on R. For two families of linearly independent
functions {ψj}j∈N and {φj}j∈N the biorthogonal ensemble of size n is defined
as the probability measure on Rn proportional to
det (ψj−1(xi))ni,j=1 det (φj−1(xi))i,j=1)
ndµ(x1) · · · dµ(xn). (1.1)
By Gram-Schmidt and the fact that determinants are linear in each of the
columns, we can assume without loss of generality that the families are
biorthogonal in the sense that∫
ψj(x)φk(x)dµ(x) = δjk. (1.2)
The term ‘biorthogonal ensemble’ was introduced by Borodin in [5].
An important subclass is that of the orthogonal polynomials ensembles.
In this case we take ψj = φj = pj, a polynomial of degree j. In other words,
by (1.2) the polynomials are the orthogonal polynomials with respect to µ∫
pk(x)pl(x)dµ(x) = δkl.
We will discuss the implications of our main results for orthogonal polyno-
mials ensembles below.
Let x1, . . . , xn be n random point chosen from a biorthogonal ensemble
(1.1). We are interested in the asymptotic behavior of these points in the
limit n → ∞. In many situations, the points converge to a determinis-
tic configuration almost surely. That is, we have weak convergence of the
empirical measure
1
n
n∑
j=1
δxj → ν,
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almost surely, for some special measure ν on R. A famous example is the
Gaussian Unitary Ensemble where ν is the semi-circle law. More generally,
in the case of orthogonal polynomial ensembles, ν is often given by the
minimizer of a particular energy functional. See [1] for a general discussion.
In this paper we will be interested in the fluctuations of the empirical
measure around its mean. The fluctuations we shall study are those of linear
statistics associated with sufficiently smooth functions. Given a function f
on R, and a biorthogonal ensemble of size n, the linear statistic associated
with f , X
(n)
f , is defined by
X
(n)
f =
n∑
j=1
f(xj).
Linear statistics form a powerful tool in the study of determinantal point
processes (and for general β analogues) and a substantial amount of effort
has been devoted to studying Central Limit Theorems that they satisfy. The
amount of literature on the subject is too great for us to be able to review
it here. A partial list of references that are relatively close to our setting is
[7, 8, 9, 26, 32, 33, 34, 39, 58, 59]. If f is sufficiently smooth, one often has
X
(n)
f − EX(n)f → N(0, σ2f ), as n→∞, (1.3)
in distribution, for some particular value of σ2f .
Remark 1.1. Note the difference between this formulation and the standard
Central Limit Theorem for sums of independent random variables, in that
(1.3) lacks the normalization by
√
n. This is due to the effective repulsion
between the random eigenvalues, which is typical for models of random ma-
trix theory. For an excellent discussion of this phenomenon we refer to [22].
Part of (1.3) is that the variance of X
(n)
f remains bounded as n→∞. This
can only be expected to hold for sufficiently smooth f . Indeed, for certain
functions that are only piecewise continuous and have jump discontinuities,
the variance grows as ∼ log n (which is of course still smaller than ∼ n) see
[16, 58]. For determinantal point processes with growing variances general
Central Limit Theorems formulated [32, 59]. However, in these proofs the
assumption of a growing variance is essential.
An important example of a Central Limit Theorem was given in a re-
markable work by Johansson [34], where he proved (1.3) in the case of uni-
tary ensembles in the one-cut situation. More precisely, he considered the
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orthogonal polynomial ensembles1 with dµ(x) = dµn(x) = e
−nV (x)dx and
a polynomial V of even degree satisfying certain assumptions. One of the
crucial assumptions is that the support of the equilibrium measure µV (min-
imizing the logarithmic energy with external field V ) is a single interval, say
[γ, δ]. For such ensembles Johansson [34] showed that for any real-valued
sufficiently smooth function f we have
X
(n)
f − EX(n)f → N
0,∑
k≥1
k|fˆk|2
 , as n→∞, (1.4)
in distribution, where the coefficients fˆk are defined as
fˆk =
1
2π
∫ 2π
0
f
(
δ − γ
2
cos θ +
δ + γ
2
)
e−ikθdθ,
for k ≥ 1. The conditions on V were further relaxed to allow more general
analytic V by Kriecherbauer and Shcherbina [39] by a refinement of the
techniques in [34]. However, the one interval assumption for the support
of the equilibrium measure can not be relaxed, since it is known that in
the multi-cut case the fluctuations have a more exotic and not necessarily
Gaussian behavior, as recently analyzed by Shcherbina in [55].
In this paper we revisit the problem of finding conditions that imply (1.3)
using an approach that is quite different from [34, 39]. The starting point of
our analysis is the assumption that the biorthogonal families are subject to
a recurrence relation. We assume that there exists a banded matrix J such
that
x

ψ0(x)
ψ1(x)
ψ2(x)
...
 = J

ψ0(x)
ψ1(x)
ψ2(x)
...
 , (1.5)
for x ∈ R. Since J is banded, the relation (1.5) indeed defines a finite term
recurrence for the functions ψ
(n)
j where the number of terms is bounded by
the number of non-trivial diagonals of J . We call biorthogonal ensembles
satisfying (1.5) biorthogonal ensembles with a recurrence. It is a classical
result that in the case of orthogonal polynomial ensembles (1.5) always holds,
with J a tridiagonal matrix, known as the Jacobi matrix associated with µ.
It is also known to hold for other ensembles based on polynomials, such as
1In fact, [34] deals with unitary ensembles for general β. In the present paper we
restrict ourselves to the case β = 2.
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the class of Multiple Orthogonal Polynomial Ensembles [40] and the two
matrix model that will be discussed in more detail in Section 6.3.
In a nutshell, the main observation of the paper is that the fluctuations
of any fixed moment of the empirical measure can be expressed in terms of
a finite size submatrix of the recurrence matrix J around the (n, n)-entry
(where the size of the submatrix depends on the moment, cf. Lemma 4.2).
If this submatrix has a limit along a certain subsequence, i.e. J has a right
limit, then the fluctuations also have a limit along the same subsequence.
Using the right limit we provide a limiting expression for the fluctuation in
that case. In general, the limiting expression is rather complicated, but in
case the right limit is a Laurent matrix it can be explicitly computed and
we derive a Central Limit Theorem in the spirit of (1.4).
The concept of right limit has been an extremely useful one in the spec-
tral theory of Jacobi matrices. Notably, the right limits of a Jacobi matrix
determine its essential spectrum [45] and also give information about the
absolutely continuous spectrum [44, 54]. Recently, an analogous concept
for power series has also been shown to be useful for the understanding of
when an analytic function has a natural boundary on its radius of conver-
gence [13]. We find it remarkable that the notion of right limit also appears
naturally in the context of the present paper.
The approach that we follow is new in that the conditions we formulate
center on the asymptotic behavior of the recurrence coefficients and not on
continuity properties of the underlying measure. As we shall discuss below,
in the special case of orthogonal polynomial ensembles, this allows us to
consider quite general measures, including some which are purely singular
with respect to Lebesgue measure. Moreover, since a particular corollary to
the assumptions on V in [34, 39] is that the recurrence coefficients of the
orthogonal polynomials have a limit as n → ∞, we reproduce the Central
Limit Theorem in [34, 39]. Our results also apply to discrete orthogonal
polynomial ensembles related to tilings of large planar domains. As an ex-
ample of the latter, we will discuss the Hahn ensemble and the corresponding
lozenge tilings of hexagons in some detail.
Finally, the structure of biorthogonal ensembles is known to be essen-
tially more complicated (in contrast to the orthogonal polynomial ensembles,
the underlying correlation kernel is not self-adjoint) and few general results
can be found in the literature. To the best of our knowledge, the results in
this paper are the first general Central Limit Theorems for these ensembles.
To illustrate these results we will briefly discuss a case study of the two
matrix model.
Acknowledgments We thank Alexei Borodin, Torsten Ehrhardt, Kurt
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Johansson and Ofer Zeitouni for useful discussions.
2 Statement of results
We now state our main results. The proofs will be given in later sections.
2.1 Biorthogonal ensembles with a recurrence
Our main results are for biorthogonal ensembles (1.1) with a recurrence
given by (1.5). In many models of interest, such as the Unitary Ensembles,
the parameters in the biorthogonal ensemble vary with n. Hence we want
to also allow the measure µ, and the functions ψj and φj to depend on n,
and write
µ = µn, ψj = ψ
(n)
j , φ = φ
(n)
j and J = J
(n).
In this case we always assume that the band structure of J (n) (the number
of non-trivial diagonals) does not depend on n ∈ N.
As discussed above, we want to describe conditions for a Central Limit
Theorem (1.3) using the asymptotics of the recurrence coefficients as n→∞.
The simplest situation is when the recurrence coefficients have a limit. In
the general situation, we shall do this using the notion of right limit.
Let {B(n)}n∈N be a sequence of banded infinite matrices B(n) =
(
B(n)r,s
)∞
r,s=1
.
We say that BR = (BRr,s)∞r,s=−∞ is a right limit of {B(n)}n∈N iff there exists
a subsequence {nj}j such that(BR)
r,s
= lim
j→∞
B(nj)nj+r,nj+s,
and BR is bounded as an operator on ℓ2(Z).
Put differently, a right limit is a subsequential limit in the strong operator
topology of shifts of the sequence of operators. If the sequence
{B(n)}
n
is
uniformly bounded then a right limit exists by compactness. A right limit
is not necessarily unique (at the very least, if BR is a right limit, then any
shift of BR is a right limit as well). Note that we specifically demand that
BR is bounded, even if B(n) is unbounded.
In the first main result we assume that for some polynomial p we have
that p(J (n)) has a right limit that has constant values on each diagonal. A
two-sided infinite matrix with constant diagonals is called a Laurent ma-
trix. Laurent matrices are completely determined by their symbol. Given a
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Laurent polynomial s(w) =
∑p
j=−q sjw
j , the Laurent matrix L(s) is defined
by
(L(s))jk = sj−k, j, k ∈ Z.
We refer to s as the symbol of the Laurent matrix L(s).
Let {µn, ψ(n)j , φ(n)j , J (n)} be a sequence of biorthogonal ensembles with a
recurrence. The following is our first main result.
Theorem 2.1. Let Q,P be two polynomials with real coefficients. Assume
that {Q (J (n))}n has a right limit along a subsequence {nj}j and assume the
right-limit is the Laurent matrix with symbol sQ(w) =
∑p
l=−q slw
l. Then
X
(nj)
P◦Q − EX
(nj )
P◦Q → N
(
0,
∞∑
k=1
k ̂(P ◦Q)k ̂(P ◦Q)−k
)
,
where
̂(P ◦Q)k =
1
2πi
∮
|z|=1
P (sQ(w))w
k dw
w
.
We postpone the proof of this theorem to Section 4. We formulate
separately the case of Q = id.
Corollary 2.2. Assume that
{
J (n)
}
n
has a right limit along a subsequence
{nj}j and assume the right-limit is the Laurent matrix with symbol s(w) =∑p
l=−q slw
l. Then for any polynomial P with real coefficients we have that
X
(nj)
P − EX
(nj )
P → N
(
0,
∞∑
k=1
kPˆkPˆ−k
)
,
where
Pˆk =
1
2πi
∮
|z|=1
P (s(w))wk
dw
w
. (2.1)
Remark 2.1. The fact that P has to have real coefficients is not a necessary
condition. It is there to make sure that X
(n)
P takes real values. The general-
ization to polynomials with complex coefficients is immediate and the only
difference is that we now have a complex normal distribution.
Remark 2.2. The difference between Theorem 2.1 and Corollary 2.2 is il-
lustrated by the following example (also see Theorem 2.8 below). Suppose
{J (n)}n∈N has a right limit JR, but that the diagonals of JR are 2-periodic
(in other words, the values alternate between two values). Then JR is not
a Laurent matrix, but Q(JR) is for some quadratic polynomial Q. Thus
Corollary 2.2 does not apply, but Theorem 2.1 does.
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Remark 2.3. We want to emphasize that there is a certain amount of freedom
in the choice of ψj and φk, and hence also in J . For instance, for any given
sequence of nonzero numbers {dk}k the sequences ψ˜k = dkψk and φ˜l = d−1l ψl
are also biorthogonal and give rise to the same biorthogonal polynomial
ensemble. However, the recurrence changes! Indeed, if D is the diagonal
matrix with dk along the diagonal, we now have J˜ = DJD
−1. Hence even
in case J has no right-limit, J˜ may have one. To illustrate that there is
no conflict with Theorem 2.1, consider for example the case where J has a
right-limit that is a Laurent matrix with symbol s, and take dk = r
k for
r > 0. Then J˜ = DJD−1 has also right limit (along the same subsequence)
which is also a Laurent matrix whose symbol now is sr(w) = s(rw). It is
not hard to show that Pˆk now gets an additional factor r
−k but these cancel
against each other in the computation of the variance. Thus, the value of
Pˆk depends on the choice of ψk, φl and hence of J , but the variance does
not.
Remark 2.4. It has often been observed that there is an interesting con-
nection between Central Limit Theorems in random matrix theory and the
Strong Szego˝ Limit Theorem for the asymptotic behavior of determinants
of Toeplitz matrices [33]. In fact, when dealing with the Circular Unitary
Ensemble the two are identical. From this perspective, it is perhaps not
surprising that this theorem and its relatives also play an important role in
the methods of the present paper. In particular, the proof of Theorem 2.1
uses Ehrhardt’s generalization [27] of the Helton-Howe-Pincus formula on a
particular determinant involving Toeplitz operators.
In Theorem 2.1 and Corollary 2.2 we assumed the that the function in
the linear statistic is a polynomial. When compared to (1.4) one would
like to extend Theorem 2.1 and Corollary 2.2 so that they hold for a more
general class of functions, say f ∈ C1(R). The next theorem presents a
criterion in the case that J (n) is symmetric. Note that if L(s) is a right limit
of symmetric banded matrices, then s(z) ∈ R for |z| = 1.
Theorem 2.3. Let φ
(n)
j = ψ
(n)
j (and hence J
(n) is symmetric). Suppose
that there exists a compact E ⊂ R such that for all k ∈ N we have
n−1∑
j=0
∫
R\E
xkφ
(n)
j (x)ψ
(n)
j (x)dµn(x) = o(1/n), (2.2)
as n → ∞. Then Theorem 2.1 (and so Corollary 2.2) also hold with P
replaced by any real-valued f ∈ C1(R) such that |f(x)| ≤ C(1 + |x|)k for
some C > 0, k ∈ N.
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The proof of the theorem follows by approximating the function f by
polynomials, which is why we need the compactness of E. Roughly, the cri-
terion (2.2) says that the point process essentially takes place on a compact
set. If µ has compact support then this holds trivially. However, (2.2) is
also satisfied (with even a stronger order term) for unitary ensembles with
a real analytic potential that grows sufficiently fast at infinity. This can
be checked for example by using the asymptotic results in [19, 20]. Thus,
Theorem 2.3 extends the results of [34, 39]. Moreover, Theorem 2.3 also
contains classical discrete orthogonal polynomial ensembles that have been
of interest in tiling models of planar domain [2, 35]. As an example we
will discuss its consequence to the Hahn ensemble in Subsection 6.2, which
corresponds to lozenge tilings of a hexagon.
Remark 2.5. An important issue in the non-symmetric case is that it is not
obvious how one defines (2.1) for functions f ∈ C1(R) since it is not a priori
clear that s(z) is real for |z| = 1. However, with additional information
from the model at hand, it should be possible to extend Theorem 2.3 and
its proof to non-symmetric cases.
In the results so far, we have assumed that the right limit is a Laurent
matrix. However, we also have a general result. Let J be a bounded operator
not depending on n and let JR be a right limit. For M ∈ N we define the
truncation JRM of J
R by
(
JRM
)
kl
=
{(
JR
)
kl
, k, l = −M, . . . ,M
0, otherwise.
We also define the operator P− on ℓ2(Z) as the projection onto the negative
coefficients, i.e.
(P−x)r =
{
xr r < 0
0 otherwise.
Theorem 2.4. Assume that JR is a right limit of J with subsequence {nj}j .
Then for any polynomial f , we have
lim
j→∞
E
[
exp z
(
X
(nj)
f − EX
(nj )
f
)]
= lim
M→∞
e−zTrP−f(J
R
M )P− det
(
I + P−(ezf(J
R
M ) − I)P−
)
. (2.3)
uniformly for z in a sufficiently small neighborhood of the origin. In partic-
ular, both limits exist.
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Remark 2.6. Note that although this theorem is only for non-varying J , we
have no assumptions on the right-limit, giving a fairly general conclusion.
Particularly in view of the the multi-cut results in [47, 55], it is interesting
to further investigate of the right-hand side of (2.3), possibly under various
assumptions on JR. We will not pursue this in the present paper.
2.2 Applications to orthogonal polynomial ensembles
We next demonstrate the scope of the applicability of Theorem 2.1 by formu-
lating a few corollaries for orthogonal polynomial ensembles with measures
of compact support.
Let dµ(x) = w(x)dx + dµsing(x) be a probability measure on R with
compact support, where µsing is the part of µ that is singular with respect to
Lebesgue measure. Let {pj}∞j=0 be the orthogonal polynomials with respect
to µ, namely deg pj = j and∫
R
pj(x)pk(x)dµ(x) = δjk,
for j, k = 0, 1, . . . . We now consider the orthogonal polynomial ensemble of
size n, which is the probability measure on Rn as defined in (1.1) with the
special choice φj = ψj = pj. The recurrence (1.5) is in this case given by
the well-known three term recurrence relation for orthogonal polynomials,
xpn(x) = an+1pn+1(x) + bn+1pn(x) + anpn−1(x), n ≥ 1,
xp0(x) = a1p1(x) + b1p0(x)
(2.4)
where an > 0 and bn ∈ R are coefficients associated with µ [18]. Thus,
orthogonal polynomial ensembles are clearly a special case of a biorthogonal
ensemble with a recursion, where J is a tridiagonal matrix. In this case, J
is called the Jacobi matrix associated with µ.
2.2.1 The case of a single interval
Here is an immediate corollary of Theorem 2.3.
Theorem 2.5. Assume that there exists a subsequence {nj}j such that
anj → a, bnj → b (2.5)
as j →∞ for some a > 0, b. Then for any real-valued f ∈ C1(R) we have
X
(nj)
f − EX
(nj)
f → N
0,∑
k≥1
k|fˆk|2
 , as j →∞,
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in distribution, where the coefficients fˆk are defined as
fˆk =
1
2π
∫ 2π
0
f(2a cos θ + b)e−ikθdθ,
for k ≥ 1.
A measure whose recurrence coefficients satisfy (2.5) is said to be in the
Nevai class for the interval [b−2a, b+2a]. Properties of this class of measures
have been intensively studied in the orthogonal polynomial literature (see
[57] and references therein). In particular, if µ is in Nevai class for [b −
2a, b+2a] then σess(µ) = [b− 2a, b+2a], where σess(µ) is the support of the
measure µ with isolated points removed.
To formulate a corollary that does not explicitly involve conditions on
the recurrence coefficients, the following result follows immediately from
Theorem 2.5 and the celebrated Denisov-Rakhmanov Theorem [57, Theorem
1.4.2] (the original results comprising the Denisov-Rakhmanov Theorem are
in [21, 51, 52]).
Theorem 2.6. Suppose that σess(µ) = [γ, δ], an interval, and suppose fur-
ther that w(x) > 0 for Lebesgue a.e. x ∈ [γ, δ]. Then for any real-valued
f ∈ C1(R) we have
X
(n)
f − EX(n)f → N
0,∑
k≥1
k|fˆk|2
 , as n→∞,
in distribution, where the coefficients fˆk are defined as
fˆk =
1
2π
∫ 2π
0
f
(
δ − γ
2
cos θ +
δ + γ
2
)
e−ikθdθ,
for k ≥ 1.
Proof of Theorem 2.6. Theorem 1.4.2 in [57] says (after scaling and shifting)
that the conditions of Theorem 2.6 imply that µ is in Nevai class for the
interval [γ, δ], namely that the recursion coefficients satisfy an → δ−γ4 and
bn → δ+γ2 as n→∞. Thus, the result follows from Theorem 2.5.
Note that the conditions of Theorem 2.6 are phrased only in terms of
properties of the underlying measure. In particular, the orthogonal polyno-
mial ensemble for any absolutely continuous (w.r.t. Lebesgue) measure, such
11
that the support of the weight is an interval, satisfies a Central Limit Theo-
rem. No other assumption on the weight (e.g. continuity) is needed. More-
over, the Nevai class for [γ, δ] contains also many measures which are purely
singular with respect to Lebesgue measure. One family of such examples is
described in Section 6.1 below. By Theorem 2.5, the orthogonal polynomial
ensemble associated with any such measure obeys a Central Limit Theorem.
It is important to note that σess(µ) = [γ, δ], or even supp(µ) = [γ, δ]
are not sufficient conditions to ensure a Central Limit Theorem for the as-
sociated orthogonal polynomial ensemble. In Section 6.1 we describe two
examples with supp(µ) = [γ, δ] such that the associated orthogonal polyno-
mial ensembles have different Gaussian limits along different subsequences.
Example 6.4, in fact, has a continuum of such limits.
2.2.2 The case of several intervals
In the case that the support of a measure is a disjoint union of intervals, it
is well known that the corresponding orthogonal polynomial ensemble does
not necessarily satisfy a Central Limit Theorem in general [47, 55]. There
are cases, however, where we can prove a Central Limit Theorem for the
linear statistics of some particular functions.
Let S = [γ1, δ1] ∪ [γ2, δ2] ∪ . . . ∪ [γℓ, δℓ] be a union of intervals. The
following is part of Theorem 5.13.8 of [57]:
Proposition 2.7. Let p ∈ {1, 2, . . .} and let ρS be the equilibrium measure of
S (for the logarithmic potential). Assume that for any 1 ≤ j ≤ ℓ, ρS((γj , δj))
is rational with pρS((γj , δj)) ∈ Z. Then there is a polynomial ∆ of degree p,
with real coefficients, such that
∆−1([−2, 2]) = S.
The polynomial ∆ is constructed roughly as follows. The set S defines a
two-sheeted Riemann surface by taking two copies of C \S and gluing them
along S. One considers all Herglotz functions that satisfy certain regularity
conditions (called minimal Herglotz functions in [57]). This family forms a
torus in a natural way and each function corresponds to a one sided Jacobi
matrix, as itsm-function. The rationality of the equilibrium measure implies
that each of these matrices is a periodic Jacobi matrix of period p. It turns
out that the traces of the p’th transfer matrices for all these p-periodic Jacobi
matrices are all equal. These traces are the polynomial ∆. For the minimal
p satisfying the conditions of Proposition 2.7, we denote the polynomial ∆,
associated with such S, by ∆S .
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Theorem 2.8. Suppose that dµ(x) = w(x)dx + dµsing(x) is a probability
measure on R with compact support such that
σess(µ) = [γ1, δ1] ∪ [γ2, δ2] ∪ . . . ∪ [γℓ, δℓ] ≡ S.
Assume that the equilibrium measure ρS satisfies the conditions of Proposi-
tion 2.7 with minimal integer p. Assume further that w(x) > 0 for Lebesgue
a.e. x ∈ S. Then for any real-valued f ∈ C1(R) we have
X
(n)
f◦∆S − EX
(n)
f◦∆S → N
0,∑
k≥1
k|fˆpk |2
 , as n→∞,
in distribution, where the coefficients fˆpk are defined as
fˆpk =
1
2π
∫ 2π
0
f(2 cos pθ)e−ikθdθ (2.6)
Proof. Let J be the Jacobi matrix corresponding to µ. By [57, Theorem
5.13.8] the condition on ρS implies that S is the spectrum of a two sided
p-periodic Jacobi matrix, J0. By Theorem 1.2 of [17], the conditions
σess(µ) = S
and
w(x) > 0 a.e.x ∈ S
imply that all right limits, JR of J are in the isospectral torus of J0. Namely,
if JR is a right limit of J then JR is p-periodic, with spectrum S, and by
Theorem 3.1 of [17]
∆S(J
R) = Sp + S−p (2.7)
where S is the shift operator (this is what [17] call ‘the magic formula’).
Since ∆S is a polynomial, ∆S(J) is a banded matrix and if J
R is a right
limit of J along the sequence nj then ∆S
(
JR
)
is a right limit of ∆S(J)
along the same sequence. Together with (2.7), this implies that the single
right limit of ∆(J) is in fact Sp + S−p, a Toeplitz matrix. Theorem 2.3 (S
is compact) finishes the proof.
2.3 Overview of the rest of the paper
The rest of the paper is organized as follows. Section 3 presents some prelimi-
naries from operator theory and the theory of determinantal point processes.
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Section 4 sets the stage for the proofs of Theorems 2.1, 2.3 and 2.4 by study-
ing the asymptotics of a matrix version of the formula for the cumulants of
a linear statistic. The proofs of 2.1, 2.3 and 2.4 are given in Section 5, and
Section 6 presents examples for applications of our results. Subsection 6.1
deals with orthogonal polynomial ensembles whose associated measure is
compactly supported, Subsection 6.2 contains a discussion on the discrete
Hahn ensemble and the relation to lozenge tilings of a hexagon, whereas
Subsection 6.3 presents the application of our results to the two matrix
model.
3 Preliminaries
3.1 Preliminaries from operator theory
For a compact operator A on a separable Hilbert space we denote the singu-
lar values by σj(A) (we recall that the singular values are the square roots of
the eigenvalues of the compact self-adjoint operator A∗A). We then define
the trace norm ‖ · ‖1 and Hilbert-Schmidt norm ‖ · ‖2 by
‖A‖pp =
∑
j
σj(A)
p, p = 1, 2.
We also denote the operator norm by ‖ · ‖∞. If ‖A‖1 <∞ we say that A is
of trace class and if ‖A‖2 <∞ we say that A is Hilbert-Schmidt.
The following identities are standard (see for example [56] for more de-
tails).
1. |TrA| ≤ ‖A‖1
2. ‖AB‖p ≤ ‖A‖p‖B‖∞ for p = 1, 2.
3. ‖AB‖1 ≤ ‖A‖2‖B‖2
We also need the notion of Fredholm determinant. If A is a trace class
operator we can define the Fredholm determinant
det(1 +A) =
∏
j
(1 + λj),
where λj are the eigenvalues of A. We then have the following identity
|det(1 +A)− det(1 +B)| ≤ ‖A−B‖1 exp(‖A||1 + ‖B‖1 + 1), (3.1)
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for any two trace class operators A,B (cf. [31, Th. 5.2]).
Finally, we recall an identity by Ehrhardt [27] that we will use, which
is a generalization of the Helton-Howe-Pincus formula. If A,B are bounded
operators such that the commutator [A,B] = AB −BA is trace class then
det e−AeA+Be−B = exp
(
−1
2
Tr[A,B]
)
. (3.2)
Note that if A or B is trace class then, Tr[A,B] = 0, but for general bounded
operators, the trace does not necessarily vanish. Part of that statement is
that e−AeA+Be−B − I is trace class. In fact, in [27] it was proved that
‖e−AeA+Be−B − I‖1 ≤ ‖[A,B]‖1φ (‖A‖∞, ‖B‖∞) , (3.3)
for some function φ.
3.2 Preliminaries from the theory of determinantal point
processes
It is well-known [5] that a biorthogonal ensemble as defined in (1.1) is a
determinantal point process with kernel Kn(x, y) defined by
Kn(x, y) =
n−1∑
j=0
ψj(x)φj(y), (3.4)
By definition, this means that for any bounded measurable function g we
have
E
n∏
j=1
(1 + g(xj)) = 1 +
n∑
k=1
1
k!
∫
· · ·
∫
︸ ︷︷ ︸
k times
det (Kn(xi, xj))
k
i,j=1
× g(x1) · · · g(xk)dµ(x1) · · · dµ(xk). (3.5)
For more details and background on general determinantal point processes
we refer to [15, 32, 36, 42, 46, 60, 61]. For what follows it is important
to note that the expansion at the right-hand side of (3.5) is a Fredholm
determinant and we can write
E
n∏
j=1
(1 + g(xj)) = det(1 + gKn)L2(µ),
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where gK stands for the integral operator on L2(µ) with kernel g(x)Kn(x, y).
Note that by taking g = ezf − 1 we see that for any linear statistic we have
E[exp(zX
(n)
f )] = det
(
1 +
(
ezf − 1
)
Kn
)
L2(µ)
, (3.6)
for any z ∈ C.
Moreover, we have the following useful identities
EX
(n)
f =
∫
f(x)Kn(x, x)dµ(x)
and
VarX
(n)
f =
∫
f(x)2Kn(x, x)dµ(x)−
∫∫
f(x)f(y)Kn(x, y)Kn(y, x)dµ(x)dµ(y).
By the reproducing property, (
∫
Kn(x, y)Kn(y, x)dµ(y) = Kn(x, x)), we can
rewrite the latter in the following way
VarX
(n)
f =
1
2
∫∫
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y). (3.7)
Both the mean and the variance can also be written in operator form
EX
(n)
f = Tr fKn,
VarX
(n)
f = −Tr[f,Kn]2,
where [f,Kn] is the commutator of f (as a multiplication operator) and Kn.
3.3 Cumulants
The cumulants C(n)m (f) for the linear statistic X(n)f are defined by
logE
[
exp zX
(n)
f
]
=
∞∑
m=1
C(n)m (f)zm.
Note that by definition, the first two cumulants are C(n)1 (f) = EX(n)f and
C(n)2 (f) = 12 VarX
(n)
f . Moreover, it is clear that the cumulants determine
the moments for the linear statistic entirely. Hence, if one computes the
limiting behavior of the cumulants we also obtain the limiting behavior of
the moments.
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By (3.6) we also have
logE
[
exp zX
(n)
f
]
= log det(1 + (ezf − 1)Kn)L2(µ)
= expTr((ezf − 1)Kn)L2(µ).
We trust there is no confusion after dropping the lower index L2(µ) which we
will do from now on. The latter expression will provide us with a standard
expression for the cumulants in terms of the kernelKn. Indeed, by expanding
log(1 + (ezf − 1)Kn) in powers of z and changing the order of summation
we have
logE
[
exp zX
(n)
f
]
=
∞∑
j=1
(−1)j
j
Tr
(
(ezf − 1)Kn
)j
=
∞∑
j=1
(−1)j
j
∑
l1≥1,...,lj≥1
zl1+···+lj
Tr f l1Kn · · · f ljKn
l1! · · · lj !
=
∞∑
j=1
(−1)j
j
∞∑
m=j
zm
∑
l1+l2+···lj=m
li≥1
Tr f l1Kn · · · f ljKn
l1! · · · lj!
=
∞∑
m=1
zm
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
Tr f l1Kn · · · f ljKn
l1! · · · lj! .
for sufficiently small z. Hence
C(n)m (f) =
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
Tr f l1Kn · · · f ljKn
l1! · · · lj! . (3.8)
This expression for the cumulants will be essential in our analysis.
3.4 Some results on Toeplitz operators
We end this section with recalling some definitions and results from the the-
ory of Toeplitz matrices/operators. For a general reference we refer to [14].
Let s(w) =
∑p
j=−q sjw
j be a Laurent polynomial for some p, q ∈ N. Then
we can associate with s the Laurent operator L(s), the Toeplitz operator
T (s) and the Hankel operator H(s), by the infinite matrices
(L(s))j,k = sj−k, j, k ∈ Z
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(T (s))j,k = sj−k, j, k = 1, 2, . . . (3.9)
(H(s))j,k = sj+k−1, j, k = 1, 2, . . . (3.10)
Of course the definitions extend to more general symbols s, but in our sit-
uations the symbol s will always be a Laurent polynomial so we restrict
ourselves to that case. Note that for Laurent polynomials we have that L(s)
and T (s) are banded and H(s) is of finite rank.
For any two symbols s1, s2 we have
L(s1s2) = L(s1)L(s2)
T (s1s2) = T (s1)T (s2) +H(s1)H(s˜2), (3.11)
where s˜2(z) = s2(1/z). The second identity has two important corollaries.
First,
[T (s1), T (s2)] = −H(s1)H(s˜2) +H(s2)H(s˜1) (3.12)
Second, if we split a given symbol by s = s++ s− with s+(w) =
∑
j≥0 sjw
j ,
the projection onto the analytic part, then
T (s±)T (s±) = T (s2±)
which implies that for exponentiated symbols
T (es±) = eT (s±).
By combining this with (3.2) we find the following identity
detT (e−s+)eT (s)T (e−s−) = det e−T (s+)eT (s)e−T (s−)
= exp
(
−1
2
Tr[T (s+), T (s−)]
)
= exp
1
2
TrH(s+)H((˜s−))
= exp
1
2
∑
k≥1
ksks−k
 ,
see also Example 3.1 in [27].
The following lemma is of particular importance to us. To the best of
our knowledge, the result has not appeared before in the literature. The
proof is a based on (3.3) and a trick that was also used in [3] to give a proof
of the Borodin-Okounkov identity for Toeplitz determinants. We define Pn
as the projection in ℓ2(N) onto the first n components.
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Lemma 3.1. Let K be a trace class operator on ℓ2(N), s(w) a Laurent
polynomial and T (s) the corresponding Toeplitz operator. Then
lim
n→∞ e
−TrPn(T (s)+K) det(I + Pn(eT (s)+K − I)) = exp
1
2
∑
k≥1
ksks−k
 .
Proof. Let us first deal with the case K = 0. In that case, split s = s++ s−
where s+ is the analytic part of s, and write T (s) = T (s+) + T (s−). Note
that T (s+) is lower triangular (including the diagonal) and T (s−) upper
triangular. By this triangular structure we have
PnT (s+)
2 = PnT (s+)PnT (s+)Pn,
and by iterating this identity we get
e−PnT (s+)Pn = (1− Pn) + Pne−T (s+).
Similarly, by iterating
T (s−)2Pn = PnT (s−)PnT (s−)Pn,
we also have
e−T (s−)Pn = (1− Pn) + e−T (s−)Pn.
Moreover,
e−TrPnT (s)Pn = e−TrPnT (s+)Pn = det(e−PnT (s+)Pn) = det
(
(1− Pn) + Pne−T (s+)
)
,
and
1 = e−TrPnT (s−)Pn = det(e−PnT (s−)Pn) = det
(
(1− Pn) + e−T (s−)Pn
)
.
By taking the product matrices we obtain
det
(
(1− Pn) + Pne−T (s+)
)
det
(
(1− Pn) + PneT (s)Pn
)
det
(
(1− Pn) + e−T (s−)Pn
)
= det
(
(1− Pn) + Pne−T (s+)eT (s)e−T (s−)Pn
)
= det
(
I + Pn
(
e−T (s+)eT (s)e−T (s−) − I
)
Pn
)
.
Here we also used that (1 − Pn)Pn = 0 and that Pne−T (s+) = Pne−T (s+)Pn
and e−T (s−)Pn = Pne−T (s−)Pn. Hence we get
e−TrPnT (s) det(I+Pn(eT (s)−I)Pn) = det
(
I + Pn
(
e−T (s+)eT (s)e−T (s−) − I
)
Pn
)
.
(3.13)
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Note that by using (3.12), the fact that Hankel operators of Laurent symbols
have finite rank and the fact that the trace class operators are an ideal in
the space of bounded operators, we find that [T (s+), T (s−)] is trace class.
Hence by (3.3) we also have that
e−T (s+)eT (s)e−T (s−) − I
is of trace class. From here it is standard (see for example [31, Th. 5.5]) to
show that
Pn
(
e−T (s+)eT (s)e−T (s−) − I
)
Pn → e−T (s+)eT (s)e−T (s) − I,
in trace norm, as n → ∞. Moreover, by continuity of the Fredholm deter-
minant (3.1) and (3.2) we have
lim
n→∞ det
(
I + Pn
(
e−T (s+)eT (s)e−T (s−) − I
)
Pn
)
= det e−T (s+)eT (s)e−T (s−) = exp
(
−1
2
Tr[T (s+), T (s−)]
)
(3.14)
By following (3.12) we have Tr[T (s+), T (s−)] = −Tr[H(s+),H((˜s−))] and
by computing the trace we arrive at the result.
Finally, let us consider the case K 6= 0. By using the same strategy that
lead to (3.13), we now end up with
e−TrPnT (s) det(I + Pn(eT (s)+K − I)Pn)
= det
(
I + Pn
(
e−T (s+)eT (s)+Ke−T (s−) − I
)
Pn
)
We now use that [T (s+), T (s−)] and eT (s)+K−eT (s) are both trace class (the
latter follows by expanding the exponentials), to conclude that(
e−T (s+)eT (s)+Ke−T (s−) − I
)
=
(
e−T (s+)eT (s)e−T (s−) − I
)
+ e−T (s+)
(
eT (s)+K − eT (s)
)
e−T (s−)
is trace class. Hence we have
lim
n→∞ e
−TrPnT (s) det(I + Pn(eT (s)+K − I)Pn) = det e−T (s+)eT (s)+Ke−T (s−).
By using PnK → K in trace norm and det eK = exp(−TrK) we thus have
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lim
n→∞ e
−TrPn(T (s)+K) det(I + Pn(eT (s)+K − I)Pn)
= det e−T (s+)eT (s)+Ke−T (s−)e−K
= det e−T (s+)eT (s)+Ke−T (s−)−Ke−T (s−)+Ke−T (s−)e−K
= det e−T (s+)eT (s)+Ke−T (s−)−K det e−T (s−)+Ke−T (s−)e−K ,
(see also the generalization of (3.3) given in [27, Cor. 2.3]). The statement
now follows by (3.3) and the fact that Tr[B,C] = 0 if one of the operators
B and C is trace class.
Corollary 3.2. Let K be a trace class operator on ℓ2(N), s(w) a Lau-
rent polynomial and T (s) the corresponding Toeplitz operator. Then, with
C
(n)
m (B) as defined in (4.2) below,
lim
n→∞C
(n)
m (T (s) +K) =
{
1
2
∑∞
k=1 ksks−k, m = 2
0, otherwise.
(3.15)
Proof. Since
log det
(
I + Pn(e
z(T (s)+K) − I)
)
=
∞∑
m=1
C(n)m (T (s) +K)z
m,
the statement follows from Lemma 3.1 (with s and K multiplied by z).
Remark 3.1. Lemma 3.1 and Corollary 3.2 are both stated including a trace
class operator K. However, in our proofs we will only use these results with
K = 0. Nevertheless, we wish to point out that the general result can be
used for a more direct proof of Theorem 2.1 in case the recurrence matrix
J is a trace class perturbation of a Toeplitz operator. If the latter holds,
Theorem 2.1 follows directly from Corollary 3.2 and the first lines of the
proof of Theorem 2.1 given in Section 5.
4 Some results for banded matrices
In this section, we will prepare the proofs of our main results, by studying
properties of the cumulants (3.8) with f replaced by a banded matrix, Kn
replaced by the projection on the first n components and L2(µ) by ℓ2(N).
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4.1 Definition of C
(n)
m (B) and its properties
For any infinite matrix B = (Brs)∞r,s=1 we define C(n)m (B) by
C(n)m (B) =
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
TrBl1Pn · · · BljPn
l1! · · · lj ! . (4.1)
Here Pn is the projection in ℓ2(N) onto the first n components. We stress
that we will be mainly interested in situations where B is banded. In that
case, we may (and do) allow B to be unbounded as an operator on ℓ2(N),
as the band structure ensures that there is no problem when considering
powers Bl for l ∈ N.
We start with the following simple, but crucial, observation.
Lemma 4.1. Let n ∈ N and m ≥ 2. Let B = (Brs)∞r,s=1 be any banded
infinite matrix. Then we have
C(n)m (B) =
m∑
j=2
(−1)j
j
∑
l1+l2+···lj=m
li≥1
TrBl1Pn · · · BljPn − TrBmPn
l1! · · · lj! . (4.2)
Proof. Note that by expanding the right-hand side of z = log (1 + (exp z − 1))
in a power series in z, we have
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
1
l1! · · · lj ! = 0, m ≥ 2.
Hence
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
TrBmPn
l1! · · · lj ! = 0, m ≥ 2,
and thus (4.2) follows by subtracting the latter from (4.1).
This lemma brings us to the following key observation of the paper.
Lemma 4.2. Let B be banded and bounded matrix and let b be such that
Brs = 0 if r − s > b. Then for M,n ∈ N we have that
∂
∂BrsC
(n)
m (B) = 0,
if |s− n| > bM
or |r − n| > bM
for m = 1, . . . ,M .
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Proof. We start by writing each term in the definition of C
(n)
m (B) as
TrPnBl1Pn · · · BljPn − TrPnBmPn
= −
n∑
s=1
∑
{r1,...,rj}∈Ij,n
(
Bl1
)
sr1
(
Bl2
)
r1r2
· · ·
(
Blj
)
rj−1s
,
where In is the index set
Ij,n ∈ {(r1, . . . , rj−1) ∈ Nj−1 | ∃k : rk > n}.
Since B is banded we can further restrict the indices to the set I∗j,n defined
by
I∗j,n ∈ {(r1, . . . , rj−1) ∈ Nj−1 | ∃k : rk > n, ∀l|rl − rl−1| ≤ b}.
But the two defining relation for this set show that the only non-trivial
contributions come from terms for which all indices rl ≥ n − b(j − 2). On
the other hand, from the band structure and the fact that s ≤ n we also see
that the only non-trivial contributions come from terms for which all indices
rl ≤ s+ b(j − 1) ≤ n+ b(j − 1). Since j runs from 1 to m and m from 1 to
M , the statement follows.
4.2 Asymptotic behavior of C
(n)
m (B(n)m )
We will now consider a sequence {B(n)}n∈N of banded infinite matrices
B(n) = (B(n)r,s )∞r,s=1 where the number of non-trivial diagonals is indepen-
dent of n. That is, we assume that there exists a b > 0 such that B
(n)
r,s = 0
for r − s > b and n ∈ N. Our goal is to analyze C(n)m (B(n)) as n→∞.
We start with a definition. For m ∈ N and F a finite rank operator on
ℓ2(Z) we define
Dm(F ) =
m∑
j=1
(−1)j
j
∑
l1+···+lj=m
li≥1
Tr
∏j
s=1 P−F
lsP− − P−FmP−
l1! · · · lj! , (4.3)
where we recall that P− is the projection onto the negative coefficients, i.e.
(P−x)r = xr for r < 0 and 0 otherwise.
Let us also recall that we say that BR = (BRr,s)∞r,s=−∞ is a right limit of
{B(n)}n∈N iff there exists a subsequence {nj}j such that(BR)
r,s
= lim
j→∞
B(nj)nj+r,nj+s,
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and BR is bounded as an operator on ℓ2(Z). We also use the notation BRM
for the matrix defined by
(BRM)r,s =
{(BR)
r,s
, if r, s = −M, . . . ,M
0, otherwise.
We then have the following result on the asymptotic behavior of C
(n)
m (B(n)).
Lemma 4.3. Let {B(n)}n∈N be a sequence of a banded infinite matrices and
let b be such that B(n)rs = 0 if r− s > b, for all n ∈ N. Let BR be a right-limit
of {B(n)}n∈N along a subsequence {nj}j . Let M ∈ N. Then
lim
j→∞
C
(nj)
m (B(nj)) = Dm(BRbM ), (4.4)
for m = 1, . . .M.
Proof. Note that C
(n)
m (B(n)) is defined for B(n) acting on ℓ2(N) andDm(BRbM )
for BRbM acting on ℓ2(Z). To prepare the limit (4.4) we embed ℓ2(N) into
ℓ2(Z) and extend the one-sided infinite matrices B(n) to two-sided infinite
matrices by setting all the other entries to zero. Moreover, we extend Pn in
the definition of C
(n)
m to an operator on ℓ2(Z), by setting (Pnx)r = xr for
r ≤ n and 0 otherwise. One easily checks that this does not alter the value
of C
(n)
m .
By Lemma 4.2 we have that C
(n)
m (B(n)) depends only on the B(n)rs with
|n − r|, |n − s| ≤ bM . Hence we can set all the other entries of B to be
identically zero. In other words, we can replace B(n) by the matrix SnBR,nbM S∗n,
where (
BR,nbM
)
rs
=
{
B(n)n+r,n+s, for r, s = −bM, . . . bM.
0, otherwise.
and the operator Sn is the shift operator (Snx)s = xn+s, for s ∈ Z. Then by
also using S∗nPnSn = P−, it is easy to see that for n large enough we have
C(n)m (B(n)) = C(n)m (SnBR,nbM S∗n) = Dm(f,BR,nbM ),
for m = 1, . . . ,M . By setting n = nj and taking the limit j →∞ we obtain
the statement.
The following is a straightforward consequence of the Lemma 4.3, that
will be important to us later on.
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Lemma 4.4. Let {B(n)1 }n∈N and {B(n)2 }n∈N be two sequences of banded infi-
nite matrices that have the same right-limit BR along the (same) subsequence
nj. Then for any m ∈ N we have
lim
j→∞
C
(nj)
m
(
B(nj)1
)
= lim
j→∞
C
(nj)
m
(
B(nj)2
)
.
In particular, both limits exist.
Proof. The statement is an easy consequence of the fact that by Lemma 4.3
we have for both t = 1, 2 that
lim
j→∞
C
(nj)
m
(
B(nj)t
)
= Dm
((BR)
M
)
,
for any M sufficiently large.
4.3 The case of a bounded matrix B
In the previous paragraphs we allowed the matrix B (or B(n)) to be un-
bounded as an operator on ℓ2(N). We will now show that if B defines a
bounded operator (and for simplicity also fixed) then we can organize the
C(n)m (B) in a Fredholm determinant that serves as a generating function.
Moreover, we obtain a limit for Fredholm determinants, from which Theo-
rem 2.4 is almost immediate.
Lemma 4.5. Let B = (Br,s)∞r,s=1 be a bounded operator on ℓ2(N). For
sufficiently small z we have
exp(−zTrBPn) det
(
1 + (ezB − 1)Pn
)
= exp
( ∞∑
m=2
zmC(n)m (B)
)
(4.5)
where C
(n)
m (B) is defined by (4.2).
Proof. The proof is similar to the proof of (3.8), but now with f and Kn
replaced by B and Pn. We also need one additional step.
Again, by using log det(1 + A) = Tr log(1 + A) and an expansion of
log(1 + (ezB − 1)Pn) in powers of z we can rewrite the right-hand side of
(4.11) as
det
(
1 + (ezB − 1)Pn
)
= exp
∞∑
j=1
(−1)j
j
Tr
(
(ezB − 1)Pn
)j
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= exp
∞∑
j=1
(−1)j
j
∑
l1≥1,...,lj≥1
zl1+···+lj
TrBl1Pn · · · BljPn
l1! · · · lj !
= exp
∞∑
j=1
(−1)j
j
∞∑
m=j
zm
∑
l1+l2+···lj=m
li≥1
TrBl1Pn · · · BljPn
l1! · · · lj ! .
for sufficiently small z. By changing the order of summation we obtain
det
(
1 + (ezB − 1)Pn
)
= exp
( ∞∑
m=1
zmC(n)m (B)
)
for sufficiently small z, where
C(n)m (B) =
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
TrBl1Pn · · · BljPn
l1! · · · lj ! . (4.6)
The statement now follows by applying (4.2) for m ≥ 2 and observing that
the m = 1 disappears because of the first factor at the left-hand side of
(4.5).
The latter lemma holds for z sufficiently small. In the next lemma we
state an estimate that was of the crucial observations in [11], which shows
how small z can be.
Lemma 4.6. Let m,n ∈ N and B = (Br,s)∞r,s=1 be a bounded operator on
ℓ2(N). Then ∣∣∣C(n)m (B)∣∣∣ ≤ m3/2em√
2π
‖B‖m−2∞ ‖[B, Pn]‖22, (4.7)
where [B,Pn] = BPn−PnB is the commutator of Pn and B and ‖·‖2 stands
for the Hilbert-Schmidt norm. Hence, there exists a universal constant A > 0
such that
exp(−TrBPn) det
(
1 + (ezB − 1)Pn
) ≤ expA|z|2‖[B, Pn]‖22, (4.8)
for |z| ≤ 1/(3‖B‖∞).
Moreover, For any m ∈ N and F of finite rank we have
|Dm(F )| ≤ m
3/2em√
2π
‖F‖m−2∞ ‖[F,P−]‖22, (4.9)
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Proof. The proof was already given in [11], but for completeness we will
provide the main line of reasoning here.
The key is that, by only using the identity P 2n = Pn and the fact that
TrAB = TrBA, we have
TrBl1Pn · · · BljPn − TrBl1Pn · · · Blj−1+ljPn
= TrPnBl1Pn · · · BljPn − TrPnBl1Pn · · · Blj−1+ljPn
= TrPnBl1Pn · · · Blj−2Pn[Pn,Blj−1 ][Pn,Blj ].
for j ≥ 2. Then we estimate the trace by∣∣∣TrBl1Pn · · · BljPn − TrBl1Pn · · · Blj−1+ljPn∣∣∣
≤
∥∥∥PnBl1Pn · · · Blj−2 [Pn,Blj−1 ][Pn,Blj ]Pn∥∥∥
1
≤ ‖B‖l1+···+lj−2∞ ‖[Pn,Blj−1 ]‖2‖[Pn,Blj ]‖2. (4.10)
Here we used that ‖Pn‖∞ = 1 and the identities for the trace and Hilbert-
Schmidt norm as listed in Section 3.1. By also using
[Bl, Pn] =
lj∑
j=1
Bl−j[B, Pn]Bj−1
we obtain
‖[Bl, Pn]‖22 ≤ l2‖B‖2(l−1)∞ ‖[B, Pn]‖22.
By substituting this into (4.10) and using lj , lj−1 ≤ m we obtain∣∣∣TrBl1Pn · · · BljPn − TrBl1Pn · · · Blj−1+ljPn∣∣∣ ≤ m2‖B‖m−2∞ ‖[Pn,B]‖22.
By iterating this j − 1 times we find∣∣∣TrBl1Pn · · · BljPn − TrBmPn∣∣∣ ≤ jm2‖B‖m−2∞ ‖[Pn,B]‖22.
By substituting this back into definition of C
(n)
m in (4.2) we obtain
|C(n)m (B)| ≤ m2‖B‖m−2∞ ‖[Pn,B]‖22
m∑
j=2
∑
l1+l2+···lj=m
li≥1
1
l1! · · · lj! .
27
Now (4.7) follows from combining the latter with
m∑
j=2
∑
l1+l2+···lj=m
li≥1
1
l1! · · · lj ! <
mm
m!
≤ e
m
√
2πm
.
From (4.7) we obtain (4.8) with A = e
2√
2π
∑∞
m=2m
3/2(e/3)m−2 <∞.
The proof of (4.9) is completely analogous to the proof of (4.7) after
replacing B by F and Pn by P−.
Theorem 4.7. Let B = (Br,s)∞r,s=1 be a banded matrix defining a bounded
operator on ℓ2(N). Assume that B has a right limit BR along a subsequence
{nj}j . Then
lim
j→∞
exp(−z TrBPnj ) det
(
1 + (ezB − 1)Pnj
)
= lim
M→∞
exp(−z TrBRMP−) det
(
1 + (ezB
R
M − 1)P−
)
, (4.11)
uniformly for z in a sufficiently small neighborhood of the origin. In partic-
ular, both limits exists and are analytic in a neighborhood of the origin.
Proof. For M ∈ N we write
exp
[ ∞∑
m=2
zmC(n)m (B)
]
= exp
[ ∞∑
m=2
zmDm(BRbM )
]
exp
[
−
∞∑
m=M+1
zmDm(BRbM )
]
(4.12)
× exp
[
M∑
m=2
zm(C(n)m (B)−Dm(BRbM )
]
exp
[ ∞∑
m=M+1
zmC(n)m (B)
]
(4.13)
Note that by (4.7) we have
∞∑
m=M+1
|z|m|C(n)m (B)| ≤
1√
2π
‖[B, Pn]‖22
∞∑
m=M+1
m3/2(e|z|)m‖B‖m−2∞ , (4.14)
and by (4.9) we have
∞∑
m=M+1
|z|m|Dm(BRbM )| ≤
1√
2π
‖[BRbM , P−]‖22
∞∑
m=M+1
m3/2(e|z|)m‖BRbM‖m−2∞ .
(4.15)
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Since B is banded, the commutators in (4.14) and (4.15) are of finite rank and
hence it is not difficult to see that the Hilbert-Schmidt norms are bounded
in M and n. Therefore we have that the bounds in both (4.14) and (4.15)
tend to zero asM →∞, uniformly for z in a sufficiently small neighborhood
of the origin.
By (4.8) and Montel’s Theorem, the sequence {Fj(z)}j defined by
Fj(z) = exp
[ ∞∑
m=1
zmC
(nj)
m (B)
]
defines a normal sequence of analytic functions on a small disk around the
origin. Hence the exists a subsequence {j′} such that {Fj′} converges to an
analytic function F (z) on that disk. But then by Lemma 4.3 we have
F (z) = exp
[ ∞∑
m=2
zmDm(BRbM )
]
exp
[
−
∞∑
m=M+1
zmDm(BRbM )
]
× exp
[
lim
j′→∞
∞∑
m=M+1
zmC
(nj′ )
m (B)
]
By using (4.14) and (4.15) and taking the limit M →∞ we obtain
F (z) = lim
M→∞
exp
[ ∞∑
m=2
zmDm(BRbM )
]
In particular, the limit at the right-hand side exists. By rewriting the right-
hand side as in Lemma 4.5 using (4.3) we get
F (z) = lim
M→∞
e−zTrP−B
R
bM
P− det
(
I + P−(ezB
R
bM − I)P−
)
.
Now note that the right-hand side is independent of the subsequence j′
and therefore every convergent subsequence has the same limit. Hence the
sequence Fj converges to F . This proves the statement.
5 Proof of Theorems 2.1, 2.3 and 2.4
In this section we will prove Theorems 2.1, 2.3 and 2.4. We will start with
the first one.
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Proof of Theorem 2.1. The starting point of the proof is the fact that the
biorthogonal ensemble of size forms a determinantal point process with ker-
nel
Kn(x, y) =
n−1∑
j=0
ψj(x)φj(y).
As discussed in Section 3.3 the cumulants for a linear statistic associated to
a polynomial p can be written as
C(n)m (p) =
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
Tr pl1Kn · · · pljKn
l1! · · · lj ! .
By exploiting the biorthogonality we see, after some standard algebraic com-
putations, that
C(n)m (p) = C(n)m (p(J (n)))
=
m∑
j=1
(−1)j
j
∑
l1+l2+···lj=m
li≥1
Tr (p(J (n)))l1Pn · · · (p(J (n)))ljPn
l1! · · · lj! , (5.1)
for m,n ∈ N.
To prove the statement we take p = P ◦Q. Lemma 4.4 implies now that
when computing the limit j →∞, we may replace P (Q(J (n))) by T (P (sQ)),
since both have L(P (sQ)) as a right limit. By applying Corollary 3.2 to
T (P (sQ)), we see that the cumulants, and hence the moments, converge to
those of a normally distributed random variable with the variance as given
in the statement. This proves the theorem.
Proof of Theorem 2.4. We start by recalling from (3.3) that we have
E
[
exp zX
(n)
f
]
= det
(
1 + (ezf − 1)Kn
)
,
where Kn is as in (3.4). Moreover, since EX
(n)
f = Tr fKn we have
E
[
exp z(X
(n)
f − EX(n)f )
]
= det
(
1 + (ezf − 1)Kn
)
exp(−z Tr fKn).
By (5.1) and the expansion of a Fredholm determinant in terms of the cu-
mulants as explained in Section 3.3, we find
E
[
exp z(X
(n)
f − EX(n)f )
]
= det
(
1 + (ezf(J) − 1)Pn
)
exp(−z Tr f(J)Pn).
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Since J is banded and f is a polynomial, also f(J) is banded. Moreover, it
is not hard to check that f(JR) is a right-limit of f(J). Hence Theorem 2.4
follows directly from Theorem 4.7.
Proof of Theorem 2.3. For simplicity we will assume that the the subse-
quence is N. Also, by possibly increasing the set E we can always assume it
is an interval and that s(T) ⊂ E where T = {|z| = 1}. Finally, by replacing
f and p below by f ◦ Q and p ◦ Q, we see that it is enough to prove the
theorem for Q = id, which we do for notational simplicity.
The first step of the proof is showing that the limit of the variance is
continuous. Note that fˆk with k as defined in (2.1) are the Fourier coefficients
of f(s(w)). Moreover, by integration by parts we see that kfˆk are the Fourier
coefficients of f ′(s(w))s′(w).
∞∑
k=1
kfˆkfˆ−k −
∞∑
k=1
kgˆkgˆ−k =
∞∑
k=1
k(fˆk − gˆk)fˆ−k +
∞∑
k=1
gˆkk(fˆ−k − gˆ−k)
By using the Cauchy-Schwarz inequality and the unitarity of the Fourier
transform we thus see∣∣∣∣∣
∞∑
k=1
kfˆkfˆ−k −
∞∑
k=1
kgˆkgˆ−k
∣∣∣∣∣ ≤ (‖f(s(w))‖2 + ‖g(s(w))‖2) ∥∥(f ′(s(w)) − g′(s(w))) s′(w)∥∥2 ,
where ‖ · ‖2 stands for the L2 norm on the unit circle. Hence there exists a
constant c1 > 0 such that∣∣∣∣∣
∞∑
k=1
kfˆkfˆ−k −
∞∑
k=1
kgˆkgˆ−k
∣∣∣∣∣ ≤ c1
(
sup
x∈E
|f(x)|+ sup
x∈E
|g(x)|
)
sup
x∈E
|f ′(x)−g′(x)|.
(5.2)
This is the continuity result that we need for the limiting expression of the
variance.
For finite n we have a similar estimate: Let f ∈ C1 be such that there
exists a constant C such that
|f(x)| ≤ C(1 + |x|)k, (5.3)
for x ∈ R. Then, by the assumptions of the theorem, we have∣∣∣∣∫
R
f(x)2Kn(x, x)dx
∣∣∣∣ ≤ sup
t∈E
|f(t)|2
∫
E
Kn(x, x)dx+o(1/n) = O(n), (5.4)
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as n→∞.
Writing the variance as
VarX
(n)
f =
1
2
∫∫
R×R
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
=
1
2
∫∫
E×E
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
+
1
2
∫∫
(R\E)×E
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
+
1
2
∫∫
R×(R\E)
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y),
we see that
0 ≤ VarX(n)f −
1
2
∫∫
E×E
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
≤
∫∫
R×(R\E)
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y).
Now, since we have Kn(x, y)Kn(y, x) ≤ Kn(x, x)Kn(y, y) we also have
0 ≤ VarX(n)f −
1
2
∫∫
E×E
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
≤
∫∫
R×(R\E)
(f(x)− f(y))2Kn(x, x)Kn(y, y)dµ(x)dµ(y)
≤ 2
∫∫
R×(R\E)
(
f(x)2 + f(y)2
)
Kn(x, x)Kn(y, y)dµ(x)dµ(y) = o(1), (5.5)
as n → ∞, where in the last step we used (5.3), (5.4) and the condition of
the theorem. Moreover,∫∫
E×E
(f(x)− f(y))2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
=
∫∫ (
f(x)− f(y)
x− y
)2
(x− y)2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
≤
(
sup
x∈E
|f ′(x)|
)2 ∫∫
(x− y)2Kn(x, y)Kn(y, x)dµ(x)dµ(y)
= 2
(
sup
x∈E
|f ′(x)|
)2
VarX(n)e1 (5.6)
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where e1(x) = x is the linear monomial.
By combining (5.5) and (5.6) we thus see that there exists a constant
c2 > 0 such that
lim sup
n→∞
VarX
(n)
f ≤ c2
(
sup
x∈E
|f ′(x)|
)2
. (5.7)
We are now ready for the final argument of the proof. Let ε > 0. Then,
by compactness of E, we can find a polynomial p such that
sup
x∈E
|f ′(x)− p′(x)| ≤ ε (5.8)
and also
sup
x∈E
|f(x)− p(x)| ≤ ε · |E|. (5.9)
For such p write∣∣∣∣∣E [exp it(X(n)f − EX(n)f )]− exp
(
−1
2
t2
∞∑
k=1
kfkf−k
)∣∣∣∣∣
≤
∣∣∣E [exp it(X(n)f − EX(n)f )]− E [exp it(X(n)p − EX(n)p )]∣∣∣
+
∣∣∣∣∣E [exp it(X(n)p − EX(n)p )]− exp
(
−1
2
t2
∞∑
k=1
kpkp−k
)∣∣∣∣∣
+
∣∣∣∣∣exp
(
−1
2
t2
∞∑
k=1
kpkp−k
)
− exp
(
−1
2
t2
∞∑
k=1
kfkf−k
)∣∣∣∣∣ . (5.10)
We also recall the following standard argument for real valued random
variables X and Y , and t ∈ R:
|E[exp itX]− E[exp itY ]| ≤ |E[exp itX − exp itY ]|
≤ |E[(exp it(X − Y ))− 1 exp itY ]| ≤ E [|exp it(Y −X))− 1|]
≤ |t|E [|X − Y ||] ≤ |t|
(
E
[
(X − Y )2
])1/2
.
Moreover, if EX = EY then E
[
(X − Y )2
]
= Var(X − Y ). Hence, by (5.7)
and (5.8) we have
lim sup
n→∞
∣∣∣E [exp it(X(n)f − EX(n)f )]− E [exp it(X(n)p − EX(n)p )]∣∣∣
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≤ c2 sup
x∈E
|f ′(x)− p′(x)‖∞ ≤ εc2, (5.11)
for n ∈ N and t ∈ R. Moreover, by Corollary 2.2 and the fact that p is a
polynomial,
lim
n→∞E
[
exp it(X(n)p − EX(n)p )
]
= exp
(
−1
2
t2
∞∑
k=1
kpˆkpˆ−k
)
. (5.12)
Finally, by (5.2) and (5.8) there exists a constant c3 > 0 such that∣∣∣∣∣exp
(
−1
2
t2
∞∑
k=1
kpˆkpˆ−k
)
− exp
(
−1
2
t2
∞∑
k=1
kfˆkfˆ−k
)∣∣∣∣∣ ≤ c3(‖f(s(w))‖2+‖p(s(w)‖)ε.
(5.13)
By substituting (5.11), (5.12) and (5.13) into (5.10) we obtain
lim sup
n→∞
∣∣∣∣∣E [exp it(X(n)f − EX(n)f )]− exp
(
−1
2
t2
∞∑
k=1
kfˆkfˆ−k
)∣∣∣∣∣
≤ c2ε+ c3(sup
x∈E
|f(x)|+ sup
x∈E
|p(x)|)ε ≤ c2ε+ c3 sup
x∈E
|f(x)|(2 + ε|E|)ε,
where we also used (5.9) in the last step. Since the constants do not depend
on p we can take the limit ε ↓ 0 and this proves the theorem.
6 Examples
In this section we demonstrate the power of our approach by studying the
application of our results to some interesting examples.
The first subsection presents examples of orthogonal polynomial ensem-
bles with compactly supported measures that are purely singular with re-
spect to Lebesgue measure, but still satisfy a Central Limit Theorem. We
also present examples of orthogonal polynomial ensembles that have differ-
ent Central Limit Theorems along different subsequences.
In subsection 6.2 we discuss the application of our results to Hahn poly-
nomial ensembles and the implications for lozenge tilings of the hexagon.
In subsection 6.3 we discuss the application of our results to the two
matrix model.
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6.1 Some Examples of Orthogonal Polynomial Ensembles
The focus on recursion coefficients is extremely natural from the point of
view of the spectral theory of Jacobi matrices, since the orthogonality mea-
sure for a sequence of orthogonal polynomials is also the spectral measure
for the associated Jacobi matrix (see, e.g., [18]). From this point of view, the
simplest model is an ≡ 1 and bn ≡ 0. These are the recurrence coefficients
for the (scaled) Chebyshev polynomials of the second kind, for which the
orthogonality measure is dµ(x) =
√
4−x2
2π χ[−2,2](x)dx. This Jacobi matrix
can also be thought of as the discrete Laplacian on the half line.
Thus a Jacobi matrix with an → 1 and bn → 0 is a compact perturbation
of the Laplacian and so, by Weyl’s Theorem [53, Theorem XIII.14], the
spectral measure µ, for such a matrix, has σess(µ) = [−2, 2]. Examples
of such matrices with purely singular (with respect to Lebesgue measure)
spectral measures have been extensively studied in the Schro¨dinger operator
community. For a review of some such examples see [43].
Example 6.1. One example, whose analog in the continuum case was first
considered by Pearson [49], is that of a decaying ‘sparse’ perturbation of the
Laplacian. In this case
an ≡ 1,
and
bn =
{
b˜j n = Nj
0 otherwise,
where b˜j 6= 0, b˜j → 0 and Nj satisfies NjNj+1 → 0 as j → ∞. In this case,
[37, Theorem 1.7] says that if
∑∞
j=1 b˜
2
j <∞ then µ is purely absolutely con-
tinuous on (−2, 2) and if ∑∞j=1 b˜2j =∞ then µ is purely singular continuous
on (−2, 2). Thus, by Theorem 2.5 we see there are many singular measures
such that the associated orthogonal polynomial ensemble satisfies a Central
Limit Theorem.
It is also worth mentioning here that sparse perturbations of the Lapla-
cian were used in [10] to construct singular continuous meausres such that
the associated Christoffel-Darboux kernel satisfies sine kernel asymptotics.
For a review of some of the work on the spectral theory of Schro¨dinger
operators with decaying sparse potentials see [43].
Example 6.2. Fix b˜ 6= 0 and let
an ≡ 1,
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and
bn =
{
b˜ n = Nj
0 otherwise,
where Nj is any sequence satisfying Nj+1 − Nj → ∞ as j → ∞. By [45,
Theorem 1.7] the spectral measure µ of the associated Jacobi matrix has
µess = [−2, 2] together with perhaps another point outside of [−2, 2]. In
addition, by [54, Corollary 1.5], µ is purely singular.
Note that for any sequence {nj}∞j=1, satisfying limj→∞ infℓ |nj−Nℓ| =∞,
the right limit along nj is a Laurent matrix . Thus, by Theorem 2.5 along
any such sequence the associated orthogonal polynomial ensemble satisfies
a Central Limit Theorem.
The right limit along nj ≡ Nj , however, is a rank one perturbation of a
Laurent matrix given by
an ≡ 1,
and
bn =
{
b˜ n = 0
0 otherwise.
Theorem 2.4 gives a formula for the limt of fluctuations in this case. It
would be interesting to give a simpler formula than (2.3) for the limit, at
least for this case of a rank one perturbation of a Laurent matrix.
The following example shows that an orthogonal polynomial ensemble
with a measure supported on an interval can satisfy several different Central
Limit Theorems.
Example 6.3. Partition N into successive blocks A1, C1, A2, C2, . . . whose
size is given by
#(Aj) = 3
j2 , #(Cj) = 2
j2 .
Now let the sequence {ak, bk}∞k=1 be given by
ak =
{
1 k ∈ Aj
1
2 k ∈ Cj ,
and bk ≡ 0, and let µ be the corresponding spectral measure. Then, by
the fact that ‖J‖ ≤ 2, supp(µ) = spectrum(J) ⊆ [−2, 2]. Moreover, by
constructing approximate eigenfunctions, supp(µ) = [−2, 2].
Now, consider the corresponding orthogonal polynomial ensemble. If
nj is taken in the middle of the Aj blocks then by Theorem 2.5, for any
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real-valued f ∈ C1(R)
X
(nj)
f − EX
(nj )
f → N
0,∑
k≥1
k|fˆk|2
 , as j →∞, (6.1)
in distribution, where
fˆk =
1
2π
∫ 2π
0
f(2 cos θ)e−ikθdθ.
On the other hand, if nj is taken in the middle of the Cj blocks then for any
real-valued f ∈ C1(R)
X
(nj)
f − EX
(nj )
f → N
0,∑
k≥1
k| ˆˆfk|2
 , as j →∞, (6.2)
in distribution, where
ˆˆ
fk =
1
2π
∫ 2π
0
f(cos θ)e−ikθdθ.
Thus, the fluctuations in this example have at least two different Gaus-
sian limits. Note that by the Stahl-Totik theory of regular measures [62],
for any continuous f
1
n
EX
(n)
f →
∫
f(x)dν(x)
where ν is the potential theoretic equilibrium measure for the interval [−2, 2].
Example 6.3 is Example 4.1 from [12], where it was constructed for a
different purpose. We note that by [54], the measure µ is purely singular with
respect to Lebesgue measure. Example 5.1 from [12], which we describe next,
shows that µ may be supported on an interval, have a nontrivial absolutely
continuous component, and yet the corresponding orthogonal polynomial
ensemble may have several different Gaussian limits. In fact, a continuum
of different Gaussian limits is attained.
Example 6.4. Let bn ≡ 0 and an be described as follows: Partition {1, 2, . . . }
into successive blocks A1, B1, C1,D1, A2, B2, . . . , where
#(Aj) = 3
j2 #(Cj) = 2
j2 #(Bj) = #(Dj) = j
6 − 1
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On Aj , an ≡ 1, on Cj , an ≡ 12 , and on Bj and Dj, log(a2n) interpolates
linearly from log(14) to log(1), that is, for n ∈ Bj,
a2n
a2n−1
= cj
and for n ∈ Dj ,
a2n−1
a2n
= cj
where
cj
6
j =
1
4
.
Theorem 5.2 in [12] says that in this case µ is purely absolutely continuous
on (−1, 1) and purely singular on [−2, 2] \ (−1, 1).
As in Example 6.3 above, it is easy to see that the two Toeplitz matrices,
one with an ≡ 1 and one with an ≡ 1/2 (bn ≡ 0 in any case) are right limits.
In fact, in this case, for any a ∈ [1/2, 1], there is a Toeplitz right limit
with an ≡ a. This is because along the blocks Bn and Dn, an varies at an
increasingly slower rate between 1/2 and 1. There are no other right limits,
since for any sequence, {nj}∞j=1, along which anj approaches a constant, all
the an’s in any finite-size block around nj approach the same constant.
It follows that for any a ∈ [1/2, 1] there is a sequence {nj(a)}∞j=1 such
that for any real-valued f ∈ C1(R)
X
(nj(a))
f − EX
(nj(a))
f → N
0,∑
k≥1
k|fˆk(a)|2
 , as j →∞, (6.3)
in distribution, where
fˆk(a) =
1
2π
∫ 2π
0
f(2a cos θ)e−ikθdθ. (6.4)
Here again, as in example 6.3, the measure µ is regular and so for any
continuous f
1
n
EX
(n)
f →
∫
f(x)dν(x)
where ν is the potential theoretic equilibrium measure for the interval [−2, 2].
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6.2 The Hahn ensemble and lozenge tilings of a hexagon
In the next example, we discuss a discrete orthogonal polynomial ensem-
ble. Such ensembles appear naturally in random tilings of planar domains.
Examples are the classical discrete polynomials such as Charlier, Hahn,
Krawtchouk and Meixner polynomials [2, 35]. Since the Jacobi matrices
corresponding to classical discrete orthogonal polynomials (after a rescal-
ing) have a right limit that is a Laurent matrix, we have that Theorem 2.5
applies to these ensembles. As an illustration we work out the case of the
Hahn ensemble that describes random lozenge tilings of a hexagon. We will
also briefly discuss the connection with the study of the two dimensional
fluctuations of such systems and the appearance of the Gaussian Free Field.
For α, β > −1 and N ∈ N. The Hahn weight w(α,β)N is defined as
w
(α,β)
N (x) =
(
α+ x
x
)(
β +N − x
N − x
)
, (6.5)
on the nodes x = 0, 1, . . . , N . The corresponding orthogonal polynomials
are called the Hahn polynomials and are given by
Q
(α,β)
N,n (x) = 3F2
( −n, n+ α+ β + 1,−x
α+ 1,−N ; 1
)
,
for n = 0, 1, . . . , N . For properties of Hahn polynomials we refer to [38].
The Hahn ensemble is defined as the discrete orthogonal polynomial ensem-
ble induced by the weight (6.5) on the nodes x = 0, 1, . . . , N . The Hahn
ensemble appears in Lozenge tilings of the hexagonal lattice that we will
now briefly describe. For more details we refer to [2, 35].
Fix a, b, c ∈ N and consider the hexagon with corners at (0, 0), (a,−a),
(a+b, b−a), (a+b, b−a+2c), (b, b+2c) and (0, 2c). Next we introduce lozenges
of three different types. Set e = (1, 0) and f = (0, 1). Then a type I lozenge
is spanned by e+ f and 2f , a type II lozenge by e− f and −2f , and a type
III lozenge by e− f and e+ f . Note that the endpoints of the lozenges are
always on the square grid. We will consider tilings of the abc-hexagon by the
three type of lozenges. By symmetry we assume without loss of generality
that b ≥ a.
Let us now consider a random tiling by taking the uniform measure on
all possible tilings of the hexagon. Our particular interest is in the point
process defined by the type III lozenges whose centers lie at a vertical section
{m}×N for a given m ∈ {1, . . . , a+b−1}. To describe this process, let Lm be
the number of type III lozenges on such a section. After some considerations,
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Figure 1: The left figure shows a lozenge tiling of a hexagon and the centers
of the type III lozenges along a vertical section. The right figure shows the
separation of the hexagon into the disordered region and the frozen corners.
we find that
Lm =

m, if 0 ≤ m ≤ a,
a if a < m ≤ b,
a+ b−m if b < m ≤ a+ b,
(6.6)
Note that c+ Lm + 1 is the total number of points on the square lattice on
the vertical line at m that lie inside the hexagon and define
am = |a−m|, and bm = |b−m|.
Then it was proved by Johansson [35] (see also [2]) that the type III lozenges
with centers at the line m × N form a Hahn ensemble of size Lm with
parameters N = c+ Lm and (α, β) = (am + 1, bm + 1).
We are particularly interested in the asymptotic properties of this process
when the hexagon is large. That is, we take c → ∞ such that a/c and
b/c converge to positive real numbers. In this limit, the hexagon will be
separated into a number of regions. There is an ellipse that touches each
of the faces of the hexagon, (see the right hexagon in Figure 1). Inside the
ellipse the system is disordered (also referred to as the liquid region). In
the remaining corner pieces of the hexagon the tiling is frozen, in the sense
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that each piece has only one type of lozenges. To analyze the fluctuations
in the disordered region we intersect the hexagon with a vertical line with
horizontal coordinate m such that m/c tends to some positive value and
consider the lozenges of type III on that line. Due to the fact that these
lozenges form a Hahn ensemble we have that the following result, which is a
straightforward corollary to Theorem 2.5 and basic properties of the Hahn
polynomials, provides us with a CLT for that point process.
Theorem 6.5. Let A,B ≥ 0 and t > 1. Consider the (rescaled) Hahn
ensemble of size n. As n→∞, take α, β,N such that
α
n → A,
β
n → B,
N
n → t.
Then for any f ∈ C1([0, 1]), the scaled linear statistic
X
(n)
f =
n∑
j=1
f(xj/N),
with xj randomly chosen from the Hahn ensemble of size n, satisfies
X
(n)
f − EX(n)f → N
0,∑
k≥1
k|fˆk|2
 , as n→∞,
in distribution, where the coefficients fˆk are defined as
fˆk =
1
2π
∫ 2π
0
f (2a cos θ + b) e−ikθdθ,
for k ≥ 1, and
a =
√
(t− 1)(1 +A+B)(1 +A)(1 +A+B + t)(1 +B)
t(2 +A+B)2
b =
(t− 1)(1 +A+B)(1 +A) + (1 +A+B + t)(1 +B)
t(2 +A+B)2
.
(6.7)
Proof. Rescale the nodes so that they are on [0, 1] for all N ∈ N and consider
the following measure
µ˜(x) =
N∑
x=0
w
(α,β)
N (x)δx/N . (6.8)
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The orthonormal polynomials pn with respect to this measure are the rescaled
and normalized Hahn polynomials. They satisfy the recurrence (2.4) with
bn =
(N − n)(n+ α+ β + 1)(n + α+ 1)
N(2n+ α+ β + 1)(2n + α+ β + 2)
+
n(n+ α+ β +N + 1)(n+ β)
N(2n + α+ β)(2n + α+ β + 1)
an =
n(n+ α+ β +N + 1)(n + β)
N(2n+ α+ β)(2n + α+ β + 1)
×
√
(N − n)(n+ α+ β)(α + n)(2n+ α+ β + 1)
n(n+ α+ β +N + 1)(β + n)(2n + α+ β − 1) ,
which can be derived from the properties in [38]. One readily verifies that
an → a and bn → b as n → ∞, with a and b as in (6.7) and, therefore, the
statement is a corollary to Theorem 2.5.
Tilings of planar domains are often effectively described by the so-called
height function, which associates a surface to the tiling. In the lozenge tiling
of the hexagon we define the height function by
hm(x) = Number of type III lozenges below (m,x).
Note that this definition of may differ from the definition that is used in
other places in the literature by a adding a deterministic function. This,
however, does not have an effect on the fluctuations of the height function.
As the size of the hexagon grows large, the height function converges to a
deterministic function, which is the integral of the density of type III lozenges
(note that this density can be computed from the recurrence coefficients
using the procedure in [41]). Theorem 6.5 describes the fluctuations of the
height function in the following way. Let f have compact support in [0, 1],
then we have, with χA the characteristic function for the set A,
N∑
x=0
hm(x)(f(x/N)− f((x− 1)/N) =
N∑
x=0
f(x/N)(hm(x+ 1)− hm(x))
=
N∑
x=0
f(x/N)χ{centers of type III lozenges}(m,x) = X
(n)
f . (6.9)
Thus we see that Theorem 6.5 shows the fluctuations of hm are described
by a CLT. One may interpret the result in the following way. The centered
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height function hm−Ehm converges to a the Gaussian random distribution
F . The distribution acts on C1 test functions f with compact support in
[0, 1], under the pairing 〈F, f ′〉 and the covariance structure is induced by
the (Sobolev-type) norm
∑∞
k=1 k|fˆk|2.
It is interesting to compare this result with the results of [50] on the two
dimensional fluctuations (see also [6, 7, 8, 9] for two dimensional fluctuations
in models related to classical orthogonal polynomial ensembles), where we
view the height function as a function of two variables (m,x). It was proved
in [50] that the two dimensional fluctuations of the height function converge
to the pull-back, by the complex structure, of the Gaussian Free Field on the
upper half plane with Dirichlet boundary conditions. The complex structure
is a diffeomorphism Ω that maps the disordered region in the hexagon onto
the upper half plane. The push-forward by Ω of the centered fluctuation
h− Eh, viewed as a function of two variables, also converges to a Gaussian
random distribution G. The distribution now acts on sufficiently smooth
test functions f with compact support in the upper half plane, under the
pairing −〈G,△f〉 (where △ is the Laplace operator) and the covariance
structure is, up to a constant, induced by the Dirichlet norm
∫ |∇f |2.
Thus the centered height function converges to a random Gaussian dis-
tribution both as a function of two variables and as function of one variable
along vertical sections. Naturally these results are strongly related since we
probe the same random object with different classes of test functions, but
we believe that it is not a priori obvious how to obtain one from the other.
From this perspective, it is interesting to compare the proof for the one
dimensional fluctuations in the present paper, with the proof for the two
dimensional fluctuations of a particular model in the paper [23]. In both
cases, the proof relies on the cumulant expressions for linear statistics, but
the analysis is rather different.
6.3 The two matrix model
In the final example, we discuss the two matrix model. The two matrix
model in random matrix theory is defined as the probability measure on the
pairs (M1,M2) of n× n Hermitian matrices defined by
1
Z2M
e−nTr(V1(M1)+V2(M2)−τM1M2) dM1dM2,
where τ 6= 0 is called the coupling constant, Z2M is a normalizing constant
(partition function), V1 and V2 are two polynomials of even degree and
positive leading coefficients. Finally, dMj stands for the product of the
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Lebesgue measure on the independent entries
dMj =
n∏
k=1
d(Mj)kk
∏
1≤k<l≤n
dℜ(Mj)kldℑ(Mj)kl.
The two matrix model gives rise to two biorthogonal ensembles in the follow-
ing way: when we average overM2 the eigenvalues ofM1 form a biorthogonal
ensemble of size n and vice versa.
To describe the orthogonal ensembles we need the so-called biorthogonal
polynomials that were introduced in [29]. Let {pk,n}k and {ql,n}l be two fam-
ilies of polynomials such that pk,n and ql,n have degree k and l respectively,
and ∫∫
R2
pk,n(x)ql,n(y)e
−n(V (x)+W (y)−τxy)dxdy = δkl. (6.10)
It should be noted that this orthogonality is not Hermitian and we can there-
fore not apply Gram-Schmidt to ensure the existence of such polynomials.
Nevertheless it can be proved that they exist and have simple real zeros [28]
and that the zeros have an interlacing property [24]. Finally, the polynomi-
als pk,n and ql,n are unique up to a multiplicative constant (see also Remark
2.3). We fix this constant by assuming that the leading coefficients of pk,n
and qk,n are the same. We note that this convention is different from, for
example, [24, 25] but fits our purposes better.
We will also need the (Laplace) transforms
Pk,n(y) = e
−nW (y)
∫
pk,n(x)e
−n(V (x)−τxy) dx,
Ql,n(x) = e
−nV (x)
∫
qk,n(y)e
−n(w(y)−τxy) dy.
(6.11)
With these functions we can rewrite (6.10) as∫
R
pk,n(x)Ql,n(x)dx = δlk,∫
R
Pk,n(y)ql,n(y)dy = δlk.
(6.12)
Thus the eigenvalues of M1 when averaged over M2, form a biorthogonal
ensemble generated by {pk,n}k and {Qk,n}k with kernel
K(1)n (x1, x2) =
n−1∑
k=0
pk,n(x1)Qk,n(x2).
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And vice versa, the eigenvalues of M2 when averaged over M1, form a
biorthogonal ensemble generated by {ql,n}l and {Pl,n}l with kernel
K(2)n (y1, y2) =
n−1∑
l=0
Pl,n(y1)ql,n(y2).
Given a function f we denote the associated linear statistic for the biorthog-
onal ensemble with kernel K1 by X
(n)
f . The associated linear statistic for
the biorthogonal ensemble with kernel K2 will be denoted by Y
(n)
f .
Now that we have established two biorthogonal ensembles, the question
rises if they admit a recurrence. This answer can be found in [4], where
the authors provide a thorough study of the integrable structure of the
biorthogonal polynomials. The fact that we have a recurrence is not hard
to prove. Indeed, it is trivial that xpk,n(x) can be expressed as a linear
combination of pm,n(x) for m = 0, . . . , k+1. By using the orthogonality we
see that the precise coefficients can be obtained by computing the following
integral∫∫
xpk,n(x)qm,n(y) exp(−n(V1(x) + V2(y)− τxy))dxdy
=
1
τ
∫∫
pk,n(x)
(
V ′2(y)qm,n(y)− q′m,n(y)
)
exp(−n(V1(x)+V2(y)−τxy))dxdy,
(6.13)
where we used integration by parts in the last step. Since V2 is a polynomial,
the latter integral vanishes if the degree of V ′2(y)qm,n(y) (and hence also m)
is less than k. Concluding, there exist coefficients a
(k)
m,n and b
(l)
m,n such that
xpk,n(x) =
d2∑
m=0
a
(k)
m−1,npk−m+1,n(x)
yql,n(y) =
d1∑
m=0
b
(l)
m−1,nql−m+1,n(y)
(6.14)
where dj = deg Vj . Note that our convention that pk,n and qk,n have the
same leading coefficients implies that a
(k)
−1,n = b
(k)
−1,n.
Proposition 6.6. Assume that there exists am and a subsequence {nj} such
that
lim
j→∞
ank+rm,nk = am, m = −1, . . . , d2 − 1, r ∈ Z. (6.15)
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Define s(w) =
∑d2−1
l=−1 alw
l. Then for any polynomial p with real coefficients
we have that
X
(nj )
p − EX(nj)p → N
(
0,
∞∑
k=1
kpˆkpˆ−k
)
,
where
pˆk =
1
2πi
∮
|w|=1
p(s(w))
dw
wk+1
.
Similarly, assume that there exists bm and a subsequence {nj} such that
lim
j→∞
bnk+rm,nj = bm, m = −1, . . . , d1 − 1, r ∈ Z. (6.16)
Define s(w) =
∑d1−1
l=−1 blw
l. Then for any polynomial p with real coefficients
we have that
Y
(nj)
p − EY (nj)p → N
(
0,
∞∑
k=1
kpˆkpˆ−k
)
,
where
pˆk =
1
2πi
∮
|w|=1
p(s(w))
dw
wk+1
.
The natural question arises as to what conditions on V1, V2 and τ imply
(6.15) and/or (6.16) . It is expected that these limits hold under certain
conditions on the potential V1 and V2 (in particular, when the spectral curve
has genus 0). However, a rigorous asymptotic analysis for the two matrix
model has only been carried out [25] for the biorthogonal ensemble with
kernel K(1) when V2 is quartic.
We also want to remark that the recurrence coefficients in (6.14) are
related and that the (6.15) and (6.16) always come hand in hand. Indeed,
if we define the matrices J1 and J2 by
(J1)kl =
∫∫
R2
xpk,n(x)ql,n(y)e
−n(V1(x)+V2(y)−τxy))dxdy,
(J2)kl =
∫∫
R2
ypl,n(x)qk,n(y)e
−n(V1(x)+V2(y)−τxy))dxdy,
then it follows from (6.13) that
(J1)kl =
(
V ′2(J2)
)
lk
, k ≥ l,
(J2)kl =
(
V ′1(J1)
)
lk
, k ≥ l,
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Combining this with a
(k)
−1,n = b
(k)
−1,n we see that the values of a
(k)
m,n are fully
determined by the values of b
(k)
m,n and vice versa. Hence if J1 has a right
limit, then so has J2 and vice versa.
The relation between J1 and J2 can be effectively used in the case V1(x) =
x2. In this case, it is not difficult to simplify the transform in (6.11) using
gaussian integrals and obtain
Pk,n(y) = e
−n(V2(y)−τ2y2/2)q˜k.n(y),
for some polynomial q˜k,n of degree k. But the the orthogonality in (6.12) tells
us that q˜k,n = qk,n is the orthonormal polynomial of degree k with respect to
the varying measure e−n(V2(y)−τ
2y2/2) on R. Hence the biorthogonal ensemble
with kernel K(2) is in fact an orthogonal polynomial ensemble. Since the
asymptotic behavior of these recurrence coefficients is fairly well understood,
we can use these results to get information on J1. This idea has been used
in [24] where a vector equilibrium problem for the limiting density of points
was derived.
Theorem 6.7. Assume that V1(x) = x
2/2 and assume that
lim
j→∞
a
(nj+r)
−1,n = limj→∞
a
(nj+r)
1,n = a, limj→∞
a
(nj+r)
0,n = b, r ∈ Z.
for some subsequence {nj}. Define s1(w) = 1τ (V ′2(aw + b+ a/w))− + aw
and s2(w) = aw+ b+ a/w. Then for any polynomial p with real coefficients
we have that
X
(nj )
p − EX(nj)p → N
(
0,
∞∑
k=1
kpˆkpˆ−k
)
,
Y
(nj)
p − EY (nj)p → N
(
0,
∞∑
k=1
k ˆˆpk ˆˆp−k
)
,
where
pˆk =
1
2πi
∮
|w|=1
p(s1(w))
dw
wk+1
,
ˆˆpk =
1
2πi
∮
|w|=1
p(s2(w))
dw
wk+1
,
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