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Measured powder diffraction patterns contain contributions from the sample and the
instrument. Most available data analysis software operates on the measured data to
extract sample parameters, however, few programs can take sample parameters and
rigorously simulate the expected diffraction profile for a given instrument. In this
work Monte Carlo methods, within the framework of McStas software, are used for
the simulation of neutron diffraction at the SMARTS (Spectrometer for Materials
Research at Temperature and Stress) diffractometer in the Los Alamos Neutron
Science Center. The simulations include all the instrumental components, such as
the moderator, guide system, collimator, detector banks and sample. The results of
the simulations are in excellent agreement with the experimental data for different
ideal powder samples. The simulations also yield information on the line broadening
introduced into the diffraction profile as a function of energy and are used to predict
the size and strain limit above which line broadening studies cannot be performed
on this instrument. Theoretical derivations of line profile analysis are presented
to provide an accurate explanation of the formation of diffraction peaks from the
powder sample. This thesis demonstrates how rigorous scattering theory can be used
to design optimal diffraction instruments.
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Both thermal neutrons and x-rays are widely used for investigating the arrangement
of atoms in crystals because of the fact that they both have wavelengths of the same
order as the average distance between atoms in the materials. During the scattering
process, the wave nature of neutrons can be described by the de Broglie relation,




where p is the neutron momentum, m is the mass, v is the velocity, λ denotes the




mv2 = hν = kBT (1.2)
where ν is the neutron frequency, or radiation frequency, kB is Boltzmann constant,
and T is an equivalent temperature for neutron. Those equations provide us with
the relation between neutron velocity and temperature. For instance, when neutron
1
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has a wavelength 1 Å, the corresponding energy and velocity equal to 81.79 meV and
3955 m/s, with temperature 948.3 K. The velocity of thermal neutron is faster than
the speed of sound in air. We can measure the total flight time for neutron from
source to target to obtain all the characteristics. This is just the basis of the pulsed
neutron techniques.
In contrast, similar equations are listed for x-ray photon as,








where ν is the photon frequency, c is the speed of light. The equation λ = 12.398/E
can be used to quickly calculate the wavelength of photon for given energy. Here
E is in keV and λ is in Å. We clearly observe that with the same wavelength, the
energy of x-ray is much higher than those from thermal neutron.
A series of excellent summaries on both the theory and application of neutron
diffraction can be found, such as those written by Bacon [7], Squires [8], Windsor [9]
and Sears [10]. For x-ray diffraction references, please refer to Warren [11] for general
application of x-ray diffraction, Noyan and Cohen [12] for stress measurement, and
Authier [13] for dynamical diffraction theory.
1.2 Neutron/X-ray Optics
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where v is the velocity of neutron, and t is time. For a monochromatic wave, the
solution can be written as,
u(r, t) = A(r) exp(−2piiνt− iφ(r)) (1.6)
where A(r) is the amplitude and phase information is stored as φ(r). By substituting
the solution back to (1.5), we can obtain the so-called Helmholtz equation as the
following:
(∇2 + k2)U = 0 (1.7)
where the complex disturbance U = A(r) exp(−iφ(r)).
1.2.1 Green’s theorem
Green’s theorem provides us with great mathematical convenience in calculating the
complex disturbance in the space, which is stated below [1],
Green’s theorem: Let U(r) and G(r) be any two complex-valued functions of
position, and let S be a closed surface surrounding a volume V. If U , G, and their
first and second partial derivatives are single-valued and continuous within and on
S, then we have
∫∫∫
V









However, only a careful chosen Green’s function and closed surface will help us to
solve the diffraction problem much easily.
1.2.2 The Kirchhoff formulation
The point of observation is denoted as P0 in figure 1.1. Surface S1 is any arbitrary
surface around point P0. In order to exclude the discontinuity at the observation
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Figure 1.1: Integration surface. [1]
point, another small surface S2 is drawn closed to P0. Thus, the total surface includes
S = S1 + S2 (1.9)
For convenience, Green’s function is chosen as a spherical wave expanding around























The Kirchhoff formula may be summarized as the complex disturbance at point P0
caused by any wave field U integrated over any closed surface containing this point.
The Kirchhoff formula can be applied to the diffraction problem with an aperture
in an infinite opaque screen, shown in figure 1.2. The enclosed surface consists of
two parts, plane surface S1, which contains the aperture, and a truncated infinite












CHAPTER 1. FUNDAMENTALS OF NEUTRON/X-RAY DIFFRACTION 5
Figure 1.2: Diffraction by a plane screen.




− ikU) = 0 (1.13)
which is also called the Sommerfeld radiation condition. This condition basically
assumes that the complex disturbance U vanishes as fast as the amplitude of the
spherical wave. With this condition satisfied, we can simplify the integral form only












where the integral is actually only necessary within the aperture area Σ.
1.2.3 The Rayleigh-Sommerfeld diffraction formula
One clever way to choose the Green’s function is to make either G or ∂G∂n vanish
along the surface S1. Sommerfeld pointed out the Green’s function as shown below
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Figure 1.3: Rayleigh-Sommerfeld diffraction formulation from a plane screen.
This is schematically shown in figure 1.3 where two point sources are placed sym-
metrically with respect to the plane screen.






















Equation 1.17 actually explains the Huygens-Fresnel principle. The superposition
integral is just to add different weighting factor H(P0, P1) to the incident wave P1.
In other words, the incident wave is decomposed into different point sources P1, with
weighting function added, then linear combination is performed to yield results at
the observation point P0.
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1.2.4 Fresnel and Fraunhofer Diffraction
Further approximation can be implemented for Rayleigh-Sommerfeld formula 1.16 if
the the distance between aperture plane and image plane is large, which are denoted










Here, r is the distance between points P1 and P0. We assume cos(n, r) ≈ 1 and
r ≈ z. The Fresnel and Fraunhofer approximates are further approximations made
based those assumptions, especially on the exponential term which stores phase
information. The distance r can be calculated as,
r =
√









If only the first two terms are considered from the expansion of distance r, we actually







ik[(x0 − x1)2 + (y0 − y1)2]
2z
)ds (1.21)
The critical point of this approximation is to replace Huygen’s spherical wavefronts
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we may further drop one exponential term, and have the so-called Fraunhofer diffrac-
















By replacing k = 2pi/λ, we find out that the amplitude from Fraunhofer approxima-













U(P1) exp[−2pii(fxx1 + fyy1)]ds (1.25)
with fx = x0λz and fy =
y0
λz . And also the condition for Fraunhofer approximations




where D defines the characteristic size of the aperture. The factor D
2
zλ is called the
Fresnel number, which acts as an important criteria to separate near-field and far-
field diffraction. We can clearly understand that the far-field and near-field diffrac-
tion provide different wavefronts arriving at the aperture. Due to the large distance,
the wavefront of Fraunhofer diffraction is considered a plane wave, however, the Fres-
nel diffraction approximates quadratic wavefronts. For much more comprehensive
description of options, please refer to Goodman [1].
1.3 Kinematic Diffraction Theory
1.3.1 Cross section
A sensible measure of how much of the incident beam is scattered is expressed by the
concepts of total and differential cross section. Total cross section can be understood
as the total target area presented by each scattering center, shown in figure 1.5, from
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Figure 1.4: Diffraction geometry for aperture plane (x1 and y1 coordinates), and
image plane (x0 and y0 coordinates)
.
which we can calculate the fraction of beam scattered by those target centers. The
same idea can be extended to neutron scattering from nuclei. The scattering length,
b, is used to describe the amplitude of neutron scattered by the nuclei centers. The
relation between total cross section and scattering length is shown as,
σ = 4pi|b|2 (1.27)







where we have the differential cross section dσdΩ , which is connected to the scattering
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However, for anisotropic scattering, the differential cross section is actually a function










where wi shows the relative weight of each isotope.
Two cross sections are mainly used to describe the scattering process of neutrons
from nuclei, the coherent scattering cross section and the incoherent scattering cross





which tells us the correlation in space and time of all atoms together. The incoher-




= (b− b¯)2 = b2 − (b¯)2 (1.33)
For elastic scattering, we are mainly concerned by the calculation of the coherent
scattering cross section .
The fundamental difference between neutron diffraction and x-ray diffraction
comes from the averaged scattering length. For neutrons, the scattering length
changes randomly with the change of atomic number and mass. However, for x-
ray diffraction, the atomic scattering length is always proportional to the atomic
number Z. Another thing we need to pay attention to is that the neutron scattering
length can be either positive or negative. For more information about coherent and
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Figure 1.5: Incident beam is scattered by scattering centers in the sample area, with
target area for each scattering center σ.
incoherent scattering cross section, please refer to Sears [14] and Mughabghab [15].
1.3.2 Scattering from individual potential
The incident neutron is assumed as a plane wave with wave vector k and amplitude
1.
Φin(r,k) = eik·r (1.34)





∇2 + V (r)]Φ(r,k) = EΦ(r,k) (1.35)
where V (r) is the interaction potential between incident neutron wave and scattering
center, and E is the total energy. If the interaction potential V (r) is small, we can use
perturbation theory [16], which basically adds a correction for the nuclear interaction
between the neutron and the potential center to the original wave solution. The
correction is the scattered wave, thus the solution can be written as the sum of the
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incident wave and the scattered wave
Φ(r,k,k
′
) = Φin(r,k) + Φsc(r,k
′
) (1.36)








Let’s plug the solution into Schrodinger Equation, with further arrangement, we can
get
[∇2 + k2]Φsc(r,k′) = 2m~2 V (r)[Φin(r,k) + Φsc(r,k
′
)]. (1.38)
Here we will first use the Born approximation to neglect the second order term
V (r)Φsc(r). Then the equation is simplified as
[∇2 + k2]Φsc(r,k′) = 2m~2 V (r)Φin(r,k). (1.39)








V (r)Φin(r,k)G(R, r)]dr, (1.40)
with GreenG(R, r) function in 3-D case as the following. Please refer to the appendix
A for the detailed derivation [17].
G(R, r) = − e
ik|R−r|
4pi|R− r| . (1.41)
When |R| >> |r|, the denominator can be simplified to R, as shown in figure 1.6 for
the geometry. The contribution from the exponential part needs to be considered
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Figure 1.6: Relative positions between sample and observation point.
carefully. Using the following approximations:





1/2 ≈ |R| − Rˆ · r (1.42)
where Rˆ is the unit vector to define the scattering direction along R. Then the
scattering wave can be rewritten as,









Here we notice Φ is mainly a function of the scattering vector Q, since R can always
be regarded at an infinite distance. Q is defined as the difference between diffracted
wave and incident wave
Q = k
′ − k. (1.44)
Here we can see that the amplitude of the diffracted wave is proportional to the
Fourier transform of the interaction potential.
1.3.3 Scattering from periodic potentials
For interaction between neutrons and materials, which have periodic potential distri-
butions in 3D space, we can still follow the solution from previous section. However,
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the potential V (r) needs to include all the scattering center from the materials.








where b is the scattering length, mentioned in equation 1.27 previously, and m is







where ρ is the scattering density of the materials, and the integration is performed





It is evident that the amplitude we obtain from bulk materials is just the Fourier
transform of the scattering density.
1.3.4 Index of refraction
There are several ways to derive index of refraction. Two methods are presented for
that derivation, one of which is from the viewpoint of wave optics [19], and the other
is based on Quantum mechanics.
Let’s consider a plane wave incident on a thin slab materials with thickness t
shown in figure 1.7. Assume this thin slab of material contained nuclei with density
ρ, if each of the nuclei provides a spherical wave − b¯reikr, as shown before, where
the b¯ is the average coherent scattering length. The amplitude at point P is the
superposition of the scattered wave from each point in the thin slab materials.
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We can calculate the scattered amplitude at point P as,






The integral result is shown as
ΦP = eikx(1− 2piρb¯t
ik
) (1.49)
For a macroscopic refractive index n, the wave path to point P is actually changed
as x+ (n− 1)t, then we have
ΦP = eik[x+(n−1)t] = eikx[1 + ik(n− 1)t] (1.50)
with approximation k(n− 1)t << 1. By comparing with 1.49, we then can obtain




The other way to calculate the index of refraction begins with the Schrodinger
equation. We already have the wave equation for neutrons propagating in vacuum










where k1 and k2 is the neutron wave vector in the vacuum and materials. E is the
kinetic energy for neutron in the vacuum, and V (r) is the interaction potential. If
V (r) is much smaller than the incident neutron energy, by substituting the Fermi
persudo-potential from equation 1.45, we then get
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Figure 1.7: Refraction geometry for plane wave propagating through thin sample.
1.3.5 Scattering from materials with finite size
Shape function y(r) is used to define the volume of the materials, which is 1 when r









with integration covering the whole space. From the convolution theorem, we can




F [ρ(r)y(r)] = −e
ikR
R
F [ρ(r)] ∗ F [y(r)] (1.55)
Then we just need to focus on the two Fourier transforms. The first tranform,
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For purposes of crystal determination, the structure factor F plays a very impor-
tant role, since it describes the smallest periodic unit and only inside F the atomic
positions appear.
If we assume the sample is a parallelopiped with size tx, ty, tz along x, y, z direc-











The results have form of sinc function.



































where the incident beam intensity is Iin = (~k/m)|eik·r|2, and the scattered beam
intensity is Jsc = (~k
′




















)2 ≈ e− (∆kxtx)
2
4pi . (1.63)
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For an ideal powder sample without texture information, the reciprocal lattice vector
G points to every direction in reciprocal space to form a G-sphere. When size
broadening is taken into account, the G-sphere will have certain shell thickness,
which can be calculated by equation 1.64.
1.4 Theory of Powder Diffraction
An ideal powder sample consists of a very large number of randomly distributed
grains without any size and strain consideration for each individual grain. Firstly,
this means that the grains should be perfect single crystals. Secondly, the size
of the grains is not too small when compared to extinction depth of neutrons in
the material. However, primary extinction effects become quite important if the
crystals are too large to allow the condition of kinematic diffraction (explain), as
mentioned by Darwin [20]. The orientation of some of these grains will satisfy the
condition under which the Bragg condition is fulfilled for certain reciprocal lattice
vectors, irrespective of the azimuthal angle between scattering vector and incident
wave vector. Thus, what we actually obtained from the diffraction pattern is a set
of Debye rings with center at the incident wave direction, as shown in figure 1.8.
Incident wave with wave vector ki can be diffracted at any position of the Debye
ring. We can easily find out that the reciprocal construction of the powder sample is
a set of spherical shells. However, for single crystal diffraction, it requires a specific
orientation, where the magnitude of reciprocal vector G matches with that of the
scattering vector.
The total integrated intensity from a powder sample can be calculated by further
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where the integration is performed to cover the solid angle subtended by the detector
at the sample. I0 is the incident beam intensity, and V0 is the effective volume of







where v0 is the volume of unit cell, θB is the Bragg angle and |FG| is the structure
factor. The detailed derivation for the integrated intensity can be found in Warren
[11] for x-rays and Squires [8] for neutrons. For x-ray diffraction, the polarization
factor needs to be considered.
If we take into account the fact that only a fraction of the cone is seen by detector,





sin θB sin 2θB
AabsG (1.67)
where m is the multiplicity, hd is the detector height, Ld is the distance between
detector and the sample. The absorption part is also added, shown as AabsG . It is an
absorption factor that depends on the sample configuration. It is important for us
to note that the absorption will cause the shift of scattering center in the sample,
which will also cause a shift in the diffraction angle [21].
1.5 Structure of the Thesis
Neutron diffraction is a complicated process associated with many random events
during the whole flight path. For instance, what kind of distribution do neutrons
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Figure 1.8: Scattering geometry for powder diffraction.
follow in the source, what is the profile of the incident neutrons after propagating
through a number of instrumental components, and at which position are neutrons
going to be diffracted along the path inside the sample? How to use rigorous physics
to simulate neutron diffraction from the sample is very helpful for us to understand
the fundamentals of the scattering theory. How to simulate the whole diffraction
process precisely can also guide us to analyze the instrumental resolution. Our goal
on this work is to build a rigorous forward model to simulate neutron interaction
with each instrumental component, and the sample kernel.
In the current chapter, the basic theory of Neutron/X-ray Optics was reviewed.
The derivation of the kinematic theory was presented, beginning with the scattering
from an individual interaction potential under Born approximation. The diffracted
intensity from the ideal powder sample was also included. All these derivations of
neutron diffraction from the single crystal and powder sample will provide theoretical
support and understanding on how to use Monte Carlo methods to simulate the
particle diffraction or scattering process.
In chapter 2, the neutron instruments, including the moderator, neutron guide,
detector banks, and collimator, are summarized. Monte Carlo methods are also in-
troduced. Moreover, a detailed example is given on how to use Monte Carlo methods
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to test the efficiency of the collimator.
In chapter 3, Monte Carlo simulation of each instrumental component is de-
scribed in detail. Also, the algorithm of powder sample simulation is explored. The
simulation results with ideal powder samples are presented and discussed for the
SMARTS diffractometer at LANSCE, Los Alamos National Laboratory.
In chapter 4, the simulation is further extended to the sample kernels with size
and strain broadening. The simulation results provide better measurements of in-
strumental resolution.
In chapter 5, the theoretical derivations of the peak profile are explored in or-
der to better explain the simulation results analytically. The diffraction peak can
be calculated analytically by mainly considering the convolution between the pulse
shape and the number of Debye cones received by the detector tube. The contribu-
tions from the incident beams with divergence angles in both horizontal and vertical
directions are also discussed.
Chapter 6 presents a real application on how to use Monte Carlo methods to de-
sign new instruments, specifically the new detector systems for the SMARTS diffrac-
tometer. The simulation results can also be numerically explained by the methods
developed in chapter 5.
In the last chapter, some future works are discussed on Monte Carlo simulations
of much more complicated instruments and sample kernels.
Chapter 2
Instruments of Neutron
Diffraction and Monte Carlo
Methods
2.1 Sources of Neutrons
Two types of neutron sources are mainly used nowadays. These are nuclear reactors
and spallation neutron sources. In reactor source, neutrons are produced contin-
uously from fission of 235U , which has been used for neutron research for many
decades [22]. However, the reactor neutron source has almost reached its efficiency
limits because the added power dissipation demands of producing the sufficient of
intensities of the neutrons. Thus, the spallation neutron sources have come to play
a more important role on the neutron research presently. At a spallation source, a
heavy-metal target, such as Pb or W is bombarded by high energy particles, usually
protons with energy around 800 MeV. The neutrons released from the targets have
very high energies of order MeV often referred to as "epithermal neutrons". These
high energy neutrons will then be cooled down by a moderator, usually by passing
them through materials like water or liquid methane, thereby lowering the energy
22
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to the range of interest. The widely used instruments for engineering diffraction
at spallation neutron sources include VULCAN at SNS, Oak Ridge National Lab-
oratory [23] [24], SMARTS at LANSCE, Los Alamos National Laboratory [25] [2],
ENGIN-X at ISIS and Rutherford Appleton Laboratory in UK [26] [27].
2.2 Moderator
Neutron energy from heavy targets is too high for engineering diffraction use. Thus,
a moderation process is necessary to thermalize the neutron energy to the range we
feel interested in, usually less than 100 meV. The moderator can be either water or
liquid methane. The energy transfer process is realized by collision. In the inelastic
collision between neutrons and hydrogen, a certain amount of energy is transferred
to the hydrogen nuclei. Two types of neutrons leave the moderator. The first type
are a Maxwell-Boltzmann distributed thermalized neutrons. However, some high
energy neutrons also emerge with 1/E "epithermal" tail added to the spectrum [21].
The flux distribution is given as,









with kB as the Boltzmann’s constant, and ΦF the total thermalized flux.
It is much more appropriate to understand the flux distribution as a function of
velocity or wavelength, especially for the crystal structure analysis. We can easily
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It is easy to understand that the neutrons with high energy do not collide enough
with nuclei in the moderator, so they will leave the moderator at a shorter time.
However, the slower neutrons will have a relatively broader spread when they exit
the open window of moderator. The fact that the emission time is energy dependent
will further affect the resolution of the entire instrument, which will be discussed
later. We can achieve a better understanding of neutron emission from moderator
[28] [29] by Monte Carlo methods.
2.3 Neutron Guide
Neutron interaction with guide systems can be calculated precisely from Quantum
mechanics. We already shown that Fermi pseudo-potentials are used to describe
























) + V (x)Φx(x)Φz(z) = EΦx(x)Φz(z) (2.6)
where we only consider the 2-D case. Neutrons are mainly passing through z direc-
tion, while x denotes the surface normal of the guides, shown in figure 2.1(a).
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where the ratio is labeled as Ez, the kinetic energy propagating along z direction.
Here we only need to focus on the x direction, along which the interaction happens.






+ [V (x)− Ex]Φ(x) = 0 (2.8)
where Ex = E − Ez, and V (x) = 2pi~2m b¯ρ.
We consider the case with the thickness of guide as t, which approximates the




ikx +Re−ikx for x < 0
Seikx for x > t
(2.9)
where R is the coefficient of reflectivity defining the the ratio of wave reflecting back
during the interaction, and S is related to the transmitted wave. The wave inside
the potential can be defined as

















(k2x − κ2)2 sinh2(κt) + 4k2xκ2 cosh2(κt)
(2.12)
Further calculation can show that
|R|2 + |S|2 = 1 (2.13)
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A typical value for the interaction potential, for instance in a nickel guide, is
around 2.46 ∗ 10−4meV . The plot for reflectivity |R|2 with different thickness of po-
tentials are shown in figure 2.2. We can conclude that the guide thickness affects the
profile of reflectivity curve, especially the tail part, which means that the incoming









The critical angle can be obtained by the following,





where we assume the angle is small, thus θ ≈ sin θ. The equation clearly tells us
critical angle is independent of potential thickness.
The critical angle is directly related to scattering length b¯. In order to increase
θc, different coating techniques are used, for instance, by combining many deposited
layers of graded thickness of different materials, notably Ni or Ni-C and Ti, the value
of the critical angle will be changed by factors of 2 or 3. This is also referred to the
"m=2 or 3 " guides [30]. Please refer to figure 2.3 for the guide system in SMARTS.
Moreover, focusing guides can also be designed with parabolic or elliptical surfaces
because it is much more efficient to transport neutrons over long distance with those
shapes. Therefore, the neutron beam is bent from its original direction, so the high
energy neutrons will be removed from the background.
2.4 Neutron Detector
Neutrons can not be detected directly. When neutrons interact with nuclei, say 3He,
a charged particle will be produced, and a certain energy in MeV will be released,
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(a)
(b)
Figure 2.1: (a) Neutron wave propagates inside guide system. (b) Along x direction,
the interaction potential is assumed to cover range with thickness t.




Figure 2.2: Reflectivity curve with the thickness of interaction potential as (a) 50nm,
(b) 200nm and (c) 2 um.
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Figure 2.3: Neutron guides at SMARTS [2]
shown as below
n+ 3He→ p+ 3H + 0.77MeV (2.16)
The charged particle is capable of inducing ionization. Those ionized particles will
drift towards the electrode to be detected. BF3 and 3He are the main gas detectors
often used [31]. The reason to use those materials is because of their high absorption
cross sections. It is quite common to use 3He with high pressure and with their
axis vertical. In SMARTS, detector banks are mounted on each side of the sample.
Each detector bank consists of 3 detector arrays with each array of 64 small-diameter
vertically orientated gas tubes [32]. Please refer to figure 2.4 for detector banks in
SMARTS.
In the present, another widely used detectors in pulsed neutron experiments
are scintillator detectors [33], which can provide better time resolution. The main
reaction for scintillator detectors is the following,
n+ 6Li→ α+ 3H + 4.79MeV (2.17)
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Figure 2.4: Neutron guides at SMARTS [2]
This reaction excites the surrounding materials into an excited state, which then
decays to emit photon like visible of or ultra violet light. Those photon pulse can
be fed by fiber optics, which will transfer those signals to a pulse of electrons for
detection.
2.5 Collimator
In order to obtain high instrumental resolution, it is necessary to use a radial colli-
mator, especially for time-pulsed polychromatic neutron beams at a spallation source
[34]. Radial collimators can focus the diffraction area close to the center of the gauge
volume[35]. It consists of multiple vertical absorbing thin sheets, such as Mylar films
coated with gadolinium oxide, which are precisely aligned so that the focusing area
from each channel is very close to each other. In the following, we present an exam-
ple how to use Monte Carlo ray tracing methods to test the efficiency of collimators.
Let’s have a basic review of Monte Carlo methods first.
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2.6 Fundamentals of Instruments
The diffraction pattern from sample obtained from a pulsed source is recorded at
fixed detectors, the so-called "fixed geometry" configuration. By combining Bragg’s
law,
2d sin θB = λ (2.18)








where L is the total flight path and t is the flight time for neutron from source to





which shows that by counting the flight time of neutron through the whole path,
d-spacing can be precisely determined.
2.7 Monte Carlo Methods
A Monte Carlo technique is any technique making use of random numbers to solve
a problem [36]. The term "Monte Carlo" was firstly used by physicists Ulam and
Neumann at Los Alamos for research related to nuclear fusion. This technique has
become widely used today only because of the increase in computer technology and
power.
The most widely used advantage of this technique is to do Monte Carlo integra-
tion. Let’s consider a random variable X with probability density function fX(x),
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Next, if we can find a way to generate n samples for X as (x1, x2, x3, ..., xn), we







where xi is drawn from distribution f(x).
Law of Large Numbers
If the true mean E(g(x)) exists, the law of large numbers [37] tells us that for any
arbitrarily small , we have
lim
n→∞P (|g˜n(X)− E(g(X))| > ) = 0 (2.24)
This means that as n becomes large, the probability that g˜n(X) deviates from mean
value is zero. For our purposes, as long as we choose n large enough, the results form
Monte Carlo simulation will converge to the true value we expected.
Our next interest is the rate of convergence. The variance of the random variable
g˜n(X) can be calculated as















for discrete cases, and
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for continuous cases.
Central Limit Theorem
















where σ(g˜n(X)) is the standard deviation of g˜n(X). That is, g˜n(X) follows a nor-
mal distribution with mean E(gn(X)) and standard deviation σ(g˜n(X))/
√
n, which
becomes narrower with the increase of the total number n. We will have 67% chance










n). The estimated mean will be normally distributed irrespective of the
shape of probability density function fX(x). This is truly one of the most interesting
and remarkable results in statistics.
Compared to the efficiency of other numerical integration methods, such as
Trapezoidal rule (n−2) and "Second order rule" (n−4) [39], the Monte Carlo methods
do not show advantages for the low dimension cases. However, if the integration is
calculated over high dimensions with dimension number K, the Monte Carlo expres-
sion remains the same, whereas for the others the exponents must be divided by K.
The Monte Carlo methods will converge much faster than the general tools in high
dimensions.
Importance Sampling
There are numerous ways to reduce the variance of Monte Carlo estimates, which are
so-call the "variance-reduction" techniques [40] [41]. One of the very useful methods
is "importance sampling". The main purpose is to choose a good distribution from
which to simulate the random variables. For instance, let h(x) be a new density
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function for random variable X with range A that
∫












The expectation can be transformed with respect to density function h as long as









where Xi is drawn from density function h(x). It can be shown that V ar(g˜hn(X))
is minimized when the condition h(x) ∝ |g(x)| is satisfied [42]. There are also
some other "variance-reduction" techniques, such as rejection sampling, stratified
sampling and so on, which have their own advantages on Monte Carlo simulations.
2.8 Collimator Test by Using Monte Carlo Methods
2.8.1 Set Up for Instrument Simulation
The set up used in the McStas simulation is a simplified version of the VULCAN
[23] geometry. Please refer to figure 2.5. We ignored the curved guide part from real
geometry in VULCAN, but still keep the length of the total path the same. The
incident beam is along z direction from moderator to sample, then diffracted to the
detector after going through the collimator. The profile of the incident beam was
obtained by putting different types of detectors at the sample position. We gener-
ated the uniform distribution for incident beam along each x, y, and z direction, with
x, y focusing area 1mm*10mm at sample position. Only incident beam plot along
x position is shown in figure 2.6. In order to further simplify the instrument con-
tribution, the incident beam was generated with almost zero divergence in order to
minimize the angular broadening effect. Please refer to the values of both horizontal
and vertical divergence in table 2.1. The detector bank is 2m away from the sample,
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beam divergence slit path energy sample sample shape detector
(FWHM) (width*height) (L1+L2) [m] [m] cubic (width*height)
0.002◦ horizontal 0.001m* 43.5m+2m 18-27meV Si(004) 0.1*0.1*5 0.7*0.4m
0.004◦ vertical 0.01 mm
Table 2.1: Input parameters are listed for instrument simulation.
Figure 2.5: Schematic of experimental geometry from moderator to detector. The
incident beam is along z direction. The y direction is perpendicular to the drawing
plane. The first neutron path from moderator to sample equals to 43.5m (L1), and
the second neutron path from sample from detector is 2m (L2). (not to scale).
covering scattering angle from 80◦ to 100◦. This corresponds to a linear coverage of
0.7m at detector position.
We used a simulated "pin-scan" to verify the sample volume scattering into
the detector. In such scans a sample much smaller than the beam dimensions is
translated within the beam to define the coordinates within at which the scattering
occurs. In our simulation we used a compacted Si-powder in cubic shape, 5 mm in
height and 0.1mm in both width and thickness. On the following session, we use
sample size to replace width and thickness, as they are always changed in the same
step. We set the energy range as 18-27meV, shown in Table 1, to ensure that 004
diffraction is possible for the whole detector bank.
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Figure 2.6: The incident beam profile is recorded at the sample position from scan
along x position.
2.8.2 Scan without Collimator
First we did the pin scan simulation without using any collimators. The pin scan
was performed by moving the sample along either x or z direction, and the diffracted
intensity was recorded at the detector at each step. As shown in figure 2.7(a), the
diffracted intensity is almost constant along the z direction at range (-4, 4) mm.
This is the expected result. The pin-scan along the x direction [figure 2.7(b)] maps
the spatial profile of incident beam along x direction. The x scan within range (-0.4,
0.4) mm is also uniform.
We then performed the simulation with sample center stationary at the origin
in figure 2.5, but with the sample size changing from 0.1mm to 5mm. We know
that the diffracted intensity is proportional to the total volume illuminated by the
incident beam. As the sample height is always within the area of the uniformly
distributed beam, we only consider the change of the cross area (in x-z plane) of the
sample within the incident beam range. When the sample size is smaller than the
beam width 1 mm, the diffracted intensity increases proportional to "s2", where s
means the sample size. However, when sample size is larger than 1 mm, the area of
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(a)
(b)
Figure 2.7: Diffracted intensity at the detector as a function of pin position along
(a) z direction and (b) x direction (without collimator)
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Figure 2.8: Diffracted intensity at the detector as a function of sample size (without
collimator).
radius (r) length (l) window size divergence (w/l)
(width*height)
0.58m 0.57m 0.002*0.2m 0.2◦
Table 2.2: Input parameters for the linear collimator.
cross section will only change along z direction, thus, the intensity is proportional
"s". From figure 2.8, we can clearly see that two regions are separated by the value
of beam width, 1 mm. The fitting results by using s2 and s are shown in figure
2.8.3 Scan with Collimator
Test of Linear Collimator
The experimental geometry with linear collimator is shown in figure 2.11. The
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(a)
(b)
Figure 2.9: Comparison between simulation and s2 (size2) fitting results for the range
of sample size (0.1, 1) mm is shown in (a) and relative difference is calculated in (b)
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(a)
(b)
Figure 2.10: Comparison between simulation and s (size) fitting results for the range
of sample size (1, 5) mm is shown in (a) and relative difference is calculated in (b)
Figure 2.11: Schematic of the experimental geometry with linear collimator. The
incident beam is along z direction.
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Figure 2.12: Normalized diffracted intensity at the detector as a function of pin
position along z direction (with linear collimator).
where w and l are the width and length of the linear collimator. Please refer to table
2.2. The divergence was adjusted to 0.2◦. The gauge volume along z direction for





which equals to 6 mm calculated by using the data in table 2.2.
a. Pin scan along z direction
A pin scan was repeated but with a linear collimator added following the geometry
in figure 2.11. We normalized the collimated intensity by dividing the intensity value
at around center position z = 0. From figure 2.12, we can see that the total cover
range along z direction is also 6 mm, which fits well with the analytical result.
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Figure 2.13: Collimated diffracted intensity at the detector as a function of sample
size (with linear collimator)
open angle divergence channel number front window radius (r) length (l)
(width*height)
20◦ 0.2◦ 100 0.002*0.2m 0.58m 0.57m
Table 2.3: Input parameters for the radial collimator.
b. Scan with the increase of sample size
We then did the simulation with the change of sample size under linear collimator
case. Figure 2.13 shows that the intensity increases first with the change of the
sample size, then converges to a constant, after the sample size reaches around 5
mm, which is still consistent with the cover range plotted in figure 2.12.
Test of Radial Collimator
The geometry of radial collimator is shown in figure 2.14(a). Radial collimator
consists of multiple single linear collimators with each one has different rotation
angles. But the width is different for the front and back windows, as shown in figure
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(a)
(b)
Figure 2.14: (a) Schematic of the experimental geometry with radial collimator. The
incident beam is along z direction. (b) Same as (a) but with only center channel
(scattering angle at 90◦) of the radial collimator. w1 and w2 shows the width of the
front and back windows.
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Figure 2.15: Normalized diffracted intensity at the detector as a function of pin
position along z direction (with radial collimator)








By using the data listed in Table 3, we have the gauge volume equal to 8 mm. In
order to obtain the total profile, we need to add the contribution from each channel.
However, the boundary of the total gauge volume can be approximately determined
from the center channel.
a. Pin scan along z direction
A pin scan along the z direction was set up with radial collimator. Please refer to
figure 2.15 for the scan results. We normalized the collimated intensity by dividing
the intensity value at the center position z = 0. The gauge volume along the z
direction gives us the triangular profile with cover range around 8 mm, which agrees
with the result from equation 2.32.
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Figure 2.16: Normalized diffracted intensity at the detector as a function of pin
position along x direction (with radial collimator)
b. Pin scan along x direction
We also simulated the scan with pin moving along x direction, to find out the gauge
volume in the perpendicular direction to the incident beam. Only for this simulation,
we increase the width of incident beam to 20 mm in order to fully cover the gauge
volume along x direction. For other simulations, the incident beam width was held
constant at 1 mm. The normalization results are shown in figure 2.16, where we
can see that the intensity drops to around 75% when the position is 10 mm away
from the center position of x. Thus we can conclude that the gauge volume along
x direction is much less sensitive than the z direction. Similar results can also be
found at references [43].
c. Scan with change of sample size
We ran the simulation with increase of the sample size for radial collimator case.
Figure 2.17 shows that with the increase of sample radius, the integrated intensity
keeps increasing when sample size is smaller than around 8 mm, which is consistent
with the gauge volume shown in figure 2.15. However, the intensity is still growing
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Figure 2.17: Collimated diffracted intensity at the detector as a function of sample
size (with radial collimator)
even when sample size is larger than gauge volume. This is due to the intensity
leakage from the radial collimator, and needs to be fixed.
2.8.4 Solutions to Intensity Leak
In order to prevent the intensity leak when sample size is large, we added a slit
in front of the collimator, shown as in figure 2.18. The slit was put 0.5 m away
from sample, with open window just to cover the 20◦ open angle of the collimator.
Thus the width of the slit is calculated as 0.18 m. We repeated the simulation of
increasing of the sample size. Please refer to figure 2.19(a) for the comparison results
between the simulations with and without slit. We can see that the intensity remains
constant after sample size became larger than the gauge volume (8 mm). This shows
the fact that the slit does block the intensity leak when sample size is large. Also
from Figure 2.19(b), we show the relative difference for the two cases. When sample
size is smaller than gauge volume, the difference between the two cases are smaller
than around 2%, which is what we expected. Without slit, the leak intensity will
increase total intensity by almost 18% when sample size is 30 mm. This will cause
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Figure 2.18: Same as figure 2.14(a), but with silt in front of the radial collimator.
m gives the distance between sample center and slit.
length width1 height1 width2 height2mv mh R0 Qc α W
[m] [m] [m] [m] [m]
guide 1 5 0.05 0.05 0.05 0.05 1 2 1 0.0219 6.07 0.003
guide 2 14.75 0.05 0.05 0.05 0.05 1 2 1 0.0219 6.07 0.003
Table 2.4: Input parameters for the two guides in SMARTS. Parameters of height1,
width1 refer to the entry window of guide, and height2, width2 refer to the exit
window. m value for the supper mirror on the two side surfaces of the guide equals
to 1, while for the upper and lower surfaces, m is 2.
serious instrumental error during simulation.
2.9 Summary
In this chapter, we described the techniques of neutron diffraction, and several in-
strumental components, such as moderator, guide systems, neutron detectors and
collimator. Monte Carlo methods are used to test the efficiency of collimator com-
ponents in McStas. Both linear collimator and radial collimator components were
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(a)
(b)
Figure 2.19: (a) Collimated diffracted intensity at the detector as a function of
sample size is shown for both cases with and without slit in front of collimator. (b)
Relative difference in percentage is calculated for the two curves shown in (a).
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investigated under the set up of simplified VULCAN instruments. The gauge vol-
umes along the z direction for both linear and radial collimators are obtained from
simulation and fit with analytical solutions. For a radial collimator, the gauge volume
is much more sensitive along the beam direction than the perpendicular direction.
With the increase of sample size, the collimated diffracted intensity from a radial
collimator still keeps increasing even when the sample size goes beyond the gauge
volume. This effect will cause serious instrumental error without careful treatments.
We performed a very simple solution by adding only one slit in front of the collima-
tor to block the intensity leak from outside the open angle of the radial collimator.
By comparison with the case without slit, we find the intensity leakage will increase
total intensity by around 18% when sample size is 30 mm for our current geometry
configuration. In the next chapter, we will perform a much more complete simulation
with all the instrumental components included.
Chapter 3
Monte Carlo Simulations of
Neutron Diffraction with Ideal
Powder Sample
3.1 Simulations of Neutron Instruments
The schematic layout of SMARTS is shown in figure 3.1. The neutron is guided
from the moderator to the sample position through the use of two straight super
mirror guides (with 58Ni). One T0-chopper is located between two guides. T0-
chopper acts as a velocity selector by blocking most of the neutron beam except for
a short duration when its window is open. Since T0-chopper is not often used in
the SMARTS experiments, the simulations ignore this component. Two slits, which
are located between guides and sample, are used to limit the incident beam area at
the sample position. The detector banks are positioned on each side of the sample,
covering the scattering vector range around 30◦. The flight path from moderator
to sample is 30.75m (first flight path: L1), and the flight path from sample to the
center of detector is 1.5m (second flight path: L2) [2].
50
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Figure 3.1: Schematic of SMARTS geometry.
The Bragg refection from a perfect crystalline materials, with a perfect point
detector, would result in a simple Dirac delta function with position at the Bragg
angle. Unfortunately, there are no such perfect instruments in reality, and the peak
profile observed is broadened and asymmetric, especially in time of flight neutron
sources due to the complicated nature of instruments. The diffraction pattern f(t)
observed in experiments can be expressed by the convolution of sample broaden-
ing and instrumental aberrations. If sample is perfect, such as, no size and strain
broadening, the contribution mainly comes from the instrumental aberrations, which
are a multiple convolution including the contribution from the first component, the
moderator, to the last component, the detector systems. The four main components
of the instrument function that contributes to the final peak shape are the Moder-
ator pulse M(t), the beam optics B(t), the sample geometry S(t) and the detectors
D(t). Here sample geometry S(t) is included in the instrumental part. The intensity
function is written as,
f(t) = M ∗B ∗ S ∗D (3.1)
Some early work on lab diffractometer powder diffraction profile analysis was
done by Wilson [44] [45] [46] and Alexander [47]. However, spallation neutron sources
and synchrotron X-ray sources result in much more complicated peak profiles to fit
and analyze [48] [49] [50]. In order to better understand the contributions to the
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Figure 3.2: Convolution of multiple components for SMARTS.
peak profile from different components, it is important to perform a comprehensive
analysis on each of them.
3.1.1 Simulations of Neutron Pulse from Moderator
The main function of the moderator is to thermalize the neutron energy into the
range useful for crystalline structure analysis. SMARTS uses a water moderator.
When neutrons reach equilibrium inside the moderator, the distribution of the exit
velocity can be approximately given by the Maxwell-Boltzmann distribution. As
already mentioned in the previous chapter, the neutrons leaving the moderator can
be described by a certain energy distribution. This energy distribution is often
referred to the pulse shape. Most of the semi-empirical or empirical functions have
been used to characterize the pulse shape in [51]. One of the simple approximations







τ is the mean time for neutron emission, which is dependent on the neutron energy,
and the characteristics of moderator. The following heuristical equation is used to
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Figure 3.3: Pulse shapes of neutron emission from moderator with different energies.
describe the trend of τ change as a function of energy.
τ =






for E > E0
(3.3)
Ec is defined as the critical energy below which τ equals to constant t0. Otherwise,
τ will decrease with increasing neutron energy. The decay parameter, γ, controls
the rate of pulse width decay. The pulse shapes from different energy neutrons are
plotted in figure 3.3, which clearly shows that the higher energy neutron pulses have
shorter width. The whole profile of τ as a function of either energy or wavelength is
given in figure 3.4.
3.1.2 Simulations of Neutron Guides
Neutron guides are used to transport thermalized neutrons from the moderator to
the sample position. The guide operates on the principle of total external reflection.
This is due to the fact that the refractive index of the surface material, n(λ), for a
given neutron wavelength, is smaller than 1.
As we already calculated from the previous chapter. The thermal neutron critical
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(a)
(b)
Figure 3.4: Mean time of neutron emission, τ , as a function of (a) energy and (b)
wavelength.
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The following empirical formula is used to compute the reflectivity of the guide
system in McStas [53].
R =
 R0 Q < Qc1
2R0(1− tanh[(Q−mQc)/W ])(1− α(Q−Qc)) Q > Qc
(3.5)
Q = |kd − ki| is the magnitude of the scattering vector, calculated as the difference
between the reflected wave vector kd and incident wave vector ki. m is determined
by the mirror materials. Qc is defined as the critical scattering vector, therefore R
equals to a constant R0 when Q is smaller than Qc. Parameters of α and W are used
to describe the shape and range, respectively, of the reflectivity curve when Q value
goes beyond Qc. The reflectivity curve for SMARTS guides is shown in figure 3.5.
We already calculated the reflectivity curve, equation 2.11, from first principles. The
comparison between the analytical results with the potential thickness of 2 microns
and the empirical results are also shown in figure 3.6. We can see the empirical
profile is quite close to the analytical plot, and the empirical curve is approximately
equal to the averaged value of the analytical results. SMARTS uses a natural 58Ni
guide. The critical angle can be calculated from equation 3.4 with input parameters
as ρ = 0.0914*1024 cm−3, b=1.03*10−12 cm [21].
θc = 0.1λ. (3.6)
where θc is in degrees, and λ is in Å.
Simulation was set up with the same geometry as in figure 3.1. In order to
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Figure 3.5: Reflectivity curve of a super mirror guide with parameters given in table
3.1 for m = 1.
Figure 3.6: Comparison of the analytical and empirical results for the reflectivity
curve.
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length width1 height1 width2 height2mv mh R0 Qc α W
[m] [m] [m] [m] [m]
guide 1 5 0.05 0.05 0.05 0.05 1 2 1 0.022 6.07 0.003
guide 2 14.75 0.05 0.05 0.05 0.05 1 2 1 0.022 6.07 0.003
Table 3.1: Input parameters for the two guides in SMARTS. The parameters of
height1, width1 refer to the entry window of the guide, and height2, width2 refer to
the exit window. The value of m for the super mirrors on the two side surfaces of
the guide is 1, while for the upper and lower surfaces, m is 2.
measure the incident beam profile, another detector (1mm by 1mm in area) was put
at the sample position. In order to simplify the analysis of the incident beam, we
first performed the simulation with only one guide between moderator and sample.
This was realized by ignoring the T0-chopper and connecting the two guides as one
guide. The incident neutron beam was chosen as a monochromatic beam with energy
6 meV, or λ = 3.6 Å. The simulation results shown in figure 3.7 clearly tell us that
the critical angle is around 0.36 degrees, which is consistent with the results from
equation 3.4. However, there exists a short tail with angular value larger than 0.36
degrees, and symmetric tail when the angle is smaller than -0.36 degrees. This is
caused by the tail part from reflectivity curve in figure 3.5. The positions labeled in
red signs in figure 3.7 are the maximum positions of the zero, first, second and third
order beams, whose names correspond to the number of times the neutrons were
reflected while traveling through the guide. The following equation can be used to





where S is the area of guide cross section, L is the distance from moderator to sample,
and n is the number of reflections. The ranges of the zero and first order beam are
explained in figure 3.8. For the first order beam, we can use mirror reflection to
reflect sample to the new position shown in figure 3.8, we then assume that all the
neutron hit the sample at the new position directly. Basic geometric calculation
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zero order first order second order third order
[degree] [degree] [degree] [degree]
maximum position 0 0.09 0.19 0.28
range -0.06,0.06 0.06,0.17 0.17,0.28 0.28,0.36
Table 3.2: Calculation results for maximum position and angular range of different
order beams.





where L1 is the distance from the entrance surface of the guide to the sample position,
and θ± corresponds to the boundaries of the nth order beam. The analytical results
for θ± can be found in table 3.2, and are quite close to those results from simulation
directly (figures 3.7 and 3.8). The simulation results correctly shows that the upper
range of the third order beam can not be larger 0.36 degree as prescribed by the
critical angle from equation 3.6. The problem of wave propagation through a 3D
guide system can also be calculated analytically, and the initial condition when
neutrons enter the guide play an important role in determining the beam profile. In
our simulation, we assumed that neutrons uniformly enter the guide system for a
simple approximation.
The simulation results with two guides for different incoming neutron energies
are shown in figure 3.9. We can clearly see that the discontinuous parts are mainly
caused by the gap between the two guides. With the increase of the neutron energy,
the width of the incident beam decreases. A simulation was performed with different
incident neutron energies, and the peak width was plotted as a function of wavelength
in figure 3.10. The slope of a linear fitting is close to the analytical result of 0.1 in
equation 3.4, which confirms us the accuracy of the guide system.
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(a)
(b)
Figure 3.7: (a) Intensity as a function of incident beam angle detected at the sample
position. The maximum positions labeled with red signs correspond to the angles of
incident neutrons with different refection times shown in (b), where S is the size of
the guide cross section, and L is the distance from moderator to sample.




Figure 3.8: (a) Intensity as a function of incident beam angle detected at the sample
position with the range of the zero and first order beams labeled. (b)Optical geom-
etry of the incident beam without reflection from the guide. (c) Optical geometry of
the incident beam with one reflection from the guide, which can be explained with
mirror reflection.




Figure 3.9: Intensity as a function of incident beam angle detected at the sample
position with neutron energy as (a) 6 meV, (b) 19 meV and (c) 55 meV
CHAPTER 3. SIMULATIONS OF INSTRUMENTS AND IDEAL POWDER SAMPLE62
Figure 3.10: The width of incident beam obtained from simulation as a function of
wavelength. Red line shows linear fitting results.
3.1.3 Slits and detector banks
Two slits, labeled as the front and back slits in figure 3.1, are used to define the
incident beam area at the sample position. Both the position and size of the back
slit are fixed, while the front slit can be adjusted to meet the requirements of different
experiments. The back slit stays at position (0,0,29)m relative to the moderator, with
an open size of 0.025m by 0.025m. The setup of slits in the simulation are the same
as those of experiments. The detailed information of slits used in the experiments
can be found in figure 3.11, which also includes the sample geometry and collimator
information.
Three arrays in bank 1 are used for simulation, as shown in figure 3.1. Time-of-
Flight (TOF) focusing process is implemented for the three arrays with 192 tubes in
total. For each detector tube labeled as i, the equation 3.9 is used to relate the time
and d-spacing,
ti = (2md/h)li sin θi (3.9)
where ti is the TOF for a neutron to arrive at the ith detector tube, li is the total
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Figure 3.11: Input information for experiments at SMARTS.
path from the moderator to detector, θi is the Bragg angle, m is the neutron mass,
h is Planck constant and d refers to d-spacing. By choosing a reference tube, we can
linearly shift the diffraction pattern from tube i to the referenced one by using the
equation below [54].
t∗ = ti(l0 sin θ0)/(li sin θi) (3.10)
where l0 and θ0 are the total length and Bragg angle related to the referenced tube.
3.2 Simulations of Samples
3.2.1 Algorithm of Diffraction from Samples
An ideal powder sample includes many small grains, which should be large enough
not to cause a size broadening effect. Due to the random orientation of all the grains,
the Bragg condition is always fulfilled. Bragg’s law can be written in reciprocal
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systems as
|G| = 2|k| sin θB (3.11)
where |k| is the magnitude of both incident and diffracted wave vector, and G is
the reciprocal lattice vector. This equation tells us that the diffracted neutron is
scattered within a Debye cone with an open angle 4θB.
As already shown in the theory of powder diffraction in Chapter 1, the scattering
cross section, integrated within the effective volume V0, for a given reciprocal lattice





For our fixed-position detectors, the parameters of multiplicity m and structure
factor F (G) are highly dependent on which G vector is chosen. The Debye-Waller
factor [11] is usually multiplied to take the lattice vibration into account.
When sample has a finite size, the neutron beam is attenuated when passing
through. The attenuation coefficient is given as,
µG = σG/V0 (3.13)





I0 is the incident beam intensity, hd2piLd sin 2θB describes the cutting of the Debye cone
by the detector, and AabsG is the absorption.
When a neutron propagates inside the sample, it is possible that more than one
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which will further contribute to the attenuation effect. The total attenuation coeffi-




µG + µincoh,G (3.16)
The attenuation caused by absorption is shown as,
µabs = σabs/V0 (3.17)
where σabs is the absorption cross-section. Since the absorption cross section is





σabs,1.8 is the absorption cross section at the standard wavelength 1.8 Å, which can
be found in many references, such as [21].
The attenuation along the path can be easily written as
fatt(l) = e−(µs+µabs)l (3.19)
where penetration depth, lµ = 1/(µs + µabs), is defined as the distance over which
the neutron intensity decreases to 1/e of the initial value. The comparison between
penetration depth for thermal neutrons and X-rays can be found in figure 3.12. The
penetration depth for thermal neutrons is on the order of a centimeter, labeled as
red lines. However, for X-rays, the penetration depth is only in the micron range.
The probability for neutrons to be scattered along path l1, between interval l1
and l1 + dl is given as
P (l1)dl = µse−(µs+µabs)l1dl (3.20)
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Figure 3.12: The attenuation length (penetration depth) for cold neutrons (filled
circles), thermal neutron (open circles and also ranged by red lines), X-rays (crosses)
and electrons (dots), as a function of atomic number. [3]
As shown in figure 3.13, the neutron is diffracted at the interval l1 and l1 + dl by
a certain angle dΩ, then travels another length l2 before leaving the sample. The
probability of this process can be written as,
P (l1,Ω)dldΩ = µse−(µs+µabs)(l1+l2)f(Ω)dl (3.21)
where f(Ω) provides the angular distribution of neutron diffraction. l2 is determined
based upon Monte Carlo choice of path l1. The Monte Carlo sampling of exponential
distribution can be realized by using inverse methods.
The flowchart of the algorithm for powder diffraction is shown in figure 3.14. It
describes all the basic steps for Monte Carlo simulation of powder diffraction. Firstly,
the code checks if neutrons hit the sample. If neutrons go through the sample, the
code uses Monte Carlo methods to decide if the neutron is scattered coherently,
incoherently or absorbed. If coherent scattering is chosen, all the scattering cross
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Figure 3.13: Geometry of neutron diffraction in the powder sample. [4]
sections are calculated, so the attenuation coefficients can be obtained. Among all
the possible reciprocal lattice vectors to fulfill the Bragg’s law, one is randomly
chosen for the actual diffraction, and the point to be diffracted along the path can
be found out by using Monte Carlo sampling. Monte Carlo simulations of neutron
diffraction from mosaic crystals have already been discussed in [55] [56] [57], where
the interaction with single grain is considered, and the number of scattering events
can be determined.
3.2.2 Simulation Results
The simulation was set up with different samples. The experimental lattice parame-
ters and texture information were obtained from GSAS (General Structure Analysis
System) [49] [58] fitting, and were set as inputs for the whole pattern simulation.
It is easy to understand that the advantage of the simulation is to predict the peak
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Figure 3.14: Flowchart of neutron diffraction process from the sample.
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shape, not the d-spacing value or texture information.
Cu Sample
A Cu sample was used as the sample kernel and a good agreement was achieved for
the high and middle d-spacing ranges. However, simulation data does not fit well
with experiments on the low d-spacing case shown in figure 3.15. The experiments
are much more asymmetric in peak shape than the simulation results. One of the
main contributions to asymmetry in the peak profile is due to the pulse shape from
moderator. For convenience, we keep the form of equation 3.3, but assume the
parameter γ changes as a function of neutron energy. We inversely fitted the data
to find out the correct γ value for moderator, and a linear fit relation between γ and
energy was found for the high energy case, as shown in figure 3.16. Therefore, the
updated moderator τ formula is given as below,
τ =











for E > E1
(3.22)
with the parameters listed in table 3.3. The updated moderator pulse width is also
shown in figure 3.17.
The moderator has been updated several times at the Lujan Neutron Scattering
Center. One recent experiments on neutron pulse shapes at SMARTS was conducted
by Ino [5]. Comparison of pulse width between the updated/original moderator
simulations and experiments is shown in figure 3.17, where the pulse width from
experiments agrees well with our fitting results. This also demonstrates the accuracy
of our updated moderator pulse width. In fact, the pulse width from the original
moderator decreases too fast with the increase of energy. That is why we see narrower
peaks compared to experiments.
With the proper adjustment of the moderator pulse shape, the simulation cor-
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rectly reproduced experimental results, for both the whole pattern and low d-spacing,
as shown in figure 3.18. When we move to the lower d-spacing, the results also fit,
given in figure 3.19.
The relation between TOF and d-spacing is fitted with both linear and quadratic
functions, as shown in figure 3.20. It is evident that the residual between the sim-
ulation and the fitting function decreases significantly by adding a quadratic term.
Using linear relation will give us an error around 500 microstrain, while this error de-
creases to about 200 microstrain with quadratic function. However, by adding more
higher order terms, the error does not decrease significantly. This also demonstrates
the importance to use the quadratic function in GSAS, given as below
t = Ad2 + Cd+ Z (3.23)
Our analysis shows that this quadratic term mainly comes from the asymmetric
contribution of the moderator pulse shape. The diffraction peak evolves from the
convolutions of different components. The asymmetric term will cause the peak
center of the final convoluted peak shift. This shift is much more significant for the
low d-spacing, as the moderator profile plays an important role in that range. The
fitting values of A, C and Z, as given in figure 3.20, are also used for simulations
with other samples. A much precise fitting routine is to perform quadratic fit for
each individual tube to transfer time into d-spacing, then add all the data together.
Our simulation first uses linear relation in equation 3.10, to focus all the data into
one referenced tube. In the second step, we change the data from time domain into
d-spacing domain by using the quadratic function. Our method will accelerate time
focusing process, and the associated error is only the higher order term according to
our analysis.
In order to make sure the correctness of the simulation, the comparison between
experiments and simulations for individual tube was performed, as shown in figure
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paramters E0 E1 t0 C0 C1 C2
[meV] [meV] [us] [meV] [meV]
value 9 48 37.15 39.1 0.43 19
Table 3.3: Parameters for updated τ given in equation 3.22
3.21. The FWHM values were obtained by Gaussian fit of each peak. Although
there was certain error by applying Gaussian fit to the diffraction pattern, the basic
trend of FWHM change can be clearly observed from the plot.
Other Samples
The simulation with an updated moderator profile was also set up for Si sample,
show in figure 3.22. A good fit was obtained for the whole pattern and individual
peaks. The FWHM comparison from each tube is also shown in figure 3.23.
A simulation was run with a Zr sample using the updated moderator profile.
This time a good fit was reached between simulation and experiments for the whole
spectrum, as shown in figure 3.24. According to all the simulation results, we find
that the low d-spacing peaks are quite asymmetric compared to those from the high
d-spacing. Figure 3.25 plots the contributions from the moderator pulse and the
incident beam divergence in the time domain as a function of neutron wavelength.
For the Zr (100) peak, the incident beam divergence is much more significant than
the moderator pulse width. However, when we gradually move to the values of the
lower wavelength, such as the (211) peak, the moderator begins to play an important
role in the peak shape. This can explain the evolution of an asymmetric profile when
we move to the lower d-spacing peaks. The trend of peak shape change was well
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(a)
(b)
Figure 3.15: Comparison between simulation results and experiment for a Cu sample
for (a) 422 peak and (b) 620 peak.
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Figure 3.16: Linear fitting results between γ and neutron energy.
Figure 3.17: Log-log plot of mean time of neutron emission τ as a function of energy
for, the original moderator in McStas, the updated moderator and experiments at
FWHM of pulse (The error bar was ignored in the reference [5]).




Figure 3.18: Comparison between simulations and experiments with Cu sample for
(a) the whole range, (b) Cu (111) peak and (c) Cu (422) peak. Difference equals the
experimental data minus the simulation data.
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Figure 3.19: Comparison between simulations and experiments for Cu (620) peak
captured by the simulation.
3.3 Summary
The results of Monte Carlo simulations are in a good agreement with the experimen-
tal data from the SMARTS diffractometer in Los Alamos Neutron Science Center.
The diffraction peak is formed mainly by four instrument components: the moder-
ator pulse shape, beam optics, sample geometry and detectors. A moderator pulse
width was generated, and confirmed with the experimental data. For guide sys-
tems, the heuristic reflectivity curve fit well with the analytical results obtained in
chapter 2. Simulation results from the guides also show that the incident beam has
the profile of a pseudo-spherical wave, which is determined by the reflection times
when neutrons propagate through the guide and the initial conditions at the en-
trance window. The change of peak shape from the high d-spacing to low d-spacing
was well captured by simulations. Since the diffraction peak is the summation of
peaks from each tube, the comparison were also performed for all tubes. We can find
that the trend in FWHM change fits well with experiments. This further confirm
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(a)
(b)
Figure 3.20: TOF is fitted as a function of d-spacing by using (a) linear fit and (b)
quadratic fit for Cu sample. Difference equals the simulation data minus the fitting
data.
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(a)
(b)
Figure 3.21: Comparison of FWHM between simulations and experiments for
Cu(111) peak in (a) the top array and (b) the middle array. The real tube ID
for the top array is 1-32 and 97-128, and the tube ID for top array is 33-64 and
129-160, as shown in figure 2.1














Figure 3.22: Comparison between simulations and experiments with Cu sample for
(a) the whole range, (b) Si (111) peak and (c) Si (531) peak. Difference equals the
experimental data minus the simulation data.
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(a)
(b)
Figure 3.23: Comparison of FWHM between simulations and experiments for Si(111)
peak in (a) the top array and (b) the middle array. The real tube ID for the top
array is 1-32 and 97-128, and the tube ID for top array is 33-64 and 129-160, as
shown in figure 2.1
















Figure 3.24: Comparison between simulations and experiments with Zr sample for
(a) the whole pattern, (b) Zr (100) peak and (c) Zr (211) peak. Difference equals
the experimental data minus the simulation data.
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Figure 3.25: Instrumental resolution contributed by incident beam divergence and
moderator pulse width as a function of wavelength. Red signs label the values of
wavelength for Zr (100) and (211) Peaks with Bragg angle 45 degree.
the correctness of the simulation in predicting the peak shape. The reason why the
low d-spacing peak has a much more asymmetric shape is because the moderator
pulse width has a greater contribution. However, for the high d-spacing, the incident
beam divergence dominates the peak shape so that a symmetric profile is observed.
The conclusions drawn from the simulations can guide us to better understand the
formation of the diffraction peaks.
The relation between TOF and d-spacing was also analyzed by using different
fitting functions, such as the linear and quadratic forms. The conclusion can be
reached that the residual between the simulation and the fitting function decreases
significantly by adding a quadratic term. The linear fitting will give us an error
around 500 microstrain, while quadratic form only provides us with 200 microstrain.
However, we find that by adding more higher order terms, the error does not decrease
significantly. This also demonstrates the reason why the quadratic function is used.
Chapter 4
Monte Carlo Simulations of
Neutron Diffraction with Size and
Strain Consideration
4.1 Theoretical Analysis
It is an old topic to discuss the line profiles of powder diffraction pattern for size
and strain analysis. Scherrer in 1918 [59] first initiated the study of size broadening
effects. Over many decades, although lots of reach has been done on line profile
analysis, with rich literature and textbooks [60] [61] [62] [63] [64] [65] produced in
this area, it is still a subject of active research nowadays [66] [67] [68] [69].
In chapter 1 the diffraction pattern with size broadening, in equation 1.64, was
obtained by the Fourier transform of crystal shape function and by approximating









One fundamental difference between x-ray and neutron instruments is due to the
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(a)
(b)
Figure 4.1: (a) Schematic representations between energy scan and radial scan. (b)
Enlargement of the intersection between two scans and the reciprocal space point.
scanning mechanics, shown in figure 4.1. For x-ray diffraction radial scan, where the
sample is scanned through an angle θ, and the detector is simultaneously scanned
through an angle 2θ, is often used. This type of scan is along the direction of G
vector. In a time of flight neutron diffraction experiment the energy is scanned using
detectors at fixed positions.
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Bragg’s law in reciprocal space can be written as,
2k sin θ = G (4.2)
By differentiating Bragg’s law with respect to angle, we have the equation
∆k = ∆G = 2k cos θdθ (4.3)
for x-ray radial scan; differentiating with respect to wave vector, k, the equation
∆k = ∆G = 2 sin θdk (4.4)
describes the neutron energy scan. Due to size broadening, each point in reciprocal
space becomes a small volume. Each scanning technique provides different informa-
tion about the small reciprocal volume, shown in figure 4.1.
4.1.1 Scherrer Equation in Radial Scan





















The FWHM can be easily calculated as,
FWHM = 2
√






where the Scherrer constant is equal to 0.94. The Scherrer constant is highly depen-
dent on the size and shape of the crystalline grain. A recent application of Scherrer
equation to thin film measurement can be found at [70].
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4.1.2 Scherrer Equation in Energy Scan











|F (Q)|2e− (2 sin θdk)
2t2
4pi (4.7)









where L is the total length of the flight path and T is the time for neutrons to
propagate through the whole path. Using this relation it is possible to rewrite the









where Tm = λmL/h, representing a mean position of the diffraction peak in time
domain. This is the size broadening equation in the time domain. We could also
refer it as the Scherrer equation for an energy scan. This equation provides us
with the theoretical understanding necessary for the following simulations with size
broadening effects.
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4.2 Simulations of Powder Diffraction with Size Broad-
ening
Figures 4.2 and 4.3 show the effect of peak broadening for different Cu peaks. For
the Cu(111) peak, the diffraction pattern from a sample with 50nm grain size is
already quite close to the experiments, which have no consideration on the grain
size. However, for the Cu(222) peak, an effective grain size of 30nm is closer to
the value without broadening. The simulations were then performed with different
diffraction peaks of Cu sample for size broadening test. The relative FWHM is
calculated as the ratio of the change in FWHM to FWHM. By plotting relative peak
change as a function of wavelength, or d-spacing (calculated with Bragg angle 45
degree), for different size values, we can easily observe that each peak responds quite
differently to the effect of size broadening, as shown in figure 4.4. If a 10% change is
chosen, as shown in figure 4.4 (b), we can see that for the size broadening from the
25nm sample, the change in width from each peak is larger than 10%. In contrast,
from the 70nm sample, a 10% change can not be observed from any peaks. We can
then conclude that the resolution on size broadening measurement in SMARTS is
around 70nm.
4.3 Simulations of Powder Diffraction with Strain Broad-
ening
In addition to being able to model size broadening, it is also possible to model
a sample with strain broadening. To model strain broadening, we create a sample
with a given distribution of lattice parameters. A Uniform distribution was employed
for this simulation. Other distributions, such as normal or lognormal can be easily
implemented. For the simulation, a value of δa/a = 0.1% was used. This means the
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(a)
(b)
Figure 4.2: Comparison of Cu(111) peak between experiments and simulations with
(a) no size broadening, (b) with different values of grain size.
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(a)
(b)
Figure 4.3: Comparison of Cu(222) peak between experiments and simulations with
(a) no size broadening, (b) with different values of grain size.
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(a)
(b)
Figure 4.4: (a) Relative broadening (calculated as the change of FWHM divided
by FWHM) plotted as a function of wavelength (with Bragg angle 45 degree) for
different values of grain size. (b) Zoom in plot of part (a) with red line drawn as a
10% criteria.
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lattice parameter is uniformly distributed between [1-0.05%, 1+0.05%] of the original
parameter, which also equals to a pseudo lattice strain of 1000 microstrain. Here the
term "pseudo" is used as this δa/a is not real strain, but just the spread of lattice
parameter. The simulation results for the Cu (111) peak under different pseudo
lattice strains are shown in figure 4.5, demonstrating that the peak broadening caused
by 2000 or 3000 microstrain appears to be the resolution limit of the instrument.
If we consider diffraction peaks at lower d-spacing, such as the Cu(222), the peak
broadening for values of 2000 or 3000 microstrain. The simulation was implemented
on several other Cu diffraction peaks in order to observe the trends as a function of
d-spacing. The results plotted in figure 4.7 show that peaks with smaller d-spacing
are much more sensitive to the pseudo lattice strains. This is quite different from
the results of size broadening effect. By choosing a 10% criterion, it is easy to find
out that the change in peak width can not be observed for any peaks if the pseudo
lattice strain is smaller than 2000 microstrain, while 3000 microstrain makes every
peak broaden more than 10%. So the conclusion can be drawn that the instrumental
resolution to test peak broadening caused by pseudo lattice strain is around 2000
microstrain in SMARTS.
4.4 Summary
In chapter 3 the simulation results from ideal powder sample reached excellent agree-
ment with experiments. In this chapter, the simulations were explored for much
more complicated cases of sample kernels with size and strain broadening. Firstly
the theoretical derivation of size broadening on the energy domain was presented.
The simulation results predicted an effective grain size of 70nm in order to achieve
a more than 10% change in FWHM. This is the instrumental resolution on the mea-
surements of size broadening. Similar simulations were set up for powder diffraction
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(a)
(b)
Figure 4.5: Comparison of Cu(111) peak between experiments and simulations with
(a) no pseudo lattice strain broadening, (b) with different strain values.
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(a)
(b)
Figure 4.6: Comparison of Cu(222) peak between experiments and simulations with
(a) no pseudo lattice strain broadening, (b) with different strain values.
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(a)
(b)
Figure 4.7: (a) Relative broadening (change of FWHM/FWHM) plotted as a function
of wavelength (same as d-spacing) for different values of pseudo strains. (b) Zoom
in plot of part (a) with red line drawn as a 10% criteria.
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with strain broadening, where a uniform distribution on the lattice parameters was
employed. The value of 2000 microstrain was found in order to see a criterion of
10% increase in the peak width. By comparing those two simulations, it becomes
obvious that peaks with a higher d-spacing are more sensitive to the size broadening
effect, while strain broadening is more significant for peaks with small d-spacing.
The work in the previous sections is also a good demonstration of the efficiency of





One of the important fields in powder diffraction is line profile analysis (LPA). LPA
takes into account both the instrumental contribution and sample defects and mi-
crostructure. One main approach to calculate the instrumental contribution is called
the convolution approach proposed more than 50 years ago [47]. According to this
method, the total instrumental profile is assumed to be the convolution of each
specific instrumental profile. The convolution approach requires that the specific
instrumental functions are completely independent. Only recent years this convolu-
tion approach is realized in the fundamental parameter approach (FPA) by Cheary
and Coelho [71] [72]. Special attention was extended this work to axial divergence
[73]. Another comprehensive approach to calculate the total instrumental function
has been proposed by Zuev [74] [75].
The method of FPA on X-ray diffraction is based on the calculation of the in-
tersection of Debye cones and the detector plane. For X-ray diffraction, detectors
move along 2θ angle to cover a cylinder plane with radius R relative to sample cen-
ter, and some calculations have shown the relation between the projection of Debye
cones on those planes and the peak profiles.[73] The following work initiates a simple
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calculation to extend the FPA for the time-of-flight neutron diffraction.
5.1 Contributions of Instrumental Resolution
In chapter 2, it is already shown that by combining Bragg’s law and the de Broglie





where L is the total flight path and t is the flight time of neutron through the
whole path. The instrumental resolution is calculated by partially differentiating
this equation with respect to angle θ, time t and path L, respectively.
∆d
d







It demonstrates that there are three important components contributed to the total
resolution [76].
The first component is caused by the uncertainty in angle θ, which comes from
the incident beam divergence, open angle from the sample and open angle from the
detectors. Since cot θ decreases with the increasing Bragg angle θ, high resolution
diffraction peaks can be obtained with high 2θ scattering angles.
The second term on the right of equation 5.2 is mainly from to the pulse width
generated from moderator, and the time resolution in detectors.
The third contribution is due to the path difference from the moderator to de-
tectors. It could result from the size of the moderator, the sample thickness, or the
thickness of the detector. In order to decrease the uncertainty caused by the neutron
path, it is important to build a longer flight path.
It is easy to understand the instrumental resolution caused by each component
from diffraction geometry shown in Figure 5.1. Incident beam propagates along z
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direction with wave vector ki. Beams are diffracted at the entrance and exit points
of the sample to the detector center with wave vectors kd1 and kd2. The detector
is mounted with 2θ = 90 degrees relative to the incident beam direction and the
distance to the sample center is 1.5m. This geometry is a simple case of the SMARTS
geometry, with the first flight path 30.75m from the detector to the sample. The
sample is chosen as Si powder with diameter 1cm, and the wavelength is 4.43 Å.
Calculation of each component is given as the following.
cot θ∆θ =
0.01
1.5× 2 ≈ 4× 10
−3






15.4× 10−3 ≈ 2× 10
−3
The pulse width is around 37 µs for neutron with wavelength 4.43 Å. The total flight







The broadening of total flight path is only due to the sample size. This simple anal-
ysis shows the fact that the instrumental resolution in SMARTS is mainly caused by
angle divergence and moderator pulse width, which are one order larger in magnitude
than the contribution from the path difference.
5.2 Diffraction Peak from Experiments
In SMARTS, two detector banks with a total of 384 3He tubes are mounted on each
side of the incident beam, as shown in figure 5.2. Each tube has a diameter around
0.013m, and height 0.30m. The gap between the arrays is 0.1m. Each tube detector
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Figure 5.1: Diffraction geometry for resolution analysis.
has a record of the whole diffraction pattern. Thus, time-of-flight focusing process is
needed to shift all the diffraction pattern from every individual tube to the referenced
tube. The shifting relation is given as
t∗ = ti(l0 sin θ0)/(li sin θi) (5.3)
where l0 and θ0 are the total path length and Bragg angle corresponding to the
referenced tube, and li and θi are the information for each individual tube i.
All the peaks are shifted to the referenced tube according to equation 5.3. Then,
the FWHM were obtained by using Gaussian fit of individual peak from all the
tubes. The fitting results show that the peaks are extremely broadened on the first
several tubes of top and bottom arrays in both banks, such as those tubes labeled
with tube ID 1-32, 65-96 in bank 1 and ID 193-224, 257-288 in bank 2. For instance,
Cu (111) diffraction peaks from tube 1, tube 32 and tube 128 are plotted in figure
5.3, from which we can observe that the diffraction peak from tube 1 has a much
larger width. FWHM as a function of the tube ID is also shown in the same figure.
Similar plots were obtained for Si sample as shown in figure 5.4, and the broadening
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(a)
(b)
Figure 5.2: (a) Geometry of the SMARTS diffractometer, and (b) enlargement of
detector systems with each tube ID labeled.
CHAPTER 5. ANALYSIS OF INSTRUMENTAL RESOLUTION 100
(a)
(b)
Figure 5.3: (a) Observed diffraction peaks of Cu(111) plotted from tube 1, tube 32
and tube 128 in the top array of Bank 1. (b) FWHM plotted as a function of tube
ID for the top and middle arrays in Bank1. The actual tube ID are 1-32 and 97-128
for the top array, and 33-64 and 129-160 for the middle array. For convenience, tube
ID are chosen as 1-64 for both of the arrays.
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(a)
(b)
Figure 5.4: Similar as figure 5.3, but for Si (111).
issue still exists.
The reason why the peaks on the top and bottom arrays are broadening than
those from the middle array is explained in the following theoretical section. The
simulation results from McStas also capture this broadening effect, as shown in the
Chapter 3.
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5.3 Theoretical Analysis of the Instrumental Resolution
5.3.1 Calculation of Conic with Zero Incident Beam Divergence
The geometry for the conic, the projection of Debye cone on bank 1 plane in
SMARTS, is shown in figure 5.5. Since the point B is the projection of point A




= tan 2θ (5.4)
where x has a constant value, L2. By replacing
z = z0 + ∆z (5.5)
into equation 5.4, we then have
(z0 + ∆z)2 tan 2θ2 = L22 + y
2 (5.6)
where z0 = L2/ tan 2θ, the projection of OA0 on the z axis. By ignoring the second
order small items, the parabolic function can be calculated as
K∆z = y2 (5.7)
with K = 2 tan2 2θz0. Or in terms of variable z, the parabolic function is written as
K(z − z0) = y2 (5.8)
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Figure 5.5: Incident beam hits the sample at the original position O, and is diffracted
along direction OA with point A on the Debye cone. The point B is the projection of
the point A along OA direction to the detector plane, which has a constant x value,
L2. The point A0 is obtained by moving the point A along the Debye cone until
y equals to 0. The angle between OA and Oz equals to 2θ, the same as the angle
between OA0 and Oz.
Figure 5.6: Similar as figure 5.5, but the incident beam comes with a horizontal
divergence angle β, the angle between Oz and Oz1. The angle between OA and Oz1
is 2θ, the same as the angle between OA0 and Oz1.
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5.3.2 Calculation of Conic with Horizontal Incident Beam Diver-
gence
The incident beam hits the sample at an angle β along Oz1 in the horizontal plane
(x,z), as shown in figure 5.6. In the coordinate system (x1, y1, z1), the following





= tan 2θ (5.9)
















After substituting the variables in the coordinate (x, y, z), we have the following
equation
tan2 2θ(βx+ z)2 = y2 + (x− βz)2 (5.11)
where approximation was made for the small angle β, and x equals to L2 for all the
points in the detector plane.
By defining the projection of OA0 on Oz as zA, then we have
zA tan(2θ + β) = L2 (5.12)
The second order small terms are ignored, so zA can be written as
zA = z0 − z0(tan 2θ + 1tan 2θ )β (5.13)
where z0 = L2/ tan 2θ. Then equation 5.11 is simplified to
tan2 2θ(z0 + ∆z)2 = y2 + (L2 − βz)2 (5.14)
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Figure 5.7: Similar as figure 5.5, but incident beam comes with vertical divergence
angle γ. The angle between OA and Oz2 is 2θ, the same as the angle between OA0
and Oz2.
Following the similar derivation for the case without incident divergence, we can
reach the following parabolic equation with shift in z direction,
K(z − z0 + b) = y2 (5.15)
where K = 2 tan2 2θz0 and b = (tan 2θ + 1tan 2θ )βz0. It is easy to check that when
β = 0, this equation convergences to the equation 5.8.
5.3.3 Calculation of Conic with Vertical Incident Beam Divergence
The similar idea can be applied to the case of incident beam with divergence in a
vertical plane (y,z), as shown in figure 5.7.






= tan 2θ (5.16)
With an rotation angle γ about x-axis, the rotation relation can be written as








0 cos γ − sin γ







After simplification, the following relation can be obtained,
tan2 2θ(z + γy)2 = (y − γz)2 + L22 (5.18)
where x has been replaced by L2, and it is assumed that the angle γ is small. By
substituting z as
z = zA + ∆z (5.19)






tan2 2θ(zA + ∆z + γy)2 = (y − γz)2 + L22 (5.21)
When the second order smaller terms are ignore, the following equation can be found,
tan2 2θz2A + 2 tan
2 2θzA(∆z + γy) = (y − γz)2 + L22 (5.22)
Further simplification applies, then we have
2 tan2 2θz0∆z = (y − (1 + tan2 2θ)γz0)2 (5.23)
with z0 = L0/ tan 2θ. By substituting ∆z back, we get the following parabola,
K(z − z0 + c) = (y − d)2 (5.24)
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with parameters K = 2 tan2 2θz0, c = γ
2
2 z0 and d = (1 + tan
2 2θ)γz0.
With the incident beam divergence change in the vertical direction, the position
of the Debye cone projection is shifted in both y and z directions. It is easy to
notice that the shift in z axis is proportional to γ2, quite smaller than the shift
in y direction. When β equals to zero, this equation convergences to the equation
5.8. Similar results are obtained in [73], while the difference is mainly due to the
geometry of detector planes. One is projected to the detector plane as shown before,
while the other is the projection of cylinder plane.
5.4 Results and Discussion
5.4.1 Instrumental Contributions from the Detectors
The conics on the tube 1 and tube 33 are plotted in figure 5.8, which tells that
more Debye cones are received at the first tube on the top array than the ones
from the middle array, as shown in figure 5.8. The Debye cones are from peak 111
of Cu sample, with the wavelength center value λ0 = 2.54Å. The different Debye
cones come from different wavelength values with each one shifted by the same ratio
∆λ







So the relation can be easily transformed into the time domain.
The conics on the center tubes from the both top and middle arrays are plotted
in figure 5.9, where it shows that only four Debye cones are received by the center
tubes. The reason is because the projection of Debye cone with a scattering angle
90 degree converges to a straight line along the vertical direction, so the curve looks
parallel to each other. Therefore, the peak widths from the top array and middle
array are close to each other. The similar analysis can be applied to the tubes at
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(a)
(b)
Figure 5.8: Projections of Debye cones for (a) tube 1 and (b) tube 33, the first tubes
from the top and middle arrays respectively. The diffraction lines are from Cu(111)
with wavelength close to λ0= 2.54 Å. The wavelength difference is given as ∆λλ =
0.001.
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(a)
(b)
Figure 5.9: Projections of Debye cones for (a) tube 32 and (b) tube 64, the center
tubes from top and middle arrays respectively. The diffraction lines are from Cu(111)
with wavelength close to λ0= 2.93 Å. The wavelength difference is given as ∆λλ =
0.001.
the other end of the arrays, tube 128 and tube 160, with results shown in figure
5.10. The Debye cones covered from tubes in the middle array keep on decreasing,
for instance, only three cones are observed from tube 160. This can explain the fact
that the trend of FWHM linearly decreases with increasing scattering angles.
The length of each Debye cone cut by the detector boundary is corresponding to
the actual intensity recorded by this detector. The detector profileD(t) is determined
by this weight function from the length of each Debye cone. Schematic plots of Debye
cones received by a single detector tube is shown in figure 5.11. The four points at
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(a)
(b)
Figure 5.10: Projections of Debye cones for (a) tube 128 and (b) tube 160, the
last tubes from top and middle arrays respectively. The diffraction lines are from
Cu(111) with wavelength close to λ0= 3.31 Å. The wavelength difference is given as
∆λ
λ = 0.001.
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Figure 5.11: Schematic plots of the conics received by an individual detector tube.
the corner of the detector tube are labeled as point a, b, c, and d respectively.
Assume the incident neutron had a wavelength λa, the corresponding Debye
cone passed through point a in the detector plane. The wavelength can be uniquely
determined from the position a (xa, ya, za). For simplicity, the incident beam has
zero divergence. The conic function through point a is,
y2a = K(za − z0) (5.26)
Substitute parameters K an z0, the equation becomes,
y2a = 2L2za tan 2θ − 2L22 (5.27)







where we use M1 to replace the whole term. The equation about tan θ is then
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obtained as,
M1 tan2 θ + 2 tan θ −M1 = 0 (5.29)














when θ is larger than 45 degrees. We also label the whole term as M2. By plugging



















where ka is the tangent value of the conic at the point a. H and D are the tube height
and width respectively. The calculations of the conic length cut by the detector are
described into three steps.
When λ is in range (λa, λb),
lconic1 =
√
(zP1 − za)2 + (yP2 − ya)2 (5.35)
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where two points P1 and P2 are defined as the intersection points between the conic
and detector boundary, where zP1 ≤ zP2 , as shown in figure 5.11. Here we use a line
to approximate the curve of the conic cut by the detector boundaries.
When λ is in range (λb, λd),
lconic2 =
√
(zP1 − zP2)2 +D2 (5.36)
When λ is in range (λd, λc)
lconic3 =
√
(yP1 − yc)2 + (zP2 − zc)2 (5.37)
Here the approximations are made to calculate linear distance between points P1
and P2, instead of the actual length of the conic curve.
The calculated detector profile for the tube 1 and tube 128 are plotted in figure
5.12, which shows that the detector profile in time domain from tube 1 is broadened
than the one from tube 128.
In this section, we mainly discussed the detector profiles, weight functions caused
by Debye cones. Some additional works need to be done for the other instrumental
components. The detector profiles derived in this section will be used later for
numerical calculation of the diffraction peaks.
5.4.2 Instrumental Contributions from the Horizontal Incident Beam
Divergence
Based on equation 5.15, the conics with different incident angles in the horizontal
planes are plotted in figure 5.13. The parameter b in equation 5.15 means the shift
along the z position of the parabola. By plotting b as a function of scattering angle,
2θ, as shown in figure 5.14, we can find out that horizontal divergence has more
contribution at the edge of the detector banks than the middle area. However, the
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(a)
(b)
Figure 5.12: Conic lengths as a function of flight time for (a) detector tube 1 and
(b) detector tube 128. The diffraction is from Cu(111).
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(a)
(b)
Figure 5.13: Projections of Debye cones with different incident angles in the hori-
zontal direction for detector (a) tube 1 and (b) tube 33. The diffraction lines are
from Cu(111) with wavelength 2.54 Å.
difference is not significant, b value has only 6% increase compared to the one with
2θ = 90◦, for the case when the incident beam has a horizontal divergence β = 0.3◦.
The comparison of different incident angles β is shown in figure 5.15. A linear relation
between b and incident angle β is given as b = (tan 2θ+ 1tan 2θ )βz0. When 2θ equals
to 90◦, the linear relation has a simple form as,
b = L2β (5.38)
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Figure 5.14: Parameter b in equation 5.15 as a function of 2θ, which just covers the
angle range of bank1. The incident angle β equals to 0.3 ◦
Figure 5.15: Parameter b in equation 5.15 as a function of 2θ for different incident
angles, β
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(a)
(b)
Figure 5.16: Projections of Debye cones with different incident angles in the vertical
direction for detector (a) tube 1 and (b) tube 33. The diffraction lines are from
Cu(111) with wavelength 2.54 Å.
5.4.3 Instrumental Contributions from the Vertical Incident Beam
Divergence
Equation 5.24 shows the projection of Debye cones with different incident angles
in the vertical planes. From figure 5.16, it shows the fact that Debye cone mainly
moves along the vertical direction for tubes in the middle array, so the influence
can be neglected, while the effect on the tubes from the top array still exist. When
scattering angle is close to 90 degree, both movements from the top and middle
arrays are along vertical directions.
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5.4.4 Numerical Calculations of the Total Intensity
The completed calculation for the total intensity needs to consider each instrumental
component. The intensity is the convolution of the following four components: the
moderator pulseM(t), the incident beam divergence B(t), the sample geometry S(t)
and the detector geometry D(t). The total intensity is already given in chapter 3 as,
f(t) = M ∗B ∗ S ∗D (5.39)
The Monte Carlo simulation results were discussed in chapter 3 for each component.
The numerical calculation is presented in this section.
The moderator pulse shape is still the exponential distribution, the same def-
inition from the pulse function in McStas. The distribution of the incident beam
divergence in horizontal direction is approximated as a uniform distribution. The








where L is the total flight path, θB is the Bragg angle and ∆θinc is the incident
beam divergence. The similar calculation is applied to the broadening caused by











where Dsam is the sample size along the beam direction (z direction), and L2 is the
flight path from the sample center to the given tube center. The sample and detector
contributions are also assumed as the uniform distribution. Here the absorption
effect has been ignored, otherwise it is incorrect to use uniform distribution for the
sample profile. Therefore, the final intensity is the convolution between the three
uniform distributions and the exponential distribution. The calculated peak profiles
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tube ID tube 33 tube 64 tube 159
center position (x,y,z)[m] (1.500, 0.000, 0.410) (1.500, 0.000, 0) (1.500, 0.000, -0.410)
scatter angles [◦] 74.73 90.00 105.27
wavelength [Å] 2.53 2.95 3.32
moderator [ms] 0.037 0.037 0.037
incident beam angles [◦] 0.25 0.30 0.33
incident beam range [ms] (20.45, 20.57) (23.91, 24.03) (27.01, 27.13)
sample range [ms] (20.48, 20.53) (23.95, 23.99) (27.05, 27.09)
detector range [ms] (20.45, 20.57) (23.92, 24.02) (27.02, 27.11)
time-of-flight (TOF) [ms] 20.50 23.96 27.06
TOF focusing factor 1.325 1.134 1.004
FWHM before TOF focusing [ms] 0.138 0.139 0.126
FWHM after TOF focusing [ms] 0.183 0.156 0.126
FWHM from experiments [ms] 0.182 0.150 0.121
Difference in FWHM [%] 1% 4% 4%
Chi square 2.16 4.34 3.26
Table 5.1: Instrumental contributions calculated for detector tubes in the middle
array. The diffraction is from Cu (111).
are close to experiments, as shown in figure 5.17. The contributions from different
instrumental components are also listed in table 5.1 for the three different detector
tubes in the center array. The moderator pulse width is 0.037 ms for neutrons
with wavelength in range (2.54, 3.31) Å, given in the table. The sample is Cu
cylinder with a diameter 6.28mm. Since the sample is placed at 45 ◦ relative to
the incident beam direction, the size along the beam direction is calculated as 8.9
mm. The FWHM difference between the calculated results and the experiments are
smaller than 10%. This proves the correctness of this simple convolution methods
in analyzing diffraction peaks in the middle array.
The similar calculations were performed for three detector tubes in the top array
from bank 1, and compared with experiments as shown in figure 5.18. The main
difference compared to the calculation for the middle array is that the detector profile
is replaced by the weight function of Debye cones. The contributions from different
instrumental components are list in table 5.2. Good agreement between experiments




Figure 5.17: Comparison between experiments and calculations for Cu(111) peak
from (a) tube 33, (b) tube 64 and (c) tube 159 (the experimental data from tube
160 is not available) in the middle array of Bank 1.




Figure 5.18: Comparison between experiments and calculations for Cu(111) peak
from (a) tube 1, (b) tube 32 and (c) tube 128 in the top array of Bank 1.
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tube ID tube 1 tube 32 tube 128
center position (x,y,z)[m] (1.500, 0.400, 0.410) (1.500, 0.400, 0) (1.500, 0.400, -0.410)
scatter angles [◦] 75.29 90.00 104.71
wavelength [Å] 2.55 2.95 3.30
moderator [ms] 0.037 0.037 0.037
incident beam angles [◦] 0.26 0.30 0.33
incident beam range [ms] (20.67, 20.80) (23.91, 24.03) (26.82, 26.94)
sample range [ms] (20.71, 20.76) (23.95, 23.99) (26.86, 26.90)
detector range [ms] (20.60, 20.87) (23.92, 24.02) (26.78, 26.99)
time-of-flight (TOF) [ms] 20.72 23.96 26.88
TOF focusing factor 1.311 1.134 1.011
FWHM before TOF focusing [ms] 0.183 0.136 0.160
FWHM after TOF focusing [ms] 0.246 0.154 0.160
FWHM from experiments [ms] 0.267 0.157 0.150
Difference in FWHM [%] 7.9% 1.9% 6.7%
Chi square 3.93 3.02 13.02
Table 5.2: Instrumental contributions calculated for the detector tubes in the top
array. The diffraction is from Cu (111).
and calculations are obtained for the diffraction peaks in the top array in bank1.
The calculation was also performed for Si sample. Please refer to the tables listed
in the end of this chapter, while the plots will not be provided.
5.5 Summary
In this chapter, the fundamental parameter approach (FPA) on line profile analysis
was extended to the time-of-flight neutron instruments. A theoretical derivation
of the conics, the projection of Debye cones on the detector planes, was done by
implementing the transition matrix. The change of the incident angles in both
horizontal and vertical directions were considered. Diffraction peaks recorded by the
SMARTS detectors show that some peaks from the top or bottom array in both
bank 1 and bank 2 have peak width larger than those from the middle array. This




Figure 5.19: Comparison between experiments and calculations for Cu(311) peak
from (a) tube 1, (b) tube 32 and (c) tube 128 in the top array of Bank 1.




Figure 5.20: Comparison between experiments and calculations for Cu(311) peak
from (a) tube 33, (b) tube 64 and (c) tube 159 (the experimental data from tube
160 is not available) in the middle array of Bank 1.
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tube ID tube 1 tube 32 tube 128
center position (x,y,z)[m] (1.500, 0.000, 0.410) (1.500, 0.000, 0) (1.500, 0.000, -0.410)
scatter angles [◦] 75.29 90.00 104.71
wavelength [Å] 1.33 1.54 1.73
moderator [ms] 0.017 0.020 0.026
incident beam angles [◦] 0.13 0.15 0.17
incident beam range [ms] (10.81, 10.85) (12.50, 12.53) (14.02, 14.06)
sample range [ms] (10.81, 10.85) (12.50, 12.54) (14.02, 14.06)
detector range [ms] (10.76, 10.90) (12.49, 12.54) (13.99, 14.10)
time-of-flight (TOF) [ms] 10.83 12.52 14.04
TOF focusing factor 1.313 1.134 1.012
FWHM before TOF focusing [ms] 0.096 0.060 0.079
FWHM after TOF focusing [ms] 0.125 0.068 0.079
FWHM from experiments [ms] 0.142 0.071 0.061
Difference in FWHM [%] 12.0% 4.2% 9.8%
Chi square 4.97 3.15 29.51
Table 5.3: Instrumental contributions calculated for detector tubes in the top array.
The diffraction is from Cu (311).
broadening effect observed from the top and bottom arrays can be predicted by
Monte Carlo simulations. Moreover, this effect was explained analytically by FPA.
The numerical calculations show that the number of Debye cones covered by the
tubes from the top array is larger than the number from the middle array. This
indicates there are much more contribution from the detector profiles in the top
array. The detector profile are determined by the length of the Debye cones cut the
detector boundary. Theoretical derivation was also performed to precisely obtain
this detector profile. After calculating the convolution, we can numerically obtain
the peak profiles for either top or middle array, and the results have a good fit with
the experiments.
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tube ID tube 33 tube 64 tube 159
center position (x,y,z)[m] (1.500, 0.000, 0.410) (1.500, 0.000, 0) (1.500, 0.000, -0.410)
scatter angles [◦] 74.73 90.00 105.27
wavelength [Å] 1.32 1.54 1.73
moderator [ms] 0.017 0.020 0.026
incident beam angles [◦] 0.13 0.15 0.17
incident beam range [ms] (10.75, 10.78) (12.50, 12.53) (14.08, 14.11)
sample range [ms] (10.74, 10.78) (12.50, 12.54) (14.08, 14.11)
detector range [ms] (10.73, 10.79) (12.49, 12.54) (14.07, 14.12)
time-of-flight (TOF) [ms] 10.76 12.52 14.09
TOF focusing factor 1.320 1.134 1.012
FWHM before TOF focusing [ms] 0.063 0.063 0.079
FWHM after TOF focusing [ms] 0.084 0.071 0.061
FWHM from experiments [ms] 0.079 0.065 0.059
Difference in FWHM [%] 6.3% 9.2% 3.4%
Chi square 4.81 2.74 2.24
Table 5.4: Instrumental contributions calculated for detector tubes in the middle
array. The diffraction is from Cu (311).
tube ID tube 1 tube 32 tube 128
center position (x,y,z)[m] (1.500, 0.400, 4.905) (1.500, 0.400, 0) (1.500, 0.400, -4.905)
scatter angles [◦] 75.29 90.00 104.71
wavelength [Å] 3.81 4.45 5.00
moderator [ms] 0.037 0.037 0.037
incident beam angles [◦] 0.38 0.44 0.44
incident beam range [ms] (31.13, 31.4) (36.01, 36.27) (40.42, 40.65)
sample range [ms] (31.2, 31.33) (36.09, 36.2) (40.48,40.59)
detector range [ms] (31.06, 31.47) (36.06, 36.22) (40.38,40.70)
time-of-flight (TOF) [ms] 31.26 36.15 40.55
TOF focusing factor 1.308 1.131 1.009
FWHM before TOF focusing [ms] 0.320 0.270 0.270
FWHM after TOF focusing [ms] 0.420 0.320 0.270
FWHM from experiments [ms] 0.450 0.300 0.260
Difference in FWHM [%] 7% 7% 4%
Table 5.5: Instrumental contributions calculated for detector tubes in the top array.
The diffraction is from Si (111).
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tube ID tube 33 tube 64 tube 159
center position (x,y,z) [m] (1.5, 0, 4.905) (1.5, 0, 0) (1.5, 0, -4.905)
scatter angles [◦] 74.73 90.00 104.71
wavelength [Å] 3.81 4.45 5.00
moderator [ms] 0.037 0.037 0.037
incident beam angles [◦] 0.38 0.44 0.44
incident beam range [ms] (31.21, 30.94) (36.00, 36.28) (40.57, 40.81)
sample range [ms] (31.01, 31.14) (36.09, 36.2) (40.64, 40.75)
detector range [ms] (31.16, 30.99) (36.06, 36.22) (40.76,40.63)
time-of-flight (TOF) [ms] 30.76 35.84 40.43
TOF focusing factor 1.330 1.141 1.012
FWHM before TOF focusing [ms] 0.270 0.280 0.240
FWHM after TOF focusing [ms] 0.380 0.320 0.250
FWHM from experiments [ms] 0.360 0.300 0.240
Difference in FWHM [%] 6% 7% 4%
Table 5.6: Instrumental contributions calculated for detector tubes in the middle
array. The diffraction is from Si (111).
tube ID tube 1 tube 32 tube 128
center position (x,y,z)[m] (1.500, 0.400, 4.905) (1.500, 0.400, 0) (1.500, 0.400, -4.905)
scatter angles [◦] 75.29 90.00 104.71
wavelength [Å] 1.66 1.93 2.16
moderator [ms] 0.030 0.033 0.037
incident beam angles [◦] 0.17 0.19 0.22
incident beam range [ms] (13.51, 13.57) (15.63, 15.68) (17.53, 17.58)
sample range [ms] (13.51, 13.57) (15.63, 15.68) (17.53, 17.57)
detector range [ms] (13.63, 13.45) (15.62, 15.68) (17.49, 17.63)
time-of-flight (TOF) [ms] 13.36 15.65 17.56
TOF focusing factor 1.310 1.133 1.009
FWHM before TOF focusing [ms] 0.125 0.09 0.102
FWHM after TOF focusing [ms] 0.160 0.095 0.105
FWHM from experiments [ms] 0.180 0.097 0.100
Difference in FWHM [%] 11% 2% 5%
Table 5.7: Instrumental contributions calculated for detector tubes in the top array.
The diffraction is from Si (004).
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tube ID tube 33 tube 64 tube 159
center position (x,y,z)[m] (1.500, 0.000, 4.905) (1.500, 0.000, 0) (1.500, 0.000, -4.905)
scatter angles [◦] 74.30 90.00 105.70
wavelength [Å] 1.65 1.93 2.16
moderator [ms] 0.030 0.033 0.035
incident beam angles [◦] 0.17 0.19 0.22
incident beam range [ms] (13.37, 13.42) (15.62, 15.68) (17.65, 17.70)
sample range [ms] (13.36, 13.42) (15.62, 15.68) (17.65, 17.69)
detector range [ms] (13.35, 13.43) (15.62, 15.68) (17.49, 17.63)
time-of-flight (TOF) [ms] 13.38 15.65 17.56
TOF focusing factor 1.324 1.133 1.009
FWHM before TOF focusing [ms] 0.095 0.09 0.083
FWHM after TOF focusing [ms] 0.120 0.095 0.080
FWHM from experiments [ms] 0.125 0.097 0.082
Difference in FWHM [%] 4% 2% 3%
Table 5.8: Instrumental contributions calculated for detector tubes in the middle
array. The diffraction is from Si (004).
Chapter 6
Design of New Detector Systems
6.1 New Detectors for SMARTS
Instrument scientists at SMARTS recently proposed to update detector systems by
adding more detectors at both high angle and low angle positions. The purpose of
the detectors at a high angle position is to get the highest possible resolution for the
peak profile analysis. The reason why the detectors at the high angle position have a











The value of ∆d/d will keep on decreasing with increasing angle θ. Higher resolution
means that sample information, such as strain and dislocation density, can be more
accurately determined. The detailed analysis require to consider convolutions from
different instrumental components.
The purpose of adding a low angle detector position is to enhance texture deter-
mination for non-axis symmetric textures. The figure 6.1 shows that in the current
setup two scattering vectors, G1 and G2, are detected by bank 1 and bank 2, re-
spectively. If one more scattering vector were added in the y-z plane as close to the
vertical axis (y axis) as possible, we would have three orthogonal scattering vectors,
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new detector 1 new detector 2 new detector 3
(x,y,z) [m] (0,-0.68,-1.46) (0, 0.91, 2.51) (0, 1.13, 1.34)
scattering angle [degree] 155 20 40
size [cm] (1.27, 1.27) (1.27, 1.27) (1.27, 1.27)
Table 6.1: Information for new detectors in SMARTS.
as shown in figure 6.1. Having three scattering vectors perpendicular to each other
gives us the ability to measure texture information in three dimensions.
The issue to be resolved is how low a scattering angle is for the detector while
maintaining enough resolution to get the texture. Simulation results from Monte
Carlo methods provide useful information on this new design issue.
6.2 Monte Carlo Simulations of New Detectors
The detector positions suggested by the instrument scientists at SMARTS are a high
angle detector position of 155 degrees, and a low angle detector position at 20 or 40
degrees, as shown in figure 6.2. Detailed information for these new detectors is given
in table 6.1, and their proposed positions are all in y-z plane. A simulation was set
up by using a cubic Zr sample with a side length of 5 mm.
The simulation results for the high angle detector 1 are shown in figure 6.3,
which shows that the first 10 peaks of the Zr sample are all distinct. However,
peak overlap is observed in low angle detector simulations, plotted in figures 6.4 and
6.5. For detector 2, the (200), (112) and (201) peaks overlap significantly, while
for detector 3, the same overlap is seen but for the (112) and (201) peaks. The
resolutions δd/d calculated from the Zr(111) peak were 0.002 for detector 1, 0.016
for detector 2 and 0.011 for detector 3. The fitting errors caused by the previously
mentioned peak overlaps will require further analysis with TOF functions in GSAS.
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(a)
(b)
Figure 6.1: (a) Schematic drawings of the diffraction geometry which includes the
incident wave vector ki, the diffracted wave vector kd and the scattering vectors G1
and G2 in (a) the x-z plane and G3 in (b) the y-z plane.
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Figure 6.2: Schematic drawings of new detectors for SMARTS (not to scale).
(a)
(b)
Figure 6.3: (a) Simulation results for detector 1; (b) Zoom-in of part (a).
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(a)
(b)
Figure 6.4: (a) Simulation results for detector 2; (b) Zoom-in of part (a).
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(a)
(b)
Figure 6.5: (a) Simulation results for detector 3; (b) Zoom-in of part (a).
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detector detector 1 detector 2 detector 3
scatter angles [◦] 155 20 40
wavelength [Å] 5.46 0.97 1.91
moderator [ms] 0.037 0.015 0.037
incident beam angles [◦] 0.55 0.10 0.19
incident beam [ms] 0.095 0.081 0.143
sample [ms] 0.015 0.044 0.061
detector [ms] 0.040 0.113 0.159
time-of-flight (TOF) [ms] 44.70 8.22 15.81
∆d/d from simulation [ms] 0.002 0.016 0.011
∆d/d from calculation [ms] 0.002 0.015 0.011
Table 6.2: Calculation of peak broadening from different components, and compari-
son with simulation results. The diffraction is from Zr (100).
6.3 Resolution Analysis
As illustrated in chapter 5, the peak widths can be calculated analytically by counting
the number of Debye cones intersected by each detector tube. Following the same
geometry as in figure 6.2, the plot of Debye cones for the new detector 1 is shown in
figure 6.6. The width (in the x direction) of detector 1 is approximately 0.03m, which
was obtained by projection, as shown in the same figure. Plots of the Debye cones
for new detectors 2 and 3 are also shown in figures 6.7 and 6.8, respectively. We can
obtain the detector profile from the number of cones received by each detector.The
results of the analytical calculation for the relative peak widths can be found in table
6.2. The term ∆dd is obtained analytically by convoluting of the four instrumental
components: the moderator pulse, the incident beam profile, the sample geometry
and the detector profile. The analytical results are quite close to the simulations.
6.4 Summary
After correctly simulating the diffraction pattern in the SMARTS diffractometer we
utilized Monte Carlo methods to simulate and design updates to the current detector
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(a)
(b)
Figure 6.6: (a) Projection of detector 1 on the plane y=-0.68m. (b) Plots of Debye
cones for the projection area of new detector 1 shown in (a). The diffraction lines
are from Zr(100) with wavelength close to λ0= 1.91 Å. The wavelength difference is
given as ∆λλ = 0.0001.
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Figure 6.7: Plots of Debye cones for new detector 2 with similar geometry in figure
6.6. The diffraction lines are from Zr(100) with wavelength close to λ0= 0.97 Å. The
wavelength difference is given as ∆λλ = 0.001.
Figure 6.8: Plots of Debye cones for new detector 3 with similar geometry in figure
6.6. The diffraction lines are from Zr(100) with wavelength close to λ0= 1.91 Å. The
wavelength difference is given as ∆λλ = 0.001.
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systems. Simulation of a high angle detector at 155◦ gave us a resolution, ∆d/d,
of 0.002 for Zr (100) peak. Simulations of low angle detectors at 20◦ and 40◦ gave
us resolutions, ∆d/d, of 0.016 and 0.011 respectively. However, the simulations at
low angles have peak overlaps. The error analysis of these overlaps can be done
with GSAS full pattern fitting routine, and the error tolerance will depend on the
requirements of the particular experiments. The analytical calculations of the peak
width were done by convoluting of different instrumental components. Moreover,
further simulations on the detector design can be explored by rotating the new
detectors to decrease the open angles relative to the center of the sample.
Chapter 7
Future Work
7.1 Monte Carlo Simulations of VULCAN
In chapter 6, the applications of Monte Carlo methods to the design of new detectors
at SMARTS were described. The resolution, ∆d/d, was obtained directly from the
simulation results. More simulation work can be to done to find out the optimal
positions and rotation angles for each detector. Much more complicated simulations
can be set up for the VULCAN diffractometer at SNS, Oak Ridge National Labo-
ratory. A schematic drawing of VULCAN is shown in figure 7.1. The difficulty in
simulating the diffraction pattern on VULCAN comes from the curved guide, which
causes a complex profile for the incident beams. Furthermore, the interchangeable
guide-collimator system further complicates the shape of the incident beams [23].
7.2 Monte Carlo Simulations of Mosaic Crystals and Fur-
ther Discussions
Chapter 3 and 4 have already demonstrated the application of Monte Carlo simu-
lations of powder diffraction in both ideal powder sample and powder samples with
size and strain broadening. Monte Carlo methods have also been applied to simulate
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Figure 7.1: Schematic of the base line design for VULCAN. The basic components
include (1) supermirror guide, (2) chopper, (3) m3 curved guide, (4) m3 straight
guide, (5) interchangeable unit, (6) detector banks and (7) SANS detector. [6]
the diffraction pattern from a mosaic crystal, which is composed of an agglomera-
tion of small perfect crystallites with their angular orientations following a mosaic
distribution [57]. However, the theory and algorithm for this simulation need to be
refined, and demonstrated by the experiments. The propagation of neutron rays in-
side a mosaic crystal is schematically shown in figure 7.2. When neutrons enter the
mosaic crystal, the point of diffraction is determined by the attenuation coefficient.
The attenuation function is written as the following,
fatt(l) = e−µattl (7.1)
where l is the path inside the crystal. Once the point of diffraction is chosen the
rotation angles of the single crystal can be obtained. The interaction between the
neutrons and the single crystal in that local point can be calculated based on the
incident angle relative to the sample normal direction. The probabilities of reflec-
tivity R and transmissivity T can be calculated according to dynamical diffraction
theory [77] [13]. However, the conditions of dynamical diffraction require that the
size of each individual crystal cannot be too small compared to the extinction depth,
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Figure 7.2: Schematic drawings of the propagation of neutrons inside the mosaic
sample.
otherwise size broadening and the kinematic diffraction theory need to be applied.
If a series of mosaic samples with different sizes, from nanometers to millimeters,
was produced, it would be possible to observe the transition between kinematic
diffraction and dynamical diffraction experimentally. The results may be simulated
by using Monte Carlo methods with the correct R and T for the individual single
crystals. The number of reflection events inside the mosaic crystal can also be
counted from the simulation, while the number of reflections is difficult to calculate
in an analytical way.
Moreover, the simulation of the mosaic crystal can be improved to consider bent
crystals and strain-gradient crystals. In this case, the deviation angle caused by the
bend needs to be considered as a function of the depth below the crystal surface.
Monte Carlo methods are found to be less efficient when simulating coherent
waves, which are described by the summation of amplitude, rather than intensity.
Monte Carlo methods are mainly used to simulate the energy transport inside the
crystal, rather than the propagation of wave amplitude. Some coherent effects can
not be observed from the simulation results, such as the peak splitting from perfect
single crystals as predicted by dynamical diffraction theory. Figure 7.3 shows peak
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splitting in the diffraction pattern for a thick Si sample at SMARTS due to the
multiple scattering of the incident and scattered waves. However, what are the other
limitations of this method? Can we add more wave properties into this method other
than the particle properties? More investigations into both theory and algorithm can
be taken to further develop this method.
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(a)
(b)
Figure 7.3: (a) Schematic drawings of diffraction from front and back surfaces of the
thick Si sample (19.73 mm). Detector tubes are labeled with tube ID in bank 1. (b)
Diffraction peaks for Si (004) as a function of d spacing recorded by the detector
tubes shown in (a).
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Appendix A
Green’s function for Helmholtz
function in 3-D case
The motivation of Green’s function is easy to understand. Loosely speaking, if we
want to solve the differential equation of the following form,
Lu(r) = f(r) (A.1)
where L is a linear differential operator. If a Green’s function G(r, r′) can be found
to fulfilled the condition as,
LG(r, r
′
) = δ(r− r′) (A.2)
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Although f(r) is known, the integration can not be performed without knowing
Green’s function G(r, r′). Then the problem now really lies in solving equation A.2
to find out the satisfied the solutions.
The 3-D Green’s function for the Helmholtz equation can be written as,
∇2G(r, r′) + k2G(r, r′) = δ(r− r′) (A.5)








] + k2G = 0 (A.6)
where we replace R = |r − r′ |, and the point R = 0 is excluded. This is just the








Only the first term is kept if we assume the wave is divergent at infinity. By inte-






G(R)dv = 1 (A.8)
We also notice that the integration is zero everywhere except the zero point. We
choose one sphere (V1) with radius ρ close to zero just to cover the zero point, then






∇G(R) · dS = −4piA(k)(1− ikρ)eikρ (A.9)







exp(ikR)RdR = 4piA(k)[eikρ−1−ikρeikρ] (A.10)
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So combining those two yields,
− 4piA(k) = 1 (A.11)
In this case, the coefficient A(k) is actually independent of k value. Thus the Green’s
function for 3-D Helmholtz function is,












|r− r′ | (A.13)
after changing the variable back.
