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クロス表 の カテゴ リー統合
佐 藤 裕
クロス表の カチ ゴ リー統合
1.本稿 の 目的
我々が実際に調査データなどを分析する際に、クロス表を構成する変数のカテゴリーを統合
し、より小さなクロス表に加工 したいという欲求を持っ場合がある。これは、主に次のような
理由によるものである。
まず第一に、全ケース数が少なすぎたり、カテゴリーが多すぎた りして1っ のセルの度数が
少な くなりす ぎる場合である。クロス表の分析でよく用いられるカイ2乗独立性検定はセルの
期待度数があまり小 さいと適用できないため、カテゴリーの統合によってこれを回避するので
ある。
第二に、カテゴリーが多すぎてクロス表が見にくく、その表が表わ していることが読みとり
にくい場合である。これは特に順序尺度以上の変数をクロス表にするときに行なわれる。例え
ば年齢は多 くのデータでは実数で与えられているが、そのままでは、あまりに大きな表になる
ため、例えば10歳ごとのカテゴリーにまとめて表を作る。 これ もまたカテゴリーの統合である。
'
それでは、このような場合にはどのような基準でカテゴリー統合が行なわれているだろうか。
実際には統合 したい変数の度数分布を見て、なるべ くそれぞれのカテゴリーの度数が均等にな
るようにしたり、縦または横のパーセ ント(条件付 き確率)を 見て、それが似ているカテゴリー
を統合 した り、あるいは先の年齢のように等間隔に区切 ってカテゴ リーを構成 した りしている。
しか し、そのような方法でのカテゴリー統合は本当にデータの特徴をよく表わすことになる
だろうか。カテゴリーの統合は元のクロス表の持 ってし1た情報を確実に減少させる ミ々、、テ(ρ失
われた情報の中に本当に重要な情報はなかったと言え解)どろうか。 『れ巨は々テゴリマ統倉
の統計的妥当性の問題である。
カテゴリーを統合す る際の1つの基準は、 この統合によ?て朱や為う情韓量の評価から与え
られるだろう。統合の度合に較べて情報量の損失が少ないとき写そゐクロス表が持っ情報をよ
り凝縮 したような新 しいクロス表が得 られたと言えるのである。
また、こういった基準を明確にし、いくっかの統合の仕方を比較 し、最も適切な統合パター
ンを選択することができるならば、クロス表の構造を明確にすることもできるだろう。例えば、
年齢と何か別の変数のクロス表の場合、年齢の最適なカテゴリー化の選択は、どの年齢で大き
な変化があるか、ということを見いだす ことにもなるだろう。
このような観点か らのクロス表のカテゴリー統合にっいては、すでに坂元慶行氏の業績があ
る(1}。坂元氏はAIC(赤池情報量基準)を 用いてカテゴリー統合を行ったモデルの評価を行
い.、また最適な統合法を選択するコンピュータプログラムも開発 している。
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本稿は、坂元氏の方法をもとにして、実際のデータ分析を行う際により容易に利用できる方
法と、坂元氏の方法を2変数のカテゴリーを同時に統合 した場合へと拡張するモデルを提案す
るものである。
2.1変 数の統合
1)モデルの設定
1×」表の1'行か ら1行までを1っ のカテゴリーとしてまとめ、新たに1'×」表を作るこ
とを考えてみよう(図1)。まとある箇所が隣接 しているのは表記の便宜のためであ り、カテ
ゴリーの順序 は以後の議論に無関係であるので、離れたカテゴリーの統合 も同様に扱える。
図1
π(1,1) ● ● η(1,」)
: :
π(■一1,1) 几(■一1,」)
π(1',1) π(1',」)
レ: :
π(∬,1) .・ 「 π(1,」)
ゴ →
ガ(1,1) ■o π'(1,」)
: :
ガ(■ 一1,五) ガ(1'一1,」)
ガ(■,1) ● ● ガ(■,」)
カテゴ リーを1っ に まとめ ることがで きるための条件 は、まとめ るそれぞれのカテ ゴ リーで、
列の変数についての条件付 き確率が等 しい、す なわ ち、
P(ノ[`1)=P(ノ}`2)(ノ=1,2..」;1ノ≦ ε1,`2≦1)(2。1)
であ るとす る。例 えば行を年齢 、列 をある意見 とす る クロス表の場合、意見の回答分布が等 し
い年齢 カテ ゴ リー は統 合で きる、と考 えるので ある。 これは ごく自然な条件であ ると思われ る。
この条件付 き確率 はセルの度数 を用 いて表 わす と、
π(`,ノ)
P(ノ匡)瓢π(L,.)
であ るか ら、式(2.1)は 、
咢紹 一纏 い 一・… 訊・≦・1…≦D
と書 ける。 したが って、
4
嬲 一 藷iil::;σ一1・… 訊 胤 ・≦D(…)
ところが、式(2.2)の 右辺はjに無関係であるので、左辺はすべての ノ について等 し
い。すなわち、
甓iil:1}1一秀iil:ll;仇ノ2-1・a・必 ∬≦`1・ε2≦D(2・3)
である。また逆に、π(L,.)はπG,ノ)をすべてのノについて加えたものだから、式(2,3)
が成 り立っな らば式(2,2)も 成り立っ。したがって式(2,3)は 式(2.1)の 必要充
分条件である。式(2,3)は 、統合 してできたセルの度数を、各列に共通な比によって配分'
したものが、 もとのセルの度数と等しい、 ということを意味する。
カテゴリー統合の妥当性は、統合してできたクロス表から、.式(2.3)の条件によって も
とのクロス表を推定 したときの適合度で評価できる。このときの推定モデルは以下のように表
わす ことができる。
もとのクロス表のセルの期待度数を肌(`,ノ)とすると、
一 魅 鑞 「(2.4)
である。
ここで、ごG,ノ)は統合 してできたクロス表の ε行 ノ列のセルの確率、b(の は統合 した
セルをもとのセルに配分する比率である。ただ し、
∬'」1
Σ Σ α(らノ)=1,Σb(の=1(2.5)
`、 ノ、`="
で あ る(2)。
2)最 尤推 定値
モデルの適合 度の評価 のためには、 まず その モデルのパ ラメー タと期待 度数の最 尤推定値 を
求めな くてはな らない。
パ ラメー タ{αG,ノ),わ(の}において、実現 度数{πG,ノ)}が 見 られ る確率 は、
丑4({π(`,ノ)}1{α(`,ノ),わ(の})
一
売盖詈㈲ 渇 ⑭ 卿 踊 礁ノ)・(・卿
ε、ノ、
したが って、{αG,ノ),わ(の}に つ いての対数 尤度 は、パ ラメー タに無関係な定数項を無
視す ると、
5
Z({α(`,ノ),わ(の})
∬'、」 ∬ 」1」
=
、;リ琴1几(4ノ)109α㈲+、 弓 、昇1π㈲10即(肋+、 ヨ 浮1π(4ノ)logわ(`)
Jr-1'1」
謬1(Σ η(`,ノ)logα(`,ノ)十Σ π(4ノε=1`=1' 109 伊)+・ 罫 ・;1〃(ちノ)'09わ(`)(2'6)
ここで、
流 ノ冷膿 ノ)::二1::
とす る と、式(2.6)の 右辺の第1項 は、
"」
Σ=.Σナガ(L,ノ)lO9α(`,ノ)
L、ノ=1
と な る 。
式(2.6)を 最 大化する α(4ノ)を求め るため には、式(2.5)② 判約よ り
1'、
α(1',ノ)=1一Σ α(`,ノ)
ε、
を式(2.6)に 代入 して αG,ノ)で偏微分 し、 これ を0に す るよ うな αα,ノ)を隶めれば よ
い㈲。 その結果、.αG,ノ)の最尤推定値 α(`,ノ)は、
π'(L,ノ)δ(`
,ノ)=
π(`,ノ)(`〈 ■)
=∬
Σ π¢,ノ)
`4'(Z =1')
で ある。
また同様 に、わ(のの最尤推定値b(の は、
.δ(1)一 井(ち・)
Σ π(`,.)
`=1'
よ って、期待 度数mG,ノ)の 最尤推定値は
π(`,ノ)(1<1')
'
薦 ノ)一 昌 礁 ノ)'礁 ・)
(ε≧ ∬')ノ
Σ π(`,.)
`=∬'
一6一
カテゴリーを統合 し、そのときの条件確率が等 しいというモデルでのm(ε,ノ)の最尤推定
値は、統合 しないセルにっいては実現度数と等 しく、統合 したセルは統合 してできたセルの度
数を行の周辺度数によって比例配分 した ものである。
図2aの2行 目と3行 目を統合するというモデルを考えると、その時の期待度数は図2bの
ようになる。例えば、2行1列 のセルの期待度数は、(100+0)×100/(100+400)=20で
ある。
図2a
400 50 50 500
0 50 50・ 100、
100 100 200 400
500 2001.3001000
図2b
400 50 50 500
20 30 50 100
80 120 200 400
500 200 300 1000
3)モデルの検定
統合の妥当性を検定するためには、尤度比統計量L2を使う.ことができる6L2は一般に以下
の式で与え られる。
が一・ゑ
、強礁 ノ)h・黜 .r、.・
ところが 、f<■ の範囲 では、πG,ノ)=㎜G,ノ)であ り、 Σの右 はす べて0に な るので、カ
テ ゴ リー統合の妥当性を検 定す るL21は次の式で求め られ る。
∬
疏臧 麺 鰐 濃1髣liiii;
`・;∬'
この式 は、統 合す る部分を1っ の クロス表 と見な し、独立性の検定を行 なった場合の式 と同
じで あ る。.
自由度を求め るに はセ ルの数か ら(パ ラメータ数+1)を 引けばよい。αG,ノ)は式(2.・
5)の 制約 より、1'」一1個 、う(のも同 じく1-1'個で あるか ら、'自由度(ガ1・は、.
げ1=1σ《1σ一1+∬一1'+1)
=(1-1')(」一1)・ ・づ .
1一■は結合す る部 分の行数 一1と 等 しいので、 自由度 もまた結合す る部分 を1っ の クロス
表 と見な して独立性 の検 定を行 な った場合 と等 しい。
以上の ことか ら、カテ ゴリー統合の妥 当性を検定す るには、統 合す る部 分を1.つの クロス表
と見な して独立性の検定 を行 なえばよいとい うことがわか る。
7
また、統合 してできたクロス表の独立モデルの尤度比統計量をL22とすると、
ノ
嘩 伽 囁 響 ノ)嚇・ノ)・㎏孟i;曇靄1/1ノ))・
`π・∬'
これ に 、 先 ほ ど の 五21を加 え る と 、
隅 一離 ・(L,ノ)b・器 セノ1ノ)+
11
癖r(n・ Σn(i,ノ)n(i,ノ)・ Σn(i,.)i一・1「i一・1'　'1
ど聖(ち ・)π(・・ノ)丹 礁 ノ)●π(ち・))}
一蕪 ・(・ノ!l・g。(舗 ノ1ノ)ち喜 醐 め・。(瓢 セノ1ノ))
一・踊 ㈲ め・
。(π6π(z,ノ)`,.)π(.,ノ)
とな り、 これ はもとの クロス表の独立モ デルの尤度比統計量 と等 しい。す なわ ち、 もとの クロ
ス表の独立性の尤度比統計量 をL23とす ると、
L23=L21+」し22(2.7)
とい う式が成 り立 ってい るので ある。 また、 自由度にっいて も、
げ1+(が2=(1一∬'〉(」一1)+(1'一1)(」、)
=(1-1)(」一1)
={が3.(2 .8)
と、同様の関係が成 り立 っ。
す なわち、 カテゴ リー統 合の妥当性 を検定す るには、 もとの クロス表の が と統合 してで き
たクロス表のL2の 差を 自由度の差で 検定 すればよい、 とい うことであ る。
これ までの議論 は1ヶ 所のみの統合 のみを扱 って いたが 、2ヶ 所以上 を統合 する場 合 もこれ
をその まま拡 張する ことがで きる。統 合の妥当性 の が は統 合 したそれぞれの箇所を1っ の ク
ロス表 と見な した独立性のL2を すべて足 し合 わ した もの にな り、 また、式(2.7)、(2.
8)も1ヶ 所のみの統合 と同様成 り立 っている。
3.2変 数 の統 合
(1)モデル設定と最尤推定値
次に、行と列の両方を統合する場合について考えてみよう。1×」表の1'行目から1行目と♂
列目から」列目を統合するとすると、統合 してできたクロス表からもとのクロス表を推定する
モデルは、1変数の場合と同様にもとのクロス表のセルの期待度数をmG,ノ)とすると、
一8一
α¢,ノ)(kl'
,ノ<」)π
α(1',ノ)●わ(`)(`≧/
,ノ<」)』.・..π
册 σ,ノ)=
ασ・の ●cω 馳(`〈乙 ノ≧の 一
π
α(1',」')・わ(`)。c(ノ)(`≧1'
,ノ≧」')
ここで、α(L,丿)は統合 してできたクロス表の`行 ノ列のセルの確率、bG!、c(のは統合
したセルをもとρセルに配分する比率である。ただ し、
广」'1」
Σ Σ α(`,ノ)=1,Σb(の=1,Σc(ノ)=1...(呂.1)
ε・.1ノ・=1.`子 ノ》 ..一
{αG,ノ)、6(の、c(ノ)}につ いての対数尤度 は、パ ラメータに無関係 な定数項を蕪視 す る
と、
z({α(ε,ノ),b(の,・c(D}〉
∬'・1」'・一1
= .Σ Σ:π(`,ノ)1・9α(`,ノ)
レ1丿.・1
1♂ ・1.1」'・.・.1.
+蔦 写
,π(らノ)109α(乙ノ)+丹尸1剛)109わ(`)
"・1」 ∫'一・1♂
+Σ Σ η(`,ノ)lo9α(ε,J')+Σ Σ π(`,ノ)10gc(ノ)
ε.1ノ.一j'ε ・==1ノ=j'
1」.∬ 」
+Σ Σ π(`,ノ)109α(1',」')十.ΣΣ η(ε,ノ)109わ(ε).
`認1ρノ=_i'`..1'丿 气ゴ'
'」
十 Σ Σ η(`,ノ)logc(ノ)..(3.2)
`"ノ.》'
こ こ で 、
π(己,丿)(`<■,ノ く」)
∬
Σ π(`,ノ)(`=■,ノ<」 つ
`…"
π'(`,ノ)=」
Σ π(`,ノ)(ε<1',ノ=」')
ノ.」'
∬ 」
Σ Σ π(ε,ノ)(`=1',ノ=」')
ε、 ノr♂
と し 、 式(3.2)か ら α(ε,ノ)を含 む 項 の み を 抜 き 出 す と 、
"」'
Σ Σ π'(L,丿)lo9α(ε,ノ).
ε.、ノ、
とな るので 、1変 数 の場合 と同様 に、(3.1)の 制約式 を代入 し、それ ぞれのパ ラメータで
偏微 分 して αG,ノ)の最尤推定値を求め ると、
一9一
π'(ε,ノ)δ(`
,ノ)=
また、わ(のを含む項 は、
1」
Σ Σ η1(乙,ノ)109わ(`)
`イノ、
と整理 できるので、(3.1)の 制約式 か らb(`)の最尤推定値 は
6(`)一タ(ち・).
Σ π(`,.)
`=1
c(ノ)の最尤推定値 も同様に、
δσ)一 黔 ・ノ)
Σ π(.,ノ)
ノ=♂
と な る 。
レたが って、mG,ノ)の 最尤推定値 は、
洗(`,ノ)=
π(`,ノ)
'
Σ π(`,ノ)・π(`,.)
`、'
1
Σ π(L,.)
`=1'
」'Σ
π(`,ノ)・π(.ノ)
ノ=」'
??
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
」
?
?
??
(1〈1',ノ<」')
(`≧1',ノ〈 」)
(k■,ノ≧」つ
1」
Σ π(L,.)・ Σ π(.,ノ)
ε=∬'ノ 冨」'
(`≧1',ノ≧」')
図2aの クゴス表 の2行 目と3行 目、2列 目と.3列目をそれぞれ統合 した ときの期待 度数 は
図3の ようにな る。例えば2行3列 のセルの場合であれば、(50+50+100+200)×100×200/
100+400)/(200+300)羂32であ る。
図3
400 40 60厂 500
20 32 48 100
80 128 192 400
500 200 300 1000。
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② モデルの検定
統合の妥当性を検定するL21は、やはり行 も列 も統合 しない範囲は無視できるので、
∬
砲 蜘4ノ鰐 謡liiiii
`=∬'
」
嘸 昂(醜籌li崇liiil}
'」
鴫 浄(らノ)㎏蠶 諤≒lll襟ll
ε蹕1'ノ〒」'
これに、統合 してで きた クロズ表の独立性L2
碍 轄 ゆ)1あ・。諜 セノ1ノ)
1
噌 無(らノ)㎏詣 毛1(篇
ε=厂
」
曙 浄暁 蒜}寰i.)
脅 唾:鑛 鴒.鎖.・..・.匸・
を加えると、.
L・・+L・2一・踊 ・(L,ノ)1・9。(瓢ll/1ノ)噛
と な り 、 や は り も と の ク ロ ス 表 の 独 立 性 五2と 等 し い 。
自 由 度 は 、
げ1串 」σ 一 αJL1+1イ'+」 一」'+1)
=∬ 一■」γ一1十 」rノー」十」'
賜=(1'一1)(」'一1)
=∬,」'一1'一」'十1
購=(1-1)(」 一1)
=」U「一1-」 十1
-11一
であるので、やはり
の幽1+(が2=(輪
が成り立っている。
2変数の統合の場合は、 このように、 もとのクロス表 と統合 してで きた クロス表の独立性
L2を比較することによって間接的に妥当性を検定する方法が便利である。
ここまでで紹介 した方法は、特別な計算プログラムを必要とせず、SPSSやSASなどの汎用
統計パ ッケージを利用 してだれでもす ぐに計算することができる。特に、統合する前後のクロ
ス表の独立性.L2を比較す る方法は、1変数を統合する場合も両方の変数を統合する場合も利
用で き、しか も汎用統計パッケージの出力を比較 してカイ2乗分布表を調べるだけなので、非
、常に手軽で有効な方法である。
4.統合法の選択
カテゴリーの統合を行なう場合に、い くつかの方法が考えられる場合がある。例えば年齢を
カテゴリー化する場合に、10歳ごとに区切るのか、あるいはなるべくそれぞれのカテゴリーに
含まれる人数が等しくなるようにするのか、といった場合である。このようないくっかの統合
法か ら1っを選択するといった場合にも、今まで述べた方法が適用できる。
複数の統合法を比較す るための基準 と しては、A互C(赤池情報量基準)が 便利である。
AICは次の式で求めることができる(4)。
AIC=L2-2(ガ
五2もげ も今まで述べた方法で計算で きるので、AICの計算も簡単である。 こうしてすべて
の統合法にっいて計算 し、AICが最 も小 さい統合法が、 もとのクロス表の持つ情報を最 も凝
縮 して表わした最適なクロス表である。
クロス表の統合法は、すべての可能性を含めると、比較的小さなクロス表で も膨大な数にな
る。例えば5カ テゴリーを統合する組合せは51通りだが、 これが6カ テゴリーになると202通
りへと急増す る。 さらに行と列の両方を統合する組合せを考えると単純に計算 して これの2乗、
5×5だ と2601通りにのぼる。このような膨大な計算を行なうには当然 コンピュータの利用が
考え られる。 コンピュータを用いればこの程度の計算なら楽々とこな してくれるので機械的に
最適なクロス表を選択するには有効である。
しか し、もっと大 きなクロス表の場合は、組合せがあまりにも多 くなりすぎ、またクロス表
を構成する変数の性質や分析の目的によってはすべての組合せを計算する必要がない場合もあ
る。例えば変数:が1頂序尺度を構成 していると考える場合は隣合 うカテゴリー以外の統合は無意
味であり、これを除 くと、考えられる統合の組合せ1ま大幅に減少する⑤。
従来の独立性の検定は、行または列のすべてのカテゴリーを1っ にまとめた場合の妥当性の
検討 と等 しい。様々な統合法はもとのクロス表と、すべてを1カ テゴリーにまとめた場合との
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中間に位置づけられる。コンビ・ユータの利用によって最適なクロス表を選択することは、2っ
の変数が独立であるかそうでないか、という両極端の中間にいくつものレベルを設定 し、どの
レベルが最 も適当かということを求めることであるとも言える。
5.例 題
最後に、'前節で述べたような最適なクロス表の選択法を、実際のデータに適用 して考えてみ
よう。表4は85年SSM調査報告書からのデータである(6)。これは40歳以上の既婚女性のキャ
リアタイプ別の年齢を表わしている。 この表をそのまま見ると結婚退職や中年退職は年齢がや
や低 く、就業継続は年齢が高いように見えるが、それほどはっきりしたものではない。そこで
まずキャリアタイラによる年齢構成の違いをはっきりさせるために、キャリアタイプのみめ統
合を行ってみると、AICが最 も小さい統合法は表5の よラになった。これを見ると、就業継
続 と木就業が類似 した年齢構成を持ち、中年退職、再就職、結婚退職の3っ も年齢構成が類似
している。前者は比較的高い年齢が多 く、後者は若い年齢層に多い。逆に、年齢によるキャリ
アタイプの違いに着 目して年齢カテゴリーの統合を行なったのが表6で ある。 この場合、年齢
は順序尺度を構成す ると考えて隣合うカテゴリーのみを統合 した。表5と 同様に、就業継続と
不就業は高い年齢層 ほど比率が多 くな ってお り、中年退職は高い年齢層ほど比率が低 くなって
いるが、再就職は年齢による差がほとんどなく、結婚退職 も高い年齢層ほど比率が低 くなって
はいるものの、それほど大きな差ではない。最後に年齢、キャリアタイプ両方を統合したのが
表7で ある。このときの最適な統合法は、それぞれの変数を別々に統合 した場合と必ず しも一
致 しないことが注目される。この表から読み取れることは、就業継続が最 も高㍉、年齢層に集中
し、ついで不就業 も高い年齢層に偏っている。最も若い年齢層に集中しているのは中年退職で
あり、再就職 と結婚退職はやや若い年齢層に偏っている。
表4と表7を 見比べると、表4で は細かい数値に紛れて読み取りに くかった傾向が、.表4で
は非常にはっきりと現われてきている。このように、最適な統合法を求めることは複雑な構造
を持っクロス表を解読する場合にも有効な方法であると言えよう。
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実数/比率(%)
表4
年齢
40～44歳45～49歳50～54歳55～59歳60～64歳65～69歳 合 計
キャ リア 就業継 続591991121
タイプ(6.8)(12.2)(25.7)(12.2)(14.9)(28.4)
74
中年退職 10171110
(18.9.)(32.1)(20.8)(18。9)
23
(3.8)(5.7)
53
・再就職 14272113 ..1211
(14.3)(27.6)(21.4)(13.3)(12.2)(11.2)
98
結婚退職 7883706634
(21.「3)1(22.6)(19.1)(18.0)1(9.3)
36
(9.8)
367.
・不就業 161722211618
(14.5)(15.5)(20.0)(19。1)(14.5)(16.4)
110
合 計1231531431197589
(17.5)(21.8)(20.4)(17.0)(16.7)(12.7)
702
実数/比率(%)
表5
年齢
40～44歳45～49歳50～54歳55～59歳60～64歳65～69歳 合 計
キ ャ リア 就業継 続2126 、413q2739
タイプ 不就業(11.4)(14.1)(22,3)(16.3)(14.7)(21.2)
184
中年退職 「102
再就職(19.7)
結婚逼職
127』10289
(24.5)(19.7)(17.2)
4850・
(9.3)(9.7)
518
合 計1231531431197589
(17.5)(21.8)(20.4)(17.0)(10.7)(12.7)
702
AIC=一12,329
実数/比率(%)
表6
キャリアタイプ
就職継続 中年退職 再就職 結婚退職 不就業 合 計
年齢 40～49歳 14.
(5.1)
274116133
(9.8)(14.9)(58.3)(12.0)
276
50～59歳 28
(10.7)
213413643
(8.0)(13.0)(51.9)(16.4)
262
60～69歳 32
(19.5)
5237034
(3.0)(14.0)(42.7)(20.7)
164
合 計 74
(10.5)
53983671101
(7.5)(14.0)(52.3)(15.7)
702
AIC=一13,954
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実数/比率(%)
表 了
年齢
40～49歳50～59歳60～69歳 合 計
キャ リヤ 就業継続14283274
タイプ(18.9)(37.8)(43.2)・
中年退職2721
(50●9)(39.6)
5
(9.4)
53
再就職20217093
結婚退職(43.4)(36.6)(20。0)
465
不就業334334
(30.0)(39.1)(30.9)
110
合 計276262164
(39.3)(37.3)(23.4)
702
AIC=一17,041
注
(1)坂元慶行、rカ テゴリカルデータのモデル分析幽、共立出版、1985』
(2)坂元慶行氏は同じ条件から、条件付き確率をパラメータとしたモデルをつくり、以下と岡様の結論
を得ている。本稿のモデルと坂元氏のモデルは同等であるが、後で述べる2変 数の統合への拡張を
容易にするためにこのモデルを採用 した。
坂元慶行、同書、p31
(3)この部分の計算については、以下を参照のこと。
坂元慶行、同書、p8
(4)正確には、最 もパラメータ数の多いモデル(飽和モデル)のAICとの差である。
坂元慶行、同書、p44
(5)上田尚一氏は、最 も適当な2つのカテゴリー統合を繰 り返 して、徐々にカテゴリー数を減らしてい
.く階層的手法を提唱 している。分析の目的によってはこれを用いることもできるだろう。一般 には
階層的手法での解と総当たりでの最適解は一致 しない。以下の例題の計算は総当たり法で計算 した。
上田尚一、rデ ータ解析の方法盞、朝倉書店、1982、p99
(6)岡本英雄、 「女性の職業経歴」、r1985年社会階層 と社会移動全国調査報告書 第4巻 』
1985年社会階層 と社会移動全国調査委員会、1989、pp61-74
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