Statistics and correlations of single-molecule sequences of modulated reactions are explicitly evaluated in the stochastic rate representation. The memory function, introduced through the Gaussian approximation of the stochastic rate expression, characterizes the correlation in single-molecule rate processes in a formalism similar to the stochastic line shape theory. Within this formalism, the on-time correlation is shown to approximate the memory function of the fluctuating rate at discretized effective time separations. A new measurement, the two-event number density, is proposed as a means to map out the memory function over the complete time range. Confirmed by numerical calculations, these relations quantify dynamic disorder caused by conformational fluctuations and hence are useful for analyzing single-molecule kinetics.
I. INTRODUCTION
Single-molecule spectroscopy allows us to observe realtime single-molecule trajectories, which consist of a chain of correlated reaction events of various lifetimes and contain rich information about microscopic mechanisms.
1-7 An advantage of single-molecule techniques is the direct observation of variations in reaction kinetics, which are often limited by the spectral resolution in conventional bulk experiments. [8] [9] [10] [11] [12] [13] [14] [15] In single-molecule experiments, the observed molecular system interconverts between the dark and bright states so that the fluorescence turns on and off intermittently. The on/off waiting time corresponds to the duration that a single molecule spends in the bright/dark state, and a trajectory of on-off events records the history of the single reactive system. Since only the bright state is monitored through fluorescence emission, conformational dynamics is not directly accessible, and dynamic disorder is a hidden mechanism that requires statistical analysis of single-molecule reaction events. 10-12,16 -21 In a recent calculation of the twoconformational-channel model, we observed the crossing behavior ͑i.e., the focal time͒ in the single-event distribution function and the recurrent behavior ͑i.e., the echo time͒ in the two-event distribution function. 18 Many issues remain to be addressed, such as the generality of the two-event echo, the quantitative description of conformational fluctuations in single-molecule kinetics, and the plausibility of direct measurements of memory effects from on-off sequences. In this paper, we use the stochastic rate model to derive explicit expressions for the reported event-averaged quantities and introduce two quantitative measurements of the memory function.
The kinetics considered here is more complicated than direct single-molecule measurements of conformational fluctuations. Using single-molecule fluorescence resonant energy transfer ͑FRET͒, Edman et al. and Jia et al. studied lifetimes of a TMR fluorophore attached to biomolecules and found double exponential decays. 4, 5 Geva and Skinner analyzed these measurements 10 and successfully extracted the interconversion rate between the conformational states. The FRET experiments and the subsequence analysis are based on the fact that the FRET rate is much faster than conformational relaxation so that the lifetime of a single event is dictated by the transient conformation. In fact, the average lifetimes of the two channels are so disparate in these experiments that one can assign a decay event to a conformational channel and thus directly monitor the interconversion between the two channels. As shown in Appendix A and in a recent paper, single-molecule FRET signals are better expressed as an inhomogeneous average over transient configurations. The interpretation of single-molecule kinetics is less obvious when the average lifetimes are not so disparate and the conformational fluctuation rate is comparable to the decay rate. This complication arises when the decay process has a competing time scale such as the environmental time scale. Wolynes and co-workers have explored the possibility of using intermittency to extract information about conformational effects from single-molecule sequences. 12, 13, 22 An important example of single-molecule kinetics is the singlemolecule enzymatic turnover experiment by Lu, Sun, and Xie. 16 Analyzing single-molecule reaction sequences, these authors demonstrated slow fluctuations in the turn-over rate of cholesterol oxidation and the dependence of enzymatic turnovers on previous events. Another interesting example is the fluorescence characteristics of single dye molecules adsorbed on a glass surface. Weston et al. 11 proposed that the emission spectrum and efficiency are modulated by the interconversion between two ground state potential minima. The purpose of this paper is to quantify single-molecule data a͒ Electronic mail: jianshu@mit.edu analysis in a unified framework and to propose more effective measurements of memory effects.
Single reaction events are often modulated by conformational distribution and fluctuations which cannot be described by conventional chemical kinetics. Phenomenological chemical kinetics quantify a first-order rate process with the equilibrium constant measured by the ratio of equilibrium reactant and product concentrations, and with the total rate constant obtained from exponential relaxation to the equilibrium configuration. The phenomenological chemical reaction is a Poisson process, reaction events are stochastically independent, and the nonequilibrium concentration decays exponentially. In a realistic situation, the decay rate is not a constant but modulated by the evolving conformational configuration. ͑Solvent interactions, intramolecular couplings, electrostatic potentials, geometric effects of macromolecules, etc.͒ [23] [24] [25] [26] [27] [28] [29] Single-molecule experiments monitor rate fluctuations occurring during single decay events, which cannot be easily detected using ensemble-averaged experimental techniques. In Sec. II, we introduce the modulated reaction model as the generic scheme to incorporate effects of environmental modulation on rate processes, and define related single-molecule quantities to elucidate the difference between single-molecule and ensemble averaged measurements.
Single-molecule sequences can be analyzed with several methods, 2 including fluorescence intensity correlation function, on-time histogram, joint probability of two on-time events, on-time correlation function, etc. It is not clear how to relate these different quantities and how to quantify modulation effects on reactions. In Sec. VI, we introduce a different but equivalent representation of modulated reactions: the stochastic rate model, where the evolution of the timedependent rate is treated as a stochastic process. Similar to Kubo-Anderson's stochastic rate theory, 30, 31 the stochastic process of the rate is described by the average rate, used in conventional chemical kinetics, and the memory function, which characterizes memory effects due to the coupling of the reaction to its environments. As a result, all singlemolecule quantities can be explicitly evaluated in terms of the average rate and the memory function. As shown in Sec. III A, the memory function directly gives the interconversion rate for the two-channel model, but cannot be decomposed into reaction and modulation factors for a multiple-channel model. In general, the memory function is a convolution of reactions and conformational fluctuations, but decays asymptotically to the fundamental mode of conformational relaxation. With these developments in Sec. III, we can express single-molecule measurements in terms of the memory function ͑e.g., the two-event echo in Appendix B͒ and model experimental observations of stretched exponential and power-law decay.
In Sec. IV, we establish the relation between the memory function and the on-time correlation function. With the stochastic rate formalism, we should distinguish two stochastic quantities of different nature: the on-state waiting time dictated by the time-dependent rate and the reaction rate dictated by the conformational dynamics. Thus, we observe a short decay event from a slow channel and a long decay event from a fast channel. It is also possible that because of conformational changes the system which enters the bright state from the slow channel may react from the fast channel. Instead of associating an on-state event with a specific conformational channel, we correlate two on-time events to reveal the correlation hidden under stochastic fluctuations. There are two ways to register the on-time correlation as a function of the number of events in between, or as a function of the time separation. The first kind of on-time correlation function is the focus of our discussion. It has the advantage of having an equal number of data points for different separations of events and the disadvantage of using discretized variables. It is shown in Sec. IV that the on-time correlation function is equal to the memory function evaluated at the average time separation between two on-time events. This approximate relation is proved under two conditions: the Gaussian limit, where the second cumulant contribution is much smaller than the constant rate term, and the slow modulation limit, where conformational fluctuation time scale is much slower than the reaction process time scale. The second kind of on-time correlation function is discussed in Appendix C and is related to the two-event number density discussed in the following.
In Sec. V, we introduce a new single-molecule measurement: the two-event number density. Along single-molecule kinetics sequences, the decay events are evenly and randomly distributed, so the number density of events is a constant. Now let us take two events along a sequence and register the two events with the time separation from the beginning of one event to the end of another event. Are two events randomly distributed? Yes, if the reaction events are not correlated, the two-event number density is a constant. In the presence of memory, events of similar lengths are likely to group, so that the deviation from the constant number density is a new measure of memory effects. We can show that the deviation from the constant number density is exactly proportional to the memory function for a reaction with infinite fast backreaction rate, and is approximately proportional to the memory function for a general reaction. In comparison, the on-time correlation functions are recorded at discretized time separations and are thus less accurate, while the two-event number density are recorded continuously and are thus more reliable. Our main results are confirmed by nu- 
II. MODULATED REACTION MODEL
The influence of conformational fluctuations on chemical kinetics is described by the modulated reaction model illustrated in Figs. 1 and 2͑a͒ . [17] [18] [19] [20] 23, 29, 32, 33 In this model, the reaction rate constant depends on environments which are represented by conformational channels, and different channels interconvert according to conformational dynamics. The conformational channels refer to complex environments that influence the reaction process, and arise from various molecular mechanisms including intramolecular structures, intermolecular interactions, solvent configurations, etc. Two specific examples of the generic modulated model, the twochannel model and the three-channel model, are illustrated in Fig. 1 and will be used later in explicit calculations. Modulated reaction model has been extended to the analysis of single-molecule quantum waiting time distribution functions 14, 22, 34, 35 and heterogeneous diffusion process.
36-41
The kinetics of the generic modulated reaction model follows:
where ⌫ a governs the conformational dynamics in the bright state A ͑i.e., the on-state͒, ⌫ b governs the conformational dynamics in the dark state B ͑i.e., the off-state͒, K a is the forward rate from the bright state to the dark state, and K b is the backward rate from the dark state to the bright state. For a multiple channel model with a discretized distribution of conformational channels, is a vector, K and ⌫ are rate matrices. For a continuous model with a set of conformational coordinates, and K are functions of the conformational coordinates, and ⌫ is a differential operator which governs the evolution of these coordinates. The modulated reaction model can be regarded as a hidden Markovian scheme, where K dictates the reaction directly and ⌫ characterizes the hidden mechanism which affects the reaction process indirectly. Although introduced in the context of single-molecule reactions, the modulated reaction model is general enough to represent a broad class of kinetic processes with dynamic disorder. In complex chemical processes, chemical reactions are usually modulated by geometric constraints, slow structural relaxation, and hydrogen bonding and network in aqueous systems. In the presence of these slow environmental fluctuations, the competition between the reaction dynamics and the conformational dynamics leads to nonexponential kinetics and memory effects. [23] [24] [25] [26] [27] [28] [29] In a paper titled ''Rate processes with dynamical disorder,'' 42 Zwanzig listed examples of such processes which include self-diffusion in water, gated diffusion, protein dynamics, fluorescence depolarization, dynamical percolation, barrierless relaxation, etc. Essentially, any sequence composed of two distinct measurements can be mapped to two-state kinetics, where the states refer to chemical states, fluorescence states, charge transfer states, binding sites, different modes of hopping, different regions of diffusion, etc.
The modulated reaction model is discussed in details in Refs. 18 and 21. For convenience of further calculations, we summarize these discussions and elaborate on the physical meanings where necessary.
͑1͒ The reversible full reaction in Eq. ͑1͒ can be decomposed into the forward half-reaction described by the survival probability G a (t)ϭexp͓Ϫt(⌫ a ϩK a )͔ and the backward half-reaction by the survival probability G b (t)ϭexp͓Ϫt(⌫ b ϩK b )͔. The Green's function solution to Eq. ͑1͒ can be expanded into a series of half-reactions linked by the forward rate constant matrix K a and the backward rate constant matrix K b . For example, the bright state Green's function associated with the fluorescence correlation function is equivalent to an infinite series of half-reaction sequences
where the dot represents a time convolution. For an ergodic system, the population evolution measured in bulk experiments is equivalent to the summation of all possible sequences of half-reaction events along single-molecule trajectories, and the equilibrium ensemble-averaged quantities in the bulk state can be recovered by averaging along singlemolecule trajectories. ͑2͒ The phenomenological rate constant in chemical kinetics can be interpreted as the inverse of the average lifetime at the bright or dark state, giving
and, similarly, t b ϭ1/k b . In Eq. ͑3͒, F a is the stationary flux defined in Eq. ͑6͒. Evidently, the macroscopic rate constant in phenomenological chemical kinetics is simply an inhomogeneous average of the microscopic reaction rate constants and therefore does not contain any information about dynamic disorder. The ratio of the average forward and backward reaction rate constants satisfies the phenomenological detailed balance relation
where n a ϭ ͚ a and n b ϭ ͚ b are, respectively, the total equilibrium populations in the bright state and in the dark state. In the context of single-molecule measurements, the detailed balance relation in Eq. ͑4͒ is a result of the longtime averaging of the waiting time along single-molecule trajectories, which defines both the average rate constant and the equilibrium distribution. Furthermore, bulk-state relaxation experiments measure the total rate constant k total ϭk a
FIG.
2. An illustration of ͑a͒ the modulated reaction scheme and ͑b͒ the stochastic rate model.
ϩk b , whereas the forward and backward rate constants are obtained through the detailed balance condition in Eq. ͑4͒. In contrast, single-molecule experiments separate the forward and backward half-reactions, and determine the two rate constants from the average on and off times. ͑3͒ The time-independent solution to Eq. ͑1͒ defines the equilibrium distribution, (⌫ a ϩK a ) a ϭK b b and (⌫ b ϩK b ) b ϭK b a , which relate a to b and vice versa. Taking the trace of both sides of the two equations, we obtain the macroscopic detailed balance relationship, n a k a ϭn b k b . The overall balance condition follows directly from the conservation of the flux, but it does not exclude the possibility of a net current circulating around conformational channels. In fact, this kind of net current can lead to the intriguing phenomenon of Brownian ratchets. For example, different modes of diffusion lead to a net motion driven by the coupling of random Brownian motions and chemical reactions. The possibility of a net current can be excluded by equating the microscopic fluxes of the forward and backward reactions
which leads to the equilibrium conformational distribution ⌫ a a ϭ⌫ b b . With the same conformational dynamics for the two states, ⌫ a ϭ⌫ b , we have a ϰ b and K a ϰK b , which are useful for further calculations. ͑4͒ To formulate event-averaged quantities, it is necessary to introduce the stationary occurrence probability flux
where F a is the stationary flux from the bright state to the dark state, and F b is the stationary flux from the dark state to the bright state. It follows that ͚K a a ϭ ͚K b b ϭN Ϫ1 , implying the conservation of the flux. 18 Given the stationary fluxes, we define the distribution function of on-time events as f a (t)ϭ ͚K a G a (t)F a and the joint distribution function of on-off events as f ab (t 2 ,t 1 )ϭ ͚K b G b (t 2 )K a G a (t 1 )F a , which will be evaluated explicitly. These event-averaged quantities cannot be obtained directly from bulk experiments and must be collected along single-molecule trajectories.
III. STOCHASTIC RATE MODEL
As demonstrated in Ref. 21 , given a specific model, the single-molecule quantities can be computed and the features such as the focal time and the echo time can be identified. In this paper, we will show the generality of these features by virtue of the stochastic rate model. The environmental fluctuations introduces a time dependence on the rate constant, which can now be treated as a stochastic variable. Similar to Kubo's stochastic line-shape theory, 30, 31 each realization of the stochastic rate defines a rate process, and single molecular measurements can be obtained by taking a stochastic average of rate fluctuations. The modulated reaction model is analogous to the Schrödinger picture in quantum mechanics, as the occupancy in each conformational channel changes with time but the rate constant for each channel remains constant. The stochastic reaction rate model is analogous to the Heisenberg picture in quantum mechanics, as the rate evolves with time. As illustrated in Fig. 2 , though in different pictures, these two models are equivalent.
To begin, we write the kinetics of the generic modulated reaction model in a compact form
where ⌫ characterizes the conformational dynamics and K characterizes the reaction kinetics. In general, ⌫ can be any dynamic operator ͓e.g., ⌫ϭϪ‫ץ‬ x ‫ץ(‬ x ϩx/) is the FokkerPlanck operator for normal diffusion in a harmonic potential͔, and K can be any form of kinetic processes, including discretized multichannel rate and coordinate-dependent rate. We introduce the stochastic representation for modulated reactions by rewriting the Green's function solution to Eq. ͑7͒ in the interaction picture as
The time-dependent rate is defined through a matrix transformation K(t)ϭe ⌫t Ke Ϫ⌫t so that conformational modulation is incorporated into the time dependence of the rate.
With the time-dependence rate, all single-molecule quantities can be evaluated explicitly in the stochastic rate model. For example, using the identity ͚⌫ a ϭ0, the average survival probability in the bright state can be written as
where the average is taken with respect to the equilibrium conformational distri-
where n ( 1 ,..., n ) is the nth order cumulant function. As a result of the detailed balance condition, ⌫ a a ϭ0, the average rate and correlation functions are stationary. Thus, we have
which is the phenomenological rate constant, and
which rigorously defines the memory function for the stochastic rate. The initial value of the memory function gives the variance of the reactive rate (0)ϭ͗␦k
By truncating the expansion in Eq. ͑9͒ to second order, we obtain the Gaussian stochastic rate model
with M aa (t)ϭ͐ 0
The kinetic problem considered here is more general than conformational kinetics probed by single-molecule fluorescence resonant energy transfer ͑FRET͒ or other related techniques. With these techniques, the decay process is much faster than conformational fluctuations so that the variation of the rate during a single decay event can be ignored. Thus, the single-molecule sequence consists of a large number of forward half-reaction events, where the on-time duration corresponds a specific conformational state, and the evolution of the decay time directly records conformational dynamics. In comparison, for single-molecule kinetics, we have to properly treat the convolution of reaction and modulation, i.e., the time dependence of the rate during a single decay event. Evidently, the reaction limit of our results here will be useful for analyzing FRET. In Appendix A, we discuss the statistics and correlation of FRET measurements and show that the memory function remains a useful tool.
The importance of the memory function in singlemolecule kinetics can be better appreciated by the comparison with the memory function in condensed phase spectroscopy. 30, 31 Stochastic line-shape theory describes stochastic fluctuations of the transition frequency using the energy gap correlation function and thus provides a universal language to unify and quantify different optical spectroscopy measurements. The specific form of the energy gap memory function depends on environmental dynamics and the coupling between the quantum transition and its environment. The evaluation of this phenomenological memory function has motivated microscopic theories of solvation dynamics and solution spectroscopy. In a similar fashion, the introduction of the memory function in this paper provides a unified framework to quantify memory effects in single-molecule kinetics and to explicitly evaluate single-molecule measurements. The memory kernel is the key quantity we extract from single-molecule sequences and use to characterize modulated reactions. For example, in Appendix B, we derive the expression for the two-event distribution function within the framework of the Gaussian stochastic rate approximation. Several forms of the memory function are discussed in the following.
A. Discretized conformational states: Two-channel and multichannel models
The simplest example of modulated reactions is the twoconformational-channel model illustrated in Fig. 1͑a͒ For the forward half-reaction, we have k a ϭ 1 k 1 ϩ 2 k 2 , k d 2 ϭ 1 2 (k 1 Ϫk 2 ) 2 , and
where 1 ϭ␥ 2 /(␥ 1 ϩ␥ 2 ) and 2 ϭ␥ 1 /(␥ 1 ϩ␥ 2 ) are the equilibrium populations of the two conformational channels.
From the memory function, we will be able to determine the total interconversion rate between the two channels. For a multichannel model, we will not be able to find such a simple interpretation for the memory function except for special cases as in Fig. 1͑b͒ . In general, the memory function is a summation of many exponential functions and characterizes the average effects of conformational modulation on the reactive rate process.
B. Continuous conformational states: Coordinate dependence
Our definition of the memory function provides a possible interpretation of the recent finding of stretched exponential relaxation in single-molecule experiments. 43 In a general situation where the rate constant is coupled to a set of conformational degrees of freedom with the coordinate dependence k(x), the memory function becomes
where k ()ϭ͐k(y)exp(iy)dy is the Fourier transform of the rate function k(x) and the stochastic average is carried out with respect to the conformational dynamics of y(t). Assuming a Gaussian stochastic process for the conformational coordinate Eq. ͑14͒ can be evaluated with the second-order cumulant expansion. This expression incorporates a large class of modulated rate processes and leads to a stretched exponential with a proper choice of the coordinate dependence in the rate function.
C. Long-time behavior
We note that the memory function measures modulating effects of environments on two-state kinetics, but does not directly probe environmental fluctuations. Nevertheless, the asymptotic behavior of the memory function reveals the nature of the long-time relaxation of environmental fluctuations. To demonstrate this, we expand conformational fluctuations as G(t)ϭ͉ n ͘E n (t)͗ n ͉ where the eigenstates satisfy ͗ n ͉ m ͘ϭ␦ nm , and E n (t) is the characteristic function for the nth eigenstate. In order words, n (x) are the normal modes of conformational fluctuations. In this basis set, we expand the rate constant as k(x)ϭ ͚c n n (x) so that ͗k(x)͘ϭc 0 , and
The smallest nonzero eigenvalue has the slowest decay and thus dominates the asymptotic behavior, i.e.,
which directly probes the fundamental mode of conformational fluctuations. As an important example, we demonstrate this aspect of the memory kernel using the example of subdiffusive environments.
D. Memory function for subdiffusive environments
To illustrate the generality of memory effects, we hereby consider a single-molecule experiment in a disordered medium where the conformational dynamics is modeled by subdiffusive motion in a harmonic potential. Subdiffusive transport is widely observed in diverse fields, including charge transport in amorphous semiconductors, Nuclear magnetic resonance diffusometry in disordered materials, and bead dynamics in polymer networks. Metzler, Barkai, and Klafter proposed a generalized fractional Fokker-Planck equation for anomalous diffusion, and later justified the approach from a continuous time random walk model. 44 Unlike linear Brownian motion in the diffusive regime, the mean square displacement in the free subdiffusive space follows
where K ␥ is the generalized diffusion coefficient, and the Stokes-Einstein relation is generalized as
where ␥ is the generalized friction coefficient. The subdiffusive motion in a potential is described by the corresponding Fokker-Planck operator ϪL FP ϭ‫ץ‬ x ͓VЈ(x)/m ␥ ͔ ϩK ␥ ‫ץ‬ x 2 . In a harmonic potential, V(x)ϭm 2 x 2 /2, the Green's function for the subdiffusive motion is
where the characteristic time unit is defined by 
In the long time limit, the memory function of the fluctuating rate (t) follows a power law decay according to the properties of the Mittag-Leffler function.
As a special case, we assume a quadratic form of the coordinate dependence, i.e., k(x)ϭx 2 , so that the correlation function of the stochastic rate is given by (t) ϭ(0)E ␥ (Ϫ2 t ␥ ). In the short time regime, when tӶ,
is a stretched exponential; while in the long time regime, t ӷ,
is a power law decay. Numerical calculations of E ␥ (Ϫ2 t ␥ ) are shown in Fig. 3 for different values of ␥. As ␥ approaches 1, the Mittag-Leffler function becomes close to a single exponential function; while for small ␥, it clearly deviates from exponential decay and shows the power-law behavior in the long time regime.
IV. ON-TIME CORRELATION FUNCTION
One direct measure of the memory function is the ontime correlation function illustrated in Fig. 4 , which was first used in Xie's experiment as a measure of memory effects. With the introduction of the stochastic rate model and memory function, we are now able to explicitly show the relation between the memory function and the on-time correlation function. Here, this relationship is proved within the slow modulation limit and the small variance limit. Though both are derived for the small variance limit, the first proof invokes the second cumulant approximation but does not require the slow modulation assumption; and the second proof does not involve any assumptions about the convergence of the memory function but requires the slow modulation assumption.
A. Second cumulant expansion
The on-time correlation function is defined as
is similar to exponential decay; while for small ␥, it deviates from exponential decay and exhibits stretched exponential in the short time regime and power-law behavior in the long time regime .   FIG. 4 . Two on-time events separated by n off-events along a typical singlemolecule trajectory. which is the cross-correlation function of two on-time events separated by n off-events. From Eq. ͑5͒ of Ref. 18 , the joint probability distribution is given as
so that
Here, the stochastic average is defined as ͗A͘ϭ͚A a / ͚ a . To evaluate the on-time correlation function, we introduce a generating function H(x) ϭ ͚ nϭ0 ϱ t 1 t nϩ1 x n , where the nϭ0 term is included for convenience and xр1 is assumed for convergence. Thus, we have
where the resummation similar to Eq. ͑2͒ is used. As illustrated in Fig. 5 , the Green's function G aa (t,x) corresponds to the following kinetics:
which describes the forward reaction with rate xK a , the backward reaction with rate K b , and the population depletion at the bright state with rate (1Ϫx)K a . For symmetric reactions with K a ϭK b ϭK, Eq. ͑26͒ is solved explicitly for a stochastic rate process K(t), giving
where the second cumulant truncation is applied and M (t) is given as M (t)ϭ͐ 0 t ()(tϪ)d. Under the small variance condition, Eq. ͑27͒ is expanded to the leading order of M (t), giving
This closed-form expression is then used to generate the moment in order of x n , leading to k 2 H(x)ϭ ͚x n ͓1ϩI 2n ϩI 2nϪ2 Ϫ2I 2nϪ1 ͔ where I m ϭ͐ 0 ϱ dM ()(k) m e Ϫkt /m!. Assuming that the memory function of the rate varies much slower than the rate process, the integral of M () can be approximated by the value of the first moment t m ϭ(m ϩ1)/k, that is I m ϷM (t m ). Then, the difference function becomes
where the continuous limit is taken under the slow relaxation assumption. Combining Eqs. ͑22͒-͑29͒, we finally arrive at an approximate expression
indicating that the on-time correlation function is proportional to the memory function of the rate at the discrete time separation. The number of off-events in Cor(n) is translated into the average time separation between two events in (t). For asymmetric reactions, Eq. ͑30͒ can be generalized to Cor(n)ϭ(n/k f ϩn/k b )/(0), with the effective time separation t eff ϭn/k f ϩn/k b . Although the final result in Eq. ͑30͒ is obtained approximately under the slow modulation limit, Eq. ͑29͒ is derived without this approximation and is therefore more general. The generating function in Eq. ͑25͒ can be evaluated explicitly for the symmetric two-channel model illustrated in Fig. 1͑a͒, giving H͑x ͒ϭ
where kϭ(k 1 ϩk 2 )/2 and k d ϭ(k 1 Ϫk 2 )/2. Expansion of the above-given expression in terms of x results in
where the approximation is introduced for k d Ӷk. In the slow relaxation limit, Eq. ͑32͒ reduces to Cor(n)Ϸexp(Ϫ4␥/k) ϭexp(Ϫ2␥t eff ), which agrees with the memory function for the two-channel model (t)ϭ(0)exp(Ϫ2␥t).
B. Slow modulation limit
When conformational kinetics is much slower than reaction kinetics, each event can be approximated by a Poisson process with a probability to jump from one channel to another. Since the on-time duration measures the rate constant for one event within this approximation, the on-time correlation function directly measures the correlation of the reaction rate. This simple reasoning leads to the following derivation.
For Eq. ͑7͒ in Ref. 21 , the on-time correlation function t 1 t nϩ1 is given by
where t 1 and t nϩ1 are the time durations for the two on-time events separated by n off-time events. For simplicity, we consider the case when ⌫ a ϭ⌫ b ϭ⌫ such that the equilibrium distribution satisfies ⌫ a ϭ⌫ b ϭ0. Under this condition, two rate matrices K a and K b are proportional to each other 21 and we have (K a ϩ⌫) (Ϫ1) a ϭK a (Ϫ1) a . Second-order expansion in terms of ␦K a ϭK a Ϫk a leads to
and a similar expression for K a (K a ϩ⌫) (Ϫ1) . In the slow modulation limit, when the eigenvalues of ⌫ are much smaller than k a , Eq. ͑33͒ can be evaluated with above-given approximations to give
where (t)ϭ͗␦K a G(t)␦K a ͘ is the memory function for rate fluctuations, and only the leading order correlation of ␦K is retained approximately. Thus, the cross-correlation function of two on-time events separated by n off-time events is related to (t) as
with t eff ϭn/k a ϩn/k b . In conclusion, in the slow modulation limit, the on-time correlation function is proportional to the memory function of rate fluctuations due to conformational dynamics.
C. Examples
As a numerical example, we study the linear threechannel model illustrated in Fig. 1͑b͒ with
which has a memory function (t)ϭk d 2 exp(Ϫ␥t). The conformational dynamics are the same for the two states, and the equilibrium coefficient is the ratio between the backward and forward rate constants. We first consider a symmetric reaction with ϭ1.0. In Fig. 6 , Cor(n) is plotted for the three-conformational-channel model defined in Eq. ͑9͒ with several values of k d but with fixed k and ␥. Evidently, the equivalence relation is approximately obeyed and the deviation from the theoretical prediction increases with the variance. In Fig. 7 , the on-time correlation function is plotted for the same values of k and k d but for three different values of ␥. The agreement between the discrete Cor(n) and the memory function exp(Ϫ2␥n/k) is reasonably accurate and improves as ␥ decreases. As an example of the asymmetric reaction, we take the ratio between the forward and backward rate constants as ϭ2.0. The on-time correlation function of the asymmetric linear three-channel model is plotted in Fig. 8 and is compared favorably with the memory function.
V. TWO-EVENT NUMBER DENSITY
Time trajectories in single-molecule experiments provide detailed records of single-molecule events; therefore, statistical analysis of single-molecule trajectories can provide rich information of conformational dynamics. In addition to the on-time correlation function, we introduce here a new singlemolecule measurement: the number density of singlemolecule sequences. In a special experimental setup, short laser pulses are constantly applied on the reactant at a very high frequency so that the single reactive system is quickly pumped back to the bright state once oxidized to the dark state. As a result, a trajectory of on events are collected with instantaneous interuptions of dark events. Figure 9 illustrates a typical trajectory with a sequence of length t. The number density of on-time events is the probability distribution function of two events along a single-molecule sequence as a function of their time separation t regardless of the number of events in between. Here, a sequence is defined from the beginning of one event to the end of the same or another event. The two-event number density thus defined will be shown to be proportional to the memory function of the stochastic rate. The reaction from the bright state to the dark state is denoted by the rate operator K, the conformational dynamics is governed by the operator ⌫, and the stationary population distribution satisfies ⌫ϭ0. The number density N(t) with the time duration t is formulated in Laplace space as
where kϭ͗K͘ is the average rate and ␦KϭKϪk is the fluctuation of the rate. Thus, in the time domain, we have
where (t)ϭ͗␦K exp͓Ϫ⌫t͔␦K͘ is the memory function of the stochastic rate. It is important to note that the abovegiven relation is obtained without any approximation and thus provides an exact relation between the two-event number density N(t) and the memory function (t) under this experimental setup. A related but approximate relation is discussed in Appendix C.
Similar quantities are defined in single-molecule experiments with both on and off times, as illustrated in Fig. 10 . For simplicity, we consider the case with the same conformational dynamics for both bright and dark states, and assume detailed balance condition ⌫ a ϭ⌫ b ϭ0. Under this condition, K a and K b must be proportional to each other in order to exclude nonstationary effects or net current among different conformational channels. Then, N aa (t) in Laplace space is where k a ϭ͗K a ͘ and k b ϭ͗K b ͘ are the average forward and backward rates. In the slow modulation limit, when the characteristic time in ⌫ is much greater than 1/k a and 1/k b , we have
where K a ϰK b is applied and ⌫ is ignored due to the separation of conformational and reaction time scales. Combining the above two equations, we have
or, in the time domain,
where aa (t)ϭ͗␦K a exp͓Ϫ⌫t͔␦K a ͘ is the memory function of the stochastic rate.
The central result of this section, Eqs. ͑40͒ and ͑43͒, leads to several observations: ͑1͒ In a Poisson process, there is no memory, i.e., (t) ϭ0 and ␦K a ϭ␦K b ϭ0, the number density N aa (t) is given by the Eq. ͑43͒ as
which decays to the constant plateau k a k b /(k a ϩk b ) in the long time limit. ͑2͒ With a separation of time scales implied by the slow modulation condition, the initial fast decay of the number density is followed by the slow decay. The plateau value of the slow decay in the number density is the constant for the Poisson process: lim t→ϱ N aa (t)ϭk a k b /(k a ϩk b ). Hence, the slow decay to this constant allows us to map out the memory function
which is more accurate than the on-time correlation function. ͑3͒ In the short time limit, the rate fluctuates on a time scale much greater than the measurement time t under the slow modulation condition so that each reaction channel evolves independently. As a result, the short time limit in Eq. ͑43͒ is equivalent to the inhomogenous evarage of the number density associated with each reaction channel.
͑4͒ In the limit of k b →ϱ, N aa (t)→k a ͓1ϩ aa (t)/k a 2 ͔ recovers exactly the previous result in Eq. ͑39͒ when laser pulses constantly pump the single molecule from the dark state back to the bright state.
Following the same derivation, N bb (t), N ba (t), and N ab (t) can be obtained as
͑47͒
Note that N ab (t)ϭN ba (t) reflects the time reversal symmetry in the counting. From Eq. ͑47͒, the short time limit of N ab (t) equals zero, which is due to the zero probability for finding a zero length duration starting with an on-time event and ending with an off-time event. In contrast, the initial value of the on-on number density is N aa (0)ϭ͗K a 2 ͘/k a , which is proportional to the mean square of the forward rate.
As a numerical example, we calculate the quantities N aa (t) and aa (t) for the linear three-channel model as we used for Cor(n) with K b ϭK a . Under these parameters, the memory function aa (t)/k a 2 ϭk d 2 exp(Ϫ␥t)/k 2 , and k a k b /(k a ϩk b )ϭk/(ϩ1). The approximate expression in Eq. ͑43͒ and the exact expression in Eq. ͑40͒ are calculated and compared in Fig. 11͑a͒ for the short time regime and in Fig. 11͑b͒ for the long time regime, respectively. As shown in the figures, N aa (t) calculated with Eq. ͑40͒ decays sharply within a short time scale. The initial value of N aa (t) can be deduced from Eq. ͑43͒ in the limit t→0, giving N aa (t→0)
, which agrees well with the calculated value. The predictions from Eq. ͑43͒ fit the curve of the N aa (t) from Eq. ͑40͒ over a wide range of time scales. Similar observation can be made for N ab (t) in Fig. 12 , which has a zero initial value. The only difference is that the initial value of N ab is zero, because the on-off sequence involves at least one on event and one off event.
VI. CONCLUSION
In summary, we have rigorously established the stochastic rate approach in the interaction representation of the modulated reaction model. The cross correlation of the stochastic rate defines the memory function and characterizes the rate process. The memory function can be decomposed into the normal modes of conformational fluctuations and directly probes the fundamental mode of environments in the long time limit.
Within this formalism, we study two direct singlemolecule measurements of the memory function of the fluctuating rate. The correlation of two on-time events separated by a given number of off events is shown to be proportional to the memory function evaluated at the discretized average time separation between the two on-time events. The relaxation to the asympototic value of the two-event number den- FIG. 11 . Comparison between N aa (t) from Eqs. ͑40͒ and ͑43͒ for a linear three-channel reaction with kϭ3.0, k d ϭ1/ͱ6, ␥ϭ0.1, and ϭ2.0. ͑a͒ The short-time approximation N aa (t) given in Eq. ͑43͒ agrees well with the result calculated from Eq. ͑40͒ in the short time regime. ͑b͒ The long-time approximation N aa (t) given in Eq. ͑43͒ agrees with the result from Eq. ͑40͒ over a wide range of time scales except for the short short time period.
FIG. 12. Density probability distribution function of on-off sequence N ab (t) for the same model used in Fig. 11 . ͑a͒ The short-time approximation N ab (t) given in Eq. ͑47͒ agrees well with the exact result in the short time regime. ͑b͒ The long-time approximation N ab (t) given in Eq. ͑47͒ agrees with the exact result over a wide range of time scales except for the short short time period.
sity is shown to be proportional to the memory function, thus allowing us to obtain the memory function over the complete time domain except for the initial time. The on-time correlation function has been used in analyzing single-molecule data, whereas the number density proposed here is a new quantity that has not been used yet. The same formalism also leads to the explicit derivation of the echo in the two-event joint probability distribution function ͑see Appendix A͒. The three complementary measurements ͑two-event echo, ontime correlation, and number density͒ are experimentally feasible and will help to quantify conformational dynamics in single-molecule kinetics. and a minimum at the focal time, which is half the echo time, 2t f ϭt e . The difference function also has a minimum along the t 1 axis and the t 2 axis at the focal time t e . The small variance expansion implies that the echo amplitude is proportional to the variance of the reaction rate. These features have been confirmed in Ref. 21 with an extensive calculation of multiple channel models and the continuous diffusion controlled reaction model. The prediction of the focal time in the single-event distribution function and of the recurrent behavior in the two-event distribution function helps reveal the nature of conformational landscapes. Similar to the photon echo phenomenon, the recurrence can be understood as the echo signal due to the inhomogeneous distribution of environments, and the conformational modulation can be understood as dephasing. 21 Analogous to motional narrowing, in the fast modulation limit, the echo signal vanishes, and the single exponential law is recovered. The height of the echo signal and its position vary with the modulation rate and can be a sensitive probe of the dynamics disorder resulting from conformational fluctuations.
