In this article we introduce the notion of interval quantile inde-6 pendence which generalizes the notions of statistical independence 7 and quantile independence. We suggest an index to measure and test 
117
This paper is organized as follows. In Section 2 we introduce the concept 118 of interval quantile independence and propose an index to measure the de-119 parture from interval quantile independence. The theoretical properties of 120 our proposed index are also studied under both the population and sample 121 levels. We also demonstrate the theoretical properties through numerical 122 studies. In Section 3 we generalize the application of our proposed index 123 to feature screening for ultrahigh dimensional data. We conclude this paper We assume throughout that Q Y 1 |Y 2 (τ 1 ) is uniquely defined as a function of 133 τ 1 for each y 2 ∈ Ω 2 . Let " ⇔ " stand for "is equivalent to", " 2.2. The rationale. We start with the test for quantile independence.
145
Suppose for now we aim to test H 0 : Q Y 1 |Y 2 (τ 1 ) = Q Y 1 (τ 1 ) for a single τ 1 ∈
146
(0, 1), versus H 1 : otherwise. It follows from the uniqueness of Q Y 1 |Y 2 (τ ) for each y 2 ∈ Ω 2 that 148
), I(Y 2 ≤ y 2 )} = 0, for all y 2 ∈ Ω 2 .
150
⇔ Ω 2 cov 2 {I(Y 1 ≤ Q Y 1 (τ 1 )), I(Y 2 ≤ y 2 )} τ 1 (1 − τ 1 )F 2 (y 2 ){1 − F 2 (y 2 )} dy 2 = 0.
The first equivalency follows from the definition and the uniqueness of cov 2 {I(Y 1 ≤ Q Y 1 (τ 1 )), I(Y 2 ≤ y 2 )} τ 1 (1 − τ 1 )F 2 (y 2 ){1 − F 2 (y 2 )} dy 2
and f 2 (y 2 ) > 0 for all y 2 ∈ Ω 2 . This immediately entails the last equiva-159 lency. The denominators in the last two equivalencies are used to rescale the 160 integrand to be not greater than one.
161
The above discussion motivates us to define the following index to measure 162 and test the interval quantile independence between Y 1 and Y 2 . Specifically,
163
we let I k s be two subsets of (0, 1), namely, I k ⊆ (0, 1), I k can be a singleton, 164 say, I k = {τ k }. We define the following index to measure and test H 0 in (1.1), 165 q(Y 1 , Y 2 ; I 1 , I 2 ) (2.1) and our proposed index requires that both Y 1 and Y 2 be univariate.
177
We first present some properties of q(Y 1 , Y 2 ; I 1 , I 2 ) at the population level. 
201
How to choose the probability measures µ k s depends on the intervals 202 I k s. We require throughout that 
, and
In the reduces to the following simple form:
The third property in Proposition 1 shows that, 
1, then our proposed index has an equivalent form of 
which motivates us to estimate
where
Because F n,k (Y k ) is a step function, the numerator of the integrand remains
proximation is straightforward. In particular,
250
Note that the integrals
have closed forms for µ k being either a counting or a Lebesgue measure. For
253
If µ k is a counting measure, say,
.
255
To avoid potential ambiguity in practice, we define log(0) = 0 and 1/0 = 0. 
where σ 2 def = 4 var(Z) and Z is defined in (S1.5).
2. If H 0 in (1.1) is true, then q(Y 1 , Y 2 ; I 1 , I 2 ) = 0, and
266
where B(τ 1 , τ 2 ) is a separable Gaussian process depending on (τ 1 , τ 2 )
The loadings λ j s are eigenvalues defined in (S1.7) which depend on
270
(I 1 , I 2 ) rather than the joint distribution of (Y 1 , Y 2 ), and χ 2 j (1)s are 271 independent chi-square random variables with one degree of freedom.
272
We remark on the boundedness assumption on f k {Q Y k (τ k )}. We assume 
are monotonically increasing, we can replace
In addition, we require that the boundedness as-287 sumption hold uniformly for τ k ∈ I k only. Therefore, the condition on f k is 288 regarded as reasonable and acceptable in the present context.
289
Given a random sample of size n from a bivariate population, our test for
290
(1.1) can be carried out as follows:
where the critical value at the significance level α, c α , is defined as the upper 
where Φ is the cumulative distribution function of N (0, 1). Apparently, β n → 298 1 as n → ∞, indicating that our test for (1.1) is consistent.
299
How to decide a critical value c α is nontrivial. Suppose I 1 = {τ 1 } and
300
I 2 = (0, 1), µ 1 (τ ) = I(τ ≥ τ 1 ) and µ 2 (τ ) = τ . Accordingly, dµ 1 (τ )/dτ = 301 I(τ = τ 1 ) and dµ 2 (τ ) = dτ . Following [1] and [4], we can show that
303
The limiting distribution can be approximated with
,
305
for a sufficiently large N . Suppose
Accordingly, dµ k (τ ) = dτ . Following [1] and [4], we can also show that
where χ 2 ij (1)s are independent chi-square random variables with one degree 309 of freedom. This limit distribution can also be approximated with
Because the asymptotic distributions are approximately tractable, the crit- In general, we suggest a simulation-based procedure to decide c α . Theorem 
329
Theorem 2 establishes the consistency of this simulation-based procedure.
330
Theorem 2. Under the conditions of Theorem 1, it follows that
where B(τ 1 , τ 2 ) is defined in Theorem 1. The density functions of n q(Y1, Y2; {0.5}, (0, 1)) for two simulated models: Y1 = exp(Y2)ε and Y1 = |Y2|ε, where Y1 and ε are independent and standard normal. We also present the density function of n q(Y1, Y2; {0.5}, (0, 1)) when Y1 and Y2 are independent and uniformly distributed.
To illustrate the appealing distribution-free property of our proposed test, that our proposed test is indeed distribution-free.
340
We consider three additional toy examples. In the first example, 
by F k|l (y k | y l ), with the following Nadaraya-Watson kernel estimate,
where 
We replace all 360 unknowns in Z i defined in (S1.5) with their respective estimates. This gives
By noting that F n,k , F n,1,2 and F k|l are all step functions, we evaluate the 368 integrals using the same ideas as we used to estimate q(Y 1 , Y 2 ; I 1 , I 2 ). The 369 estimator of σ 2 is given by
The following theorem establishes the consistency of σ 2 .
Theorem 3. In addition to the conditions in Theorem 1, we assume that
denoted by f k|l , and the first derivative of F k|l (y k | y l ) with respect to y l , 375 denoted by F k|l (y k | y l ), k = l, are all Lipschitz continuous uniformly, i.e.,
376
there exists a positive constant C such that
380
In addition, we assume that the kernel K is a probability density function,
381
K is symmetric and Lipschitz continuous, and has a compact support. We
384
Theorem 2 ensures that, the asymptotic null distribution can be well 
402
Next we consider local alternatives of the following form:
Taking derivative on both sides of (2.6) with respect to τ 2 , we obtain that
407
It follows from Taylor expansion that
o(n −1/2 ). Therefore, the local alternative (2.6) implies that
for (τ 1 , τ 2 ) ∈ I 1 ⊗ I 2 , which seems to match the hypotheses in ( 
where B(τ 1 , τ 2 ) is defined in Theorem 1. 
421
Example 1: A Simulation Study We consider three simulated models: 
476
The above discussion also motivates us to expect a test which is consis- Table 2 shows that 500 q(Y 1 , Y 2 ; (0, 1), I 2 ) is concentrated at I 2 = (0.2, 0.9), which corresponds to 501 age ranging from 36 to 64, and decreases significantly on either side. This ap-502 parently indicates that the aging effect is much more significant for middle-503 aged people than for both young and old people.
504
We use the simulation-based approach introduced in Section 2.3 to test p-values are less than 10 −3 , which strikes the chord with common knowledge 507 that hypertersion is age related. Table 2 charts the estimates of σ 2 given 508 by (2.5). It can be seen from Table 2 that σ 2 for I 2 = (0.2, 0.9) is also 509 comparatively larger than that for I 2 = (0, 0.1) or I 2 = (0.9, 1), indicating 510 that the aging effect for middle-aged people is also more diversified than for 511 both young and old people.
512
Example 3: The Happiness Study Can money buy us happiness? Would 513 more money really make us happier? These interesting questions fascinate Table 1 The empirical size and power of the Kendall's rank test, the rank-based distance correlation test, the linear quantile correlation test (qcorr τ 1 (Y1 | Y2)), the martingale difference correlation test for quantile dependence (MDCτ 1 (Y1 | Y2) ) and our proposed test q(Y1, Y2; I1, I2) for models (2.7)-(2.9) at the significance level 0.05. Table 3 The p-values of the interval quantile independence tests using n q(Y1, Y2; (0, 1), I2) for different I2.
I 2 (0, 1) (0.1, 1) (0.2, 1) (0.3, 1) (0.4, 1) (0.5, 1) (0.6, 1) rural < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 urban < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 I 2 (0.7, 1) (0.8, 1) (0.9, 1) (0.95, 1) (0.99, 1) (0.995, 1) rural < 0.001 < 0.001 < 0.001 < 0.001 0.025 0.156 urban < 0.001 < 0.001 < 0.001 < 0.001 0.018 0.057
T is an ultrahigh dimensional covariate vector. We assume 544 that the covariate dimension p is much larger than the sample size n. With a 545 sample of size n, denoted by {(x i , Y i ), i = 1, . . . , n}, we aim to identify which 546 covariates are predictive for some quantile levels of the response variable Y .
547
Denote A the indices of the important covariates, namely, A def = {k : The
We propose the following screening procedure to remove as many unim-551 portant covariates as possible. We calculate q(Y, X k ; I 1 , I 2 ) for each covari- 
where c 1 and c 2 will be defined shortly.
562
Theorem 5. Assume the conditions in Theorem 1 hold. For any 0 < 563 t ≤ 1/2, there exist positive constants c 1 and c 2 such that, as n → ∞,
565
If we further assume (3.1) holds, then
Assumption (3.1) allows that the marginal signal strength of the important 568 covariates, which is quantified by q(Y, X k ; I 1 , I 2 ), shrinks to zero at a certain 569 rate. It also requires that those signals be strong enough to be detectable.
570
This is a key assumption to ensure our proposed screening procedure to have trate the finite-sample performance of this screening procedure. Consider
T is generated from a mixture of multivariate 579 normal population with mean zero and covariance matrix Σ = 0.9 |k−k | p×p 580 with probability 0.9 and standard Cauchy distribution with probability 0.1,
581
and ε i is drawn from (i) standard normal and (ii) standard Cauchy distri-582 bution. In this example, the active covariate set A = {1, 2, 3, 4, 5}. We set 583 n = 200 and p = 5000 in our simulations.
584
We consider four choices for (I 1 , I 2 ) in q(Y, X k ; I 1 , I 2 ) to perform screen- 
596
We evaluate the performance of independence screening procedures using 597 the following three criteria [19, 27] . is to one, the better performance the corresponding screening proce-608 dure has. We report this empirical selection probability P A for each 609 screening procedure out of 1000 replications. ing procedure is able to identify X k as an important covariate, it is 613 reasonable to expect that P S will be close to one for this covariate.
614
We report this empirical selection probability P S for each screening 615 procedure and each important covariate out of 1000 replications. 
650
There is another closely relevant measure which can also be used to quan-651 tify the degree of quantile dependence. It is defined as 
659
Thus, we advocate using our proposed index defined in (2.1).
660
The distance correlation can be used to characterize statistical indepen- is that Q Y 1 |Y 2 =Q Y 2 (τ 2 ) (τ 1 ) = Q Y 1 (τ 1 ), for (τ 1 , τ 2 ) ∈ I 1 ⊗ I 2 , which completes 689 the " ⇒ " part.
690
Now we turn to the " ⇐ " part. That Q Y 1 |Y 2 =Q Y 2 (τ 2 ) (τ 1 ) = Q Y 1 (τ 1 ) yields
691
immediately that pr{Y 1 ≤ Q Y 1 (τ 1 ) | Y 2 = Q Y 2 (τ 2 )} = τ 1 for (τ 1 , τ 2 ) ∈ I 1 ⊗I 2 .
692
Consequently,
This completes the proof of the " ⇐ " part.
696
(ii) To prove the first part, it suffices to prove the special case I 1 = {τ 1 } 697 because the integrand is nonnegative. We note that 
699
Therefore, the first part is proven through the uniqueness of Q Y 2 |Y 1 (τ 1 ).
700
We are in the position to prove the second part. Note that is zero. The second equivalency follows from the arbitratiness of τ k ∈ (0, 1).
705
The right hand of the above display entails that Y 1 and Y 2 are independent.
(iii) Using the fact both m 1 and m 2 are strictly increasing functions, we
, which yields that q(Y 1 , Y 2 ; I 1 , I 2 ) = q(m 1 (Y 1 ), m 2 (Y 2 ); I 1 , I 2 ).
