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Chapter 1
Introduction
1.1 Liquid Crystals
Liquid crystals are a thermodynamic stable phase of matter with properties in-
termediate between that of a liquid and that of a crystal. In particular, they are
characterized by the anisotropy of electrical, optical and mechanical properties, like
the crystalline solids, without the existence of a three-dimensional crystal lattice, like
the isotropic liquids [1–3]. Crystalline solids have positional and orientational order,
while conventional liquids have neither. A liquid crystal (LC), on the other hand,
might have no positional order, but some orientational order. A given molecule’s
orientation is not constant, and all the LC molecules, called mesogens, do not point
in exactly the same direction, meaning that although there is an average order,
the mesogens are constantly flowing and moving, changing position and orientation.
The orientational order gives, however, different optical, dielectric, magnetic and
mechanical properties in different directions, i.e. the material is anisotropic.
Depending upon the molecular organization, in terms of positional and orien-
tational order of the LC molecules, one can distinguish the various liquid crystal
phases.
1. Nematic phase
Nematic LC have long-range orientational order but no long-range positional
order. The mesogens tend, on average, to orient along a preferred direction,
called director, essentially expressing the molecular anisotropy as a phase
anisotropy. Figure 1.1 shows conceptually what the molecular organization
of a nematic LC is like: the mesogens, schematically represented as ellipsoids
reflecting their typical rod-like shape, point vertically along the director (n)
but are arranged with no particular order.
2. Smectic phase
Smectic phases have orientational order and some degree of positional order.
They are distinguished by a layered structure which is periodic in one dimen-
sion. On the basis of the molecular organization within each layer, we can
identify families of smectics with different structures. In the smectic A phase,
the mesogen preferred direction is on average perpendicular to the layer and
3
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n
Figure 1.1: Molecular organization of a nematic liquid crystal. The mesogens
molecules are on average parallel one to each other and they tend to align with
respect to a preferred direction (n), called the director.
there is no positional order in the plane itself (Figure 1.2 (a)); smectic B
phases are characterized by an additional hexagonal order within the layers;
the smectic C (Figure 1.2 (b)) phase corresponds to a tilted version of smectic
A, with the director forming an angle, called the tilt angle, with respect to the
layer normal.
(a) (b)
n
na
Figure 1.2: Molecular organization of (a) smectic A phase with every layer lying
perpendicular to the director (n) and (b) smectic C phase with the director (n)
tilted with respect to the layer normal (a).
3. Cholesteric phase
Chiral liquid crystal molecules lead to chiral phases in which the director twists
as it progresses through the phase. The chiral nematic phase is also called the
cholesteric phase, since it was first discovered in cholesterols. The structure
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of a cholesteric phase is shown in Figure 1.3 (a), where the different nematic
layers have been coloured differently so as to differentiate them. The twist-
ing of the nematic director from layer to layer is clearly shown in Figure 1.3 (b).
(a) (b)
Figure 1.3: (a) Molecular organization of a cholesteric phase and (b) the chiral
twisting of the director.
The liquid crystal phases generally lie in the temperature range between the solid
and isotropic liquid phase, hence the term mesophases. Furthermore, LCs come in
two basic classifications:
1. Thermotropics
The phase transitions of thermotropic LCs depend on the temperature. As
shown in Figure 1.4 (a), by heating a crystalline solid, a liquid crystal phase
can be obtained at the melting point. Many thermotropic LCs exhibit a vari-
ety of phases as temperature is changed. For instance, a particular mesogen
may exhibit various smectic and nematic phases as temperature is increased.
Finally, at even higher temperature, the thermal motion destroys the ordering
of the LC phase leading to an isotropic liquid phase.
2. Lyotropics
These mesophases can be obtained by mixing various components (usually
amphiphilic molecules and water) in a suitable concentration range, therefore
the phase transformation depends on temperature as well as composition.
The molecules that can make up lyotropic phases are surfactants consisting
of a polar head, often ionic, and a nonpolar tail, often hydrocarbon. To bet-
ter understand how the molecular organization changes as the temperature
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and the concentration are varied, let us consider the generic phase diagram
reported in Figure 1.4 (b). At low concentration the surfactant is randomly
distributed throughout the solvent, while as the concentration increases the
molecules take on different arrangements or phases. They first begin to ar-
range themselves in hollow spheres, rods, and disks called micelles. Increasing
the surfactant concentration, the micelles tend, in turn, to arrange themselves
into loose patterns: rod-shaped micelles often give rise to hexagonal arrays
made out of six rods grouped around a central one (hexagonal LC). At even
higher concentrations the molecules move into another liquid crystalline phase,
the lyotropic LC bilayer.
(a) (b)
Figure 1.4: Phase transitions of (a) thermotropic and (b) lyotropic liquid crystals.
Liquid crystals (LCs) are unique materials that show such characteristic prop-
erties as a self-organizing nature, fluidity with long-range order, cooperative mo-
tion, anisotropy in various physical properties (optical, electrical and magnetic) and
alignment change due to external fields at surfaces and interfaces. Because of their
peculiar properties, LCs are nowadays successfully used in many technological ap-
plications.
The nematics find wide use in displays. In a typical device, a ”twisted nematic
cell” (Figure 1.5), a thin film of a LC mixture, which is twisted through 90◦, is con-
tained between two glass plates. Polarization filters are applied on the exteriors of
the plates. Inside the plates are color filters, transparent electrodes, and orientation
layers to produce the twist. With no voltage applied and the polarizers attached with
their polarization axes mutually perpendicular, the cell appears bright: the twisted
phase reorients the light that has passed through the first polarizer, allowing it to
be transmitted through the second polarizer and reflected back to the observer. If a
voltage, slightly greater than the threshold value, is applied, the twisted structure
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of the liquid crystal molecules will be destroyed since they will turn perpendicularly
to the glass plates. In this aligned state, the mesogens do not reorient light, so
the light polarized at the first polarizer is absorbed at the second polarizer, and
the entire device appears dark. In this way, the electric field can be used to make
a pixel switch between clear or dark on command and an image is formed on the
display. Since very little current flows in these cells, this type of display is extremely
energy-efficient.
Figure 1.5: Example of technological application in the field of liquid crystals:
scheme of a twisted nematic cell.
Thermotropic chiral LCs whose pitch (Figure 1.3 (b)) varies strongly with tem-
perature can be used as thermometers, as shown in Figure 1.6, since the color of the
material will change as the pitch is changed.
Other liquid crystal materials change color when stretched or stressed. Thus,
liquid crystal sheets are often used in industry to look for hot spots, map heat flow,
measure stress distribution patterns, and so on. In the next future it is expected
that LCs could be used in microelectronics (organic transistors, molecular electric
cables, optical computers), nonlinear optics (wave guides) and eventually decorative
and visual arts.
Figure 1.6: Example of technological application in the field of liquid crystals: pic-
ture of a cholesteric thermoeter.
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1.2 Order Parameter
As previously mentioned, the anisotropy observed in the properties of LC mate-
rials is due to the arrangement of the mesogens, in other words to the orientational
order. While in Section 1.1 the qualitative description of the order in the various
mesophases has been given, here the quantitative analysis of the orientational order,
through the definition of the order parameter, is presented.
The probability of finding a mesogen at a particular orientation ω with respect to
the director n can be described through the Euler angles α, β, γ (see Appendix A) [4]:
P (ω) = P (α, β, γ) (1.1)
If we restrict our discussion to mesogens having rod-like shape, then the probability
P (ω) depends only on α and β angles:
P (ω) = P (α, β)/2pi (1.2)
Let us assume the Z axis of the laboratory frame is parallel to the director n, then:
P (ω) = P (β)/2pi (1.3)
In addition, for uniaxial phases:
P (β) = P (pi − β) (1.4)
The distribution function which describes the angular orientation of the LC
molecules is generally unknown, but it can be approximated by a series expansion
whose basis set functions are the Legendre polynomials PL(cosβ):
P1(cosβ) = cosβ
P2(cosβ) =
3
2
cos2β − 1
2
P3(cosβ) =
5
2
cos3β − 3
2
cosβ
P4(cosβ) =
35
8
cos4β − 30
8
cos2β +
3
8
P5(cosβ) =
63
8
cos5β − 70
8
cos3β +
15
8
cosβ (1.5)
P (β) then becomes:
P (β) =
∞∑
L=0
pLPL(cosβ) L = even (1.6)
The Jth term of the expansion can be found if each term of Eq. 1.6 is multiplied by
PJ(cosβ) and then integrated:
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∫ pi
0
dβ sinβ P (β)PJ(cosβ) = 〈PJ〉 =
∫ pi
0
dβ sinβ
∞∑
L=0
pLPL(cosβ)PJ(cosβ) (1.7)
〈PJ〉 = pJ 2
(2J + 1)
(1.8)
The distribution function then becomes:
P (β) =
1
2
+
5
2
〈P2〉P2(cosβ) + 9
2
〈P4〉P4(cosβ) + ... (1.9)
When dealing with the orientational order of a mesophase, this distribution is
often truncated at the second term of the expansion and 〈P2〉 represents the orien-
tational order parameter:
〈P2〉 =
∫ pi
0
dβsinβ P (β)P2(cosβ) =
3
2
〈cos2β〉 − 1
2
(1.10)
This parameter clearly expresses the order of the mesogens with respect to the
director, being β the angle between the mesogen molecule axis and the local director
n. If the molecules are perfectly aligned along the director, then 〈P2〉 = 1, whereas
if the mesogens are randomly oriented, then 〈P2〉 = 0. For a typical liquid crystal
sample, 〈P2〉 is on the order of 0.3 to 0.8 and generally decreases as the temperature
is raised. In particular, a sharp drop of the order parameter to zero is observed
when the phase transition from an LC phase into the isotropic phase takes place.
The order parameter can be measured experimentally in a number of ways. For
instance, diamagnetism, birefringence, Raman scattering, and NMR can also be
used to determine 〈P2〉.
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Chapter 2
Electron Spin Resonance
Spectroscopy
This chapter is focused on the Electron Spin Resonance (ESR), with the aim
of giving an introduction to the basic theory of ESR spectroscopy and understand-
ing how this technique can provide information, on a microscopic scale, about the
molecular arrangement and the dynamical state of LC systems.
ESR is a spectroscopic technique that detects species having unpaired elec-
trons [5–7]. Its contribution has been determinant in clarifying the structures of
free radicals, paramagnetic metal complexes and molecules in excited triplet states.
In a continuous search of new applications, it has proven to be a powerful tool
in investigations such as the kinetics of radical reactions [8], polymerization mech-
anisms [9], energy transfer in molecular crystals [10], conformational changes in
biological systems [11, 12] and liquid crystal structures [7, 13].
Even if the occurrence of paramagnetism is relatively low, the ESR spectroscopy
can be however applied to diamagnetic systems, like biological systems and LCs,
by using the so called spin probe technique [14], i.e. introducing into the sample a
versatile probe having a free radical center.
The spin probe technique allows obtaining information relative to the probe en-
vironment. The spectral features (resonance frequency, multiplet splittings and line
shapes) are, in fact, extremely sensitive to several aspects of the probe physico-
chemical environment. Obviously, in order to properly report the changes in its
environment, the paramagnetic probe must satisfy a series of requirements:
1. An ideal spin probe is a stable free radical, e.g. paramagnetic transition metal
ion or organic nitroxide radical
2. The physical properties of the reporter group that are detected must be either
unique or distinct from the properties of the system under investigation
3. The system suffer little or better no perturbation in its structure as a result
of the incorporation of the probe
In this study the spin probe technique has been used to investigate the properties
of different LC matrices. In particular, from the analysis of the spectral profiles,
11
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which requires sophisticated theoretical techniques (see Section 2.2), information rel-
ative to the phase transition temperatures, the orientational order and the mobility
of the mesogens has been obtained.
2.1 Principles of Electron Spin Resonance
In the following, the main interactions occurring in a paramagnetic system are
described and their role in determining the ESR spectra features is discussed.
2.1.1 Zeeman Interaction
ESR spectroscopy deals with the transitions induced between the Zeeman levels
of a paramagnetic system in a magnetic field [5–7]. An atom or molecule possess
a permanent magnetic dipole moment µ only if it has nonzero electronic angular
momentum J
µ = −gβe J (2.1)
where g is the spectroscopic splitting factor and βe is the Bohr magneton, |e|h¯/2mc.
The contribution to the angular momentum J comes from the spin angular momen-
tum S as well as the orbital angular momentum L. In most cases, however, the
contribution relative to the orbital angular momentum can be neglected [6] because
the magnetic properties are essentially due to the spin angular momentum S. Thus
the Eq. 2.1 turns into
µ = −gβe S (2.2)
The Zeeman interaction energy of the magnetic moment with an external mag-
netic field H of uniform intensity H0, H = (0, 0, H0), is described by the following
Hamiltonian
Hz = −µ ·H = gβe S ·H = gβe SzH0 (2.3)
where Sz is the operator corresponding to the projection of S along the magnetic
field direction. The expectation values of Sz, denoted with mS, range between −S
and +S by integer steps, therefore the effect of the magnetic field is to produce
2S + 1 levels, each with energy
EmS = gβemS H0 (2.4)
and a population given by the Boltzmann distribution law
PmS =
exp (−EmS/kT )∑
mS exp (−EmS/kT )
(2.5)
Let us concentrate mainly on species having only an unpaired electron, because
this kind of system is normally used in the spin probe technique in which we are
interested in. For a system with only an unpaired electron S = 1/2 and two energy
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levels, with mS = −1/2, 1/2, are allowable. As shown in Figure 2.1, these levels are
degenerate when no magnetic field is applied, otherwise they are split and the energy
difference between the two levels is proportional to the magnetic field intensity
∆E = E1/2 − E−1/2 = gβeH0 (2.6)
H0 = 0 H0 > 0
∆Ε
m
 s
 = -1/2
m
 s
 = 1/2
Figure 2.1: Zeeman splitting of an S = 1/2 state.
Transitions can occur between the two levels if the sample is irradiated with
an electromagnetic field of proper frequency ν that matches the energy gap ∆E
between the levels. The resonance condition leading to energy absorption from the
sample is the met when
hν = ∆E = gβeH0 (2.7)
ESR experiments are usually carried out at a fixed frequency ν0 and the resonance
condition is found by varying the intensity of the magnetic field H
H = hν0/gβe (2.8)
In this simplified theoretical treatment, we have considered the splitting factor
g as an effective factor of the system, i. e. as a scalar parameter. Actually, the g
factor of a molecule must be represented by a second rank tensor. This implies that
the Zeeman Hamiltonian should be correctly written as
Hz = βeH · g · S (2.9)
The physical observable corresponding to Hz is the energy. Since the energy
does not depend on the orientation of the reference frame, it follows that its choice
is arbitrary. In this regard, one of the most convenient possibilities is to consider the
magnetic frame (x′, y′, z′), where the g tensor is diagonal. The Zeeman Hamiltonian,
then, becomes
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Hz = βe (Hx′ gx′x′ Sx′ +Hy′ gy′y′ Sy′ +Hz′ gz′z′ Sz′) (2.10)
where Hx′ , Hy′ , Hz′ are the components of H in the molecular axis systems.
If a molecule is oriented with one of the principal axes parallel to the field
direction, then the resonance condition will be met at the field values
hν0/βegx′x′ hν0/βegy′y′ hν0/βegz′z′ (2.11)
depending on which axis is directed along the field. For an arbitrary orientation,
the resonance condition is given by Eq. 2.8, where
g =
√
(g2x′x′ l
2 + g2y′y′ m
2 + g2z′z′ n
2) (2.12)
with (l,m,n) being the director cosines of H in the molecular axis system.
Due to the anisotropy of the g tensor, the resonance condition fall at different
field values, depending on the molecular orientation.
2.1.2 Hyperfine Coupling
Up to this point only the interaction between an electron spin with an external
magnetic field has been considered. What is more interesting in an ESR experiment
is the further interaction between the electron spin and the internal magnetic fields,
particularly those due to the magnetism of nuclei in the same molecule possessing
nonvanishing nuclear spin angular momentum I. The magnetic interactions between
electron and nuclear spins cause the ESR spectrum to consist of a number of lines
rather than a single line. The arrangement of the resulting multiplet structures is
called hyperfine structure.
The magnetic interactions between electron and nuclear spins are represented by
the Hamiltonian
Hhc = −gβe gNβN
{
(I · S)r2 − 3(I · r)(S · r)
r5
− 8pi
3
(I · S) δ(r)
}
(2.13)
where r is the electron-nucleus distance vector, δ(r) is the Dirac delta function, gN
and βN are the nucleus splitting factor and magneton, respectively.
The first term in Eq. 2.13 represents the electron-nucleus dipolar interaction and
can be rewritten as
H1 = I ·A′ · S (2.14)
A′ is a second-rank tensor, therefore the magnitude of the dipolar interaction de-
pends on the molecular orientation with respect to the field direction. The elements
of this tensor are given by
A′ij = −gβe gNβN 〈(r2δij − 3xixj)r−5〉 (2.15)
and the brackets denotes the integration over the electron distribution.
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The second terms in Eq. 2.13 describes the Fermi contact coupling, i. e. the
interaction between the magnetic moment of the nuclear spin and the electron spin
density at the nucleus, and it is also indicated as
H2 = a I · S (2.16)
where the a is the isotropic scalar coupling constant
a =
8pi
3
gβe gNβN ψ
2(0) (2.17)
with ψ2(0) indicating the probability of finding the electron at the nucleus.
Eq. 2.14 combined with Eq. 2.16 leads to the complete hyperfine Hamiltonian,
written in the compact form
Hhc = I ·A · S (2.18)
where A is the hyperfine tensor with components
Aij = A
′
ij + δija (2.19)
The complete spin Hamiltonian, which takes into account both the Zeeman and
the hyperfine interaction, is then expressed as
H = Hz +Hhc = βeH · g · S + I ·A · S (2.20)
The effect of the interaction between the electron and nuclear spins is the splitting
of the Zeeman levels: the electron spin moment S, interacting with the nucleus,
“feels” a different total field according to which of the 2I + 1 allowable orientations
is assumed by the nuclear spin in the static magnetic field. The energy of the
hyperfine levels is then
EmS ,mI = gβemS H0 + AmSmI (2.21)
where mI is the expectation value of I which ranges between −I and I by integer
steps, g is given in Eq. 2.12 and A is similarly defined as
A2 = A2x′x′ l
2 + A2y′y′ m
2 + A2z′z′ n
2 (2.22)
Due to the effect of the hyperfine couplings, a number of sublevels are generated
and the electromagnetic field used in the ESR experiment can induce transitions
among the sublevels. However, not all the transitions are allowed: the selection
rules ∆mS = ±1 and ∆mI = 0 must be satisfied. The resonance condition is
therefore met when
hν0 = ∆EmI = gβeH + AmI (2.23)
and, because of the anisotropy of the g andA tensors, it will depend on the molecular
orientation with respect to the magnetic field direction. It is important to note
that, when the paramagnetic species is dissolved in low-viscosity solvent, the fast
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molecular reorientation due to the thermal motions average out the anisotropic terms
of the Hamiltonian in Eq. 2.20 which, in this case, turns into
H = gβeH · S + a I · S (2.24)
where
g =
1
3
Tr(g) a =
1
3
Tr(A) (2.25)
and Eq. 2.23 then becomes
hν0 = ∆EmI = gβeH + amI (2.26)
2.1.3 Relaxation phenomena
The discussion above seems to imply that ESR absorptions occur at a precise
value of the magnetic field applied and the resulting ESR lines are infinitely narrow.
Actually, a relevant parameter in the characterization of the ESR spectrum shape
is the linewidth of the absorption bands. To fully understand this aspect, it is nec-
essary to deepen the ESR absorption-relaxation process.
ESR experiments are usually carried out at a fixed frequency and the resonance
condition is found by varying the intensity of the magnetic field. Most ESR spec-
trometers operate with microwave fields at 9.5 GHz (X band) or 35 GHz (Q band)
and the magnetic fields in these cases are about 3400 and 12500 G, respectively. The
magnetic energy is 0.3–1 cm−1, i.e. some hundred times smaller than kT at ordinary
temperatures, so the difference in population of the Zeeman levels (see Eq. 2.5) is
very minute. However this population difference is responsible for the detection of
the ESR signal. In fact, when a sample is irradiated, it absorbs energy and there-
fore it is excited to higher levels. At the same time, the inverse transition occurs by
stimulated emission but, since the rates of both processes are proportional to the
population of the level, a net energy absorption results. Two relaxation processes
avoid that the prevailing absorption leads to an equal population of the Zeeman
levels, bringing back the system to the Boltzmann equilibrium:
1. Spin-lattice relaxation
Nonradiative transitions from the higher to the lower energy states restore
the equilibrium, with the consequent transfer of energy to the environment,
dissipated as thermal energy. The rate at which thermal equilibrium is restored
is defined by a characteristic time called the spin-lattice relaxation time T1.
This process can be described by a single exponential decay
dMz
dt
= −Mz −Meq
T1
(2.27)
where Mz is the macroscopic magnetization of the sample and Meq is given by
the Curie law
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Meq = Ng
2
eβ
2
eS(S + 1)H0/3kT (2.28)
where N is the number of spins, ge is the free spin g value and T is the absolute
temperature. The spin-lattice relaxation shortens the lifetime of the magnetic
levels and, therefore, a broadening of the spectral lines can occur. According
to the Heisenberg uncertainty principle, if the system maintains a particular
state not longer than a time ∆t, the uncertainty in the energy of the state can
not be less than h/∆t. In other words, the spectral linewidth, in frequency
units, is at least of the order of 1/T1.
2. Transverse time relaxation
Under condition of low microwave power, thus avoiding saturation effects, the
linewidths are usually due to relaxation mechanisms which produce a modu-
lation of the magnetic levels without causing transitions between them. This
process, in contrast with the spin-lattice relaxation, keeps constant the total
Zeeman energy and is characterized by a relaxation time T2, called transverse
relaxation time. The perpendicular component of the magnetization, which
in absence of relaxation would follow the oscillating microwave field, decays
toward zero according to
dMx
dt
= −Mx
T2
(2.29)
The relaxation time produces an absorption curve that is described by a
Lorentzian function
f(H) =
T2
pi
1
1 + T 22 (H −H0)2
(2.30)
Experimentally, T2 may be obtained from the width of the curve at half height,
which is 2/T2 (Figure 2.2). Actually, in the common ESR spectrometers a
100 kHz field modulation is used and this causes the displayed curve to be the
derivative of the absorption curve (Figure 2.2). If the peak-to-peak distance
of the derivative curve, corresponding to the width of the absorption curve at
the points of maximum slope, is δ, then
1
T2
=
√
3
2
δ (2.31)
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2/T2
2/(
√
3 T2)
Figure 2.2: Plot of a Lorentzian curve and of its first derivative.
2.1.4 Magnetic interactions in nitroxide radicals
In order to clarify the role of the magnetic interactions, discussed in Sections 2.1.1
and 2.1.2, in determining the ESR spectrum shape, let us consider, as example, the
nitroxide free radicals which are a class of molecules widely used as spin probes
in ESR study [15–19]. These species, containing the moiety shown in Figure 2.3,
are remarkably stable and inert because of the protective effect exerted by the four
methyl groups.
For the nitroxide radicals, S = 1/2 and I = 1, thus there are two Zeeman
levels, with mS = −1/2, 1/2, each split into three sublevels with mI = −1, 0, 1.
The resulting energy level scheme in a static magnetic field is shown in Figure 2.4
together with the allowed ESR transitions (∆mS = ±1 and ∆mI = 0).
CH3
CH3
H3C
H3C N
O
CC
R R’
.
Figure 2.3: Chemical structure of a generic nitroxide free radical.
As mentioned in Section 2.1.3, in a typical ESR experiment the sample is irradi-
ated with a fixed frequency ν0, while the intensity of the magnetic field H is varied.
It follows that the energy gap between the Zeeman levels changes accordingly to the
magnetic field intensity. For a nitroxide, the dependence of the energy levels on the
field strength is shown in Figure 2.5. When the resonance condition (Eq. 2.23) is
satisfied, the allowed transitions give rise to a three line spectrum (Figure 2.5).
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ms= -1/2
ms= 1/2
m
I
 = 1
mI = 0
m
I
 = -1
m
I
 = -1
mI = 0
m
I
 = 1
Figure 2.4: Energy level scheme for a nitroxide radical. The Zeeman splitting and
the corresponding hyperfine levels are displayed together with the three allowed ESR
transitions (dashed blue arrows).
m I = 1
m I = 0
m I = -1
m I = -1
m I = 0
m I = 1
H
E
Figure 2.5: Dependence of the energy levels on the field strength for a nitroxide.
The allowed transitions, indicated with blue arrows, give rise to a three line ESR
spectrum.
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Let us examine how the ESR spectral features are affected by the paramagnetic
molecule orientation relative to the magnetic field direction. Figure 2.6 shows a
series of spectra, obtained in different conditions, relative to a nitroxide spin probe
whose magnetic parameters are listed in Table 2.1.
hν0/g
hν0/gy′y′
hν0/gz′z′
hν0/gx′x′
(d)
(c)
(b)
(a)
2a
isotropic
H ‖ y′
H ‖ z′
H ‖ x′
Figure 2.6: Angular dependence of the ESR spectrum features.
Spectra (a), (b) and (c) refer to probe molecules oriented in a crystal lattice, with
the magnetic field parallel to each of the three principal directions of the magnetic
tensors. Spectrum (d) refers to an isotropic solution, i.e. to a sample in which the
spin probe is randomly oriented. Due to the g-factor anisotropy and depending on
the molecular orientation, the centers of the spectra fall at different field values,
according to Eq. 2.11. The three lines are symmetrically disposed about the center
of the spectrum and they are equally spaced with a separation in field units of A/gβe
or a/gβe for oriented or non-oriented molecules, respectively.
gij Aij /G a /G
gx′x′ 2.0027 Ax′x′ 30.8 a 14.13
gy′y′ 2.0088 Ay′y′ 5.8
gz′z′ 2.0061 Az′z′ 5.8
Table 2.1: Magnetic parameters for a nitroxide free radical.
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2.2 Slow tumbling
The complete Hamiltonian describing the magnetic interactions occurring in a
paramagnetic system exposed to a static magnetic field can be considered as the
sum of two contributions: an isotropic, orientationally invariant part H0
H0 = gβeH · S+ aS · I (2.32)
and a purely anisotropic, angular dependent part H1
H1 = βeH · g′ · S+ S ·A′ · I (2.33)
where g′ and A′ are traceless tensors.
In a liquid phase, the molecular tumbling makes H1 a random function of time. As a
consequence there is a random modulation of the energy levels and of the transition
frequencies. In spite of the vanishing value of H1 , broadening of the absorption
lines is expected to occur. The frequency fluctuations can be characterized through
their amplitude and coherence. The amplitude ∆ is defined by the mean square
value of the anisotropic interactions (in angular frequency units) and the coherence
is given by the correlation time τc, which is a measure of the time in which a molecule
persist in a specific orientation. A random process is considered fast if ∆τc < 1,
with τc = 10
−10−10−11 sec. Under this condition the anisotropic terms are averaged
to zero and the spectrum is composed of sharp Lorentzian lines, characterized by
the isotropic values of the magnetic parameters. For ∆τc > 1, the motions are slow
and the line shape reflects directly the random frequency distribution, approaching
the limiting case of polycrystalline spectra. Typical reorientation times in the slow
tumbling regime range from 10−9 to 10−6 sec and they are usually observed when a
spin probe is dissolved in a viscous solvent, like for example a LC. In this motional
regime, the dynamics of the spins strongly couple to the orientational degrees of
freedom of the molecule, thus the ESR spectrum can no longer be described as a
simple superposition of Lorentzian lines, as for the fast motional region, and the
solution of the ESR line shape problem requires a specific theory [20, 21] which is
treated in Section 2.2.1.
2.2.1 Theory
A quantum mechanical wave function Ψ can be expanded in a complete set of
orthonormal functions Vn as
Ψ(t) =
∑
n
cn(t)Vn (2.34)
The density matrix, which contains all the information for calculating the ob-
servable quantities, is defined to be
ρnm(t) = cn(t) c∗m(t) (2.35)
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where the bar indicates an average over a statistical ensemble.
The time dependence of the coefficients cn(t) can be obtained from the time
dependent Schro¨edinger equation and the density matrix equation motion is given
by the quantum mechanical Liouville equation
∂ρ/∂t = −i [ Hˆ(t), ρ ] (2.36)
Since solving the exact equations of motion for all the molecules in the sam-
ple would be an impossible task, some physically reasonable assumptions must be
introduced. First, we assume that the equation of motion for the density matrix
(Eq. 2.36) has the same Hamiltonian Hˆ(t), expressed in angular frequency units, for
all the members of the ensemble. Now, we assume that the time dependence of the
spin Hamiltonian Hˆ(t) for a spin probe arises from interactions with its environment,
such that Hˆ(t) is fully determined by a complete set of variables Ω. In practice,
Ω ≡ α, β, γ, the Euler angles needed to describe the instantaneous orientation of a
molecule fixed frame (e. g. the diffusion frame) with respect to a laboratory fixed
frame (the Z axis of which is traditionally chosen to lie along the static magnetic
field or the mean director). We also assume that the Ω time dependence is described
by a stationary Markov process, so that the probability of being in a state Ω2 at
time t2, if in the state Ω1 at time t1 = t2 − ∆t, is independent of the value of Ω
at any time earlier than t1 and it is related only to ∆t and not to t1. A stationary
Markov process can be described by a differential equation
∂P (Ω, t)/∂t = −ΓΩP (Ω, t) (2.37)
where P (Ω, t) is the probability of the free radical being in a state Ω at a time t and
ΓΩ is the rotational diffusion operator, which is independent of time and it is related
only to the orientation of the diffusing molecule relative to the mean director.
It is also assumed that the stochastic process has a unique equilibrium distribu-
tion P0(Ω) characterized by
ΓΩP0(Ω) = 0 (2.38)
For LC this equilibrium distribution is given by
P0(Ω) =
exp (−U(Ω)/kT )∫
dΩ exp (−U(Ω)/kT ) (2.39)
The stochastic Liouville equation of motion is then
∂ρ (Ω, t)/∂t = −i [ Hˆ(Ω), ρ (Ω, t)]− ΓΩ ρ (Ω, t) (2.40)
where ρ(Ω, t) is the value of the density matrix associated to a particular Ω, hence
to Hˆ(Ω). Thus, instead of looking at the explicit time dependence of the spin Hamil-
tonian Hˆ(t) involving the interaction with its environment, the spin Hamiltonian is
written in terms of random variables and its modulation (due to rotational motion)
is expressed by the time dependence of Ω.
In summary the fundamental problem in slow motional ESR spectroscopy is to
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compare solutions of the stochastic Liouville operator equation with experimental
spectra so as to extract the correct stochastic operator Γ and obtain the magnitude
of the relevant physical parameters.
The steady-state spectrum in presence of a single rotating microwave frequency
field, with angular frequency ω and magnitude H1, is determined by the power ab-
sorbed from this field. For the λ hyperfine line at an orientation specified by Ω, the
power absorbed Pλ(Ω) is
Pλ(Ω) = 2Nh¯ωdλZ
(1)′′
λ (Ω) (2.41)
where N is the concentration of the electron spins, dλ is the transition moment given
by dλ = 1/2 γeH1〈λ−|Sˆ−|λ+〉 (where Sˆ− is the electron spin-lowering operator and
λ± are the mS = ±1/2 states at the λ transition) and Z(1)
′′
λ is defined by the series
of equations
(ρ− ρ0)λ = χλ (2.42)
χλ =
∞∑
n=−∞
[exp (inωt)]Z
(n)
λ (2.43)
Z
(n)
λ = Z
(n)′
λ + iZ
(n)′′
λ (2.44)
In Eq. 2.42 ρ0 is the equilibrium spin density matrix. It is important to note that in
Eq. 2.43 only the n = 1 term is needed in absence of saturation and Z
(1)′
λ and Z
(1)′′
λ
represent the magnetization components Mx and My for the λ line.
The total absorption is then obtained as the equilibrium average of Eq. 2.41 over
all the Ω
Pλ = 2Nh¯ωdλZ
(1)′′
λ (2.45)
with
Z
(n)
λ =
∫
Z
(n)
λ (Ω)P0(Ω)dΩ (2.46)
The total spin Hamiltonian expressed in angular frequency units is now separated
into three components
Hˆ(Ω) = Hˆ0 + Hˆ1(Ω) + ˆ(t) (2.47)
1. Hˆ0 is orientation independent and
h¯Hˆ0 = gs βeH0 Sz − h¯γe
∑
i
aiSzIz (2.48)
where gs is the isotropic splitting factor value relative to motionally narrowed
region, Sz and Iz are the electron and the nuclear spin operator corresponding
to the projection of S and I along the magnetic field direction and ai is the
isotropic hyperfine coupling constant of the i-th nucleus.
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2. Hˆ1(Ω) is the perturbation operator on the reorientation angles Ω and, being
a scalar, can be expressed as the scalar product of two tensors
Hˆ1(Ω) =
∑
L,m,m′′, µ, i
D
(L)
−m,m′′(Ω)F
(L,m)
µ,i A
(L,m′′)
µ,i (2.49)
where F
′(L,m)
µ,i and A
(L,m′′)
µ,i are irreducible tensor components of rank L and
componentm, with the F being spatial functions in molecule-fixed coordinates,
while A consists only of spin operators quantized in the laboratory axis system.
The subscript µ and i refer to the type of perturbation and nuclei, respectively.
The Wigner rotation matrix D
(L)
−m,m′′(Ω) include the transformation from the
molecule-fixed axis system (x, y, z) into the laboratory system (X, Y, Z). We
shall be concerned with the A and g tensors for which L = 2.
3. ˆ(t) describes the interaction between the electron spin with the oscillating
microwave field
ˆ(t) =
1
2
γeH1[Sˆ+ exp(−iωt) + Sˆ− exp(iωt)] (2.50)
When the 〈λ−| |λ+〉 matrix elements of Eq. 2.40 are considered and Eqs. 2.42 -
2.44 are used, the steady-state equation for Z
(n)
λ is found to be
(nω − ωλ)Z(n)λ (Ω)+ [Hˆ1(Ω), Z(n)(Ω)]λ− i[ΓΩZ(n)]λ+ dλ[χ(n−1)λ+ − χ(n−1)λ− ]
= qωλdλ (2.51)
For reasonable temperatures and typical ESR field strengths, ρ0 = N
′−1−qH0, with
N ′−1 the number of spin eigenstates ofH0 and q = h¯/N ′−1kT . Also h¯ωλ = Eλ+−Eλ−
and the Eλ± are the eigenenergies of H0 for the λ± states.
It is convenient at this point to introduce a symmetrizing transformation for the
evolution operator
Γ˜Ω = P
−1/2
0 ΓΩP
1/2
0 (2.52)
and similarly
Z˜
(n)
λ (Ω) = P
−1/2
0 [Z
(n)
λ (Ω)P0] (2.53)
Thus Eq. 2.46 turns into
Z
(n)
λ =
∫
Z˜
(n)
λ (Ω)P
1/2
0 dΩ (2.54)
and Eq. 2.51 becomes
(nω − ωλ)Z˜(n)λ (Ω)+ [Hˆ1(Ω), Z˜(n)(Ω)]λ− i[ΓΩZ(n)]λ+ dλ[χ˜(n−1)λ+ − χ˜(n−1)λ− ]
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= qωλdλP
1/2
0 (2.55)
In order to solve for the absorption, Eq. 2.54, it is necessary to solve first the
diffusion equation (Eq. 2.37). The solution of such a partial differential equation
can be expressed in terms of a complete set of orthonormal eigenfunctions Gm(Ω),
such that
Γ˜ΩGm(Ω) = −τ−1m Gm(Ω) (2.56)
where τ−1m is the mth eigenvalue.
The matrix elements in Eq. 2.53, expanded in the orthonormal set Gm(Ω), are
Z˜
(n)
λ (Ω) =
∑
m
[C(n)m (ω)]λGm(Ω) (2.57)
and the coefficient C(n)m (ω) is an operator in the spin space which is a function of ω,
but independent of Ω.
Substituting Eq. 2.57 into Eq. 2.55, premultiplying the resulting equation by
G∗m(Ω) and then integrating over Ω, one obtains
[(nω − ωλ)− iτ−1m ][C(n)m (ω)]λ +
∑
m′
∫
dΩG∗m(Ω) [Hˆ1(Ω), C(n)m′ ]λC(n)m′ (Ω)+
dλ([C
(n−1)
m ]λ+ − [C(n−1)m ]λ−) = qωλdλ δ(m, 0) δ(n, 1) (2.58)
Since the absorption (Eq. 2.45) depends only on Z
(1)′′
λ , then solving Eq. 2.58 for
[C
(1)
0 ]λ for all the allowed transitions will give the spectral line shapes. Furthermore,
in the absence of saturation phenomena, dλ = 0 in the left-hand side of Eq. 2.58
and then with n = 1 the needed expression is obtained.
2.2.2 Rotational modulation in isotropic liquids
When the general theory of Section 2.2.1 is applied to rotational modulation,
Ω refers to the Euler angles for a tumbling molecular axis with respect to a fixed
laboratory axis system. For a molecule undergoing many collisions, causing small
random angular reorientations, the resulting isotropic Brownian rotational motion
is a Markov process, which can be described by the rotational diffusion equation
∂P (Ω, t)/∂t = R∇2ΩP (Ω, t) (2.59)
where ∇2 is the Laplacian operator on the surface of a unit sphere and R is the
rotational diffusion coefficient [22].
In an isotropic liquid, the equilibrium probability P (Ω) will be equal for all the ori-
entations, so that P (Ω) = 1/8pi2. Here the Markov operator ΓΩ (2.37) for isotropic
Brownian rotation (2.59) is−R∇2Ω and the eigenfunctions are the normalized Wigner
rotation matrices
Gm → ΦLKM(Ω) = [(2L+ 1)/8pi2]1/2DLK.M(Ω) (2.60)
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with eigenvalues RL(L+ 1).
For axially symmetric Brownian rotation about a molecule-fixed z axis, the eigen-
values associated to the Wigner rotation matrices are given by
ΓΩΦ
L
KM = [R⊥L(L+ 1) + (R‖ −R⊥)K2] ΦLKM (2.61)
where R⊥ and R‖ are the rotational diffusion constants about the x, y axes and z
axis, respectively [23]. The quantum number K andM of the Wigner matrices refer
to the projections along the body-fixed symmetry axis and along a space-fixed axis,
respectively.
A number of different models for rotational reorientation can be proposed. Some
useful ones are the corresponding results are here summarized:
1. Brownian rotational diffusion
2. Free diffusion, in which a molecule freely rotates for a time τ and then reorients
instantaneously
3. Jump diffusion, in which a molecule keeps a fixed orientation for a time τ and
then jumps instantaneously to a new orientation
The results relative to the isotropic reorientation (Eq. 2.62) and to the anisotropic
rotational diffusion (Eq. 2.63) can be summarized as
τ−1L = BLL(L+ 1)R (2.62)
τ−1L,K = (BL/R⊥)[R⊥L(L+ 1) + (R‖ −R⊥)K2] (2.63)
where BL is a model dependent parameter
• BL = 1 for Brownian motion
• BL = [1 + L(L+ 1)]−1/2 for free diffusion
• BL = [1 + L(L+ 1)]−1 for jump diffusion
Thus, in the slow motional region, where the ESR line shape is simulated in
terms of an expansion in DL(K,M) with eigenvalues τ
−1
L,K , the ESR spectra will be
model sensitive. In particular, the L dependence of the eigenvalues is due to the
choice of the reorientational model, while the quantum number K play the same
role in all the models.
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2.2.3 Anisotropic liquids
Suppose now that the liquid has a preferred axis orientation, i. e. the director
axis. We now write the perturbing Hamiltonian (Eq. 2.49) as
Hˆ1(Ω,Ψ) =
∑
L,M,M ′,K, µ,i
(−1)KD(L)−K,M ′(Ω)D(L)−M ′,M(Ψ)F (L,K)µ,i A(L,M)µ,i (2.64)
Eq. 2.64 is based on two sets of rotations of the coordinate systems: first from the
molecular axis system (x, y, z) into the director axis system (x′′, y′′, z′′), with Euler
angles Ω ≡ α, β, γ, and then into the laboratory system (X, Y, Z), with Euler angles
Ψ. The orientation of the director relative to the laboratory frame can be specified
by the two polar angles θ′ and φ′ such that Ψ = (0, θ′, φ′). More precisely one
means by the molecular coordinate system (x, y, z) the principal axis system for the
orientation of the molecule in the mesophase. It may be also necessary to transform
from the principal axis system of the magnetic interactions (x′, y′, z′) to the (x, y, z)
system with Euler angles Θ according to
F
(L,K)
µ,i =
∑
K′
DLK,K′(Θ)F
′ (L,K′)
µ,i (2.65)
where Θ ≡ α′, β′, γ′.
The diffusion equation for a particle undergoing Brownian rotational diffusion in
the presence of a potential U is given by
∂P (Ω, t)
∂t
= −M ·
[
R · MU(Ω)
kT
+R · M
]
P (Ω, t) ≡ −ΓΩ P (Ω, t) (2.66)
where U(Ω) can be taken to be the pseudopotential for a liquid crystal, M is the
vector operator which generates an infinitesimal rotation and it is identified with
the quantum mechanical angular momentum operator for a rigid rotator, and R
is the diffusion tensor of the molecule. Both R and M are defined in the (x.y, z)
molecular coordinate system. The angular momentum operator M is defined by
M 2 φLKM(Ω) = L(L+ 1)φLKM(Ω) (2.67)
M± φLKM(Ω) = [(L∓K)(L±K + 1)]1/2 φLK±1,M(Ω) (2.68)
Mz φLKM(Ω) = K φLKM(Ω) (2.69)
where the φLKM(Ω) are the eigenfunctions of M2 and Mz given by Eq. 2.60 and
M± =Mx ± iMy (2.70)
When U(Ω) = 0, then Eq. 2.66 is simply the equation for the asymmetric Brow-
nian rotational diffusion in isotropic liquids.
The restoring potential for LCs can be written in its most general form as
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U(Ω) =
∑
L,K,M
LKMD
L
KM(α, β, γ) (2.71)
The assumption of cylindrical symmetry about the director axis n implies that
all average taken over the angles γ vanish unless M = 0.
The uniaxial property of a nematic LC, i. e. n = −n, implies that L must be
even. In the linear combinations of the U(Ω) the terms with L > 2 are in general
less important than those for L = 2, then
U(Ω) ∼  20 D20 0(Ω) +
2∑
K>0
2K±[D
2
K0(Ω)±D2−K0(Ω)] (2.72)
The  20 and 
2
K± = 
2
K ± 2−K (with the upper sign for K > 0 and the lower sign
K < 0) are themselves second-rank irreducible tensor components, so that, in the
principal axis of molecular orientation system (x, y, z) their Cartesian components
i,j are diagonalized, with Trii,j = 0 and complete specification is given by 
2
0 and
22+. The ordering tensor is defined by
〈DLKM(Ω)〉 =
∫
d(Ω)P0(Ω)D
L
KM(Ω) (2.73)
where L = 2 and M = 0. It follows that only the terms 〈D22 0(Ω) +D2−2 0(Ω)〉 and
〈D20 0(Ω)〉 are nonzero, i. e. 〈D2KM(Ω)〉 is also diagonalized. Thus the diagonalized
potential becomes
U(Ω) = 20D
2
0 0(Ω) + 
2
2+[D
2
2 0(Ω) +D
2
−2 0(Ω)] (2.74)
or equivalently
U(α, β) = γ2 cos
2β +  sin2β cos(2α) (2.75)
where 20 = 2γ2/3 and 
2
2+
= 2(6)1/2. For molecules in which the molecular x and
y axes are aligned to different extents,  is nonzero. If we choose the orientation
coordinate system such that the z axis tends to align to a greater degree either
parallel or perpendicular to the director than does the x or the y axis, we have
|γ2| > ||. The case  < 0 corresponds to the y axis being ordered preferential to
the x axis along the direction of n and/or to the x axis being ordered to a greater
degree perpendicular to the n than is the y axis.
We assume a axially symmetric rotation about z such that Rxx = Ryy = R⊥ and
Rzz = R‖. Further, we introduce the definitions
λ ≡ −γ2/kT (2.76)
ρ ≡ −/kT (2.77)
then the symmetrized Markov operator defined becomes
Γ˜ =M ·R · M− f(R⊥, R‖, λ, ρ,Ω) (2.78)
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where
f(R⊥, R‖, λ, ρ,Ω) =
∑
L=0,2,4
[XL0 0D
L
0 0 +
∑
0<K≤L
XLK0 (D
L
K0 +D
L
−K0)] (2.79)
with
X00 0 = −(2/15) [R⊥(λ2 + ρ2) + 2R‖ ρ2]
X20 0 = {R⊥λ− [R⊥(λ2 + ρ2)− 4R‖ ρ2]/21}
X40 0 = 4 [2R⊥(λ
2 + ρ2)−R‖ ρ2]/35
X22 0 = 6
1/2ρ [(R⊥ + 2R‖)/3 + 2R⊥λ/7]
X42 0 = 4 (10)
1/2R⊥ ρ λ/35
X44 0 = (8/35)
1/2R‖ ρ2
2.2.4 Nitroxides
For nitroxides the g and A tensors yield to a perturbation operator Hˆ1 given by
Hˆ1(Ω) = D20, 0(Ω) [F0 +D′ IZ ]SZ +
[D20, 0(Ω) +D
2
2, 0(Ω)]× (F2 +D(2)
′
IZ)SZ +
[D20, 1(Ω) I+ −D20,−1(Ω) I−]DSZ +
[D2−2,−1(Ω) +D
2
2, 1(Ω)]D
(2) I+ SZ −
[D2−2,−1(Ω) +D
2
2,−1(Ω)]D
(2) I− SZ ] (2.80)
where
Fi =
√
2
3
g(i)h¯−1βH0 (2.81)
g(0) =
1√
6
[2gz′ − (gx′ + gy′)] (2.82)
g(2) =
1
2
[gx′ + gy′ ] (2.83)
D =
(|γe|)
2
√
6
(Ax′ + Ay′ − 2Az′) (2.84)
D(2) =
1
4
|γe| (Ay′ − 2Az′) (2.85)
with D′ = −(8/3)1/2D and D(2)′ = −(8/3)1/2D(2).
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2.3 Spin Probe Technique
As mentioned before, we used the spin probe technique (see the beginning of
Chapter 2) to investigate the orientational order and the dynamic behavior of various
LC systems. While the detailed description of the different systems together with
their relevance and the results obtained is found in the following chapters, here it is
discussed the experimental method applied to acquire and analyze the ESR spectra.
2.3.1 Experimental Spectra
All the systems studied are based on an LCmatrix of 4-cyano-4’-n-pentylbiphenyl
(5CB), which was obtained from Merck KGaA (Darmstadt, Germany) and used
without further purification. This compound, whose chemical structure is shown in
Figure 2.7, exhibits, on heating, the nominal phase sequence:
• Crystal-Nematic: 295.7 K
• Nematic-Isotropic: 308.5 K
Figure 2.7: Molecular structure of 5CB LC.
To monitor the order and the dynamics of the LC system, we chose the nitroxide
spin probe 3β-DOXYL-5α-cholestane (CSL), purchased from Aldrich. Its size, rigid-
ity and rod-like shape similar to that of the 5CB result in a strong orientation by
the LC host and thus make this molecule a suitable probe for our purposes [14, 24–
30]. The CSL structure is shown in Figure 2.8 together with the chosen ordering
(xyz, solid line) and magnetic (x’y’z’, dashed line) molecular frames and the prin-
cipal components R⊥ (reorientation of the molecular long axis) and R‖ (rotation
around the molecular long axis) of the rotational diffusion tensor. The convention
adopted for the ordering and magnetic frames has been discussed in details [28].
In particular, we observe that the magnetic frame is tilted relative to the ordering
frame and that the Euler angles taking the ordering into the magnetic frame are:
α = 0◦, β ∼ 15◦ and γ = 90◦ [28]. For this compound, dissolved in the 5CB LC,
the principal g factors and hyperfine splitting tensor components used are reported
in Table 2.2 and correspond to the literature values [28] corrected for the polar-
ity of the environment so as to recover the scalar hyperfine constant of 14.565 G
experimentally observed.
A very small amount of probe, typically∼ 10−4 gCSL/g5CB, was sufficient to carry
out the ESR experiments. Since the sample preparation and the method employed
to introduce the spin probe into the LC matrix differs form system to system, the
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gij Aij /G a /G
gx′x′ 2.0027 Ax′x′ 5.98 a 14.565
gy′y′ 2.0088 Ay′y′ 5.98
gz′z′ 2.0061 Az′z′ 31.74
Table 2.2: Magnetic parameters for the CSL nitroxide radical.
 
R║
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Figure 2.8: The CSL spin probe together with the chosen ordering and magnetic
molecular frames (see text for details).
details are described in the next chapters.
ESR spectra were recorded with a Bruker ESP300E spectrometer equipped with
an ER 041XG microwave X-band (9.5 GHz) Gunn diode bridge and a rectangular
ER 4102ST cavity. The samples inserted into the cavity were thermostated with a
nitrogen flux through a variable temperature unit Bruker B-VT 2000. The sample
temperature was monitored with a calibrated type T thermocouple (Comark Ltd.)
located in contact with the sample. The temperature of each sample was varied in
a range sufficiently wide so as to explore both the nematic and the isotropic phase
of the LC matrix.
2.3.2 Simulated Spectra
The simulation of the ESR spectra was carried out with an implementation of
the Slow Tumbling theory (Section 2.2), developed by Freed and collaborators, and
assuming rotational diffusion for the probe [20, 31, 32].
Depending on the properties of the system under investigation, two different
models were used to simulate the ESR line shapes.
1. Monodomain Model
In this approach all the nematic directors are assumed to be perfectly aligned
parallel to the magnetic field. The probe reorients in a local ordered domain
with local director orientation Ωdir with respect to the laboratory frame. As-
suming a uniaxial director distribution, P (Ωdir) ≡ P (βdir) = δ(βdir), where
βdir is the angle between the local domain director and the magnetic field.
The monodomain spectrum, I(ω − ω0) at frequency ω, being ω0 = gβeH0/h¯,
is given by the standard stochastic Liouville equation [20, 31, 32]
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I(ω − ω0; βdir) = 1
pi
〈〈v|[(ΓΩ − iL) + i(ω − ω0)I]−1|v〉〉 (2.86)
where L is the Liouville superoperator obtained from the orientation-dependent
spin Hamiltonian (Eq. 2.40), ΓΩ is the stochastic evolution operator describing
the changes in the orientation of the probe in its local domain, |v〉 is a vector
containing spin transition moments averaged over the equilibrium ensemble,
and I is the identity. Assuming the probe reorientation to be diffusional
〈〈σ1|ΓΩ|σ2〉〉 = δL1, L2 δM1,M2 δK1,K2 δpS1 , pS2 δqS1 , qS2 δpI1, pI2 δqI1 , qI2
{R⊥L1(L1 + 1) + (R‖ −R⊥)K21} (2.87)
where
|σn〉 =
(
2L+ 1
8pi2
)1/2
DLM,K(Ω) |pSn, qSn , pIn, qIn〉 (2.88)
is the spin-orientational space basis set and R‖ and R⊥ are the principal com-
ponents of the rotational diffusion tensor of the probe for rotations around its
long or short axis, respectively. In practice, the basis set is obtained from the
direct product of the electron spin, S, with the nuclear spin, I, eigenfunctions
|pS, qS, pI , qI〉 = (|S,mS〉〈S,m′S|)(|I,mI〉〈I,m′I |) (2.89)
whileDLM,K are the orientational Wigner rotation matrixes (Eq. 2.49,2.60,2.64)
with L, M , and K integers, L ≥ 0 and |M |, |K| ≤ L, forming the basis set for
the orientations. The reorientational motion of the probe is assumed to take
place in the local mean field ordering potential (Eq. 2.71)
U(Ω) = −kT{λ00D200(Ω)} (2.90)
which is also employed, when needed, to calculate local orientational order
parameters
〈PL〉 = 〈DL00(Ω)〉 =
∫
DL00(Ω) exp [λ00D
2
00(Ω)] dΩ∫
exp [λ00D200(Ω)] dΩ
(2.91)
where Ω gives the probe orientation with respect to the local director and λ00
is the strength of the potential.
2. Polydomain Model
If the spin probe reorients in local domains when the director distribution can
be described by
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P (Ωdir) ≡ P (βdir) ∝ exp [ aP2(cosβdir)] (2.92)
with P2 a second rank Legendre polynomial 1.5 and a a positive constant,
the resulting ESR spectrum is given by the superposition of the ones of the
individual domains [28, 33]
I(ω − ω0) =
∫
P (Ωdir) I(ω − ω0;Ωdir) d(Ωdir) (2.93)
This approach clearly comprises the limiting cases of a completely random
domain distribution, P (Ωdir) = 1/pi, and of a monodomain distribution. It is
well-known that spectra for the two limiting cases are clearly different, indi-
cating that the ESR technique is suitable for this kind of investigation of the
system structure. In general, the order of the domains can be characterized
by a second-rank orientational order parameter, 〈P2〉dir, for the local director
〈P2〉dir =
∫
P2(cosβdir) exp [ aP2(cosβdir)] sinβdir dβdir∫
exp [ aP2(cosβdir)] sinβdir dβdir
(2.94)
The simulation of the experimental spectra often requires the simultaneous vari-
ations of several parameters (i. e. R‖, R⊥, coefficients of the ordering potential
and contributions due to the inhomogeneous broadening) in order to obtain reason-
able fits of the spectra. In our analyses, the fit parameters were optimized using
a modified Gauss-Newton-Marquardt non-linear least squares method [34, 35]. As
the number of the parameters to be varied increases, we are confronted with the
problem that several choices of parameters can lead to fits of similar quality, thus
a quantitative criterion becomes necessary to discern the best fit. The non-linear
least square fitting procedure that we adopted allows to vary the user specified pa-
rameters within selected ranges and to calculate successive ESR spectra until the
convergence criterion specified by the user is satisfied. Furthermore, the quantitative
goodness of the fit is given in terms of the sum of the squared differences between
the experimental and fitted spectra.
The best method to manage the parameter set in the fitting procedure of the ex-
perimental spectra is specific for every system and, therefore, it is detailed reported
from case to case together with the appropriate model.
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Chapter 3
5CB LC doped with Azobenzene
Derivatives
3.1 Azobenzene properties and applications
Azobenzene is a chemical compound onsisting of two phenyl rings linked by a
–N=N– bond. The term azobenzene, or simply azo, is often used to indicaate a wide
class of molecules that share the azobenzene core structure, with different chemical
functional groups extending from the phenyl rings (technically, these compounds
should be referred to as diazenes). It is well-known that this class of molecules can
exist in two configurations, the trans and the cis form [36]. The trans isomer is
generally more stable than the cis : the energy difference between the ground state
of the trans and cis isomers is about 50 kJ/mol.
N
N
N
N
UV light
vis light, ∆
Figure 3.1: Azobenzene photoisomerization. The trans form (left) and the cis form
(right) can be interconverted using light with an appropriate wavelength.
One of the most intriguing properties of the azo-group is the photochromic behav-
ior, that is, it undergoes a change in its molecular structure upon photoirradiation
(Figure 3.1). The stable trans form can be photoisomerized to the cis configuration
by exposure to UV-light, which corresponds to the energy gap of the pi-pi∗ transition
(Figure 3.2). The inverse reaction, i.e. cis-to-trans isomerization, can occur both
thermally and photochemically; in the last case blue light, which matches the energy
corresponding to the n − pi∗ transition, is required (Figure 3.2). Furthermore, the
photoisomerization reaction is extremely rapid, occurring on picosecond timescales,
while the thermal back-relaxation usually requires hours.
The mechanism of isomerization has been the subject of some debate, with two
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trans
cis
Figure 3.2: Typical absorption spectra of azocompounds showing the high-intensity
pi-pi∗ band in the UV region and the low-intensity n− pi∗ band in the visible region.
pathways identified as viable: a rotation about the –N=N– bond, with disruption
of the double bond, or via an inversion, with a semi-linear and hybridized transition
state. This mechanism in the gas phase and to a minor extent in solution has been
the object of a huge amount of basic studies [37–41].
Because of the fast and reversible photoisomerization, azobenzene (AB) has re-
cently attracted a great deal of technological interest, expecially for photonic appli-
cations in LC based systems [42–46]. In LC elastomers containing AB moieties, the
photoisomerization can produce changes in elongation of samples up to 20% and
also a precisely governable bending of the polymer film (see Figure 3.3), opening the
way to the realization of photodriven actuators, valves and other devices.
Figure 3.3: Directed bending of a polymer film by light [43]. a, Chemical structures
of the liquid-crystal , monomer (molecule 1) and crosslinker (molecule 2) used for
preparation of the film; b, Precise control of the bending direction of a film by
linearly polarized light.
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The transformation of AB in nematics induces the photomodulation of the LC
orientation (Figure 3.4), thus this phenomenon can be used to obtain a photodriven
bright-dark contrast in LC display. Two types of photomodulation of orientations of
liquid crystals (LCs) are particularly interesting: order-order change of LCs, which
modify the LC director orientation, and order-disorder change, which produce a
phase transition.
Figure 3.4: Two types of photomodulation of orientation of LC molecules [44].
A), Change in LC directors orientation (order-order change); B), Change in phases
(phase transition, order-disorder change).
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3.2 Photoisomerization in guest/host systems
Both from the point of view of the applications and from a more basic stand-
point, it is crucial to understand how the AB isomerization acts on the surrounding
medium affecting its properties. In particular, we are interested in the order-disorder
changes occurring in guest/host systems, made of AB derivative molecules dissolved
in a nematic LC matrix.
The change of nematic-isotropic temperature transition of an AB solution in ne-
matics, following photoexcitation, has been demonstrated [44, 47] and interpreted
in terms of a change of the ordered phase stability. The rod-like shape of the trans
isomer, being similar to that of the LC host, can stabilize the ordered phase. On
the other hand, the cis isomer destabilizes the LC phase because of its bent shape.
Therefore, the trans-cis photoisomerization of the AB in the LC phase can induce
disorganization of the phase structure. This is the basis of the photochemical phase
transition of nematic LCs, represented in Figures 3.5 and 3.6. The nematic-isotropic
phase transition temperature (TNI) of the mixture with the cis form (Tcc) is much
lower than that with the trans form (Tct). If the temperature of the sample (T ) is
set so that Tct > T > Tcc and the sample is irradiated to cause trans-cis photoi-
somerization of the AB guest molecules, then TNI decreases with an accumulation
of the cis form, and, when TNI becomes lower than the irradiation temperature
T , an isothermal nematic-isotropic phase transition of the sample is induced. Pho-
tochromic reactions are usually reversible and, with cis-trans back-isomerization,
the sample reverts to the initial LC phase. This means that phase transitions of LC
systems can be induced reversibly by photochemical reactions of photoresponsive
guest molecules.
Figure 3.5: Order-disorder change: phase diagram of the photochemical phase tran-
sition of azobenzene/LC systems. N, nematic; I, isotropic.
These systems are widely investigated in order to improve their photoresponsive
properties, i. e. the time necessary to switch the isothermal phase transition [47–
50], while a study focused on the way the order and the local dynamics (”rotational
microviscosity”) are influenced is, to our knowledge, still lacking.
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Figure 3.6: Order-disorder change: mechanism of photochemical phase transition in
azobenzene/LC systems [44]. The mesogens and the azo-dyes are depicted as white
and black ellipsoids, respectively.
The orientational order, the dynamics and in general the physical properties of
nematic LCs are influenced by dissolved solutes [51–53]. The most obvious mani-
festation is the disruption of alignment induced by spherical solutes, leading to a
lowering of the nematic-isotropic phase transition temperature [54]. The effects on
the medium are, however, related to the molecular features of the solutes (shape,
dipole moment, polarizability, etc.) and in a number of cases, e.g. for molecules
with a relatively large length-to-width ratio, a stabilization of the solvent ordering
and an increase of TNI can occur [55]. Although the molecular mechanism for the
solute-solvent interaction is far from clear, a relation to molecular shape is often
invoked [56]; in this context, AB solutes represent a particularly interesting case,
since by exposing the nematic solution to a near UV light, it is possible to drive a
change in shape by photoexciting the trans to cis transformation.
In this study we have then decided to investigate these changes by considering a
series of AB compounds of similar shape but with varying chemical properties. In
particular, we have studied a set of eight p-substituted AB (Figure 3.7) and a set of
two p,p’ -disubstituted AB (Figure 3.15) in the nematic 4-cyano-4’-n-pentylbiphenyl
(5CB, Figure 2.7). We have then considered solutions of trans isomers of these
compounds at different concentrations and we have followed the changes with tem-
perature of the order and the dynamics of the medium, as experienced by a nitroxide
spin probe, using the well established ESR spin probe methodology (see Chapter 2).
We have then generated in situ cis isomer solutions and we have repeated the tem-
perature dependent measurements. In this chapter, we present our results and
compare them, showing that the effect of solutes does not always reduce to a simple
scaling of the order plot, as expected when only TNI is affected. On the contrary, in
some cases the effect on the order is more profound with a change of the functional
dependence of 〈P2〉 on the temperature. Finally, we also try to relate the results to
molecular features of the solutes studied.
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3.3 p-substituted Azobenzene Derivatives
3.3.1 Experimental Section
The liquid crystal 5CB was used as host matrix (Figure 2.7) and the nitroxide
spin probe was the 3β-DOXYL-5α-cholestane (CSL) (Figure 2.8). The structure
of the photoactive monosubstituted units used was 4-R-phenylazobenzene (see Fig-
ure 3.7), where R = H, F, Br, CH3 , CF3 , OCH3, On-Bu, Ot-Bu. None of the
azo-derivatives considered showed a LC phase. Azobenzene was purchased from
Aldrich and used without further purification. The azo-derivatives were synthesized
according to the Mills reaction[57], in which nitrosobenzene combines with primary
arylamines in glacial acetic acid to give unsymmetrical azo-derivatives. The synthe-
sis and characterization of 4-Ot-Bu-phenylazobenzene (1-[4-(tert-butoxy)phenyl]-2-
phenyldiazene) is original and is reported in the Appendix B.
N
λ = 365 nm
R R
N=N
N
Figure 3.7: Chemical structure of the photoactive units 4-R-azobenzene (R = H, F,
Br, CH3 , CF3 , OCH3, On-Bu, Ot-Bu) together with the trans-cis photoisomeriza-
tion scheme.
Azo-doped samples were prepared by adding in turn one of the eight azo-derivati-
ves, at 1% and 7% mole fraction, to a solution of CSL spin probe in 5CB at a
concentration of 6×10−4gCSL/g5CB. Given the good solubility of the spin probe and
of the azo-derivatives in 5CB at the concentrations studied, mechanical mixing at a
temperature slightly above TNI was sufficient to prepare uniform samples without
adding any solvent.
Fresh samples not requiring photoisomerization (trans isomers) were inserted
into glass capillaries of 1.8 mm internal diameter and stored in the dark at room
temperature until ESR measurements. To obtain the cis isomers, samples were
treated as described later in this section. Immediately after the isomerization, they
were inserted into the capillaries and ESR spectra were recorded. We recorded ESR
spectra on heating taking the samples from the nematic (N) to the isotropic (I)
phase, in a range of about 20 K around TNI , with the experimental set up described
in Section 2.3.1.
The trans-cis photoisomerization reactions (see Figure 3.7) were carried out by
exposing the samples in a quartz cuvette to UV-light (λ = 365 nm) with a UVGL-58
MINERALIGHT Lamp (UVP). During the exposure, we recorded several UV-visible
absorption spectra with a Cary 1E (Varian) spectrophotometer to follow the trans-
cis photoisomerization. UV-visible spectra were taken before any irradiation and
after different times of exposure, diluting each sample in cyclohexane to achieve
a concentration of the azo-derivative of 2.5 × 10−4 M . The trans isomer spectra
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exhibited features characteristic of trans-azobenzene type molecules, i. e. a strong
absorption band at about 340 nm, due to pi → pi∗ transition, and a much weaker
band centered at 450 nm, due to n → pi∗ transition. Irradiation at 365 nm
caused a decrease of the pi → pi∗ band intensity and a build-up of the n → pi∗
band, which was slightly shifted toward shorter wavelengths. This indicated that the
isomerization was taking place. We considered the process successful when we could
not observe any further change by comparing two consecutive UV-visible spectra
(see Figure 3.8). This typically required between 10 and 24 hours, depending on
the azo-derivative concentration. After the ESR measurements of the samples doped
with the cis azo-derivatives, a further UV-visible absorption spectrum was taken and
compared to the one taken immediately before the ESR measurements. In all the
cases, these spectra were essentially identical, indicating that the cis isomers did not
significantly reverse to the trans configuration during the ESR spectra acquisition.
after ESR measurements
before ESR measurements
after 8 h exposure
before UV exposure
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Figure 3.8: Typical absorption spectra recorded after different times of UV expo-
sure. Example relative to 5CB doped with 4-Ot-Bu-phenylazobenzene dissolved in
cyclohexane (see text for details).
The presence of non-mesomorphic solutes in a nematic LC can lead, in a temper-
ature range close to the TNI , to the appearance of a biphasic region, consisting of
both N and I phases which coexist in equilibrium [58–60]. This actually seemed to
be the case for some of the samples doped with the cis azo-derivatives, whose ESR
spectra exhibited a line shape that could be attributed to the superposition of two
different spectra, one characteristic of a nematic phase and the other of an isotropic
environment. To verify for all the samples the existence and the limits of the biphasic
region, if any, we also performed a series of polarizing microscope observations under
crossed polarizers. Every LC mixture was held in a flat quartz cell with 25 µm spac-
ing. The inner surface of the cell was coated with polyvinyl formal and then rubbed
to achieve homogeneous alignment of the LC molecules parallel to the rubbing di-
rection. The sample was then irradiated with UV-light (λ = 365 nm) to cause the
isomerization, when needed, and examined with a ORTHOPLAN Leitz polarizing
microscope equipped with a thermostating stage, placing the cell with the LC di-
rector at 45◦ with respect to the polarizers. For each system, the temperature range
explored was the same considered in the ESR measurements. These investigations
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confirmed that pure 5CB and samples doped with trans isomers completely turned,
at the transition, into the I phase, while mixtures containing cis isomers exhibited,
close to the TNI , a biphasic region in which both N and I phases coexisted (see Fig-
ure 3.9 for an example relative to 5CB doped with cis 4-On-Bu-phenylazobenzene
at 7% mole fraction).
(a) (b) (c) (d)
   
1
Figure 3.9: Pictures of 5CB doped with cis 4-On-Bu-phenylazobenzene at 7% mole
fraction, taken with the cell between crossed polarizers (see text for details). Bright
and dark areas correspond to the nematic and the isotropic phases, respectively. We
show the sample at the highest temperature at which it is still completely nematic
(a: T = 286.7 K), in the biphasic region (b: T = 289.8 K; c: T = 290.8 K) and at
a temperature at which it is completely isotropic (d: T = 292.2 K).
3.3.2 Fitting Procedure for ESR Spectra
The ESR spectra of the spin probe showed the expected features for CSL moving
in a fluid environment with a certain degree of order, similar to those observed in
previous studies of cyanobiphenyl nematics or similar materials [27, 61].
The ESR line shapes were simulated in a global-target-analysis, i. e. optimizing
the fit parameters for a series of spectra at the same time, using the method described
in Section 2.3.2 and assuming a monodomain model.
In a series of preliminary fits we considered as temperature dependent variable
paramteres the order parameter 〈P2〉, the perpendicular component of the rotational
diffusion tensor R⊥, the inhomogeneous line width T ∗−12 and the ratio of spinning and
tumbling diffusion coefficients Rr = R‖/R⊥ (introduced to minimize the correlation
among some of the parameters [27]). The results obtained from this preliminary
analysis showed that the dynamics seemed to be essentially independent of the
nature, the configuration and the concentration of the different azo-derivatives. In
particular, the R⊥ behavior could be described, for all the N or I phases, by a simple
Arrhenius-type temperature dependence
R
(i)
⊥ = R
(i)
0 exp [−E (i)/RT ] (3.1)
where i = N or I. Furthermore, Rr was found to be essentially temperature indepen-
dent, with values very close to those obtained for the pure 5CB, that is, R (N)r = 7.1
and R (I)r = 9.9. Therefore, in the final fits, it appeared reasonable to assume, for
all the different nematic or isotropic regions, a common temperature dependence of
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the dynamic paramters and the globalization scheme adopted can be summarized
as follows:
1. Nematic Phase
ESR spectra relative to the N phase where analyzed considering as variable
parameters the order parameter 〈P2〉, the inhomogeneous line width T ∗−12 and
the coefficients R
(N)
0 and E
(N) describing the Arrhenius behavior of R
(N)
⊥ .
R (N)r was kept fixed to the value obtained in the preliminary fits to further
reduce the correlations between the parameters.
2. Isotropic Phase
To model the line shapes in the I phase, 〈P2〉 was kept fixed to zero and ,
similiarly to the N phase, R (I)r was kept fixed to the value obtained in the
preliminary fits. The variable parameters were then the inhomogeneous line
width, R
(I)
0 and E
(I).
3. Coexistence Region
ESR spectra of samples that showed, at the polarizing microscope, a biphasic
region in a certain range of temperatures, were fitted to a weighted sum of two
spectra, one for each phase, both modeled with the same set of parameters
described above. The weight of each spectrum was assumed to be proportional
to the fraction of the nematic (fN) or isotropic (fI) phase present in the sample,
with fN + fI = 1.
In Figure 3.10 we show typical experimental ESR spectra and fits of a sample
doped with cis 4-CH3-phenylazobenzene at 7% mole fraction at temperatures rep-
resentative of the N phase, of the I phase and of the biphasic region. The very good
fits obtained confirmed the validity of the model.
The fraction of each phase could be estimated by using the lever rule in a
temperature-composition phase diagram [54]. We illustrate the method employed
in Figure 3.11, where we report, as an example, the phase diagram of 5CB doped
with 4-On-Bu-phenylazobenzene in its cis form.
By inspection of the ESR line shapes we have detected the biphasic region limits,
marked in Figure 3.11 as dots on the isopleth lines at 1% and 7% mole fraction, and
we have then identified the α and β lines (assumed to be straight lines at low
solute concentration) [52, 59], which represent the composition of the N and the I
coexisting phases, respectively. Considering for example the heating process of the
nematic system at 7% mole fraction, at Tα the I phase begins to appear while at Tβ
the N phase completely vanishes. At every temperature Tj inside the coexistence
range, we drew the corresponding tie line (of total length lN + lI ) and applied
the lever rule: lIfN = lNfI . We thus calculated the values of fN = lN/(lN + lI)
and fI = lI/(lN + lI), which represent the relative amount of N and I phase in
equilibrium within the biphasic region. Moreover, the intersection between the α
and β lines with the tie line allowed to find out the composition of the nematic,
x(N), and isotropic, x(I), coexisting phases, respectively.
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Figure 3.10: Experimental ESR spectra (dashed line) and fits (solid line) of 5CB
doped with cis 4-CH3-phenylazobenzene at 7% mole fraction. For each spectrum,
the temperature and the corresponding phases are indicated. For the spectra
recorded in the biphasic region the fraction of the nematic phase fN is also reported.
3.3.3 Results: TNI, order and dynamics
To establish a uniform notation for the different samples, hereafter we shall refer
to TNI as to the highest temperature at which the N phase is still present in the
sample, to ∆TNI as to the difference between the TNI of the system considered and
that of the pure 5CB and to ∆Tcoex as to the range of the biphasic region of the
mixtures containing the cis isomers.
We found, in particular, ∆TNI values for the trans isomers in the range −0.2
to −1.6 K at 1% mole fraction, increasing, in absolute value, at 7% to the range
−0.7 to −8.0 K and, for the cis isomers, in the range −1.7 to −3.7 K and −7.9
to −19.5 K at 1% and 7% mole fraction, respectively. The ∆Tcoex of the cis-doped
samples, also shown in Table 3.1, increased with the azo-derivative concentration
from 0.2 to 0.6 K at 1% to the range 0.4 to 8.3 K at 7% and was wider in samples
with larger ∆TNI .
In Figure 3.12 (a) we show our results for the order parameter 〈P2〉 of the spin
probe against reduced temperature T ∗ = T/TNI in samples containing the trans
isomers at 1% mole fraction. As we can see, the values are nearly identical to those
relative to the pure 5CB and this can be also observed at the higher 7% mole fraction
(Figure 3.12 (b)), with only a very small decrease of the 〈P2〉 values in the samples
containing the Ot-Bu and F substituted azo-derivatives.
For the cis isomers, the deviations are relatively larger. As shown in Fig-
ure 3.13 (a), even at 1% mole fraction all the samples show a degree of order lower
than that of the pure 5CB and this decrease becomes even more evident at 7%
mole fraction for all the azo-derivatives (see Figure 3.13 (b)) and is particularly
large in samples containing the On-Bu and Ot-Bu substituted azo-derivatives. The
〈P2〉 temperature dependence, in this latter case (Figure 3.13 (b)), seems to have
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Figure 3.11: Temperature-composition phase diagram of 5CB, doped with cis 4-
On-Bu-phenylazobenzene, showing the nematic–isotropic coexistence region. Also
shown are the experimental ESR spectra, at 7% mole fraction, acquired at the
limiting temperatures (Tα and Tβ) and approximately in the middle (Tj) of the
biphasic region.
a peculiar trend. In the temperature range far from the corresponding TNI , the
order parameter of the various samples decreases with increasing temperature but,
approaching the TNI , the degree of order exhibits a small increase and then it de-
creases again, eventually showing the discontinuity characteristic of the N–I phase
transition, once the TNI is reached. The reason for this behavior is related to the
formation of the biphasic region and on the consequent partition of the cis azo-
derivatives within the two phases. To clarify this point, it is useful to refer again
to the phase diagram in Figure 3.11, considering the isopleth at 7% and a heating
process raising the system temperature from Tα to Tβ. Within the biphasic region
(Tα < T < Tβ), the solute is distributed between the N and the I phase in differ-
ent proportions. At the generic temperature Tj, for instance, the cis azo-derivative
mole fraction dissolved into the N phase, x(N), is smaller than the nominal concen-
tration of 7%. Thus, in the coexistence region, the order of the N phase present
in the system is the result of the competition of two opposite temperature-related
processes. On the one hand, in fact, increasing the temperature causes a higher
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Table 3.1: Effect of the trans and cis p-azobenzene derivatives at 1% and 7% mole
fraction on the nematic phase stabilitya.
TNI /K ∆TNI /K ∆Tcoex /K
R trans cis trans cis cis
1% 7% 1% 7% 1% 7% 1% 7% 1% 7%
Ot-Bu 307.3 301.3 304.8 289.0 −1.2 −7.2 −3.7 −19.5 0.6 8.3
OCH3 308.3 307.5 306.0 289.5 −0.2 −1.0 −2.5 −19.0 0.4 6.0
On-Bu 308.1 307.8 304.9 291.9 −0.4 −0.7 −3.6 −16.6 0.6 5.2
CH3 308.1 306.4 305.6 294.5 −0.4 −2.1 −2.9 −14.0 0.5 1.9
F 307.4 302.7 305.8 295.6 −1.1 −5.8 −2.7 −12.9 0.3 0.8
H 306.9 300.5 305.7 295.7 −1.6 −8.0 −2.8 −12.8 0.2 0.7
CF3 307.5 302.0 306.8 299.5 −1.0 −6.5 −1.7 −9.0 0.2 0.4
Br 308.0 305.2 305.9 300.6 −0.5 −3.3 −2.6 −7.9 0.2 0.5
5CB 308.5
a Abbreviations:
TNI , nematic-isotropic transition temperature; ∆TNI = TNI,5CB+azo − TNI,5CB , shift of the TNI
relative to the pure 5CB;
∆Tcoex, nematic–isotropic coexistence range.
disorder of the N phase and a lower order parameter but, on the other hand, it is
the driving force for the diminishing of the cis isomer concentration in the nematic
fraction, resulting in a smaller perturbation of the system and thus in an increase in
the degree of order. The 〈P2〉 behavior shown in Figure 3.13 (b) is then the result
of these two contributions. The recovery of meaningful and uncorrelated values of
the nematic parameters from the fit was not possible when the nematic contribution
to the biphasic ESR spectrum became too weak. Therefore, in Figure 3.13 (b), the
〈P2〉 values of samples with a fraction fN lower than about 0.15 are not shown.
Such a peculiar trend of the order parameter is similar to that obtained by Polson
and Burnell [62] in a Monte Carlo simulation study, investigating the 〈P2〉 behavior
at the beginning of the nematic–isotropic coexistence region of a binary LC mixture
with a Lebwohl-Lasher model. Experimentally not much is available. However, in
an NMR study of 5CB deuterated in different positions, Beckmann et al. [63] found
that, in the presence of an unknown impurity at low concentration (traces), the
nematic order parameter was almost constant in a portion of a relatively narrow
coexistence region. It is not too surprising that, in that case [63], in the two-phase
region the order parameter has been found to be a universal function of T/TNI .
However, in our case, at 7% of the cis isomer (Figure 3.13 (b)), it is no longer
possible to assume the order parameter as a universal function of T/TNI , since it is
quite evident that, already before the occurrence of the two-phase region, the order
parameter is depressed by the presence of the azo-derivative beyond the expected
value.
As previously discussed, the spin probe dynamics in the presence of the azo-
derivative is essentially unchanged with respect to that observed in the pure 5CB.
In particular, it was found to have a different trend in the N and in the I phase,
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Figure 3.12: Order parameter 〈P2〉 of the spin probe against reduced temperature
T ∗ for the samples doped with the trans azo-derivatives at (a) 1% and (b) 7% mole
fraction, compared to the pure 5CB. The sequence of the substituents, from bottom
to top in the key, is in order of increasing TNI , as listed also in the arrow-shaped
scheme.
which can be summarized as follows:
• Nematic Phase
The temperature range considered for the N phases was 274.2 to 308.5 K. The
best fit parameters of the R
(N)
⊥ Arrhenius-type temperature dependence are
R
(N)
0 = (6± 2)× 107 ns−1 and E (N) = 53± 2 kJ/mol. R (N)r = 7.1.
• Isotropic Phase
For the I phases, the temperature range was 280.7 to 320.5 K, with R (I)r = 9.9
and best fit parameters R
(I)
0 = (3± 1)× 105 ns−1 and E (I) = 41± 2 kJ/mol.
3.3.4 Discussion
It is interesting to try and relate the changes induced by the solute on 〈P2〉
and TNI from those observed for the pure 5CB to the solute-solvent interactions
occurring between the different azo-derivatives and the LC host and here we wish
at least to start tackling the problem. We begin discussing the overall effect of the
various solutes on the ∆TNI and the 〈P2〉 dependence on T ∗. We then offer a de-
tailed comparison of the differences in the ∆TNI , due to the type of azo-derivative,
for each isomer configuration and at the two mole fractions studied. Considerations
based on solute shape and size (essentially “short-range” interactions) that are able
to rationalize, at least in part, the N phase stability sequence of the various cis
isomers are not valid for the trans, which exhibit quite a different sequence. To
investigate the role of interactions at longer range, we then proceed to compare the
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Figure 3.13: Order parameter 〈P2〉 of the spin probe against reduced temperature
T ∗ for the samples doped with the cis azo-derivatives at (a) 1% and (b) 7% mole
fraction, compared to the pure 5CB. The sequence of the substituents, from bottom
to top in the key, is in order of increasing TNI , as listed also in the arrow-shaped
scheme.
electrostatic properties of the solutes with those of the solvent, beginning with the
molecular dipole and quadrupole and then performing a qualitative comparison of
the electrostatic potential at the molecular surface.
By recalling the results presented in the previous section, a first, general obser-
vation is that the cis isomers (V-shaped) always produce a shift of the nematic–
isotropic transition to a lower temperature larger than that of the trans (rod-like).
At 1% and 7% trans and at 1% cis, the destabilization causes only a TNI shift
while the 〈P2〉 dependence on T ∗ is either completely unaffected (trans isomers at
both mole fractions, Figure 3.12), or shows only a small decrease (cis isomers at 1%,
Figure 3.13 (a)). At 7% cis, instead, the shift to a lower temperature is no longer
able to “compensate” the destabilization introduced by the azo-derivatives so that
also the order of the phase is significantly depressed, compared to that of the pure
5CB, with relatively large differences among the 〈P2〉 vs. T ∗ plots (Figure 3.13 (b)).
By listing the derivatives, starting from the one which causes the largest decrease
of 〈P2〉, we have the following sequence: Ot-Bu, OCH3, On-Bu, CH3, F, H, Br and
CF3. Interestingly, if we consider the TNI shifts, again starting from the largest one,
we have almost the same sequence, apart from the inversion of CF3 with Br. At 1%
cis, we also observe a quite similar result: Ot-Bu, On-Bu, CH3, H, F, Br, OCH3 and
CF3. The sequence of stability of the trans isomers is, instead, quite different from
that of the cis. At 7% it is: H, Ot-Bu, CF3, F, Br, CH3, OCH3 and On-Bu and it
remains similar at 1%: H, Ot-Bu, F, CF3, Br, CH3, On-Bu and OCH3.
We can now summarize the above observations. The cis isomers determine an
overall larger destabilization and, within the cis series, it seems that the destabiliz-
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ing effect due to the bulkiness of the substituent is dominant (Ot-Bu, On-Bu and
OCH3) and, at 7% mole fraction, it affects not only the shift of the TNI but also
the order of the phase in a very similar way. This is compatible with the idea that
the main influence on the N phase stability is played by the solute molecular shape
and is also in agreement with experimental studies and simulations dealing with
the orientational ordering of solutes in nematic LC and hinting that the short-range
interactions, which depend on the size and on the molecular shape, strongly influ-
ence the orientational behavior of molecules in nematic solvents [56, 64]. Clearly,
these considerations of size are not sufficient by themselves to account for the se-
quence of stability observed, otherwise the unsubstituted azobenzene and the 4-F-
phenylazobenzene, in the sequence of the cis at 7%, would have occupied the last
position and the CH3 azo-derivative, having approximately the same size as the Br
or the CF3, would have shown a similar behavior. Moreover, in the case of the
trans isomers, it seems that the destabilizing contribution due to the larger sub-
stituents is less important since, e.g., the unsubstituted azobenzene and the Ot-Bu
azo-derivative affect the TNI in a similar way. We also observe that, since the solute
has a size and shape approximately corresponding to that of the solvent, the N phase
is almost unaffected by its presence: indeed at both the concentrations studied, the
trans On-Bu-phenylazobenzene induces only a small TNI shift.
Another relevant contribution to the orientational ordering involves long-range,
solute-solvent electrostatic interactions [56, 64–66]. To investigate their role, we
have calculated and compared the dipole moment and the principal components of
the quadrupole tensor of both the solvent and the solute molecules. For all the com-
pounds studied, we performed a preliminary quantum mechanical DFT B3LYP/6-
31G∗∗ geometry optimization and vibrational frequency calculation. Then, by us-
ing this optimized geometry, we determined, using the more extended “augmented
correlation-consistent polarized valence orbital basis set of triple zeta quality” (AUG-
cc-PVTZ), the dipole and quadrupole moments and the atomic point charges with
the Merz-Singh-Kollman scheme, considering the additional constraint of reproduc-
ing the total molecular dipole moment [67]. The results of these calculations are
reported in Table 3.2 and Table 3.3. Unfortunately, it was not possible to find a
simple correlation between the degree of destabilization caused by the various azo-
derivatives and their dipole moments or quadrupole tensor principal values, also
when comparing them to those of the 5CB liquid crystal. In a way this is not sur-
prising, since for molecules in close contact like those in a condensed phase, the full
charge distribution should be considered [68] and it is not sufficient to simplify the
electrostatic host-guest interactions using low rank multipole terms.
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Table 3.2: Dipole moment (µ) and dipole components (µi) of the various molecular
species used in this studya
R trans cis
µ µx µy µz µ µx µy µz
Ot-Bu 1.66 -0.96 -0.11 1.35 3.26 -2.24 -2.37 0.15
OCH3 1.88 1.43 -1.23 0.00 3.89 -2.55 -2.85 0.71
On-Bu 2.50 2.27 -1.05 0.00 4.39 3.61 2.44 0.55
CH3 0.81 -0.81 -0.06 0.00 3.63 -1.10 -3.45 0.21
F 1.52 -1.51 0.21 0.00 2.34 0.69 -2.23 0.23
H 0.00 0.00 0.00 0.00 3.17 0.00 -3.17 0.00
CF3 3.64 3.63 0.19 -0.08 2.66 -1.96 -1.78 -0.24
Br 1.89 -1.89 0.14 0.00 2.39 0.54 -2.31 0.31
5CB 6.32 6.26 0.61 0.64
aValues calculated at B3LYP/6-31G∗∗ – AUG-cc-PVTZ level in the molecular inertial frame and
expressed in Debye.
Table 3.3: Quadrupole components Qii of the various molecules used in this study
a
R trans cis
Qxx Qyy Qzz Qxx Qyy Qzz
Ot-Bu 13.7 0.2 -13.9 13.4 -15.8 2.4
OCH3 13.6 -0.1 -13.5 12.2 -11.3 -0.9
On-Bu 15.1 -2.4 -12.7 16.8 -16.2 -0.6
CH3 12.9 -0.3 -12.6 9.8 -8.8 -1.0
F 1.1 6.6 -7.6 11.5 -12.7 1.2
H 10.9 1.1 -12.0 9.3 -7.8 -1.5
CF3 0.0 7.3 -7.3 -17.0 13.4 3.6
Br 5.9 3.7 -9.6 12.2 -14.0 1.8
5CB -35.8 24.1 11.7
aValues calculated at B3LYP/6-31G∗∗ – AUG-cc-PVTZ level in the quadrupolar frame and ex-
pressed in Debye A˚.
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The importance of the role played by long-range interactions on the molecular
orientation mechanism in nematics has been discussed in several works, particularly
by Burnell et al. (see e.g. [66] and refs. therein), and it has been related to the
average electric field arising from the charge distribution of the solvent molecules
surrounding the solute and to the corresponding field gradient, experienced by the
solute. Here, for each molecular species studied, we have calculated the electrostatic
potential at the molecular surface (EP map) defined by the overlap of the Van der
Waals spheres centered on each atom, using the simple Coulombic relation
V (r) =
∑
i
qi
1
|r− ri| (3.2)
where r is the position on the molecular surface and qi is the point charge located
on the i-th atom at ri.
We now wish to perform a qualitative comparison between the EP map of 5CB
and the map of each azo-derivative looking for features which could hint at a fa-
vorable or disruptive short-range arrangement of the solute-solvent pair and thus
indirectly be related to a higher or a lower degree of destabilization for that deriva-
tive.
In Figure 3.14, we compare the potential map of 5CB with the trans isomers and
we consider the two extreme azo-derivatives in the sequence of stability. We see that
the EP map of 5CB (Figure 3.14 (a)) exhibits a strong negative site located on the
CN group and a positively charged region on the alkyl chain. The EP map of the 4-
On-Bu-phenylazobenzene (lowest destabilization, Figure 3.14 (b)) also exhibits quite
a well defined positive region on the n-Bu group and a negative region centered on
the azoic group. The similarity of shapes and EP maps hints that the introduction
of this solute should be relatively innocuous on the local environment. The EP map
of the unsubstituted azobenzene (highest destabilization, Figure 3.14 (c)) appears
instead to be quite different from that of 5CB, being symmetrical and without
distinct regions of opposite charge, suggesting a local perturbation of the solvent-
solvent interactions. By considering these two compounds as the “limiting” cases
for the trans azo-derivatives and by ordering all the other derivatives according to
the intermediate features of their map, it is actually possible to recover the same
sequence of stability observed experimentally, thus confirming our assumption that
azo-derivatives with an EP map more similar to that of 5CB will introduce a lower
degree of destabilization.
This qualitative argument is tenable only for molecules of similar shape, where
the electrostatic contribution can operate a second level selection. Thus a direct
comparison of the EP map of 5CB with the maps of the cis azo-derivatives (Fig-
ure 3.14 (d) and 3.14 (e)) would be more difficult due to their bent shape. However,
it is still possible to observe analogous features among the cis azo-derivatives EP
maps which can be consistently related to the different degrees of destabilization
introduced in the N phase. The EP maps of the cis azo-derivatives responsible of
the lowest and the highest degree of destabilization at 7% mole fraction are shown
in Figure 3.14 (d) and 3.14 (e). In the first case (Br azo-derivative), the substituent
exhibits EP values close to zero, while the atoms closest to the azoic group have
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1
Figure 3.14: Electrostatic potential at the molecular surface for the 5CB (a), trans
4-On-Bu-phenylazobenzene (b), trans azobenzene (c), cis 4-Br-phenylazobenzene
(d) and cis 4-Ot-Bu-phenylazobenzene (e). Color coded according to the palette
(units 4pi0e/A˚). Geometry and charges obtained at B3LYP/6-31G
∗∗ – AUG-cc-
PVTZ level.
strongly positive values. In the second (Ot-Bu azo-derivative), we observe a strong
negative site on the tert-butoxy group and a relatively neutral region on the aro-
matic carbons bound to the azoic group. Also in this case, we ordered the other
cis azo-derivatives according to their map and we obtained the same sequence of
stability observed experimentally.
3.3.5 Conclusions
We have studied a series of eight closely related azobenzene derivatives, in their
trans and cis form, dissolved at a mole fraction of 1% and 7% in the nematic 5CB
liquid crystal. One of the aims of our study was to investigate if trans and cis azo-
derivatives simply act on a nematic solvent by shifting TNI [44, 47] or if more subtle
effects come into play [24, 25]. We have found that the presence of the azo-derivative
caused, in all the present cases, a depression of the TNI . The cis isomers reduced
the order of the 5CB nematic phase and induced a larger TNI shift with respect to
the trans isomers. At higher mole fraction, we observed an analogous behavior with
larger effects. At both concentrations of the trans isomers and at 1% of the cis, the
T ∗ dependence of our spin probe order parameter remained unchanged by the addi-
tion of the solute with respect to that of the pure 5CB. At 7% cis isomers, instead,
the 〈P2〉 decreased significantly, indicating a more unexpected and profound change
of the functional dependence of 〈P2〉 on the temperature and on the chemical nature
of the azo-derivative. In the presence of the cis isomers the samples showed a region
of phase separation which was almost negligible at 1% but became quite evident at
7% and was found to be wider in samples with larger TNI shifts.
The 〈P2〉 recovered after suitable allowance for the biphasic region in simulating
the probe spectra showed a peculiar dependence on T ∗ with the order parameter
slightly increasing as the system enters the biphasic region. It is important to no-
tice that, even setting aside the region very close to TNI , the order parameter of
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the cis isomers showed marked changes for the different substituents, with a more
pronounced effect for the alkoxy groups.
Surprisingly, the rotational dynamics of the probe, and thus indirectly the local
rotational microviscosity, appeared to be unaffected by the nature, the isomer type
or the concentration of the different azo-derivatives.
We discussed also the possibility of relating the different degrees of destabiliza-
tion to long-range electrostatic interactions of 5CB with the different azo-derivatives.
No simple correlation was found with the low rank electrostatic terms (molecular
dipole or quadrupole). However, interesting structure-stability correlations were
found considering the full electrostatic potential maps of 5CB and of the different
solutes, indicating that, at least for comparable shapes and sizes, an azo-derivative
with a potential map more similar to that of the 5CB will introduce a lower degree
of destabilization in the phase.
Even without this full understanding of the effects of the solute structure on
the nematic solvent, we believe that our findings, i.e. that (i) the changes in order
induced by the cis isomers go beyond a simple shift in transition and that (ii) it is
possible to obtain substituent dependent differences of up to 25% in the ordering,
should be of interest in photonic applications based on the azobenzene photorespon-
sive properties.
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3.4 p,p’ -disubstituted Azobenzene Derivatives
We have extended the study presented in the previous section to disubstituted
mesogenic azo-benzenes having a structure similar to that of the 4-On-Bu-phenylazo-
benzene (Figure 3.7). This choice is based on the findings reported in Section 3.3.3,
that is, that the 4-On-Bu-phenylazobenzene is the compound that in its trans con-
figuration induces only a slight destabilization of the N phase without affecting the
〈P2〉 behavior, whereas its cis isomer induces large and profound changes both in
the TNI and in the nematic order. The chemical structure of the two azo-compounds
(AB2R, with R = NO2 and OCH3 [69, 70]) used in this investigation is shown in
Figure 3.15.
These derivatives have been synthesized by our collegues of the Department of
Organic Chemistry at the Unversity of Barcelona.
N
N
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Figure 3.15: Chemical structure of the disubstituted photoactive units (R = NO2,
OCH3) together with the trans-cis photoisomerization scheme.
The samples were prepared by adding in turn one of the two azo-derivatives,
at 3% and 8% mole fraction, to a solution of 5CB/CSL (gCSL/g5CB = 6 × 10−4),
following the method already described in Section 3.3.1. In summary, we performed
the trans-cis isomerization by exposing the samples to UV-light and monitored the
process with UV-visible absorption spectra (Figure 3.16). Both for the trans and
for the cis doped samples, the ESR spectra were acquired on a heating stage from
the N to the I phase. An additional UV-vis spectrum of the cis doped samples was
taken after the ESR measurements and it indicated that in all the cases the inverse
isomerization reaction did not take place (Figure 3.16).
Polarizing microscope observations, peformed in a temperature range consistent
with the one explored during the ESR measurements, confirmed the presence of a
biphasic region in the samples doped with cis AB2OCH3, whereas no coexistence
region was observed in the other cases.
The fitting procedure adopted followed the globalization scheme proposed in
Section 3.3.2. Also in this case, to model the ESR spectra relative to the two-
phase region, we used fN and fI as weighting parameters for the nematic and
isotropic contribution, respectively. The values of fN and fI were obtained from
the temperature-composition phase diagram in Figure 3.17 by using the lever rule.
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Figure 3.16: UV-visible absorption spectra for checking both the photoisomerization
process before the ESR measurements and the stability of the cis configuration
after the ESR measurements. Exemple relative to 5CB doped with AB2OMe (8%)
dissolved in cyclohexane.
Figure 3.17: Temperature-composition phase diagram of 5CB, doped with cis
AB2OMe, showing the nematic–isotropic coexistence region.
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3.4.1 Results and Discussion: TNI, order and dynamics
In Table 3.4, the temperature transition of the various samples studied are re-
ported. Accordingly to the definition given in Section 3.3.3, we shall refer to TNI
as to the highest temperature at which the N phase is still present in the sample,
to ∆TNI as to the difference between the TNI of the system considered and that of
the pure 5CB and to ∆Tcoex as to the range of the biphasic region of the mixtures
containing cis AB2OCH3.
We observe that trans AB2NO2 does not affect the N phase stability indepen-
dently of its concentration and that trans AB2OCH3 induces a clear stabilization of
the ordered phase, which increases with the azo-derivative concentration. This be-
havior is found to be common in LC mixtures containing mesogenic solutes [71–74].
As expected, the cis form of AB2OCH3 destabilizes the N phase, leading to a
lowering of the TNI , with ∆TNI values increasing (in absolute value) as the solute
concentration is raised. This behavior is comparable to that observed for the cis
4-On-Bu-phenylazobenzene (see Table 3.1). The occurrence of a biphasic region, in
which the N and the I phase coexist in equilibrium, is also observed near the TNI
(see also Figure 3.17). What is actually unexpected is the effect on the TNI played
by the cis isomer of AB2NO2. The N phase stability is, in fact, essentially unaf-
fected by the presence of this solute at both concentrations. Moreover, since both
the trans and cis forms of AB2NO2 do not induce any change in the TNI , it follows
that it is not possible to drive an order-disorder transition by photoisomerizing this
compound in a 5CB matrix.
Table 3.4: Effect of the trans and cis p-p’azobenzene derivatives at 3% and 8% mole
fraction on the nematic phase stabilitya.
TNI /K ∆TNI /K ∆Tcoex /K
R trans cis trans cis cis
3% 8% 3% 8% 3% 8% 3% 8% 3% 8%
NO2 308.5 308.4 308.5 308.4 − −0.1 − −0.1 - -
OCH3 309.1 310.8 302.1 296.3 0.6 2.3 −6.4 −12.2 3.2 10.1
5CB 308.5
a Abbreviations:
TNI , nematic-isotropic transition temperature; ∆TNI = TNI,5CB+azo − TNI,5CB , shift of the TNI
relative to the pure 5CB;
∆Tcoex, nematic–isotropic coexistence range.
The results relative to the order parameter 〈P2〉 against the reduced temper-
ature T ∗ = T/TNI for all the samples containing the trans isomers are shown in
Figure 3.18 (a). All the values are found to be slightly lower than those relative to
the pure 5CB, with the 8% AB2OCH3 doped sample showing the largest deviation.
A very interesting 〈P2〉 behavior is observed when the two azo-compound are
transformed into their cis form (Figure 3.18 (b)). The results show that the role
played by AB2NO2 in affecting the 〈P2〉 trend is concentration independent and,
furthermore, we notice that there is no significant difference between the effects in-
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duced by the trans and cis isomers on the nematic order (compare Figure 3.18 (a)
with Figure 3.18 (b)). The presence of AB2OCH3, instead, strongly depresses the
orientational order of the LC matrix and the lowering of the 〈P2〉 values is enhanced
when the solute concentration is increased from 3% to 8% mole fraction. In the coex-
istence range, the order parameter follows the peculiar trend, which has been already
observed for some of the cis p-substituted azo (Section 3.3.3), due to the different
solute partitioning within the N and the I phases. To summarize, we found that
cis AB2OCH3 acts on the nematic order in similar way as the cis 4-R-azobenzenes
having an alkoxy substituent.
(a)
(b)
Figure 3.18: Order parameter 〈P2〉 of the spin probe against reduced temperature T ∗
for the samples doped with (a) the trans and (b) the cis azo-derivatives compared
to the pure 5CB.
We found that the probe dynamics agrees with the trend observed for the 4-
R-azo doped samples, being unchanged with respect to that of the pure 5CB and
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showing an Arrhenius-type temperature dependence in the N and in the I phases:
• Nematic Phase
The temperature range considered for the N phases was 280.8 to 310.8 K. The
best fit parameters of the R
(N)
⊥ Arrhenius-type temperature dependence are
R
(N)
0 = (6± 2)× 107 ns−1 and E (N) = 55± 2 kJ/mol. R (N)r = 7.1.
• Isotropic Phase
For the I phases, the temperature range was 286.2 to 320.3 K with R (I)r = 9.9
and best fit parameters R
(I)
0 = (3± 1)× 105 ns−1 and E (I) = 41± 2 kJ/mol.
Figure 3.19: Arrhenius behavior of the tumbling diffusion coefficient R
(i)
⊥ (with i = N
or I) in the N and in the I phase (see text for details).
3.4.2 Conclusions
We have compared the behavior of a 5CB matrix doped with two azoderivatives
having similiar size and shape and we have found profound differences in their way
of affecting the LC properties, in terms of TNI and 〈P2〉. This result provide a
clear evidence for the relevant role played on the solute-solvent interaction by the
long-range contribution. We found, in fact, that simple considerations based on
the solute size and shape, which are often considered as the main factors acting on
the solvent ordering and stability, are not always sufficient to explain the N phase
stability.
In particular trans AB2NO2 and AB2OCH3 were found to stabilize the N phase,
but in different extent. cis AB2OCH3 and cis AB2NO2 showed, instead, opposite
effects with the first strongly depressing while the second stabilizing the ordered
phase. Furthermore, the LC matrix was found to be essentially insensitive to the
3.4. P,P’-DISUBSTITUTED AZOBENZENE DERIVATIVES 59
AB2NO2 configuration.
We have therefore investigated the electrostatic properties of the solutes, per-
forming quantum mechanical calculations to obtain the dipole moment (Table 3.5),
the quadrupole principal components (Table 3.6) and the EP-maps (Figure 3.20),
following the method described in Section 3.3.4. Also in this case, no correlation
between the N phase stability and the solute dipole and quadrupole were found.
However, some qualitative considerations on the EP-maps, in agreement with the
findings in Section 3.3.4, can be done.
A comparison of the EP-maps shows marked similarities between 5CB (Fig-
ure 3.20 (a)) and AB2NO2 (Figure 3.20 (c)). We observe, in fact, in both the cases
a positively charged region on the alkyl chain, a nearly neutral region on the aro-
matic rings and a strongly negative site located on the cyano group of 5CB and
on the nitro group of AB2NO2, respectively. It seems therefore reasonable that the
introduction of this solute in the LC matrix does not induce any relevant changes in
its properties. The geometry and the steric hindrance of trans AB2OCH3 is similar
to AB2NO2, but some differences in the EP-map can be observed. In particular,
in Figure 3.20 (b) we observe two well defined positive regions located on the alkyl
chain and on the metoxy group, respectively, and a negative region centered on the
azoic group. This EP-map, apart from the positive region on the metoxy group,
is quite similar to that of 4-OnBu-azobenzene (Figure 3.14 (c)), which was found
to introduce only a small degree of destabilization. trans AB2OCH3, however, acts
favorably on the N phase leading to a clear stabilization, thus one can hypothesize
that the positive region on the metoxy group play an important role on the solute-
solvent interactions.
As mentioned in Section 3.3.4, a direct comparison between the EP-maps of 5CB
and the cis isomers is more difficult because of the bent shape of the azoderivatives.
We have therefore analyzed the main features among the cis isomers and found
that the solute with a strong positive EP values on the atoms closest to the azoic
group, AB2NO2 (Figure 3.20 (e)) is responsible for a lower perturbation of the N
phase. Even if naif, this argument is consistent with the findings relative to the
4-R-azobenzene.
Far from a rigorous representation of the solute-solvent interactions, we have
highlighted the importance of the long-range contributions in affecting the proper-
ties of the LC host. We believe that further, more quantitative advances will be
obtainable only with realistic Molecular Dynamics simulations of the guest-host in-
teractions, together with predictions of the nematic–isotropic transition temperature
that are now starting to become feasible [75]. A similar approach goes well beyond
the scope of this thesis and it should represent a complete new study in itself.
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Table 3.5: Dipole moment (µ) and dipole components (µi) of the various molecular
species used in this studya
R trans cis
µ µx µy µz µ µx µy µz
AB2NO2 8.84 8.75 -1.10 -0.53 7.05 -7.01 0.66 0.18
AB2OCH3 0.24 -0.07 -0.12 0.19 3.73 1.17 3.00 1.87
5CB 6.32 6.26 0.61 0.64
aValues calculated at B3LYP/6-31G∗∗ – AUG-cc-PVTZ level in the molecular inertial frame and
expressed in Debye.
Table 3.6: Quadrupole components Qii of the various molecules used in this study
a
trans cis
Qxx Qyy Qzz Qxx Qyy Qzz
AB2NO2 -30.5 14.9 15.5 -11.9 -6.0 17.9
AB2OCH3 27.3 -13.7 -13.6 20.6 -12.9 -7.7
5CB -35.8 24.1 11.7
aValues calculated at B3LYP/6-31G∗∗ – AUG-cc-PVTZ level in the quadrupolar frame and ex-
pressed in Debye A˚.
Figure 3.20: Electrostatic potential at the molecular surface for the 5CB (a), trans
AB2OCH3 (b), trans AB2NO2 (c), cis AB2OCH3 (d) and cis AB2NO2 (e). Color
coded according to the palette (units 4pi0e/A˚). Geometry and charges obtained at
B3LYP/6-31G∗∗ – AUG-cc-PVTZ level.
Chapter 4
Filled Nematics
4.1 Aerosil properties and applications
Filled Nematics (FNs) are stable dispersions of inorganic particles formed by the
aggregation of spheres with diameters in the range of 10 nm.
The nanoparticles usually used to “fill” the nematic LCs are fumed silica, which
can have a high density of silanol groups (hydrophilic aerosil) or a low density of
silanol groups (hydrophobic aerosil) on the surface. The hydrophilic particles are
obtained by the hydrolysis of silicon tetrachloride in an oxygen-flame (Figure 4.1),
whereas the hydrophobic areosil obtained by a silanization aftertreatment leading
to a material having only the 10% of the initial density of silanol groupsleft on
the surface (see Figure 4.1). The average diameter of these primay spheres ranges
between 7 and 16 nm.
Figure 4.1: Schematic process for the synthesis of hydrophilic and hydrophobic
aerosil.
The primary particles form aggregates via ≡Si−O−Si≡ moieties. The SiOH
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groups on the surface of these aggregates can form hydrogen bonds between different
particles which lead to the formation of agglomerates (Figure 4.2). Compared to
covalent bonds, the energy of hydrogen bonds is relatively low so that they can be
unlocked by mechanical interaction and are subsequently available for the formation
of bonds, thus fixing a new spatial arrangement of the aggregates.
Figure 4.2: Building principle of the solid network of fumed silica depicting the
formation of hydrogen bonds between the aggregates [76].
When the silica is dispersed in nematics by ordinary stirring, the resulting frame-
work can be depicted as in Figure 4.3, where it is evident the partition in domains
of different director orientations. Through the application of an electric field, this
stable arrangement can be turned into another stable structure in which the nematic
directors are uniformly aligned along the field direction.
From a technological point of view, these systems are particularly interesting for
the development of scattering displays with memory [76], that is devices that per-
mit to switch between a transparent and a scattering state, both of which are stable
without an electric field. In these displays, the nematic “filled” with a small con-
centration (up to a few percent) of aerosil strongly scatters light in its field-off state
because of the large optical anisotropy of the macroscopically disordered nematic.
Application of an electric field aligns the nematic domains yielding a transparent
state, and for appropriate combinations of aerosil type and liquid crystal, this clear
state remains even after removal of the field (“memory effect”). The display can be
easily switched back to its scattering state in various ways, for example, thermally
by application of a focused laser beam [76, 77]. Notice that the small concentration
of silica does not change the optical properties of the liquid crystal by itself; indeed
no optical matching between liquid crystal and aerosil is needed.
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Figure 4.3: Fictional three-dimensional framework with nematic domains of ran-
domly oriented director [76].
Eidenschink and de Jeu explained the electro-optical behavior assuming the for-
mation of a network of aerosil particles and liquid crystal [78, 79]. There is a strong
anchoring between the nematic director at the surfaces of the particles forming the
network, so that not only the surfaces act elastically on the directors, but also the
directors act on the surfaces and, therefore, on the particles. The reorientation of
the directors in an external electric field lead to a rearrangement: in this process
hydrogen bonds may be broken and new ones are formed with the agglomerate
surface adjusted to the aligned director. This process is more understandable in hy-
drophilic aerosils with dangling silanol groups in which hydrogen bonding can lead to
diffusion-limited aggregation, however the effect is obtained also with hydrophobic
aerosils.
4.2 Glass-like behavior
From a more fundamental point of view, the memory effect can be considered
as a manifestation of the macroscopic glass-like state of these systems. In order to
investigate the origin of the memory effect and of the glassy behavior of FNs, during
the last years, dynamics studies aiming at understanding the relationships between
the macroscopic and the molecular level have received a growing attention.
Collective dynamics, associated with director fluctuations, appears to be strongly
influenced by the aerosil concentration and by the chemistry of its surface [80]. Hy-
drogen bonds among the aerosil surface SiOH and between these and the LC are
conceivably the main interactions holding together the network which can break,
under shear stress, and then reform when the stress is removed or relieved. The
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effect of H-bonds on the properties of a FN was studied by several authors by com-
paring dispersions of aerosils with high (hydrophilic) or low (hydrophobic) density
of free OH groups on their surface. In principle, large differences in the static and
dynamic observables, both at macroscopic and molecular level, are expected, due
to the different surface chemistry. Glushchenko et al. [81] compared the residual
optical transmittance, after the removal of the field, of field-aligned dispersions of
hydrophobic R812 or hydrophilic A300 aerosil in various liquid crystals with dif-
ferent ability to create H-bonds. The maximum of the memory effect was found
using the 5CB LC with a dispersion of 3 wt% of the hydrophilic A300 aerosil or
between 8 and 12 wt% of the hydrophobic R812 aerosil where only a small fraction
of the surface hydroxyl groups are free. This result indicated, at least for low aerosil
concentrations, a clear, even though not simply proportional, relation between the
magnitude of the memory effect and the number of surface OH groups available to
form H-bonds with the LC. The authors concluded that the anchoring strength of
the LC at the aerosil surface is a fundamental “ingredient” for the memory effect to
take place (no effect was observed in a LC which can not form H-bonds).
It might be argued that the glassy behavior obtained from macroscopic and
mesoscopic investigations could be observed also at molecular level or, alternatively,
that it was a reflection, on a larger scale, of the slowing down of the dynamics
originating directly at molecular level. Using dynamic light scattering, Aliev and
Sinha [82] observed, in fact, a glass-like relaxation behavior in a dispersion of a type
200 hydrophilic aerosil in 5CB LC. Molecular and collective dynamics in dispersions
of hydrophobic and hydrophilic aerosil, studied by Aliev et al. [80], using broadband
dielectric spectroscopy (BDS) and photon correlation spectroscopy (PCS), showed
that the situation is more complex. BDS provides information on molecular reori-
entational motion while PCS probes dynamics of collective modes associated with
director fluctuations. The authors found that the treatment of the aerosil surface
has a strong influence on the collective modes but it is less important for the molec-
ular dynamics which was found to be essentially bulk-like. More recently, turbidity
experiments, performed by Bellini et al. [83] using dispersions of A380 hydrophilic
aerosil in 8CB and R812 hydrophobic aerosil in 6CB, also revealed a complex dy-
namic behavior with relaxation features extending from 10−2 up to 104 s and above.
The authors concluded that this slow dynamics is related to nonlocal, multidomain
motions, whereas the local dynamics remains unaffected. A recent study of the tum-
bling motion of a stearic spin probe in a dispersion of R812 hydrophobic aerosil in
8CB [61], added further details to the description of the dynamics in filled nematics.
By increasing the aerosil concentration from 1 to 10 wt%, the macroscopic viscosity
of the dispersions increased by several orders of magnitude, from that of a liquid to
that of a gel but the microscopic dynamics was only reduced, approximately, by a
factor of two, remaining, in agreement with Aliev et al. [80], essentially bulk-like.
Interestingly, above 3 wt% aerosil concentration, this locally fluid dynamics exhib-
ited a temperature dependence typical of a fragile glass forming system.
To investigate this very rich dynamic behavior and to examine how general it is,
we have studied here a slightly different nematic in dispersions of both hydrophobic
and hydrophilic aerosils across the gelation threshold (0.01 g/cm3). We want to
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study the influence of the aerosil surface chemistry on the transition to a glass-like
state at molecular level and, in particular, we want to characterize the temperature
dependence of the molecular dynamics to further shed light on the occurrence of this
state in a nematic LC upon the introduction of random disorder, which represents
still an open question [83].
4.3 Hydrophobic and Hydrophilic Aerosil in 5CB
4.3.1 Experimental Section
Hydrophilic and hydrophobic aerosils were employed to “fill” the 5CB LC. The
aerosils employed were the Degussa type A380, hydrophilic, and the type R812, a
modified hydrophobic aerosil where about 90% of the surface SiOH is protected by
methyl groups with a density of only 0.29 free OH groups/nm2. Both aerosil pri-
mary particles have a size of the order of 7 nm and do not exist in isolation but
form aggregates and agglomerates with a very large specific surface area (380 m2/g
for the A380 and 260 m2/g for the R812) which is almost entirely external and is
not derived from any porosity.
The 5CB-aerosil samples were prepared according to the solvent method de-
scribed by Iannacchione et al. [84] and Haga et al. [85] with some modifications. The
aerosil was dried under vacuum at 150◦C for 24 hours, weighted in dry atmosphere,
and mixed with HPLC grade acetone to obtain a 0.01 g/cm3 suspension, which is
not stable and forms a visible sediment in a few minutes. To avoid this problem
and achieve a better suspension, the aerosil stock solution was treated for 20 min
at maximum power with an ultrasonic homogenizer (Vibracell VCX 750 ultrasonic
homogenizer, Sonics), which operates by immersion via a titanium transducer tip.
In this way, we were able to obtain a stable aerosil dispersion, which did not form
any sediment over a period of months. A CSL/5CB stock solution in HPLC-grade
acetone was prepared, typically at a 5CB concentration of 0.1-0.3 g/cm3 with a spin
probe concentration of 3 × 10−4 gCSL/g5CB. Individual samples were prepared by
mixing in acetone the required volume of the CSL/5CB stock solution and of the
aerosil stock solution to a final [5CB] typically of 0.02 g/cm3. Because of the very
good dispersion of the aerosil stock solution, the samples were then only mechani-
cally mixed but not further sonicated, thus avoiding potential drawbacks due to the
interaction of the material of the tip with the spin probe. After stripping of the sol-
vent in an anhydrous nitrogen stream at a temperature of 333 K, the samples were
placed in a vacuum system at 10−2 mbar and pumped on for 6 hours at 323 K. The
final samples appeared uniform upon visual inspection, showing no agglomeration
when checked with a microscope. However, an “aging” effect was still present in the
samples, irrespective of the aerosil type employed (hydrophobic or hydrophilic), and
became evident after about two weeks. It was not apparent by visual inspection of
the samples but it could be readily monitored by a typical line shape of its ESR
spectrum indicating that aged samples did not reform a monodomain in the same
66 CHAPTER 4. FILLED NEMATICS
conditions used for the fresh samples but a stronger magnetic field (up to 6300 G,
which is the maximum allowed in our instrument) and a slower and longer thermal-
ization was required. To minimize this problem and ensure the best reproducibility,
all data presented here were obtained using fresh samples which were thoroughly
thermalized at 6300 G, as described later in this section.
Three set of samples were studied in the nematic (N) and isotropic (I) phases:
wihout aerosil, with R812 (at 0.3, 1, 3 and 10 wt%) and with A380 (at concentration
0.3, 1 and 3%wt). An on-scale schematic representation of the aerosil dispersion in
the liquid crystal is shown in Figure 4.4.
Figure 4.4: On scale schematic representation of the aerosil dispersion showing probe
molecules (black particles, see inset) dissolved in the liquid crystal local ordered
domains (white particles) and the silica network (gray circles).
For each sample, ESR spectra were recorded at 26 different temperatures on
heating and then at the same temperatures on cooling during a continuous run at
the rate of one spectra every 5-10 min, depending upon the time required to reach
the equilibrium at each new temperature. The details relative to the experimental
set up used to perform the ESR measurements are given in Section 2.3.1. Before
a typical run, each filled nematic sample was treated with a field (FC) cooling
procedure in order to anneal the initial isotropic, three-dimensional distribution of
the local LC domains. The 5CB/aerosil samples were then placed in the cavity under
the action of a magnetic field of 6300 G, which is the highest field available in our
instrument, and were subjected to the same programmed temperature cycle taking
it from 298.2 K (N phase) to 343.2 K (I phase) and then cooling it down slowly
to 298.2 K at an average rate of 12 K/min which was reduced to 0.1-0.2 K/min
across the phase transition. As monitored from a typical ESR line shape, this FC
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procedure successfully formed a monodomain in all samples, except in the case of
the 10% wt R812 sample, where the annealing treatment only had a partial effect.
4.3.2 Fitting Procedure for ESR Spectra
Because of the heterogeneous behavior of the samples after the FC procedure,
the simulation of the ESR spectra required the use of two different fitting models
(see Section 2.3.2 for a general description of the method). In particular, the 10% wt
R812 sample, which was not annealed to a monodomain state, was analyzed assum-
ing a polydomain model, while a monodomain was the appropriate model for the
simulation of the spectra relative to the remaining samples.
For each sample, the experimental data corresponding to different temperatures
within the same stage of a measurement run (heating or cooling) and within the
same phase (N or I), were fitted simultaneously in a global analysis.
In a first series of fits, the principal components R⊥ and R‖ of the rotational dif-
fusion tensor were considered as independent variables, but the results exhibited a
certain correlation between the parameters and relatively large errors. To minimize
this correlation R(i)r = R‖/R⊥ (with i = N or I) was introduced as a variable global
parameter [27] and it was assumed to be temperature independent in the I phase
and to have, in the N phase, a temperature dependence of Haller-type [86–88]
R (N)r = R
0
r (1− T/Tc)ν +R (I)r (4.1)
where Tc is the temperature at which the local 〈P2〉 drops to zero according to
the ESR spectra, R (I)r was kept fixed to the value of the diffusion coefficient ratio
found in the I phase whereas ν and R 0r , the limiting deviation of R
(N)
r from the
isotropic value at zero temperature, are adjustable parameters. Finally, the diffusion
coefficient R⊥ was considered as an independent fit parameter for each temperature.
This globalization improved significantly the analysis of the monodomain spectra
reducing the correlation and the errors on the recovered parameters.
Typical experimental spectra and fits are shown in Figure 4.5 for samples at
the various concentrations of the R812 aerosil in the N and I phase and the fitting
strategy can be then schematically described as follows:
1. Isotropic Phase
ESR spectra in the I phases were modeled keeping 〈P2〉 fixed to zero and R (I)r
to the value obtained from the preliminary fits, while R⊥ and the inhomo-
geneous line width T ∗−12 were considered as temperature dependent variable
parameters.
2. Nematic Phase
• Monodomain state
To model the line shapes of the samples aligned by the FC procedure, the
local order parameter 〈P2〉, the inhomogeneous line width T ∗−12 and the
coefficients R 0r and ν, describing the Haller-type behavior of R
(N)
r , were
assumed as variable parameters.
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• Polydomain state
In addition to the parameters employed in the simulation of monodomain
spectra, the fit of a polydomain spectrum requires an extra parameter to
describe the orientational distribution of the domains, that is 〈P2〉d.
By comparing the ESR spectra of the 10% wt R812 sample acquired at
the same temperatures on heating and on cooling, we noticed small but
clear differences (see Figure 4.5 (b)). This was assumed to be due to a
different distribution of the nematic directors, which depend on the mag-
netic field intensity and which is likely to be broader after cooling from
the I phase, with respect to the initial distribution achieved with the FC
procedure. The annealing procedure, in fact, was done with a magnetic
field of 6300 G, whereas during the measurements the field sweep was
set between 3340 and 3440 G. The degree of order within each domain,
instead, can be assumed to be only dependent on the temperature and on
the aerosil concentration, thus it should be the same for corresponding
temperatures on heating and on cooling. Since in a preliminary analysis,
the fit of the polydomain spectra presented certain correlation between
the local order parameter 〈P2〉 and 〈P2〉d, we improved the globalization
scheme according to the above assumption. We have therefore assumed
that the spectra obtained at corresponding temperatures, on heating and
on cooling, have the same degree of order within each domain, i. e. the
same 〈P2〉 value, but a different director distribution. In practice, one
〈P2〉d was used as global variable parameter for the spectra of the heat-
ing stage and a different one for the spectra of the cooling stage. Best fit
values of 〈P2〉d are shown in Figure 4.5 (b).
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(a)
(b)
(c)
Figure 4.5: Typical experimental spectra (dashed lines) and fits (solid lines) of the
samples in the nematic (a, b: T=298.2 K) and isotropic (c: T=343.2 K) phase at
various R812 aerosil concentration. (a) Monodomain spectra obtained for the pure
(“no aerosil”), 0.3, 1 and 3% wt samples after the field cooling (FC) procedure. (b)
The 10% sample in the nematic phase was only partially aligned and remained in
a polydomain state: sample before the field cooling (ZFC), field cooled sample at
the beginning of the heating stage (FC, h) and FC sample after cooling from the I
phase (FC, c).
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4.3.3 Results and Discussion: Order and Dynamics
The N-I transition temperature observed for the pure sample is in agreement
with the value declared by the manufacturer of 308.5 K and it remains essentially
unchanged in the presence of the aerosil at the concentrations studied.
The 〈P2〉 behavior of the pure sample (“no aerosil”) in the heating and the
cooling stage was essentially identical, therefore in Figure 4.6 we only report the
values relative to the heating stage. Furthermore, the 〈P2〉 trend we have recoverd
is in good agreement with previous values for 5CB reported in the literature (see [89]
and refs. therein). This result indicates, as expected, that the CSL spin probe is a
suitable probe to monitor the order of the 5CB host.
The temperature dependence of the local orientational order parameter 〈P2〉 of
the spin probe in the samples containing the hydrophobic and hydrophilic aerosil
are presented in Figure 4.6 (a) and Figure 4.6 (b), respectively. In both the cases,
we observe that, except for a few temperatures very close to the N-I transition, the
〈P2〉 show no hysteresis, being the values at corresponding temperatures in the heat-
ing and the cooling stages essentially identical. This result confirms the validity of
our assumption of assuming, in the polydomain model, a common 〈P2〉 value to the
spectra acquired at corresponding temperatures on the heating and cooling stages
(see Section 4.3.2).
The absence of hysteresis, found instead by Marinelli and co-workers [90, 91] in
thermal conductivity measurements in similar systems, can thus be ascribed to the
presence of the ESR magnetic field. At least at these aerosil concentrations, in fact,
it is strong enough to completely anneal the elastic strains arising in the LC, at the
N-I transition, from the presence of the aerosil particles.
The decrease of the orientational order parameter with increasing aerosil con-
centration appears to be roughly linear in the range studied. In addition, the 〈P2〉
behavior is strongly affected by the aerosil type, with the hydrophilic having a larger
effect. In fact, we notice that the local nematic order in the 3% wt A380 sample
is lower in the whole nematic range than that observed in the case of the sample
containing the highest hydrophobic aerosil concentration (10 % wt R812).
Qualitatively, the behavior of the R812 samples is similar to that observed in a
previous study [61]. For the A380 samples, our results are in contrast with those
obtained by Jin and Finotello [92, 93] for a type 300 hydrophilic aerosil dispersion
in 8CB, where they found that the order parameter of the bulk LC was almost
independent of the aerosil concentration up to ∼ 10 wt%.
4.3. HYDROPHOBIC AND HYDROPHILIC AEROSIL IN 5CB 71
(a)
(b)
Figure 4.6: Temperaure dependence of the orientational order parameter 〈P2〉 of the
spin probe at various aerosil concentrations on heating (h) and on cooling (c); (a)
hydrophobic (R812) aerosil, (b) hydrophilic (A380) aerosil.
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The temperature dependence of the tumbling diffusion coefficient R⊥ of the spin
probe at various concentrations of the R812 aerosil is shown in Figure 4.7. At all
the aerosil concentrations, the values of R⊥ in the cooling stage (not shown) were
identical to those in the heating stage and are consistent with the values of R⊥
obtained for CSL in similar LC systems [29, 28]. As in our previous work [61] we
observe that the local rotational dynamics is only slightly affected by the presence
of the aerosil.
The data in the I phase were fitted to both an Arrhenius-type equation,
R⊥ = R0 exp [−E/RT ] (4.2)
and to the Vogel-Fulcher-Tammann (VFT) equation,
R⊥ = R0 exp [−B/(T − T0)] (4.3)
where B is a temperature corresponding to an activation energy RB in the limiting
case of an Arrhenius behavior (T0 = 0 K) and T0 is the temperature of appar-
ent divergence of viscosity. The quantity T0/B can be used as a material-specific
parameter to quantify the kinetic fragility [94]. We found the Arrhenius model
always appropriate to describe the temperature dependence of R⊥ in the I phase
(Figure 4.7 (a), solid lines). In all the cases the VFT model, which has an extra
adjustable parameter, did not improve the Arrhenius fit and was therefore rejected.
Best fit values for the activation energy E are shown in Table 4.1 (upper and middle
section).
A comparison between the Arrhenius and the VFT model in the N phase is
presented in Figure 4.7 (b). We found that the data for the pure (“no aerosil”) sam-
ple obey the Arrhenius model (solid line) and the VFT model did not improve the
fit. Interestingly, at increasing aerosil concentrations, the data consistently deviate
from the Arrhenius model (solid lines) and are better described by the VFT model
(dashed lines). This deviation is very small for the 0.3 and 1 wt% samples, but
becomes clear at 3% wt and even more evident at 10% wt. Best fit values for the
activation energy E are shown in Table 4.1 together with the VFT fit parameters
B and T0.
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(a)
(b)
Figure 4.7: Temperature dependence of the tumbling diffusion coefficient R⊥ of the
spin probe at various concentrations of the hydrophobic (R812) aerosil. Data in
the isotropic phase (a) obey a simple Arrhenius-type equation (solid lines). (b)
Detail of the nematic region shown above. Experimental data points in the vicinity
of TNI (above T = 308.0 K) have been removed. Solid lines: fit to the Arrhenius
equation; dashed lines: fit to the Vogel-Fulcher-Tammann (VFT) equation (see text
for details). Best fit values for the activation energy E (Arrhenius fit) or for the B
and T0 parameters (VFT fit) are shown in Table 4.1.
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In Figure 4.8, we show the temperature dependence of the tumbling diffusion
coefficient R⊥ of the spin probe at various concentrations of the A380 aerosil. Also
in this case, no hysteresis was observed between the heating and the cooling stage
and the local rotational dynamics, in the I phase, appears to be essentially unaffected
by the presence of the aerosil and well represented by an Arrhenius-type law (solid
lines). Best fit values for the activation energy E in the I phase are shown in
Table 4.1 (lower section).
A comparison between the Arrhenius and the VFT model in the N phase, for the
A380 samples, is presented in Figure 4.8 (b). We notice that the deviation from the
Arrhenius model (solid lines) of the experimental data, which are better described
by the VFT model (dashed lines), is clearly larger than that observed for the R812
samples (Figure 4.7 (b)). Best fit values for the various parameters are shown in
Table 4.1 (lower section).
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(a)
(b)
Figure 4.8: Temperature dependence of the tumbling diffusion coefficient R⊥ of the
spin probe at various concentrations of the hydrophobic (A380) aerosil. Data in
the isotropic phase (a) obey a simple Arrhenius-type equation (solid lines). (b)
Detail of the nematic region shown above. Experimental data points in the vicinity
of TNI (above T = 308.0 K) have been removed. Solid lines: fit to the Arrhenius
equation; dashed lines: fit to the Vogel-Fulcher-Tammann (VFT) equation (see text
for details). Best fit values for the activation energy E (Arrhenius fit) or for the B
and T0 parameters (VFT fit) are shown in Table 4.1.
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The values of E for the I phase, reported in Table 4.1, are essentially concentration-
and aerosil-type-independent and are smaller than the value observed in the N phase
for the pure (“no aerosil”) sample.
In the N phase, the deviation from an Arrhenius-type behavior is well described
by the VFT parameters B and T0. In particular, for both the R812 and the A380
samples, we observe an increase of the VFT temperature T0, indicating the onset
of a glass-like behavior at molecular level. In our previous work [61], this onset
was observed at a concentration of R812 aerosil of 3 wt%, whereas here it is visible
already at 1 wt% of hydrophobic and at 0.3 wt% of hydrophilic aerosil.
Table 4.1: Best fit values of the activation energy E (Arrhenius model) and of the
parameters B and T0 (VogelFulcherTammann model) obtained from the analysis of
the temperature dependence of the tumbling diffusion coefficient R⊥ (see text for
details).
Phase E (kJ/mol) B (103 K) T0 (K)
N no aerosil 55.1± 1.6
I no aerosil 40.5± 2.1
R812 conc. (% wt) E (kJ/mol) B (103 K) T0 (K)
N 0.3 55.4± 2.2
N 1 6.3± 0.2 16± 4
N 3 5.9± 0.1 37± 4
N 10 4.3± 0.3 115± 14
I 0.3 41± 4
I 1 39± 3
I 3 39± 3
I 10 39± 3
A380 conc. (% wt) E (kJ/mol) B (103 K) T0 (K)
N 0.3 5.3± 0.1 66± 6
N 1 5.2± 0.2 69± 10
N 3 4.5± 0.3 102± 14
I 0.3 39± 3
I 1 40± 3
I 3 40± 4
All the analyses were done separately for the nematic (N) or isotropic (I) phase. Upper section,
“no aerosil” sample; middle section, R812 samples; lower section, A380 samples.
The value of the diffusion coefficient ratio Rr for all the samples in the I phase
was found to be 7.1 ± 2.4 which is in reasonable agreement with the value of 4.7
expected in the Stokes-Einstein limit [28]. The temperature dependence of Rr in
the N phase is shown in Figure 4.9. The ratio is always larger than in the I phase,
it increases with the aerosil concentration and the deviations are larger for the
hydrophilic aerosil.
The temperature dependence of R‖, obtained as the product of Rr and R⊥, is
presented in Figure 4.10. Despite the quite large uncertainties, it appears evident
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Figure 4.9: Temperature dependence of the spin probe diffusion coefficient ratio
Rr = R‖/R⊥, for all the nematic samples studied, obtained via the globalization
scheme described in the text.
that all the behaviors are very similar, indicating that the presence of the aerosil
has mainly the effect of decreasing the tumbling motion of the spin probe (and
hence of the LC host), whereas the rotation around the main molecular axis remains
almost unaffected. Such behavior could be explained by the interaction, via H-bonds
formation, between the liquid crystal cyano group and the hydroxy groups on the
aerosil surface.
Our results are not in agreement with Ewiss et al. [95] who studied the dynamics
of 5CB with aerosil using dielectric spectroscopy and obtaining significantly different
values of the activation energy E. This could be due only in part to the different
aerosil employed. In particular, in the N phase, they observed a decrease of E,
from 75 kJ/mol for the pure 5CB to 50 kJ/mol for the 5 wt% aerosil sample. This
is a large change in the molecular rotational dynamics and it goes in the opposite
direction compared to our findings and also to what could be reasonably expected.
In fact, it seems quite strange that the aerosil will “ease” the dynamics (and with
such a large effect) instead of impairing it. Unfortunately, an explanation for this
behavior was not provided.
We notice that the preparation of their aerosil dispersions has been done without
using a solvent, which has been reported (and verified by us) to affect the repro-
ducibility of the sample preparations due to aggregation and non optimal mixing of
the components (see, e. g. [61] and refs. therein). The aerosil aggregation level, and
not only its concentration, is likely to be very important in determining the proper-
ties of FN samples and specific studies on the effects of aggregation are still lacking
in the literature. Aggregation is difficult to control since it is only partially deter-
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Figure 4.10: Temperature dependence of the spin probe diffusion coefficient R‖ of
the spin probe for all the nematic samples studied.
mined by the aerosil concentration and depends also from the sample preparation
method: mechanical mixing, sonication, thermal treatments, “aging”, etc.
4.3.4 Conclusions
By using the ESR spin probe technique, we have studied the order and the dy-
namics of the 5CB liquid crystal in dispersions of both hydrophobic and hydrophilic
aerosils across the gelation threshold (0.01 g/cm3). We have found that, by increas-
ing the aerosil concentration up to 10 wt%, the order parameter 〈P2〉 of the spin
probe in the FN systems is depressed and that the effect is larger for the hydrophilic
aerosil. When the system is no longer to form a monodomain, the dependence of
the degree of alignment of the local nematic domains on the annealing conditions
(field intensity, aerosil type, etc. ) can be observed providing information on the
reorganization of the aerosil network which is considered to be crucial in the memory
effect.
The molecular reorientation rate is, instead, only slightly dependent on the
aerosil type. The differences are less evident than what could be expected con-
sidering the large variation in the chemical properties of the surface of the two
aerosils.
The small influence of the aerosil concentration on the molecular dynamics is also
quite surprising considering that the macroscopic viscosity of the system changes
considerably, with increasing the aerosil concentration, from that of a fluid (pure
LC) to that of a gel (3% wt A380 and 10% wt R812). A simple explanation for
these results, in agreement with other authors [96], is that, at the concentrations
4.3. HYDROPHOBIC AND HYDROPHILIC AEROSIL IN 5CB 79
used in this work, only a small fraction of the LC molecules is in direct contact
with the aerosil surface so that its effects are quickly lost as we move away from
it. Therefore, on the average, the spin probe will sample the bulk of large “pools”
of LC where the surface effects are relatively weak. In particular, we observed that
only the molecular tumbling motion is affected by increasing aerosil concentration
whereas the rotation around the main molecular axis is essentially concentration
and aerosil-type independent.
Despite this, we were able to detect a fundamental difference between the pure LC
and the aerosil dispersions in the nematic phase. This is represented by a deviation
from the Arrhenius behavior of the temperature dependence of the rotational diffu-
sion coefficient R⊥. The deviation is well represented by a Vogel-Fulcher-Tammann
type law and, as expected, is larger for the hydrophilic aerosil. In fact, this non-
Arrhenius behavior can be appreciated at 1 wt% of hydrophobic and already at 0.3
wt% of hydrophilic aerosil, suggesting that a glass-like state can be induced in a
nematic by a very small amount of random disorder.
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Chapter 5
Holographic Polymer-Dispersed
LCs
5.1 Introduction to HPDLC
Interest in liquid crystalline materials confined to curve geometries has expanded
greatly in recent years because of their important role in new and emerging electro-
optic technologies and their richness in physical phenomena [97]. One of the most
fascinating developments of LCs in complex geometries has been originated by the
marriage of two polymer-related technologies: photopolymer holography and poly-
mer dispersed liquid crystals (PDLC). The result is a new type of material known
as the holographic PDLC (H-PDLC).
HPDLC consist of periodic LC rich layers separated by pure polymer layers [98].
The holographic exposure of a syrup containing monomer and LC is used to pho-
topolymerize the monomer while selectively placing the LC in well-defined periodic
planes. The LC domains inside the planes are confined in droplets with typical size
in the range of 200-500 nm and with random director distribution. The resulting
structure is similar to that depicted in Figure 5.1 (a). In this field-off state, owing
to the periodically modulated refractive index, generated by the layered structure,
the HPDLC behaves as a transmissive or reflective spatial diffraction grating. The
great advantage of using LCs as “filling material” relies on the modulation of the
diffraction efficiency which can be performed by applying an electric field across the
film. As the LC directors reorient along the electric field direction, the ordinary
refractive index of the LC matches that of the surrounding polymer leading to a
transparent state, thus cancelling the the refractive index profile (Figure 5.1 (b)).
Switchable hologram are under active consideration for a number of applications,
such as optical communication, panel display, information storage and integrated
optics and since the properties of the HPDLC materials strongly depends on the
photopolymer-LC formulation [99–101], the main interest in these systems is cur-
rently focused on the study of the structure-properties relations. In this regard, the
polymer morphology has been detailed investigated using optical microscopy [102–
104] and electron microscopy techniques [105–107], therefore information on droplet
size, droplet shape, Bragg periods and interfacial roughness are available. Very little
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is known, however, about the properties of the LC inside the nano-droplets. Due to
the confinement, the TNI of the LC in the HPDLC systems is found to be lower than
that observed in the bulk. The first study dealing with the orientational order of the
LC enclosed into the droplets was performed on a HPDLC system containing 5CB as
active metrix and showed that a radial director structure is most likely present at the
polymer interface with trapped defects that should resemble a line-segment [108]. A
recent NMR investigation on a HPDLC containing the commercial mixture BL038
and deuterated 5CB showed a quite complex behavior, revealing a wide spread in
the TNI , that is the occurrence of a gradual transformation from the nematic to
the isotropic phase, instead of a sharp transition [109]. The authors concluded that
this behavior was due to both to the polydispersity of the nano-droplets and to the
difference in the composition inside the various droplets. This broadened transi-
tion avoided the recovering of meaningful values of the order parameter, however,
a strong orienting effect played by the polymer surface was apparent even in the I
phase.
It is clear that further efforts are needed to better understand the actual state
of the liquid crystalline order in a standard HPDLC material. Therefore, woking
in collaboration with the Electrical and Computer Engineering Department of the
Drexel University, we have recently start to investigate an HPDLC system analo-
gous to that studied by Vilfan et al. [109] employing the ESR spectroscopy. In the
following we describe the system that we are currently studying and the first results
obtained from the preliminar analysis performed.
5.2 Experimental Section
5.2.1 HPDLC film preparation
The HPDLC samples were prepared by our collegues at the Drexel University.
Here it is briefly reported the method employed to produce the HPDLC films.
A homogeneous mixture containing prepolymer, BL038 LC, a photosensitive-dye
and, of course, the ESR spin probe CSL was places between glass slides and illu-
minated by two coherent laser beams forming an interference fringe pattern within
the sample, as shown in Figure 5.2 (a). In bright fringes the polymerization takes
place more rapidly than in the dark regions. Consequently, the polymer molecules
concentrate in the bright regions whereas the LC molecules, together with the spin
probe, presumably diffuse into dark regions, where they separate from the polymer
in the form of nano-droplets. The structure of the resulting HPDLC is schematically
shown in Figure 5.2 (b).
The mixture composition is given in Table 5.1. The HPDLC syrup was placed
between two glass slides with 50 µm spacing and the grating was written with a
laser line at 546 nm.
5.2.2 ESR measurements of the HPDLC film
In order to compare the behavior of the mesogenic molecules inside the nano-
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(a)
(b)
Figure 5.1: Schematic of grating structure consisting of polymer planes and LC
nano-droplets. (a) In the field-off state the directors (arrows) are randomly oriented
and this results into a periodic refractive index profile in the vertical direction. (b)
When an electric field is applied along the grating vector, all the directors align
causing a disappearance of the refractive index profile [98].
droplets to that relative to the bulk state, we have performed a series of measure-
ments on the BL038 LC. This is a commercially available mixture which contains
5CB and 5OCB (see Table 5.1), therefore it seems reasonable that the CSL spin
probe is suitable to mimic the mesogen behavior. The nominal phase sequence of
BL038 is:
• Crystal-Nematic: > 273 K
• Nematic-Isotropic: 373 K
We have therefore performed the ESR measurements inserting the BL038/CSL
mixture (gCSL/gBL038 = 6 × 10−4) into a glass capillar and exploring, on a heating
stage, a wide temperature range, from 290 K to 400 K.
To perform the ESR measurements on the HPDLC film, we carefully inserted
the whole cell into the instrument so that only the portion of the sample irradiated
by the laser was placed in the resonant cavity. Due to the low amount of probe
in the sample, in order to achieve a good signal/noise ratio, for each spectrum 50
accumulations were required. The temperature range considered was consistent with
that investigated for the BL038 in the bulk.
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Figure 5.2: (a) Experimental set up used for recording the transmission holographic
grating. (b) Illustration of the diffusion process occurring when the HPDLC cell is
illuminated with an interference pattern.
5.3 Fitting Procedure for ESR Spectra
The fitting model used to simulate the ESR spectra of the pure BL038 LC in
the bulk is based on the reasonable assumption that the nematic domain directors
are perfectly aligned by the magnetic field, that is a monodomain model (see Sec-
tion 2.3.2). The relevant parameters involved in the simulation of the ESR spectra
are:
• 〈P2〉, the order parameter of the spin probe, which is temperature dependent,
was optimized in the N phase and kept fixed to zero in the I phase
• R(i)r = R(i)‖ /R(i)⊥ (with i =N or I), the ratio of spinning and tumbling diffusion
coefficients of the spin probe, which was assumed to be temperature indepen-
dent both in the N and in the I phase. Best fit values are: R(N)r = 6.2 and
R(I)r = 6.9.
• R⊥, the tumbling diffusion coefficient of the spin probe, which is temperature
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Table 5.1: Chemical compostion of the homogeneous mixture used to prepare the
HPDLC films.
Component Product name % wt
LC BL038 36
ESR Spin probe CSL <0.01
Monomeric urethan resin
UCB Radcure 4866 25
UCB Radcure 4833 25
Photoinitiator Rose Bengal 0.56
Coinitiator n-phenylglycine 1.4
Chain Terminator n-vinyl-pyrrolidinone 12.04
BL038 is an LC commercial mixture with main components are 4-cyano-4’-n-pentylbiphenyl (5CB)
(from 25% wt to 50% wt) and 4-cyano-4’-n-pentyloxybiphenyl (5OCB) (from 10% to 25%), as
reported by the manufacturer.
dependent, which was optimized both in the N and in the I phase
By visual inspection of the line shapes, we noticed that the magnetic field of
the instrument does not align the nematic directors of the nano-droplets. There-
fore, a polydomain model (see Section 2.3.2) was instead used to fit the spectra of
the HPDLC sample. We have assumed a 3D isotropic distribution of the nematic
director and used the following fitting scheme:
• 〈P2〉d = 0, expressing the isotropic director distribution
• 〈P2〉 was optimized in the N phase and kept fixed to zero in the I phase
• R(i)r = R(i)‖ /R(i)⊥ (with i =N or I) was assumed to be temperature independent
both in the N and in the I phase. Best fit values: R(N)r = 13.4 and R
(I)
r = 14.8.
• R⊥, temperature dependent, optimized
In Figure 5.3 some of the ESR spectra relative to the HPDLC sample are reported
together with the simulated spectra obtained by the fitting procedure described
above. We found a good agreement between the experimental and the simulated
spectra.
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Figure 5.3: Experimental ESR spectra (dashed line) and fits (solid line) of the
HPDLC sample. For each spectrum, the temperature and the corresponding phase
are indicated.
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5.4 Results: TNI, order and dynamics
In this section the preliminary results relative to the first HPDLC sample studied
are reported and these are compared with the behavior found in the bulk.
The nematic-isotropic transition in the bulk occurs at TNI = 374.0 K and in a range
of about 3 K we observed the coexistence of the N and the I phase. A lowering
in the TNI with respect to the bulk is recovered in the HPDLC sample, where the
transition occurs at 355.0 K. A decrease in the TNI was also observed by Vilfan
et al. [109], with a downshift of about 40 K. The stronger variation found in that
case is probably due to the different chemical composition of the LC mixture.
The temperature dependence of the local order parameter in the HPDLC droplets
is compared with the trend relative to the bulk state. The 〈P2〉 values of the nematic
phase in the coexistence region of BL038 in the bulk are not shown. We found that
the orientational order of the LC confined into the nano-droplets is higher than that
in the bulk until T ∗ = 0.91. At higher temperatures the 〈P2〉 values of the LC inside
the droplets, instead, is found to be lower to those in the bulk BL038. A reason
for such behavior may be an inhomogeneous distribution of the droplet size and of
the droplet composition, however, further investigations are necessary to shed light
on this point. We will, therefore, perform SEM and Raman investigations to study
the polymer morphology and additional HPDLC samples containing as LC a pure
compound, instead of a mixture will be considered.
Our findings on the order parameter are in contrast with the results obtained
by Vilfan et al. [109]. They found, in the whole temperature range explored, that
the orientational order in the nano-droplets is lower than that in the bulk and this
result was explained in terms of disorienting effect played by the polymer surface.
Figure 5.4: Local order parameter 〈P2〉 against reduced temperature T ∗ of BL038
LC inside the nano-droplets of the HPDLC sample (open squares) and in the bulk
(filled squares).
In Figure 5.5 is reported the dynamic behavior recoverd in the bulk and in the
confined system. As expected, the spin probe in the nano-droplets reports a slowing
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in the tumbling motion both in the N and in the I phase. This could be due both
to confinement effects and to interactions between the LC molecules in the surface
layer and the polymer.
Figure 5.5: Temperature dependence of the spin probe diffusion coefficient R⊥ in
the HPDLC sample (open squares) and in the bulk.
5.5 Conclusion
To our knowledge, the ESR spectroscopy, combined with the spin probe tech-
nique, has never been applied to the HPDLCs and our preliminary results show that
this method is well-suited for a molecular level investigation of the properties of the
nano-confined LC.
Of course, further experiments are necessary to deepen our knowledge of the
LC-polymer interaction and to eventually confirm the observed behavior.
Appendix A
Euler Angles
The orientation of a rigid body in three-dimensional space can be described by
the Euler angles. To give an object a specific orientation it may be subjected to
a sequence of rotations. According to Euler’s rotation theorem, any rotation may
be described using three angles. If the rotations are written in terms of rotation
matrices B, C, and D, then a general rotation A can be written as
A = BCD (A.1)
The three angles giving the three rotation matrices are called Euler angles and
they are a means of representing rotations and, therefore, the spatial orientation of
any frame of the space as rotation from a reference frame.
There are several conventions for Euler angles, depending on the axes about
which the rotations are carried out. Here the convention proposed by Rose [4] is
presented.
In Figure A.1 the laboratory frame is identified by the XYZ frame, while the
molecular reference frame is xyz and the two coordinate systems have a common
origin. It is possible to bring the two system to coincide, by operating the follwing
three sequential rotations:
1. rotate around Z by the angle α
2. rotate around the new Y axis by the angle β
3. rotate around the new Z axis by the angle γ
Thus to rotate a generic matrix T defined in the reference frame xyz to the XYZ
axis the following rotations sholud be applied:
T′ =
 tXX tXY tXZtY X tY Y tY Z
tZX tZY tZZ
 =
 rXx rXy rXzrY x rY y rY z
rZx rZy rZz

 txx txy txztyx tyy tyz
tzx tzy tzz

 rXx rXy rXzrY x rY y rY z
rZx rZy rZz
 (A.2)
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Figure A.1: Euler angles representation.
where
rXx = cosα cosβ cosγ − sinα sinγ
rY x = sinα cosβ cosγ + cosα sinγ
rZx = −sinβ cosγ
rXy = −cosα cosβ sinγ − sinα cosγ
rY y = −sinα cosβ sinγ + cosα cosγ
rZy = sinβ cosγ
rXz = cosα sinβ
rY z = sinα sinβ
rZz = cosβ
Appendix B
Synthesis of 4-Ot-Bu-phenylazobenzene
Following the standard Mills reaction [57], a solution of nitrosobenzene (0.02mol)
and 4-(tert-butoxy)aniline (0.015mol) in acetic acid was refluxed for 1 hour at 90◦C.
4-(tert-butoxy)aniline was synthesized as described [110] and nitrosobenzene was ob-
tained from Aldrich. The excess of acetic acid was removed in vacuo, the residue was
neutralized with an aqueous sodium carbonate solution (10%) and then extracted
three times with diethyl ether. The solvent excess was removed in vacuo and the re-
sulting red solid was purified on a silica column by elution with petroleum ether and
an increasing diethyl ether content. This procedure gave rise to the desired 1-[4-
(tert-butoxy)phenyl]-2-phenyldiazene (4-Ot-Bu-phenylazobenzene) with a yield of
80%. Melting points were determined on a Kofler hot-stage apparatus. 1H and 13C-
NMR spectra were recorded on a Varian Gemini 300. Mass spectra were recorded
using a ESI Waters ZQ-4000 instrument. 1-[4-(tert-butoxy)phenyl]-2-phenyldiazene:
m.p. 46−47◦C; δC (75.4 MHz; CDCl3 ) 29.3 (q), 79.9 (s), 123.0 (d), 124.1 (d), 124.2
(d), 129.4 (d), 130.9 (d), 148.8 (s), 153.1 (s), 158.9 (s); δH (300 MHz; CDCl3 ) 7.89
(2H, m Ar.), 7.87 (2H, d, J 9.0 Hz A2B2 ), 7.49 (4H, m, Ar.), 7.12 (2H, d, J 9.0 Hz
A2B2), 1.42 (9H, s); m/z 293 (M + K), 277 (M + Na), 255 (M + H), 221, 199.
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