This paper proposes a novel test for the volatility contagion on the equity markets. I decompose variance risk premia into their tail and non-tail risk components for three major stock indices and I analyse their cross market correlations. I nd that tail-risk premia exhibit higher correlations than the non-tail risk premia, implying the existence of volatility contagion. This result holds, even when allowing for time varying correlations. Moreover I document that tail-premia constitute a large portion of the overall premia, highlighting even more the importance of tail-risks.
Introduction
The Great Recession highlighted once more the importance of market contagion, both for policy makers and for the nancial industry. Events following the collapse of the Lehman Brothers especially underlined the issue of market uncertainty contagion.
1 This type of contagion might be present across dierent asset classes as well as across dierent markets. Surprisingly there is no consensus whether contagion actually exists or not.
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Throughout this study, following Forbes and Rigobon (2002) , I will dene contagion as an increase in cross market correlation 3 during periods of distress.
This denition is very strict, yet it has an important merit, it leads directly to a simple econometric test of the contagion hypothesis simply through testing the switch in the strength of this correlation.
This type of market contagion has been thoroughly studied across dierent countries and across dierent asset classes. Starting with the seminal paper of King and Wadhwani (1990) and followed by others (see for example Longin and Solnik, 1995) , economists found evidence supporting the market contagion hypothesis. On the other hand the studies of Forbes and Rigobon (2002) and Longin and Solnik (2001) claimed that after correcting for estimator bias there is no evidence for market contagion. Finally, Corsetti et al. (2005) showed that even after correcting for estimator biases one cannot reach a sound conclusion on the contagion hypothesis.
All the afore mentioned articles focus on the correlation of returns of key market indices or selected assets. Only recently economists started studying the issue of market risk contagion, by looking directly at realized (Diebold and Yimaz, 2009) or both realized and implied volatilities of stock market indices (Cipollini et al. 2013 ). Those studies provide support for the presence of volatility contagion during periods of nancial stress.
The current literature on economic contagion focuses on testing for the existence of a structural break in correlation during the period of nancial turmoil. This is somewhat dicult as the periods of turmoil are usually very short and consequently span only a small portion of the observed sample (Dungey and Zhumabekova, 2001 ). Moreover the exact choice of dates for the nancial turmoil regime might also lead to inconsistent or inecient estimates (Rigobon, 2004) .
In this study I suggest a novel approach to test for the contagion hypothesis that circumvents these problems. Instead of analyzing periods of turmoil and comparing them to the tranquil periods, I look directly at the correlations of market pricing of the crash and non-crash risk. More precisely I decompose
Variance Risk Premia 4 into premia atributed to crash and non-crash states. I modify the methodology of Bollerslev and Todorov (2011b) and replicate their results for the S&P500 index. I also extend those calculations to FTSE100 and Eurostoxx50 indices. This allows me to compare the co-movement of the premia for the market crash with the co-movement of premia for the rest of the risk. I nd that the market crash premia exhibits higher correlation than the residual premia.
The tail-risk premia correlations are elevated, relative to the correlation of the reminder of the premia, even when I account for the time varying correlation. I use the Dynamic Conditional Correlation model of Engle (2002) to calculate time-varying correlation coecients, as the cross market correlations are renowned to be unstable over time. I nd that the correlations of the crashrisk premia are indeed time-varying, yet they remain relatively stable over time 4 Variance Risk Premium is the premium that markets require for the risk of a change of uncertainty. This premium is calculated as a dierence between the statistical measure of market volatility (empirically measured by the realized volatility) and the risk neutral implied volatility (empirically measured by the options implied volatility index, ex. VIX).
(implying high persistence of correlations). This is especially striking in comparison with the fact that the crash-premium itself is very sensitive to key market events (e.g. Russian default, LTCM collapse, Lehman Brothers bankruptcy etc.).
Summing up, in my study I have decomposed Variance Risk Premia for three major equity indices into their market crash and non-crash components.
I nd that the most of the variance premium is determined by the crash risk on all the studied markets. This result is consistent with vast theoretical nance literature of the large impact of the crash risk on both dynamics and level of the risk premia (see Rietz 1988 , Barro 2006 or Gabaix 2012 .
Moreover, to the best of my knowledge, this paper is the rst one to show that the volatility premia demanded for the crash risk are more tightly co-moving across the markets than the premia for the non-crash risk.
5 This apparent higher correlation of the premia for the tail events implies that investors view the tail events as the ones that have global impact. This in turn means that nancial markets are pricing in market contagion i.e. the fact of higher co-dependence of largely adverse shocks, at least according to the denition of contagion followed in this paper.
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The tail-dependency of volatility premia documented in this study has a straightforward implications for investors' portfolio design. It shows that potential gains from portfolio diversication are smaller than what could be expected when not accounting for tail-dependency, as the cross-country hedging will not be eective during the times of turmoil. This may lead to a conclusion that models that do not capture tail dependence of the variance premia will overestimate diversication returns. This, in turn, might bias the estimates of the home bias upwards. Moreover, Bollereslev et al. (2014) showed that the tail risk premium is a good predictor of future equity returns of the S&P500. My study implies that the majority of the tail-premium is determined globally, hence it should also exhibit predictive power over the other equity markets. This implies that global tail risk premium might be an important pricing factor.
Olivier Blanchard, the chief economist of the IMF, said that policy makers should remove tail-risks and perceptions of tail-risks. 7 This relates this study to the issue of the risk taking channel of the monetary policy. Classically this issue is viewed from the perspective of bank's willingness to lend money for the riskier
projects. Yet, it can also be mirrored in the pricing of the risk in the equity markets. Higher propensity of banks to nance riskier projects would imply lower risk premia on equity markets. Consequently one could link monetary 5 Bollerslev et al. (2012) or Londano (2012) show that the Variance Risk Premia are dominated by a global component, yet they do not look into the split of the VRP into the tail-and non-tail risk related premia. 6 As mentioned before this is a very restrictive denition of contagion. This denition does not provide any details on the channels of contagion. Moreover it also does not take into consideration the problem of the common shocks. In fact, for this denition to pin down contagion solely one has to assume that common shocks have the same volatility as the idiosyncratic shocks. This is one of the reasons why Forbes (2012) claim that contagion should not be analysed from correlation perspective. 7 The Economist, January The analysis developed in this study suggest that an interesting direction for future research is to investigate the global aspect of the QE.
The remainder of the paper is organized as follows. Section 2 briey describes the methodology and Section 3 characterizes the dataset used for the analysis.
Section 4 describes the results and the last section concludes.
Methodology
The methodology of this study composes of three parts. First, I provide intuition on the concept of the Variance Risk Premium (VRP) and I show how it is measured using daily data on options and 5 minute intra-day data on futures.
Second, I describe how to decompose VRP into the part related to the tail risk and the part related to the non-tail risk, using techniques developed by Bollerslev and Todorov (2011b) . I also include description of my modication that allows to use the original methodology with other datasets. Finally, I lay down the Dynamic Conditional Correlation model of Engle (2002) , which is used to analyse potentially time-varying correlations between dierent premia.
Variance Risk Premium (VRP)
Many nancial studies have shown that not only equity returns, but also volatilities (risks) of those returns are time-varying. This basic fact of non-constant volatility means that this is an additional source of investment risk. In fact markets are pricing this risk in the form of the Variance Risk Premia (VRPa). This is a relatively new concept describing market's premium for volatility instability. Yet, nancial markets have already developed tools to hedge this type of risks. VRPa can be traded using variance swaps (see Demeter et al. (1999) or Levin (2014) for details). Those instruments simply swap future unknown realized variance for current option implied variance.
On the technical side, the VRP is measured as the dierence between the physical expectations (the P-measure) of the returns' realized quadratic variation and the risk neutral expectations (the Q-measure) of the quadratic variation.
The physical expectations (the P-measure) of the quadratic variation is simply the best statistical T − t periods ahead forecast. Quadratic variation is 
The risk-neutral expectations of the quadratic variation (the Q measure) is measured using daily data on the panel of options. 8 More recently, however Bekaert and Hoerova (2014) or Kaminska and Roberts-Sklar (2015) show that the naïve forecast can be improved if the forecasting method models separately continuous and jump part of the volatility. Furthermore the forecast might be improved even more by the use of option implied volatility data. Yet, given that the focus of this study is the decomposition and cross correlation of VRPa, it seems that simple naïve expectations forecast would work well. 9 Simple coin ipping game might be a great example to understand the dierence between Q-and P-measure of the probability distributions. Say, the game pays EUR 100 in case the ip yields heads and 0 in the other case. The P measure would correspond to the actual distribution, hence both events have probabilities equal to 0.5. In order to determine the Q-measure of probabilities we need to know the price of the game. Say, an economic agent is willing to pay EUR30 for that game. Under the assumption of risk-neutrality this would mean that the distribution of the probability should be 0.3 for heads and 0.7 for tails. The dierence between those two measures of probabilities simply reects agents risk aversion. 10 This index just has to be divided by 100 and squared to obtain implied variance. 11 In fact the correlation of my measures with volatility indices: VIX, VFTSE and VStoxx is very high and amounts roughly to 95%. 12 Please refer to the Appendix A for more details on the approximation. 
In my calculations options time to maturity T −t is xed to 14 days (it is always quoted as a fraction of a year). The forward index level F is calculated based on the index level at a given moment and the respective (14 day) risk-free interest rate r. K 0 denotes the rst strike price below the forward index level F of the panel of options. K i is the strike price of ith out-of-the-money option; a call if K i > K 0 and a put if K i < K 0 ; both put and call if K i = K 0 . ∆K i is simply a mid-point between two strike prices: K i−1 and K i+1 . The price of the option Q(K i ) for a given strike price is either a price of the call option C( 
Tail-premia measures
Bollereslev and Todorov (2011b) methodology, which is applied in this paper, requires that the underlying asset prices follow a very general jump-diusion process. 13 It implies that that the asset price dynamics follows stochastic differential equation: 
where the rst component´T t σ 2 s ds is the volatility of the continuous process and the second component´T t´R x 2 µ(ds, dx) denotes the volatility generated by the discontinuous part. In principle the rst part should be responsible for the volatility generated by the smaller (continuous) movements in the asset prices, whereas the second part would depict volatility generated by the larger asset price movements (jumps).
Quadratic variation equation eq 5 implies that the VRP, dened by eq 5, will simply be a sum of two dierences: the dierence between P and Q expectations of the continuous part of the quadratic variation and the dierence between P and Q expectations of the jump part of the quadratic variation
Given that in this study the main focus is on the tail-risk, we need to create a variance premium measure that would only capture the premium for tail events. Bollerslev and Todorov (2011b) propose to dene a VRP(k) that only captures volatility premia induced by asset price moves above substantially large threshold k:
where the k parameter denotes a threshold separating large jumps from the small ones. It might be quickly noted that the V RP t (k) only depends on the jump part of the process. This approximation is of course valid only for suciently high k.
Finally on the basis of the VRP(k) and the total VRP, I can also dene a truncated volatility measure VRP(Tr). This measure will capture the size of the variance risk premium that is not attributed to the market crash:
Moreover, I can also dene a measure of VRP that captures all the volatility risk except for the risk of large jumps, both down and upside:
Having dened tail-risk premia, the next two sub-sections will briey describe how to calculate Q-and P-measures from the data.
Risk-Neutral (Q) Measures
The most dicult part of the Q-measure estimation is to pin down the process of the jump density v Q t (dx). This jump density should be estimated nonparametrically from the options data. The key idea is to generate a time-varying measure with as few assumptions regarding its structure as possible. (namely: scale (σ) and shape (ξ) parameters) and the average jump intensities E(
) through a just identied GMM estimation. This allows us to fully describe the time invariant part of the jump intensity v Q (x). Third, using xed parameters for the GPD, the time varying jump intensities are backed out to fulll exactly the moment conditions. Finally, using the estimated parameters the Q measure of the tail-volatility is calculated for a given threshold k.
Risk neutral jump-tail measures I describe the risk neutral jump-tail measures in detail as here I deviate slightly from the original Bollerslev and Todorov (2011b) framework.
Bollerslev and Todorov (2011b) propose model-free risk-neutral jump tail measures:
where k = ln( K F ) is the log-moneyness, C t (K) and P t (K) are prices of call and put options respectively, K is the option strike price and F t is the price of the underlying futures. Those measures capture solely the jump risk as long as two conditions are fullled. First the options have to be deeply out of the money.
Bollerslev and Todorov (2011b) use moneyness levels of {0.9000 0.9125 0.9250} for the left tail and {1.0750 1.0875 1.1000} for the right tail, which should guarantee enough distance from the underlying to capture only the jump risk.
Second the option needs to be close to maturity. Bollerslev and Todorov (2011b) use options that have median of 14 days to maturity. In my calculations I follow the same levels of option moneyness, but the dataset used in this study has much longer median maturity of options (see Table 7 ). This means that my model-free risk-neutral jump tail measures might be contaminated by the diusive part of the process. In fact, my jump tail measures were substantially larger when the options had longer maturities relative to the original study.
In order to circumvent this problem I use options with dierent maturities for a given moneyness to t the polynomial describing time-decay plot of option price. Carr and Wu (2003) show that a simple polynomial should allow to approximate time-decay of options no matter whether the underlying process contains jumps or not. This approximation allows me to calculate the theoretical price of the 14-days-to-maturity option. Appendix A provides details on the approximation method as well as some robustness checks. Generalized Pareto Distribution (GPD) parameters estimation and tail-volatility GPD parameters are estimated using the simple non-linear GMM procedure of Hansen and Singleton (1983). The exact moment conditions are described in the Appendix B. The basic principle is that for both tails (left and right) I have 3 parameters to estimate and jump-tail measures for 3 dierent levels of moneyness, hence the system is just identied.
Objective (P) Measures
Analogously to the Q measure estimation, the key in estimation of the P measure is to pin down the jump density v P t . Unfortunately it is not possible to estimate the intensity fully non-parametrically, simply because I do not have three dierent points of the curve on the same day. Consequently I need to assume some sort of ane model of the intensity. Following Bollerslev and Todorov (2011a) I assume that the temporal variation of the volatility is a function of the stochastic volatility σ 2 t of the continuous part:
This directly implies that I have to estimate four constant across time parameters (namely: scale (σ) and shape (ξ) parameters of the GPD that characterizes v P (x), and α 0 and α 1 ) for each tail. Moreover I have to get the estimate 
3 Data
The dataset used in this study allows me to replicate the US results of Bollerslev The left-tail seems to be the lightest for the FTSE100 index, as all the parameters are the smallest across all three indices. Eurostoxx50 exhibits the heaviest tail, but the curvature of the tail is slightly smaller than the one of the S&P500. This means that the distance between Eurostox50 and S&P500 will diminish further in the tail. The results for the right tails also seem to follow the same pattern. It is more informative to look at the annualized average jump intensities presented in Table 2 . Those intensities again underline the skew of Table 2 : Q measure -annualized jump intensity estimates.
Results

Q-measure
the distribution. The dierence between the left and right tail jump intensities is even more pronounced for the more extreme jumps. Finally, the magnitudes of the average annualized jump intensities seem to be quite high and not really matching the actually observed data. Table 3 summarizes estimation results for the objective P measure. Unfortunately the estimates of the GPD parameters are not comparable with the ones from the Q measure, as they were taken at a dierent threshold. Yet, I can briey characterize the behavior of tails under the P measure.
P-measure
First of all a small skew towards the left tail can be noted. This stands in contrast with the Bollerslev and Todorov (2011a) ndings, who note a skew towards the right tail. It can be explained by the fact that the sample I use also covers the period of the great recession. Second, the tail ordering in terms of tail heaviness seems to be reversed relative to the Q measure. Now the Eurostoxx50 seems to have the lightest tails and FTSE100 seems to have the most leptokurtic distribution. This is particularly noticeable when analyzing the values of the average annualized jump intensities (see Table 4 ).
It should also be noted that all the jump intensities seem to be closely connected with the continuous volatility, as all the estimates of α 1 remain positive and dierent from zero.
A quick comparison of the average annualized intensities for the P measure (see Table 4 ) with those for the Q measure (see Table 2 ) clearly suggests that the actual jump probabilities are much smaller. This happens both for the right and left tails of the distribution. Table 4 : P-measure jump intensities
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Variance Risk Premia, Tail Risk Premia and Investor Fears Indices
On average all the Variance Risk Premia (VRP) are negative. They also exhibit substantial volatility (see table 5 ). Moreover at the periods of turmoil they all seem to go through two phases: rst when a sudden increase of the realized volatility is not matched by the implied volatility (hence an increase in the VRP) and second a sharp increase in the implied volatility with a normalization of the realized volatility leading to a sharp decrease in the volatility (see Figure 1 ). It is easy to note that both downside and upside tail VRP(k) measures react at the same time. Consequently one might relate it solely to an increase of overall jumps intensities in the economy. That is why it is also useful to look at the downside premium corrected by the premium coming from the upside risk. Following Bollerslev and Todorov(2011b) I dene an Investor Fears Index as:
Investor Fears Indices co-move clearly across dierent markets. Moreover they are very sensitive to major market events, reaching very low values during market turbulences (see Figure 3 ). In addition, periods when those indices drop to the lowest values coincide with the ones when VRP(0.9) reaches theirs lowest values.
New evidence on contagion
From the perspective of the volatility contagion the most important is to compare dierent indices correlations of VRP(0.9) to correlations of VRP(Tr). Ta- 96  97  98  99  00  01  02  03  04  05  06  07  08  09  10  11  12 This result remains in place even when I allow for a dynamic correlation and when I control for individual variance heterogeneities. Moreover, I showed that VRP tail measures correlation is quite stable (though dynamic) and does not sharply react to major market events. This contrast to the VRP tail measures, which react strongly to key market events.
Appendices
Appendix A -Time-decay approximation
The dateset used in this study has one substantial drawback -the time to maturity of options (that are closest to maturity) is much longer than in the Bollerslev and Todorov (2011b) study (see Table 7 ), except for FTSE100. Consequently the estimator of the tail measure could be contaminated by the diusion pro-
cess. This in turn may bias my estimates of the Generalized Pareto Distribution leading to an inaccurate inference about tail-risk premia. In order to circumvent this problem I use all available maturities of options to estimate the time-decay patterns. This allows me to calculate the theoretical value of option that has 14 days to maturity.
Out-of-the-money options at the maturity have zero value. However, the order of convergence over time to that value depends largely on the process governing the underlying asset's price dynamics. Carr and Wu (2003) showed that the time decay (or the order of convergence) of out-of-the money options is dominated by the presence of jumps. They showed that if the price of the Table 8 : The proportion of maturity nodes in the data underlying asset follows a jump process or a jump-diusion prices then the value of the out-of-the-money option will converge more slowly to zero than in the case of a strict diusion process. They also showed that the time decay of option prices can be closely approximated by the following polynomial:
This approximation equation is valid regardless of the underlying process exhibiting jumps or not. If the underlying equity process has no jumps the tted line should have a greater slope close to the zero maturity, whereas in case it exhibits jumps the time-decay plot should be atter (see Figure 5 ). In this study I t this polynomial for each day of the data since the perception of the jump probability might change over time. The tted line allows me to calculate the theoretical option value for the exact 14 days to maturity.
The number of options used in the approximation varies over time and is driven by the data availability. I use 3 to 6 option maturities to t the polynomial - Table 8 shows details for each index. I should expect to get the best results for the FTSE100 index as its option data displays the highest qualityshortest maturities and most of the dataset is covered by 6 maturities. However given that the S&P500 index is the only one present in the original Bollereslav and Todorov (2011b) study I will start my robustness check with it.
First of all it might be noted that the dynamics of tail measures calculated on the bias of the approximation follows nearly the same pattern as the one of This is why I compare the GMM estimation results (see Table 9 ). The estimates of the GPD are very close to each other especially for the left tail, as this tail is being estimated with a higher accuracy. The only substantial dierence are slightly higher estimates of the jump intensity parameters. However as one may note from the nal results of the structure of the jump probabilities the dierences are not very large (see Table 10 Table 11 and Figure 7 ). The simple t measure (R 2 ) does not seem to be a good metric, due to the small number of nodes it will be biased towards high values. The MAPE of the t evaluated only at the 14 days to maturity also seems to be very small, except for the FTSE100. In that case the MAPE value is ballooned by having a denominator very close to zero. It is very dicult to drive any conclusions from those simple t metrics as they are based on an insucient number of data points for each polynomial.
In order to overcome the problem of insucient number of data points I have Figure 7 presents inter-quartile ranges for theoretical 14-days prices.
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The volatility of the theoretical price rises across minimum volatility pointing to certain losses caused by the approximation.
Appendix B -GMM conditions to estimate GPD parameters in the Q measure
The aim of the GMM estimation for the Q measure is to nd the following vector of parameters for each tail:
fullling the following three moment conditions: 14 Inter-quartile range is being used instead of standard deviations to make the measure more robust to odd observations. Appendix C -Calculation of the truncated volatility tba Appendix D -GMM conditions to estimate GPD and intensity parameters in the P measure
The aim of the GMM estimation of the P measure is to nd the following vector of parameters for each tail:
The four moments conditions are as follows: Table 13 : Pairwise correlations of the VRP(Tr-2), truncated from both sides, and FI, based on the weekly data.
