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As agências cartográficas nacionais estão institucionalmente comprometidas com a 
produção multi-escala que exige a manutenção de enormes volumes de dados de 
diferentes resoluções espaciais e temporais de difícil gestão e manutenção. A alternativa 
a este ciclo crescente do volume de dados reside na implementação de sistemas de 
generalização automática que permitam reduzir a produção e manutenção de uma única 
série cartográfica de maior exatidão geométrica e semântica.  
Neste trabalho apresenta-se o processo de desenvolvimento e implementação de uma 
infraestrutura de generalização cartográfica automática de linhas baseada numa 
estratégia de constrangimento e refinamento iterativo com recurso a algoritmos de 
inteligência artificial. Considera-se um algoritmo paramétrico de simplificação e 
suavização de linhas aplicado ao caso particular de curvas de nível. A automatização do 
processo de generalização cartográfica de linhas passa por selecionar de forma 
automática o parâmetro a utilizar no algoritmo, a tensão a aplicar à linha. A proposta 
consiste no recurso a técnicas de inteligência artificial para seleção do valor ótimo do 
parâmetro tensão. É utilizada uma Rede Neuronal, uma Árvore de Decisão e uma 
Árvore de Classificação e Regressão, para o cálculo do valor da tensão, obtidos os 
valores preditos por estes métodos é escolhido o ótimo entre eles através de um Agente 
que executa um esquema de leilão. A metodologia aplicada inicia-se com a 
caracterização numérica das curvas de nível, calculando entre outras, a dimensão fractal, 
comprimento, área, angularidade, a partir das quais é calculado o valor da tensão a usar 
no algoritmo, para cada curva de nível. Por fim são apresentados dois algoritmos para 
contextualização da generalização cartográfica de curvas de nível com os pontos de 
cota, vértices geodésicos e linhas de água, respeitando as leis de Brisson.  
Palavras-chave: Generalização cartográfica, Algoritmo, Inteligência Artificial, Curva de nível, 
Contextualização. 
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The National Mapping Agencies are institutionally compromised with the multi-scale 
production that requires the maintenance of enormous amount of data with different 
space and time resolutions increasing the management and maintenance. The alternative 
to this cycle of data increasing must be the implementation of automatic cartographic 
generalization systems that will lead to a significant reduction in the data amount and 
data maintenance in a unique cartographic series of higher geometric and semantic 
accuracy.  
In this work, a new cartographic generalization infrastructure is presented. The 
infrastructure was developed for the cartographic generalization of lines and is based on 
the constraint and iterative strategy using artificial intelligence algorithms. We have 
considered a parametric algorithm for line simplification and smooth applied to the 
particular case of contour lines. The automation of the process is based on the intelligent 
selection of the parameter to be used for the line generalization. The parameter is the 
tension to be applied to the line that is elected among all possible values using artificial 
intelligence techniques. A Neuronal Net, a Decision Tree and a Classification and 
Regression Tree, are used for the selection of the tension to be applied to the curve that 
are further auctioned through an Agent that selects the best tension value. The applied 
methodology is initiated with the numerical characterization of the contour lines, 
calculating among others, the fractal dimension, length, area, angularity, from which the 
value of the tension is calculated to use in the algorithm, for each contour line. Finally, 
two algorithms for the contextualization of the generalized contour lines with the 
altimetry points are presented, geodesic vertices and water lines. 




iv    
  
 














A investigação do tema da generalização cartográfica é um desafio grandioso. Uma 
tarefa destas dimensões, nos dias de hoje, com toda a tecnologia disponível e o 
conhecimento que envolve, deve ser abordada por equipas multidisciplinares pela sua 
complexidade e abrangência.  
Quando se abraça um desafio destes, é necessário que se interrogue até onde poderemos 
ir, o céu é realmente o limite?  
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A generalização cartográfica consiste num conjunto de operações realizadas sobre a 
representação da informação geográfica com o objetivo de melhorar a legibilidade e aumentar 
a facilidade de compreensão dos dados por parte do utilizador.  
A generalização cartográfica desenvolveu-se nos anos 60 do século passado nas Agencias 
Cartográficas Nacionais (NMA, National Mapping Agency) como tarefa integrante de um 
fluxo de trabalho de produção cartográfica (Ruas, 2002). Nestas cadeias de produção, os 
dados de trabalho originais são as séries cartográficas de escala superior, com base nas quais 
se produzem mapas de escala inferior. Este processo decorre da necessidade de produção 
multi-escala a que as NMAs estão obrigadas exigindo a manutenção de enormes volumes de 
dados de diferentes resoluções espaciais e temporais de difícil gestão e manutenção. A 
alternativa a este ciclo de crescente aumento de volume de dados, reside na implementação de 
sistemas de generalização automática que permitam reduzir a produção e manutenção de uma 
única série cartográfica de maior exatidão geométrica e semântica. Algumas NMAs, como é o 
caso do IGeoE (Instituto Geográfico do Exército), mantêm duas BDG (Base de Dados 
Geográficos), uma de média escala (25k) e outra de pequena escala (250k), a partir destas 
produzem as suas séries cartográficas, escalas 25k a 500k, respetivamente. A generalização 
cartográfica praticada nas NMAs é muito morosa prevalecendo os processos semiautomáticos 




2    
tarefas de baixo nível, sequenciamento lógico de operações, ficando a parte de alto nível, 
cognitiva e decisória do lado do cartógrafo. O cartógrafo recorre desta forma a algoritmos ou 
sequências de algoritmos, que traduzem os operadores de generalização. Contudo, o resultado 
final da generalização de uma carta não corresponde a uma simples soma de processos de 
generalização individual dos elementos que compõem a carta.  
Na atualidade estão disponíveis inúmeros algoritmos para generalização, seja em sistemas 
comerciais como o Dynagen da Intergraph, e Lamps2 v5-2 ou Clarirty 2.0 da Laser-Scan 
(Mackaness et al. 2007), seja no meio académico e.g. CHANGE do Institute of Cartography – 
University of Hanover, (Mackaness et al. 2007) seja nas NMAs (Müller et al. 1995b). Em 
todos é mantida uma abordagem de sequenciamento e parametrização de algoritmos que 
funcionam por níveis e dados, requerendo a interação do operador e afinação de parâmetros. 
Para a automatização do processo de generalização de mapas, é necessário integrar a 
experiência dos cartógrafos com as operações de generalização nos Sistemas de Informação 
Geográfica. A aplicação de métodos de inteligência artificial, parece ser uma metodologia 
promissora para integrar a experiência dos cartógrafos nestes sistemas de generalização. Os 
métodos de inteligência artificial acomodam uma grande quantidade de interpretação, 
julgamento e de conhecimento heurístico, que especifica um conjunto de ações a serem 
executadas para uma dada situação (Müller et al. 1995b; Ladeira, 1997). Isto é feito com a 
simulação do conhecimento de um especialista humano e respectivo raciocínio, de modo que 
possa ser formulado nas partes do conhecimento, tipificado por um conjunto de factos e de 
regras heurísticas. Ou seja, os métodos de inteligência artificial são dispositivos de 
comunicação entre o conhecimento de um utilizador experiente e um programa de 
computador a fim de resolver problemas complexos. Estes métodos tentam reduzir o custo e o 
tempo, simultaneamente aumentando a exatidão, a estabilidade e a consistência. 
Pretende-se com a presente investigação dar um contributo efetivo na automatização da 
generalização cartográfica. O universo da pesquisa é a cartografia de base produzida pelo 
IGeoE de qualidade cartográfica correspondente à escala 1:25.000, a partir da qual se pretende 
obter por generalização um produto cartográfico de qualidade 1:50.000. O estudo centra-se na 
generalização do tema da altimetria, nomeadamente as curvas de nível e entidades 
cartográficas que com estas se relacionam. Em particular será estudado o problema da 
contextualização da generalização das curvas de nível com as linhas de água, pontos de cota e 
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vértices geodésicos. A metodologia resultante deste estudo poderá por analogia ser utilizada 
noutras escalas, outros temas e englobando diferentes entidades cartográficas.  
 
 
Este trabalho tem como objetivo o desenvolvimento e implementação de uma infraestrutura 
conceptual de generalização cartográfica automática baseada numa estratégia de 
constrangimento e refinamento iterativo com implementação de soluções multicritério. 
Pretende-se conceber uma infraestrutura conceptual que automatize o processo de 
generalização cartográfica com suporte interativo. O desafio é combinar, homogeneizar e 
desenvolver, as diversas abordagens para generalização de cartografia de base topográfica. 
Optou-se por centrar o estudo na generalização das curvas de nível e na contextualização com 
pontos cotados e linhas de água.  
Desta forma os objetivos propostos incluem: 
• Estudar e propor um algoritmo para generalização de linhas, que possa ser aplicado na 
generalização cartográfica de curvas de nível. 
• Propor um conjunto de atributos classificadores de linhas, para classificação das 
curvas de nível.  
• Estudar uma metodologia baseada em IA (Inteligência Artificial) para, recorrendo à 
classificação das linhas, escolher automaticamente o parâmetro a utilizar na 
generalização cartográfica das curvas de nível. 
• Estudar uma metodologia para detetar e resolver violações de topologia entre curvas 
de nível, pontos de cota e linhas de água.   
 
 
Esta tese está organizada em seis capítulos, sendo este o capítulo onde é apresentado o 
problema a ser estudado, as motivações para o seu estudo e a metodologia proposta.  
O segundo capítulo refere-se ao estado da arte em generalização cartográfica, onde se 
apresentam os principais modelos conceptuais de generalização em SIG (Sistemas de 
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traduzem, faz-se ainda uma alusão à classificação, segmentação e caracterização de linhas, 
como tarefa integrante da estratégia adotada para a automatização da generalização de curvas 
de nível.  
No terceiro capítulo aborda-se a temática do conhecimento em generalização e utilização da 
IA. Desde a definição de conhecimento, sua formalização e exploração, os mecanismos de 
abstração, aquisição de conhecimento e respetiva representação. É ainda neste capítulo que 
são apresentados os métodos de IA utilizados nesta dissertação. No quarto capítulo 
caracterizam-se as séries cartográficas envolvidas, aborda-se o tema da generalização modelo, 
classificação e seleção das linhas de água. Apresentam-se também neste capítulo algoritmos 
de generalização de linhas, incluindo o algoritmo proposto nesta dissertação. No quinto 
capítulo apresenta-se a metodologia e sua aplicação às séries cartográficas do IGeoE. No 
sexto capítulo discutem-se os resultados, apresentam-se as conclusões e perspetivas futuras. 
  




A investigação na área da generalização cartográfica evoluiu de uma fase inicial centrada no 
desenvolvimento de algoritmos, para uma fase recente, mais focada na formalização e 
representação do conhecimento cartográfico através de modelos conceptuais abrangentes e na 
utilização de sistemas periciais. Este segundo capítulo pretende dar a conhecer o trabalho 
efetuado em generalização, a sua evolução e principais desenvolvimentos relevantes para esta 
tese. Começa-se com uma perspetiva evolutiva da generalização cartográfica manual até à 
generalização digital, pela utilidade e/ou necessidade da generalização, modelos propostos 
para generalização, generalização de linhas, sua segmentação e classificação, operadores de 
generalização e algoritmos. 
A finalidade da generalização cartográfica é produzir um mapa, balanceando requisitos de 
exatidão, conteúdo da informação e legibilidade. Na construção de um mapa os objetos da 
superfície terrestre a cartografar, são representados de forma reduzida, para que o observador 
tenha uma boa perceção da realidade que o mapa pretende transmitir. Para que isto seja 
possível, é necessário selecionar os objetos a representar, simplificar formas e estruturas e 
respeitar critérios de importância relativa (Robinson, 1960; Taillandier et al. 2009). 
A generalização cartográfica é um processo multidisciplinar e complexo, para o qual têm sido 
propostas soluções pontuais para problemas específicos, assentando essencialmente no 
desenvolvimento de algoritmos para a implementação de operadores de generalização. A 
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dificuldade na automatização da generalização cartográfica decorre da aquisição e utilização 
do conhecimento mais profundo, detido por cartógrafos, que recorrem a um raciocínio mais 
complexo e habilidade ou capacidade para tirar conclusões baseadas no contexto geográfico, 
prioridades, padrão ou finalidade do mapa. É então necessário ter uma visão holística da área 
do mapa e ter em consideração as prioridades e relacionamentos entre os objetos 
representados, relativos à sua finalidade.  
 
 
O período da generalização digital, teve o seu início durante os anos 60. O termo 
“generalização digital” era usado frequentemente para enfatizar a transição de uma era 
manual para a era informática digital (Shea e McMaster, 1989; Buttenfield e McMaster, 
1991). Um dos resultados mais conhecidos desse período é a lei (empírica), apresentada por 
Töpfer e Pillewizer (1966), de acordo com a qual se poderia calcular o número de símbolos a 
representar num mapa em diferentes escalas. Nos seus estudos sobre generalização 
cartográfica, Töpfer (1966) apresentou o seu “princípio da seleção”, que estabelecia que a 
quantidade de informação que pode ser representada por unidade de área, decresce de acordo 
com uma progressão geométrica. Na sua forma mais simples, o princípio de Töpfer indicava a 
quantidade de objetos que deveriam ser representados num mapa. Töpfer expressou uma 






nc = número de itens num mapa compilado na escala Sc; 
ns = número de itens num mapa original na escala Ss; 
Como resultado da aplicação desta fórmula obtemos o número de símbolos a serem 
representados. No entanto, não revela quais destes símbolos devem ser selecionados e não tem 
em consideração a variação local da densidade dos fenómenos representados. Esta lei da 
seleção não foi especificamente apresentada para a generalização automática, contudo, foram 
efetuados esforços para a formulação matemática de problemas de generalização. De qualquer 
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objetos que podem ser representados no mapa generalizado. Além disso, permite uniformizar 
a generalização efetuada por diferentes cartógrafos que trabalham em folhas adjacentes da 
mesma série cartográfica (Töpfer e Pillewizer, 1966). Foi neste primeiro período da 
generalização digital, que Douglas e Peucker (1973) desenvolveram um dos algoritmos mais 
usados e relevantes de simplificação de linhas.  
Durante o segundo período da generalização digital, no final dos anos 70 e princípio dos anos 
80, a eficiência do algoritmo de Douglas e Peucker foi enfatizada (Buttenfield e McMaster, 
1991; Li, 2007) tendo sido feitas propostas de alterações ao algoritmo. Neste período o maior 
esforço de investigação sobre generalização centrou-se em aspetos muito específicos, não 
olhando para o problema de uma forma abrangente (Weibel, 1991), tal como a simplificação 
de linhas e seleção de objetos de acordo com um determinado valor. Abordagens mais 
complexas incluíram os primeiros estudos em deslocamento automático. Christ (1978) 
estudou o deslocamento automático de símbolos pontuais e lineares, Lichtner (1979) 
desenvolveu algoritmos para o deslocamento automático considerando as posições relativas 
dos objetos numa determinada escala. 
Nos anos 1980 a investigação e desenvolvimento foi direcionada para os aspetos da 
modelação conceptual da generalização. Foram propostos dois métodos de generalização, 
conceptual e estrutural (Bertin, 1983). A generalização conceptual é uma modalidade de 
generalização cartográfica em que a forma de representar os fenómenos é alterada, de modo a 
adequá-la a um novo conceito, ou a uma alteração do nível de abstração, e.g. o colapso é uma 
forma de generalização conceptual. A generalização estrutural é uma modalidade de 
generalização cartográfica em que a forma de representação e implantação dos fenómenos é 
conservada, mas a sua estrutura original é simplificada, e.g. a agregação é uma forma de 
generalização estrutural (Gaspar, 2008). 
Nos anos 90 os investigadores continuaram a propor algoritmos de generalização, traduzindo 
os respetivos operadores. Visvalingham e Whyatt (1993) desenvolveram um algoritmo para 
melhorar a distorção da forma. Outras abordagens englobaram o desenvolvimento de 
algoritmos de redução de pontos auto-adaptáveis. Neste caso há um pré-processamento e, a 
linha é inicialmente segmentada, sendo posteriormente aplicado o algoritmo aos respetivos 
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Wang e Muller (1998) apresentaram um algoritmo para segmentação de estradas. Muitos 
autores utilizaram Inteligência Artificial para classificar estes segmentos, Balboa et al. (2008) 
utilizaram uma rede neuronal para classificar estradas, Plazanet et al. (1998) utilizaram uma 
árvore de decisão, recorrendo ao algoritmo ID3, para classificação de estradas utilizando 
como input a sinuosidade e o grau de conflito devido à simbolização. Um outro grupo de 
algoritmos inclui a suavização de linhas. Foram utilizadas várias técnicas como a convolução 
Gaussiana, transformação de Fourier (Boutoura, 1989; Plazanet et al. 1996), transformação de 
wavelet e.g. (Balboa e López, 2000), snakes (Burghardt e Meier, 1997; Steiniger e Meier, 
2004; Burghardt, 2005; Bader e Barrault, 2000), decomposição de modo empírico (EMD) (Li 
et al. 2004a) e fractais (Müller, 1986; Buttenfield, 1989). Contudo, os parâmetros usados nos 
algoritmos não estão relacionados diretamente com os níveis de detalhe dos mapas e 
respetivas escalas. Ou seja, a parametrização dos algoritmos ou operadores é efetuada a priori 
independentemente da razão entre as escalas dos mapas. 
Surgiram também neste período tentativas de resolver o problema da generalização como 
soma de vários pequenos problemas. Neste caso estão os trabalhos desenvolvidos para 
deslocar edifícios, como entidades areais (e.g. Ruas, 1998; Taillandier e Taillandier, 2012), 
tendo sido desenvolvidos métodos como o campo do deslocamento (Ai, 2004), o método dos 
elementos finitos (Højholt, 2000), o método de elementos finitos com suporte dúctil (Bader et 
al. 2005) e ajustamento por mínimos quadrados (Harrie, 1999; Harrie e Sarjakoski, 2000; 
Sarjakoski e Kilpeläinen, 1999; Sester, 2000). Outros algoritmos foram desenvolvidos para a 
tipificação de edifícios (Regnauld, 1998, 2001a, 2001b; Basaraner e Selcuk, 2008; Li et al. 
2004b). Foi também neste período que se iniciou a discussão em torno do conhecimento 
envolvido na generalização digital de mapas. Este assunto foi discutido por muitos 
investigadores tendo sido identificados diversos tipos de conhecimento em generalização. 
Este assunto merecerá um desenvolvimento aprofundado no próximo capítulo.  
No final dos anos 1990 surgiram as primeiras propostas de introdução de confinamentos no 
processo de generalização cartográfica, são exemplos: (Beard, 1991; Ruas e Lagrange, 1995; 
Ruas, 1998; Weibel e Dutton, 1999; Peter e Weibel, 1999; Galanda, 2003; Steiniger e Weibel, 
2005). Peter e Weibel (1999) classificam os confinamentos de generalização em quatro tipos, 
confinamentos gráficos, topológicos, estruturais e de forma, de acordo com as suas funções 
para a generalização categórica do mapa. Vários tipos de confinamentos foram usados por 
exemplo, para o deslocamento de edifícios (Harrie, 1999; Sarjakoski e Kilpeläinen, 1999; 
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Sester, 2000). De facto, alguns confinamentos podem ser expressos em termos de relações 
espaciais, isto é relações topológicas, métricas ou de ordem. 
Outra linha de investigação incluiu o enriquecimento de bases de dados (Plazanet et al. 1998; 
Plazanet, 1996;  Neun et al, 2004), para a aplicação de agentes em generalização (Lamy et al, 
1999; Galanda e Weibel, 2002; Gaffuri, 2007; 2008) e, na sua generalização para transmissão 
de dados na internet (Foerster, 2010; Neun e Burghardt, 2005). 
Para Li (2007) no próximo período de desenvolvimento em generalização, serão usados os 
algoritmos para a generalização de uma classe de entidades, isto é, relevo, entidades 
hidrográficas, edifícios, rede de transporte, etc. Segundo este autor, os sistemas 
semiautomáticos ainda estarão disponíveis por mais alguns anos. Sistemas mais inteligentes 
só serão desenvolvidos depois da generalização ao nível da classe estar completamente 
estudada. A generalização cartográfica digital tornar-se-á cada vez mais importante em multi-
escala, modelação e representação, com a utilização generalizada dos SIG que integram dados 
multi-escala e de várias origens, como BDG distribuídas.  
 
 
No âmbito da generalização cartográfica foram desenvolvidos modelos conceptuais para 
generalização da informação com o objetivo de sistematizar e modelar o processo de acordo 




Ratajski (1967) apresentou um dos primeiros modelos formais da generalização e identificou 
dois tipos fundamentais de processos da generalização: quantitativo e qualitativo. A 
generalização quantitativa consiste numa redução gradual no conteúdo do mapa dependendo 
da mudança de escala, enquanto a generalização qualitativa resultaria da transformação de 
formas elementares da simbolização para formas mais abstratas (McMaster, 1991). Na sua 
estrutura, Ratajski descreve as primeiras etapas da generalização com a eliminação dos 
objetos secundários, preservando as caraterísticas do mapa. Este limite de representação só 
poderia ser superado se uma determinada soma de elementos pudesse ser substituída por 
métodos cartográficos novos. Ratajski (1967) definiu estes limites como pontos de 
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generalização. A mudança de capacidade de um mapa1 pode ser representada por um 
triângulo, ver figura 2.1, onde a base ilustra a capacidade máxima e a parte superior ilustra os 
limites de capacidade do mapa. Quando a capacidade do mapa está perto da parte superior do 
triângulo, deve ser aplicado um método cartográfico novo, a fim de iniciar um novo ciclo de 
generalização.  
 
Figura 2.1 – Modelo da generalização proposto por Ratajski (adaptado de Cecconi, 2003) 
 
A figura 2.1 ilustra o modelo da generalização proposto por Ratajski. Do lado esquerdo da 
imagem temos representado o triângulo de mudança de capacidade do mapa, do lado direito 
podemos ver um exemplo do 1º ponto de generalização. Perto da capacidade limite, as casas 
devem ser substituídas por uma área, representando a área urbana.  
Durante os finais dos anos 80 e início dos 90, houve uma mudança de direção nos 
desenvolvimentos, sendo colocada uma maior ênfase na modelação de dados, envolvida nas 
tecnologias de base de dados. Este período conduziu ao duplo conceito da generalização, em 
generalização cartográfica e generalização do modelo. 
 
 
Brassel e Weibel (1988) propuseram uma estrutura conceptual para a generalização 
automática, diferenciando generalização estatística e cartográfica. A generalização estatística 
                                                 
1 A capacidade do mapa - depende da escala de representação, da densidade dos objetos representados, da 
simbologia utilizada, entre outros fatores. Se a escala diminui ou se a densidade de objetos aumenta, então a 
capacidade de representação dos objetos de uma forma legível diminui.   
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foi descrita como um processo analítico que trata da redução do conteúdo da informação da 
base de dados, sob um controlo estatístico. A generalização cartográfica foi considerada como 
a modelação espacial para uma comunicação visual, visando a modificação da estrutura local.  
 
Figura 2.2 - Modelo conceptual de Brassel e Weibel, 1988, para a generalização, adaptada de (Mackaness et al. 2007).  
 
Este modelo apresenta uma sequência de etapas que permitem escolher os procedimentos de 
generalização de maneira adaptativa. Há uma ênfase na generalização cartográfica como parte 
da modelação espacial e em modelos de dados alternativos, como condição para uma 
automatização satisfatória do processo de generalização. Foram identificados cinco processos 
distintos de generalização no domínio digital: reconhecimento de estruturas, reconhecimento 
de processos, modelação de processos, execução de processos e visualização de dados, ver 
figura 2.2. 
A fase de reconhecimento de estruturas identifica os objetos cartográficos específicos, ou 
agregação de objetos, bem como as relações espaciais e estabelece medidas de importância 
relativa entre os objetos. Esta medida é controlada pela qualidade da base de dados original e 
pela escala do mapa a ser produzido. 
A fase de reconhecimento de processos tem o objetivo de definir o processo de generalização, 
identifica os operadores de generalização necessários, bem como o tipo de modificação dos 
dados e a seleção de parâmetros. Esta atividade determina o que será feito com os dados 
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originais, quais os tipos de conflito identificados e resolvidos e, quais os tipos de objetos e 
estruturas que serão considerados no mapa a ser produzido. 
A fase da modelação de processos compila regras e procedimentos, que serão usados na etapa 
seguinte de execução de processos, para generalizar a base de dados original. É a etapa onde 
os algoritmos, especificados para as operações identificadas, serão aplicados utilizando regras 
e parâmetros extraídos da biblioteca de processos, onde estão armazenadas as regras e 
procedimentos para a generalização. A fase da execução de processos é a etapa onde o 
processo de generalização é realizado. Por último a visualização dos dados é a etapa onde a 
base dos dados generalizada é transformada no mapa desejado. 
Os elementos fundamentais deste modelo são as estruturas da informação espacial e os 
processos que podem interagir com tais estruturas. Há uma ênfase em generalização 
cartográfica como parte da modelação espacial e em modelos de dados alternativos como 
condição para uma automatização satisfatória do processo de generalização. Vianna (1997), 
acrescenta que o desenvolvimento da componente biblioteca de processos é uma etapa 
importante na construção de sistemas periciais para generalização cartográfica em ambiente 
digital, uma vez que inclui as operações, o conhecimento ou regras para generalização e os 
valores de tolerância.  
 
McMaster e Shea (1992) descreveram um modelo conceptual abrangente com o propósito de 
discutir a filosofia da generalização no domínio digital. O processo da generalização em 
ambiente digital, foi dividido em três componentes. O modelo é baseado em três perguntas 
que pretendem responder o “porquê” generalizar, sendo este o primeiro componente deste 
modelo, de condições que indicam o “quando” generalizar (segundo componente) e de 
transformações espaciais e de atributos que definem o “como” generalizar, ver figura 2.3. 
Este modelo impõe uma abordagem tipicamente algorítmica, pois baseia-se no uso de 
transformações espaciais e de atributos para materializar as ações de generalização. O 
problema é que a aplicação de uma sequência de transformações envolve parâmetros que se 
relacionam mutuamente e não são completamente independentes. Na verdade, é muito difícil 
controlar uma transformação sem interferir nas outras. 
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Figura 2.3 - Modelo conceptual de McMaster e Shea (1992) para a generalização em ambiente digital, adaptada de 
(Mackaness et al. 2007). 
 
O segundo componente é a avaliação cartométrica, onde é necessário definir “quando é 
necessária a generalização”, a fim de identificar as condições específicas onde a generalização 
é exigida. Embora muitas condições importantes possam ser identificadas, as condições 
fundamentais apresentadas por (McMaster e Shea, 1992) incluem: Congestionamento, 
coalescência, imperceptibilidade, complexidade, inconsistência e conflito. Apesar de que 
muitos problemas em generalização requererem o desenvolvimento e implementação de 
medidas matemáticas, estatísticas ou geométricas, McMaster e Shea (1992) apresentam uma 
classificação geral de medidas incluindo as seguintes classes: densidade, distribuição, 
comprimento e sinuosidade, forma, distância e gestalt2.  
Neste modelo, o terceiro e último componente são as operações fundamentais ou “como 
generalizar”. Este componente é o responsável pela execução do processo de generalização 
cartográfica, através de transformações espaciais e de atributos, submetidas aos dados digitais. 
Em muitos casos estas transformações não são independentes, existindo um relacionamento 
                                                 
2 gestalt - Palavra alemã que se pode traduzir por “conformação”, “estrutura”, “organização”...realidade 
psicológica onde existe alguma coisa mais do que a simples soma dos elementos que a constituem. (Grande 
Enciclopédia Portuguesa Brasileira) 
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entre si. As transformações espaciais são realizadas pelos operadores que alteram a 
representação dos dados digitais do ponto de vista geográfico ou topológico. Foram 
identificados dez operadores: simplificação, suavização, agregação, amalgamação, união, 
colapso, refinamento, exagero, realce e deslocamento. As transformações de atributos 
manipulam as características secundárias dos elementos. Foram identificadas duas 
transformações de atributos: classificação e simbolização. Embora este modelo abrangente, 
tenha influenciado indubitavelmente as pesquisas mais recentes em generalização, apresenta a 
limitação de não considerar correlações existentes entre os parâmetros envolvidos nas várias 
transformações. Desde os anos 90 que estas considerações têm sido largamente discutidas, 
principalmente os aspetos relativos ao porquê-quando-como. 
 
O que anteriormente foi chamado generalização estatística, na estrutura de Brassel e Weibel 
(1988), esteve na origem do que mais tarde foi apelidado como generalização conceptual ou 
do modelo. Foi necessário efetuar a distinção entre, por um lado, os processos da 
generalização associados às BDG e por outro, os processos necessários para a representação 
cartográfica final dos mapas de saída. 
Como indicado por Kilpeläinen (1997) e Weibel e Dutton (1999), a distinção entre a 
generalização do modelo e a generalização cartográfica eram já evidentes nas primeiras obras 
de Grüenreich (1985) que propôs a criação de uma representação primária do mundo real, 
denominada DLM (Digital Landscape Model). A partir desta representação, bastante 
detalhada, seria possível derivar representações secundárias, específicas para uma aplicação 
ou grupo de aplicações com necessidades semelhantes em termos de detalhe. Estas 
representações secundárias foram denominadas DCM (Digital Cartographic Models). O 
objetivo é que o DLM seja uma Base de Dados com bastante detalhe, criado sem a 
preocupação de refletir as necessidades cartográficas, mas sim associado a um parâmetro 
básico de precisão. Este parâmetro está relacionado obviamente à fonte de dados e ao 
processo de aquisição e reflete o nível de detalhe do DLM. Um DLM pode ser trabalhado, 
usando algoritmos específicos, para produzir outro DLM, menos detalhado, ou para produzir 
um DCM adequado para uma saída e utilização numa determinada escala. O processo de 
transformação DLM-DLM foi denominado generalização conceptual, ou do modelo, 
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enquanto a transformação DLM-DCM foi denominada generalização cartográfica, ver figura 
2.4. 
 
Figura 2.4 – Modelo de generalização de Grüenreich (1992), adaptado de Foerster et al. (2010) 
 
Este modelo foi usado no desenvolvimento do ATKIS (Official Authoritative Topographical 
Cartographic Information System) na Alemanha, durante os finais dos anos 80 (Grüenreich 
1992, 1995a, 1995b). Os DLMs foram adquiridos pela generalização objeto a partir de um 
estado do mundo real e resultando os DCMs da generalização cartográfica. A finalidade da 
generalização modelo era criar uma base de dados modificada, usando a base de dados 
geográfica primária como fonte de entrada. 
Durante a fase da generalização conceptual, os aspetos relativos à exposição gráfica não 
foram considerados. A generalização modelo foi considerada como uma etapa de pré-
processamento antes da visualização através da generalização cartográfica e assim a 
generalização modelo (conceptual) não envolveu nenhum componente artístico ou intuitivo. A 
generalização modelo fornece os dados geográficos para funções de análise, visto que a 
generalização cartográfica é executada para a visualização de produtos cartográficos. Neste 
contexto, a generalização cartográfica envolve a redução, ampliação e modificação do 
simbolismo gráfico num mapa a ser executado, de modo a aumentar a eficácia da 
comunicação cartográfica. Kilpeläinen (1992a, 1992b, 2001) enfatizou que a semântica dos 
dados espaciais pode mudar na generalização do modelo, e.g. a criação de áreas de blocos de 
edifícios em cidade pela agregação dos respetivos edifícios.  
Grüenreich (1995b) sugeriu que generalização no domínio digital deveria basear-se num 
modelo cartográfico que descrevesse completamente o processo de comunicação da 
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geoinformação através de modelos específicos das disciplinas envolvidas, de modelos 
projetados para comunicação visual e de modelos resultantes de estudos cognitivos. Postulou 
ainda, que o conhecimento sobre generalização precisa ser adquirido e formalizado para que 
seja possível desenvolver soluções computacionais eficientes. 
Este modelo envolve os seguintes conceitos de generalização, conforme figura 2.4:  
Generalização objeto - com o levantamento de dados, os objetos são abstraídos do mundo 
real, mas com uma quantidade finita de observações e medidas. Os objetos são selecionados e 
simplificados, isto é generalizados. 
A generalização modelo - executa uma redução controlada ‘dos dados’ (na base de 
dados), para gerar uma quantidade menor de objetos para o nível de detalhe desejado. 
A generalização cartográfica - a aparência visual dos objetos é mudada, e.g. 
simbolização de uma igreja, ou deslocamento de objetos, de modo que estes não se 
sobreponham numa escala menor, melhorando dessa forma a legibilidade do mapa. 
 
O projeto AGENT (Automatic GEneralization New Technology) financiado pela UE, iniciou-
se em 1997 e englobava as seguintes entidades, Institut Géographique National (França), 
Laser-Scan Ltd (Reino Unido), Institut National Polytechnique de Grenoble (França), 
University of Edinburgh (Reino Unido) e University of Zurich (Suiça). Neste projeto a 
generalização cartográfica foi considerada como um problema de optimização. Foram 
desenvolvidas algumas abordagens de optimização para a generalização cartográfica, como o 
método das snakes (Bader e Barrault, 2000), elastic beams (Bader e Barrault, 2001) e 
ajustamento por mínimos quadrados (Sarjakoski e Kilpeläinen, 1999). Neste grupo podemos 
incluir o projeto AGENT, proposto por Ruas e Plazanet (1996). A proposta assentava num 
modelo controlado por um conjunto de constrangimentos. O objetivo do projeto AGENT 
assenta na modelação da natureza holística da generalização, recorrendo a tecnologia 
multiagente (Maudet et al. 2014). Em vez de usar um plano centralizado no processo da 




 17    
A abordagem baseada em agentes aplica o paradigma orientado a objetos. Um agente é 
qualquer coisa que pode ser visto como algo que percebe o seu ambiente através de sensores e 
age nesse ambiente através de mecanismos (Russel e Norvig, 2003). Um agente pode atuar 
como um objeto que tem um objetivo e atua autonomamente de modo a atingir o seu objetivo 
graças às capacidades de perceção, deliberação, ação e possibilidade de comunicação com 
outros agentes. Estes agentes são os objetos cartográficos (micro agentes), grupo de objetos 
(meso agentes) ou as classes de objetos (macro agentes) que podem comunicar e afetar outros 
agentes, ver figura 2.5.  
 
Figura 2.5 – Modelo de generalização AGENT, relação entre agentes micro, meso e macro 
 
Um único objeto cartográfico é controlado por um micro agente e um grupo de objetos 
cartográficos, i.e. um grupo de micro agentes, é controlado por um meso-agente. O macro 
agente controla todos os objetos cartográficos no display do mapa, para maximizar objetivos 
de optimização globais. Um agente macro pode ser considerado de um tipo especial de meso-
agente, pois também controla um conjunto de objetos.  
O objetivo de cada um destes agentes é melhorar a situação no que diz respeito aos conjuntos 
de confinamentos, ou seja, tenta maximizar o propósito de objetivos de optimização. Cada 
confinamento fornece ‘um valor do objetivo’ que cada agente tenta alcançar generalizando-se 
a si próprio e em comunicação e interação com outros agentes. O estado de um agente é 
caracterizado por todos os seus confinamentos que integram os seus valores e importância 
para estabelecer o seu próprio estado. Quando o seu estado não estiver conforme, o agente 
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propõe uma ação de generalização a fim de remediar uma violação do confinamento. O 
objetivo é melhorar a busca para a melhor sequência, os agentes classificam as ações 
disponíveis no que diz respeito à prioridade, severidade e classificação dos confinamentos. O 
agente então provoca a primeira ação e reavalia o seu próprio estado. Dependendo do sucesso 
do plano, ver figura 2.6, pode retroceder e iniciar o plano seguinte, parando se for alcançado 
um estado perfeito, ou iniciando um novo ciclo se o estado melhorou, até não haver mais 
nenhum plano adicional.  
 
Figura 2.6 – Modelo de generalização AGENT, proposto por (Galanda e Weibel, 2002) 
 
Os resultados do projeto AGENT foram implementados no software Clarity. Uma descrição 
mais detalhada do projeto AGENT pode ser vista em (Lamy et al, 1999; Ruas, 2000a;  2000b; 
Barrault et al. 2001; Bader et al. 1999). Apesar deste sistema ser um grande avanço na 
automatização da generalização, é necessário ter em conta que a interação com os objetos 
ainda é feita com recurso a algoritmos e estes necessitam de parâmetros para limitar a sua 
ação. Além disso a parte cognitiva da questão é ainda mais complexa e subjetiva.    
 
 
A base para qualquer sistema automático de generalização cartográfica assenta em operadores 
da generalização. Um operador de generalização é, segundo Smith et al. (1999), “toda a 
função discreta de generalização que um cartógrafo pode usar para alterar o detalhe ou o 
conteúdo do todo ou uma parte dos dados do mapa”. Alguns destes exemplos são a 
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suavização de uma linha para atenuar o seu detalhe ou a agregação de duas ou mais áreas ou 
polígonos numa única área.  
Numa cadeia de produção cartográfica e para cada tipo de mapa produzido, há conjuntos 
típicos de operadores usados. Um sistema para executar a generalização cartográfica deve 
fornecer este conjunto típico de operadores, mas deve permitir igualmente a adição de mais 
operadores à medida que o cartógrafo aprende sobre o processo da generalização no mundo 
digital. Há diversos operadores de generalização bem documentados podendo fornecer uma 
boa base para um sistema de generalização. 
Rieger e Coulson (1993) realizaram uma investigação entre um grupo de cartógrafos que 
executam a generalização interativa e chegaram à conclusão que a classificação de operadores 
da generalização difere, dependendo de cada cartógrafo. Na bibliografia há diversas 
classificações e diferentes operadores, pelo que Foerster et al. (2007) propõem uma 
formalização dos operadores, dividindo em operadores para a generalização modelo e 
operadores para a generalização cartográfica. O modelo AGENT por exemplo, agrupa os 
operadores em: transformação de atributos, considerando a classificação dividida em seleção 
e agregações temáticas e transformações espaciais, agrupando os operadores que atuam em 
objetos individuais, individuais ou conjunto de objetos e conjuntos de objetos, aqui 
encontram-se a simplificação, o colapso, o exagero, a amalgamação entre outros, ver (Bader 
et al. 1999). 
De seguida apresenta-se um conjunto de operadores, resultando das diferentes descrições 
disponíveis, assim como os respetivos nomes usados na literatura. Estes operadores são 
apresentados sem qualquer relação com algum sistema conceptual de generalização. 
 
      
Um dos aspetos mais importantes do processo de generalização é chamado classificação. Esta 
transformação está relacionada com o agrupar de objetos, que partilham características 
idênticas ou semelhantes, em categorias de entidades, ver fig 2.7. Este processo pode ajudar a 
reduzir drasticamente o número de entidades individuais a representar e, assim, reduzir a 
complexidade de um mapa. A classificação significa que muitos objetos individuais são 
agrupados numa classe que representa os seus atributos comuns ou cobertura dominante. No 
caso da cobertura dominante, a natureza original dos pequenos objetos será mudada. Esta 
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operação de mudança da natureza é definida também como um tipo de amalgamação. A 
classificação ajuda a organizar os objetos ou fenómenos nos grupos que são representados 
pela mesma simbologia. Os objetos ou os fenómenos individuais que são agrupados de tal 
forma estão, por outras palavras, a ser generalizados, e.g. simbolizar uma área como zona 
agrícola.  
 
Figura 2.7 – O operador classificação 
   
O processo de generalização conhecido como simbolização, figura 2.8, atribui vários tipos de 
símbolos para refletir a sumarização resultante da classificação em entidades significativas. 
Estes símbolos devem ser escolhidos com cuidado, de forma a que contribuam para mapas 
mais legíveis. Os cartógrafos podem usar estes para simbolizar um conceito, uma série de 
factos, ou o carácter de uma distribuição geográfica.   
O processo de simbolização pretende achar boas representações para fenómenos do mundo 
real ajustando sistematicamente as variáveis visuais. A simbolização pode também requerer a 
generalização cognitiva, isto é, os cartógrafos podem mudar a dimensão de uma entidade, ou 
podem mudar a escala da medida de valores do atributo de uma entidade. Esta tarefa implica 
frequentemente uma mudança da dimensão geométrica, isto é colapso da área para linha, da 
área para ponto, etc.  
 
Figura 2.8 – O operador simbolização 
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A agregação é uma transformação na qual se agregam pontos da mesma classe de entidades, 
em entidades de classes de uma ordem mais elevada e são simbolizados como tal. Após as 
entidades serem generalizadas obtém-se uma melhor clareza na representação. A agregação 
permite combinar os objetos através da estrutura hierárquica quando a escala se torna menor, 
por exemplo: os edifícios de uma cidade podem ser agrupados para dar forma a uma mancha 
urbana, figura 2.9. A generalização semântica ocorre normalmente, antes da generalização 
geométrica.  
 
Figura 2.9 – O operador agregação 
 
 
A seleção é um processo no qual os objetos que não são pertinentes no mapa generalizado são 
apagados. Há opiniões diferentes sobre a seleção de objetos e atributos a serem apresentados 
num mapa. Há autores que consideram que a seleção não é conceptualmente uma parte do 
processo de generalização, consideram que é um passo de pré-processamento necessário em 
ambas as transformações, de espaço e de atributos. Outros consideram a seleção como um 
processo de generalização. Não importa como é categorizado, o processo de seleção tem que 
ser executado ao criar um mapa e as escolhas que são feitas afetarão o mapa resultante. Na 
literatura o operador de seleção pode ser também chamado o operador de eliminação. A 
seleção é aplicada geralmente com o objetivo de escolher as entidades cartográficas, baseadas 
no seu significado relativo na área abrangida pelo mapa, tal como o significado 
administrativo, a conveniência de tráfego, frequência da ocorrência, tamanho, etc.  
Normalmente os objetos no nível mais baixo da hierarquia são aqueles que são removidos, 
figura 2.10. No entanto, estes critérios simples do valor relativo podem não ser os mais 
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corretos se outros critérios, tais como o grau de isolamento forem também avaliados, e.g. um 
oásis num deserto. Por esta razão o processo de eliminação é a maioria das vezes 
supervisionado, ou alternativamente feito de forma manual ou semiautomática, mas não 
inteiramente automática. 
 
Figura 2.10 – O operador seleção 
 
 
A simplificação é uma combinação de muitas operações incluindo a eliminação de pequenos 
objetos do mapa, da redução de pontos numa linha ou superfície, suavização de linhas ou 
limite de áreas. A simplificação pode ainda incluir ajustamento da posição de cada ponto de 
uma linha de acordo com a posição dos seus pontos circunvizinhos, a fim de diminuir a 
angularidade e a preservação de características geométricas, tais como a dimensão fractal de 
uma linha ou dos cantos retangulares de um edifício.  
A representação deve ser tão precisa e detalhada quanto possível. Quando uma entidade é 
representada num mapa, o objetivo é achar o equilíbrio certo entre minimizar o número de 
pontos dos dados, usados para exibir uma entidade e representar as características necessárias 
da entidade. O número excessivo de pontos de dados capturados na fase de digitalização deve 
ser reduzido selecionando um subconjunto dos pontos originais, retendo os pontos 
considerados representativos da entidade. Esta transformação espacial é chamada 
simplificação, ver fig 2.11. O número de pontos representativos da linha são reduzidos, devem 
no entanto ser preservadas as características da linha. O espaço do mapa disponível para 
representar as entidades selecionadas é uma função da escala.  
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Figura 2.11 - O operador de simplificação. 
 
Este processo visa assim, reduzir o detalhe de objetos espaciais. O processo da redução é o 
mais comum para objetos lineares e areais.  
 
 
Em dados vectoriais as curvas dos objetos lineares que são demasiado angulosas podem ser 
alisadas ou suavizadas aplicando algoritmos de suavização, mantendo apenas as tendências 
mais significativas da linha. Tais processos adicionam nós ou vértices entre os pontos 
existentes de tal maneira que fazem a linha completa parecer mais lisa, ajudando a reduzir os 
ângulos acentuados. Normalmente a versão suavizada oferece uma representação estética 
mais agradável, tornando o mapa mais legível, ver figura 2.12. 
 
Fig 2.12 - O operador de suavização. 
 
As formas e tamanhos de entidades por vezes precisam ser exagerados ou enfatizados para 
satisfazer as exigências específicas de um mapa. Com os processos da generalização os 
objetos lineares podem tornar-se mais lisos, podendo haver necessidade de realçar partes de 
objetos que se pretenda evidenciar, como por exemplo curvas em estradas. A diferença para a 
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transformação exagero, cf. 2.4.12, é que o operador de realce funciona a maior parte das 
vezes, com a simbolização de entidades. 
 
Figura 2.13 - O operador de realce. 
As entidades tais como linhas de costa são normalmente muito complexas e a sua suavização, 
ou realce de detalhes, na escala maior podem ser conseguidos aplicando técnicas fractais, 
onde cada componente individual de uma linha suavizada na escala maior é uma réplica exata 
do componente da linha na escala menor. A definição fractal da linha força, ou obriga, 
normalmente os ângulos menores ao longo da linha a tornarem-se maiores efetuando a 
suavização da linha, figura 2.14.  
 
Figura 2.14 - O operador de fractalização (adaptado de Falconer, 1990). 
    
Quando a mudança de escala é significativa, por vezes é impossível preservar as 
características individuais de entidades lineares. Então, estas entidades lineares devem ser 
fundidas. Esta transformação é chamada fusão. De certo modo, a fusão é semelhante a 
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agregação pois ambas unem entidades, mas a agregação, cf. 2.4.3, efetua-se em entidades 
adimensionais, a fusão opera em dados unidimensionais; i.e. pontos versus entidades lineares. 
 
 
Figura 2.15 - O operador de fusão. 
 
 
A transformação de amalgamação assemelha-se às transformações agregação e fusão, mas 
enquanto estas operam em entidades adimensionais e unidimensionais, a amalgamação opera 
com entidades bidimensionais, ou seja, áreas. Na amalgamação de áreas num elemento maior, 
é frequentemente possível reter as características gerais dessas áreas apesar de uma redução 
de escala. Por exemplo, se um mapa cobrir uma área que contém muitos lagos pequenos, 
esses lagos podem judiciosamente ser amalgamados em lagos maiores, e reter as 
características originais do mapa quando a escala é reduzida.   
A figura 2.16 ilustra este processo de transformação onde três pedaços de solo a sul da estrada 
estão separados por um pequeno rio. Quando a escala é reduzida, estas áreas fundem-se. Para 
evitar este efeito, as três áreas de solo a sul da estrada (todos eles têm os mesmos atributos) 
são amalgamadas numa área grande de terra. Como mostra a figura, o resultado é um mapa 
menos complexo, mais fácil de entender. A supervisão humana deste processo é 
frequentemente necessária para evitar a amalgamação de objetos que devem reter as suas 
características espaciais individuais. 
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Figura 2.16 – O operador amalgamação 
 
 
A transformação de espaço chamada colapso, representa uma determinada entidade com uma 
redução de dimensão dessa entidade. Em mapas de pequena escala muitos objetos areais não 
podem ser representados proporcionalmente à sua escala. Em vez disso são representados por 
pontos ou linhas. Por exemplo na figura 2.17 onde um rio, alarga num lago. Quando a escala 
do mapa é reduzida, as margens do rio fundem-se. Como o rio, que é representado por uma 
entidade linear, alarga num lago que é representado por uma entidade areal, há um ponto de 
ramificação, onde os dois lados do rio podem ser delineados claramente sem coalescência do 
espaço entre as duas derivações da linha. 
 
Figura 2.17 - O operador de colapso. 
 
 
A transformação espacial chamada exagero é usada para mudar as formas e tamanhos de 
entidades, de modo que são exageradas para satisfazer as exigências específicas de um mapa. 
Isto é frequentemente motivado pelo facto do tamanho físico de muitos objetos do mapa, não 
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permitir que sejam representados de forma conveniente. O exagero não é mais do que o realce 
gráfico de características significativas de entidades do mapa tais como a ampliação da 
largura da estrada, ver figura 2.18, ampliação de um edifício, ou parte dele, que seja de 
interesse arquitectónico, ou ainda caricatura de uma forma num sentido predefinido.   
Em mapas de pequena escala muitos dos objetos que são importantes para serem 
representados, são pequenos na realidade, tal como estradas, edifícios ou pontes. Por esse 
motivo a sua representação terá que ser exagerada. 
 
 




Tipificação significa que um grande número de objetos discretos com formas similares são 
representados por um pequeno número de objetos que tem a mesma forma típica ver figura 
2.19. Os objetos tipificados têm que preservar as características iniciais da distribuição. 
Aplica-se este operador quando a escala do mapa não permitir uma representação geométrica 
exata da entidade. Em alguns casos os pequenos objetos isolados de uma classe podem juntar-
se noutra classe dominante.  
Pretende-se assim reduzir a densidade das entidades e o nível de detalhe, mantendo a 
distribuição representativa do padrão e impressão visual do grupo da entidade original. Por 
exemplo, reduzir a importância do detalhe numa rede de drenagem sem perder a impressão 
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Figura 2.19 - O operador de tipificação. 
 
     
A transformação espacial chamada deslocamento é usada para evitar a fusão entre entidades, 
quando a colocação de duas ou mais entidades no mapa entram em conflito. A motivação aqui 
é ser capaz de usar simbolização de entidades mesmo quando a sua colocação física as 
sobrepõe ou fiquem muito aproximadas. Este processo é finalizado, geralmente de forma 
manual. 
 
Figura 2.20 - O operador de deslocamento.  
 
   
A transformação de refinamento seleciona um número e padrão de entidades que, ou são 
muito pequenas ou muitas para serem representadas claramente e, descreve-as duma forma 
que reduz a complexidade do mapa. Isto é normalmente feito omitindo as entidades menores, 
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Figura 2.21 - O operador de refinamento. 
 
   
A anamorfose é uma transformação local de um conjunto de objetos a fim de resolver 
conflitos de proximidade. A anamorfose é composta de deslocamentos e deformações locais 
com propagação. 
 
Figura 2.22 – O operador anamorfose 
 
Ainda não existe um consenso na definição e no significado de operador (Rieger e Coulson, 
1993), apesar da proposta de (Foerster et al. 2007) numa tentativa de formalização dos 
operadores de generalização. Embora faltem ainda alguns operadores como o realce ou 
estruturação/tipificação em software comercial, as plataformas atuais já permitem bons níveis 
de performance em generalização interativa (Lecordix et al. 1995). Alguns autores como 
(Lecordix et al. 1997) propuseram novos operadores como o balão e o acordeão, baseados em 
algoritmos com os mesmos nomes, para solucionar problemas de generalização de estradas 
sinuosas, nomeadamente em montanha, ver (Ruas, 2002). 
Um operador define uma transformação que pode ser aplicada aos dados espaciais. A 
transformação depende do modelo de dados, e.g. raster ou vector, e depende da forma como é 
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feita a transformação, ou seja do próprio algoritmo. Existem algoritmos desenvolvidos para 
executar a simplificação (Reumann e Witkam, 1974; Lang, 1969; Douglas e Peucker, 1973; 
Cromley e Campbell, 1992), seleção (Töpfer e Pillewizer, 1966; Ruzak e Castner, 1990; 
Thompson e Richardson, 1995; Ruas 1999), e  deslocamento (Lichtner, 1979; Mackaness, 
1994; Roberts, 1997; Jones et al. 1995; Ruas, 1998; Burghardt e Meier, 1997; Nickerson, 
1988; Bader e Weibel, 1997; Lonergan e Jones, 2001; Bader e Barrauld, 2001). Além disso, 
alguns algoritmos são genéricos, enquanto outros foram desenvolvidos para tipos específicos 
de objetos, tais como edifícios ou estradas (Cecconi, 2003). Consequentemente a escolha do 
algoritmo apropriado para cada operador é importante a fim de efetuar a melhor 
transformação num conjunto de dados espaciais. Esta escolha é geralmente feita de forma 
empírica. No entanto, pode ser baseada na eficiência e na exatidão esperadas do processo de 
generalização cartográfica (McMaster e Shea, 1992). A lista de algoritmos é enorme, mais ou 
menos complexos, com diversos parâmetros por algoritmo, que só com experiência se podem 
prever resultados.   
 
 
As curvas são os elementos mais abundantes em cartografia. As linhas estão presentes na 
cartografia como elementos lineares e também como o limite de elementos areais. Assim a 
existência de técnicas de generalização adequadas para elementos lineares é essencial na 
generalização de um mapa ou BDG. Quando executamos tarefas de generalização, como 
simplificação ou suavização de linhas é importante que as relações espaciais entre entidades 
sejam mantidas. Por exemplo, entidades coincidentes devem permanecer coincidentes, o 
ponto de intersecção de duas entidades lineares e respetiva localização deve ser mantido, 
assim como as suas relações topológicas (Smith et al. 1999).  
Do ponto de vista cartográfico uma linha não é uma abstração geométrica mas sim a 
representação de uma entidade geográfica representando uma curva de nível, uma estrada, 
uma linha de costa, ou o limite de um edifício ou outro objeto. Estas linhas devem ser tratadas 
de forma diferente, conforme as suas características intrínsecas. Algumas metodologias 
propostas por investigadores incluem métodos de segmentação, que dividem a entidade linear 
complexa, em partes homogéneas. Esta segmentação é um pré-requisito para a aplicação local 
de muitos algoritmos.  
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Como a seleção de operadores, algoritmos e respetivos parâmetros é crítica para o processo de 
automatização da generalização, vários autores têm utilizado uma abordagem algorítmica em 
vez de investigar modelos conceptuais efetivos. Além disso, existem inúmeras investigações, 
tanto teóricas quanto práticas, sobre algoritmos para generalização de linhas. Müller (1986) 
investigou a influência da generalização cartográfica sobre a dimensão fractal de linhas que 
representam entidades geográficas. Como os cartógrafos tentam preservar o grau relativo de 
complexidade entre os vários segmentos de linhas de um mapa como uma medida para a 
generalização, este autor propôs o uso da geometria fractal para relacionar a complexidade de 
uma linha com o seu comprimento. As suas experiências indicaram que a dimensão fractal foi 
afetada pela mudança de escala em quase todas as linhas testadas. Lopes (2006) constatou que 
a dimensão fractal das curvas de nível diminui com a generalização, concordando com as 
conclusões apresentadas por (João, 1998) no seu estudo, em que o comprimento das entidades 
lineares diminui com a crescente generalização.  
Os operadores mais utilizados na generalização de linhas são os operadores de simplificação e 
de suavização. O algoritmo de Douglas Peucker um dos mais utilizados para simplificação de 
linhas, sendo ainda frequente que resultados de novos algoritmos propostos sejam 
comparados com este. Não se pode afirmar que a maior redução no número de pontos 
represente um benefício real para a generalização de linhas. Contudo, faz sentido preservar os 
pontos extremos de cada linha original, o que ajuda a evitar problemas topológicos potenciais, 
no entanto não nos podemos esquecer que é necessário preservar a forma dos objetos e assim 
há um número de pontos que deveremos manter. 
O processo de generalização, conforme observado na natureza, mostra que os objetos se 
tornam progressivamente menores à medida que se distanciam de um observador. Li e 
Openshaw (1992) descreveram um conjunto de algoritmos para o que eles chamaram de 
generalização de linhas localmente adaptativa. Considerando-se um mapa em qualquer escala, 
sempre haverá um tamanho mínimo de objeto cartográfico além do qual qualquer informação 
detalhada se perde, ou deixa de fazer sentido. Uma vez definido o tamanho mínimo visível ou 
observável, percorre-se a linha com o objetivo de eliminar pontos que ficam dentro da 
distância coberta pelo tamanho mínimo. 
Outros autores, como Visvalingham e Whyatt (1993), utilizaram o conceito de área efetiva 
para realizar a simplificação progressiva de linhas através da eliminação de pontos. Neste 
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conceito o tamanho dos objetos, expresso por medidas de área, é a métrica mais fiável para a 
eliminação de pontos, já que as distâncias entre pontos e as medidas angulares são 
consideradas simultaneamente quando se usa o conceito de área. O método elimina 
iterativamente o ponto que produz o deslocamento de área mínimo relativamente à linha 
parcialmente simplificada. 
Para a obtenção de curvas de nível para as escalas menores, alguns autores utilizaram uma 
abordagem diferente, baseada na generalização do MDT (Modelo Digital do Terreno) e obter 
as curvas de nível a partir do modelo generalizado (Li et al. 1999). A vantagem desta 
metodologia é que há a garantia de não haver intersecções entre curvas de nível, se forem 
aplicados algoritmos de interpolação de curvas de nível. No entanto os problemas associados 
a esta metodologia, são conceptualmente diferentes daqueles que o cartógrafo enfrenta na 
generalização de linhas. Por um lado temos a generalização do próprio MDT, que enfrenta 
problemas diferentes sendo modelo TIN (Triangular Irregular Network) ou GRID (Grelha 
Regular de pontos), há ainda a considerar a vetorização e extração das curvas de nível a partir 
do MDT generalizado. 
 
 
Na generalização automática de linhas, o desempenho de toda a operação de generalização 
depende do tipo e propriedades da linha. A descrição e classificação da linha é uma etapa 
essencial a fim de enriquecer as bases de dados e desta forma facilitar a tomada de decisão. 
Além disso, esta caracterização de linhas envolve uma tarefa de segmentação em secções 
homogéneas, porque cada linha pode ter uma geometria heterogénea e a descrição não seria 
aplicável a toda a linha. A importância da segmentação de linhas foi enfatizada por diversos 
autores incluindo Dutton (1999),  Richardson e Mackaness (1999), Plazanet (1995, 1997), 
Woojin e Kiyun (2011), Nakos et al. (2008), Visvalingham e Williamson (1995), Balboa e 
López (2008, 2009). É evidente que seria útil ter uma segmentação automática, a fim de 
aplicar a cada secção o melhor algoritmo e os parâmetros apropriados. Consequentemente, a 
segmentação ótima, com um processo de enriquecimento da secção, é o primeiro requisito 
para adaptar processos, algoritmos e parâmetros aos diferentes tipos de linha, utilizações e 
escalas. Balboa e López (2009) apresentaram uma metodologia de segmentação baseada em 
reconhecimento da sinuosidade medida por meio da área eficaz, derivada do algoritmo de 
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Visvalingam Whyatt. As secções foram determinadas aplicando o algoritmo de Douglas 
Peucker.  
A segmentação de linhas, segundo Balboa e López (2009) pode ser efetuada recorrendo a:  
- Segmentação manual: Neste caso o operador executa a segmentação recorrendo aos seus 
critérios visuais e subjetivos, preferivelmente sobre o mapa em papel. As vantagens seriam as 
derivadas do processamento holístico e do conhecimento perito da mente humana. As 
desvantagens são as típicas de um processo humano: falta de repetitividade, subjetividade, 
análise qualitativa em vez de quantitativa, etc..  
- Segmentação automática: Neste caso podiam ser usadas metodologias algorítmicas em 
computador. Tendo como vantagens ser repetitivo, objetividade, análise quantitativa, etc.. As 
desvantagens prendem-se basicamente com a falta da aplicação do conhecimento cartográfico.  
- Segmentação semiautomática: Um perito controlaria a segmentação executada pelo 
algoritmo computacional, de modo a garantir a homogeneidade das secções. O sistema digital 
não é mais do que uma ferramenta auxiliar para o cartógrafo, este método tem a vantagem de 
combinar as duas opções precedentes.  
O resultado da aplicação de um algoritmo a uma linha particular depende muito das 
características dessa linha (e.g. sinuosidade, complexidade, ...). Contudo, as características da 
linha não são constantes. Quando as linhas não são homogéneas, nenhum conjunto de valores 
de parâmetros utilizado no algoritmo de generalização assegura a generalização adequada de 
toda a linha (Byong-Nam e Young-Gul, 2007; Mackaness e Steven, 2006). A segmentação 
automática de linhas visa, num objetivo mais vasto, a automatização do processo da 
generalização. Alguns algoritmos e valores de parâmetros são mais apropriados para 
determinados tipos de linha, além disso uma linha não homogénea, deve ser segmentada em 
secções mais homogéneas para permitir melhorar os resultados da generalização.  
Ruas (2002) descreve a caracterização e segmentação de estradas baseada num método 
hierárquico em testes de complexidade e homogeneidade das linhas. O método foi 
implementado na plataforma PlaGe (Platform for research in Generalization), (Plazanet et al. 
1996). Este método começa por detetar os pontos característicos da linha para a sua 
segmentação e análise, tais como: descontinuidades na curvatura, pontos iniciais e finais, 
máximo de curvatura (vértices), mínimos de curvatura ou pontos de inflexão e pontos críticos 
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escolhidos entre os pontos de inflexão. De qualquer modo, as medições seguintes são 
consideradas para segmentação e análise, ver figura 2.23: 
 - A altura (h) ou superfície do triângulo (definido pelos pontos de inflexão e o ponto 
mais afastado da linha assim definida); 
 - A distância euclideana entre os pontos de inflexão (base); 
 - O comprimento da curva entre pontos de inflexão (l); 
 - A razão entre o comprimento da curva e a distância euclideana entre os pontos de 
inflexão (l/base); 
 - O ângulo entre as tangentes nos pontos de inflexão; 
 - O número de vértices secundários por curva; 
 - A área destes triângulos e triângulos secundários.  
 
Figura 2.23 – Cálculo das medidas de caracterização utilizada por Plazanet (1996)   
 
Informação adicional pode ser vista em Plazanet (1995), Plazanet et al. (1996), Battersby e 
Clarke (2003) e Cetinkaya et al. (2006). 
 
 
Controlar a forma como a linha é alterada durante a generalização é da máxima importância, 
para manter a exatidão posicional e o reconhecimento, que são dois dos objetivos preliminares 
da generalização (Bernhardt, 1992). Pode dizer-se que linhas diferentes respondem 
diferentemente a um dado algoritmo de simplificação, e que do mesmo modo, uma dada linha 
responde também diferentemente aos diferentes algoritmos de generalização. 
O processo de generalização é melhorado se a linha for caracterizada antes da sua entrada no 
sistema responsável pela generalização. O processo de generalização pode ser desta forma 
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adaptado à linha particular, usando as medidas quantitativas que caracterizam a linha. O 
objetivo é então selecionar a melhor combinação de algoritmos a ser aplicada e os valores 
apropriados para os parâmetros a utilizar nos respetivos algoritmos. Um grande número de 
parâmetros pode trazer grandes problemas para esta caracterização e consequente recolha de 
dados para este propósito. Para ser eficiente teremos que encontrar o número ótimo de 
medições das características.  
McMaster (1986) definiu 7 categorias, para a caracterização: Comprimento da linha, valor das 
coordenadas, angularidade, curvilinearidade, vetor diferença, polígono diferença e perímetro 
de acordo com o tipo de informação que é analisada. Jasinski (1990) propôs o seguinte 
conjunto de parâmetros: média do comprimento dos segmentos e desvio padrão respetivo, 
média da distância entre a linha original e a generalizada e também o seu respetivo desvio 
padrão, média e desvio padrão da angularidade, curvilinearidade e dimensão fractal. Para 
caracterizar linhas Bernhardt (1992) usou os seguintes parâmetros caracterizadores: Plot de 
Richardson, dimensão fractal, angularidade, rácio de curvilinearidade e afastamento da linha 
base. Buttenfield (1992) estudou o conjunto formado pelos seguintes parâmetros: Plot de 
Richardson, largura de banda (largura do retângulo exterior á linha, em que dois dos lados do 
retângulo são paralelos á linha base); segmentação, variância do erro (área entre a linha base e 
a curva); concorrência (número de vezes que a curva passa a linha base). Sendo a linha base 
referida como a linha reta que une o primeiro e o último ponto da curva.  
É impossível caracterizar totalmente a forma de uma linha com uma simples quantidade. No 
entanto, há parâmetros que se adaptam melhor a determinados casos do que a outros, podendo 
mesmo alguns deles, em situações concretas, serem dispensados, por não trazerem qualquer 
vantagem para a caracterização ou posterior utilização. Além disso a quantidade de 
parâmetros para caracterizar completamente uma linha tornar-se-ia incomportável de modo 
que não seria prático, no sentido de os adquirir e utilizar em tempo útil. Um grande número de 
parâmetros poderia aumentar os custos de processamento inviabilizando a generalização, em 
determinados casos, como generalização on-the-fly.  
 
 
A classificação das linhas, ou das partes em que as mesmas foram segmentadas, é um 
processo que tem em vista a aplicação dos mesmos algoritmos e respetivos parâmetros, às 
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linhas em questão, com a esperança de obter os mesmos resultados nas linhas da mesma 
classe. Esta é uma visão que não acontece para muitos casos, pois aqui dever-se-iam ter em 
conta as situações geográficas, que são sempre diferentes, muitas vezes fruto de objetos 
vizinhos, ou de outros que de alguma forma interagem com os objetos lineares em questão. 
O sistema para a generalização automática deve analisar a forma e a geometria de cada linha 
num nível global, tal como num nível local (Nakos et al. 2008). Balboa et al. (2008), Balboa e 
López (2008) consideram a classificação de estradas divididas em cinco grupos, “Muito 
suave, Suave, Sinuoso com direção estável, Sinuoso com direção variável e Muito sinuoso”, 
ver (Vázquez, 2003; López e Balboa, 2007). Skopeliti e Tsoulos (1999) efetuaram dois tipos 
de classificação, classificação hierárquica e classificação não hierárquica, para classificar 
segmentos da linha de costa das ilhas de Ithaca e Lefkada. Classificaram as linhas em quatro 
grupos aos quais aplicaram diferentes algoritmos e parâmetros. As classes utilizadas foram: 
suave, muito suave, sinuoso e muito sinuoso. Na classificação hierárquica o número dos 
grupos indica a variedade das formas, que existem nos dados generalizados e na habilidade de 
os distinguir entre eles. Na classificação não-hierárquica o número dos grupos indica o grau 
de generalização. O número de grupos de classificação de linhas diminui enquanto a forma 
das linhas é simplificada.  
Os processos de manipulação e armazenamento de dados nas BDG, a forma como estas são 
pesquisadas e ainda o paradigma associado à transformação algorítmica desses dados, 
inviabilizam a visão holística de todo o processo e da área a generalizar. Se a solução 
algorítmica não existir, todo o esforço de segmentação e classificação pode ter sido em vão. A 
segmentação da linha aumenta a pureza das classes utilizadas em IA, sendo muito útil para a 
sua classificação. A classificação pode ser efetuada automaticamente recorrendo a técnicas de 




Devido à grande complexidade da automatização da generalização, têm sido propostas 
algumas estratégias para abordar o problema. Segundo (Cecconi, 2003) as estratégias para a 
generalização cartográfica automática, dividem-se em: 
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a) Estratégia orientada ao processo 
O processo da generalização resulta da derivação de dados novos, em tempo real, de uma 
única base de dados detalhada. Esta derivação é feita no que diz respeito à escala e ao tema do 
mapa (Weibel, 1997). Só existem soluções parciais com esta estratégia, devido à 
complexidade do processo da generalização (Cecconi, 2003). 
b) Estratégia  orientada à representação  
Esta estratégia consiste no desenvolvimento de uma base de dados multi-escala que abrange 
mapas em escalas fixas diferentes. Evita-se desta forma a complexidade do processo 
cartográfico. Contudo, introduz problemas ligados à manutenção da base de dados e 
inconsistências entre as diferentes escalas.  
c) Estratégia orientada à derivação  
Este caso consiste no desenvolvimento de uma base de dados multi-escala ajustada, aplicando 
um processo de generalização externo numa única base de dados detalhada. Esta estratégia 
funde as duas estratégias acima. Similar à estratégia orientada à representação, sendo 
composta de níveis de detalhe diferentes, os quais, entretanto, são derivados de uma base de 
dados detalhada aplicando um processo de generalização. Assim, a série de dados é 
consistente e os objetos correspondentes a níveis diferentes são conectados, construindo uma 
estrutura hierárquica. 
Estas estratégias possuem consequentemente, vantagens e desvantagens, que podem tornar o 
processo inflexível, no que diz respeito à escala e ao tema do mapa. Nenhuma das estratégias 
cumpre inteiramente todos os requisitos para o uso de generalização de mapas, em tempo real, 
na web, uma estratégia nova para criar mapas poderá vir a ser desenvolvida compreendendo 
as vantagens enunciadas. 
Ruas e Plazanet (1996) propuseram uma estratégia para a automatização da generalização 
baseada no modelo de Brassel e Weibel, complementado com uma abordagem recursiva de 
“iniciar com um esboço vago do que se pretende, aplicar um conjunto de operadores de 
generalização à fonte de dados, obter e analisar o resultado, repetir e refinar a aplicação 
subsequente de operadores de generalização num ciclo, até que seja encontrada uma solução 
satisfatória” proposta por (Mackaness, 1995). O modelo de Brassel e Weibel especifica que 
os objetos necessitam de ser descritos corretamente, a fim de encontrar um método apropriado 
para os generalizar. Incluindo a descrição geométrica de um objeto tal como uma descrição 
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espacial de um conjunto de objetos. Ruas e Plazanet (1996) utilizaram na sua estratégia o 
conceito dos confinamentos para limitar o espaço do problema, de acordo com as 
especificações da base de dados ou do mapa.  
Introduziram ainda o conceito de situação, que é descrita:  
1) pelos objetos geográficos envolvidos;  
2) pelos seus relacionamentos e;  
3) pelas violações dos confinamentos.  
A fim de usar uma situação como um inicializador para uma ação de generalização, esta tem 
que ser bem caracterizada. Contudo, mesmo quando as situações são bem descritas, o plano 
escolhido pode produzir resultados indesejáveis.  
A estratégia para a generalização proposta por (Ruas e Plazanet, 1996), começa com a 
concepção de um plano global que representa a parte determinística do processo, isto é uma 
programação global das ações a executar, ver figura 2.24.  
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No nível mais baixo, uma transformação é o resultado de um algoritmo aplicado a um ou mais 
objetos. O objetivo é poder escolher o conjunto mais pertinente de objetos, algoritmos e 
parâmetros de acordo com um conjunto de critérios e do conhecimento adquirido, realizar a 
transformação e validá-la, por meio de algoritmos de controlo. Para efetuar estas escolhas, 
necessitamos de um plano global de ações, com o objetivo de saber o tipo de transformações 
que devem ser executadas e o tipo de objetos envolvidos em cada transformação. Este plano 
global não será suficiente para resolver todos os problemas. Embora as tarefas subsequentes 
sejam mais simples. É de salientar que a solução algorítmica poderá não existir, desta forma 
apenas a generalização manual efetuada por um cartógrafo humano poderá solucionar o 
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O processo de decisão envolvido na generalização cartográfica é extremamente complexo. 
Como descrever corretamente e representar a informação geográfica e como converter o 
conhecimento e a experiência dos cartógrafos em conhecimento que os computadores possam 
adquirir, utilizar e manipular são as chaves de uma generalização cartográfica inteligente. 
Neste capítulo, debruçamo-nos sobre a temática do conhecimento utilizado no contexto da 
generalização cartográfica e da Inteligência Artificial. Posteriormente abordam-se as técnicas 
de aquisição e representação do conhecimento e finalmente apresentam-se os métodos de IA. 
 
A abordagem mais frequente para automatização da generalização consiste na utilização de 
um método local, sequencial baseado no conhecimento (Brassel e Weibel, 1988). Nesta 
abordagem, cada objeto vetorial, caracterizado por uma série de coordenadas, que definem a 
sua geometria, é transformado aplicando uma sequência de algoritmos de generalização, que 
executam transformações geométricas atómicas. A sequência algorítmica não é predefinida 
mas vai sendo construída para cada objeto, controlada pelo conhecimento (heurística), 
dependendo das suas características e dos efeitos previstos, causados nos dados, pela 
utilização dos algoritmos. Esta abordagem controla uma base de conhecimento, em particular, 
adapta o conhecimento quando há novos elementos, tais como novos algoritmos de 
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generalização, que são integrados no sistema de generalização ou quando mudam as 
exigências do utilizador ou seja as especificações do mapa.  
A investigação em generalização cartográfica tem mostrado que os métodos algorítmicos são 
adequados para pequenas tarefas, mas parecem ter um potencial limitado para resolver o 
processo global da generalização. As tentativas de usar sistemas baseados na representação 
do conhecimento explícito, por exemplo, sistemas baseados em regras ou sistemas periciais, 
têm tido igualmente um sucesso limitado (Meng, 2003; Weibel et al, 1995; Mustière et al, 
1999; López e Balboa 2007). O principal fator de limitação dos sistemas de conhecimento 
explícito na generalização é a escassez de conhecimento formalizado disponível. Isto é, a 
aquisição de conhecimento, torna-se na principal dificuldade ao progresso de técnicas 
baseadas em conhecimento. De acordo com Meng (2003) a formalização inadequada do 
conhecimento foi identificada como um problema na implementação da generalização em 
BDG.  
Há a considerar diversas fases na aquisição do conhecimento tal como a identificação do 
conhecimento, a extração das respetivas fontes, a codificação em formulário simbólico, 
organização e modificação para obter o melhor desempenho (Marshall, 1990). A aquisição do 
conhecimento consiste na extração do conhecimento especialista a ser transposto para um 
sistema computacional de modo a torná-lo inteligente. No caso da generalização cartográfica, 
envolve a pesquisa e a interpretação de processos manuais de generalização. As fontes para a 
aquisição deste conhecimento são variadas desde as provenientes de especialistas, 
bibliografias de confiança ou mapas generalizados manualmente. O grande desafio é traduzir 
o pensamento do cartógrafo num conjunto de processos explícitos e bem definidos para a 
implementação computacional. Também os exemplos da engenharia reversa, podem ser 
utilizados para adquirir o conhecimento da generalização através da comparação de objetos 
do mapa em diversas escalas (Buttenfield e McMaster, 1991; Leitner e Buttenfield, 1995; 
Weibel, 1995). Outros estudos geraram regras de generalização interativa realizada por um 
perito cartógrafo (Weibel, 1991; Weibel et al. 1995; McMaster, 1995; Reichenbacher, 1995). 
Diversos estudos foram efetuados na aplicação de técnicas de aprendizagem máquina para 
converter o conhecimento em especificações (Weibel et al. 1995; Plazanet et al. 1998; 
Mustière e Duchêne, 2001; Mustière, 2005; e Hubert e Ruas, 2003).  
Müller e Mouwes (1990) estudaram uma série de mapas para iniciar uma introspeção em 
desafios para a generalização automática. Segmentaram o conhecimento em dois níveis: 
conhecimento superficial e conhecimento profundo. O conhecimento superficial é descrito 
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nas especificações do mapa, com significado para a generalização interativa, este 
conhecimento refere-se ao conhecimento transmissível em linguagem formal e sistemática. O 
conhecimento profundo3 é mais importante, muito mais complexo de automatizar e é usado 
por cartógrafos, quando o conhecimento superficial não chega para a atividade efetuada, ou 
para resolução de problemas mais complexos. 
 
a) Perícia humana e análise de documentos   
A forma mais simples de obter conhecimento na generalização cartográfica consiste na 
entrevista ao cartógrafo (Plazanet et al. 1998) na qual este é inquirido sobre a forma como 
lida com as várias situações de generalização. Não obstante, o conhecimento resultante por 
vezes pode não ser diretamente explorado para a automatização, pois necessita de uma 
interpretação da linguagem perita, que possa estar num nível conceptual relativamente 
elevado. O resultado é uma descrição parcial do processo em regras simples, sendo 
insuficiente na generalidade dos casos.  
Uma comparação direta entre o mapa original e o mapa generalizado é um método 
interessante, desde que seja possível avaliar o tipo e o grau das modificações que se aplicam 
aos objetos nas diferentes escalas, necessitando no entanto de ser explicitado (Buttenfield, 
1992), ou seja, explicado e colocado numa forma que possa ser utilizado. Este método, 
chamado de engenharia reversa, tenta identificar as operações que foram efetuadas para 
construir o mapa final. Contudo, considerando que geralmente o mapa final é o resultado de 
uma sequência de operações complexas, é difícil identificar inequivocamente a sequência 
apropriada das operações e muitas vezes até as próprias operações.  
O registo de ações interativas do utilizador em sistemas automáticos, isto é, seguimento do 
processo de generalização, pode evitar problemas relacionados com a aquisição direta de 
conhecimento e análise de mapas e textos. Nestes sistemas, os operadores cartógrafos são 
confrontados com situações de generalização que resolvem interativamente, escolhendo os 
algoritmos apropriados e ajustando os seus parâmetros. As escolhas dos cartógrafos são 
armazenadas pelo sistema e podem ser usadas de alguma forma pelo algoritmo de 
                                                 
3 O conhecimento profundo - compreende elementos cognitivos e modelos técnicos. Os elementos cognitivos 
são os modelos mentais, esquemas, paradigmas, crenças e pontos de vista que ajudam o indivíduo a perceber e 
definir o seu mundo, criando imagens da realidade e visões do futuro. Os modelos técnicos que o ser humano 
possui referem-se ao Know-how, técnicas e respetivas habilidades (Pereira, 2011). 
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aprendizagem. As vantagens deste tipo de método de aquisição vêm do facto que os 
cartógrafos expressam as suas escolhas diretamente de algoritmos da generalização e 
respetivos parâmetros, com um dispositivo automático de entrada, reduzindo a complexidade 
da transição do conhecimento perito ao software (Kazemi et al. 2005). No entanto, como as 
situações geográficas nunca são as mesmas e a situação concreta não é completamente 
descrita, é necessário a interpretação humana em cada caso, limitando os casos de sucesso.  
b) Aprendizagem máquina 
De acordo com Simon (1983) citado em Plazanet et al. (1998), com a aprendizagem denotam-
-se as mudanças no sistema que são adaptáveis, no sentido que permitem ao sistema executar 
a mesma tarefa ou tarefas, extraídas da mesma população, mais eficiente e eficazmente nas 
próximas vezes. As técnicas de aprendizagem dividem-se em duas estratégias principais: a 
aprendizagem supervisionada e aprendizagem não supervisionada.  
b1) Aprendizagem Supervisionada  
Aprendizagem supervisionada é o processo onde as classes4, são previamente definidas e 
fornecidas ao sistema cognitivo assim como os exemplos de cada classe (Holsheimer e 
Siebes, 1994). O sistema tem desta forma que descobrir propriedades comuns dos exemplos 
ou padrões para cada classe, ou seja a descrição da classe. O objetivo do sistema é produzir 
um classificador que possa ser usado para predizer a que classe pertencem os objetos. Mais 
formalmente, na aprendizagem supervisionada, é fornecido um conjunto de pares (xi; yi), 
onde xi é uma descrição e yi é uma classe. O programa aprende ou determina uma função f, tal 
que  f(xi) = yi para todo i. Ou seja, o conjunto de pares (xi; yi) designa-se conjunto de treino. O 
conjunto de treino é um conjunto de informação representado geralmente num formalismo do 
valor dos atributos, em que os dados são representados por um vetor de um conjunto fixo de 
atributos e etiquetados com um número de classes discretas.  
A entrada do algoritmo de aprendizagem supervisionada é um conjunto de treino e a saída é 
um classificador. Este classificador pode ter em conta os diversos métodos da representação 
do conhecimento, por exemplo classificadores paramétricos e não paramétricos.  
                                                 
4 Classe: Uma classe é a descrição de um conjunto de objetos que partilham os mesmos atributos, operações, 
relações e a mesma semântica. Uma classe corresponde a algo tangível ou a uma abstração conceptual (Silva e 
Videira 2001). 
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b2) Aprendizagem não Supervisionada  
No caso da aprendizagem não supervisionada, as técnicas de aprendizagem, chamadas 
também aprendizagem de observação ou descoberta, o sistema tem que descobrir as classes, 
baseando-se em propriedades comuns dos objetos. Examina os exemplos de teste e verifica se 
exibem as mesmas regularidades, descobertas nos exemplos de treino. O resultado da 
aprendizagem não supervisionada, é um conjunto de descrições das classes, um para cada 
classe, que no seu conjunto cobrem todos os objetos. A aprendizagem não supervisionada é 
subdividida em dois grandes grupos: métodos hierárquicos e métodos de segmentação (Costa 
e Simões, 2004). Independentemente do algoritmo utilizado, teremos de ser capazes de julgar 
a qualidade dos agrupamentos obtidos. O critério geral é o de que deve haver a máxima 
semelhança entre os elementos do mesmo agrupamento e a máxima diferença entre elementos 
de agrupamentos diferentes. Implica que a noção de semelhança tenha de ser precisada.  
É necessário enfatizar a importância de integrar o conhecimento dos cartógrafos com os 
sistemas de generalização. Isto facilitará o desenvolvimento de um sistema pericial, flexível e 
robusto, que seja capaz de gerar um método inovador para a generalização. Sem dúvida, uma 
avaliação detalhada dos sistemas de generalização e do seu desempenho são essenciais para 
englobar o conhecimento cartográfico dos peritos e trazer a inteligência artificial para uma 
estrutura de generalização.  
 
A comunidade da IA apresentou nos últimos cinquenta anos uma grande variedade de 
linguagens cada uma adaptada mais ou menos para representar um campo diferente do 
conhecimento dos seres humanos, que necessita ser representado e processado. Embora uma 
grande quantidade de perícia humana possa ser formulada como um conjunto de 
procedimentos ou de inferências específicas numa dada linguagem ou paradigma, o processo 
da generalização cartográfica exige claramente diversas linguagens de representação de 
conhecimento para capturar os diferentes tipos de conhecimento manipulados, variando desde 
os dados reais do mundo até à sua representação final como mapa útil. 
O conhecimento é um pilar dos sistemas de IA. A representação do conhecimento é um 
componente fundamental em sistemas inteligentes. Através dos mecanismos de 
representação, formalismos da IA, o conhecimento é codificado através de objetos, atributos, 
 Conhecimento e IA  
 
 46    
objetivos e ações, sendo processado através de estruturas e procedimentos (Bench-Capon, 
1990).  
Existem muitas formas de representação do conhecimento através de formalismos 
computacionais, como scripts, frames, redes semânticas, regras, grafos conceptuais, 
representações formulário e conceitos, objetos e factos. Estes formalismos podem ser 
utilizados para representar casos em sistemas de RBC (Raciocínio Baseado em Casos) e 
representar os domínios a utilizar nas regras (Weber et al., 1998). A seleção dos formalismos 
de IA depende da natureza do raciocínio e do próprio conhecimento. Para conferir 
inteligência à máquina é preciso conhecer os processos cognitivos da mente humana, com a 
finalidade de os modelar. Uma maneira de iniciar os estudos é através da compreensão dos 
processos do raciocínio humano. O raciocínio compreende um encadeamento aparentemente 
lógico de juízos ou pensamentos. É algo tão comum e intuitivo que a maioria das pessoas não 
se preocupa em analisar como tal processo ocorre (Rabuske, 1995).  
Muitas das tarefas executadas nos processos cartográficos, especialmente em generalização 
cartográfica, são executadas intuitivamente por cartógrafos. Consequentemente, devido a uma 
falta de formalismo a automatização da generalização cartográfica, faz com que avanços 
concretos sobre generalização dependam de discussões sobre a representação do 
conhecimento cartográfico e sobre as possibilidades da sua implementação em sistemas 
periciais utilizados em generalização. Portanto, uma alternativa ao desenvolvimento e 
aplicação de algoritmos, é a tentativa de formalização e representação do conhecimento 
cartográfico através de modelos abrangentes e de técnicas de aquisição de conhecimento.  
Mustière (2005), ao trabalhar com a generalização cartográfica de mapas de estradas, 
concluiu que o uso de diferentes algoritmos para estradas diferentes, ou para troços diferentes 
da mesma estrada, precisaria ser executado por regras claras, que definissem a utilização dos 
algoritmos durante o processo. O ponto crítico da sua abordagem é que o conjunto de regras 
depende da aquisição e da formalização do conhecimento cartográfico. 
A chamada hipótese da representação do conhecimento serve de base aos trabalhos em IA. 
De acordo com essa hipótese, qualquer sistema, seja ele humano ou artificial, que demonstre 
um comportamento inteligente contém uma subestrutura básica de conhecimento (D’Algé, 
2007). Essa subestrutura básica de conhecimento é manipulada por uma segunda subestrutura 
conhecida como motor de inferência, que processa os símbolos da subestrutura básica de 
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conhecimento com o propósito de gerar comportamento inteligente, conforme se pode ver na 
figura 3.1 (Kazemi et al. 2005), ver ainda (Reichgelt, 1991).     
 
 
Figura 3.1 – Módulos de um sistema baseado em conhecimento (adaptado de Kazemi et al. 2005) 
 
Presentemente, parece que é mais realístico caminhar na direção de sistemas de 
conhecimento cooperativos, que possam examinar o problema da generalização de forma 
holística, como uma tarefa partilhada entre especialista e máquina. As situações são sempre 
diferentes assim como os objetivos da sua representação, desta forma torna-se impossível a 
sua completa caracterização de modo a poder equacionar corretamente o problema e propor 
uma solução coerente.  
Rieger e Coulson (1993) usaram um programa interativo de explicitação de conhecimento e 
entrevistaram cartógrafos com larga experiência profissional. Os resultados destas entrevistas 
indicaram uma falta de padrão no conhecimento declarado tanto no que se refere às 
definições de procedimentos para generalização, assim como no que se refere aos aspetos 
conceptuais. Assumindo que os sistemas periciais se devem basear no conhecimento 
consensual dos cartógrafos, este estudo indica que a área da generalização cartográfica não 
parece ser muito propícia a esta tecnologia. 
Para D’Algé (2007) a discussão sobre representação do conhecimento, generalização 
cartográfica e sistemas periciais ilustra a importância da interdisciplinaridade das várias áreas 
envolvidas. A investigação futura em generalização deve incluir tentativas de entendimento e 
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esclarecimento do conhecimento geográfico, talento artístico e estético, senso de proporção, 
de harmonia, de formas e cores, estes são elementos indispensáveis para a criação de um 
mapa legível, claro e expressivo (Szego, 2011), ver ainda sobre este assunto (Bertin, 1983, 
1999; Cartwright, 2011).  
 
 
A Inteligência Artificial (IA) é um ramo da Ciência da Computação, dedicado ao estudo das 
técnicas que possibilitam a representação em máquinas, de algum aspeto da cognição humana 
(Weber, 1998). Segundo Rich (1988) "IA é o estudo de como fazer com que a máquina possa 
realizar tarefas que hoje são melhor realizadas pelo homem". A Inteligência Artificial é 
desta forma vista como o ramo da ciência da Computação que investiga a criação de sistemas 
inteligentes. Existem duas abordagens em IA: uma científica, voltada ao estudo da psicologia 
cognitiva, cujo objetivo é compreender os processos envolvidos na inteligência e outra 
tecnológica, que estuda a representação destes processos através da máquina. Pelo facto da 
generalização cartográfica ser uma tarefa essencialmente cognitiva, têm surgido nos últimos 
anos propostas de adopção de inteligência artificial na resolução de problemas pontuais, 
baseando o conhecimento na aprendizagem de casos previamente conhecidos. As técnicas de 
IA utilizadas nesta tese visaram a predição do parâmetro a utilizar no algoritmo de 
generalização de curvas de nível, ver Capítulo 5, os seus outputs foram posteriormente 




A abordagem das redes neuronais artificiais consiste em capturar os princípios básicos de 
manipulação de informação do cérebro humano e aplicar esse conhecimento na resolução de 
problemas que exigem aprendizagem a partir da experiência (Beale et al. 1990).  
O cérebro humano é um modelo que ocorre naturalmente quando pensamos na construção de 
máquinas inteligentes, ou com comportamentos inteligentes. Os estudos sobre redes 
neuronais artificiais são fundamentados sobre a estrutura do cérebro humano de modo a 
tentar emular a sua forma inteligente de processar informações, apesar de se desconhecer a 
maneira pela qual o cérebro manipula informações complexas (Beale et al. 1990). Tarefas 
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simples para o ser humano, são evidenciadas como complexas pela dificuldade encontrada no 
ensino de robôs a executar tais tarefas, e.g. como pegar num objeto, ou mesmo andar. A 
modelação do conhecimento utilizado na resolução de um problema específico, e.g. 
generalização de curvas de nível, pode ser representada através das conexões entre células 
nervosas. Estruturalmente, a rede neuronal artificial, também conhecida por modelo 
conexionista de computação, assemelha-se à rede neuronal biológica pela composição dos 
seus neurónios e pela sua interconexão (Wasserman, 1989).  
De acordo com Gama et al. (2012), o primeiro modelo formal de redes neuronais artificiais 
foi proposto por McCulloch e Pitts, em 1943, conforme figura 3.2. Essa estrutura abstraía a 
complexidade da atividade neuronal em sistemas neuronais reais, assim como complicadas 
características encontradas no corpo de neurónios biológicos. Apesar destas redes iniciais não 
disporem de capacidade de aprendizagem, foram a base para a maioria dos modelos 
conexionistas desenvolvidos posteriormente. 
 
Figura 3.2 – Esquema de unidade de processamento, McCullock-Pitts 
Uma Rede Neuronal é constituída por um conjunto de unidades básicas de processamento 
designadas de neurónios ou nodos, conhecidos como unidades lógicas com limiar ou LTU 
(Logic Threshold Unit). Estes neurónios encontram-se ligados por conexões ou sinapses, em 
que o peso da conexão determina a intensidade desta ligação e é expresso por um valor 
numérico (Larose, 2005). O conhecimento, utilizado posteriormente em novos casos, é 
adquirido a partir dos dados num processo de aprendizagem e é armazenado nas conexões. O 
processo de treino, ou aprendizagem, é concretizado computacionalmente através de um 
algoritmo, na presente tese utilizou-se o algoritmo Backpropagation, um melhoramento do 
algoritmo Delta. Após o treino, a Rede Neuronal é capaz de responder, num curto intervalo 
de tempo, a novas situações (Costa e Simões, 2004). Uma iteração do algoritmo de treino é 
composta por ajustamentos dos pesos das conexões, para todos os casos de treino (Russel e 
Norvig, 2003). A operação de uma unidade de processamento, conforme figura 3.2, proposta 
por McCullock e Pitts em 1943, pode ser resumida da seguinte forma: 
Y 
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1 - Os sinais são apresentados à entrada (x1, x2, …,xp);  
2 - Cada sinal é multiplicado por um número, ou peso, que indica a sua influência na 
saída da unidade, (w1, w2, …,wp);  
3 - É feita a soma ponderada dos sinais que produzem um nível de atividade;  
4 - Se este nível de atividade exceder um certo limite (threshold) a unidade produz 
uma determinada resposta de saída, (y). 
 
As redes neuronais artificiais são sistemas computacionais distribuídos, compostos de 
unidades de processamento simples, densamente interconectadas. A topologia diz respeito ao 
modo como os diferentes neurónios se ligam entre si. Arquiteturas de redes neuronais são 
tipicamente organizadas em camadas, com unidades que podem estar conectadas às unidades 
da camada posterior. 
A estruturação de uma rede neuronal em camadas é uma importante característica topológica 
desses modelos (Másson e Wang, 1990). Numa rede neuronal estruturada em camadas, o 
conjunto de vértices V pode ser particionado em vários subconjuntos disjuntos V = 
V(0) V(1) ... V(L) de modo que as unidades de processamento de uma camada apresentem 
somente conexões com as unidades das camadas posterior e anterior. Quanto ao número de 
camadas, as redes neuronais podem ser dispostas numa única camada, configuração mais 
simples de uma rede neuronal, ou em múltiplas camadas. Quando duas ou mais camadas são 
utilizadas, um neurónio pode receber nos seus terminais de entrada, valores de saída de 
neurónios da camada anterior e enviar o seu valor de saída para terminais de entrada de 
neurónios da camada seguinte. Os neurónios de uma camada podem ser conectados a todos 
os neurónios da camada seguinte ou apenas a parte deles, ver figura 3.3. 
As camadas são classificadas em três grupos: 
 - Camada de Entrada: onde os padrões ou, neste caso, os vetores de atributos 
classificadores das linhas, são apresentados à rede;  
- Camadas Intermédias ou Escondidas: onde é feita a maior parte do processamento, 
através das conexões ponderadas;  
- Camada de Saída: onde o resultado final é concluído e apresentado.  
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Figura 3.3 – Rede neuronal organizada em camadas. Neste caso tem uma camada de entrada e duas intermédias.  
 
 
A maioria dos modelos de redes neuronais possui uma determinada regra de treino, onde os 
pesos das suas conexões são ajustados de acordo com os padrões apresentados à rede. Por 
outras palavras, estas redes aprendem através dos exemplos ou padrões, que lhe são 
fornecidos. Os sinais podem ser positivos, chamados “excitadores” ou negativos, chamados 
“inibidores”. Uma entrada positiva promove a ativação do nodo, enquanto a negativa tende a 
manter o nodo inerte. Desta forma, os neurónios artificiais, ligados por conexões, trocam 
sinais inibitórios ou excitatórios, competindo ou cooperando entre si. O comportamento 
inteligente emerge então, da ação simultânea dessa coletividade, sem a necessidade de 
elementos centralizadores (Másson e Wang, 1990). 
Uma das propriedades mais importantes das redes neuronais é a habilidade de aprender e 
desse modo melhorar o seu desempenho. Isso é feito através de um processo iterativo de 
ajustamentos aplicado aos seus pesos, durante o treino. Existem muitos tipos de algoritmos de 
aprendizagem específicos para determinados modelos de redes neuronais.  
Na aprendizagem supervisionada é apresentado à rede, um conjunto de padrões de entrada e 
os seus correspondentes padrões de saída. Nos sucessivos processos, a rede efetua um 
ajustamento dos pesos das conexões, entre os elementos de processamento, segundo uma 
regra de aprendizagem (algoritmo), até que o erro entre os padrões de entrada e 
correspondente saída, esteja abaixo de um valor mínimo desejado, ver fluxograma da Figura 
3.4. Os algoritmos de aprendizagem supervisionada mais utilizados são Perceptron, 
Backpropagation e Adeline e Madaline (Hetch-Nielsen, 1990). A aprendizagem por reforço é 
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similar à aprendizagem supervisionada com a diferença que a resposta fornecida pela rede é 
avaliada externamente (Braga et al., 2007). 
Na aprendizagem não-supervisionada, a rede analisa os conjuntos de entrada apresentados, 
determina algumas das propriedades dos conjuntos de dados e aprende a refletir sobre as suas 
propriedades de saída. Os métodos de aprendizagem mais utilizados são: Mapa Auto-
Organizável de Kohonen, Redes de Hopfield e Memória Associativa Bidirecional (Hetch-
Nielsen,1990). 
O primeiro passo do processo de desenvolvimento de redes neuronais artificiais é a recolha 
de dados relativos ao problema e a sua separação num conjunto de treino e um conjunto de 
teste. Os dados de treino serão utilizados para o treino da rede e dados de teste serão 
utilizados para verificar a sua performance sob condições reais de utilização. 
O segundo passo é a definição da configuração da rede, que pode ser dividido em três etapas, 
segundo (Braga et al., 2007): 
- Seleção do paradigma neuronal apropriado à aplicação; 
- Determinação da topologia da rede a ser utilizada (número de camadas, número de 
unidades em cada camada, etc); 
- Determinação de parâmetros do algoritmo de treino e funções de ativação. 
O terceiro passo é o treino da rede. Nesta fase, seguindo o algoritmo de treino escolhido, 
serão ajustados os pesos das conexões. Normalmente, os valores iniciais dos pesos da rede 
são números aleatórios uniformemente distribuídos num intervalo definido. 
O quarto passo é o teste da rede. Durante esta fase o conjunto de teste é utilizado para 
determinar a performance da rede com dados que não foram previamente utilizados. A 
performance da rede é uma boa indicação de sua performance real (Braga et al., 2007). 
Finalmente, com a rede treinada e avaliada, pode então ser integrada no sistema em ambiente 
operacional da aplicação. Quando um padrão é inicialmente apresentado à rede, esta produz 
uma saída. Após medir a distância entre a resposta atual e a desejada, de acordo com  uma 
métrica predefinida, efetuam-se os ajustamentos necessários nos pesos das conexões de modo 
a reduzir esta distância. Este procedimento é conhecido como Regra Delta ou regra de 
Widrow-Hoff, que pode ser apresentada da forma indicada na figura 3.4. Onde o par de treino 
(X, d) corresponde ao padrão de entrada e respetiva resposta desejada; O erro E é definido 
como, Resposta Desejada - Resposta Obtida (d - O);  
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Figura 3.4 – Algoritmo de treino, Regra Delta 
 
A taxa de aprendizagem η é uma constante positiva, ver figura 3.4, corresponde à velocidade 
de aprendizagem e controla a velocidade de convergência dos valores dos pesos para a 
situação desejada. Se η tiver um valor baixo, a convergência é lenta, se for elevado pode 
provocar oscilações. As respostas geradas pelas unidades são calculadas através de uma 
função de ativação. Existem vários tipos de funções de ativação, como representado na figura 
3.5, as mais comuns são: Hard Limiter, Threshold Logic e Sigmoid ou função logística. 
 
 Figura 3.5 – Exemplos de funções de ativação 
 
A função de ativação permite calcular o valor de saída do neurónio, a partir do valor de 
ativação. Segundo Nelson e Illingworth (1991) a função de ativação é geralmente não-linear. 
As funções lineares na prática mostram-se pouco eficientes pois fornecem simplesmente 
saídas proporcionais às entradas. Sendo as sigmoides as mais utilizadas.  
Conexões iniciadas  





(Resposta desejada - Resposta Obtida) 
E>e 
Atualizar pesos 
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De acordo com Beale et al. (1990), o backpropagation pode ser visto como uma 
generalização do método Delta, utilizado na rede Adaline (Adaptive Linear), para redes 
neuronais de múltiplas camadas. Quando se apresenta um determinado padrão de entrada a 
uma rede neuronal não treinada e o respetivo padrão de saída, é produzida uma saída 
aleatória. A partir dessa saída produzida pela rede é calculado um erro, representando a 
diferença entre o valor obtido e o desejado. O objetivo consiste, então, em reduzir 
continuamente o erro até um determinado valor aceitável. Isto é alcançado pelo ajustamento 
dos pesos entre as conexões dos neurónios pela aplicação da regra Delta Generalizada, que 
calcula o erro para alguma unidade particular e propaga esse erro para a camada anterior. 
Cada unidade tem os seus pesos ajustados de modo a minimizar o erro da rede.  
A minimização do erro no algoritmo backpropagation é obtida pela execução do gradiente 
descendente (Gama et al. 2012), na superfície de erros do espaço de pesos, onde a altura para 
qualquer ponto no espaço de pesos corresponde à medida do erro. Para utilizar este algoritmo 
a função de ativação necessita de ser contínua, diferenciável e, de preferência, não 
decrescente, como a função sigmoide (Gama et al. 2012). O ajustamento dos pesos inicia-se 
nas unidades de saída, onde a medida do erro é conhecida e, procede com a retro propagação 
desse erro entre as camadas, estimando o erro dos neurónios das camadas intermédias, 
ajustando os pesos até que a camada das unidades da primeira camada intermédia seja 
processada.  
Na realidade, os pesos para um neurónio particular devem ser ajustados na proporção direta 
do erro da unidade de processamento ao qual está conectado. Por esse motivo a retro 
propagação dos erros através da rede permite um ajustamento correto dos pesos sinápticos 
entre as camadas do modelo conexionista. Deste modo, é possível identificar duas fases 
distintas no processo de aprendizagem do algoritmo backpropagation: a primeira onde as 
entradas se propagam entre as camadas da rede, da camada de entrada até a camada de saída, 
e a segunda em que os erros são propagados na direção contrária ao fluxo de entrada. 
 
Segundo Refenes et al. (1993) o número de unidades de processamento das camadas de 
entrada e saída é normalmente determinado pela aplicação. No caso das camadas ocultas, esta 
relação não é tão clara. O número adequado de neurónios para as camadas intermédias, 
segundo (Gama et al. 2012) depende de vários fatores como: o número de exemplos de 
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treino, quantidade de ruído presente nos exemplos, complexidade da função a ser aprendida e, 
distribuição estatística dos dados de treino. Para (Rumelhart et al. 1986) o ideal é utilizar o 
menor número possível de unidades ocultas para que a generalização não fique prejudicada. 
Se o número de neurónios ocultos for muito grande, a rede acaba por memorizar os padrões 
apresentados durante o treino. Contudo, se a arquitetura das camadas ocultas possuir unidades 
de processamento em número inferior ao necessário, o algoritmo backpropagation  pode não 
conseguir ajustar os pesos sinápticos adequadamente, impedindo a convergência para uma 
solução. A experiência ainda é a melhor indicação para a definição da topologia de um 
modelo conexionista (Surkan e Singleton, 1990). É necessário adquirir experiência em cada 
caso específico pois as condições são sistematicamente diferentes, a escolha da melhor 
arquitetura não se apresenta como uma tarefa simples. Geralmente esta escolha é realizada 
recorrendo a um processo de tentativa e erro, avaliando diferentes configurações antes de 
decidir qual delas utilizar.  
 
 
Árvores de decisão são modelos estatísticos que utilizam o treino supervisionado para a 
classificação e predição do resultado (Russel e Norvig, 2003). Na sua construção é utilizado 
um conjunto de treino, formado por entradas e saídas, ou seja elementos previamente 
classificados. Sendo estas últimas as classes. Um problema complexo é decomposto em sub-
problemas mais simples, esta técnica é aplicada recursivamente a cada sub-problema. A 
capacidade de discriminação de uma árvore decorre da divisão do espaço definido pelos 
atributos em subespaços, associando uma classe a cada subespaço (Rich e Knight, 1991). As 
árvores de decisão foram aplicadas com sucesso em generalização cartográfica, ver por 
exemplo Plazanet et al. (1998) ou Mustière (2005). 
Na construção da árvore de decisão, os dados são divididos em dois subconjuntos, de modo 
que os registos dentro de cada subconjunto sejam mais homogéneos do que no subconjunto 
precedente. É um processo recursivo, em que cada um dos dois subconjuntos é subdividido 
outra vez, repetindo-se este processo até que o critério da homogeneidade seja alcançado, ou 
até que um outro critério de paragem seja satisfeito. O mesmo campo do preditor pode ser 
usado diversas vezes em diferentes níveis na árvore (Rocha et al. 2008). A árvore de decisão 
classifica amostras, também chamadas exemplos ou padrões num número finito de classes. O 
sistema mais popular é o ID3 (Iterative Dichotomiser 3) (Quinlan, 1986). O ID3 constrói 
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árvores de decisão a partir de um conjunto de amostras (Plazanet et al. 1998). Afim de obter e 
refinar os valores dos parâmetros a utilizar no algoritmo de generalização, usou-se o 
algoritmo C5, ver por exemplo (Larose, 2005; Feng e A-Xing, 2003), para a aquisição do 
conhecimento, um melhoramento do algoritmo ID3.  
Há requisitos que se deve ter em conta antes de aplicar algoritmos de árvores de decisão: 
1. Os algoritmos de árvores de decisão representam aprendizagem supervisionada, como 
tal requer variáveis alvo pré classificadas. Um conjunto de dados de treino deve ser 
trabalhado, o qual fornece ao algoritmo os valores da variável alvo. 
2. Este conjunto de dados de treino deve ser rico e variado, fornecendo ao algoritmo 
dados dos tipos de registos para cada classificação, que serão necessárias no futuro. 
Árvores de decisão aprendem pelo exemplo. Se porventura os exemplos têm 
sistematicamente faltas de subconjuntos de registos, a classificação e predição para 
este subconjunto poderá ser problemático ou impossível. 
3. As classes de atributos alvo deve ser discreta. Ou seja, não se podem aplicar árvores 
de decisão a uma variável alvo contínua. Também, a variável alvo deve tomar valores 
que são claramente identificados como pertencendo, ou não, a uma classe particular.  
As árvores de decisão procuram criar um conjunto de nós folha que são tão puros quanto 
possível, ou seja, onde cada registo num nó folha particular tem a mesma classificação. Desta 
forma, a árvore de decisão pode fornecer atribuições de classificação com a medição mais 
elevada da confiança disponível. 
 
Uma árvore é um conjunto finito de elementos, chamados nós ou nódulos, onde se distingue, 
a raiz, na qual têm origem todos os outros nós, chamados filhos. Ao nó terminal da árvore, ou 
seja, um nó sem filhos, é chamado folha. Uma árvore de decisão usa a estratégia de dividir 
para conquistar, para resolver um problema de decisão. Um problema complexo é dividido 
em problemas mais simples, aplicando recursivamente a mesma estratégia. As árvores de 
decisão classificam exemplos ou padrões ordenando-os na árvore, da raiz até algum nó folha, 
ver figura 3.6, que nos dá a classificação desse exemplo. Um exemplo é classificado 
começando no nó raiz da árvore, testando o atributo especificado por este nó, baixando a 
seguir no ramo da árvore que corresponde ao valor do atributo no exemplo dado. Este 
processo é então repetido para a sub árvore tendo como raiz o novo nó. Cada nó interno da 
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árvore corresponde a um teste do valor de uma das propriedades e, os ramos deste nó são 
identificados com os possíveis valores do teste.  
 
Figura 3.6 – Representação de uma árvore de decisão e respetiva representação no espaço (adaptado de Gama et al. 
2012) 
 
A figura 3.6 representa uma árvore de decisão onde cada nó de decisão contém um teste para 
um atributo, cada ramo descendente corresponde a um possível valor deste atributo, o 
conjunto de ramos são distintos, cada folha está associada a uma classe. Cada percurso da 
árvore, da raiz até à folha, corresponde uma regra de classificação. No espaço definido pelos 
atributos, cada folha corresponde a um hiper-rectângulo, ver figura 3.6. 
O critério utilizado para realizar as partições é o da utilidade do atributo para a classificação. 
Algumas possibilidades para escolher esse atributo são:  
• aleatória: seleciona qualquer atributo aleatoriamente;  
• menos valores: seleciona o atributo com a menor quantidade de valores possíveis;  
• mais valores: seleciona o atributo com a maior quantidade de valores possíveis;  
• ganho máximo: seleciona o atributo que possui o maior ganho de informação 
esperado, isto é, seleciona o atributo que resultará no menor tamanho esperado das 
subárvores, assumindo que a raiz é o nó atual;  
• razão de ganho;  
• índice Gini.  
Para o nosso caso aplica-se, por este critério, um determinado ganho de informação a cada 
atributo. O atributo escolhido como atributo teste para o corrente nó é aquele que possui o 
maior ganho de informação. A partir desta aplicação, inicia-se um novo processo de partição. 
Nos casos em que a árvore é usada para classificação, os critérios de partição mais 
conhecidos são baseados na entropia. 
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Embora tenham sido desenvolvidos uma variedade de métodos de aprendizagem para árvores 
de decisão com capacidades e requisitos diferenciados, a aprendizagem em árvores de 
decisão geralmente ajusta-se melhor a problemas com as seguintes caraterísticas (Mitchell, 
1997): 
a) As instâncias são representadas por pares de atributos-valor. Os exemplos são 
descritos por um conjunto fixo de atributos (e.g. distância) e respetivos valores (e.g. 
longe). A situação mais fácil para a aprendizagem da árvore de decisão é quando cada 
atributo toma um pequeno número de valores distintos possíveis (e.g. longe, meia 
distância, perto). Contudo, as extensões ao algoritmo básico permitem utilizar 
também atributos com valores reais (e.g. representando numericamente a distância). 
b) A função alvo tem valores discretos de saída. Uma árvore de decisão pode atribuir 
uma classificação booleana (e.g. Sim ou Não) a cada exemplo. Os métodos da árvore 
de decisão estendem facilmente a aprendizagem de funções com mais de dois valores 
possíveis da saída. Uma extensão adicional permite aprendizagem de funções alvo 
com saídas de valores reais, embora a aplicação de árvores de decisão neste 
ajustamento seja menos comum. 
c) Podem ser exigidas as descrições disjuntas. As árvores de decisão representam 
naturalmente expressões disjuntas. 
d) Os dados de treino podem conter erros. Os métodos de aprendizagem de árvores de 
decisão são robustos aos erros. Tanto erros nas classificações dos exemplos de treino 
como erros nos valores dos atributos que descrevem estes exemplos. 
e) Os dados de treino podem conter faltas de valores de atributos. Os métodos da 
árvore de decisão podem ser usados mesmo quando alguns exemplos de treino têm 
valores desconhecidos, para alguns dos seus atributos.  
Os problemas em que a tarefa é classificar exemplos, num conjunto discreto de possíveis 
categorias, são referidos frequentemente como problemas de classificação. A classificação 
será tanto melhor, quanto melhor for a qualidade dos dados dos exemplos, melhorando o 
desempenho futuro das árvores de decisão. Uma árvore de decisão abrange todo o espaço de 
instâncias ou exemplos. As regiões definidas pelas folhas são mutuamente exclusivas, ou 
seja, a intersecção de regiões abrangida por quaisquer duas folhas é vazia.  
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Um dos aspetos mais atrativos das árvores de decisão encontra-se na sua interpretabilidade, 
especialmente no que diz respeito à construção de regras de decisão. As regras de decisão 
podem ser construídas a partir de uma árvore de decisão atravessando simplesmente todo o 
trajeto dado do nó raiz até à folha correspondente. O conjunto completo das regras de 
decisão, geradas por uma árvore de decisão, é equivalente, para finalidades da classificação, à 
própria árvore de decisão.  
As regras de decisão são constituídas da forma “SE antecedentes, ENTÃO consequente”. 
Para as regras de decisão, o antecedente consiste nos valores dos atributos dos ramos tomados 
pelo trajeto particular através da árvore, enquanto o consequente consiste no valor da 
classificação para a variável alvo dado pelo nó folha particular. Estas regras envolvem um 
atributo particular, um operador, que pode ser e.g. =, ≥,<..., e um valor do domínio desse 
atributo. Este tipo de testes corresponde, no espaço de entrada, a um hiperplano ortogonal ao 
eixo do atributo testado. As regiões produzidas por estes classificadores são hiper- 
rectângulos, conforme figura 3.6. 
O nível de confiança de determinada regra, refere a proporção de padrões ou registos no nó 
folha para o qual a regra de decisão é verdadeira. Se o nó folha é puro, tem como resultados 
níveis de confiança de 100%. 
 
 
CART é acrónimo de (Classification And Regression Trees) (Kohavi e Quinlan, 1999). Estas 
árvores podem ser usadas não só para classificar entidades num número de grupos discretos, 
mas também como uma alternativa para a análise de regressão, na qual o valor da resposta, ou 
seja da variável dependente, pode ser estimada. No nosso caso, a tensão a ser usada no 
algoritmo, é a variável dependente que pretendemos obter, como função de um conjunto de 
variáveis independentes, por exemplo dimensão fractal, angularidade, número de vértices. O 
algoritmo CART pode usar ambas as variáveis, numéricas e categóricas. Entre outras 
vantagens do método CART, está a sua robustez aos outliers. 
A metodologia deste método consiste em três partes: 
 1 – Construção da árvore máxima; 
 2 – Escolha do tamanho correto da árvore; 
 3 – Classificação de novos dados usando a árvore construída. 
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O processo de construção começa dividindo o conjunto amostra ou (nó raiz) em nós binários, 
baseado numa questão simples no domínio das variáveis independentes, com uma resposta do 
tipo “sim” ou “não”. Inicialmente, todas as observações estão colocadas no nó raiz. Este nó é 
impuro ou heterogéneo, desde que contenha valores de tensões possíveis de serem usadas no 
algoritmo. O objetivo é arranjar uma regra, que inicialmente parte estes valores e cria grupos 
ou nós binários que são internamente mais homogéneos que o nó raiz.  
Começando com a primeira variável, o método CART parte a variável em todos os pontos de 
partição possíveis. Em cada ponto de partição possível da variável, a amostra é partida em 
dois nós binários ou filhos. No caso de uma resposta “sim” à questão a observação é enviada 
para um nó e se a resposta for “não” é enviado para o outro nó. O CART aplica então o seu 
critério de partição para cada ponto da partição e calcula a redução na impureza, ou 
heterogeneidade no corte. Isto é baseado no melhor critério de corte. O objetivo é maximizar 
a redução no grau de heterogeneidade. Isto seleciona o melhor corte na variável, desde que 
para este corte a redução na impureza seja máxima. Estes passos são repetidos para cada uma 
das variáveis restantes, no nó raiz. O algoritmo CART, ordena então todos os “melhores” 
cortes para cada variável de acordo com a redução de impureza em cada corte. 
Este processo seleciona a variável e o ponto onde esta variável é cortada, que mais reduz a 
impureza do nó raiz ou nó pai. O algoritmo CART atribui então classes a estes nós. O 
algoritmo CART continua o processo de corte e constrói uma árvore grande. A maior árvore 
que se pode realizar se o processo de corte continuar até que cada observação constitui um nó 
folha. Obviamente, esta árvore tem um grande número de nós terminais que são puros ou 
muito pequenos em conteúdo (Yohannes e Hoddinott, 1999). No entanto, nem todos os nós 
folha são necessariamente homogéneos, que conduz a um determinado nível de erro de 
classificação.  
Para evitar a memorização do conjunto de treino, o algoritmo CART precisa de podar os nós 
e respetivos ramos descendentes, que de outra forma reduziriam a generalização dos 
resultados da classificação. Mesmo que a árvore completa tenha a mais baixa taxa de erro no 
treino ajustado, o modelo resultante pode ser demasiado complexo, tendo por resultado um 
sobre ajustamento aos dados. O passo seguinte é assim, um processo chamado poda da 
árvore, onde a árvore se torna menor, obtendo um melhor desempenho em novas situações e 
de uma forma mais genérica. 
Enquanto o número de nós de decisão cresce, o subconjunto dos registos disponíveis para 
análise torna-se menor e menos representativo da população. Podar a árvore aumentará 
 Conhecimento e IA 
 
 61    
consequentemente a generalização dos resultados. O algoritmo CART executa então a poda 
da árvore. Essencialmente, é encontrada uma taxa de erro total ajustada que penaliza a árvore 
de decisão para ter nós folha demais e assim demasiada complexidade. 
 
 
O algoritmo C4.5 é uma extensão de Quinlan do seu próprio algoritmo ID3 (Quinlan, 1986), 
antecedentes do C5, para gerar árvores de decisão. Estes algoritmos visitam recursivamente 
cada nó de decisão, selecionando a partição óptima, até que não seja possível partições 
adicionais. No entanto, há algumas diferenças entre o CART e o C4.5. Geralmente, os 
algoritmos exploram heurísticas que executam localmente uma procura que olha para a frente 
um passo. Uma vez tomada uma decisão, esta nunca é reconsiderada. Este tipo de procura, 
baseia-se numa filosofia conhecida como subida de encosta, do inglês hill-climbing, sem 
retrocesso, sendo suscetível aos riscos usuais de convergência para uma solução que é 
localmente óptima, mas não globalmente (Gama et al. 2012).  
Contrariamente ao CART, o algoritmo C4.5 não se restringe às separações binárias. 
Considerando que o CART produz sempre uma árvore binária, o C4.5 produz uma árvore de 
uma forma mais variável. Para os atributos categóricos, o C4.5 produz à revelia um ramo 
separado para cada valor do atributo categórico. Isto pode conduzir a uma maior “espessura” 
do que a desejada, desde que alguns valores possam ter uma baixa frequência ou possam ser 
associados naturalmente a outros valores. 
A medição da homogeneidade do nó pelo método C4.5 é completamente diferente do método 
CART. O algoritmo C4.5 usa o conceito do ganho de informação ou da redução da entropia, 
que mede a aleatoriedade de uma variável aleatória, para selecionar a separação óptima, 
enquanto o CART utiliza o índice Gini para esse efeito. Enquanto o C4.5 efetua as partições 
das variáveis categóricas diferentemente do CART, as partições para as variáveis numéricas 
são similares.  
 
 
Os algoritmos indutivos, como o ID3, efetuam o crescimento de cada ramo da árvore apenas 
a profundidade necessária para classificar os exemplos de treino. Quando os dados forem 
muito ruidosos ou quando a amostra de treino é demasiado pequena a predição pode resultar 
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enviesada. Em qualquer destes casos, este algoritmo pode produzir árvores com sobre 
ajustamento dos exemplos de treino. 
Diz-se que uma árvore se sobre ajusta aos exemplos de treino, se alguma outra árvore se 
ajustar pior e tiver melhor desempenho sobre a distribuição completa dos exemplos, isto é, 
incluindo exemplos além do treino ajustado. Quando os exemplos de treino contêm erros 
aleatórios ou ruído, é possível uma árvore ajustar-se aos exemplos de treino melhor do que 
outra, mas ter um pior desempenho sobre os exemplos subsequentes. 
Segundo Mitchell (1997), o sobre ajustamento é possível mesmo quando os dados do treino 
não contém ruído, especialmente quando um pequeno número de exemplos são associados 
aos nós folha. Neste caso, é possível que algum atributo divida muito bem os exemplos, 
apesar de não estar relacionado com a função real do alvo. Sempre que tais regularidades 
coincidentes existam, há um risco real de sobre ajustamento. Há diversas abordagens para 
evitar o sobre ajustamento na aprendizagem de árvores de decisão. Estas podem ser agrupados 
em duas classes: a primeira refere-se a abordagens que param o crescimento da árvore mais 
cedo, antes que alcance o ponto onde classifica perfeitamente os dados de treino, a segunda 
engloba abordagens que permitem à árvore o sobre ajustamento dos dados e, depois podar à 
posteriori. Embora a primeira destas abordagens pudesse parecer mais direta, a segunda 
abordagem de pós-poda de árvores sobre ajustadas conclui-se ser mais bem sucedida na 
prática. Isto é devido à dificuldade na primeira abordagem de estimar precisamente quando 
parar o crescimento da árvore. 
Não obstante se o tamanho correto da árvore for encontrado parando antecipadamente o 
crescimento ou recorrendo à pós-poda, uma pergunta que deve ser colocada é, qual o critério 
que deve ser usado para determinar o tamanho final correto da árvore? Várias estratégias têm 
sido propostas incluindo: 
- O uso de um conjunto separado de exemplos, distintos dos exemplos de treino, para avaliar 
a utilidade dos nós, de pós-poda da árvore. 
- Usar todos os dados disponíveis para o treino, mas aplicando um teste estatístico para 
estimar se se deve expandir, ou podar, um nó particular. Segundo (Mitchell, 1997), Quinlan 
(1986) usou um teste do qui-quadrado para estimar se expandindo um nó seria provável 
melhorar o desempenho da árvore sobre todos os dados disponíveis, ou apenas na amostra 
atual dos dados de treino. 
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Nesta abordagem, os dados disponíveis são separados em dois conjuntos: um conjunto de 
treino, que é usado na aprendizagem, e um outro conjunto separado, de validação, que é 
usado na avaliação da precisão/exatidão da árvore sobre dados subsequentes e, em particular, 
para avaliar o impacto de podar esta árvore. 
Mesmo que quem construa a árvore possa ser enganado por erros aleatórios e por 
regularidades coincidentes no conjunto de treino, o conjunto de validação é, em princípio, 
pouco suscetível de conter as mesmas flutuações aleatórias. Consequentemente, pretende-se 
que o conjunto de validação forneça uma verificação de segurança para o sobre ajustamento 
do conjunto de treino. Naturalmente, é importante que a validação ajustada seja 
suficientemente abrangente para fornecer uma amostra estatística significativa dos exemplos. 
Uma prática heurística comum, quando não se dispõe de grandes conjuntos de dados, é reter 
um terço dos exemplos disponíveis para o conjunto de validação, usando os outros dois terços 
para o treino (Larose, 2005). 
 
 
Um Agente é toda a entidade capaz de interagir com o ambiente, em geral guiado por 
objetivos, mas não necessariamente (Costa e Simões 2004), ou seja, poderá não ter um 
objetivo concreto. Em termos estruturais um agente é composto por mecanismos que lhe 
permitem recolher informação sobre o ambiente (percepção), mecanismos que lhe permitem 
atuar sobre o ambiente (ação) e processos que lhe permitem definir qual a melhor ação a 
realizar (decisão). Os processos de decisão serão tanto mais sofisticados quanto mais 
complexa for a tarefa e/ou o ambiente. Por exemplo os agentes puramente reativos são 
máquinas simples, sem estado interno e que se limitam a reagir aos estímulos que recebem do 
ambiente. Os agentes comunicam entre si podendo entrar num processo de negociação. Este 
processo de negociação engloba diversos mecanismos, desde leilões, protocolos baseados no 
Protocolo da rede de Contrato, argumentação, teoria dos jogos e aproximações heurísticas. 
Apesar da sua simplicidade, os leilões são uma ferramenta poderosa que os agentes 
automáticos podem usar para alocar bens, tarefas e recursos (Wooldridge, 2002). Em 
abstrato, um leilão é executado entre um agente conhecido como o leiloeiro e um conjunto de 
agentes denominados licitantes. O objetivo de um leilão é que o leiloeiro consiga alocar o 
bem a um dos licitantes. O agente que lícita com o maior valor é aquele a quem o bem é 
alocado. Estes protocolos são conhecidos como leilões de primeiro preço. Outra possibilidade 
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é alocar o bem ao agente que efetua a licitação mais elevada, mas este agente paga somente o 
preço da segunda licitação. Estes leilões são conhecidos por leilões de segundo preço. A 
possibilidade mais simples é haver uma única oportunidade de licitação, depois do qual o 
leiloeiro aloca o bem ao vencedor. Estes leilões são conhecidos como lance único, do inglês 
“one shot”. Os leilões onde o preço inicial é baixo e as sucessivas licitações vão aumentando, 
são conhecidos por ascendentes. O outro tipo, descendente, no qual o leiloeiro começa com 
um valor elevado e vai descendo o preço em rounds sucessivos, até haver uma licitação. Há 
diversos tipos de leilões: 
- Leilão Inglês 
O leilão Inglês é do tipo primeiro preço, ascendente, quando nenhum agente está 
disposto a elevar a oferta ou licitação, então o bem é alocado ao agente que efetuou a 
licitação atual, mais elevada e paga o valor dessa licitação. 
- Leilão Holandês 
Os leilões holandeses são leilões descendentes. O leiloeiro começa por oferecer o bem 
com um valor artificial elevado, acima do valor previsto por qualquer licitante, o 
leiloeiro baixa então continuamente o preço da oferta do bem, de um pequeno valor, 
até que algum agente efetue uma oferta igual ao preço atual. O bem é então alocado 
ao agente que fez a oferta.  
- Leilão de primeiro-preço de oferta selada (secreta) 
O leilão de primeiro-preço de oferta selada é um exemplo de leilões de lance único, 
este é talvez o mais simples de todos os tipos de leilão. Os licitantes não têm 
conhecimento das ofertas feitas por outros agentes. Neste leilão, há um único round, 
em que os licitantes submetem ao leiloeiro uma oferta para o bem. Não há nenhum 
round subsequente, o bem é concedido ao agente que fez a oferta mais elevada e o 
vencedor paga o preço dessa oferta.  
- Leilão de Vickrey 
Os leilões de Vickrey são leilões selados de segundo-preço da oferta. Isto significa 
que há um único round de negociação, durante a qual cada licitante submete uma 
única oferta. Os licitantes não têm conhecimento das ofertas feitas por outros agentes. 
O bem é concedido ao agente que fez a oferta mais elevada; porém o preço que este 
agente paga, não é o preço da oferta mais elevada, mas o preço da segunda oferta 
mais elevada. 
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O leilão usado neste projeto é do tipo lance único, o bem é alocado ao preço mais elevado. O 
bem leiloado é a tensão a usar na generalização da curva de nível respetiva, o vencedor será o 
método que para aquela curva apresenta a maior confiança, ou seja aquela que no seu 
processo de aprendizagem apresentou uma maior probabilidade de sucesso. 
Consequentemente a curva de nível será generalizada com esse valor de tensão, que é 
utilizada no algoritmo, ver Capítulo 5. Sobre este assunto ver (Wooldridge, 2002), (Costa e 
Simões, 2004), (Russel e Norvig, 2003). 
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Neste capítulo são apresentados e discutidos os processos de generalização cartográfica 
implementados na cadeia produtiva do IGeoE. É também feita uma análise de 
algoritmos para generalização / simplificação de linhas e apresentado um algoritmo para 
generalizar linhas, baseado na minimização da curvatura da linha.  
Primeiramente apresenta-se o processo de generalização objeto, da realidade para a 
BDG e caracterização das séries cartográficas envolvidas. Na segunda secção é 
apresentada a metodologia geral utilizada, iniciando com a generalização modelo 
englobada na preparação dos dados, incluindo a classificação e seleção das linhas de 
água, pontos de cota e curvas de nível, a representar na série 50k. 
 
A generalização cartográfica de linhas é abordada nos pontos seguintes onde se 
apresentam alguns algoritmos de simplificação e suavização, com as principais medidas 
como critério. Após esta abordagem sumária dos algoritmos de generalização de linhas, 
é apresentado no ponto seguinte o algoritmo TLopes (Lopes, 2006), aqui proposto para 
a generalização de curvas de nível. Este algoritmo é baseado na tensão a aplicar à curva 
de modo a diminuir a sua curvatura. A analogia escolhida, e aquela que melhor descreve 
o pensamento aplicado a este algoritmo é o de um sistema de forças aplicado a um 
corpo elástico deformável, sendo esta deformação proporcional à tensão aplicada. No 
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final é feita a comparação entre as curvas de nível generalizadas manual e 
interativamente com este e outros algoritmos.  
 
 
No esquema estático de aplicações geográficas, são especificadas as classes envolvidas 
no problema, juntamente com as suas representações e os seus relacionamentos. Para a 
execução da BDG de média escala, é efetuado, numa primeira fase, o levantamento dos 
objetos representados na escala 25k e respetivos atributos gráficos tais como cor, 
espessura, nível e tipo, sendo estes objetos posteriormente agrupados em classes. Após 
este levantamento são criadas as superclasses ou temas e especificadas as classes e 
respetivas relações, ou seja, é criado o modelo conceptual.  
Atendendo à finalidade da BDG, ou seja, produção cartográfica das folhas da escala 25k 
e ainda a produção da escala 50k por generalização, é feito um levantamento dos 
objetos da série 50k por forma a estudar as tarefas de generalização efetuadas pelos 
cartógrafos de forma manual e semiautomática. Após este levantamento, os objetos são 
mapeados para as classes existentes e são ainda criadas novas classes, para abranger os 
objetos da escala 50k, não incluídos na série 25k  
Depois dos objetos e respetivos atributos levantados, é necessário efetuar a sua 
simbolização. Pretende-se selecionar a série em causa e, automaticamente extrair da 
BDG os objetos necessários, de modo a efetuar a correspondente representação aquando 
da sua saída em papel. Após a criação destas classes, são selecionados os atributos para 
cada objeto. No caso das curvas de nível, são adicionados os atributos classificadores de 
linhas, utilizados nesta tese, e.g. dimensão fractal, angularidade, número de vértices. 
Para as linhas de água adicionaram-se os atributos necessários às operações de 
classificação e posterior seleção, para representação na série M782, 50k. 
A BDG engloba os seguintes temas ou superclasses, para representação na série M888, 
escala 25k e consequente generalização para a M782, escala 50k, representado na figura 
4.1. 
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Figura 4.1 – Temas ou Superclasses representadas na série M888, generalizadas para a série M782. 
 
 
A série M888 é composta por aproximadamente 630 folhas, enquadrando o território de 
Portugal continental em folhas retangulares, cobrindo cada, uma área de 16km por 
10km, representando as curvas de nível com uma equidistância natural de 10 metros. 
A Carta militar à escala 25k é, ainda atualmente, o documento cartográfico de maior 
escala que cobre integralmente o território nacional, sendo por isso considerado carta 
base de Portugal. Os objetos representados nesta série, são obtidos por levantamento 
fotogramétrico, incluindo a altimetria, nomeadamente as curvas de nível, ficando o 
reconhecimento e completagem, a cargo da secção de topografia. Após a aquisição dos 
objetos em ambiente tridimensional, a carta é editada e validada. Nesta fase é colocada a 
toponímia, os objetos são simbolizados, contando aqui com constrangimentos de 
legibilidade, é também colocada a grelha de coordenadas e a legenda da carta. 
Posteriormente a carta é submetida a um controlo de qualidade, efetuado pela secção de 
controlo de qualidade que, num processo iterativo e cruzando com informação de outras 
fontes, verifica todos os aspetos da folha, incluindo a legibilidade. Terminado este 
processo a folha é dada como pronta, sendo posteriormente preparada para impressão.  
O ciclo de atualização desta série varia desde os 5 anos, nas zonas de grande densidade 
populacional de Lisboa e Porto, 10 anos para o litoral e zonas costeiras e cerca de 20 
anos para o interior do país. Desta forma, as curvas de nível não foram na sua totalidade 
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adquiridas com a mesma tecnologia, sendo por isso necessário ter estes factos em 
consideração quando se efetua a sua generalização para a série M782.  
 
 
Esta série foi inicialmente produzida pelo IGeoE, em colaboração com o ARMY MAP 
SERVICE, do exército americano, sendo obtida a partir das folhas da série M888, 
depois de devidamente atualizadas. Segundo Mateus (1999) a generalização destas 
folhas era inicialmente efetuada por generalização manual, executada em estradas, 
linhas de alta tensão e limites administrativos. O grande problema da execução da carta 
da série M782, estava na atualização das folhas da série M888, escala 25k, pois quando 
a desatualização era grande tornava-se incomportável, inviabilizando a execução da 
carta M782, escala 50k (Mateus, 1999).  
A equidistância natural nesta série cartográfica é de 20 metros, significando que a 
seleção engloba cerca de metade das curvas de nível representadas na carta 25k. O 
enquadramento da série 25k serve de base à série 50k, sendo cada folha desta série 
composta por 4 folhas 25k adjacentes, num normativo previamente fixado.  
 
 
A generalização de curvas de nível, tem início com a seleção das mesmas a partir da 
BDG de média escala. A equidistância natural nesta BDG é de 10 metros. A seleção 
efetuada tem por objetivo a representação das curvas de nível na carta da série 50k, cuja 
equidistância natural é de 20 metros. Desta forma apenas são selecionadas as curvas de 
nível cujas cotas sejam múltiplas de 20, sendo as curvas de nível mestras as curvas com 
cotas múltiplas de 100. As curvas de nível mestras são representadas com um traço de 
maior espessura, sendo interrompidas para inscrever o valor da sua cota e em casos 
específicos, como intersecção com alguns objetos, optimizando a legibilidade da carta. 
O uso de curvas de nível permite uma mais rápida avaliação do terreno pelo utilizador e 
uma melhor legibilidade.  
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Os critérios para a seleção dos pontos de cota a representar na série 50k, têm sofrido 
alterações ao longo dos anos. Recentemente as normas foram alteradas, constando então 
que “em zonas planas, os pontos cotados, além de definirem pontos dominantes que 
eventualmente existam, disseminar-se-ão numa rede aproximada de 1 km vezes 1 km” 
(Normas IGeoE, 2001). Esta regra é uma orientação para o cartógrafo que poderá 
selecionar os pontos que considere importantes para serem representados e apagar os de 
menor importância, desta forma a seleção é subjetiva e totalmente dependente do 
cartógrafo. Contudo os pontos deviam ser generalizados, selecionando os de cota mais 
elevada e eliminando pontos cotados que estivessem a uma distância igual ou inferior a 
500 metros de vértices geodésicos ou de outros pontos cotados mais elevados. Os 
vértices geodésicos devem ser selecionados de acordo com as normas vigentes. 
Com estas regras, adoptou-se a estratégia de selecionar todos os Vértices Geodésicos e 
não selecionar os pontos cotados que estivessem no interior de um buffer de raio 500m 
com centro nestes vértices. Após esta seleção ordenaram-se, por ordem decrescente do 
valor da sua cota, os restantes pontos cotados e, serviram como centro do buffer os de 
maior cota apagando os que se encontravam no seu interior, percorrendo toda a lista 
ordenada. No final desta tarefa, o cartógrafo tem sempre a possibilidade de alterar esta 
seleção, poderia selecionar outros pontos que considerasse importantes ou apagar 
pontos selecionados, se considerasse que não deveriam ser representados.    
Com a necessidade de um modelo digital do terreno detalhado, para a ortorectificação 
de ortofotomapas e outros produtos e aplicações, o IGeoE adoptou a estratégia de 
adquirir uma densidade mais elevada de pontos de cota, havendo neste caso a 
necessidade de uma mais apurada seleção dos pontos, para a representação na série 25k 
e consequentemente a sua representação na série 50k. Sempre houve a preocupação da 
sincronização destas duas séries, pelo que após a generalização da altimetria, o operador 
confirma sempre se os pontos cotados representados na série 50k, estão também 
representados na série 25k. Este passo é necessário pois a execução destas duas séries é 
geralmente simultânea, pelo menos parcialmente.  
Desta forma a estratégia seguida pelos cartógrafos, é a seleção de todos os pontos de 
cota e VGs (Vértices Geodésicos) que estão na BDG e, posteriormente apagar alguns de 
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modo a tornar a carta legível, tendo em conta as normas respetivas. A seleção dos 
pontos de cota consiste sequencialmente nas seguintes tarefas: 
• Não selecionar pontos cotados a menos de 500 m de VG’s, ou seja no interior de 
um buffer de raio 500 m, centrado no VG, ver figura 4.2. 
• Não selecionar pontos cotados a menos de 500 m de outros pontos cotados 
deixando os mais elevados, após ordenar os pontos cotados por ordem 
decrescente de cota. 
• Não selecionar pontos cotados que estejam perto de diversas células, a uma 
distância pré-estabelecida, tipicamente 150 m e dependendo dos objetos. 
Eliminar também os pontos cotados que estejam perto de várias linhas, 
inclusivamente a própria quadrícula.  
• Não selecionar pontos cotados no interior de algumas áreas, como por exemplo 
ETAR. 
Após estas operações estão os pontos de cota selecionados para representação na série 
50k, prontos para a contextualização com os restantes elementos cartográficos, 
nomeadamente as curvas de nível. 
 
Figura 4.2 - Pontos de cota a apagar no interior do buffer, com centro no VG 
 
Pode considerar-se a rede hidrográfica como o conjunto de linhas de talvegue, incluindo 
as linhas de água e os cursos de água, entre outros. É por estas linhas de água que se dá 
o escoamento das águas das chuvas, em que a existência de água tem um carácter não 
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permanente ao longo de todo o ano. As linhas de água da folha da série 25k são 
classificadas em 3 ordens, sendo a 1ª ordem a mais importante e por isso representada 
com um traço de maior espessura. Estas ordens são classificadas de acordo com o seu 
comprimento. A hidrografia é representada em árvore, onde as folhas são as linhas de 
água de ordem mais baixa ou seja, de 3ª ordem. Além das linhas de água o tema 
hidrografia inclui ainda entidades areais como cursos de água, áreas de cobre e descobre 
e albufeiras, conforme figura 4.3.  
 
Figura 4.3 – Classes pertencentes ao tema hidrografia  
 
Após a aquisição da rede hidrográfica na secção de fotogrametria, antes da sua inclusão 
na BDG, é necessário classificar estas linhas de acordo com os critérios utilizados na 
cadeia de produção, ou seja para representação na série 25k, trabalho este feito de forma 
manual, por um operador, devido à sua complexidade. No sentido de economizar 
recursos e uniformizar procedimentos, propõe-se a adoção da metodologia aqui 
apresentada, para esta classificação, carecendo contudo de verificação e finalização por 
parte de um operador cartógrafo.    
A seleção efetuada para a série 50k, é feita a partir das linhas originais da série 25k 
classificadas, eliminando algumas de 3ª ordem, de modo a manter a árvore hidrográfica 
de uma forma legível, equilibrada e ponderada. Após esta seleção é necessário 
simplificar e suavizar estas linhas recorrendo a operadores e algoritmos de simplificação 
e suavização. As normas de produção especificam que são selecionadas para 
representação na série 50k as linhas de água com uma extensão superior a 1000 m. As 
linhas de água apenas deverão mudar de espessura nos entroncamentos com outras 
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linhas de água. As normas preveem ainda que não haverá distinção entre linhas de água 
temporárias e permanentes. As linhas de água cuja largura das margens sejam 
superiores a 15 metros, serão representadas como área. As linhas de água cuja largura 
entre margens seja não superior a 15 metros, serão representadas apenas por um traço, 
colapsando a área para linha. 
 
O método de Strahler associa a rede hidrográfica a uma árvore com ramos e folhas em 
que o rio principal da rede hidrográfica é o tronco da árvore e os ramos são os afluentes. 
O método de Strahler classifica as linhas de água começando por atribuir o peso 1 a 
todas as folhas da árvore. Quando duas linhas com o mesmo peso se encontram num nó, 
o ramo descendente soma uma unidade ao seu peso, senão o ramo descendente fica com 
o peso do maior ascendente, ver figura 4.4.  
 
Figura 4.4 – Classificação de linhas de água pelo método de Strahler 
 
O método de classificação de Shreve também começa por atribuir o peso 1 a todas as 
folhas da árvore, tendo o ramo descendente um peso igual à soma dos ramos 
ascendentes, ver figura 4.5. 
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Figura 4.5 – Classificação de linhas de água pelo método de Shreve 
 
A classificação das linhas de água representadas na série 25k e, consequente seleção 
para a sua representação na série 50k segue a regra geral utilizada no IGeoE e aplicada 
pelo operador da SCQ (Secção de Controlo de Qualidade) que as seleciona de acordo 
com o estabelecido nas normas de produção cartográfica. Na preparação dos dados é 
necessário que a árvore esteja segmentada nos nós. A metodologia proposta pressupõe a 
identificação prévia da raiz da árvore que consiste no segmento ligação a um curso de 
água, entidade do tipo área. Caso a folha 25k não tenha nenhum curso de água 
representado, então a raiz da árvore será identificada por um operador. A árvore é 
posteriormente construída de forma ascendente, da raiz para as folhas somando o peso 1 
a cada ramo ascendente e identificando cada ramo descendente pelo seu ID (Número 
Identificador), conforme representado na figura 4.6. É importante confirmar que todos 
os segmentos estão ligados, para que a atribuição dos pesos seja a correta, pois a 
classificação posterior depende desta. 
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Figura 4.6 – Atribuição de pesos de forma ascendente 
 
No passo seguinte é atribuído a ordem 3 às folhas com maior peso ascendente, sendo 
atribuída a ordem 3 a todos os segmentos de peso decrescente, ligados aos já 
classificados, até prefazer um comprimento total predefinido. Quando o comprimento 
total dos segmentos de ordem 3 ultrapassa o valor predefinido (1 km para a escala 25k) 
tem inicio a atribuição da ordem 2 aos segmentos descendentes. A atribuição da ordem 
2 é feita até que seja atingido um comprimento total predefinido para a ordem 2 (na 
escala 25k o valor é de 5 km). Todos os segmentos restantes serão de classe 1.  
Para os restantes ramos da árvore este processo repete-se até que os ramos encontrem 
outros ramos descendentes, já classificados, terminando aí o processo e passando ao 
seguinte com maior peso ascendente e ainda não classificado. Este processo finaliza 
quando todos os segmentos da árvore estiverem classificados. 
Após esta classificação selecionam-se as folhas, segmentos de 3ª ordem, com o maior 
peso ascendente. Será selecionada aquela que tiver maior comprimento de entre as de 3ª 
ordem. Repete-se este processo para todos os ramos da árvore, até ter toda a árvore 
classificada e selecionadas as folhas a representar. Na figura 4.7, as linhas de água de 3ª 
ordem selecionadas têm o atributo peso, igual a 31 e são designadas por 3ª ordem 50k, 
pois estas serão representadas na série 50k, conjuntamente com as de 1ª e 2ª ordem.   
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Figura 4.7 – Classificação e seleção das Linhas de água a representar na folha, escala 1/50 000 
 
O resultado desta classificação para a folha Nº 309, escala 25k, é o apresentado na 
figura 4.8, reduzindo desta forma o trabalho de operador, que efetua a verificação final. 
Não obstante, o método apresenta alguns problemas, por exemplo junto ao limite da 
folha, a seleção é feita não tendo em conta os segmentos das folhas adjacentes, 
selecionando segmentos não adequados. O algoritmo de classificação de linhas de água 
demora cerca de 18 minutos para processar uma folha 25k. Claro que após esta 
classificação o cartógrafo terá sempre que validar ou alterar parcialmente esta 
classificação, podendo desta forma selecionar ramos que não seriam selecionados pelo 
algoritmo para representar na série 50k. Após esta seleção os cartógrafos poderão, caso 
seja necessário podar a árvore, ou seja ‘cortar’ as pontas das folhas das árvores, linhas 
de água de 3ª ordem selecionadas, em casos muito pontuais em que as pontas das folhas 
se tocam ou estão demasiado próximas, como por exemplo em cumes de montanhas. 
Outro aspeto a ter em consideração é a ligação com as folhas adjacentes, esta tarefa terá 
que ser supervisionada por um operador. Sobre generalização em hidrografia consultar 
(Sen e Gökgöz, 2012). 
Classificação das Linhas de Agua em: 
 1ª-Ordem (1) 
 2ª-Ordem (2) 
 3ª-Ordem (3) 
 3ª-Ordem 50K (31) 
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             3ª Ordem 50K  3ª Ordem   2ª Ordem      1ª Ordem 
Figura 4.8 – Seleção das linhas de água a representar na folha, escala 1/50 000 
 
Os algoritmos de generalização de linhas são baseados num processo de simplificação 
com redução do número de pontos da linha. Esta redução de pontos na representação de 
uma linha, foi um assunto importante no início da era digital devido às limitações de 
processamento e espaço de armazenamento, como forma de reduzir a dimensão em 
bytes das entidades geográficas. Pretende-se com estes algoritmos, uma representação 
da linha original com um mínimo de pontos. Para Li (2007), não há nenhuma mudança 
de escala envolvida nesta operação, ou seja, a linha simplificada é para representação na 
mesma escala. Neste sentido é enganador utilizar estes algoritmos para propósitos de 
generalização ou representação multi-escala. Numa representação cartográfica da linha 
há pontos mais importantes para a sua representação do que outros. Os pontos mais 
importantes, são suficientes para caracterizar a forma do objeto. Por outras palavras, um 
grande número de pontos com menos informação, pode ser removido sem causar grande 
deformação à linha. Estes algoritmos de simplificação usam critérios geométricos de 
redução ou preservação de pontos, podendo ser sequenciais, iterativos ou utilizando 
funções dos parâmetros como critério. 
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Nos algoritmos baseados no número de pontos, o n-ésimo ponto é selecionado sendo os 
restantes apagados. Nestes algoritmos o primeiro e o último ponto são sempre 
preservados. Podemos ver na figura 4.9 o caso da seleção dos terceiros e quartos pontos 
da linha. Outros algoritmos selecionam aleatoriamente os pontos a preservar. 
 
Figura 4.9 – Seleção de pontos pelo algoritmo do N-ésimo ponto 
 
Os algoritmos baseados no comprimento usam um critério que pode ser simples ou 
cumulativo (soma de segmentos). Nestes algoritmos, um ponto pode ser eliminado se a 
distância entre eles for menor que um dado critério distância. No caso cumulativo a 
distância a considerar é igual à soma do comprimento de segmentos consecutivos. A 
distância simples refere-se à distância entre os dois pontos considerados. 
 
Figura 4.10 – Seleção de pontos com a distância como critério 
 
Nos algoritmos baseados no ângulo, são preservados os pontos cujo ângulo for superior 
ao critério dado. 
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Figura 4.11 – Seleção de pontos com o ângulo como critério 
 
O algoritmo de Reumann-Witkam (1974), começa a procura na vizinhança imediata dos 
pontos e avalia secções da linha usando linhas paralelas para definir a região de busca. 
Depois de calcular o declive inicial da região de procura, a linha é processada 
sequencialmente até que um dos lados do corredor de busca intersecta a linha. 
 
Figura 4.12 – O princípio de funcionamento do algoritmo de Reumann-Witkam 
 
Na figura 4.12, a região de procura é recalculada baseada no último ponto de 
intersecção. Um ponto é intersectado onde a linha cruza a banda ou o último ponto de 
input contido no interior da banda é selecionado. O algoritmo continua até à utilização 
do último ponto e o seu arco tangente. Aqui a figura mostra todas as bandas de 
tolerância para a linha original. A linha final simplificada está desenhada com os pontos 
retidos como círculos.     
Algoritmos de partição progressiva baseada na distância perpendicular. Como exemplo 
apresenta-se o algoritmo de Douglas-Peucker, ver figura 4.13. Este algoritmo começa 
por considerar uma linha base, entre o primeiro e o último vértice da linha. 
Posteriormente medem-se todas as distâncias perpendiculares entre os restantes vértices 
e a linha base. A maior distância medida, superior à tolerância, indica o vértice a ser 
preservado, partindo a linha em duas partes. Repete-se este procedimento para as duas 
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partes da linha. E assim sucessivamente até não haver vértices a uma distância superior 
á tolerância dada.  
 
Figura 4.13 – Algoritmo de Douglas-Peucker 
 
Algoritmos de partir e juntar (split and merge) baseados na distância perpendicular. 
Como exemplo deste tipo de algoritmos temos o algoritmo de Ansari-Delp, ver figura 
4.14. Este algoritmo começa por classificar arbitrariamente um conjunto de pontos, 
como pontos críticos. A partir destes pontos são criadas as linhas base e medidas as 
distâncias perpendiculares entre os pontos da linha e estas linhas base. São depois 
selecionados os pontos cujas distâncias são superiores ao critério dado. 
 
Figura 4.14 – O princípio de funcionamento do algoritmo de Ansari-Delp 
 
Algoritmos baseados na área, e.g. algoritmo de Visvalingham-Whyatt. Se a área for 
superior ao critério então o ponto é preservado, ver figura 4.15. As áreas são 
recalculadas após apagar os pontos selecionados. 
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Figura 4.15 – O princípio de funcionamento do algoritmo de Visvalingham-Whyatt 
 
Neste tipo de algoritmos utilizam-se funções matemáticas dos parâmetros geométricos 
dos segmentos, em vez dos próprios parâmetros. Algoritmo baseado no cosseno, como 
exemplo pode-se referir o algoritmo de Rosenfeld e Johnston, ver figura 4.16. Neste 
caso é calculado o cosseno entre os segmentos do ponto i, i+k e i-k. Varia-se k até m, 
número de pontos a ter em consideração. Os pontos com o maior valor do cosseno serão 
preservados, como pontos críticos. 
 
Figura 4.16 – O princípio de funcionamento do algoritmo de Rosenfeld-Johnston 
 
Algoritmo baseado no rácio Distância/Corda, se o quociente 𝑑/𝑆 for superior a um dado 
valor de tolerância, então o ponto é preservado, ver figura 4.17. 
 
Figura 4.17 – O principio de funcionamento do algoritmo baseado no rácio 𝑑/𝑆  
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Algoritmo baseado no rácio comprimento local (LLR – local length ratio), algoritmo de 
Nakos-Mitropoulos, neste caso utiliza-se uma circunferência de raio R e, são 
preservados os pontos cujo rácio seja superior ao valor da tolerância. Dado por: 𝐿/𝑆, em 
que 𝐿 = 2𝑅, ver figura 4.18. 
 
Figura 4.18 – Algoritmo de Nakos-Mitropoulos, usando o rácio L/𝑆  
 
Existem muitos outros algoritmos de generalização de linhas, utilizando outras 
estratégias. Para informação adicional sobre algoritmos e respetiva classificação, ver 
relatório do projeto AGENT, (Shi e Cheung, 2006; Li, 2006, 2007). Apesar do elevado 
número de algoritmos para simplificação de linhas, há questões que é necessário ter em 
consideração quando se recorre a algoritmos para a generalização de linhas:  
• Os pontos preservados são pontos com expressão no terreno? 
• Os pontos críticos estão localizados exatamente sobre a linha? 
• Há conflitos topológicos com as novas linhas, formadas pelos pontos 
selecionados? 
Para responder a estas questões é necessário uma inspeção visual dos resultados. É 
necessário também uma validação geométrica quantitativa e qualitativa, com toda a 
carga de subjetividade inerente. 
Claro que o resultado final das operações de generalização de linhas dependerá do 
conjunto inicial de pontos críticos. Não há garantias de resolução, no sentido de evitar 
as auto-intersecções ou intersecções cruzadas entre as linhas. Pequenos spikes, ou 
saliências, são sempre retidos, deste modo poderá haver uma grande distorção da forma. 
Os pontos selecionados não são necessariamente críticos para a representação da linha. 
A redução de pontos não é um assunto fundamental na representação espacial em multi-
escala (Li, 1993, 2007; Christensen, 1999, 2000). Numa tentativa de melhorar os 
resultados obtidos pela aplicação destes algoritmos, alguns autores propuseram 
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procedimentos geométricos para remover conflitos espaciais: ponto - ponto ou ponto - 
linha (Müller, 1990; Berg et al. 1995, 1998), outros melhoraram o algoritmo de 
Douglas-Peucker (Zhang e Tian, 1997).  
Outras estratégias envolveram a tentativa de tornar os algoritmos auto-adaptáveis. 
Nestes casos os algoritmos separam a linha em troços como pré-processamento, sendo 
depois aplicada uma redução de pontos, com diferentes critérios para diferentes troços. 
De qualquer forma os pontos selecionados dependem sempre do algoritmo aplicado e 
dos parâmetros respetivos. 
 
A suavização de linhas é um processo de filtragem para reduzir as descontinuidades de 
1ª ordem da linha. Esta não está diretamente relacionada com a variação da escala. A 
suavização pode ser efetuada no espaço ou no domínio das frequências. No domínio das 
frequências a ideia é basicamente, reduzir os componentes de altas frequências de uma 
dada linha. Os métodos mais utilizados são a transformação de Fourier e Wavelet. No 
domínio do espaço há duas abordagens mais usadas: médias móveis, pesadas ou não, e 
ajustamento de curvas. Destes ajustamentos podemos distinguir ajustamento por 
mínimos quadrados, ajustamento exato e ajustamento por balanceamento de energia. 
As curvas usadas incluem polinómios, normalmente de 3º grau, curvas de Bézier e 
Splines, a figura 4.19 mostra a linha suavizada com diferentes parâmetros. 
 
Figura 4.19 – Algoritmo de Suavização  
Por norma após a aplicação de algoritmos de simplificação de linhas, segue-se a 
aplicação de algoritmos de suavização de linhas, com o objetivo de reduzir os vértices 
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angulosos, que alteram a forma das linhas nomeadamente curvas de nível. Pretende-se 
desta forma melhorar a legibilidade da carta e torná-la mais agradável, melhorando a 
sua interpretação.  
 
Para a descrição do algoritmo utilizado nesta tese, algoritmo de simplificação e 
suavização de linhas, foi feita uma analogia com a deformação de materiais elásticos, 
aos quais é aplicado um sistema de forças. Considera-se a curva de nível como o limite 
de um corpo elástico bidimensional e isotrópico, sobre o qual atua um sistema de forças. 
Este corpo é deformado de modo a reduzir os máximos relativos, aproximando-os do 
centróide do corpo, e aumentar os mínimos relativos, afastando-os do centróide, ou seja 
ainda, aproximando ambos de uma linha média imaginária que seria o máximo de 
deformação possível, aplicável a este corpo (curva de nível). É como se houvesse por 
parte da curva de nível uma reação à ação efetuada pelo sistema de forças aplicado. A 
reação da curva de nível é notória nos pontos mínimos, visto estes serem os que mais se 
afastam do centróide do corpo, ver figura 4.20.  
A deformação experimentada pelo corpo é contínua e proporcional à tensão aplicada, ou 
seja quanto maior a tensão, maior é a deformação da curva de nível.  
 
   
  Ação das forças aplicadas 
  Reação do corpo 
  Figura 4.20 – Ação e reação da curva de nível ao sistema de forças aplicado 
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Seja uma curva de nível, cuja função é dada por )(xfy = , representada por uma 
sequência de pontos xi, i=1,...n. O processo de generalização da curva de nível é 
realizado em 5 passos sequenciais:  
1. Calculam-se os pontos máximos e mínimos relativos, onde a derivada  0=
dx
df , ou 
mais precisamente onde há mudança no sinal da derivada; Incluindo os pontos (Max e 
Min) e ainda os pontos onde a derivada não está definida. 
2. Entre cada dois pontos consecutivos calculados no ponto 1, calcular o comprimento 
da curva de nível entre estes dois pontos e calcular o ponto médio; (Mj). 
3. Calcular o vector 1, +jjA

, entre dois pontos médios consecutivos ( 11, ++ = jjjj MMA

). 
4. Calcular os vectores iB

, perpendiculares ao vector 1, +jjA

 calculado, entre este e os 
pontos da curva de nível. 
5. De acordo com a tensão a aplicar, reduzir a norma dos vectores iB

 e, calcular as 


















máximos e mínimos; 
b) Cálculo dos vectores iB








c) Exemplo de diferentes tensões aplicadas à curva 
de nível. 
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Este algoritmo foi programado em VB (Visual Basic) para o Geomedia (Intergraph), 
cuja interface se apresenta na figura 4.22. Esta aplicação pode ser utilizada 
interativamente pelo operador, que seleciona a curva de nível a ser generalizada, o valor 
da tensão e o nome da feature class de saída.  
O valor da tensão a aplicar à curva, pode ser escolhido no slider apresentado e 
compreende valores entre 0 e 10. Correspondendo o zero a nenhuma deformação, pois a 
tensão aplicada ao corpo é nula e, a máxima deformação corresponde a 10. O operador 
deve ainda escolher o valor de Kappa, ou seja a menor distância a considerar entre 
pontos máximos e mínimos consecutivos. Este valor depende da razão das escalas 
envolvidas e é selecionado pelo operador baseado no seu conhecimento e experiência. 
Por exemplo, para a generalização da escala 25k para 50k o valor recomendado é 100 
m.  
 
Figura 4.22 – Interface do programa para a generalização das curvas de nível. 
 
Nesta secção avaliamos a performance deste algoritmo, por comparação com dois 
outros algoritmos de simplificação e suavização de linhas e posteriormente com linhas 
generalizadas manualmente. Contudo devem ser efetuadas mais experiências para a 
utilização deste algoritmo noutras escalas e outros temas. 
Como se pode ver nas figuras 4.23 e 4.24, com este algoritmo as linhas não necessitam 
de uma suavização adicional como nos algoritmos tradicionais de simplificação de 
linhas, em que estas apresentam pontos angulosos e bem definidos, tendo esteticamente 
uma forma sem aderência com a realidade. Além disso, os resultados obtidos com os 
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algoritmos tradicionais, demonstram uma grande sensibilidade aos valores dos 
parâmetros de entrada, obtendo por vezes resultados imprevisíveis, ou seja com uma 
pequena variação dos parâmetros os resultados podem ser muito diferentes. Só com uma 




Figura 4.23 – Comparação com o algoritmo de Lang 
 
 
Figura 4.24 – Comparação com o algoritmo de Douglas-Peucker. 
 
Os parâmetros utilizados nos algoritmos de simplificação de linhas aplicam-se à 
totalidade dos pontos da linha, não são ajustados às características locais das linhas. Por 
isso, alguns autores defendem uma segmentação das linhas, aplicando diferentes 
algoritmos e/ou parâmetros aos segmentos resultantes. Estas metodologias de 
segmentação de linhas não estão disponíveis em software comercial, o que dificulta a 
sua utilização. Além disso a comparação de resultados é feita em relação à utilização de 
um número finito de parâmetros, o que se adapta melhor em determinados segmentos da 
Linha original 
Linha generalizada com o algoritmo TLopes 
Linha generalizada com o algoritmo de Lang 
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linha e outros resultam em erros, nalguns casos inadmissíveis. Na figura 4.24 podemos 
ver que nestes segmentos os resultados podem considerar-se admissíveis para a escala 
50k, tanto com a utilização do algoritmo de Douglas-Peucker com o parâmetro 10m ou 
com a utilização do algoritmo aqui apresentado com uma tensão de 2.  
 
Figura 4.25 – Comparação com o algoritmo de Douglas-Peucker. Preto – curva de nível ímpar original escala 25k, 
Vermelho - curva de nível par original escala 25k, Azul - curva de nível generalizada com algoritmo de 
Douglas-Peucker, Verde – curva de nível generalizada com algoritmo TLopes 
 
Na figura 4.25 podemos ver que com os mesmos parâmetros as linhas generalizadas 
com o algoritmo de Douglas-Peucker necessitam de uma suavização adicional. Um dos 
problemas já evidenciados na utilização destes algoritmos é a auto-intersecção, ou seja a 
curva de nível após a aplicação do algoritmo pode intersectar-se a si própria. Outro 
problema é chamado de intersecção cruzada, após a generalização, a curva de nível 
generalizada intersecta outra curva de nível, criando aqui um problema de topologia, 
não admissível. O algoritmo proposto por Lopes (2006) propõe-se solucionar estes 
problemas. Além da comparação de resultados com outros algoritmos de simplificação 
de linhas, foi também efetuada uma comparação com as linhas generalizadas 
manualmente, conforme se pode ver na figura 4.26. Quando se generaliza manualmente 
uma curva de nível a preocupação fundamental é que o resultado seja uma linha que 
represente a curva que se pretende generalizar, adaptada para a escala resultante e não 
altere a percepção que se pretende transmitir, ou seja reduzir os detalhes e não alterar 
significativamente a sua forma.  
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Figura 4.26 – Comparação das linhas generalizadas manualmente com as generalizadas automaticamente com o 
algoritmo TLopes. 
 
Este algoritmo aplica de uma forma expedita, os princípios da deformação à 
generalização de curvas de nível. Além destas comparações com o resultado obtido com 
outros algoritmos em generalização interativa, efetuou-se ainda o MDT (Modelo Digital 
do Terreno) em formato GRID (Grelha regular de pontos), conforme figura 4.27, a 
partir das curvas de nível originais à escala 25k, com um espaçamento de 5 metros.  
 
Figura 4.27 – MDT pixel de 10 metros (classes altimetria) 
Como se pode constatar pela figura 4.28, a curva de nível vectorizada a partir da grid de 
5m, obtida a partir das curvas de nível originais à escala 25k, não coincide exatamente 
Linha original 
Linha generalizada manualmente 
Linhas generalizadas automaticamente 
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com as curvas que lhe deram origem. As curvas são coincidentes na sua generalidade, 










Figura 4.28 – Extratos da folha com curvas de nível originais, escala 25k, de cor vermelha, versus curvas 
vectorizadas grid de 5 metros, cor verde, e vectorizadas após reamostragem para grid 10m cor azul.  
a) e c) incluindo as curvas originais;  
b) e d) apenas com as curvas generalizadas.  
 
Concluímos assim que esta transformação e respetiva vectorização introduz erros, que 
poderão ter consequências na generalização do MDT e posterior vectorização das 
curvas de nível. Também a discretização do MDT em grelhas retangulares introduz 
erros que se irão propagar nas fases posteriores. Efetuou-se uma reamostragem deste 
MDT para um espaçamento de 10 metros e vectorizaram-se as curvas de nível a partir 
deste MDT generalizado. 
Estes resultados dependem do declive do terreno, pois passamos de uma célula com 
tamanho de 10 metros para uma de 20 metros. Os resultados da reamostragem 
dependerão das características do terreno envolvido, nomeadamente o seu declive, que 
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afetarão diretamente as curvas de nível vectorizadas a partir deste MDT generalizado. 
Conforme podemos ver nas figuras seguintes as diferenças entre as curvas de nível 




Figura 4.29 – Extratos da folha com curvas de nível originais, escala 25k, de cor azul, versus curvas vectorizadas, 
após reamostragem, de cor vermelha, generalizadas para a escala 50k. 
 
Figura 4.30 – Comparação entre curvas generalizadas manualmente a vermelho; vectorizadas após reamostragem 
da grid para 10m a azul, e verde generalizadas com o algoritmo TLopes. 
Como podemos ver nas figuras 4.29 e 4.30, a generalidade das linhas apresentam um 
resultado aceitável, havendo no entanto partes de algumas linhas com problemas 
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topológicos. Estas situações demonstram que ainda não é completamente dispensável o 
trabalho final de edição por parte do operador. Na figura 4.30 comparam-se as curvas 
generalizadas manualmente, representadas a vermelho, com as obtidas por vectorização 
do MDT generalizado, a azul e, onde são mostradas também as curvas generalizadas 
com o algoritmo aqui apresentado a verde. Podemos ver que há problemas topológicos 




Figura 4.31  
– Comparação entre as curvas de nível : Vermelho –
original na escala 25k, Verde – Generalizadas semi-
automaticamente com o algoritmo de Douglas Peucker 




Conforme podemos ver na figura 4.31, a utilização do algoritmo de Douglas-Peucker na 
simplificação destas curvas de nível seguido de uma suavização recorrendo a uma spline 
é admissível, tal como o resultado alcançado com o algoritmo aqui proposto. Este 
resultado é obtido em grande parte da área das folhas da 25k do IGeoE a generalizar, 
envolvendo algum trabalho manual para a sua finalização. Na figura 4.32 efetua-se a 
comparação entre as curvas generalizadas manualmente e generalizadas com o 
algoritmo TLopes, podemos verificar que o resultado é admissível na generalidade da 
folha.  
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Figura 4.32 – Comparação das curvas generalizadas manualmente a vermelho e com o algoritmo TLopes a verde 
 
É necessário efetuar mais experiências com outras folhas, outras escalas e outro tipo de 
morfologia do terreno para que possamos conhecer o valor a adotar para o caso da 
generalização da 25k para a 50k.   
Embora as técnicas estatísticas fossem preferíveis para análise de resultados, nesta tese 
e porque se trata de dados geoespaciais foi também privilegiada a interpretação humana, 
uma vez que o que está em jogo é a representação cartográfica destes objetos, ou seja 
cumprir o objetivo da Base de Dados de médias escalas, que é no fundo atualizar e 
imprimir mapas nas escalas 25k e 50k. Compararam-se as curvas assim generalizadas 
com as correspondentes manuais, sendo as diferenças consideradas aceitáveis, segundo 
os padrões cartográficos de generalização manual, conforme mostrado nas figuras 
anteriores.  
O algoritmo apresentado por TLopes apresenta algumas vantagens na sua utilização. Em 
primeiro lugar necessita de um único parâmetro para a sua utilização, sendo intuitiva a 
sua escolha, após uma análise geral da linha pelo operador. A curva de nível resultante 
mantém o essencial da sua forma atenuando os máximos e mínimos relativos. Os 
vértices resultantes não apresentam ângulos proeminentes, como os resultantes de 
algoritmos de simplificação com eliminação de pontos da linha. O resultado da sua 
utilização é previsível podendo o operador cartógrafo antever problemas e ter uma ideia 
muito clara do resultado antes da utilização do algoritmo.    







A generalização em qualquer NMA é efetuada, hoje em dia, de uma forma 
semiautomática, englobando duas ou mais séries cartográficas e abrangendo diversas 
escalas. Com esta abordagem obtemos uma simbiose homem/máquina, para efetuar uma 
tarefa onde, temos por um lado o conhecimento processual e cartográfico do lado do 
cartógrafo e os automatismos do lado da máquina. Por este motivo é necessário que o 
cartógrafo tenha muita experiência, seja um profundo conhecedor das regras 
cartográficas e no emprego dos algoritmos de generalização, antevendo possíveis 
resultados e problemas. Só detendo este nível de conhecimento e experiência se poderão 
obter bons níveis de execução e rentabilidade. 
Pretende-se com este trabalho adquirir e utilizar, parte deste conhecimento, detido pelos 
cartógrafos e utilizá-lo na generalização de curvas de nível. Para tal é proposta uma 
metodologia, adaptada para o problema específico da generalização de curvas de nível 
da série 25k, para a série 50k. Contudo, esta metodologia poderá analogamente ser 
utilizada para outras escalas, ou mesmo até a outros temas da cartografia, utilizando 
outros algoritmos ou cadeias de algoritmos e respetivos parâmetros.   
Este capítulo inicia-se com a apresentação da abordagem usada na generalização das 
curvas de nível. Seguindo-se a sua caracterização numérica e utilização da Inteligência 
Artificial, para o cálculo da tensão a aplicar no algoritmo de generalização. Incluindo 
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aqui a apresentação do treino e respetivos resultados. Nos pontos seguintes é efetuada a 
validação da metodologia e testes de sensibilidade ao modelo. Após a generalização das 
curvas de nível, pontos de cota e linhas de água é apresentada uma estratégia para a 
contextualização destes temas. Finalmente faz-se uma análise comparativa com outros 
métodos de generalização de curvas de nível, propostos por outros autores. 
 
 
O método proposto para generalização de curvas de nível consiste na utilização de um 
algoritmo de generalização de linhas e na determinação automática dos parâmetros a 
utilizar no algoritmo em função das características da linha, com recurso a técnicas de 
inteligência artificial. Para o efeito são usadas duas bases de dados, uma base de dados 
geográficos com as curvas de nível e uma base de dados do conhecimento, que 
armazena as regras cartográficas utilizadas e as prioridades das entidades cartográficas, 
para efeitos de generalização (figura 5.1). O primeiro passo do método consiste na 
generalização modelo, no qual são selecionadas as linhas, a partir da base de dados 
geográficos, a serem representadas na escala 50k. Num segundo passo é feita a 
caracterização numérica das curvas de nível, incluindo o cálculo da dimensão fractal, 
angularidade, média do comprimento dos segmentos, número de pontos. Os valores 
calculados são então registados nos atributos das linhas respetivas.   
 
 
Figura 5.1 – Esquema geral da metodologia aplicada 
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Num terceiro passo, as curvas de nível são generalizadas com um algoritmo de 
generalização de linhas, com parametrização calculada previamente com os métodos de 
inteligência artificial e preservados na base de dados do conhecimento. O algoritmo de 
generalização de linhas deverá ser paramétrico, ou seja a simplificação ou suavização da 
linha é feita com base em um ou mais parâmetros. Sem perda de generalidade nesta tese 
foi usado o algoritmo TLopes (Lopes, 2006). Por último as curvas generalizadas são 
contextualizadas com os temas hidrografia e pontos cotados, com resolução automática 
de conflitos. O parâmetro a usar no algoritmo de generalização é determinado 
recorrendo aos métodos de IA, previamente treinados com uma amostra de curvas de 
nível. O método proposto será descrito em detalhe nas próximas secções. 
 
 
Em primeiro lugar é efetuada a generalização modelo na qual são selecionadas as curvas 
de nível com cotas múltiplas de 20 metros, valor da equidistância natural. São ainda 
eliminadas as curvas de nível que definem cabeços, “curvas de nível fechadas”, com 
comprimento inferior a 150 metros tal como os pontos cotados no seu interior, como 
especificado nas normas, excetuando-se aqui o caso dos Vértices Geodésicos.  O tema 
altimetria compreende, para além das curvas de nível, os vértices geodésicos e os pontos 
cotados, conforme mostrado na figura 5.2. É necessário que o modelo conceptual tenha 
em conta estes objetos e o seu relacionamento.  
 
 
Figura 5.2 – Classes do tema altimetria 
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Após a criação das classes de objetos é necessário criar as respetivas instâncias, ou seja 
efetuar o carregamento da BDG e, calcular os atributos para cada uma, para tal recorreu-
se à aplicação desenvolvida em ArcObjects, para o efeito. 
O conjunto de atributos das linhas a calcular pela aplicação inclui: 
• Dimensão Fractal; 
• Número de vértices; 
• Comprimento total da linha; 
• Média do comprimento dos segmentos; 




Para o cálculo da dimensão fractal utilizou-se o método da contagem das caixas. O 
método da contagem das caixas baseia-se na discretização de uma linha usando várias 
resoluções. Para calcular esta dimensão, coloca-se inicialmente uma grelha regular de 
dimensões s sobre a entidade e contam-se o número de caixas da grelha que são 
intersectadas pela entidade, N. O número N dependerá da escolha de s, 
consequentemente escreve-se N(s). Muda-se s para tamanhos progressivamente menores 
e contam-se os números correspondentes N(s). Em seguida faz-se um diagrama log/log, 
mais precisamente, um diagrama log N(s)/ log(1/s).  
Para efeitos de programação é conveniente considerar uma sequência de grelhas onde o 
seu tamanho é reduzido sucessivamente por um factor de redução de 1/2. Desta forma 
cada caixa da grelha é subdividida em quatro caixas cada uma de lado igual a metade do 
tamanho do lado da grelha anterior. Quando um fractal é calculado usando a contagem 
das caixas com estas grelhas chegamos a uma sequência de contagens N(2-k), com k = 
0,1,2,... Convencionando que s = 20 = 1 para a grelha maior, ver figura 5.3 e os passos 
respetivos para o cálculo da dimensão fractal.  
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Cálculo do ik +1 Passo 
Figura 5.3 – Passos para o cálculo da Dimensão Fractal de uma curva de nível 
 
O declive da linha recta ajustada no diagrama correspondente log/log é dado por 
(Peitgen, 1992) :  
























onde no termo da direita se usam logaritmos de base 2, enquanto o termo da esquerda 
resulta para qualquer base. O resultado é assim o logaritmo de base 2 do factor por que a 
contagem das caixas aumenta de uma grelha à seguinte. Este declive é uma estimativa 
para a dimensão fractal da “contagem das caixas”. Ou seja, se o número das caixas 
contadas aumentar por um factor de 2D quando o tamanho do lado da caixa é dividido 
ao meio, então a dimensão fractal é igual a D. 
(5.1) 
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A dimensão fractal descreve a complexidade da linha, pois dá uma ideia de como a 
linha preenche o plano ou seja quanto mais complexa, maior a sua dimensão fractal, ver 
tabela 5.1. 
Tabela 5.1 – Parâmetros característicos e sua descrição 
Parâmetro Descrição Referência 
Dimensão fractal 
(varia entre 1e 2, para uma 
curva no plano) 
Mandelbrot definiu fractal como - um 
sistema organizado para o qual a 
dimensão de Hausdorff-Besicovitch 
excede estritamente a dimensão 
topológica (número inteiro que 
caracteriza a geometria de um objeto 
euclidiano – por exemplo: zero para 




(varia entre 0 e 𝜋 2⁄ ) 
Média dos ângulos entre segmentos 
consecutivos. (considera-se o menor 
ângulo, entre um segmento e o 




Número de vértices Número total de vértices da linha. (McMaster, 1986). 
Comprimento da linha 
 
Comprimento total da linha, soma do 
comprimento de todos os segmentos 
que a compõem. 
(McMaster, 1986). 
Média do comprimento dos 
segmentos 
Média do comprimento da totalidade 
dos segmentos de uma linha. 
(Jasinski, 1990). 
Desvio padrão do 
comprimento dos segmentos 
 
Desvio padrão da totalidade dos 
segmentos de uma linha. 
(Jasinski, 1990). 
Altitude das curvas de nível Cota de cada curva de nível.  
 
 
Após a seleção das curvas de nível a representar na série 50k, é necessário generalizá-
las e para isso recorreu-se ao algoritmo TLopes (Lopes, 2006), para o qual necessitamos 
definir para cada curva de nível o valor de tensão a aplicar, em função das 
características geométricas da curva. Esta dependência dos algoritmos, a utilizar na 
generalização de entidades, das respetivas características geométricas, foi observado por 
diversos autores como (Bernhardt, 1992; Balboa e López, 2008; Plazanet et al. 1998), 
embora utilizando outras técnicas e outros algoritmos. Pretende-se com a metodologia 
proposta, que a escolha do valor da tensão, passe a ser efetuada de forma inteligente 
como função das características da linha usando para o efeito algoritmos de inteligência 
artificial. São usados três métodos de IA na estimativa do valor da tensão, os seus 
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outputs são depois comparados e analisados por um agente, num leilão, onde é 
escolhido o “melhor” valor para o parâmetro tensão, a utilizar na generalização das 
curvas de nível.  
Para o cálculo da tensão a usar para cada linha, usou-se uma Rede Neuronal, uma 
Árvore de Classificação e Regressão e uma Árvore de Decisão, recorrendo ao algoritmo 
C5, de modo a predizer o parâmetro tensão, usado no algoritmo de generalização de 
curvas de nível. Para qualquer destes métodos de IA, utilizaram-se os atributos da linha, 
já mencionados, como input, para obter o valor da tensão, como output (fig. 5.4). 
Como descrito anteriormente, é necessário treinar a rede neuronal e construir as árvores 
de decisão e classificação e regressão, com dados representativos do conjunto que se 
pretende generalizar. Para o treino da rede neuronal e construção das árvores de decisão 
e de classificação e regressão, é necessário previamente obter os atributos 
caracterizadores das curvas de nível, assim como os valores da tensão selecionados por 
um operador experiente, fig. 5.5a) e b). Após o treino o classificador determina o valor 
da tensão a utilizar na generalização das diferentes curvas de nível.  
 
Figura 5.4 – Fases do treino 
 
Após a aprendizagem e para os novos casos, os atributos característicos das curvas de 
nível são conectados à rede neuronal, à árvore de classificação e regressão e árvore de 
decisão que, com os parâmetros previamente refinados durante o processo de 
aprendizagem, produzem como saída um valor de tensão a utilizar no algoritmo de 
generalização, ver figura 5.5 d1) d2) e d3), (NN-Rede Neuronal, C&R-Árvore de 
Classificação e Regressão, C5-Árvore de Decisão recorrendo ao algoritmo C5). 
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Neste caso foi utilizada uma Rede Neuronal multicamada. Foram testadas várias redes 
para decidir sobre o número de camadas escondidas, após estas experiências concluiu-se 
que para este processo e com estes dados, os melhores resultados foram alcançados com 
3 camadas intermédias escondidas. A camada de entrada integra 7 unidades, uma por 
cada atributo numérico caracterizador da curva de nível. Na camada de saída é 
apresentado o valor do parâmetro (tensão) a utilizar no algoritmo, ver figura 5.5 d1). 
Para função de ativação utilizou-se uma sigmoide de 0.5. 
 
 
Figura 5.5 – Projeto Geral de atividades de Inteligência Artificial  
Os resultados destes três métodos são combinados num nó, onde um agente é 
responsável por um “leilão”, de modo a que o valor de tensão selecionado seja o 
“melhor” dos resultantes dos três métodos. Este agente combina dois ou mais Outputs 
para obter predições mais precisas, que as dadas por cada método individualmente. 
Combinando predições de múltiplos métodos, as limitações destes métodos individuais 
podem ser corrigidas ou atenuadas, tendo como resultado final uma precisão superior, 
a) ENTRADA 
b) Definição das Variáveis 
c1) NN  c2) C&R  c3) C5 
d1) Saída da NN  d2) Saída da C&R  d3) Saída da C5 
e) Agente 
f) SAÍDA 
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ver figura 5.5e). Na combinação destes métodos obtém-se um resultado, pelo menos tão 
bom como o melhor dos métodos individuais, sendo frequentemente melhor. Baseado 
nos atributos das curvas de nível, foi possível predizer o valor da tensão a usar no 
algoritmo de generalização, ver figura 5.5f), libertando o cartógrafo desta tarefa. 
É necessário que se tenha a noção que embora o valor seja ‘o melhor’, tal não dispensa a 
necessidade de avaliação efetuada por um cartógrafo. Pois sempre que se utiliza um 
algoritmo para generalizar, poderemos ter um bom resultado em grande parte da linha e, 
ter outra parte da linha em que o resultado alcançado não seja aceitável. 
Depois do treino e validação é possível tirar partido, da rede neuronal treinada para 
estes casos e, das árvores de decisão e de classificação e regressão de forma a 
generalizar as curvas de nível das restantes folhas da série 25k, para serem 
representadas na série 50k, ver figura 5.6. 
 
Figura 5.6 – Generalização das Curvas de Nível 
  
Os atributos caracterizadores das curvas de nível são lidos a partir da BDG e utilizados 
como entrada dos métodos de IA. Com base nestes atributos é calculado o valor da 
tensão a aplicar à linha. O algoritmo de generalização é depois chamado para efetuar a 
generalização da linha com o valor da tensão obtido previamente, conforme figura 5.6.     
 
 
Efetuaram-se duas experiências com mapas da série 25k do IGeoE (Instituto Geográfico 
do Exército), com o objetivo de generalizar as curvas de nível destes mapas para a 
escala 50k. Os resultados foram posteriormente comparados com a generalização 
manual. Foram usadas as curvas de nível da folha Nº 309 da série 25k, num total de 249 
linhas, para construção do modelo e treino dos métodos de IA. A folha Nº 50 foi 
utilizada para a validação do método, utilizaram-se ainda 4 folhas para os testes de 
sensibilidade, generalizadas por 4 operadores e finalmente a folha Nº 279 foi 
generalizada também por 4 operadores, ver figura 5.7. 
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Figura 5.7 – Esquema geral das atividades de treino, validação e testes 
 
O sistema necessita de ser treinado com dados reais. Para isso um operador experiente 
selecionou a tensão óptima, a usar no algoritmo de generalização de linhas, a ser 
aplicada para cada curva de nível, de modo a ser generalizada da escala 25k para a 
escala 50k. Foram processados dois conjuntos de curvas de nível: o primeiro para 
treinar os classificadores e o segundo para avaliar a qualidade do processo de 
generalização.  
 
Tabela 5.2 – Estatística da caracterização de linhas 
Parâmetro Min Max Mediana Média 
Dimensão Fractal 1.049 1.577 1.361 1.351 
Número de vértices 10 11339 77 475 
Comprimento da linha (m) 50.7 107383.5 700.8 4575.1 
Angularidade (grau) 5.2 34.0 9.6 10.0 
Média do comprimento dos  
segmentos (m) 
4.9 13.4 8.8 9.0 
Desvio padrão dos segmentos (m) 4.1 698.1 48.1 86.9 
Altitude das curvas de nível (m) 100 500 240 265 
 
As curvas de nível utilizadas no processo de aprendizagem englobam um grande 
conjunto de formas, como se pode ver na tabela 5.2, a sua dimensão fractal varia de 
1.049 a 1.577, o que significa que a sua sinuosidade vai desde o quase plano até ao 
muito sinuoso, o número de vértices varia entre 10 e 11339 conjugado com o 
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comprimento da linha, média do comprimento dos seus segmentos e respetivo desvio 
padrão é indicativo da sua complexidade, resultando num conjunto de linhas abrangente 
e demonstrativo como podemos ver na figura 5.8. 
Um operador procedeu à generalização das curvas de nível usando para o efeito o 
algoritmo TLopes. Deste modo foi atribuído a cada curva de nível um valor para a 
tensão a usar no algoritmo. Para cada curva e implicitamente para cada conjunto de 
características de uma linha, foi estabelecida a correspondência com um valor de tensão. 
Este conjunto de valores é usado para treinar o classificador. Neste caso foi usado para 
treinar 3 classificadores: C&R, C5 e Rede neuronal. Na tabela 5.3 é apresentada o peso 
normalizado de cada uma das características da linha no processo de estimação da 
tensão a aplicar à linha, determinado por cada classificador.  
 
Tabela 5.3 – Importância das variáveis no processo de classificação 
Variáveis C&R C5 Rede Neuronal 
Dimensão Fractal 0.642 0.697 0.314 
Número de vértices 0.000 0.012 0.104 
Comprimento da linha 0.008 0.000 0.117 
Angularidade 0.083 0.115 0.109 
Média do comprimento dos  
segmentos  0.243 0.041 0.198 
Desvio padrão dos segmentos 0.008 0.093 0.069 
Altitude das curvas de nível 0.017 0.042 0.090 
 
Analisando a tabela 5.3 podemos constatar que para qualquer dos métodos, a dimensão 
fractal é aquela que apresenta a maior importância para a classificação, em contraste 
com o número de vértices e o comprimento da linha que não influenciam grandemente 
esta classificação. 
Os parâmetros estimados pelos classificadores e selecionados pelo agente, foram 
aplicados à folha 309 da série 25k, com os quais se generalizaram as respetivas curvas 
de nível. A figura 5.8 representa as curvas de nível originais da folha 309, na escala 25k, 
utilizada na aprendizagem dos métodos de IA. Conforme podemos ver estas apresentam 
uma grande variedade de formas.  
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Na figura 5.9 representam-se extratos desta folha, onde podemos ver a comparação 
entre as curvas de nível originais na escala 25k e generalizadas na escala 50k. 
Figura 5.8 – Curvas de nível, da folha 309 à escala 25k 
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Figura 5.9b – Extrato das curvas de nível, da folha 309 à escala 25k, a vermelho curvas generalizadas, a preto 
curvas originais 
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Figura 5.9d – Extrato das curvas de nível, da folha 309 à escala 25k, a vermelho curvas generalizadas, a preto 
curvas originais 
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A avaliação da qualidade foi efetuada a três níveis: comparação visual das curvas de 
nível generalizadas com o método proposto nesta tese e as curvas generalizadas 
manualmente, comparação dos valores de tensão gerados pela técnica e os valores de 
tensão sugeridos por um operador e por fim controlo de qualidade efetuado na SCQ 
(Secção de Controlo de Qualidade) do IGeoE.   
A qualidade do resultado, foi testada por comparação entre as curvas resultantes do 
método proposto e as curvas resultantes da generalização efetuada por um cartógrafo 
experiente. Para validação do processo foram usadas 292 curvas de nível da folha Nº50 
com base nas quais se compararam os valores de tensão estimados e os valores de 
tensão escolhidos por um operador. As colunas representam a tensão indicada pelo 
cartógrafo e as linhas correspondem à tensão estimada pelo algoritmo. Analisou-se 
separadamente a Rede Neuronal (tabela 5.4), a árvore de decisão com o algoritmo C5 
(tabela 5.5), a árvore de classificação e regressão (tabela 5.6) e após a utilização do 
agente (tabela 5.7).  
 




Pc – Percentagem de concordância 67% 
 
Tabela 5.5 - Matriz de confusão para a Árvore C5. 
 
Operador/Árvore de decisão C5 
 
Pc – Percentagem de concordância 63% 
Tabela 5.6 - Matriz de confusão para a Árvore C&R 
 
Operador/ Árvore C&R 
 
Pc – Percentagem de concordância 64% 
 




Pc – Percentagem de concordância 81% 
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Na análise destas matrizes podemos verificar que os valores se distribuem em torno da 
sua diagonal principal, significando haver concordância relativa entre as tensões 
propostas pelo operador e as calculadas pelos métodos de IA. As maiores tensões não 
são usadas, nem pelo operador nem pelos métodos de IA, pelo que para o rácio destas 
escalas a deformação das linhas não deve ser muito elevada. Com a utilização do agente 
obtemos um ganho considerável na predição do valor da tensão a usar, quando 
combinamos os três métodos. 
A percentagem de concordância aumenta significativamente com a utilização do agente, 
obtendo um valor de 81%. Considerando que a diferença na deformação das linhas não 
é excessivo para valores de tensão próximos, então o número de curvas de nível 
aceitáveis poderá ser superior. No entanto em algumas linhas o desvio poderá ser apenas 
parcialmente aceitável, pelo que é necessário a supervisão de um operador cartógrafo. 
Na figura 5.10 apresentam-se as curvas de nível da folha Nº 50 generalizadas com a 
metodologia proposta, utilizada para validação. Como se pode constatar grande parte 
das curvas são admissíveis necessitando de pouco trabalho de operador.  
 
Figura 5.10 – Resultados da metodologia aplicada a curvas de nível da folha 50 
A figura 5.11 apresenta extratos das folhas cujas curvas de nível foram generalizadas 
com a metodologia aqui apresentada. Podemos verificar que as curvas de nível são 
adequadas para a representação na escala 50k.   
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Figura 5.11 – Resultados da metodologia aplicada a curvas de nível, extratos das folhas utilizadas 
 
 
Esta validação foi efetuada na Secção de Controlo de Qualidade do IGeoE, onde as 
folhas, generalizadas com a metodologia apresentada, foram submetidas ao processo de 
controlo de qualidade. A validação quantitativa é notoriamente insuficiente para estes 
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casos de cartografia, pois mesmo apresentando valores da tensão a utilizar, 
concordantes entre o método aqui apresentado e os valores propostos pelos operadores, 
é necessário verificar se as regras cartográficas não foram comprometidas, assim como 
a topologia ou mesmo a legibilidade do produto final. Todos estes aspetos devem ser 
tidos em conta.  
Apenas com uma visualização da representação dos dados por um operador cartógrafo, 
esta avaliação é possível, não podemos dispensar esta avaliação qualitativa sob o risco 
de obter um mapa não legível ou em condições de utilização muito insipientes. Foi 
ainda pedido aos operadores da SCQ que enunciassem três pontos fortes e três pontos 
fracos desta metodologia e respetivos resultados, o resultado é resumido nos pontos 
seguintes. 
Pontos fracos e a melhorar: 
• A tensão não deveria ser aplicada igualmente a toda a linha, mas deveria ser 
aplicada diferentemente a determinados troços da linha, conforme a 
rugosidade da linha.  
• O algoritmo apresenta comportamentos diferentes para locais aparentemente 
iguais das linhas.  
• As linhas de água não estão centradas com as inflexões das curvas de nível. 
• Deve permitir a eliminação de um maior número de vértices. 
• Em alguns casos a tensão máxima deforma a linha não ficando reconhecível. 
• Pormenores assinalados pela secção de controlo de qualidade, curvas de 
nível muito próximas das linhas de água, ver figura 5.12.   
• Algumas inflexões apresentam um aspeto muito anguloso, ver figura 5.12. 
• Não tem em conta alguns pormenores cartográficos que pode levar a erros. 
• Na generalização da 25k para a 50k algumas inflexões deveriam 
simplesmente deixar de existir, visto não serem representativas à nova 
escala, ver figura 5.12. 
• Verifica-se que as curvas de nível ficam com muitos vértices quando a 
tensão é maior. 
• A tensão máxima em alguns casos pode levar a uma alteração do traçado da 
linha de água ou retirar importância à mesma. 
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As curvas de nível nestes locais têm reentrâncias não 
representáveis à escala 1/50k; deviam ser mais 
adoçadas  
 
Estes vértices nas pontas, deviam ser mais adoçados 
Figura 5.12 – Erros apontados pelos operadores da Secção de Controlo de Qualidade 
 
Pontos fortes: 
• Altimetria harmoniosa de acordo com a escala. 
• Fácil e prático para o operador, com poucas intervenções no processo. 
• Facilidade de alteração do valor da tensão a aplicar, e modificar pelo 
operador caso assim o entenda. 
• Quando a curva de nível original tiver muitas e pequenas variações pode-se 
aplicar a tensão máxima, pois os vértices não são visíveis.  
• O resultado final requer poucas alterações efetuadas pelo operador. 
• Igualdade de critérios para as folhas adjacentes, o que não se verifica 
quando as folhas são generalizadas por diferentes operadores cartógrafos. 
• Não cria problemas topológicos, nomeadamente com os pontos de cota e 
vértices geodésicos.   
Os mapas resultantes foram comparados com os manualmente generalizados. Estes 
resultados revelam que apesar de haver algumas diferenças entre as curvas de nível, o 
resultado é admissível. O trabalho final de operador neste tema é reduzido, havendo um 
ganho efetivo em meios e tempo.  
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Para testar o modelo de uma forma mais robusta, efetuaram-se generalizações da 
altimetria de folhas de zonas morfologicamente diferentes, folha Nº50 do norte do país, 
folha Nº279 e Nº453 do centro e folha Nº601 do sul. Após a generalização as folhas 
foram submetidas a testes de validação qualitativos, efetuados por diversos operadores 
cartógrafos. O tempo de operador gasto em média por folha em generalização manual 
de curvas de nível, é de 35 horas, com esta metodologia pode ser reduzido para cerca de 
3 a 4 horas. Apesar de haver a avaliação e correções finais a realizar pelo operador. Na 
figura 5.13 são apresentadas as curvas de nível da carta 50k generalizadas com os 
parâmetros preditos pelas técnicas apresentadas.  
A sensibilidade do modelo foi testada em duas fases. Numa primeira fase, utilizaram-se 
4 folhas da série 25k e 4 operadores cartógrafos utilizaram o algoritmo apresentado, 
generalizando as curvas de nível de uma folha diferente da utilizada na aprendizagem 
dos métodos de IA. O resultado destas generalizações foi comparado com as 
correspondentes folhas da série M782, escala 50k. Foi ainda efetuada uma validação 
qualitativa, ver ponto 5.6.1. 
Numa segunda fase deste teste além das folhas anteriores, quatro operadores cartógrafos 
generalizaram, independentemente, a folha Nº 279, num total de 255 curvas de nível. Na 
figura 5.14 são apresentados os histogramas do valor da tensão selecionado por cada 
operador. Da análise dos histogramas da figura 5.14, podemos ver que os operadores 
não concordam entre si, no valor da tensão a utilizar, para alguns casos. No entanto, 
para o primeiro conjunto de linhas, embora os operadores utilizem diferentes valores de 
tensão, concordam entre si na aplicação do mesmo valor de tensão neste primeiro grupo 
de linhas. Nota-se ainda que o operador 4 utiliza a tensão máxima numa série de linhas, 
preferindo utilizar as tensões mais elevadas, havendo uma maior discordância entre este 
operador e os restantes, o operador 3 utiliza o valor de tensão 0 em algumas linhas, não 
sendo muito utilizado pelos restantes. Contudo o operador 1 utiliza o valor de tensão 0 
nas primeiras curvas, não o voltando a utilizar, nas restantes. O operador 2 utiliza 
basicamente 2 valores de tensão, a tensão 4 e a tensão 8, para toda a folha, com exceção 
de algumas linhas. Os operadores 1 e 2 apresentam também algumas discordâncias, mas 
menores, concordando numa grande parte do conjunto de linhas. 
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Figura 5.13 – Curvas de nível e linhas de água generalizadas para a escala 1/50 000 
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Figura 5.14 – Histogramas com os valores da tensão utilizada pelos quatro operadores (Op1, Op2, Op3 e Op4) para 
uma mesma folha (N. 279) 
Estas constatações estão de acordo com o que alguns autores já tinham observado, ver 
Capítulo 3 desta tese, por um lado existem várias soluções possíveis e admissíveis, por 
outro o conhecimento dos cartógrafos não apresenta um padrão, ou seja não existe 
consenso. Este facto torna mais complexa a utilização e treino dos classificadores em 
generalização. Por este motivo optou-se por voltar a treinar a rede Neuronal e construir 
as Árvores de Decisão e Classificação e Regressão com os valores de tensão médios 
destes operadores e nalguns casos justificados, os valores específicos da escolha de um 
ou outro operador cartógrafo, como por exemplo quando aplicado um valor de tensão 
baixo pelo facto da curva de nível ter um comprimento e sinuosidade pequenos. 
Estas constatações indicam-nos que devemos refinar os métodos de IA, com o 
aparecimento de novos casos que serão acrescentados ás tabelas de treino, contribuindo 
desta forma para que este número de casos discrepantes, vá sendo cada vez menor e a 
sua eficácia vá aumentando. Caso a aplicação o permita, podem treinar-se os 
classificadores acrescentando ao histórico, da aprendizagem já efetuada, os novos casos, 
poupando assim recursos e tempo de processamento.  
Após a generalização da folha Nº 279, recorrendo à metodologia apresentada, 
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Inteligência Artificial, cujos resultados se resumem nas matrizes de confusão das tabelas 
5.8, 5.9, 5.10 e 5.11. 




Pc – Percentagem de concordância 74% 
 
Tabela 5.9 - Matriz de confusão para a Árvore C5. 
 
Operadores/Árvore de decisão C5 
 
Pc – Percentagem de concordância 70% 
 
Tabela 5.10 - Matriz de confusão para a Árvore C&R 
 
Operadores/ Árvore C&R 
 
Pc – Percentagem de concordância 65% 
 




Pc – Percentagem de concordância 78% 
 
Foram generalizadas as folhas 50, 453 e 601 com a metodologia aqui apresentada, 
utilizando este resultado. Este segundo teste, concorda com o primeiro onde a utilização 
do Agente melhora os resultados dos 3 métodos utilizados. A Rede Neuronal continua a 
ter um melhor desempenho que as árvores de decisão e de classificação e regressão. 
Foram efetuados testes qualitativos a todas as folhas e ambos qualitativos e 
quantitativos à folha 279 cujos resultados se apresentam no ponto seguinte.  
 
 
Para a validação quantitativa, calcularam-se diversas medidas das curvas de nível e 
compararam-se entre si os valores das curvas homólogas. Utilizaram-se nesta 
comparação algumas medidas não utilizadas na caracterização numérica das linhas, 
como a medida da área ocupada pela curva de nível, a diferença das áreas envolvidas e a 
área diferença, comparou-se ainda a razão entre o comprimento e a raiz quadrada da 
área. Utilizaram-se neste estudo folhas da série 25k do IGeoE, por conseguinte algumas 
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curvas de nível são interrompidas nos limites da folha. Nestes casos optou-se por 
considerar a área formada pela curva de nível e o limite da folha 25k. Os resultados da 
comparação entre os dados da série 25k e 50k, são apresentados na tabela 5.12, onde o 
valor das áreas é dado em metros quadrados e o comprimento em metros. 
 
Tabela 5.12 – Comparação entre as curvas de nível originais, escala 25k, e generalizadas manualmente para a 
escala 50k, folha 279 
Curvas 
de Nível 








Min 3.0E+03 0.191E+03 2.62 3.1E+03 0.191E+03 2.63 
Max 73000.0E+03 130.0E+03 32.08 73000E+03 130.0E+03 31.68 
Media 2600.0E+03 7.3E+03 6.02 2650E+03 7.2E+03 5.97 
Mediana 84.7E+03 1.6E+03 5.15 86.8E+03 1.6E+03 5.14 
DesvPad 8720.0E+03 15.0E+03 3.16 8700E+03 15.0E+03 3.12 
Area_25k – Área limitada por uma curva de nível na escala 25k; 
Comp_25k – Comprimento total da curva de nível na escala 25k; 
𝐶𝑜𝑚𝑝 25𝑘
√𝐴𝑟𝑒𝑎
 – Razão entre o comprimento total da curva de nível na escala 25k e a raiz quadrada da sua área; 
Area_50k Manual – Área limitada por uma curva de nível generalizada manualmente, na escala 50k; 
Comp_50k – Comprimento total da curva de nível generalizada manualmente, na escala 50k; 
𝐶𝑜𝑚𝑝 50𝑘
√𝐴𝑟𝑒𝑎




Tabela 5.12a – Diferenças entre as curvas de nível originais, escala 25k, e generalizadas manualmente para a 










Min -23.0E+03 -0.26 0.038E+03 -320.0E+03 
Max 340.0E+03 9.16 120.0E+03 150.0E+03 
Media 1.8E+03 0.08 6.1E+03 4.3E+03 
Mediana 0.058E+03 0.02 1.2E+03 1.3E+03 
DesvPad 21.8E+03 0.58 14.0E+03 25.0E+03 





 – Diferença entre os valores  𝐶𝑜𝑚𝑝 25𝑘
√𝐴𝑟𝑒𝑎
 e 𝐶𝑜𝑚𝑝 50𝑘
√𝐴𝑟𝑒𝑎
; 
Slivers – Área compreendida entre as curvas de nível na escala 25k e a curva de nível respetiva generalizada manualmente na 
escala 50k; 
Slivers-Dif_Area – Diferença entre os valores da área dos Slivers e Dif Area; 
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Da análise das tabelas 5.12 e 5.12a podemos verificar que o valor da área limitada pela 
curva de nível diminui genericamente, da 25k para a 50k, aumentando nalguns casos 
pontuais, principalmente onde o comprimento das linhas é menor e se pretende que as 
mesmas tenham representatividade nas escalas menores, evitando desta forma que 
sejam eliminadas. A área dos slivers, não correspondendo á diferença das áreas 
envolvidas, não apresenta um valor muito elevado, pelo que o afastamento das linhas 
não deve ser muito acentuado. Comparando os valores dados pelo 𝐶𝑜𝑚𝑝 √𝐴𝑟𝑒𝑎⁄ , 
podemos verificar que os valores são semelhantes, sendo inferiores para a série 50k, o 
que concorda com os dados apresentados anteriormente. Também o comprimento das 
linhas diminui com a generalização manual, da escala 25k para 50k. O diferencial entre 
a área dos slivers e a diferença entre as áreas ocupadas pela curva nas escalas 25k e 50k 
não apresentando um padrão, é genericamente positiva, apresentando uma grande 
dispersão.    
 


















Min 3.1E+03 0.191E+03 2.63 2.9E+03 0.1752E+03 2.62 
Max 73000.0E+03 130.0E+03 31.68 73000.0E+03 120.0E+03 29.70 
Media 2650.0E+03 7.2E+03 5.97 2500.0E+03 6.74E+03 5.70 
Mediana 86.8E+03 1.6E+03 5.14 82.0E+03 1.45E+03 4.99 
DesvPad 8700.0E+03 15.0E+03 3.12 8700.0E+03 14.2E+03 2.90 
Area_50k Manual – Área limitada por uma curva de nível generalizada manualmente, na escala 50k; 
Comp_50k Manual – Comprimento total da curva de nível generalizada manualmente, na escala 50k; 
𝐶𝑜𝑚𝑝 50𝑘𝑀
√𝐴𝑟𝑒𝑎
 – Razão entre o comprimento total da curva de nível generalizada manualmente, na escala 50k, e a raiz quadrada da 
sua área; 
Area_Gen Aut – Área limitada por uma curva de nível generalizada automaticamente, na escala 50k; 
Comp_ GenAut – Comprimento total da curva de nível generalizada automaticamente, na escala 50k; 
𝐶𝑜𝑚𝑝 50𝑘𝐺𝑒𝑛
√𝐴𝑟𝑒𝑎
 – Razão entre o comprimento total e a raiz quadrada da área limitada pela curva de nível generalizada 
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Slivers Slivers-Dif Area 
Min -1300.0E+03 -8.45 0.225E+03 0.0024E+03 
Max 84.0E+03 1.99 240.0E+03 1300.0E+03 
Media -2.6E+03 0.24 18.0E+03 20.0E+03 
Mediana 1.5E+03 0.20 4.9E+03 2.3E+03 
DesvPad 86.0E+03 0.64 32.0E+03 94.0E+03 




 – Diferença entre os valores  𝐶𝑜𝑚𝑝 50𝑘
√𝐴𝑟𝑒𝑎
 e 𝐶𝑜𝑚𝑝 50𝑘𝐺𝑒𝑛
√𝐴𝑟𝑒𝑎
; 
Slivers – Área compreendida entre as curvas de nível generalizadas manualmente e automaticamente na escala 50k; 
Slivers-Dif_Area – Diferença entre os valores da área dos Slivers e Dif Area, na escala 50k; 
Comparando as áreas limitadas pelas curvas de nível, generalizadas manualmente e 
automaticamente (tabela 5.13 e 5.13a), podemos constatar que concordam entre si, nos 
seus valores máximos e média respetiva, os valores mínimos apresentam uma pequena 
diferença não muito significativa, devido ao facto do algoritmo não efetuar exageros, 
diminuindo o valor dos comprimentos e das áreas, mesmo das curvas de nível de menor 
comprimento. Verifica-se que a diferença entre os 𝐶𝑜𝑚𝑝 √𝐴𝑟𝑒𝑎⁄  das curvas generalizadas 
manualmente e automaticamente tem de média um valor próximo de 0.2, os valores 
máximo, mínimo e mediana também têm valores baixos na ordem 0.2 ou 0.4, havendo 
concordância entre os valores dados para as curvas de nível generalizadas manualmente 
e as generalizadas automaticamente com este algoritmo, recorrendo a esta metodologia.  
Como podemos verificar nos histogramas da figura 5.15, as linhas têm o mesmo 
comportamento, tendo os menores valores as linhas correspondentes às curvas de nível 
generalizadas automaticamente e os maiores as linhas originais na escala 25k. 
Comparando os histogramas da figura 5.15 a, b e c, podemos verificar que a tendência 
se mantém havendo coerência nos valores da variável 𝐶𝑜𝑚𝑝 √𝐴𝑟𝑒𝑎⁄ . Constata-se que 
cerca de 45% dos elementos estão na 3ª classe, para qualquer dos casos, dados originais 
ou generalizados. As 2ª, 3ª e 4ª classes englobam cerca de 90% dos casos. Para que o 
valor do comprimento da linha seja superior dever-se-á generalizar as curvas de nível 
com valores de tensão inferiores, mas por outro lado o valor da área ocupada pela linha 
poderá ter um comportamento diferente. Contudo os valores de tensão poderão variar de 
operador para operador, obtendo-se também soluções corretas.  
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Figura 5.15 – Histogramas para os valores do 
𝐶𝑜𝑚𝑝 √𝐴𝑟𝑒𝑎⁄  para o conjunto de dados : 
a) Originais, escala 25k 
b) Dados generalizados manualmente 
c) Dados generalizados automaticamente 
Também a dimensão fractal sofre uma diminuição com a generalização (tabela 5.14), 
sendo mais acentuada para o caso da generalização automática, embora não muito 
significativa, concordando com o resultado apresentado por Lopes (2006). As curvas de 
nível desta folha apresentam uma dimensão fractal que varia de 1.1 a 1.65 sendo 
abrangente nas suas formas, a mediana situa-se no 1.37, também a média é 1.36, 
apresentando este conjunto de valores uma distribuição próxima da normal. 
Tabela 5.14 – Comparação entre a dimensão fractal das curvas de nível da folha 25k e 50k, folha 279 
 
25k 50k Dif 50k-25k 
Min 1.11 1.17 -0.12 
Max 1.65 1.56 0.003 
Media 1.36 1.34 -0.013 
Mediana 1.369 1.337 -0.008 
DesvPad 0.08 0.08 0.02 
 
Comparando a área dos slivers entre as curvas de nível na escala 25k e 50k 
generalizadas manual e automaticamente, podemos verificar que a área dos slivers é 
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diminuição do comprimento e da dimensão fractal destas curvas de nível. Podemos 
ainda verificar pelo gráfico da figura 5.16, que se mantém coerentes as áreas dos slivers 
entre a 25k e as 50k generalizadas manual e automaticamente.   
 
Figura 5.16 – Comparação entre os valores dos slivers, para o conjunto de dados originais e os correspondentes, 
generalizados manual e automaticamente. As curvas de nível foram agrupadas em 12 conjuntos, 
representados pelos raios no gráfico. 
Comparando o comprimento das curvas de nível generalizadas manual e 
automaticamente, conforme figura 5.17, podemos verificar que o comprimento das 
linhas generalizadas manualmente é ligeiramente superior ao comprimento das linhas 
generalizadas automaticamente. Podemos ainda constatar que não há grandes 
discrepâncias nas diferenças destes comprimentos, mantendo-se a similaridade das 
barras do gráfico nas diversas classes, ver figura 5.17.  
 
Figura 5.17 – Comparação entre os valores do comprimento, para o conjunto de dados generalizados manualmente 
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Tabela 5.15 – Comparação entre os comprimentos das curvas de nível da folha 25k e 50k generalizadas 
manualmente e automaticamente, folha 279 
 25K 50K Gen manual 50k Gen Autom 
Min 190.7 190.9 175.1 
Max 1.3E+05 1.3E+05 1.2E+05 
Media 7.3E+03 7.2E+03 6.7E+03 
Mediana 1.58E+03 1.57E+03 1.45E+03 
Desv Pad 1.5E+04 1.5E+04 1.4E+04 
 
Verificamos que as diferenças entre o comprimento das curvas de nível generalizadas 
manualmente e automaticamente é positivo na generalidade dos casos, excetuando-se 
um número muito limitado de linhas. Desta forma verifica-se que o comprimento das 
linhas generalizadas automaticamente diminui, relativamente às generalizadas 
manualmente e a diferença é superior entre as linhas originais e as generalizadas 
automaticamente, ou seja esta metodologia com este algoritmo deforma mais a curva de 
nível que a generalização manual, para além disso não efetua exageros.  
Após aplicação da metodologia apresentada a 3 folhas da série M888, escala 25k, num 
total de 606 linhas. Foram as mesmas generalizadas por 3 operadores diferentes, os 
resultados da comparação entre as tensões obtidas de forma automática e as tensões 
propostas pelos operadores, são apresentadas na matriz de confusão da tabela 5.16. 
 
Tabela 5.16 – Matriz de confusão das restantes folhas utilizadas 
Operadores/Agente 
 
Pc – Percentagem de concordância 70% 
A percentagem de concordância entre os valores propostos pelos operadores e os 
calculados pelos métodos de IA e após a utilização do Agente é de cerca de 70%. Os 
valores distribuem-se em torno da diagonal principal da matriz, significando haver uma 
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concordância relativa. Como vimos do antecedente os operadores não concordam entre 
si na escolha do parâmetro a utilizar, o que significa que mesmo utilizando os valores 
próximos dos valores concordantes, o resultado ainda é aceitável.  
 
No processo de generalização cartográfica as entidades geográficas não podem ser 
consideradas isoladamente sob pena de não serem respeitadas as regras de representação 
cartográfica. A forma como os objetos são processados depende claramente do seu 
contexto espacial. A dificuldade associada à contextualização da generalização reside 
no facto dos algoritmos serem insensíveis à topologia e aplicarem os mesmos critérios 
independentemente do contexto geográfico. O cartógrafo tem deste modo que verificar e 
avaliar os resultados intermédios, intervindo no processo sempre que necessário. As 
situações em que estes conflitos ocorrem são tão variadas, que são de difícil 
sistematização e assim a sua resolução é ainda hoje estudada. São várias as propostas 
apresentadas, com as suas vantagens e desvantagens associadas, resultando 
frequentemente para um número limitado de casos.  
A representação do espaço geográfico, a simbolização dos objetos e a escala de 
representação, originam conflitos gráficos onde é necessário intervir e atuar de forma a 
obter um mapa legível. Com esta contextualização estamos a generalizar objetos, tendo 
em conta outros objetos de classes diferentes o que aproxima esta metodologia mais à 
forma como o operador cartógrafo efetua a generalização. 
Com a metodologia anteriormente apresentada pode acontecer que, com a tensão 
aplicada à linha, a curva generalizada passe para além do ponto de cota, havendo aqui 
uma nítida violação de topologia. Num primeiro passo, para resolver esta violação é 
necessário efetuar uma query espacial para detecção da violação local. Ou seja, se o 
ponto de cota estiver no interior da área definida pelas duas curvas de nível, original e 
generalizada, limitadas pelos pontos médios Mi e Mi+1, então temos um problema de 
violação de topologia. 
Na correção deste problema, sugere-se que seja aplicada uma tensão inferior nesta parte 
da curva, entre os dois pontos médios, de forma a curva não passar para além do ponto 
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de cota. Este é tipicamente um problema a resolver de uma forma recursiva, ou seja, 
aplicar esta metodologia até que o ponto de cota passe para o exterior da área 
considerada. Na figura 5.18 d), temos um exemplo desta ação, onde as áreas mais 
afastadas da curva de nível original representam as sucessivas aplicações de uma tensão 
inferior. As áreas representadas a vermelho indicam uma violação de topologia. É 
aplicada sucessivamente uma tensão inferior, até o ponto de cota estar no exterior desta 
área, representada neste caso, a verde. 
Esta metodologia poderá ser igualmente aplicada a violações de topologia entre curvas 
de nível, evitando a intersecção de diferentes curvas nível entre si ou mesmo a auto 
intersecção. Ou seja, se no interior da área definida pela linha original e generalizada 
estiver um ou mais pontos pertencentes a curvas de nível, então aplicar uma tensão 
inferior. É possível desta forma resolver problemas de topologia, quer com pontos de 





Figura 5.18 –   a) Tensão aplicada á linha;  
b) Query espacial, para detecção da violação da topologia;  
c) Violação de topologia corrigida, menor tensão aplicada;  
d) Aplicação de uma tensão inferior, resolução da violação de topologia. 
 
Um segundo problema topológico ocorre quando se efetua a generalização de uma 
curva de nível, particularmente no troço entre os pontos médios Mi e Mi+1, onde a tensão 









Curva de nível original 
Curva de nível generalizada 
Curva de nível 
Curva de nível original 
Mi 
Mi+1  
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da curva de nível intersectar uma linha de água, entre os pontos Mi e Mi+1, então o ponto 
de intersecção será um máximo local, mais precisamente o vector Bj entre o vector
11, ++ = iiii MMA , conforme figura 5.19, e o ponto de intersecção entre a curva de nível e a 
linha de água, será o vector Bj de maior norma entre os pontos Mi e Mi+1. Segundo as 
leis de Brisson “uma curva de nível ao atravessar uma linha de água sofre uma 
inflexão, voltando a convexidade para montante” (Alves et al. 1984). Após a aplicação 
do algoritmo de generalização, o novo ponto de intersecção entre a linha de água e a 
curva de nível generalizada, poderá não ser o máximo, se a linha de água não for 
paralela aos vectores Bj, perpendiculares ao vector 11, ++ = iiii MMA , desta forma torna-se 
necessário que o ponto de intersecção da linha de água com a curva de nível 
generalizada, seja um máximo local, de modo a não violar as leis de Brisson. 
 
 
Figura 5.19 – Contextualização da generalização das curvas de nível com as linhas de água 
 
Neste caso o algoritmo de generalização é adaptado para esta situação concreta, 
executando os passos seguintes, como se pode ver na figura 5.19: 
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-1º passo: Executar uma Query Espacial para averiguar a existência de uma 
intersecção entre o troço da curva de nível e a linha de água, será o ponto 
Max; 
-2º passo: Aplicar a tensão calculada pela metodologia aqui apresentada; (O 
ponto Max é projetado em Max0); 
-3º passo: Traçar uma paralela a 
1, +iiA , em Max0; 
-4º passo: Executar uma Query Espacial para averiguar a existência de uma 
intersecção entre a reta paralela a 
1, +iiA  passando em Max0, e a linha de 
água, o ponto resultante será o ponto Max1; 
-5º passo: Calcular o deslocamento 10MaxMax , paralelo a 1, +iiA ; 
-6º passo: Aplicar aos pontos da curva generalizada os deslocamentos 


































Desta forma o deslocamento do ponto é máximo no ponto de intersecção da curva de 
nível com a linha de água, reduzindo o seu valor à medida que nos aproximamos dos 
pontos médios Mi e Mi+1, sendo nulo nesses pontos. 
Os resultados desta metodologia, generalização das curvas de nível e classificação e 
seleção das linhas de água para a escala 50k, podem ser vistas na figura 5.20. 
(5.2) 
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Figura 5.20 – Resultados da metodologia aplicada a curvas de nível e linhas de água 
 
A generalização contextual para classes de objetos individuais foi relatada por diversos 
autores e.g. (Bader et al. 2005; Mustière e Moulin, 2002; Basaraner e Selcuk 2008, 
Steiniger et al. 2010; Ilgin et al. 2006; Daoud e Doytsher, 2008).  Contudo, nenhum 
destes métodos considera a relação semântica ou espacial entre classes de objetos 
diferentes num mapa, nem um método para formalizar ou representar tais relações. Uma 
tentativa de tratar simultaneamente classes de objetos diferentes foi apresentada por 
Gaffuri (2007, 2008), no modelo GAEL (Generalisation based on Agents and 
Elasticity), ver sobre este assunto (Steiniger e Weibel 2007). 
Nesta tese propõe-se uma generalização contextual, utilizando os dados a 2D, do relevo, 
ou seja as curvas de nível, e a hidrografia onde as suas relações espaciais e topológicas 
são preservadas após a generalização. O modelo GAEL necessita de construir um 
modelo digital do terreno no formato TIN e é a partir desse modelo que calcula o 
parâmetro indicador de drenagem que se baseia no ângulo entre dois vectores: o vector 
tangente à linha no ponto considerado e a inclinação do vector da superfície. O modelo 
GAEL permite também a visualização das partes da rede hidrográfica que têm 
problemas de drenagem. A metodologia utilizada no modelo GAEL, pode ser usada 
independentemente do processo de generalização, assim é possível detetar os 
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confinamentos eventuais que possam existir entre a rede hidrográfica e o relevo. A 
classe dos confinamentos força cada triângulo do agente relevo, movendo-o e rodando-
o, para melhorar o estado de satisfação das linhas hidrográficas, que estão sobre o 
relevo. O objetivo é tentar encontrar um equilíbrio entre o relevo e as linhas de água, 
com a possibilidade de remodelação dos objetos do relevo ou de ambos.  
O modelo GAEL impõe assim a colocação das linhas de água nos seus talvegues, 
movendo a linha de água ou recalculando o DTM. A última etapa do modelo GAEL é 
criar um novo DTM (modelo TIN) com as curvas de nível generalizadas, a fim de criar 
triângulos novos, de modo que as linhas de água possam contextualizar com as curvas 
de nível.  
A abordagem aqui apresentada é conceptualmente similar ao modelo GAEL usando as 
linhas de água como um confinamento à curva de nível generalizada, ou como um 
confinamento ao modelo digital do terreno, como é o caso do projeto (GAEL). Embora 
haja diferenças significativas na execução: a) o projeto GAEL utiliza os dados 3D, esta 
abordagem usa dados 2D; b) o modelo GAEL usa os pontos das curvas de nível como 
agentes para calcular a sua nova posição, e o método aqui proposto usa um agente para 
selecionar o melhor parâmetro, entre os três métodos de IA, para generalizar a linha 
com o algoritmo. c) O modelo GAEL recalcula o DTM para gerar de novo as curvas de 
nível, com o custo desta transformação associado. A abordagem aqui apresentada não 
utiliza o DTM, evitando assim cálculos intermédios.   
A utilização de modelos 3D foi experimentada por Zhilin Li (Li et al. 1999), a sua 
metodologia englobava a construção de um DTM a partir das curvas de nível, seguindo-
se a generalização desse DTM e posteriormente a extração de curvas de nível a partir do 
DTM generalizado. É suposto que no final deste processo as curvas de nível estejam 
generalizadas para a escala pretendida. A vantagem desta abordagem é que haverá uma 
garantia de não haver interseções entre as curvas de nível se forem utilizados algoritmos 
apropriados de interpolação de curvas de nível. Após a generalização do DTM, poderá 
haver inconsistências nas curvas de nível resultantes da sua vectorização, resultando em 
erros topológicos, causados pelo resampling ou reamostragem. Na maioria dos casos é 
aplicado um filtro passa-baixo para suavizar o DTM. Uma outra desvantagem desta 
abordagem é que uma perda na exatidão e/ou na fidelidade pode ser causada e pode ser 
introduzido ruído durante o processo de conversão de curva de nível/DTM/curva de 
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nível. A generalização de curvas de nível em 2D aproxima-se mais da forma como o 
operador cartógrafo executa esta tarefa. Contudo nenhum dos métodos dispensa a 
avaliação final efetuada pelo ser humano.  
 







Na atualidade, a tendência predominante na indústria cartográfica consiste  no múltiplo 
uso dos dados armazenados em bases de dados geoespaciais. A obtenção e manutenção 
de dados geoespaciais são atividades extremamente dispendiosas para as agências 
cartográficas nacionais. 
O processo de generalização cartográfica como processo integrante de cadeias de 
produção das agências cartográficas nacionais decorre dos compromissos legais e 
institucionais de produção e preservação de cartografia multi-escala. Ao longo do tempo 
foram propostas diversas abordagens para resolução deste problema com soluções de 
complexidade crescente, desde soluções pontuais com operadores de simplificação e 
suavização de linhas, a sistemas inteligentes com recurso a agentes e constrangimentos 
multicritério. Embora a generalização em ambiente digital tenha muitas diferenças do 
processo manual de generalização tradicional, as razões principais para generalizar 
continuam a ser as mesmas. A generalização é motivada pela necessidade de fornecer 
múltiplas vistas de dados geográficos em várias escalas e níveis de definição.  
O resultado da generalização cartográfica poderá ser utilizado não só para a produção de 
mapas mas também para visualização de dados em monitores de navegação, integrar 
BDG de várias resoluções ou mesmo permitir legibilidade em dados geográficos, 
transferência de dados via internet ou outras aplicações como consultas de bases de 
dados geográficos ou produção de mapas on-demand a utilizar em zonas de conflitos 
militares, ou missões de apoio às populações em caso de desastres naturais ou 
tecnológicos de grande dimensão.  
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Nesta dissertação apresentámos e debatemos os tópicos atuais da generalização como a 
automatização do processo de generalização como um processo cognitivo em que a 
máquina procura substituir o processo humano de visão e raciocínio de forma 
inteligente com recurso a algoritmos de inteligência artificial. Neste contexto, foi 
proposto um novo algoritmo de generalização cartográfica de linhas, aplicado a curvas 
de nível. A parametrização do processo de generalização da linha é efetuado de forma 
automática com base em algoritmos de inteligência artificial, um agente e uma base de 
dados do conhecimento. São também apresentadas abordagens ao problema da 
contextualização da generalização cartográfica de curvas de nível com pontos cotados e 
linhas de água. São apresentados exemplos de aplicação do algoritmo no processo de 
generalização da cartografia 25k para 50k, a sua avaliação quantitativa e ainda avaliação 
qualitativa efetuada por operadores cartógrafos. 
Esta metodologia apresenta como vantagens, a generalização de curvas de nível em 2D. 
A abordagem apresentada está mais próxima da execução manual efetuada pelo 
cartógrafo e do seu conhecimento em generalização. A utilização do algoritmo é 
intuitiva, utilizando apenas um parâmetro, permitindo ao cartógrafo antever resultados. 
Os algoritmos de generalização de linhas, mostram-se pouco eficientes neste caso, pois 
não têm em consideração a contextualização com outros temas. Esta abordagem 
contrasta com algumas propostas, que utilizam o MDT. Outra das vantagens é a escolha 
do parâmetro a utilizar no algoritmo, efetuada pelo computador e dependendo da 
caracterização intrínseca de cada curva de nível, adaptando a generalização á curva 
particular. Após a generalização, a curva de nível não necessita de uma suavização 
adicional.  
É possível utilizar a IA para algumas tarefas em generalização, podendo neste caso 
substituir o cartógrafo na decisão da escolha da tensão a utilizar na generalização de 
uma curva de nível, após a sua caracterização numérica. Contudo o valor de tensão 
poderá não ser apropriado para a totalidade da curva de nível, nesse caso poder-se-ia 
utilizar um método de segmentação, já apresentado por outros autores e, aplicar esta 
metodologia aos segmentos respetivos.  
Há um ganho de produtividade avaliado em 3 a 4 dias de trabalho por carta 50k. Após o 
treino dos métodos de IA, o tempo gasto pelo operador cartógrafo é reduzido nesta 
tarefa em cerca de 80%. De salientar que o treino dos métodos de IA, só é efetuado na 
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implementação da metodologia, após estar em produção poderá haver necessidade de 
treinar de novo os métodos de IA caso haja casos de curvas de nível que ainda não 
foram tratados. 
Depois da seleção dos pontos de cota, vértices geodésicos e classificação e seleção das 
linhas de água a representar na 50k, foi apresentada uma metodologia para efetuar a 
contextualização das curvas de nível com estes temas, evitando violações topológicas. 
Apesar de haver uma avaliação e correções finais a realizar pelo operador, com estes 
automatismos ganha-se tempo significativo de operador e consistência no processo. 
Da análise comparativa e sensitiva com cartas de referência verificou-se que:  
• O atributo mais significativo para a caracterização numérica da forma das curvas 
de nível, foi a sua dimensão fractal.    
• A dimensão fractal diminui com a generalização, sendo esta variação superior 
para a generalização automática. 
• Os operadores cartógrafos não concordam entre si quanto ao valor da tensão a 
utilizar, para cada linha. 
• O nível de concordância entre a tensão utilizada pelo operador cartógrafo e os 
métodos de IA, aumenta significativamente quando se utiliza o Agente. 
• A área limitada pelas curvas de nível diminui genericamente com a 
generalização. 
• O comprimento das linhas diminui com a generalização, sendo esta diminuição 
superior no caso da generalização automática. 
• O diferencial entre a área dos slivers e a diferença das áreas (25k-50k), não 
apresenta um padrão, no entanto é genericamente positivo.  
• A área dos slivers (25k-50k), é superior para o caso das linhas generalizadas 
automaticamente, mantendo a coerência com a área dos slivers (25k-50k) com as 
linhas generalizadas manualmente.  
Uma das desvantagens do algoritmo é que o mesmo não se adapta á generalização de 
edifícios ou aglomerados urbanos. 
As contribuições dadas por esta dissertação são passíveis de utilizar noutras classes de 
objetos, ou temas. 
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