The U.S. Department of Agriculture (USDA) releases crop condition reports detailing crop progress and growing conditions for various crops including corn, soybeans, and winter wheat. Previous research has investigated market impacts from various USDA reports, but crop condition reports have received little attention. This article investigates the impact of crop condition reports on winter wheat prices at the national level and for a local market. We employ both parametric and nonparametric tests. Results suggest that crop condition reports for winter wheat do not generally affect market prices. This contrasts with results found in corn and soybean markets.
Introduction
There have been several studies over the past few decades examining the impact of information on commodity market prices. Much of the work has focused on whether the releases of public reports (U.S. Department of Agriculture [USDA] crop reports, for example) provide new information to the market. If prices respond to a report release, then it is argued that public investment in the reports has value. These are generally referred to as event studies.
This article looks at the information and market responses associated with the crop condition reports released by the National Agricultural Statistics Service (NASS) of the USDA. We examine report impacts both before and after the general increase in commodity prices in late 2007 (our sample runs from April 1986 through June 2014). We employ both parametric and nonparametric tests Market Responses to Crop Condition Reports 3 least as accurate in predicting the price at contract expiration as any model an analyst might develop based on public information. In addition, if a report is released that contains new market information, then efficient markets should adjust to reflect the new information. Falk and Orazem (1984) explicitly outlined the theoretical foundation for futures market responses to government crop forecasts under the assumption of semistrong efficiency. They developed a model that allows for different impacts associated with information generated by private sources and information coming from the release of government reports. They argued that the government has a comparative advantage in the development of both production forecasts and crop condition reports, and as such, we should expect any new information contained in reports related to those topics to have an influence in futures market price changes.
Using the assumption of market efficiency as a foundation, more recent event studies have used futures prices to test whether various reports contain new and important market information. If futures markets are efficient, one can test for the informational content of new reports by examining whether futures market prices change as a result of the new information being released and provide empirical verification of the Falk and Orazem model in various contexts.
Much of the previous work in grains has focused on USDA crop production reports and/or the World Agricultural Supply and Demand Estimates (WASDE) released by USDA (e.g., Colling and Irwin, 1990; Fortenbery and Sumner, 1993; Garcia et al., 1997; Milonas, 1987; Sumner and Mueller, 1989) . These USDA reports are of interest because of the costs associated with generating them and the efforts taken to ensure that the information contained in them is not available to anyone until the reports are publically released. Their information is generated through both extensive surveys (in the case of the crop production reports) and detailed statistical analysis. Further, USDA analysts are sequestered in a room with no outside contact while the reports are generated and kept there until the official release time. Sumner and Mueller (1989) investigated the effect of USDA harvest forecasts contained in WASDE on corn and soybean futures prices using parametric test statistics and the nonparametric Savage scores test. Nonparametric tests are useful for analyzing futures prices because they do not require the assumption of a normal distribution. By nature, the distribution of prices is truncated at zero, which suggests the use of a nonparametric test to account for violations of normality. Such a test is likely more appropriate than a test based on a regression technique that assumes normality. Using both techniques, Sumner and Mueller found that following USDA corn and soybean report releases, futures prices for both corn and soybeans had higher mean price changes and larger variances compared with days when a report was not released. Fortenbery and Sumner (1993) then investigated whether the impacts of WASDE harvest forecast announcements changed following the introduction of options for corn and soybean futures. They also implemented the Savage scores and the Kruskal-Wallis and Van der Waerden nonparametric tests. They did not utilize any parametric tests in their analysis. Results were consistent across the three tests, and Fortenbery and Sumner found diminished futures price effects from USDA report releases after the advent of options trading for the corn and soybean markets. They hypothesized that traders may take option positions to protect against futures price risk prior to the reports and dampen some of the postreport futures trading that drove earlier price effects. Robenstein and Thurman's (1996) work represents the opposite extreme in terms of information delivery. They were interested in the potential market impacts of health news reported through the popular press. Thus, they were not testing the impact of "new" information but rather the reporting of information to a broader audience that was already known by some. They used a regression technique first pioneered by Fama et al. (1969) to investigate whether negative health news related to consumption of red meat affected live cattle, feeder cattle, pork belly, and live hog futures contracts. They tested for changes in market returns to red meat futures positions following press reports focused on the relationship between red meat consumption and cholesterol. Although they did not find any effects from negative health news, they did suggest that futures contracts and their pricing may not be the appropriate place to look for changes in consumer demand. The type of model that Robenstein and Thurman used is less attractive for the work here because of the frequency of report releases during the period of study. A market returns model requires first estimating the expected rate of return, in this case average price, over a period of time up to, but not including, the time of the event. Because crop condition reports are released weekly, the estimation window before each event is too brief for valid estimation of such parameters, making it difficult to disentangle postevent effects from preevent effects on a week-to-week basis (MacKinlay, 1997). Lehecka's (2014) research is most similar to the event studied here. He examined the response in corn and soybean futures markets to the weekly releases of USDA crop condition reports-the same reports studied in this article. These reports are quite different from the USDA production and WASDE reports in a couple of ways. First, although there is a standard release time, there is not a concerted effort to keep the report information secret prior to release. Second, these reports represent the subjective evaluations of producers and others (for example, county extension agents) concerning local crop conditions. There are no formal surveys, and no attempt is made to validate individuals' subjective evaluations of current crop conditions. Individual assessments are simply aggregated to arrive at the report's released data. Despite this, Lehecka claims that these are some of the most requested reports from NASS during the growing season.
Lehecka used both parametric and nonparametric tests, including the Kruskal-Wallis test, to determine if crop condition reports affect market prices. He found a significant impact on market price variance on report days, with price variances increasing following report releases. His study period ran from 1986 to 2012 and overlaps with the sample period used in this article.
Missing from the literature to date are local measures of report impacts, and these might be important. The USDA crop production report, for example, details production prospects on individual production units, yet previous analyses of report impacts have focused on national average prices. Similarly, the crop condition reports provide both state-level and national results. Thus, even when impacts are found, it is possible that results understate the actual value of the information if there are differences in local impacts across regions. For example, if production prospects increase in one area relative to earlier expectations (a price negative result) but decrease in another (a price positive result), impacts may at least partially offset each other in the calculation of national average prices, and the actual "news" would be undervalued when looking at national average price reactions.
Objectives and Data
The objective of this article is to examine the effect of weekly USDA crop condition reports on both the national and a local market for winter wheat. As such, we extend Lehecka's (2014) work along two fronts: first, we examine the impacts on markets for winter wheat, and second, we investigate the extent to which local market impacts might vary from national impacts.
In order to determine whether the crop condition reports provide relevant market information, we first measure whether they provide insight into final harvest yields. Once this is determined, we conduct tests for market price impacts on the days the reports are released. We do this by employing a portfolio of tests including tests used by Sumner and Mueller (1989) , Fortenbery and Sumner (1993) , and Lehecka (2014) .
Data for the USDA weekly crop condition reports were collected from April 1986 through June 2014. April through June reports are used to account for changes in crop conditions through the winter wheat growing season. Data are collected for the six largest winter wheat-producing states. The six states include Washington, Colorado, Kansas, Montana, Oklahoma, and Texas. 1 Importantly, winter wheat crop conditions are not distinguishable between hard red, hard white, soft red, and soft white winter wheat. However, it is known that each of the six largest winter wheat-growing states primarily grows hard red winter wheat, except for the state of Washington, which primarily grows soft white winter wheat.
Contracts for hard red winter wheat futures are traded on the Kansas City futures exchange. Soft white winter wheat is not traded in the futures market but
is generally priced based on the soft red winter wheat futures price at the Chicago Mercantile Exchange. Thus, both Chicago and Kansas City futures market data are considered to measure impacts. We focus on the July contracts for both wheat varieties because these are considered the "new" crop contracts; that is, July is the first futures contract delivery month explicitly pricing the upcoming harvest. The futures prices come from the Commodity Research Bureau database and are composed of daily prices from April 1986 through June 2014.
In this analysis, we consider one local cash market: Odessa, Washington. This is because of the difficulty of collecting a consistent time series of local cash market transaction prices for other locations. Cash prices for Odessa come from CashGrainBids.com. Although we have complete data for Odessa, CashGrainBids.com was not able to furnish complete data for most other Washington markets. Unfortunately, we were not able to collect a cash series that exactly matches the futures price time series. The cash data span 1999 through 2011.
The final yearly yields of winter wheat production in bushels per acre were gathered from USDA-NASS for all six states along with the national average yield of winter wheat over the time period 1986-2014. These represent the yields potentially being "predicted" by the crop condition estimates.
Only the conditions reported for the growing/harvest season from April to June were used in estimation. 2 Because the length of the growing and harvest seasons may vary by 3 to 4 weeks year to year, and by state, we use the first 13 weeks of the postemergence growing season beginning with the first report released in April (or late March). This results in a consistent number of reports used for each state's growing year. In addition, we remove price changes from weekends as the amount of information being brought to the market from Friday to Monday may bias the variance of the nonreport-bearing weekdays. This is consistent with Lehecka (2014) , among others. 3 We initially separate the data into two periods. The first is selected to include the earliest data collected for each market (April 1986) through 2007. This period captures the market before the effects of the Great Recession and before the general increase in commodity price levels, and it corresponds to the gap observed in Figure 1 .
The second period begins with the start of 2008 and runs through 2014. It captures each market from the start of the Great Recession forward and reflects higher average commodity prices compared with the earlier period. The intuition is that as more uncertainty is introduced in the economy, USDA reports may convey more information to the market and we should expect to see greater effects from reported crop information. This is consistent with Lehecka (2014) . 4
Methods
The empirical analysis involves two stages. First, the efficacy of the condition reports' ability to predict final per acre yields is estimated to determine if the reports provide market information. Second, tests are conducted to determine if futures and local prices respond to the release of the reports. It is theorized that if the crop condition reports provide useful predictions of national average yield that lead to an unanticipated revision in wheat production estimates, then we should observe futures market prices reacting to the new information. Further, if local yields are accurately predicted, we might observe local price responses that do not necessarily mirror those observed nationally. This hypothesis follows from the possibility that condition report effects in different markets could be "averaged out" in the national market and would not reflect the local value of reports. Conversely, if the reports do not contain useful yield information, and the markets, either local or national, react, it might indicate some inefficiency in short-run market price formation.
The analyses employed in this article, all told, are as follows: an index of crop conditions is constructed to parsimoniously estimate final yield/acre (by state and total United States) for each week of report releases. These yield estimates are then used to estimate final production totals by state and for the United States-all as a simple check of information potentially contained within crop condition reports. Next, analyses are performed similar to previous studies to determine if the futures markets and the local market considered react to releases of the reports.
For parsimony in estimating yield values from crop conditions, we construct an index of weekly crop conditions: 5
(1) The index is calculated separately for each state each week, and the index ranges from [0, 100]. An index value of 100 corresponds to 100% of the surveyed crop being reported in excellent condition, and a value of 0 indicates 100% of the crop is in very poor condition.
Next, we regress each week's index against that year's final yield per acre. Thus, there are 13 yield regressions for each state, 1 for each of the 13 weekly conditions reports. In addition, a national index of crop conditions is regressed against the U.S. winter wheat yield by week. Regressions are estimated using ordinary least squares and take the form:
where CCI ndex is the crop condition index, s denotes the state (including an aggregate U.S. equation), t denotes the year, i denotes the week, and ε represents an error term. We initially estimate equation (2) for the period 1986 through 2010 and then generate out-of-sample forecasts for subsequent years to ensure the models are in fact generating reasonable forecasts of future yields. Using the estimated yields for the six states and the United States, we can make a prediction of total winter wheat production based on the number of acres planted in each state and nationally. We consider two formulations to estimate production, using estimated yield and planted acres. The first is as follows:ŷ
whereŷ sti is the estimated final production for state s in year t based on week i's crop condition index;α si andβ si are the yield estimate constant and coefficient 5 There are other ways one might use the crop condition information in constructing measures of information. For example, Irwin, Good, and Tannura (2009) simply add the percent of crop rated excellent to the percent rated good and use that as an explanatory variable in a model explaining corn and soybean yields. One disadvantage of this approach relative to our index is that yield expectations are not affected by movement between the good and excellent categories or between the fair, poor, and very poor categories. Lehecka (2014) also only uses information from the good and excellent categories in measuring price responses to changes in conditions. Similar to Irwin et al., he does not consider price responses from changes in the bottom three categories (fair, poor, or very poor) or changes in the relative percentages between excellent and good. for state s in week i of the growing season; CCI ndex sti is the crop condition index of week i for state s in year t; and (planted acres) st is the number of acres planted in year t for state s.
In the second formulation, we weight the number of acres planted by the ratio of acres harvested over acres planted from the previous year:
where (harvest ratio) st−1 is the number of acres harvested divided by the number of acres planted for state s in the previous year, t − 1. Similar to earlier work, we employ both parametric and nonparametric tests to look for price impacts associated with releases of the crop condition reports. The parametric tests include F-tests for equivalence of variance and t-tests for equivalence of means. However, because the data used in testing for report effects are calculated as absolute price changes, they follow a distribution close to that of an exponential distribution. This violates the assumption of normality on which the parametric tests are based. To account for this, we also employ the Savage scores test (also used by Sumner and Mueller [1989] ), which is based on order statistics from an exponential distribution. In addition, the Kruskal-Wallis nonparametric statistic is included as a check for robustness (this test was also employed by both Fortenbery and Sumner [1993] and Lehecka [2014] ). 6 This allows us to compare our results with those generated by Lehecka for national corn and soybean markets
Recall that we are focused on July futures contracts in measuring national price effects. Because the crop condition reports are released on Monday afternoons after the day session of the futures markets has closed, we calculate absolute price changes as follows:
where P t is the day session opening price and P t−1 is the market settlement price at the end of the previous day session. This assumes that the markets will adjust fully from the reports, released at 4 p.m. (EST), between market close and open. 7
6 The Savage scores test and the Kruskal-Wallis test are rank tests and are based on linear rank statistics. They are nonparametric tests that measure whether individual samples are from the same population. The null hypothesis is that the samples considered are from the same population. Thus, a significant test statistic indicates that the samples considered originate from different distributions. Details on both the test statistic specifications and their relative power can be found in Hajek (1969) .
7 There have been significant changes to futures market trading hours over our sample period. Specifically, futures now trade in an overnight session. However, futures traders are still marked-tomarket (meaning they settle profits and losses) daily based on closing prices of the day session. Further, these are the reference prices that are generally used by cash merchandisers to set cash price offerings for the next day. This is also the sample frame considered by Lehecka (2014) .
Price changes are then compared based on whether they occurred on days of a report release or on a nonreport day, excluding weekends. We first test for equivalence of variance between the two groups for both Chicago and Kansas City winter wheat futures, and then equivalence of means.
To measure local price impacts from crop condition reports, we analyze changes in basis levels following a report release. Basis is measured as cash minus the nearby futures price. Because our local market is represented by a white wheat-producing area, the basis is white wheat cash price minus soft red wheat futures. If crop condition reports provide local information relative to production potential that differs from national average yield expectations, then a change in basis should be expected (i.e., local prices should change relative to national prices to reflect the change in local crop conditions).
We measure local winter wheat price and basis data from June 1999 to December 2011 for Odessa, Washington. 8 The absolute change in daily basis is recorded as follows:
Results

State and National Yield Predictions Using Crop Conditions
Results from the 13 different weekly yield models from equation (2) are presented in Table 1 (R 2 values for each regression are reported in Table A1 in the online supplementary appendix). This table presents the coefficients for the aggregate United States and each state's condition estimates regressed on final yield by week from 1986 to 2010. It is apparent that as the season advances the condition reports do a better job of predicting the final crop yield. In Washington, for example, the 13th crop progress report predicts 59% of the final annual yield variation, whereas in week 1 it only predicts 17%. This is illustrated in Figure 2 . The change in the coefficients of the estimates in Table 1 demonstrates that the crop condition index coefficient increases, as does the R 2 ( Table A1 in the online supplementary appendix) as we progress through the growing season.
Using these regressions, we forecast the final yields out-of-sample for 2011-2014 at each weekly horizon. We then compute the root-mean-square error (RMSE) for each set of predictions using the realized final yield values for each state (these are reported in Table A2 by state and week, and graphically presented in Figure A1 in the online supplementary appendix). Yield prediction errors tend to be relatively stable over the course of the growing season, with some states marginally improving and other state yield predictions worsening over the season.
Market Responses to Crop Condition Reports 11 The yield model results provide a reasonable expectation that crop condition reports provide information relative to final realized yields. Further, although prediction error may not improve dramatically over the season, the error as a percentage of final yield (root-mean-square percentage error [RMSPE] ) is in the range of 8%-14% for all states and the United States, with the notable exception of Colorado (Table A3 and Figure A2 in the online supplementary appendix). As Market Responses to Crop Condition Reports 13 ,327,367 14,367,432 34,006,518 3,254,119 35,300,602 79,627,585 188,400,000 11 11,715,393 12,853,822 30,668,059 4,596,715 35,213,513 82,403,293 184,700,000 12 12,269,085 12,612,186 28,601,352 3,066,645 36,437,463 79,763,275 188,200, 000  13  11,619,887 14,822,785 22,962,334 3,866,638 35,402,511 78,974,089 158, such, we should expect efficient cash markets to respond to changes in local crop conditions if the changes represent new market information (i.e., the information was not anticipated prior to a report's release).
Production Estimates
Accurately predicting yields is likely important in predicting final production (yield times acres harvested), but the market is likely more focused on total production than yield. As a result, we test whether the yield forecasts provide significant insight into actual production. The RMSEs from out-of-sample production predictions for 2011-2014 are listed in Tables 2a and 2b for the first and second production specifications (equations 3 and 4), respectively. The final bold RMSE values in Tables 2a and 2b identify the specifications with the smallest forecast error for each state, highlighting the difference between the two specifications by state.
There is a distinct difference between the two specifications for the two southernmost states, Oklahoma and Texas. These states tend to harvest a lower percentage of their planted acres year over year, and this appears to factor into the prediction noticeably. The yield and production predictions do not do a particularly good job of predicting Colorado, Oklahoma, or Texas winter wheat production. The prediction errors generally decrease from week 1 to week 13 under the specification for each state that yielded the lowest final error. Noticeably, Kansas and Montana have the lowest production prediction errors.
Tables 2c and 2d contain the RMSPE of the production predictions to aid in interpreting the magnitude of the prediction errors. The week 13 estimates of total production are off by 4.41% for Montana, ranging up to almost 36% for the state of Texas on average over the 4 years predicted. Though we may not employ the most robust specification for predicting total state production of winter wheat, these calculations again suggest that crop condition reports are providing information that market prices should react to if the information was unanticipated.
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National Price Responses
Results of parametric and nonparametric tests for futures market impacts are reported in Tables 3a and 3b . Table 3a presents results associated with the close  to open price spread, whereas Table 3b is for the close to close price spread. The F-statistics in Table 3a are highly significant, implying the null hypothesis of equal variances should be rejected for both time periods considered. In contrast to Lehecka (2014) , however, we actually find smaller price variances following a report release when compared with no report release.
Next, we test for equivalence of means, assuming unequal variances, and find that the means are unequal in both futures markets at the 5% level of significance, but only for the time period 2008-2014. As with variance, mean price changes are actually smaller following a report release. These results appear counterintuitive and inconsistent with previous commodity market event studies. However, results are robust whether the daily price changes are measured from market close to next day open or when measured as market close to next day close.
Because the daily price changes are measured in absolute terms, the data follow an exponential distribution. A more appropriate test for differences in these populations is the Savage scores test, which does not assume normality. The chi-square statistics from the Savage tests are reported in Tables 3a and 3b with their associated P values, and they reinforce that the two populations of price changes are indeed significantly different for the Kansas City wheat market in the 2008-2014 period under both price measurement specifications, as well Note: Asterisks ( * , * * , and * * * ) indicate statistical significance at the 10%, 5%, and 1% levels, respectively. Note: Asterisks ( * , * * , and * * * ) indicate statistical significance at the 10%, 5%, and 1% levels, respectively.
as for the Chicago market in the 2008-2014 period under the close-close price measurement. 9 These results lead to three possibilities. First, perhaps the appropriate event window is misspecified. However, the window definitions are consistent with previous studies.
Second, rather than provide new market information, the condition reports may simply confirm what market participants already know. If traders and/or private-sector analysts accurately predict the information contained in the condition reports, then prices will have already reacted to the "new" market information, suggesting the reports only confirm existing market information, and thus no price effect is realized. However, this does not explain why price responses are actually smaller on report versus nonreport days unless uncertainty about yields generates price uncertainty leading up to a report, but then the report generally confirms expectations and the volatility diminishes. It is more likely that there are other events that dominate trade early in the trading week, especially in those early weeks when the yield forecasts are less accurate. For example, the wheat market is heavily focused on exports, and the sample period incorporates the fourth quarter of the marketing year where export pace is critical to meeting market expectations relative to ending stocks. Export inspections for the previous week are released on Tuesday. Perhaps the market is waiting for that information before deciding on a direction or price change for the trading week. 10 Another possibility is that week-to-week changes in U.S. yield expectations for wheat are not as important in overall price discovery as they are for corn and soybeans because of differences in market structure. Corn and soybeans are relatively homogenous products of a single class. In other words, corn produced anywhere can be used to satisfy the demand for almost any corn use, and soybeans are similar. This is not true for wheat. The crop conditions reported for winter wheat are aggregated across several classes (hard red, soft red, soft white, hard white, etc.), and each has unique characteristics and uses. As such, average yield expectation across all varieties may mask any variation in specific production expectations for individual classes. Perhaps aggregate production information is not as important as specific class information in price discovery 9 This is confirmed with the Kruskal-Wallis test, also reported in Tables 3a and 3b . 10 We did test whether Tuesday price activity was significantly different from activity Wednesday through Friday. We did not include Monday in the analysis, because we already confirmed it had lower average price changes and variance; thus including it with the rest of the week would have reduced the weekly averages and biased the results in favor of a Tuesday effect. In general, we did not find a significant difference between either close to open or close to close price behavior on Tuesday relative to the rest of the week (results are available from the authors). However, other potentially important trade data are released on other days (weekly shipments are released on Thursday), so measuring the extent to which trade activity dominates price discovery relative to changes in yield expectations may be more complicated than identifying and testing for a single event.
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(we look at futures prices for specific classes, but the condition numbers are aggregated across a variety of classes).
Even more likely is that changes in U.S. wheat yield expectations are less important in price determination compared with corn and soybeans because U.S. production represents a much smaller percentage of global supply, and the futures markets are really trying to discover equilibrium prices for the world market. According to the September 2016 WASDE (USDA, 2016), U.S. wheat accounted for less than 8.5% of global production in the 2016/2017 marketing year, and this was up almost 1% from the previous year. Further, global wheat production occurs in most parts of the world, meaning global production risk is well diversified geographically (for 2016/2017, the largest producer, the European Union, still represented less than 20% of global production). In contrast, the September 2016 WASDE indicated that the United States represented 38% of global corn production and 33% of global soybean production in 2016/2017. In addition, most production of both crops is concentrated in the Western Hemisphere, meaning there is less geographic diversification of production risk. As the United States experiences weekly changes in crop prospects for corn and soybeans, the global supply implications are much greater than is the case for wheat, and as such, we should not be surprised to find larger price impacts in their respective futures markets.
Exactly what it is that results in less price movement between the Monday and Tuesday prices for wheat compared with other adjacent trading days is not clear from this analysis, but it is apparent that the crop condition reports on average do not appear to be important in the overall price discovery process for wheat even though they do seem to provide insight into final U.S. wheat yields.
A final possibility is that there are changes in local market price behavior following a report, but with the broad geographic dispersion of U.S. wheat production, local market changes offset each other when looking at national impacts. In 2012, for example, Southern wheat-producing states experienced drought stress whereas many Pacific Northwest producers experienced excellent yields. If these offset each other, then futures prices may not react, but local prices in each individual market might. This possibility is examined subsequently. Table 4 presents the parametric and nonparametric test results for a local market. The Savage scores test rejects the null hypothesis of zero difference between daily basis changes after a report release versus no report release beyond the 20% level of significance for the 2008-2011 period but fails to reject the null hypothesis for the 1999-2007 period. Though not statistically significant, the descriptive statistics again suggest that the price changes after a report release are smaller than those changes when there is no release. In Table 5 , it is evident that the mean absolute monthly basis changes are larger in the 2008-2011 period than in the 1999-2007 period. The variance of the monthly basis changes is higher in the Note: Asterisks ( * , * * , and * * * ) indicate statistical significance at the 10%, 5%, and 1% levels, respectively. 2008-2011 period as well. This is similar to what we observed for the Chicago and Kansas City futures markets, though again not statistically significant. Based on the Odessa results, it appears that local prices react in a similar way to national prices following the release of crop condition reports, although with less statistical significance. The lack of significance in the report effects for the Odessa market might be because of the fact that, in general, Washington's crop conditions have lower variance than those of the other five main winter wheatproducing states, as evident from Table 6 . This suggests that the information contained in crop condition reports for Washington might in general be less impactful, as the conditions change less year over year across every week than in states that represent much of the rest of winter wheat production. To more fully are simply confirming expectations. It may also be that other information-for example, export activity-is more important in price discovery during the spring months.
Local Market Event Study
Another possibility is that price effects are muted because the United States does not dominate world production or trade in wheat to the extent it does in corn and soybeans. Thus, changes in U.S. wheat production prospects are less important in identifying and pricing global production risk. Further, geographic dispersion of global wheat production may lead to less concern about changes in production prospects in any specific county, at least below some threshold level.
For the local market, Odessa, Washington, we observe higher levels of variance and mean absolute daily changes in basis levels in the period beginning with the Great Recession compared with the period before. We do not find, though, that either parametric or nonparametric techniques detect significant effects from report releases (they are present according to the Savage statistic at the 20% level in the 2008-2011 period). The lack of significance in the Odessa market may partially be because of the fact that Washington has less variance in crop conditions reported week by week over the growing season compared with the other major winter wheat-growing states.
Future work includes developing a more comprehensive world wheat pricing model that looks at the relative importance of U.S. versus non-U.S. market information in wheat price formation. We also plan to expand the cash markets considered, both by class and geography. In addition, we are conducting a market impact analysis examining whether the wheat market reacts in the expected direction to crop condition reports, even if price changes are not different than on nonreport days. It would also be of interest to evaluate market impacts for individual states when the conditions reported in a particular state are bearish or bullish relative to those of the other major growing regions, and to look at price responses when changes in a condition index from one period to the next exceeds some significant threshold.
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