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CHAPTER 1. INTRODUCTION 
As electronic circuit designs become increasingly complex. It becomes Impractical to 
design and analyze circuits by hand. Before the advent of integrated circuits in the 1960's 
designs were tested by building them with discrete components on breadboards. The process 
of verifying a design was to physically construct the circuit and test it as the design pro­
gressed. Traditional breadboarding techniques no longer work when it comes to designing 
today's very large scale integrated (VLSI) circuits. Hence, computer circuit simulation has 
now become an Integral part of the design process. 
One of the most important and useful types of circuit analysis Is time-domain or tran­
sient analysis. Unfortunately, it is also one of the most costly in terms of computing effort. 
With the development of digital computers, efforts were undertaken to develop computer pro­
grams to attack this problem. The first-generation of transient analysis programs were based 
on state variable techniques [11(2]. The programs took a user supplied circuit description and 
formulated state equations which could then be solved by a variety of numerical integration 
techniques. Then, second generation programs using nodal analysis, such as SPICE2[31 and 
ASTAP[4] were developed in the 1970's. These programs are still in common use today. 
With the advent of VLSI circuits in the 1980's. second generation techniques began to 
require so much CPU time and storage that they became increasingly ineffective. Thus, 
projects were undertaken to speed up the simulation by finding techniques which exploit the 
latency found in many of these large-scale circuits. One promising approach was waveform 
relaxation, although it has difficulty with slow convergence for tightly-coupled feedback sys-
tems[5]. Another approach was mixed-mode slmulation[6H7|. Both of these methods attempt 
to take advantage of computer hardware advancements In the area of multiprocessor and ar­
ray machines. So. they Involve the Idea of partitioning the problem into smaller problems that 
can be distributed over several processors. The implementation of these algorithms in pro­
grams like SPLICE161 and DIANA(7| resulted in substantially faster and more realistic simu­
lation times for VLSI circuits. 
All of the approaches described thus far are numerical. That is, the design engineer 
assigns numerical values to all of the circuit components and then the circuit is simulated 
using the analysis program. For large VLSI circuits, the computer time can easily exceed 48 
hours of continuous operation. The numerical results are evaluated, and the circuit compo­
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nent values are adjusted accordingly and another simulation Is performed. To achieve the 
design goals, many Iterations may be required. The process can consume a great deal of time 
from both the design engineer and the computer. In addition, the design engineer is left to 
estimate such things as time delays, exponential decay rates and so on by estimating them 
from plots of the output. 
An alternative approach is the symbolic analysis method 18). The goal is to eliminate 
the expensive numerical integration and Newton-Raphson iterations normally required. The 
idea is that some or all of the circuit elements remain as symbols during the simulation. That 
is, no numerical values are assigned to them. Numerical results can then be obtained by 
evaluating the results of the symbolic analysis at a specific numerical point for each symbol. 
So only one Iteration is needed for the simulation Itself, and successive evaluations of the re­
sults replaces the need for any extra iterations through the simulator. By examining the 
equations in their symbolic analytic form, the design engineer can read off exactly what the 
time delays, exponential decay rates and so forth will be. 
Traditionally, symbolic analysis of linear networks has been limited to finding the re­
lationship between an input variable and an output variable in the frequency domain in the 
form of a symbolic transfer function: 
where iV(s,v) and D(s,v) are polynomials in s and the symbolic network variables v. D. C. 
analysis can be performed by analyzing the results at zero frequency and A.C. analysis can 
be performed by evaluating the magnitude and phase Eingle of H ( Jco, v) at various values of 
CO without the need to rerun any more iterations through the simulator. 
1.1 Previous Approaches 
The earliest work in this area Involved having the frequency variable s as the only 
symbolic variable. Programs with this capability include CORNAP(91 and NASAP(10|. The 
more general case is when some or all of the circuit elements are represented by symbolic 
variables. The methods developed for this type of analysis generally fall under one of two cat­
egories: single-expression and hierarchical. 
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1.1.1 Single expression methods 
Single expression methods compute a transfer function directly using one of several 
methods: 
1. Tree enumeration. Several programs have been produced based on this method 
111). The process is based on the concept of finding the determinant of the node admittance 
matrix (35] by finding the sum of all tree admittance products. 
2. SignalJlowgraphs. The methods developed here are based on the idea developed 
by Mason (12][13] in the 1950's. Formulations of the signal flowgraph and then the evalua­
tion of the gain formula associated with it (Mason's formula) is the basis for the symbolic anal­
ysis using the method. This method Is used in the publicly available programs NASAPjlO) 
and SNAPI14). 
3. Interpolation. This method is best suited when s is the only symbolic variable in 
the determinant. It requires the finding of the coefficient of the determinant's polynomial by 
evaluating it at different values of s. It has been deemed through [15] that using real values 
for s leads to ill-conditioned equations and therefore to inaccurate solutions. Thus, it Is best 
to use complex values for s. Also, the Fast Fourier Transform (FFT) is used to find the coef­
ficients. 
4. Parameter extraction. This method was introduced in 1973 by Alderson and 
Lin[16]. Other variations on the method were proposed later in I17](18)[19). The advantage 
of the method is that it is directly related to the basic determinant properties of widely used 
equation formulation methods like the modified nodal method (37) and the sparse tableau 
method(36). 
5. Symbolic algebra and expert systems. The current trend now is to bring in the lat­
est developments in symbolic algebra and expert systems to symbolic simulation. The EASY 
program (20)[21)[22) uses the MACSYMA symbolic algebra package and an expert system 
written in Smalltalk to perform its analysis. The BRAINS [23) and ASAP (24) simulators also 
use these techniques. 
1.1.2 Hierarchical methods 
One of the problems associated with finding a symbolic transfer function H (s, v) , is 
the exponential growth in the number of terms involved in the expression for the symbolic 
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transfer function as the network size Increases. Two approaches to the problem have been 
attempted: 
1. Flowgraph Armlysis. Star^k and Konczykowska have proposed a method based 
on a topological analysis of the network [25]. Networks are represented by a Coates' flow-
graph that describes all of the elements and their Interconnections. The result from a sym­
bolic topological analysis is the rational function of a specific output variable to an input 
variable (1.1). Storing and evaluating such a complex expression for a large-scale network 
directly would become impractical or in some cases impossible. Starzyk and Koncykowska 
solved the problem by decomposing the flowgraph into several smaller graphs and then per­
formed an upward hierarchical graph analysis technique [26]. This produced a sequence of 
expressions exhibiting a hierarchical dependency. 
2. Direct Network Approach. The approach adopted by the SCAPP program [27] is 
similar to that proposed by Starzyk and Konczykowska except that the network elements are 
represented directly by their Laplace domain descriptions in a sparse MNA matrix. The pro­
gram employs a partitioning algorithm [28] to decompose the network into smaller networks 
which can then be recomblned hierarchically. The program has been extended so it can an­
alyze flowgraphs as well. 
All of the symbolic methods described have focused on finding the solution in the fre­
quency domain. In fact, with few exceptions [29], almost all the work done in symbolic anal­
ysis has focused on finding transfer functions in the frequency domain. The concept of 
performing transient analysis using symbolic methods has not been heavily researched in the 
past. Previous attempts included a combination of a symbolic frequency analysis process us­
ing SCAPP and an efficient numeric FFT based algorithm using TFA [30]. The method is not 
a purely symbolic method and the accuracy of the transient output is very dependent on user 
intervention in the TFA program to specify the frequency window. In [29], a state-variable 
approach was used to perform symbolic analysis for a limited class of problems, namely an­
alog circuit fault diagnosis and dynamical behavior of switching power converters. The pur­
pose of this dissertation is to devise and Implement in the ANSI C programming language [31] 
a method that will work in the time domain for a much more general class of circuits. 
Because the major focus of the previous work has been in the frequency domain, it 
has been dlfflcult to analyze non-linear circuits, since frequency domain techniques are lim-
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Ited to linear systems. However, the most interesting circuits developed today make extensive 
use of non-linear elements such as diodes, BJT's. MOS and other devices. Thus, it would be 
highly desirable to be able to Incorporate the ability to handle these elements. For time-do­
main simulation, this dissertation proposes that the devices be approximated by linear ele­
ments. 
Compatibility with other circuit simulation programs Is also a desirable goal. The 
most commonly used circuit simulation program in use today is SPICE[3|. Since SCAPP now 
uses a SPICE-like input deck. SCAPP can analyze circuits from SPICE with minimal modifi­
cation. The closed-form simulator discussed in this dissertation can do the same thing. 
There is a serious dlfflculty when one attempts to perform strictly symbolic analysis 
in the time domain. It is well known from basic circuit theory that in order to find a closed 
expression for the time response for a linear circuit, it is necessary to find the roots of the 
characteristic polynomial 132). However, it has been shown mathematically that it is Impos­
sible to find the roots of a general polynomial of degree five or higher in a finite number of 
steps. This effectively precludes finding a strictly symbolic solution except for special cases. 
Non-linear systems would be even more complex. 
While a strictly symbolic solution is an impossibility, it is still possible to devise a 
semi-symbolic or closed-form solution. A closed-form solution would still retain most of the 
properties and advantages of a purely symbolic solution. This dissertation examines such a 
methodology for finding closed-form expressions for the circuit's solutions. 
1.2 Advantages of Closed-Form Analysis 
Tradition numerical analysis programs generally create printouts that consist of a plot 
of voltages or current waveforms over time. The output is plotted from a series of ordered 
pairs that give the voltage or current along the y-axls and time along the x-axis. This can 
provide the circuit designer with much useful information about how the circuit behaves. 
On the other hand, closed-form circuit simulation gives a very different answer: an 
analytic equation which can then be evaluated at any point in time, t, after the initial time 
tg. Closed-form simulation consists of reducing a circuit description into state variable form, 
finding its eigenvalues, and then using closed form integration techniques to find the solu­
tion. There are many advantages to closed-form circuit simulation over traditional numerical 
approaches: 
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1. Analytic solution When simulating a circuit it is possible to see an output voltage 
that decays exponentially. With a numerical plot of the voltage as a function of time, the de­
sign engineer has to try and fit a decaying exponential through the points if he or she wants 
to estimate the time constant. If the answer is in the form of an equation, the time constant 
Is immediately identifiable by examining the equation. If the circuit is oscillating, the period 
and phase shifts are also much more easily Identified analytically from the equation rather 
than trying to estimate them from a plot. 
2. Stability analysis. One of the things that Is useful to know is whether or not a cir­
cuit is stable. It turns out that the way the closed-form simulator works is to find the eigen­
values of the system. It is easy for the user or the program itself to determine if an eigenvalue 
Is In the right-half plane. This is especially nice for systems that are only marginally stable. 
3. Rim time independent of stmulatton time. As the simulation time of a linear circuit 
progresses, the computer time required to simulate it also increases for traditional circuit 
simulators. This is not true of closed-form simulation. Instead, the method finds the elgen-
solutlon of the system up front, and then the system is solved for all time t in the future un­
less the circuit switches into a new configuration. This has the potential of a tremendous 
speedup over traditional circuit simulation programs. This should be particularly noticeable 
if the circuit has node voltages that oscillate rapidly. A numerical simulator would have to 
use a small integration time-step to follow all of these oscillations consuming much computer 
time. 
4. Stiff systems. Stlif systems of differential equations where the eigenvalues are 
widely separated often tend to give many standard numerical integration techniques trouble. 
In order to converge, the step size must remain small even after many terms have long since 
decayed to negligible values. This does not give closed-form simulation trouble. A carefully 
developed and Implemented eigenvalue package should not have particular difficulty finding 
widely separated eigenvalues. 
5. Change inputs and initial conditions without resimulation. One of the most common 
operations a design engineer performs In transient circuit simulation Is resimulation of the 
same circuit using different inputs and initial conditions. Since these values have no effect 
upon the eigenvalues of the system, the design engineer can change these values without 
having to find the eigenvalues a second time, saving much time in the simulation process. 
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With traditional circuit simulation programs, changing the inputs or initial conditions re­
quires complete resimulation of the entire circuit from scratch. 
1.3 Overview 
This chapter has presented a brief survey of previous approaches to the problem, and 
described the advantages of closed-form simulations. Chapter two presents the state equa­
tions, shows how state variables are chosen, and shows how the state equations are con­
structed for a given network. The next stage of circuit simulation is finding the solution to 
the system. Chapter three focuses on a technique for finding the closed-form complementary 
solution. Chapter four discusses a technique for finding the closed-form particular solution, 
and shows how to find particular solutions for SPICE-like input functions. Chapter five ex­
plores how non-linear elements can be approximated by linear elements using the first two 
terms of the Taylor series expansion. Chapter six compares the operation of the closed-form 
simulator to PSPICE 5.2. Chapter seven summarizes the conclusions and outlines future re­
search. The dissertation also contains two appendices. The first is a user's manual for the 
simulator and the second is a technical manual that describes how the simulator was pro­
grammed. 
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CHAPTER 2. CONSTRUCTING THE STATE EgUATIONS 
The first step for the computer In analyzing a circuit is to read a description of the 
circuit and construct a circuit representation the computer can work with. This dissertation 
uses the state equation approach. This approach classifies the variables which describe the 
network into three main groups: 
1. The excitations, u^(t), u^it) u^(t} , are known functions of time. That is, they 
are independent voltage and current sources which drive the network. 
2. The responses, y, (O.yjCO UsiO . are the time functions we are interested in 
solving for such as node voltages and branch currents. 
3. The state variables, x, ( t). •'^2 ( , facilitate the formation of the state equa­
tions based upon the concept of the state of the network. The number of state variables, n. 
Is called the order of complexity of the system. 
The state of the network at time tg is a set of data x, ((). (()..... ( t) with two prop­
erties: 
1. Knowing the state at and the values of the excitations in the time interval 
the state at t, can be uniquely determined. 
2. Knowing the state at and the excitations at , the responses at can be 
uniquely determined. 
The equations relating to the state variables %, (() , responses y, ( f) , and excitation 
can be arranged in a form where the time derivative of the state variables and the re­
sponses are expressed explicitly using the state variables and the excitations. For a linear, 
time-invariant, regular network, the equations are naturally linear and their general form is: 
Definition: 
= Ax(t) + Bu(t) (2.1) 
y(t) = Cx(t) + Du(t) 
z((o) = *0 
(2.2) 
(2.3) 
These equations constitute the state variable normal form for the network. The first 
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equation is sometimes referred to as the state equation, the second as the output equation 
and the last as the initial condition. Together they constitute an initial value problem of n 
first order differential equations. The network theory problem before us is to formulate the 
state variable normal form knowing the structure of the network and the characteristics of 
the components and determine the initial values of the state variables. The formulation of 
these equations is the focus of this chapter. Finding the closed-form solution for these equa­
tions is the focus of the later chapters. 
2.1 Choosing a Set of State Variables 
First, we must decide how many and which values to choose as the components of the 
state vector, x(t). Since the state vector is intended to describe the solution of the network 
for all time t à , it must certainly describe the solution at time t = by property two. This 
means that we must come up with a suitable set of independent initial conditions that will 
describe the system at time t = Since each one of the state equations is a first order dif­
ferential equation, each one will require an initial condition. What we desire to do is to choose 
quantities for the initial conditions that will be continuous at time t = when bounded ex­
citations are applied and the simulation begins. By limiting ourselves to bounded excitations, 
we exclude excitations such as the Dirac impulse function which goes to Infinity at t = t,,. 
While it is common to approximate such a function In a laboratory setting, an exact Dirac 
impulse function cannot exist in nature due to its unboundedness. Indeed it can be argued 
that this function is not even a function in the true meaning of the word. However, a concept 
called the theory of distributions has been developed by L. Schwartz and others, and their 
theory, beyond the scope of this dissertation, places a rigorous foundation under the use of 
the impulse function 132). 
We now turn our attention to determining some circuit quantities that would be ap­
propriate candidates for the initial conditions by having the desired continuity properties. 
From elementary electromagnetics [33], we know the energy stored in a capacitor and an in­
ductor by integrating the instantaneous power p^{t) for the capacitor and P((t) for the in­
ductor are respectively: 
'  '  " O  C v ' ( t )  
E^(t)  = Jp,(t)dt  = j  u^(t)l^(t)dX = C j  v^{ t )d t  =  —I— (2.4) 
— OO —AA 0 
E,(t) = Jp,(t)dt= J u;(()(,(()df = L J ^ (2.5) 
-OO 0 
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where ( t) Is the voltage across the capacitor and i, ( t) is the current through the inductor. 
We know then that a circuit containing reactive elements, i.e. capacitors and Inductors, will 
have stored energy. Suppose that an electric circuit has stored energy E^ at time t, and that 
a sudden change appears in the circuit, either in its topology by switching or perhaps due to 
a source excitation, so that It now has stored energy Ej in Its new state at time . We know 
by the definition of power: 
= ^  (2.6) 
But as we let approach t, If E, ^ E^ the power would go to Infinity which is not possible In 
nature. Therefore, E, must equal E^ as approaches t, so the system cannot change en­
ergy states Instantaneously or an Infinite power would result. 
Suppose that a change occurs In a circuit at time t = tg. We are interested in deter­
mining what happens at an infinitesimal time before that, ( = and an infinitesimal time 
after that, t = to + • we apply the definition of power to the capacitor using the definition of 
a derivative as a limit 
p,(i> 
= ..""2,. = .."'S,. 21... -V 
.  '-f '"- '  .  «m 
'fi. -»'n 'o- 'o- -*'0 'o" 
In order for the derivative, and therefore the power, to be a finite number. It is clear that in 
the limit ) . 1-e. the capacitor voltage must be continuous at t = 
A dual argument can be applied to the inductor: 
• . . .  - i .  = 2 1 ' . .  - ' . I  12-8» 
'n- -•'o '0- ^0- ~^'f) 2(^0- 'l)l 
Thus, the inductor current must be a continuous function at t = for the derivative to be 
finite, 1. e. = i((to- ) = '1(^0+ ) - This means that the inductor current cannot change 
Instantly or an infinite power would result. So this explains why it is not good practice to 
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open a switch In series with a conducting inductor or the switch terminals will arc. Neither 
would it be good practice to short a charged capacitor. 
Capacitor voltages and inductor currents make good candidates for initial conditions 
since they will not change at time t = when we apply the source inputs and begin simula­
tion. Capacitor currents, inductor voltages and resistor currents and voltages do not have 
the same property and Indeed it Is quite common for them to change instantly so if we know 
their values at time t = before a change occurs, we don't directly know their values at 
t = immediately after the change takes place. 
Another reason for using inductor currents and capacitor voltages is evident by noting 
that the state equations do not contain any Integrals. Integrals can arise in one of two basic 
situations: 
1. We are calculating an inductor current from an inductor voltage; 
I 
i l( t)  = ^jvi{t)dt  (2.9) 
2. We are calculating a capacitor voltage from a capacitor current: 
( 
"cO (2.10) 
So by keeping the inductor currents as state variables, whenever an inductor voltage 
is needed it can be replaced by its branch relationship, u,(0 = L^i{(t) , and by keeping the 
capacitor voltages as state variables,  capacitor currents can be specified as i^(t)  = .  
By doing this, integrals will never appear in any of the equations. 
2.2 The Regularity of the Network 
It is important to note that not all electrical networks described in terms of ideal ele­
ments possess a consistent and complete set of linearly independent equations which make 
them uniquely solvable. Networks lacking such a set of linearly Independent equations are 
called non-regular. The non-regularity of a network is caused by the fact that the sums of 
particular currents and voltages predetermined by the characteristics and the structure of 
the network must be zero, according to Kirchoff s laws. The series connection of an indepen­
dent current source and an open circuit as well as the parallel connection of two independent 
voltage sources lead immediately to an inconsistent set of algebraic equations. 
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For linear dynamic networks, the voltage across a capacitor and the current through 
an inductor play a role similar to an independent voltage source and an independent current 
source respectively, since because of their continuity they cannot change abruptly in the 
presence of bounded excitations. This is especially evident at the moment when a parameter 
changes abruptly, i.e. at ( = tg. The starting voltage u^(£o_ ) of each capacitor and the start­
ing current i( ( tg _ ) of each Inductor can be specified arbitrarily. The initial voltages ^ ) 
and i((to+ ) must be coincident with these, i.e. at t = they are given similarly to inde­
pendent source voltages and independent source currents. Thus the circuit is certainly not 
regular if it contains a capacitor connected parallel with voltage sources, a short-circuit or 
another capacitor, or an inductor connected in series with a current source, open-circuit or 
another inductor. Examples of non-regular networks are shown in Figure 2-1. 
Figure 2-1 Structurally Non-regular Networks 
We can define a non-regular linear network as follows: if we replace all of the capaci­
tors with independent voltage sources and the Inductors with independent current sources 
in a linear network, then the network can be described in terms of a system of strictly alge­
braic equations in the node voltages and branch currents since KirchofTs laws and the com­
ponent characteristics will all be linear equations. If the resulting set of equations is not 
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solvable, the network is non-regular. Otherwise. It is regular. 
In general, two types of non-regularity can be Identified; parametric non-regularity 
and structural non-regularity. Parametric non-regular networks are unsolvable for certain 
values of the element parameters. If the values of the parameters are altered, the systems 
become uniquely solvable. The set of equations of structurally non-regular networks are not 
solvable for any set of values of the element parameters. Non-regular networks, whether 
parametric or structural, are not considered to be appropriate models for real systems since 
they do not lead to a complete, uniquely solvable set of equations. In general, it is not always 
possible to construct normal-form equations for such networks using the complete set of ca­
pacitor voltages and inductor currents. Therefore, the formulation of network equations for 
such networks is not considered here. Rather, the goal is to identify such non-regular net­
works and warn the user that the network might be non-regular. The user can then make 
appropriate modifications to the network to make it regular. This is the strategy used by the 
program implemented as part of this dissertation. 
Nevertheless, some authors take a completely different view of certain non-regular 
networks in that they consider them to be strongly Idealized models of real systems. As noted 
in [34], the formulation of a consistent set of equations for such networks "Involves much con­
ceptual and mathematical difficulty." Such formulations typically rely on utilizing linear com­
binations of a subset of the capacitor voltages and inductor currents and derivatives of the 
input functions in the state and output equations. The excluded capacitors and Inductors 
are referred to as "excess" elements and their capacitor voltages and inductor currents are 
considered to be dependent on the remaining ones. An important issue is which elements to 
select as the "excess" elements because there are often many choices. While it is possible 
with a suitable change of variables to eliminate the derivatives of the input functions in the 
state equation, it is not always possible to do this with the output equations. Chua and Lin 
[35] make the following comment about such systems: 
[IJf some derivative appears in the output equation, the system is said to be 
improper. It is unadvisable to solve such equations by a digital computer, be­
cause the difierentlation of the input u, when performed on a discrete basis, 
can lead to very serious accuracy problems. In fact, all existing programs [ci­
tations omitted] using the state-variable approach preclude such a system and 
will give some error message when an Improper system is encountered. 
The closed-form solution approach of this dissertation holds out promise of being able 
to solve an improper system, because differentiation is not carried out on a discrete basis. 
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but rather In closed-form. While the solution strategy for Improper networks Is beyond the 
scope of this dissertation, the closed-form approach provides a good starting point for the in­
vestigation of such networks. Improper networks are a special case of non-regular networks. 
2.3 State Variable Normal Form 
A KirchhofT network can be viewed as an interconnection of components. Each com­
ponent has two or more terminals. The terminals of the components are joined together at 
nodes. A simple KlrchofT type network is shown in Figure 2-2. Each node Is assigned a volt-
2.2  2.4 
Figure 2-2 Network of General Components With Terminal Variables Labeled 
age (pj ( t). The node voltage is the electric potential difference between a node and an arbi­
trarily chosen ground node, taken as the reference point or datum. By definition, the node 
voltage of ground Is considered zero. All other voltages in the network are measured relative 
to it. The ultimate task of simulation is to determine the node voltages and some device cur­
rents as functions of time for a given interconnection of specified components, their initial 
conditions, and the Independent sources driving the network. 
Each component can in turn be made up of an interconnection of components. Let's 
examine a typical component In Figure 2-3. From an Interconnection viewpoint, component 
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f k , ( 0  
kth component 
x , ( t )  u , ( t )  
X 2  ( t )  Uj ( t) 
Figure 2-3 Typical kth Component 
k is characterized by the number of terminals that it has, . Each terminal is associated 
with a corresponding terminal current p (t) entering the device. Each terminal is also as­
sociated with a terminal voltage p. 
The structure of the network determines constraints that must be satisfied by the ter­
minal currents and voltages. The first constraint is the well-known KlrchhofT Current Law 
(KCL) which states that the summation of the currents flowing out of any node must be zero. 
Currents flowing into a node are taken to be negative. This gives an equation for each node 
in the set of terminal currents for the network. For the example network of Figure 2-2, we 
may write the KCL equations in the form of a matrix called the Junction matrix, E. Each of 
Its rows corresponds to a node, but no row is associated with the reference node zero because 
it leads to a redundant equation. The submatrix describes the kth component. The pth 
column of this matrix corresponds to the pth terminal of that component so there are col­
umns in . The elements of E^ are either one or zero according to the rule: 
1 if the 1th node is coincident with the pth terminal of the kth component 
0 If they are not coincident 
It should now be evident that the KCL equations can be summarized as; 
Ei = 0 (2.12) 
where 
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component: 1 2 3 4 
terminal: 1 23 12 34 12 34 1 2 
node 1: 1 0 0 10 0 0 0 0 0 0 0 0 
node 2: 0 1 0 0 10 0 0 0 0 0 0 0 
node 3: 0 0 0 0 0 10 0 0 0 0 0 0 
node 4: 0 0 0 0 0 0 1 1 1 0 0  I 0 
node 5: 0 0 0 0 0 0 0 0 0 0 1 0 1 
E, Ez E3 E4 
Figure 2-4 Junction Matrix for Circuit of Figure 2-2 
i = [i\ ... (2.13) 
and 
= [ 'fc. l  'k .2 (2.14) 
The second set of constraints Imposed by the interconnections of the components is 
the well-known KirchhofTs Voltage Law (KVL) which states that each terminal voltage is equal 
to the node voltage of the node to which it Is coincident. Thus, this gives rise to a set of equa­
tions, one for each terminal voltage which equates the terminal voltage to its coincident node 
voltage. For our example network we have. 
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<P'l. 2  
•P'l,3 
(P'2.1 
«P'2.2 
<P'2.3 
(P'2.4 
«P'3.1 
(P'3.2 
V'3.3 
^3.4 
'P'4.1 
'P'4.2 
1 0 0 0 0 
0  1 0  0  0  
0  0  0 0  0  
1 0 0 0 0 
0  1 0 0 0  
0  0  1 0  0  
0 0 0 1 0 
0 0 0 1 0 
0 0 0 1 0 
0  0  0 0  0  
0 0 0 0 1 
0 0 0 1 0 
0 0 0 0 1 
These KVL equations can be summarized in general as: 
cp' = ET(p 
where 
and 
•P' = [(p'l (p'2 ... (P'K] ' 
V'fc - [(P'fc. 1 'P'fc.2 (P' fc .wJ 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
The transpose relationship between the KCL and KVL equations (2.12) and (2.16) can be 
readily verified for the example network and also holds true in general. 
The goal of circuit simulation is to solve for the unknown non-reference node voltages, 
terminal voltages and terminal currents. Altogether this gives r + 2N unknown quantities 
where r is the highest node number (assuming the nodes cire numbered consecutively from 
zero), and N Is the sum of the numbers JV^. for each component k. To successfully solve for 
these unknowns we must have as many equations as unknowns. So far we have rKCL equa­
tions for the nodes and N KVL equations for the terminals. To solve the circuit, we need an­
other N equations. These equations come from the constraints imposed on the terminal 
18 
voltages and currents by the components themselves. The next section discusses how these 
equations are set up. 
Each component k is characterized by its order of complexily ^ which is the sum 
of the number of inductors and capacitors contained within the component, assuming the 
component is regular as previously discussed in section 2.2. The component may also con­
tain Independent voltage and current sources which drive the component. Based on this in­
formation, a component can be viewed as a "black box" described by a mathematical 
relationship which relates the terminal currents and voltages in terms of the states and inde­
pendent sources which drive it. Once we have this information, we are no longer concerned 
about what is actually contained within the component from a network point of view. In the 
case of a linear, time-invariant component k within a network, the determinative character­
istics which describe the "black box" can be written as a set of linear differential and algebraic 
equations: 
If the component does not contain any capacitors or inductors there is no state vector to be 
concerned about, so the first row and initial conditions can be eliminated, and the element 
can be completely described by algebraic equations. If the element contains no independent 
sources, the u vector can be eliminated. The differential equations (first block row) have as 
many rows as there are states (capacitors and inductors) defined by the component. The al­
gebraic equations (second block row) have as many rows as there are terminals. 
A library of basic linear components used in engineering circuit analysis is given in 
Table 2-1. The component equations (2.19) are given for each element in tableau form. It is 
worth noting that the set of equations that describe a particular component are not unique. 
They can be algebraically rearranged in many equivalent ways. The equations in the table 
have been carefully set up in such a way as to allow any peirameter to go to zero without caus­
ing division by zero. 
2.4 Component Description 
k 
(2.19) 
=  * f c , 0  
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Table 2-1 Library of Basic Components and their Constitutive Equations 
Name Symbol Constitutive Equations 
Resistor 
Capacitor 
Inductor 
Mutual 
Inductance 
Vk.T 
C. Ï 
C . 2  
M  
1 
if lc.2 
V'fc.3 
'P'fc.4 
-1 1 v'k., 
+ 
R 0 [4.,1 0 
1 -1, v'k.2 0 R .''fc.2 0 
C O  0 - 1 0  
0  1 - 1 0  0  
0 0 0 1 1 
9'k . l  
«P'kZ 
V k, 1 
i', 
hi] 
'fc.i 
_ ' fc .2j  
(i-o) - f k. I "Vk.2(^o) 
L-1 10 0 
0 0 0 1 0 
0 0 0 1 1 
(P'k.l 
'P'fc.2 
k. 1 
f c . 2  
k,] 
-  'k.  I 
L, M 
M  
0 0 
0 0 
0 0 
0 0 
-1 1 0 0 0 0 0 0 
0 0 -1 1 0 0 0 0 
0  0  0  0  1 0  0  0  
0  0  0  0  0  0  1 0  
0  0  0  0  1 1 0  0  
0  0  0  0  0  0  1 1  
-^k. I (fo) 
k.2(fu)  
•^k.l 
•*fc,2 
V'k,, R) ol 
(P'k.2 0 0 
«P'k.3 1 0 
«P'lc.4 0 1 
( k . ,  
h . 2  
0 0 
0 0 
''k.3 
.'"k,4. 
Ck.,(y 
/ k, 3 ( 
'k.l 
^k.2 
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Table 2-1 (Continued) Library of Basic Components and their Constitutive Equations 
Name Symbol Constitutive Equations 
Independent 
Voltage 
Source 
V'k.2-
' k ,  
1 
E(t)  (i) 
T  
1 -1 v'k,l 
+ 
00 4., 1 
p 0 V'k.2 1 1 0 
"fc,I -
Independent 
Current 
Source 
(Pk.,-
V/C.2-
1 
j { t )  4» 
 
10 1 
,11 0 K.i] 
"fc, I = 
VCCS 
(Trans-
conductance) 
'Pfc.4 
9((P'k.,-(P'k.2) 
9-9 00 
g-g 0 0 
0 0 00 
0  0  0 0  
Vk.,  
f'fc.2 
•P'k.3 
V'fc.4 
0  0 - 1 0  
0 0 0 1 
1 0  0  0  
0  1 0  0  
( 'k ,  0 
'•k.2 0 
i'fc.3 0 
0 
VCVS 
(Trans-
potential) V'k. 3  
H —|i —1 1 
0 0 0 0 
0 0 0 0 
0 0 0 0 
•Pk.! 
v'k.2 
'p'k.3 
v'fc.4 
0 0 0 0 
1 0 0  0  
0  1 0  0  
0  0  1 1  
'k . .  0 
<k.2 0 
'k .3 0 
'k .4 0 
I  - 9  ^ 2 )  
CCCS 
(Transfluence) 
CCVS 
(Trans-
resistance) 
«P'k. 2  
0 0 0 0 
1 - 1 0  0  
0 0 0 0 
0 0 0 0 
0  0 - 1 1  
1 - 1 0  0  
0 0 0 0 
0 0 0 0 
(p'k. 2  
(p'k.3 
V'k.4 
v'k.i 
(P'k. 2  
•P'fc.3 
v'k,^ 
« 0 0 1  
0 0 0 0 
1 1 0  0  
0  0  1 1  
r O O O  
0 0 0 0 
1 1 0  0  
0  0  1 1  
k.l 
k , 2  
•fc.3 
•'MI 
('k., 0 
0 
' \3  0 
''M. 0 
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Table 2-1 (Continued) Library of Basic Components and their Constitutive Equations 
Name Symbol Constitutive Equations 
Ideal Op-amp 
'P 'FC.2  
-«P 'FC.3  
1 -1 0 
0 0 0 
0 0 0 
v'k., 
v 'k .2  
v'k.3 
0 0 0 
1 0 0 
0 1 0 
k . l  
'•k.2 
''fc.3 
2.5 Combining tlie Network Equations 
Now that a full set of network equations are available, the next step is to gather up all 
these related equations into a single matrix equation which can be reduced to the desired 
state and output equations. The equations we have so far are the KCL equations, 
E%(f) = 0 (2.20) 
the KVL equations, 
(P ' ( ( )  =  ETÇIT)  
and the constitutive equations for all K components. 
H 
X X ,  I  
^xx.K 
H xtp, 1 
H xip. 2 
•*<P. K 
«P,  
<P'2 
«P 'K 
xl, I 
1 
H X X ,  2  
* x x ,  K 
H Xll, 1 
Vu, 2 
xu, K U, 
®x(,2 
*xt. K 
(2.21) 
(2.22) 
and 
D, 
Do 
<P,  
92 
<P'K 
Pn 
'i'l 
^'2 = 
i'K 
H X, 1 
H X.2  
"x.K 
*1 
*2 + 
.'K 
' i l .  1 
H 11.2 
H 11. K U, 
(2.23) 
The last two equations can be written in the compact notation, 
22 
i 
<P' = 
1 
x( to)  
^xx xn 
H., 
[u] (2.24) 
which is the same as (2.19) except that the Jc subscripts have been dropped. Bringing all 
these sets of equations together, we have: 
-I 0 0 
0 D F 0 
0 0 B 0 
. 0  
0 0 
0 0 
Hx. 
[«] (2.25) 
Equation (2.25) is a complete set of network equations that can be readily manipulated by a 
computer. While equation (2.25) may be very large, it is also quite sparse which means that 
it can be stored and mcinipulated in the computer using sparse matrix algorithms. Con­
structing the matrix is simply a matter of filling in the submatrices. For the basic compo­
nents, the element equations can be copied directly from the corresponding entries in the 
library. 
To construct the state equations and output equations, all that is necessary is to solve 
(2.25) for the left-hand side vector. If the network is regular as was discussed in section 2.2, 
the set of equations will be linearly independent. The node voltages, teiminal voltages and 
currents and the time derivatives of the states will have unique values that can be solved for. 
Otherwise, the network to be analyzed is non-regular and the user will have to reexamine the 
modeling being used to further analyze the network. The equations can be solved by any 
number of methods. For simplicity, this project used gaussian elimination with row pivoting 
for stability to reduce the left hand matrix to an identity matrix. The program detects a non-
regular network automatically during the reduction process as a singular matrix. After the 
reduction, the state equations and output equations can be readily identified: 
I 0 y C 0 
0 I X A B 
[u] (2.26) 
where 
y = 
<p 
v' 
i 
(2.27) 
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2.6 Hierarchical Networks 
In general, each component of a network may be made up of Interconnections of other 
components, be they basic components from the library or components which are themselves 
made up of other components. Such components are known as compound components. 
With some slight modifications, (2.25) can be extended to handle networks containing com­
pound components. The general form of the network equations are: 
E f  - I  
Ej 0 0 
D 
0 
0 0 0 0 
0 -I 0 
F 0 0 0 
E, 0 0 -E; 
0 0 0 
0 
0 
0 
[x] 
0 
0 
H., 
0 
[u] (2.28) 
The major addition is the subvector for the external terminal voltages <p" and external termi­
nal cuirents i". The E matrix has been partitioned into two submatrices; E, involves the 
internal currents and voltages i and <p', whereas E^ involves the external currents and volt­
ages 1" and (p". 
Consider the compound component in Figure 2-5. The terminals that are external to 
the compound component are labeled (p" and the corresponding terminal currents are labeled 
i". What this effectively does is to extend the KCL equations which are the fourth block row 
of equation (2.28). In addition to having currents leaving a node through components con­
tained within the component i , currents may enter from outside the component i". The sum 
of the currents leaving the node must equal the sum of the currents entering the node for the 
current balance to be maintained. The KVL equations are also extended as can be seen in 
the first block row of equation (2.28). In addition to the terminal voltages of each component 
(p' being equated to the voltage of the node they are connected to (p as discussed previously, 
the external terminal voltages <p" are equal to the voltage of the node they are connected to 
(p. The addition of the external current vector i" and external node voltage vector <p" allow us 
to handle this case. 
Once the equations for a component are set up, the goal Is to reduce them to the form 
of equation (2.19). Once in this form, the equations for a compound component can be treat­
ed like those for any other component. The trick is to simply row reduce (2.28). If the com­
pound component Is regular, we obtain a set of equations that involve only the variables we 
need; 
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fc.2 
Figure 2-5 Example Compound Component 
0 D I H. w H. w (2.29) 
It turns out that this is exactly the form for the equations of a regular component (2.19) if we 
tack on the k subscripts, relabel the double-primed quantities as single-primed quantities, 
and treat it like a component. The process of constructing the state equations then boils 
down to recursively constructing (2.28) for each compound component, row reducing it to 
(2.29) and then combining the resulting equations again according to (2.28) one level up the 
hierarchy. When the top of the hierarchy is reached, there will be no external terminal quan­
tities to solve for, and the matrix on the left side of (2.28) can be reduced to an identity matrix 
producing the desired state and output equations. If one of the compound components or 
the top-level of the network is non-regular, this will be detected automatically during the row 
reduction process. The construction will stop at that point and the user will be notified. In 
this project, row reduction with partial pivoting for stability was used. Row reduction is a 
well-elaborated procedure of numerical analysis so it is not necessary to repeat it here. The 
interested reader is referred to the literature |43|. 
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2.6.1 Example 
Consider the ladder network of Figure 2-6. In addition to the Independent voltage 
source E and load resistance , It Is made up of two Identical stages, one of which Is shown 
In Figure 2-7. In this example, we will build the determinative characteristics for a ladder 
o> 
c_L 
1,3  
<P'P3.2 
' ' l . 2  <P2 ' 2 .1  
f'1.2 
-Œh 
Ô<p' ''2.3! 
'2.2 V] 
'P2.3 
(P4,,9, 
R, 
1,3 
% «P'4,2?t '''•2 
Figure 2-6 Example Hierarchical Ladder Network 
<Pi -Ui k , 2  
Figure 2-7 Example Ladder Stage 
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stage, and then show how the stages are combined to produce the complete network equa­
tions. The ladder stage consists of a resistor, a capacitor and three external terminals. Its 
network equations, consisting of Its KCL, KVL and component equations, are: 
1 0 0 - 1 0  0  0  0 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 - 1 0 0  0 0 0 0 0 0 0 0 0 0 0 
0 1 0 0  0 - 1 0  0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 - 1 0  0  0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 0 - 1 0  0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 0  0 - 1  0 0 0 
0 0 0 - 1 1 0  0  R O O O  0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 1 0  0  0 0 0 0 0 0 0 
0 0 0 0  0  1 - 1  0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 10 0 0 0 0 0 0 - 1 0  0  
0 0 0 0 0 0 0 0  1 1 0  0 0 0 0 0 - 1 0  
0 0 0 0 0 0 0 0 0 0 ! 0 0 0 0 0  0 - 1  
0 0 0 0 0 0 0 0 0-10 c 0 0 0 0 0 0 
92 
9, 
«p'l.l 0 
<p'l.2 0 0 
*2., 0 
(P'2.2 0 
0 
' ' ..2 
''2., 
0 
= 0 
0 
^2.2 1 
•*'c2. 1 0 
v"k. 1 0 0 
v"k.2 0 
v"k, 3 0 
i"k.i 
'"k.2 
c2, l] (2.30) 
The submatrlces defined in (2.28) have been marked off so as to be readily Identified. When 
this set of equations is row reduced using the computer, we obtain: 
0 1 -1 0 0 i? R 
0 0 1 -1 0 0 0 
0  0  0  0  1 1 1  
*'2,1 
v'k., 
v'k.2 
v'k.3 
' 'k.  1 
'k.2 
ffc.3 
[•^'2.1] (2.31) 
which provides the relationships Involving only the terminal quantities and the states. These 
equations can be readily verified directly from the circuit diagram Figure 2-7. Moving up one 
level in the hierarchy, we have relabeled the double-primed quantities as single-primed quan­
tities. The top level of the hierarchy gives this set of equations: 
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0 0 0 
1  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  1  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  1  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  1  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  00  0  0  0  0  
0  0  0  0  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
1  0  0  0  0  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
00  1 0  0  0  0  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  -1  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  1  -1  0  0  0  0  0  0  0  0  0  R R 0  0  0  0  0  0  0  0  0  
00  0  0  1 -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
00  0  0  0  0  0  0  0  0  0  0  0  1  1  1  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  1 -1  0  0  0  0  0  0  0  0  0 R R 0  0  0  0  0  0  
0  0  0  0  0  0  0  1 -1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 1  1  0  0  0  0  0  0  
0 0 0  0  0  0  0  0  0  1 -1  0  0  0  0  0  0  0  0  00  0  0  0  0  
00  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 1  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  -1  1  0  0  0  0  0  0  0  0  0  0  0  
00  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 1  0  0  
0 0 0  0  0  0  0  0  0  0  0  0  0  1 0  0  0  0  0  1 0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 0  1  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 0  00  1 0  0  0  
0  0  0  -1  1 RC RC 0  0  0  0  0  0  0  0  0  
-1  
c  
0  0  0  0  00  0  0  1 0  
° ° ° É A ° 0 0 0 0 0 0 0 0 ^ 0 0 0 0 0  0 1 
<P1 
(p2 
*3 
«p'l.l 
< P ' l . 2  
v ' l . 3  
v'z, 
(p'2.2 
v'2.3 
V'3.1 
^3.2 
(p'4,2 
'1.2 
'1.3 
''2.1 
' '2,2 
'2.3 
'3.1 
''3,2 
' '4.1 
'4.2 
X 1 . 1  
• 2 . 1  
0 0 0 
00 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
£0 0 
0 0 0 
1 0 
0 0 
0 0 
"^1.1 
•*''2. i 
+ 
0 
0 
0 
0 1 0 
0 0 0 
0 0 1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
[E] (2.32) 
Letting R = l.0xl0''u, C = 1.0x10 and R, = l.OxlO^ti the equations are then row reduced to 
an identity matrix which gives the state equations and output equations: 
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0 
1 
0 
0 
1 
0 
1 
0 
0 
0 
0 
0 
0 
-0.0001 
-0.0001 
0.0002 
0.0001 
0 
-0.0001 
0.0001 
-0.0001 
0 
0 
-20 
• 1 . 1  
- 2 . 1  
[«] 
-200 
100 
100 
-1100 
100 
0 
(2.33) 
q>, 
<P2 
•P'l.i 
9%.2 
«P'l.3  
V'2.1 
«p'2.3 
v'3.1 
'p'3.2 
9'4.| 
•P ' 4 .2  
* 1 . 1  
'1 .2 
*1.3 
* 2 . 1  
* 2 , 2  
' 2 .  3  
*'3.1 
*3.2  
*4 .1  
*4 .2  
•^'1.1 
•*'2.1 
2.7 Simplifying the Equations 
The equations (2.28) previously described are known as tableau equations [36]. That 
is, they involve the complete set of terminal voltages and terminal currents. However in most 
cases we are not interested obtaining the entire set of terminal voltages and currents. Rather, 
it is quite sufficient to know the node voltages and a subset of the terminal currents, specif­
ically the currents through Independent and dependent voltage sources, and the currents at 
the outputs of op-amps. If compound components are included, we may wish to know their 
terminal currents as well. The set of equations that involve this reduced set of currents are 
known as the modified nodal equations (37). 
5.42101x10 
0 
1 
5.42101x10"^° 
0 
0 
-9.21572x10"'^ 
1 
-5.42101x10"^° 
5.42101x10"^° 
0 
1 
0 
0 
0.0001 
-0.0001 
-0.0001 
0.001 
0.0011 
0 
0 
0.001 
-0.001 
1 
0 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0.0001 
0 
-0.0001 
0 
0 
0 
-0.0001 
0.0001 
0 
0 
The process of circuit modeling can be loosely viewed as one of selecting network com-
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ponents from a library and assigning node voltages (p, to each of the terminal voltages <p'^. j. 
In fact, the SPICE input deck syntax requires that the user do exactly that. Therefore In the 
process of circuit modeling, the user has already assigned node voltages to each of the termi­
nals when the components are read from the input deck. This makes it unnecessary to keep 
track of the terminal voltages separately from the node voltages. The reduced MNA equations 
have the form: 
<P 
1 
^DCDS 
^CCIIS 
iop 
i 
*'c 
L J (p" 
i" 
Even though the modified nodal equations have more block subvectors, the total number of 
equations Is substantially reduced. Instead of 1 being the complete set of terminal currents 
as it was in (2.25) and (2.28), it now represents only the terminal currents of compound com­
ponents. The additional current vectors . and are the currents through In­
dependent voltage sources, voltage controlled voltage sources, current controlled voltage 
sources and the currents drained at the output terminals of ideal op-amps respectively as one 
might expect. Altogether, this is a greatly reduced set of currents. The actual amount of the 
reduction compared to the tableau equations will of course depend on the particular network. 
With the modified nodal equations, it Is possible to specify the electrical characteris­
tics of every basic component in the library as was done previously. The difference now Is 
that the characteristics are expressed directly In terms of the node voltages the terminals are 
connected to. This effectively combines the KVL equations in with the component equations. 
Also, only the additional currents necessary to complete the KCL equations are defined, 
namely the subset of terminal currents listed previously. Because the equations are written 
directly in terms of the node voltages, the element equations are written directly Into the mod­
ified nodal equations rather than into submatrices as was done in the tableau equations. 
(2.34) 
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This is why submatrices do not appear in (2.34). The modified nodal equations do have some 
slight disadvantages. A zero resistance cannot be directly handled because it would lead to 
an infinite conductance to enter Into the matrix. Current controlled sources must depend 
upon one of the subset of terminal currents. This is not a major disadvantage however, since 
It is always possible to Insert a zero-valued independent voltage source into the network with­
out affecting Its operation. In fact, zero voltage sources act as the "ammeters" for SPICE |38). 
The program implemented as part of this project takes advantage of the reduction in the num­
ber of equations by using modified nodal equations. 
2.7.1 Example 
Using MNA equations, we revisit the hierarchical ladder network example. We can 
write the MNA equations for the ladder stage in Figure 2-6 as: 
i _ i  0 0 0 0  -1 0 0  0  
- i o o o o o - i o c  !_ \ R R 
0  0  0 0 0 0 0 0  - 1  - C  
1  0 0  - 1  0 0 0 0 0 0  
0  1  0 0  - 1  0 0 0 0 0  
0  0  1  0  0  - 1 0  0  0  0  
0  1  - 1 0 0 0 0 0 0 0  
<p, 
«P2 
<P3 
V'k.l 
« p " f c . 2  
v"k .3  
'"fc.l 
'"fc.2 
' "FC.3  
[•*'2.1] (2.35) 
By comparison to the tableau equations, we can see the reduction from a 15x18 matrix in 
(2.30) to a 7x10 matrix in (2.35) to describe the same component. This is a 74 percent reduc­
tion In the number of matrix entries. Row reducing this equation gives: 
1-1 0 -R 0 0 0 
0 1 -1 0 0 0 0 
0 0 0 1 1 0-C 
0 0 0 0 0 1 c  
•p'fc.1 
v'k.2 
(p'k.3  
i' 
' (c , l  
• ' f c , 2  
:k.3 
• 2 .  1  
[•*2, 1] (2.36) 
which can be shown algebraically to be the same reduction as was obtained using the tableau 
equations. Moving up one level In the hierarchy, we can write: 
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0 0 0 1 0 0 0 0 0 1 0 0 
0 0 0 0 1 0 1 0 0 0 0 0 
0 0 1 0 0 0 0 1 0 0 0 0 
1 -1 0 -R 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 1 0 0 0 0 0 -c 0 
0 1 -1 0 0 0 -R 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 1 0 0 0 -c 
1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 c 0 
0 0 0 0 0 0 0 0 1 0 0 c 
«Pi 
92 
<P3 
f , . ,  
'•..2 
i'l.3 
''2,1 
('2.2 
('2.3 
('e 
"^'1.1 
*^'2.1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 0 0 
0 0 •^'1.1 + 0 
0 0 
*2 ,1  0 
0 1 0 
0 0 0 
0 0 1 
0 0 0 
p 0 p 
[E] (2.37) 
Once again we see a dramatic reduction In the size of the matrix to be reduced. The 
MNA equations, (2.37) are only 12 x 12 compared to the tableau equations (2.30) which are 
25 X 25. This Is a 77 percent decrease In the number of entries. If we were to row reduce this 
set of equations for the same numerical values of the elements, we would find the same sets 
of state equations and output equations as before so there Is no need to repeat them again. 
2.8 Summary 
Electrical networks are governed by KCL, KVL and component equations. For linear 
networks, these equations can be set up as tableau equations which involve the complete set 
of node and terminal currents or as MNA equations which Involves a reduced set of variables. 
For linear, regular electrical networks, either form of these equations can be row reduced into 
the form of normal form state-variable equations. If the network is non-regular, the network 
model does not posses a complete set of linearly Independent equations, so the user will have 
to reexamine the modeling used to describe the network. State equations describe a system 
in terms of the set of linear, first-order, differential equations Involving the input functions 
driving the network, the output equations describing the output quantities of interest, and 
the states which describe the Internal configuration of the system at any given time. For an 
electrical network, these turn out to be the capacitor voltages and Inductor currents. Normal 
form, or state variable, equations describe a system as a set of linear first-order equations. 
There will be as many Independent initial conditions as there are equations. 
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CHAPTER 3. FINDING THE COMPLEMENTARY SOLUTION 
Once the state equations have been constructed for a given network, the next step Is 
to find a closed-form solution for them. 
^x(t)  = Ax(t)+Bu(0 (3.1) 
y(t) = Cx(t)+Du(t) (3.2) 
*(^o) = *0 (3.3) 
Suppose we premultiply both sides of (3.1) by a non-singular matrix K(t) and rearrange; 
K ( t ) £ x ( t ) - K ( t ) A x { t )  =K(t)Bu(t) (3.4) 
The left-hand side of (3.4) would be an exact vector differential provided: 
^ K ( t ) = - K ( t ) A  (3.5) 
One such matrix that has this desired property, as we will later verify. Is: 
K(f)=e-A' (3.6) 
This enables us to rewrite (3.4) as an exact vector differential: 
d[K(t)Jt(t) l  = K(t)Bu(t)dt  (3.7) 
Integrating both sides from to t gives: 
( 
K ( t ) x ( t )  - K ( t g ) x ( t g )  = jK(t)Bu(x)dr (3.8) 
'o 
Solving for x(t) and substituting the matrix exponential for K(t) gives the solution: 
t  
x ( t )  =  (3.9) 
'o 
This solution can be viewed as the sum of two solutions, the complementary solution, 
x j t )  =  (3.10) 
and the particular solution. 
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Zp(0 = Je*('-VBu(T)dr (3.11) 
'o 
so that: 
x ( t )  =  x ^ ( t ) + X p { t )  (3.12) 
Note that the complementary part of the solution does not Involve the Input functions, u((). 
It would be the same as If we had completely left out the second term from (3.1). The equa­
tions that are obtained when this is done are called the homogeneous equations, which is why 
the complementary part of the solution is also called the homogeneous solution. 
The focus of this chapter is to find a closed-form expression for the complementary 
part of the solution. The next chapter describes a method for finding a closed-form particular 
solution for a given input. 
3.1 Finding the Matrix Exponential 
The solution to the homogeneous equations is the exponential function of a matrix. 
The Taylor series expansion of the exponential of a scalar is; 
" (3.13) 
It is possible to define a function of a matrix by replacing the scalar \ in the previous equation 
by the matrix A in the Taylor series expansion: 
r |A(t-y I = e* 
" lA(t-t„)l' (3.14) 
We can verify that this is in fact a solution of the homogeneous system by plugging in 
this definition for x ( t) in the homogeneous state equation x = Ax and differentiating term 
by term. 
34 
Ae*('-W = ±  
d t  d t  
= A (3.15) 
= Ae^ 
This also verifies the property (3.5) needed In the derivation. The problem then becomes one 
of evaluating the exponential of a matrix in closed form. On the computer, one could simply 
set up a loop to sum the series until some suitably defined norm became sufficiently small. 
However, this would not give a closed-form solution. The sum would also have to be recom­
puted for every new value of L By using the Cayley-Hamllton theorem and some other prop­
erties, it Is possible to evaluate a function of a matrix in a finite number of terms. 
Suppose that we know the n eigenvalues of X, A. By definition, the eigenvalues are 
the roots of the characteristic polynomial of A: 
A ( X )  = det(XI-A) 
n 
= (3.16) 
i - O  
= 0 
We can now state the Cayley-Hamllton theorem. 
Theorem 3-1: A matrix satisfies its own characteristic equation. 1. e.: 
A (A) = 0 (3.17) 
Proof. The characteristic polynomial of A is defined as 
M X )  = det(XI-A) (3.18) 
The Inverse of a matrix can be computed as the adjoint matrix over the determinant: 
(3.19) 
_ adj ( XI — A) 
A(X,) 
Rearranging this equation gives; 
A(A.) = (XI-A)adJ(A.I-A) (3.20) 
Substituting A for X. gives the asked for result; 
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A(A) = (A-A)adj(A-A) 
= 0 
The matrix function, P(A(t-to)l , can now be written in terms of the characteristic 
polynomial using the Cayley-Hamilton theorem as 
=  Q [ A { t - t o ) \ A { A )  +R[A(t- t„) |  
= R|A(t-y I (3.22) 
n- 1 
= 2a,( t-V'A'  
1 = 0 
where R|A(t-(Q)| is of degree n-l or less. By the Cayley-Hamilton theorem, A (A) = () 
which makes the simplification in the previous equation possible. It turns out that for an 
appropriate choice of a,'s, the matrix exponential function, PlA(t- tg) | , can be written In a 
finite number of terms. We now turn our attention to solving for these a,'s. 
3.2 Distinct Eigenvalues 
The scalar exponential function for any eigenvalue can also be written in terms of its 
infinite Taylor series expansion: 
" (3.23) 
The infinite series can now be expressed as: 
I  =  ] A ( \ )  + r | \ ( ( - y |  
where r|k,((-y ] is a polynomial of degree n-l. Using the definition of an eigenvalue, 
A(X,) = 0, the previous equation can be simplified to 
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= r | \ ( t -y)  
n- 1 
~ X "j V ( ^ ~ 
J = 0 
= [l A., ... An-2 A.,"-'] 
0 | (f-^)  
(3.25) 
This set of equations can be written for each distinct eigenvalue, \ , i  =  1.2 n . If we gather 
up all of these equations, they can be written in a single matrix equation. 
1 ••• A.p-2 X,"-' 
1 k, ... 
1  K  - K - ' K - '  
g^l C-'o) 
C *-n-iC- 'o)  
e^nC- 'o)  
(3.26) 
This matrix is known as a Vandermonde matrix, V. It can be shown by induction that its 
determinant is: 
det{V) = [ ]  (k,- \ )  
1  £ ( < J £ n  
(3.27) 
Thus for distinct eigenvalues, the determinant of the Vandermonde matrix will be non-zero 
so the matrix will be invertible. The system can be solved by LU decomposition or another 
suitable procedure for the a/s by letting t = tg. In fact, [41) gives an algorithm that can solve 
for the a,'s in the distinct real case in only O(n^) steps. Once the a,'s are found, the matrix 
exponential can be computed directly. 
n — I 
( = 0 
n - 1 n 
•  S A' St ; , . / ' "- ' - '  ( = 0  ^ J = l  
[I / n 
= X 
J " 1^ ( " 1 
(3.28) 
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The symbol Is the (1, j) element of the Inverse of the Vandermonde matrix. Finding the 
complementary part of the solution requires knowledge of the Initial conditions, . Thus, 
the complementary part of the solution requires that we multiply (3.28) by the initial condi­
tion vector. 
J = A ( = 1 
J-jC-'o) (3.29) 
A direct implementation of (3.29) would yield an 0(n*) algorithm. However, we if save 
intermediate results in an n by n matrix Z, this can be reduced to 0(2n)). The Z matrix Is 
defined as: 
z= AZg A% ... A"-'Xo] (3.30) 
Computation time is saved by avoiding recomputing powers of A. This optimization has been 
done in the actual computer implementation. Making use of the Z matrix, the double sum­
mation in equation (3.29) can be simplified to a product of matrices to give the matrix expo­
n e n t i a l  a s  a  c l o s e d - f o r m  f u n c t i o n  o f  t .  
gAd-g ^ 2V '  
2  
*•2 (' - 'n) (3.31) 
Equation (3.31) is the closed-form solution for the matrix exponential. The numerical 
examples for the various cases which follow were computed according to this formula using 
the program implemented as part of this project. Note that when the initial conditions 
change. It is only necessary to recompute the Z matrix. The V matrix and Its inverse, which 
depend on the eigenvalues of A. need not be recomputed if only the initial conditions change. 
3.2.1 Example 
We are given the following A matrix and initial conditions; 
1  2 - 1  
2 I 1 
-1 1 0 
(3.32) 
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3 
-1 
-1 
(3.33) 
The eigenvalues are found to be k = -2,3,1. The Vandermonde equations are: 
1 -2 4 «0 g -2(<- 'o)  
1 3 9 «1 II 
J 1 1 
"2 gC-'o) 
(3.34) 
Inverting the matrix we find: 
«0 
tt, II 
"2 
1/5 -1/5 1 
-4/15 1/10 1/6 
11/165 1/10 -1/6 
e^C- 'o)  (3.35) 
The Z matrix comes out as: 
3 2 14 
z = 
-1 4 4 
-1 -4 2 
(3.36) 
Multiplying ZV-' gives the matrix exponential: 
1 1 1 
-1 1 -1 
1  0 -2  
e -2((-V 
e3 ((-<„) (3.37) 
3.3 Distinct Complex Conjugate Eigenvalues 
While the derivation Just described is general enough that complex eigenvalues can 
be handled, in general this would mean finding the inverse of a complex matrix if some of tlie 
eigenvalues are complex. From a computational standpoint, it is advantageous to be able to 
work with real matrices to avoid complex arithmetic If possible. Fortunately, this can be done 
by taking the real and imaginary parts of the appropriate rows and taking advantage of the 
fact that the complex eigenvalues of a real matrix, when they occur, will always come in con­
jugate pairs. Suppose that a complex eigenvalue = a^- and its corresponding complex 
conjugate + Jco^ exist. Then, the corresponding two rows of the Vandermonde equa­
tions can be written in the form 
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1 Re(k^) ... Re(XiJ-2) Re(XjJ-i) 
0 . . .  Jm(X{J-2) fm(Xg-i)  
a, 0 
ai( t- to)  
e^icC-'o) cos [co^.(t- tg) 
gOkC-'o)sin |w^((-y I (3.38) 
by using Euler's identity. This leaves a strictly real matrix to work with which simplifies the 
computations. 
3.3.1 Example 
We are given the matrix 
A = 
1 0 0 
2 1 -2 
3 2 1 
(3.39) 
and the initial condition vector 
(3.40) 
The three eigenvalues are found to be X = 1 ± J2,1. The modified Vandermonde equations are 
c o s | 2 ( t - y  ]  . -, 1 1 -3 «0 
0 2 4 «1 
= 
J 1 1 
"2 
s i n | 2 ( t - y  ]  (3.41) 
Solving the system yields; 
«0 
-1/4 -1/2 5/4 
«1 — 1/2 1/2 -1/2 
"2 -1/4 0 1/4 
e( ' - ' ' )cos[2(t_y *0' 
s i n | 2 ( t - t o ) l  
gC-'o)  
(3.42) 
The Z matrix works out to be: 
z = 
2 2 2 
-2 0 -2 
1 3 9 
(3.43) 
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Multiplying ZV ' produces the matrix exponential: 
0 0 2 
1 1 -3 
-1 1 2 
e ' '" '» 'cos[2(t- to)l  
e ' ' " '» '  s ln |2(f-y |  (3.44) 
3.4 Repeated Eigenvalues 
It is clear from an inspection of the Vandermonde equations (3.26) that when an 
eigenvalue Is repeated, it will cause two or more rows to be Identical and thus not linearly 
independent of each other. Therefore, we need additional linearly independent equations to 
handle this case. Suppose A., has multiplicity m,. Then, we can factor out the root m, times 
from the characteristic polynomial. 
A(X) = '" 'p(k)  (3.45) 
It is clear that A (A.,) = 0. We can also see that the first m,- l derivatives of A(X) with respect 
to X are also equal to zero. This gives us the additional equations that we need. Writing the 
equation for  F(X) :  
f l X ( t - t g ) l  =  
=  ] A ( X )  + r l X ( t - t o ) l  (3.46) 
and differentiating with respect to X we obtain: 
£f[X(t- t„) l  = 
- (g) I MX) + q [X(t- tg) ] 1X.( t - tp) ] dX 
(3.47) 
If we now evaluate this function at A. = A.,. all we are left with is the derivative of the remain­
der. 
n -1 
-  ^ 2 ,  v-* 
'j = 0 
r i  - 1  
J = 1 
(3.48) 
This process can be repeated m,-1 times giving a new equation each time. For example, if 
we repeat this process and gather up the equations for an eigenvalue A., of multiplicity 2 in 
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matrix form we obtain: 
1 A,j 
0 1 2X^ •• 
0 0 
(n-2)\"  -3  
X,"-' 
( n - l ) X n  - 2  
2 6\  . . .  (n-2)(n-3)kr-4 (n-1)  (n-2)\ ,"-3 
«0 
a,( t- to)  
«n-l( t- to)"- '  
AC-'o)  
( t - to je ' - ' " - ' " '  
( t - y  2 e ' - '  
(3.49) 
The general pattern should be apparent. For an eigenvalue of multiplicity m,, there will be 
m, rows in the modified Vandermonde equations. 
3.4.1 Example 
Suppose we are given the following matrix and initial condition vector: 
A = 
1 - 3 3 3  
-1 4 -3 -3 
- 2 0 1 1  
1 0  0  0  
11 
-15 
-6 
3 
(3.50) 
(3.51) 
The eigenvalues of A are X = 1,1,0,4. Knowing this, the modified Vandermonde equations are 
set up as: 
1 1 1 1  
0 12 3 
1 0  0  0  
1 4 16 64 
«0 
«1 ( t - y  e C - W  
«2 gOC-'o)  
«3 
(3.52) 
Solving this system yields: 
a ,  
a. 
0  0  1 0  
20/9 -4/3 -9/4 1/36 
-13/9 5/3 3/2 -1/18 
2/9 -1/3-1/4 1/36 
e"-•u 
tcC - 'o) 
- 'o) 
- 'o) 
(3.53) 
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The Z matrix is: 
z = 
n 47 191 767 
-15 -62 -253 -1020 
-6 -25 -108 -443 
3 11 47 191 
(3.54) 
Finally, the matrix exponential is found by multiplying ZV 
- 1 0  0  1 2  
1 1 0 -16 
2  1 - 1 - 7  
- 1 0  1  3  
e  ( ' - ' « )  
( t-ge"- '» '  
gOC-'o)  (3.55) 
3.5 Repeated Complex Conjugate Eigenvalues 
While the derivation just performed will work for repeated complex conjugate eigen­
values. it is clear that this will involve inverting a complex matrix. Because it is advantageous 
for the computer to use strictly real quantities, we again work with the real and complex parts 
separately to avoid complex arithmetic. For example, if X, is a complex eigenvalue of multi­
plicity 2, then the modified Vandermonde equations can be written as follows: 
1  R e ( \ )  i ? e ( A . 2 )  R e ( X \ )  
0 1 2Re(\)  3Re(?i2)  
0 0 2 6 R e ( \ )  
0  I m ( X ^ )  
0 0 2Im(X^) 
0 0 0 6Im(X^) 
Reai'-2) Real'-') 
( n - 2 )J?e(A,p-3) (n-l)Re(Xp-2) 
( n - 2 )  ( n - 3 ) R e ( k [ ' - ' > )  ( n - l )  ( n - 2 ) i ? e ( X { ' - 3 )  
( n - 2 ) / m ( X [ ' - 3 )  ( n - 1 )  
( n - 2 )  ( n - 3 ) / m ( n - l )  ( n - 2 ) / m ( X ( " - 3 )  
(3.56) 
«0 
«,((-  V 
eO|( ' - 'o)cos |(o,  ( t - tg))  
( t - t o )  e ° '  '  '  "  c o s  1 0 ) ,  (  t  -  f p )  1  
( t - f o ) 2 e ° ' c o s ( œ , ( t - t ( , ) ]  
s l n [ ( o ,  ( t - t g ) ]  
( t-y e° '( ' - '< ' ' s in | (ù,( t- to)l  
( t -fo)2e° '"- ' ' ' ' s inla) ,( t -(o)l  
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3.5.1 Example 
Suppose we are given the following A matrix and initial condition vector Xg : 
A = 
0  1 0  0  0  
0  0  1 0  0  
0 0 0 1 0 
0 0 0 0 1 
25 -45 34 -18 5 
(3.57) 
(3.58) 
The form of this particular A matrix Is known as a companion matrix. The eigenvalues are 
computed as A. = (1 ±J2), (1 ±72). 1. The modified Vandermonde equations are: 
I 1 _3 _i i  _7 
0 12 -9-44 
0 2 4 -2 -24 
0 0 4 12 -8 
1 1 1 1  1  
e ' -  cos |2(f-fo))  C - ' o )  
{t- t( , )e"" '° 'cos[2(t- to)I  
( t -geC- 'o 's in [2(t-y I 
(3.59) 
Inverting the matrix yields: 
«0 
-0.5625 0.625 -0.8125 -0.3125 1.5625 
«1 1.25 -0.875 0.9375 0.75 -1.25 
«2 = -0.875 0.375 -0.1875 -0.625 0.875 
«3 0.25 -0.125 0.0625 0.25 -0.25 
«4 -0.0625 0.0 0.0 -0.0625 0.0625 
g C - ' o )  c o s  |2ct-  to)  1 
( t - to)e"- ' ' '>cosI2(t- tQ)I  
e"- '»>slnl2(t-fo)]  
( t -ye( ' - ' ' ' )s ln |2(f-y I 
(3.60) 
The Z matrix is calculated as: 
Z = 
0 0 
I 
0 
0 
-46 
0 0 
0 -46 
-46 -175 
-175 -22 
0 -46 -175 -22 1476 
(3.61) 
The matrix exponential found by multiplying ZV-' is: 
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1.875 -0.625 0.3125 1.125 2.125 
1.875 1.625 -2.3125 2.375 2.125 
-1.125 6.375 -3.687 -0.875 2.125 
-2.125 4.625 -2.3125 -13.625 2.125 
-2.125 -22.625 -11.6875 -22.875 2.125 
e^ ' - '» 'cos[2(t-gi  
( t - t o ) e " - ' » 5 c o s l 2 ( t - t o ) )  
e( ' - '*)sln |2(t-y]  
( t - t o )c"- ' ' ' ' s lnl2(t - t o ) l  
rX'-'n) 
(3.62) 
3.6 Implementation 
Most of the canned eigenvalue packages presently in use trace their ancestry back to 
subroutines published In Wilkinson and Reinsch's Handbook for Automatic Computation, Vol. 
II, Linear Algebra[39]. A public-domain implementation of these routines in FORTRAN is in 
the EISPACK set of programs[40). Copies of the EISPACK routines can be obtained using 
anonymous ftp over the Internet at the address "netllb2.cs.utk.edu.'' An index and descrip­
tions of the routines available can be automatically obtained by sending an empty e-mail mes­
sage to ''netlib@oml.gov'' with the command "send index from eispack" in the subject header. 
A C implementation of the routines is available in the book Numerical Recipes in C: The Art of 
Scienti/îc Programming[411. The program developed for this research project used the Numer­
ical Recipes implementation of the EISPACK routines. The mathematical development of the 
QR algorithm used to find the eigenvalues is treated in (42] and [431. The interested reader 
is referred to the references. 
It still remains to develop the algorithm to set up and solve the Vandermonde equa­
tions to find the a s. Once the a s are found by computing the inverse of the modified Van­
dermonde equations, the closed-form expression for the matrix exponential in the time 
variable t can be computed. Thus, the process can be broken up into two steps. We are given 
an n by n matrix A, a list of its eigenvalues A., = a, + Jco,, and the multiplicity of each eigenval­
ue m,. The eigenvalues and their multiplicities have been previously found using the afore­
mentioned eigenvalue package. The list Is arranged so that Identical eigenvalues are sorted 
together. Complex conjugate pairs of eigenvalues are also sorted together. The Vandermonde 
matrix equations are set up according to the algorithm shown in Figure 3-1. To avoid recom­
puting powers of the eigenvalues, the real parts of the powers of are saved in the working 
vector p, while the imaginaiy parts are saved in q. The resulting modified Vandermonde ma­
trix can be inverted by any number of means. This project used LU decomposition with par­
tial pivoting for stability. 
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1) k = 1 
2) While k < n  
1) I f X ^  is real then 
It) P o  =  1.0 
2t) ForJ= 1.  2.  • • • , n 
1) m = 1 
2) Pj = P j - \ ~ ° k  
3) For (=1,2 
1) If i  < J  then 
= ^ P j - i  
2t) 
Otherwise 
_ _ 
O O II 1 
St) /C<- /C+ 
Otherwise 
If)  P o  =  1.0 
21) % = 0.0 
30 For J =1,2, ... , n 
1) m = 1 
2) P j  "  
3) = Pj_itûfc + qj_,Ofc 
4) For (=1,2,  . . .  ,  
1) If i  < J  then 
" k + l - t j  -  " ^ P j - t  
2t) + 
3t) m < -  m { J - i )  
Otherwise 
" k + l - i . J  -  ®  
— — 
— 2f) ® 
- 41) k < -  k  +  2 m ^  
Figure 3-1 Modified Vandermonde Algorithm 
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CHAPTER 4. FINDING THE PARTICULAR SOLUTION 
We remind ourselves that we are looking for a solution to the state equation and out­
put equation which we repeat here for convenience. 
The focus of this chapter is to find the particular solution, x^lt) , to (4.1). The particular so­
lution Is that part of the solution that is due to the applied driving function. With some prac­
tice, It Is possible to correctly guess the form of the particular solution for a particular 
excitation, u ( t) . This method is known in elementary differential equations as the method 
of undetermined coefficients (461. While this is typically used to solve a single differential 
equation, the technique is also applicable to systems of linear differential equations and is 
the technique we will use here. 
An Important property of linear systems that will be used repeatedly throughout this 
solution process is the superposition principle. It states that a sum of solutions is a solution. 
More formally. 
Theorem 2-1: Superposition principle 
If V, (() is a solution to 
(  t )  =  A* {t)  + Bu ( t )  (4.1) 
y( t)  = Cx( t)  +Du( t)  (4.2) 
^x(t)  =  A x ( t )  +f,(f)  
Vi(to)  = *1 
(4.3) 
and Vj ( t) is a solution to 
^ X ( t )  =  A x ( t )  + f 2 ( t )  
VzCV = *2 
(4.4) 
then v(t) = v, (0 + V2(0 is a solution to 
^x(t)  = Ax( t)  +f,{t)  +fj(t)  
V | ( y  =  X i + X j  (4.5) 
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Proof. 
Simply substitute +^2(0 into (4.5) to see that it is indeed a solution. 
Thus, we can consider the inputs into the system one at a time. The solution to the 
overall equation is then the summation of the particular solutions. If we examine the input 
vector into our system we see that it looks like 
i T  
U( t)  = [E,( t)  E^it)  . . .  J , ( t )  J j t t )  - (4.6) 
Each of the symbols E^(t) represents a time value of an Independent voltage source while 
each of the J,(0's represents the time value of an independent current source. From a so­
lution standpoint, it no longer matters whether the time function represents a voltage or a 
current. The superposition principle allows us to consider each of these input functions one 
at a time and then sum the solutions. 
Suppose that the p"' input has the form 
0 0 0 
u^(t)  = 
0 0 
"0 "f 
0 0 
0 0 
0 0 
0 0 
"0 "f 
0 0 
0 0 
0 
• "m 
0 
0 
0 
0 
0 
1 
i t - t , )  
(f-fo)™-'  
s inl to(t- tg)  + 0]  
( t -fo)  
( t - to)m- '  
( t - to) '"  
COS I w ((-(») +0] 
(4.7) 
where the coefficients appear along the p"' row of the matrix. Premultiplying (4.7) by B gives 
the input function: 
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BUp{t) = 
"o^P "f'p - "m^ 
"o% "f^p - "mbp 
1 
( t - t o )  
( t- to) '"- '  
( t - to)-
1 
( t-(J  
gOC 'o)sln[(o(t-Ï q ) + 0 )  (4.8) 
( t -g"»- '  
( t - to) '"  
gOC 'o) COS |0)(t - tg) + 8| 
where b is the p"' column of the B matrix. Equation (4.8) can be written in terms of sum­
mations as 
BUp(t)  = js in |m(t-g+0] % ujb^(t_yJ+cos[w(t- to)  +0|  % 
J = 0  J = 0  
(4.9) 
By the method of undetermined coefficients, we guess an ( t) with a form similar to the in­
put. 
*p(t)  - *0 - *m 
*0 - =m 
1 
( t- to)  
( t - to)-"- '  
( t - to)" '  
1 
( t- to)  
goc 'o)sjn(co(t_ t  )+0|  
( t - to)m-I 
( f - v  
e°" '" 'cos[cD(t- to)+0] 
(4.10) 
The expression for ( t) can be written In terms of summations as 
*p{t)  = e""- '» '  
m m 
sin[a){t- to)  +0|  xJ(t- to)J  + cos[co(t- to)  +0] xj( t- to)J  
j=o j=o 
(4.11) 
To solve the system, we substitute the guess and the input function into the state 
equation (4.1) and equate like terms to obtain an identity. On the left side, we differentiate. 
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|sin[cû(t-fo) +01 
+ cos [CD (t - tg) +0] 
(4.12) 
m- 1 
(ox^-œx^) (t- t o ) ' " +  2 [oxj-a)xj+(J+l)xJ^,l ( t - t o ) J  
J = o, 
m- ] 
(ox^ + tox^) (t-to)'"+ 2 Ioxj + coxj+(J+l)xj^,l (f-to)J 
J = 0 
On the right hand side we premultlply the guess by the A matrix. 
AXp(t) = e° sln|û)(t-to) +0] 2 Axj(t-gJ + cos[cû(t-to) +0] ^ AX/(t-(„)j[ (4.13) 
J = 0 J = U 
The premultlpllcatlon by B was already taken care of in (4.9). If we now equate like terms on 
both sides of the equation (i.e. sin and cos terms and like powers of ( t - £„) . we obtain: 
For J = m: 
(4.14) 
For J = m-l, m-2 0: 
oxj-a)Xj+(J+l)xj^, =Axj + ujb^ 
oxj + œxJ+(J+Dxj^i =Axj+ujbp 
Solving the two sets of equations simultaneously yields: 
For J = m: 
1 (A-oI)2 + a)2llx^ =-(A-oI)u^bp-(ou^b^ 
I (A-oI)2 + co2l]x^ = -(A-oI) u^fp + wu^bp 
F O T J =  m-l, m-2 0: 
I (A-oI)2 + co2ljxj = - (A-oI) ["jbp- { J +  l)xj^,l -(ûujbp+a)(J+ l)xj^, 
I (A-oI)2 + co2l]xj = - (A-oI) (Ujbp- (J+l)xj^,| +cûujbp + cû(J+Dxj^i 
(4.15) 
(4.16) 
(4.17) 
These two sets of equations are the computational formulas to find the particular solution. 
For convenience we can define 
9 = |(A-oI)2 + co2ll (4.18) 
Note that for the systems to be solvable it follows that, del [Q| * o. This implies that X*a±j(o 
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for any eigenvalue. If equality should occur, the system is being driven at one of its natural 
frequencies, a condition known as resonance. This situation can be readily detected by a pro­
gram by simply comparing the driving frequency to each eigenvalue of the system. 
Once the xf's and z^'s are determined, the output of the system can be computed by 
substituting the solution and the input into the output equation (4.2) and multiplying it out. 
That Is 
Fp(^) = CXp(f)+DUp(t) (4.19) 
Computationally in terms of the xf 's and xf 's and input parameters, this works out to be 
y, - Cx^ + dp (4,20) 
y f  =  C x f  +  u f d p  
where is the pth column of the D matrix. Once this multiplication has been carried out. 
the output can be expressed as 
y , ( t )  =  slnIco(t-t„) +0) ^ yJ(t-to)J + coslco(t-(,|) +8] (4.21) 
j=o j-n 
The algorithm to compute the xf s. xf's, yf's, and yf's given the A, B, C and D matrices and 
the input Up ( t) described in terms of the uf's, uf's, o, œ and m is called the "Complex Ex­
ponential Algorithm" and is given in Figure 4-1. The algorithm is based on computational 
formulas (4.16) and (4.17). First, it sets up the Q matrix common to all the formulas. Then 
it solves the appropriate systems according to the formulas. Finally it substitutes the solu­
tions for the xf's and xj^'s into the output equation (4.20) and carries out the multiplications 
to find the yf's, and yf's. Note that in the computer implementation, it is not necessary to 
compute the inverse of the Q matrix. Rather, it is sufficient simply to solve the appropriate 
linear system. If LU decomposition with partial pivoting for stability is used, it is only neces­
sary to decompose 9 one time. Then the systems can be solved sequentially by backsubsti-
tution. 
4.1 Example 
For a given system and input, we can use the previously derived computational for­
mulas to find a particular solution for a given system and input. This would be equivalent to 
hand executing the Complex Exponential Algorithm. Our results can be compared to the 
computer implementation as a check. 
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1) For (=1.2 . n 
1) IfJa then 
It) ), = (bp). 
2t) ), = (ou=+mu^) (bp), 
3t) For J = 1. 2 n 
1) (»w)rVm(VJ 
2) 
3) 
4) For Jc = 1,2 n 
_ 
4t) 
otherwise 
— 
- Ifl •program stop* resonant driving function 
2) For J = m, m-l 0 
1) 
2) 
3) For (=1.2 n 
1) (xj) j - (xf„), 
- 2) 
4) If J > 0 then 
It) For (= 1.2 n 
1) 
2) (ouJ_, +œuj_,) (bp),-J[o(xj), + co(xj)J 
3) For k= 1, 2 n 
1) %),<- (xf„),-a,^[uj_,(b^,)^-J(x5)^] 
— — — 
3) For J = 0.1 1 •• • 1 rn 
1) For (=1.2 t • • • ( S 
1) (yj) = uj(dp), 
2) (yj) = 
3) For k= 1.2 n 
1) (y]),<- {yj), + c, fc(xj)^ 
— — 
2) (yj),^ (y^),+c^k('j)k 
Figure 4-1 Complex Exponential Algorithm 
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We can define a simple example system as: 
^1 1 2 -1 ^1 1 0 
"l 0 1 1 •*2 + 0 1 
.^3 0-1 1 .^3 1 0 
."2 
1  2  3  
4  5  6  
7  8  9  
0 1 
1 0 
0 1 
Let the Input function be 
u, (t) = sin 1„)+6^1 + coslco(t-t„)+ei 
=  1 . s i n  [ 3 . 0 ( t - y  + 8 J  +  2 . 0 e 2 ' » l ' - ' )  c o s  [ 3 . 0 ( t - g  
We can now compute the @ matrix 
Q = 1 (A-Cl) 2 + 0)211 
10-3  4  
0  9 -2  
0 2 9 
Substituting the numbers into the computational formula (4.16) gives 
gxg = -(A-al) ugbp-cùu^b^ 
0 -1 1 
0  - 1  - 1  
10-3  4  
0  9 -2  *0 = -2  
0  2  9  
10-3  4  1  
0  9 -2  *0  =  -2  
0  2  9  -1 
1  1  
0  - (3 )  (1)  0  
.1 1  
0.0529412 
-0.2352941 
-0.0588235 
The second computational formula from (4.16) yields 
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) :  + 0)21 zg = - (A-oI )u^  
10 -3 4 -1 2 -1 1 1 
0 9 -2 II 1 0 -1 1 0 +  3 (2)  0 
0 2 9 _0  -1  -1  1 1 
10 -3 4 -1 2 -1 1 1 
0 9 -2 xg  =  -1  0 -1 1 0 +  3 (2)  0 
0 2 9 0 -1 -1 1 1 
0.5117647 
0.0588235 
0.7647059 
The last step Is to put the solutions into the output equations 
1 2 3  0  
II 
4  5  6 *0 + 1  
7  8  9 0  
"o  
2.923529 
7.929412 
10.935294 
and 
1 2 3 0 II 4 5 6 *0 + 1 
7 8 9 0 
"o  
-0.594118 
0.682353 
-2.041176 
Now we can write down the particular solution as: 
s in [3( t - to )  +0)  +  X p ( t )  =  
0.511765 
0.058823 
0.764706 
and 
7 p i t )  =  c  
2.923529 
7.929412 
10.935294 
s ln [3( t - t ( , )  +0^1  +  
0.052941 
-0.235294 
-0.058823 
-0.594118 
0.682353 
-2.041176 
(4.26) 
(4.27) 
(4.28) 
cos  [3  ( t  -+  0] (4.29) 
cos |3 ( t - (g )  +0^1  (4.30) 
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4.2 A Library of Basic Excitation Functions 
The form of the input (4.7) that was used in the derivation is a veiy general one. By 
simply setting up the appropriate coefficients and letting unused parameters be zero, simpler 
input functions can be handled. The simpler Inputs are nothing more than special cases of 
(4.7). Some of the more common Inputs used in engineering circuit analysis are given in Ta­
ble 4-1. 
Table 4-1 Commonly Used Excitation Functions 
Name Function Parameters 
Step 
"p(0 = "o m = 0, o = 0, CO = 0, u® = 0 
Ramp m O II 3 
O
 I
I 3
 
o
 
II D I
I 
u f  = 0  
Exponential 1 II m = 0,  CO = 0.  u,® = 0 
Sinusoid "p(t) = +01 m C II O II 0 o II 
Decaying Sinusoid 
= +01 m = 0 .  ug = 0  
4.3 SPICE^Iilie Independent Source Functions 
The PSpice documentation [38] defines a set of five time-varying independent source 
functions for transient analysis that the E, ( t) 's and the J, ( t) s of equation (4.6) can assume: 
pulse, exponential, sinusoidal, piece-wise linear, and single-frequency FM. While the basic 
excitation functions we used to find the particular solution are common to many electrical 
engineering circuit problems, one of the goals of this project Is to devise a way to handle a 
SPICE input deck. Unfortunately, a complicating factor is that the SPICE input functions do 
not corresponding exactly to linear combinations of the library of excitation functions shown 
in Table 4-1. For example. SPICE allows the specification of time delays in some of its input 
functions. Also, there are functions such as the general pulse function that do not corre­
spond exactly to any of the basic excitation functions previously analyzed. However, if the 
program were to handle these piecewlse inputs using time delays, all of the SPICE-like input 
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functions can be handled with the exception of single-frequency FM. The particular solution 
Is broken up into pieces, one for each time range. The following sections survey the four 
SPICE-llke input functions and their parameters. Each function is broken up into basic func­
tions that can be handled using the complex exponential function directly. 
4.3.1 Pulse function 
The SPICE program defines the periodic pulse Input function shown in Figure 4-2. Its 
period 
Figure 4-2 Pulse Input Function 
parameters are shown In Table 4-2. The function Is broken up into pieces suitable for the 
complex exponential function in Table 4-3. 
4.3.2 Sinusoidal function 
The SPICE program defines a sinusoidal function with an optional time delay or de­
caying exponential envelope as shown in Figure 4-3. The parameters for this function are 
shown in Table 4-2. The plecewlse defined version is shown in Table 4-5. 
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Table 4-2 SPICE Pulse Input Parameters 
Parameter Name Default Value Units 
Initial value V or A 
"2 Pulsed value V or A 
Delay time 0.0 s 
tr Rise time tstep s 
h Fall time tstep s 
Pw Pulse width tstop s 
per Period tstop s 
Table 4-3 Piecewlse Pulse Input Function 
Time Range Function Parameters 
U p ( t )  
"i 
"o  
m = 
U Q  =  
0,  a = 0,  0) = 
0 
0 ,  
"p(t) ; U2 — U1 ^ t (t (j) + "1 ( r J uf(t-tj) +Uo^ 
m = 
" 0  =  
1 , 0  = 0,  0 )  = 
0 ,  U F  =  0  
0,  
Up(0 
= 
" 2  
"0  ^
m = 
" 0  =  
0 ,  0  = 0 ,  0 )  = 
0 
0 ,  
U P ( T )  = tj. ^ P J  + "2 
U F ( T - t o )  + U G  
m = 
" 0  =  
1,  O — 0 ,  CO — 
0 ,  u f  =  0 
0 .  
t ^  +  t r  +  pw +  t j i t< td  + pe r  u^( t )  =  V,  m  =  0 ,  a  =  0 ,  CO =  0 ,  
ug = 0 
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1 \ 
1 
u 0 
 ^ id •*{ ^— 1/ > 
Figure 4-3 Sinusoidal Input Function 
Table 4-4 SPICE Sinusoidal Input Parameters 
Parameter Name Default Value Units 
"o Offset V or A 
"a 
Amplitude V or A 
freq Frequency 1/tstop Hz 
td Time delay 0.0 s 
Damping factor 0.0 1/s 
phase Phase advance 0.0 degrees 
4.3.3 Exponential function 
The SPICE program defines an exponential function that causes the input to be at u, 
for the first (j, seconds of the simulation. The function then decays exponentially to volts 
with a time constant of tau^ until time • Finally, at time function decays back to 
u, with a time constant of tauj. This process is shown In Figure 4-4. The parameters that 
describe this function are shown in Table 4-2. The plecewlse version Is shown in Table 4-7. 
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Ost<t  
Table 4-5 Plecewlse Sinusoidal Input Function 
Time Range Function Parameters 
d Up(t) = Uq + u^sin^phase|^j 0,u^-0 
- "o 
u^J t )  =  m =  0 ,  u® =  0  
sln[2n(/req(t-t^)+e^)] 
= sin lco(t-tj) +0) 
Upb(^)  ~  *^0  m  =  0  , a  =  0 ,  CO =  0 ,  u ,^  =  0  
u 2 
^d2 » 
Figure 4-4 Exponential Input Function 
4.3.4 Piecewise linear function 
The last function defined Is the piecewise linear function which is defined as a series 
of time-voltage ordered pairs specifying each comer of the waveform. If the first pair's time 
is not zero, then the source's DC values will be used as the initial value. If the simulation 
continues past the final pair's time, the final pair's voltage will be used for the remainder of 
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Table 4-6 SPICE Exponential Input Parameters 
Parameter Name Default Value Units 
Initial value V or A 
"2 Peak value V or A 
^dl Rise time delay 0.0 s 
t a u j  Rise time constant tstep s 
'd2 Fall time delay + tstep s 
tauj Fall time constant tstep s 
Table 4-7 Piecewise Exponential Input Function 
Time Range Function Parameters 
"p(0 = = "i m = 0, o = 0, 
= "S (0  =  0 ,  UfJ =  0  
V
 
VI m = 1 , cû = 0, 
"0=0. 
= Uj 
= "o 
m = 0, a = 0, 
CO = 0 ,  ug = 0 
"pa(0 = (Ug-U,)  • ( l -e-Cdz- 'd , ) / («" ' , )  
g-C- 'dz) / ' "" :  
= uCgOC-'d:)  
m = 0, CO = 0, 
"o  =  0 
"pb(t) = U, 
= "S 
m = 0 ,  o  = 0 ,  
CD =  0 ,  u® = 0  
the simulation. An example waveform is shown in Figure 4-5. The piecewise Input parame­
ters are shown in Table 4-8. 
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( i p  U | )  
(  -  2 -  " n - 2 )  
\  ( ( n .  
( ' 2 *  ^ 2 )  \  
"dc 
( ( n - r  
t  
o
 
II 
Figure 4-5 Plecewise Linear Input Function 
Table 4-8 Plecewise Linear Input Parameters 
Time Range Function Parameters 
"p(t) = 
V ^-^-1J 
+ U(_| 
= Uf  +Ug 
m l,(T = 0,a) = 0, u^ = 0. 
uf = 0 
U p { t )  =  u ,  
= "o 
rn  =  0 ,o  = 0 ,a )  =  0 ,  =  Q  
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CHAPTERS. NON-LINEAR DEVICES 
The circuits considered thus far have consisted of linear elements. That is, the cur­
rent through every device was always a linear function of terminal voltages and terminal cur­
rents. For a regular circuit It was always possible to write the element constitutive equations 
as a matrix equation in the form of (2.19). Unfortunately, this is not always true for general 
circuits. The terminal currents can be non-linear functions of terminal voltages. For some 
devices, it Is not even possible to solve for the terminal currents in terms of the terminal volt­
ages explicitly. In general, the best that can be done Is to write a set of ^ equations {where 
rtp is the number of terminals plus the number of states defined by the fcth element) in the 
form /( (v^) = 0, where Is the set of terminal voltages, terminal currents, states and their 
derivatives for the fcth element. (Of course In MNA analysis, the node voltages and a subset 
of the terminal currents are used.) It is important to note that non-linear networks result from 
the inclusion of devices described by non-linear constitutive equations. The KVL and KCL 
equations are still linear. 
Because of the fact that closed-form solutions do not exist for systems of non-linear 
differential equations In general, it Is not possible to compute closed-form solutions for net­
works containing non-linear devices in general. While It is possible to find closed-form solu­
tions for some simple networks in specific cases, these special cases are not of sufficient 
generality to help us in the design of a computer program to handle a wide variety of different 
non-linear networks. 
We are not totally out of luck, however. It is possible to approximate a non-linear de­
vice using a linear approximation that can be written in the form of (2.19). Provided that the 
conditions for the approximation are satisfied, the approximation will be reasonably accurate. 
This chapter explores an extension to the previous work to compute these approximations for 
non-linear devices. 
5.1 PN Junction Diode 
A diode is a device with two terminals: an anode and a cathode. The circuit symbol 
for a PN junction diode is shown In Table 5-1. The device favors conduction of current in one 
direction (forward bias) over the other (reverse bias). The current flow, , through the 
device is determined by the voltage difference, - cp'^, across its terminals. The equa­
tion describing this effect is known as the Shockley equation; 
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Figure 5-1 PN Junction Diode 
h = 
1)  +  v^GMIN 
- I ^  +  V ^ G M I N  
- IBV  
Voà-5 nkT 
-BV<V^<-5  
V^  =  -BV  
nkT  
+^ - )  V^<-BV 
(5.1) 
To aid convergence in the Newton-Raphson algorithm, the program automatically 
places a small conductance GMIN in parallel with every PN Junction by default. Its default 
value Is l.OxlO"'^fi-' and can be set by the user using the .options card. The program also 
uses an area factor that may be specified for each device. The area factor specifies the num­
ber of equivalent parallel devices of a specified model. The default value of this factor is 1.0. 
Accordingly, the values specified by the user of the following two model parameters are scaled 
appropriately before equation (5.1) Is evaluated: 
J g  < - 1g  X  AREA 
r^<-r/AREA 
(5.2) 
The remainder of the model parameters are specified using a .model card as shown in Table 
5-1. 
The Shockley equation for a PN Junction diode is an exponential function of . We 
can obtain a linear approximation that is easier to work with if we are willing to work within 
a restricted range of voltages. In particular, for small variations in voltage AVp about a fixed 
point (known in circuit theory as the bias point or operating point), the non-linear character­
istic can be linearized so that the incremental current, Alp, is proportional to the incremental 
voltage, AVQ . This is done by using the first few terms of the Taylor series expansion. 
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Table 5-1 Diode Model Parameters 
Symbol Keyword Parameter Name Default Value Units 
jg IS Saturation current j  OxlO"'"' A 
rq RS Ohmic resistance 0.0 LÎ 
n  N Emission coefficient 1.0 
BV BV Reverse breakdown voltage 
IBV  IBV Reverse breakdown current j qxio"^ A 
= ^D(n) (5.3) 
Computing the derivatives we obtain; 
(5.4) 
The first term in the equation is the DC bias component of the current. The term in the brack­
et is the small signal component which is approximately linearly related to the incremental 
voltage AVg if the second and higher order terms are smaller than the first one. Thus, we 
say that the small signal conductance is: 
- (5.5) 
nkT  
op 
which is simply the slope of the I-V curve at the operating point. 
5.2 Bipolar Junction Transistor (BJT) 
The bipolar Junction transistor (BJT) can be thought of as two PN junctions placed 
back to back. It comes one of two configurations, NPN or PNP 147). As can be seen, the device 
has three terminals: a base, a collector and an emitter. By convention, all of the device cur­
rents are defined to be positive when directed inward. The voltages are as defined in Figure 
5-2. The set of equations used to describe the mathematical relationship between the device 
currents and voltages is called the device equation model. There exist different device models 
for the transistor with a trade-off between accuracy and computational effort. The device 
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Figure 5-2 Bipolar Junction Transistor 
equations for an NPN transistor for the Gummel-Poon model used in SPICE are shown below. 
The device equations for an NPN transistor for the Gummel-Poon model used in SPICE are 
shown below. The operation of the PNP transistor is similar except the polarities of the device 
terminal currents and voltages are reversed. As before, the conductances, GMIN. are used to 
aid convergence in the Newton-Raphson algorithm. 
U 
= 'ss 
% Pr 
+\YM-( _L + 2ll GM/N 
.% Ub PR/j 
(5.6) 
h = 'ss 
% 
_L I) + J_ I) 
lPF PR 
^BE , ^BC. 
. PP PR J 
G M I N  
(5.7) 
(5.8) 
where 
Qb = 91 92 (5.9) 
and 
(5.10) 
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+^(e<ï^Bc''fcT_i) (5.11) 
'k f  'KR 
As with the PN Junction diode, the program allows the user to specify an area parameter to 
specify the equivalent number of parallel devices. The scaled parameters are: 
<— Zg X AREA 
/gg t- /gg X AREA 
Igc <-  ^ sc  ^  area 
(5 12) 
^KR ^ ^ K R  ^  
Tg <- V g /AREA 
Tg <- r^/AREA 
rc<- r^/AREA 
The model parameters are described in Table 5-2. If we write a KCL equation at the collector 
Table 5-2 BJT Model Parameters 
Symbol Keyword Parameter Name Default Value Units 
IS Saturation current 1.0x10""' A 
PF BF Ideal maximum forward current gain 100 
PR BR Ideal maximum reverse current gain 1 
"F NF Forward current emission coefficient 1 
"R NR Reverse current emission coefficient 1 
ISE Nonldeal base-emitter saturation current 0 A 
C J s  ISC Nonldeal base collector saturation current 0 A 
^ K F  IKF Corner for forward p high-current roll-off OO A 
^ K R  IKR Corner for reverse p high-current roll-off OO A 
"EL NE Base-emitter leakage emission coefficient 1.5 
"CL NC Base-collector leakage emission coefficient 2.0 
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Table 5-2 (Continued) BJT Model Parameters 
Symbol Keyword Parameter Name Default Value Units 
VAF Forward Early voltage « V 
Vg VAR Reverse Early voltage « V 
Tp RC Collector resistance 0 12 
Tg RE Emitter resistance 0 i2 
r„ RB Zero-bias base resistance 0 L I  
or base of the model shown In Figure 5-3, it can be seen that the Gummel-Poon device equa­
tions are obtained. 
5.3 Metal Oxide Semiconductor Field Effect Transistor (MOSFET) 
The circuit symbol for the Metal Oxide Semiconductor Field Effect Transistor or MOS­
FET is shown in Figure 5-4. It can be seen that the device has four terminals: Gate, drain, 
source and body. Current, . flows through the device channel from drain to source. The 
amount of current that flows Is determined by the voltage difference between the terminals: 
^Gs - V'k. G ~ V'k. s • ^Ds ~ V'k. D ~ fc, s • ^BS = fc. B ~ *P fc, S • SPICE level 1 MOSFET device 
equations describing this current flow are: 
For Vyg < . 
( ^GS' ~(5.13) 
For V qs > ^DS ^GS • 
: o ( ^ G S .  ^ D S .  ^ B S )  =  ^ P r = ^ , ( ^ G S - ^ T H - ^ ) ^ D s ( l  + ( ^  M )  
For Vfjs > and s : 
^ns' ^Bs) - - 2Xj, ^ ~ ^ (5.15) 
where 
^TH - ^TO ^2(Pp - Vgg - j (5.16) 
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rxs 
VB 
Vc 
• A^EC 0 lipp T^ct = ^CC-^ 
• ^ j :  
:0 <PE 
*P' ) C , B  
^CC = ^(e'^^BE/npkT 
J = {ss^gqVgc/nRkT_ 
% 
Figure 5-3 Gummel-Poon Static Model 
^ K . D  Ç  
o <PFC.B 
'PFC.G O 
Figure 5-4 Metal Oxide Semiconductor Field Effect Transistor (MOSFEÎT) 
68 
and W and L are the width and length of the channel, respectively .The model parameters that 
define the operation of the device are shown In Table 5-3. 
To derive the linearized small signal equivalent circuit for a MOSFEÎT, we expand the 
first two terms of the Taylor series for the drain current in terms of the three variables , 
Vjjg, and Vgg about the operating point: 
Table 5-3 Level 1 MOSFET Model Parameters 
Symbol Keyword Parameter Name Default Value Units 
^TO VTO Zero-bias threshold voltage 1.0 V 
KP KP Transconductance parameter 2.0x10"^ A/V-
y  GAMMA Body-effect parameter 0.0 V'/2 
PHI Surface inversion potential 0.6 V 
\ LAMBDA Channel-length modulation 0.02 v-i 
(ox TOX Oxide thickness 1.0x10'"' m 
Nt  NSUB Substrate doping 0 cm"' 
LD Lateral diffusion 0 m 
UO Surface mobility 600 ( cm) '  
(Vs) 
Ro RD Drain ohmic resistance 0 i l  
RS Source ohmic resistance 0 LI  
( ^GS' ^DS' =^o(^GS' ^DS' * (^GS~^GS^3y ^D^^GS' ^DS' 
as  
+ (^DS" a^^DS- ^Bs) 
( ^BS ~ ^Bs) ây ( ^GS' ^DS- ^BS^ 
° " BS 
= /Q + + AVgggj + AVggP^ij 
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Computing the derivatives for each of the cases, we find: 
For Vgg > ' ^Ds ^as ~ ^th '• 
Sir 
GS 
DS L - l X j i  
a/r 
^mb - - ^ ^L-TXJI^Ds(1+^^DS) BS 272f„-^B.sJ 
(5.18) 
(5.19) 
(5.20) 
For I^GS > ' ^DS-^GS~^TH 
3f n W 9m = 3^ = KP-r^iVr.^-V^H) (1 L - 2 X j i ' ' G S  ' T H '  GS 
KP W (Vr.c-V_)2X 
-  av^ -  — L - 2 X / '  GS- ' TH' 
d i r  
BS lV21>p-VflsJ 
(5.21) 
(5.22) 
(5.23) 
Drain 
Gate 
+ 
AV GS 
-
4> Smb^^BS 
Substrate 
Source 
Figure 5-5 Linearized Equivalent Circuit for the MOSFET 
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Equation (5.17) can be expressed In terms of an equivalent circuit model. If we write 
a KCL equation at the drain of the linearized equivalent circuit for the MOSFET in Figure 5-5, 
we see that we obtain equation (5,17). Thus, when we wish to analyze a circuit for small per­
turbations about the operating point, we can use the equivalent circuit in Figure 5-5. 
5.4 Newton-Raphson Algorithm 
Suppose we require the solution to the set of algebraic equations: 
f(x) = 0 (5.24) 
If X is an initial approximation to the solution of (5.24), then each of the component functions, 
(X) , can be expanded in a Taylor series expansion around that point: 
/j(x + Ax) = /,(x) + 2, A*j^/,(x) + ... 
j = 1 J 
(5.25) 
If Ax is defined so that x + Ax is a solution of (5.24), it follows that: 
/,(x + Ax) = 0 (5.26) 
Provided x is a good approximation, then the higher-order powers of Ax will be small so the 
following approximation can be made: 
/((X) + AXjg^/, (x) = 0  
1 J 
The set of all the approximations can be collected together in a matrix form: 
f (x) + J(x)Ax = 0 
(5.27) 
(5.28) 
where 
J(x) = 
djj_ a/. 
ax. 
a/2 
3%2 " ax„ 
a/n 
3X| •• a^n 
(5.29) 
The matrix, J (x) , is called the Jacobian of the system of equations. From this, we can solve 
the linear system for the Ax that will give the solution to: 
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J(x)Ax = -f(x) (5.30) 
By making successive approximations, we can converge to the solution, provided that the ini­
tial guess is sufficiently close to the solution so the approximations are valid. By letting 
Ax = x' + ' -x', we can obtain the Iteration formula for the Newton-Raphson method for sys­
tems: 
x«+' = x'-J-i(x')f(x') (5.31) 
In actual practice, the inverse is not computed. Rather, successive Ax's are found from (5.30) 
and are updated. The partial derivatives in the Jacobian are approximated by finite differ­
ences; 
I  ^  ^ 2 * ~ ^ 2 * ^  r  ^ n )  / c r  o o i  
Computing the Jacobian requires n+ 1 evaluations of the function f (x) . The increment Axj 
must be carefully chosen. If the increment is too large, the approximation is poor. On the 
other hand, if It is too small, then subtraction of nearly equal quantities in the numerator of 
(5.32) will result in loss of precision. In this project, the formula used was: 
A X j  = niin(|rettol • jcJ, vntol) (5.33) 
The quantities reltol and vntol are parameters that can be set by the user using the .options 
statement. The default values for reitol and untol are 0.001 and i.OxiO"'^ respectively. 
5.4.1 Source stepping 
One of the major problems of the Newton-Raphson algorithm is that it only converges 
when the initial guess is "sufficiently close" to a solution. Unfortunately, it is not clear in gen­
eral how to obtain a good enough initial guess or know how close "sufficiently close" is. The 
algorithm could always start off with an initial guess of x = 0 , but this would not guarantee 
convergence in general. Fortunately, we can take advantage of the fact that we are solving 
equations that describe electric networks. The set of variables, x, that we are solving for are 
node voltages and terminal currents. If the network were at rest (i.e. all the independent 
sources and initial conditions set to zero), then we could guarantee that x = 0 would be a so­
lution because all voltages and currents would be zero. 
Suppose that when we guess x = 0 initially the algorithm fails to converge. We could 
bring the network closer to a situation where x = 0 would be a solution by decreasing or 
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"stepping down" the values of all the independent sources and initial conditions. Eventually, 
by stepping down the network enough, x = o will be sufficiently close to a solution for the 
Newton-Raphson algorithm to converge. Then the solution is used as the initial guess when 
the network is gradually stepped up by increasing the independent sources and initial con­
ditions back to their original values. This is the idea behind the method known as source 
stepping. 
For this project, when the network fails to converge for an initial guess after a specified 
maximum number of iterations, the independent sources and initial conditions are succes­
sively decreased by 90% until convergence is obtain. When the algorithm successfully con­
verges, the independent sources and initial conditions are doubled until they reach their 
original values. These percentages were found by experience to work for a wide range of net­
works. Of course even with source stepping, the network could still fall to converge. More 
often than not the network has no solution because it Is non-regular. The Newton-Raphson 
algorithm Is shown in Figure 5-6. 
5.5 Convergence 
A criteria must be established whereby the algorithm Is considered to have converged 
to a solution so it can stop iterating. Typical convergence criterion usually rely upon a suit­
ably defined vector norm of f (x) being smaller than some prescribed value. The SPICE pro­
gram defines its convergence criteria as: 
1) The nonlinear branch currents converge to within a tolerance of 0.1 percent or 1 pl-
coamp, whichever is larger. 
2) The node voltages converge to within a tolerance of 0.1 percent or 1 microvolt, which­
ever is larger[381. 
It can be shown that if the system Is linear, the Newton-Raphson algorithm will con­
verge to the solution in a single iteration regardless of the initial guess. Specifically, if f (x) 
is a linear function, it can be written in the form; 
f(x) = Ax-b (5.34) 
The Jacoblan of this function is just: 
J(x) = A (5.35) 
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1) X = [o ... f 
2) s = 1.0 
3) fp = f (x, s) 
4) c = converged 
5) While not c or s < 1.0 then 
1) If note then 
It) k = 1 
2t) While not c and k < Maxlter 
1) For J = 1.2 
1) Ax = min (jreltol • Xjj, vntol) 
2) Xji- X j + A x  
3) f,  = /(X, s) 
4) X j < - X j - A x  
5) For i = 1,2 
1) l(f,)j-(fo),l/(Ax) 
2) If J Is non-singular then 
It) K-X-J- 'fg 
2t) k < - k  +  l  
3t) f0 <- f (X. s) 
4t) c = converged ( y 
otherwise 
If) ki-Maxlter 
3t) If not c and k = Maxlter then 
It) s<- 0.1 • s 
2t) Xf- [o ... o]^ 
3t) If S < 0.01 then 
It) "program stop* system not converging 
otherwise 
If) s <- mln(2.0 • s, 1.0) 
21) fo<-f ( z. s) 
3f) c = converged 
Figure 5-6 Newton-Raphson Algorithm With Source Stepping 
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Substituting this into the Newton-Raphson iteration formula (5.31) we get: 
x'+i = x'-A-'(Ax'-b) 
= A-'b 
The initial guess subtracts out, and the method reduces to sohdng a linear system. 
5.6 Practical Considerations 
Unfortunately, there are some practical considerations and some barriers that have 
to be overcome before using linearized models will become feasible. First it is not entirely 
clear how large the perturbations about the operating point can be before the loss of accuracy 
becomes significant. 
One solution would be to use the error terms from the Taylor series expansion to pro­
vide an error bound estimate. When the error exceeds this bound, the circuit is reblased us­
ing the Newton-Raphson algorithm. Thus, the program starts off by biasing the network and 
computing the linearized model. Then time is advanced until a node voltage reaches the ac­
curacy bound at which point the network is reblased and the process Is repeated until the 
ending time for the simulation Is reached. 
The problem with this approach is that the solution can be chopped up into so many 
tiny parts that the advantage of finding a closed-form solution is lost. Thus, there would be 
little advantage of this method over the SPICE program. 
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CHAPTER 6. PERFORMANCE COMPARISONS 
In this chapter, the accuracy of the closed-form solver will be compared to the Macin­
tosh version of PSplce 5.3 (released in January 1993). Identical input decks were run through 
both programs and their answers compared. It is important to note that the closed-form solv­
er does not compute numerical values directly, since Its purpose is to compute closed-form 
expressions for the outputs. However, since the output of the formulas is in the form of C 
language functions, it is possible to compile the simulator's output with another program 
(called cfa for closed-form analysis) to evaluate the closed-form expressions at different values 
of t to obtain numerical answers. 
6.1 Sixth-Order RLC Network 
It appears that the accuracy of PSpice 5.3 is highly dependent on the maximum inte­
gration step size. Consider the sixth-order RLC network driven by a sinusoidal current 
source of Figure 6-1. Its input deck is given in Figure 6-2. The same input deck was run 
Figure 6-1 Sixth-order RLC Network 
through both simulators. The closed-form solution was numerically evaluated at dilTerent 
values of t and compared to the PSpice results for four different maximum integration step-
sizes as shown in Table 6-1. The network was run through PSpice several times with different 
Integration step sizes. The interesting factor to note is that the PSpice solution appears to 
approach the closed-form solution as the integration step-size decreases. Unfortunately for 
PSpice, decreasing the integration step size increases the computer time to run the simula-
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SIXTH-ORDER RLC TEST CIRCUIT 
R1 1  0 0 .5  
LI  1  0  1 .0  IC=0.0  
CI  1  0  0 .5  IC=0.0  
L3  1  2  1 .0  IC=0.0  
R3 2  3  0 .5  
C3 3  4  0 .5  IC=0.0  
R2 4  0  0 .5  
C2 4  0  0 .5  IC=0.0  
L2  4  0  1 .0  IC=0.0  
I I  0  1  DC 4 .0  SIN 4 .0  6 .0  0 .0795775  0 .0  0 .0  0 .0  
.TRAN 10.0 100.0 0.0 0.05 UIC 
.END 
Figure 6-2 Input Deck for RLC Network 
Table 6-1 Accuracy Comparison for RLC Network by Integration Step-Size 
Time Step-Size v^c^ )  VCCj) V(C, )  AL]) 
10.0s Closed-form 
-1.471x10° -2.235x10° 2.658x10"' 2.844x10"' 4.396x10"' -1.032x10"' 
Atmax = 005 
-1.471x10° -2.235x10° 2.658x10"' 2.850x10"' 4.395x10"' -1.033x10"' 
Atmax = 0.1 
-1.472x10° -2.236x10° 2.659x10"' 2.857x10"' 4.396x10"' -1.035x10"' 
= 0.5 
-1.473x10° -2.239x10° 2.667x10"' 3.363x10"' 4.368x10"' -1.085x10"' 
= 10 
-1.479x10° -2.255x10° 2.686x10"' 4.684x10"' 4.296x10"' -1.222x10"' 
20.0s Closed-form 
-2.199x10° -2.309x10° 2.687x10"" 5.764x10° -4.102x10"' -5.303x10"' 
Atmax  =  0 .05  
-2.199x10° -2.309x10° 2.685x10"^ 5.764x10° -4.103x10"' -5.303x10"' 
= 01 
-2.199x10° -2.309x10° 2.674x10"- 5.765x10° -4.106x10"' -5.305x10"' 
>
 
f
 II P 
-2.183x10° -2.290x10° 2.432x10"^ 5.766x10° -4.147x10"' -5.304x10"' 
q It J < 
-2.149x10° -2.243x10° 1.682x10"^ 5.772x10° -4.297x10"' -5.328x10"' 
50.0s Closed-form 1.096x10° 6.868x10"' 1.520x10"' -2.000x10"' 6.871x10"' 4.377x10"' 
A^max = 0.05 1.097x10° 6.869x10'' 1.520x10"' -1.993x10"' 6.871x10"' 4.377x10"' 
l> f
 tl P 1.096x10° 6.861x10"' 1.523x10"' -1.992x10"' 6,875x10"' 4.378x10"' 
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Table 6-1 (Continued) Accuracy Comparison for RLC Network by Integration Step-Size 
Time Step-Size V(C,) V{C^) V{C^) /(L,) I(L^) I{L^) 
= 0-5 1.082x10° 6.662x10"' 1.549x10"' -1.665x10"' 6.892x10"' 4.344x10"' 
^^max = 1-0 1.033x10° 5.782x10"' 1.713x10"' -7.597x10"' 7.118x10"' 4.243x10"' 
Closed-form 8.085x10"' 3.166x10"' 1.797x10"' -4.535x10"' 7.037x10"' 3.936x10"' i II J < 8.091x10"' 3.171x10"' 1.797x10"' -4.529x10"' 7.038x10"' 3.937x10"' 
= 01 8.086x10"' 3.161x10"' 1.799x10"' -4.528x10"' 7.042x10"' 3.936x10"' 
= 0-5 8.016x10"' 3.010x10"' 1.838x10"' -4.485x10"' 7.110x10"' 3.932x10"' 
> f II b 7.784x10"' 2.533x10"' 1.963x10"' -4.333x10"' 7.318x10"' 3.909x10"' 
Table 6-2 Computer Run Time for Sixth-Order RLC Network 
^^max -
O
 
II J < q = 0.1 = 0.05 Closed-form 
Run time 5.68s 9.13s 39.90s 78.45s 3.00s 
tion as shown in Table 6-2. Examining the closed-form solution formula for the network re­
veals that all eigenvalues are in the left half complex plane, which implies that the network 
is stable. This is to be expected, since it is known by network theory that all RLCM networks 
are stable because the passive elements can only store or absorb the net energy delivered by 
the independent sources. Networks that contain active elements such as controlled sources 
or op-amps have the potential of being unstable particularly if they are in feedback configu­
rations. 
6.2 Dual Biquad Filter 
To examine the behavior of the simulator when active devices are included, consider 
the dual biquad filter of Figure 6-3 whose netlist is given in Figure 6-4. The closed-form sim­
ulator can handle an ideal op-amp in negative feedback directly because it provides an ele­
ment card specifically for that device. With PSpice however, the element must be 
approximated with a user defined subcircuit. To make the circuits identical, the user defined 
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o p l  
op2 
opi  
op4 
op5 
Figure 6-3 Dual Blquad Filter 
subcircuit of Figure 6-5 was used in both the PSpice and closed-form simulations. This also 
provides a test of the closed-form simulator's ability to handle hierarchically defined net­
works. 
The results of the simulation runs are shown In Table 6-3. As expected, decreasing 
the step size increases the accuracy at the cost of more simulation time as shown in Table 
6-4. The closed-form simulator also found that the network was stable for these element val­
ues since all the eigenvalues were in the left-half complex plane. 
6.3 Starzyk and Konczykowska Bandpass Filter 
The last network tested was one designed to determine how the simulator would be­
have for a relatively large network. For this test, the Star^k and Koncykowska Bandpass 
filter in Figure 6-6 was used (25). Its hierarchical defined netlist of Figure 6-7 was run 
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DUAL BIQUAD FILTER 
•SUBCKT OPAMP 12 3 
RI 1 3 2.00MEG 
EA 3 4 1 3 2E7 
RO 4 2 75 
.ENDS OPAMP 
Rl 2 3 100.OK 
R2 3 5 100.OK 
R3 2 10 100. OK 
R4 1 2 100.OK 
R5 6 9 100.OK 
R7 3 4 100.OK 
R8 4 7 100.OK 
R9 1 4 100.OK 
RIO 4 11 100. OK 
Rll 7 8 100.OK 
CI 2 3 lO.OUF IC=0.0 
C2 5 6 lO.OUF IC=0.0 
XI 2 3 0 OPAMP 
X2 5 6 0 OPAMP 
X3 9 10 0 OPAMP 
X4 7 8 0 OPAMP 
X5 4 11 0 OPAMP 
VIN 1 0 DC 5.0 
.END 
Figure 6-4 Input Deck For Dual Biquad Filter 
^«P,-<P3) 
Figure 6-5 User Defined Op-amp Subcircuit 
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Table 6-3 Accuracy Comparison for Dual Biquad Filter 
Time Step-size V(C,) V i C ^ )  Voi(f) 
10.0 Closed-form 2.693x10"^  -5.011x10° 2.693x10"^  -4.973x10° 
= 0' 
2.722x10"^  -5.011x10° 2.722x10'^  -4.973x10° 
= 0-5 3.323x10"^  -5.012x10° 3.323x10"^  -4.967x10° 
20.0 Closed-form 
-2.616x10"" -5.000x10° -2.616x10"" -5.000x10° 
= 0' 
-2.664x10"" -5.000x10° -2.664x10"" -5.000x10° 
= 0.5 
-3.940x10"" -5.000x10° -3.940x10"" -5.000x10° 
50.0 Closed-form 2.626x10"^  -5.000x10° 2.626x10""' -5.000x10° 
= 0.1 2.626x10"^  -5.000x10° 2.626x10"' -5.000x10° 
^^max - 0.5 2.625x10""' -5.000x10° 2.625x10"' -5.000x10° 
100.0 Closed-form 2.627x10"^  -5.000x10° 2.627x10"' -5.000x10° 
= 0-1 2.627x10"' -5.000x10° 2.627x10"' -5.000x10° 
= 0.5 2.627x10""' -5.000x10° 2.627x10"' -5.000x10° 
Table 6-4 Simulation Run Time for Dual Biquad Filter 
M max = 0.1 = 0.5 Closed-form 
Run time 47.80 11.63 2.5 
through both programs. The closed-form simulator was able to handle this network without 
difficulty in about 16 seconds correctly detecting a resonant driving function. Unfortunately, 
PSplce 5.3 gave the message "Evaluation Version: Symbol Table Overflow. Run Aborted." This 
version of PSpice, which was the only version available in time for testing on the Macintosh, 
cannot handle a network with more than 130 symbols. So about all that can be said is that 
the closed-form simulator could handle this network, but PSpice 5.3 could not. To be fair, a 
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Figure 6-6 Starzyk and Konczykowska Band-pass Filter 
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STARZYK AND KONCZYKOWSKA BAND-PASS FILTER 
.SUBCKT OPAMP 12 3 
RI 1 4 1.98MEG 
RM 4 3 20K 
CM 4 3 1.6UF IC=0.0 
EA 3 5 4 3 2E7 
RO 5 2 75 
.ENDS OPAMP 
.SUBCKT SUBI 19 5 
Rl 1 2 10. OK 
R2 9 8 10. OK 
R3 2 0 10. OK 
R4 8 3 10.OK 
R5 3 4 10. OK 
R6 4 5 10. OK 
R7 5 6 10. OK 
R9 7 8 10. OK 
C8 6 7 l.OUF IC=0.0 
C6 4 5 l.OUF IC=0.0 
XI 8 3 2 OPAMP 
X2 4 5 0 OPAMP 
X3 6 7 0 OPAMP 
.ENDS SUBI 
.SUBCKT SUB2 1 2 
Rl 1 3 10. OK 
RF 4 2 10. OK 
R2 4 0 10. OK 
R3 3 0 10. OK 
XA 4 2 3 OPAMP 
.ENDS SUB2 
XI 1 2 3 SUBI 
X2 4 3 2 SUBI 
X3 2 5 4 SUBI 
X4 6 4 5 SUBI 
X5 5 6 SUB2 
VI 1 0 DC 5 
.THAN 1.0 50.0 0.0 0.1 UIC 
.END 
Figure 6-7 Star^k and Konc^kowska Bandpass Filter Input Deck 
non-evaluation version might be able to handle a network of this size if enough computer time 
were allocated. 
r" 
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CHAPTER?. CONCLUSIONS 
This chapter summarizes the contributions and provides areas where future research 
can be done. This dissertation describes a research project to find closed-form transient so­
lutions for a general class of regular linear networks. It has been found that computing 
closed-form solutions for this class of networks Is practical and feasible on a computer. Non­
linear networks require linearization about an operating point to become feasible. However. 
It is unclear for how large a range the solutions will be accurate. If the range is small, the 
solution would be chopped up Into so many tiny pieces that the advantages of a closed-form 
solution could be lost. 
Several contributions to knowledge were made In this dissertation. The main one Is 
that the simulation program described Is one of the first to seriously tackle the problem of 
finding closed-form transient solutions for a general class of networks for a set of Inputs com­
mon to electrical engineering circuit analysis. This approach has advantages over the tradi­
tional methods where numerical integration is required. One Is that the user obtains more 
information in a compact form such as time delays, phase shifts, time constants and oscilla­
tion periods directly from the output equations rather than having to estimate them from a 
plot. Since the computer does not have to "time step" along using the traditional numerical 
integration approach, the computation time is not as dependent on the amount of time sim­
ulated and the global error associated with numerical Integration is avoided. Direct stability 
analysis can be performed simply by examining the eigenvalues to see if any are In the right-
half complex plane since the eigenvalues are computed as a by-product of this approach. 
Resonance conditions are automatically detected by comparing the driving frequencies to the 
natural frequencies of the network. Changing the Inputs or initial conditions to the network 
does not require recomputatlon of the eigenvalues. This can be taken advantage of to greatly 
reduce the computation time for multiple simulation runs. 
7.1 Future Research 
As with most research projects, hindsight provides ideas for ways In which the pro­
gram could be Improved. Several suggestions will be discussed that could provide the basis 
for future research. 
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7.1.1 Further explore the non-linear problem 
The non-linear problem can be further explored to determine for how large a range the 
linear approximations are valid before the circuit has to be reblased using the Newton-Raph-
son algorithm. A good place to start would be by applying the Taylor series error bounds to 
the model equations. 
7.1.2 Improve program output for better readability 
Presently, the output of the program Is In the form of C functions. This Is highly ad­
vantageous because the closed-form solution can be numerically evaluated by compiling the 
output with a program that calls the functions for different values of t. Unfortunately, this 
does require that the user have a working knowledge of the C language to read the output. 
The program output could be improved by adding a post-processor to make output more 
readable for the non-programmers. 
7.1.3 Add program support for the .alter statement 
As mentioned previously, one advantage of the closed-form approach is that the cir­
cuit does not require reslmulatlon when the input functions or Initial conditions change since 
this does not effect the eigenvalues. It would be possible to take advantage of the computa­
tional speed gain by supporting the SPICE 2G.6 .alter statement [38]. In SPICE, this card 
introduces the element(s). devlce(s) and model(s) whose parameters are changed during exe­
cution of the input deck. These statements cause the network to be reanalyzed with the 
changed values of the parameters. Normally. SPICE must completely reanalyze the network 
every time a .alter card is encountered. However, the closed-form simulator could be easily 
modified to keep track of whether the modified parameters would change the eigenvalues. If 
they don't, then the state equations do not need to be rebuilt, and the eigenvalues need not 
be recomputed. The program would already have all the Information necessaiy to simply 
print out the solution. 
7.1.4 Add frequency domain analysis 
Once the state equations are available, it is a straightforward process to transform 
them directly into the frequency domain [48). Once in the frequency domain, it would be pos­
sible to compute a transfer function matrix and other useful frequency domeiin Information. 
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APPENDIX A. USER'S GUIDE 
To run the program, the user constructs an input "deck" (actually a text file) which 
consists of a set of element "cards" (actually lines In the input file) which define the circuit 
topology and the element values for the circuit the user desires to analyze. Each element in 
the circuit is specified by an element card that contains the element name, the circuit nodes 
to which the element Is connected, and the values of the parameters that determine the elec­
trical characteristics of the element. The first letter of the element name specifies the element 
type. For example, a resistor name must begin with an R. In what follows, the strings 
XXXXXXX, YYYYYYY, and ZZZZZZZ denote arbitrary alphanumeric character strings. 
Data fields that are enclosed in less than and greater than signs are optional. With 
respect to branch voltages and currents, the program uniformly uses the associated reference 
convention (current flows in the direction of voltage drop). 
Element nodes must be non-negative integers. The datum or ground node must be 
numbered zero. Unlike the SPICE program, nodes must be numbered starting with zero for 
each circuit and subcircult, because they are used as subscripts. The circuit cannot contain 
a loop of voltage sources and/or capacitors or a cutset of current sources and/or inductors. 
Eivery node must have at least two connections. Also included In the "deck" are a set of con­
trol "cards" which define the circuit element model parameters and run controls for the anal­
ysis to be performed. The first card is always a title card and the last card Is always a .END 
card. The format of the cards is similar to that used by the SPICE program (38). To make 
the compatibility and similarity more obvious, this user's guide will parallel the one used for 
SPICE. 
A.1 Input Fonnat 
The input format for the program is of the free format type. Fields on a card are de­
limited by one or more blanks, a comma, an equal sign, or left or right parenthesis: extra 
spaces are ignored. For SPICE compatibility, a card may be continued by entering a + (plus) 
in column 1 of the following card: the program continues reading with column 2. However, 
this is not necessary. The input may be either uppercase or lowercase. The program is not 
case sensitive: so, for example, "RLOAD" and "rload" refer to the same resistor. 
An element name field must begin with a letter (A through Z) and cannot contain any 
delimiters. Unlike SPICE, as many characters as are specified are used rather than only the 
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first eight. 
A number field may be an Integer field (12, -44), a floating point number (3.14159), 
either an integer or floating point number followed by an integer exponent (le-14, 2.65e3), or 
either an integer or a floating point number followed by one of the scale factors in Table A-1. 
Table A-1 Scale Factors 
Name Symbol Factor 
Femto F 1.0x10"'^  
Pico P l.OxlO"'-
Nano N 1.0x10"' 
Micro U 1.0x10"^  
Milli M 1.0x10"^ 
Mil MIL 25.4x10"^  
Kilo K l.oxio' 
Mega MEG 1.0x10® 
Giga G l.oxio' 
Tera T l.oxio'^  
A.2 Title card, Comment Cards and .end Card 
A.2.1 Title card 
Examples: 
Starzyk and Konczkowska Bandpass Filter 
Dual Biquad Filter 
This card Is the first card in the input deck. Its contents are read as the top level of 
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the circuit hierarchy. See the .subckt statement for constructing hierarchical circuits. 
A.2.2 .end card 
Example: 
.end 
This card signals the end of the cards to be used in the analysis. A user may put ad­
ditional information after the .end card that they do not want to Include as part of the anal­
ysis, but also do not want to delete. This information can be kept below the .end card where 
it is treated as a comment. 
A.2.3 Comment card 
General form; 
* <any comment> 
Example: 
* RF=1K Gain should be 100 
* May the force be with my circuit 
The asterisk in the first column indicates that this card is a comment card. Comment cards 
my be placed anywhere in the circuit description. 
In addition to supporting the asterisk style comment of SPICE, the program also sup­
ports the semicolon style comments used by PSPICE. By using a semi-colon, a comment can 
be placed on the same line as any other element or control card. Anything after the semicolon 
on the same line is treated as a comment. 
Example: 
RL 1 2 lOOK ;Load resistance 
A.3 Element Cards 
A.3.1 Resistors 
General form: 
RXXXXXXX N1 N2 VALUE 
Examples: 
R1 1 2 100 
RCl 12 17 IK 
This statement describes a resistor connected between nodes N1 and N2. Value is the 
resistance in ohms and may be positive or negative, but not zero. 
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Figure A-1 Resistor With Defined Nodes 
A.3.2 Capacitors and Inductors 
General form: 
CXXXXXXX N+ N- VALUE <IC=INCOND> 
LXXXXXXX N+ N- VALUE <IC=INCOND> 
Examples: 
CBYP 13 0 lUF 
COSC 17 23 lOU IC=3V 
LLINK 42 69 lUH 
LSHUNT 23 51 lOU IC=15.7MA 
+ f„(0)-
Flgure A-2 Capacitor and Inductor With Defined Nodes and Initial Conditions 
The capacitor and inductor are connected between nodes N+ and N- which are the 
positive and negative element nodes, respectively. The value parameter is the capacitance in 
Farads or the Inductance in Henries. For the capacitor, the initial condition is the initial time-
zero value of the capacitor voltage in Volts. For the Inductor, the Initial condition is the initial 
time-zero value of inductor current in Amps that flows from N-i- through the Inductor to N-. 
Note that if an initial condition is not specified, an initial value of zero Is assumed. 
A.3.3 Coupled (mutual) inductors 
General form: 
KXXXXXXX LYYYYYYY LZZZZZZZ VALUE 
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Examples: 
K43 LAA LBB 0.999 
KXFBMR LI L2 0.87 
O M o 
L, y L.  z 
o O 
Figure A-3 Mutually Coupled Inductors 
The fields LYYYYYYY and LZZZZZZZ are the names of the two coupled inductors, and 
value is the coefficient of coupling, k, which must be greater than 0 and less than or equal to 
1. Using the "dot" convention, place a "dot" on the first node of each inductor. The mutual 
Inductance between the coils is determined by the coefficient of coupling and the inductance 
of the two coils according to the formula: 
Note that if there are several colls on a treinsformer, there must be K statements coupling all 
inductor pairs. For example, a transformer with a center-tapped primary and two secondar­
ies would be written as shown in Figure A-4. 
It is important when using mutually coupled coils that the network not be divided into 
separate graphs so that all of the node voltages are still relative to ground. 
A.4 Linear Dependent Sources 
The SPICE program allows circuits to contain linear dependent sources characterized 
by any of the four equations 
where g, e, f, and h are constants representing transconductance, transpotential, transflu-
ence, and transresistance, respectively. 
M = (A.1) 
i  = g - V V = e - V i  = f  • i  v  = h - i  (A.2) 
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* Primary 
LI 1 2 lOuH 
L2 2 3 lOuH 
* Secondary 
L3 11 12 lOuH 
L4 13 14 lOuH 
* Magnetic Coupling 
K12 LI L2 0.99 
K13 LI L3 0.99 
K14 LI L4 0.99 
K23 L2 L3 0.99 
K24 L2 L4 0.99 
K34 L3 L4 0.99 
Figure A-4 Transformer Input Deck 
A.4.1 Voltage controlled current source (VCCS) 
General form: 
GXXXXXXX N+ N- NC+ NC- VALUE 
Example: 
G1 2 0 5 0 O.IM 
NC+ o o N+ 
Figure A-5 Voltage Controlled Current Source 
The N+ and N- nodes are the positive and negative terminal nodes, respectively. Pos­
itive current flow Is from the positive node, through the source, to the negative node. The 
NC+ and NC- nodes are the positive and negative controlling nodes, respectively. The value 
parameter is the transconductance in mhos. 
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A.4.2 Voltage controlled voltage source (VCVS) 
General form: 
EXXXXXXX N+ N- NC+ NC- VALUE 
Example: 
El 2 3 14 1 2.0 
The positive node Is N+ and the negative node Is N-. The positive and negative con­
trolling nodes are NC+ and NC-, respectively. The value parameter is the transpotential or 
voltage gain. 
A.4.3 Current controlled current source (CCCS) 
General form: 
FXXXXXXX N+ N- VNAME VALUE 
Example: 
F1 13 5 VSENS 5.0 
Figure A-6 Voltage Controlled Voltage Source 
Vname 
Figure A-7 Current Controlled Current Source 
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The positive and negative nodes are N+ and N- respectively. Current flow is from the 
positive node, through the source, to the negative node. The vname parameter specifies the 
name of an independent voltage source through which the controlling current flows. The di­
rection of positive controlling current flow is from the positive node, through the source, to 
the negative node of vname. As in SPICE, independent voltage sources act as the "ammeters." 
The value parameter is the transfluence or current gain. 
A.4.4 Current controlled voltage source (CCVS) 
General form: 
HXXXXXXX N+ N- VNAM VALUE 
Example: 
HX 5 17 VZ 0.5K 
•ON+ 
Vname 
oN-
Figure A-8 Current Controlled Voltage Source 
The positive and negative nodes are N+ and N-, respectively. The vname parameter is 
the name of a voltage source through which the controlling current flows. The direction of 
positive controlling current flow is from the positive node, through the source, to the negative 
node of vname. As in SPICE, Independent voltage sources act as the "ammeters." The value 
parameter is the transresistance in ohms. 
A.4.5 Ideal operational amplifier 
General form: 
OXXXXXXX N1 N2 N3 
Example: 
OA 3 6 9 
Although technically not a controlled source, the ideal operational amplifier is includ-
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N3o 
NIQ. 
O N2 
Figure A-9 Ideal Operational Amplifier 
ed In this section for completeness. This statement Is not available In the SPICE program, 
but Is Included In SCAPP and the syntax of this statement Is designed to be compatible with 
SCAPP. The nodes Nl, N2 and N3 are the Inverting Input, output, and non-lnvertlng Input, 
respectively. The Ideal op-amp Is assumed apriorl to be operating In Its linear feedback mode 
and therefore has the following characteristics: 
1. Infinite gain 
2. Infinite input Impedance (11 = 12 = 0) 
3. V+ = V-
A.5 Independent Voltage and Current Sources 
General form: 
VXXXXXXX N+ N- «DC> VALUE> <TRANSIENT FUNCTION> 
IXXXXXXX N+ N- «DO VALUE> ^TRANSIENT FUNCTION> 
Examples: 
VCC 10 0 DC 6.0 
VIN 13 2 0.001 SIN(0 1 IMEG) 
VMEAS 12 9 
Figure A-10 Independent Voltage and Current Sources 
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The two nodes, N+ and N-, are the positive and negative nodes, respectively. Note that 
voltage sources need not be grounded. Positive current is assumed to flow from the positive 
node, through the source, to the negative node. A current source of positive value, will force 
current to flow out of the N+ node, through the source, and into the N- node. Independent 
voltage sources, in addition to being used for circuit excitation, are the "ammeters" for SPICE, 
that is, zero-valued voltage sources may be inserted into the circuit for the purpose of mea­
suring current. They will have no effect on circuit operation since they represent short-cir-
cuits. 
If the source value is time-invariant (such as a power supply), then the value of the 
source may be specified by the constant value and may be optionally proceeded by the letters 
"DC." An independent source can be assigned a time-dependent value for transient analysis. 
If a source is assigned a time-dependent value, the time-zero value is used for D.C. analysis. 
There are four independent source functions: pulse, exponential, sinusoidal, and piece-wise 
linear. If parameters other than source values are omitted, the default values will be used. 
Each of the source functions are described in detail in Section 4.3. 
A.6 Subcircuits 
A.6.1 .SUBCKT statement 
General form: 
.SUBCKT SUBNAME N1 <N2 N3 ...> 
Example: 
•subckt regulator 12 3 4 
A circuit definition is begun with a .SUBCKT card. SUBNAME is the subcircult name, 
and Nl, N2, ... are the external nodes, which cannot be zero. The group of element cards 
which follow the .SUBCKT card define the subcircuit. The last card in a subcircult definition 
is the .ENDS card. Subcircuits may contain elements, other subcircult definitions, and sub-
circuit calls as long as they are not recursive. Any element nodes not included on the .SUB­
CKT card are strictly local, with the exception of 0 (ground) which is always global. 
A.6.2 .ENDS Statement 
General form: 
.ENDS <SUBNAME> 
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Example: 
.ENDS Regulator 
This card ends the current subcircuit definition. The subcircuit name, if included, 
must match the name of the subcircuit currently being defined. 
A.6.3 Subcircult calls 
General form: 
XYYYYYYY N1 <N2 N3 ...> SUBNAME 
Example: 
XI 2 4 17 3 1 FILTER 
Subcircuits are used in the program by specifying pseudo-elements beginning with 
the letter X, followed by the circuit nodes to be used in expanding the subcircuit. 
A.7 Control Cards 
A.7.1 .TRAN card 
General form; 
.TRAN TSTEP TSTOP 
Example: 
.TRAN 10ns lus 
The tstep parameter normally specifies that printing or plotting increment for line-printer 
output. The tstop is normally the ending Ume for the transient analysis simulation. For this 
program they are used to specify the default values for the source functions. This card is re­
quired for SPICE compatibility. 
A.7.2 Include statement 
Genered form: 
.INC "FILENAME" 
Example: 
.INC "parts.lib" 
The include statement is not available in the SPICE program, but it is available in 
PSPICE and in this program. This statement allows the contents of another file to be read in 
part of the input description. Included files may contain any statements except title lines (use 
a comment). An include file may contain another .INC statement up to any level of nesting 
as long as the inclusion is not recursive or circular. This statement allows circuit libraries to 
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be used. By including libraries It Is only necessary for the user to update the library file rather 
than every file that contains the library elements. All files that include it will automatically 
use the updated library Ale when the simulation Is run again. 
A.8 Example 
The input deck for the circuit in Figure A-11 is shown in Figure A-12. 
10( 
R. = S.Okn 
100< \ / 
V„ = 5.0V 
I ,  = 1.0mA 
R, = lO.OfcQ 
Figure A-11 Example Circuit 
Example Input Deck 
R1 3 0 3. OK 
R2 1 2 l.OK 
R3 2 0 l.OK 
R4 2 3 5. OK 
R5 4 0 10. OK 
CI 3 4 l.Ou IC=0.0 
LI 2 4 
o
 
o
 
II U 
M
 
P 
O
 
rH 
VI 1 0 DC 5.0 
11 0 4 DC l.OM 
HI 3 5 VI 100.0 
F1 3 4 VI 10.0 
.END 
Figure A-12 Input Deck for the Example Circuit 
102 
APPENDIX B. TECHNICAL REFERENCE 
The program source code Is written In ANSI C for portability and Is divided into 4 main 
files, mairuc, parse.c, eigerhc, and build_state.c. and a header file, solver.h 
B.I Data Structures 
The program uses simple two-dimensional arrays of double precision floating point 
numbers to represent the state equations, and other matrices. The conventions followed by 
these arrays are programmed to conform to the convention established in Numerical Reci-
pes|41] so that it is possible to take advantage of its extensive function library. A library of 
utility functions to allocate and deallocate these arrays is contained in the files nrutiLh and 
nrutiLc. The flies themselves are short and self-explanatory. 
The remaining data structures pertain to the circuit representation generated by the 
parser. These data structures are defined in mairhh. A circuit or subclrcuit Is represented 
as a collection of different types of components. The circuit data structure maintains a point­
er to a list of capacitors, a pointer to a list of inductors, a pointer to a list of resistors, and so 
forth. Each component is described by a list of nodes and a list of values that describe its 
characteristics such as component values, independent source descriptions and initial con­
ditions as read from the element card. The component data structure is defined in Table B-
2. In the case of a current controlled source, the model field is used to provide the name of 
Table B-1 Component Description Structure 
Data Type Element Description 
char * dname device name 
char * mname model name 
void * model model ptr 
char • 11 inductor 1 for mutual Inductance 
char * 12 inductor 2 for mutual inductance 
struct nodejist * nlst ptr to list of list of node numbers 
struct val_list * vlst ptr to list of list of device values 
struct comp_list * next ptr to next component of same type 
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the Independent voltage source that measures the current flow. Remember that independent 
voltage sources act as the "ammeters" in SPICE as well as this program. 
The circuit data structure describes a circuit or subcircuit. It contains a pointer to a 
list for each type of element and a count of how many of the various types of elements the 
circuit contains. If it Is a subcircuit, it also contains a list of the external or tearing nodes 
and a pointer to Its immediate supercircuit. If the circuit is at the top level of the hierarchy, 
both pointers will be set to null. The data structure for a circuit Is shown in Table B-1. Sub-
Table B-2 Circuit Description Structure 
Data Type Element Description 
char * name name of ckt or subckt 
struct clr • superckt ptr to superckt or null if top level 
int nnodes highest node number in ckt or subckt 
Int nvs number of Independent voltage sources 
Int nis number of Independent current sources 
int nres number of resistors 
int neap number of capacitors 
Int nind number of inductors 
int ndiode number of diodes 
int nbjt number of bjt's 
int nmos number of mosfets 
int nvccs number of voltage controlled current sources 
int nvcvs number of voltage controlled voltage sources 
int nop number of opamps 
int nmutual number of mutual inductances 
int nsubckt number of subckt invocations 
Int nterminal number of external terminal nodes 
struct nodejlst * terminal list of terminal nodes 
double source_step percent of initial supply values 
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Table B-2 (Continued) Circuit Description Structure 
Data Type Element Description 
struct nodejlst • ic_nodes node numbers of initial conditions 
struct vaJ_list • ic_vals initial condition values 
struct comp_list * res ptr to resistor list 
struct comp_llst * cap ptr to capacitor list 
struct comp_llst * ind ptr to inductor list 
struct comp_llst * diode ptr to diode list 
struct comp_list * bjt ptr to bjt list 
struct comp_list * mos ptr to mos list 
struct comp_list * vs ptr to independent voltage source list 
struct comp_llst * is ptr to Independent current source list 
struct comp_llst * vccs ptr to vccs list 
struct comp_llst * vcvs ptr to vcvs list 
struct comp_llst • cccs ptr to cccs list 
struct comp_llst * ccvs ptr to ccvs list 
struct comp_list * op ptr to opamp list 
struct comp_llst * mutual ptr to mutual inductance list 
struct comp_llst * subckt ptr to subcircuit invocation list 
struct bjt_model_llst • bjt_model ptr to bjt model list 
struct diode_model_list * dlode_model ptr to diode model list 
struct mos_model_list • mos_model ptr to mos model list 
struct subckt_def_llst * subckt_def ptr to subcircuit definition list 
circuits can have nested definitions, one inside of another to any level of nesting. One way to 
view this is as a treelike hierarchy. It is important to note however, that the tree is not nec­
essarily binary because there may be any number of subcircuit definitions contained within 
a circuit or subclrcult. A diagram of this nesting process is shown in Figure B-1. It is also 
Important to distinguish between subclrcult definitions and subclrcult invocations. Subclr­
cult definitions are specified with the .subckt statement. Subclrcult invocations are specified 
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Figure B-1 Subcircuit Definition Hierarchy 
with a pseudo-element whose name starts with an "x" and may be contained within a defini­
tion. A subcircuit may be invoked any number of times. However, the definition must be 
available within the scope of the invocation. Also, a subcircuit cannot define itself recursive­
ly, for example by invoking itself within its own definition. 
B.2 Subroutines 
The program is broken up into a series of files; parse.c, build_state.c, eigen-c, nrutiLc 
and maiiLC. In addition, there are the C header files main.h and nrutil.h. This section briefly 
describes the major subroutines contained in each file. 
B.2.1 Parse.c 
Parsing the circuit description is the first thing the program does. It does this by call­
ing the function parse. The parse function returns a pointer to a circuit description as pre­
viously defined. The parse function in turn calls functions to parse individual element types 
and to tokenlze the input. The parser syntax is described in the user's guide. The parser also 
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does some rudimentary error checking as It reads the network description, but it remains the 
responsibility of the user to provide meaningful Input. 
B.2.2 Build_state.c 
The bulld_state function accepts the circuit data structure produced by the parser 
and constructs the four state variable matrices: A, B, C and D. It also returns the dimensions 
of those matrices. In addition, the function provides a list of the capacitors. Inductors, and 
Independent voltage and current sources. It does this because the solver needs access to the 
initial conditions of the capacitors and Inductors, and the source functions provided by the 
independent sources which drive the network. It would not be sufficient to simply scan the 
element list of the top level of the hierarchy, because these elements can be "buried" inside 
subclrcult invocations that may be several levels deep. The same element could appear more 
than once If it is contained within a subclrcult that Is Invoked multiple times. Also, it would 
not provide information about which capacitor or inductor provides the Initial condition for 
which state and which independent source provides the driving function for which element 
of the Input vector. The state equation builder provides this information to the solver by pro­
viding the element lists arranged in order by state and input. 
The state equation builder Implements the algorithm described in Chapter 2 by filling 
In and reducing the MNA matrices. It relies on an auxiliary function row-reduce to perform 
the row reduction using partial pivoting for stability. The builder automatically calls Itself 
recursively to reduce and copy Into the MNA matrices the definitions for each of the subcir­
cuits as It works its way up the subclrcult hierarchy. If the network does not give rise to a 
set of independent equations, the final back substitution of the matrix will fall and the user 
will be notified before the program terminates. This would be indicative of an error in the 
circuit description or the fact that the user Is attempting to solve a non-regular network which 
does not have a solution. 
B.2.3 Elgen.c 
Once the state matrices have been found, the closed-form solver needs to know the 
eigenvalues of the state matrices to determine the form of the solution. The program relies 
on a C implementation of the EISPACK subroutines In this file to find the eigenvalues. These 
subroutines implement the classic QR algorithm. The subroutines are well documented in 
|40|. In fact. (411 provides C source code for these routines which is similar to that used here, 
except that the routines used in this project are also capable of finding the real and complex 
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eigenvectors of a general real matrix. 
B.2.4 Nrutil.c 
The numerical recipes utilities file provides functions that allocate and deallocate 
memory for vectors and two dimensional arrays according to the numerical recipes conven­
tions. These conventions are adhered to in order to enable access to the extensive numerical 
recipes UbraiyKl). 
B.2.5 Main.c 
This file contains the main part of the solver which calls the parser and the state equa­
tion builder. It then proceeds to compute the closed-form solution for the state variable sys­
tem. To do this it finds the eigenvalues of the system as previously described. To find the 
complementary part of the solution, it computes the modified Vandermonde matrix using the 
algorithm of Figure 3-1 and then finds its inverse using LU decomposition with partial pivot­
ing for stability. The Z matrix of equation (3.30) is then computed directly from the state ma­
trix and the initial condition vector. Finally, the closed-form solution is computed according 
to equation (3.31). The procedure for calculating the closed-form complementary solution is 
described in Chapter 3. 
The complementary part of the solution is computed for each of the independent 
sources driving the network. For each part of the piecewise linear portions of the SPICE-like 
input functions, the complex exponential algorithm of Figure 4-1 is called. The parameters 
for each of the functions are given in Section 4.3. 
