We introduce an integral transform related to a Fourier sine-Fourier -Fourier cosine generalized convolution and prove a Watson type theorem for the transform. As applications we obtain solutions of some integral equations in closed form.
Preliminaries
The Fourier cosine and the Fourier sine transforms are defined as follows (see [11, 12] I. N. Sneddon was also the first author who introduced the convolution for two different integral transforms (see [11] ) 5) and showed that this convolution satisfies the following factorization identity (see [1, 11] )
g](y) = (F s f )(y)(F c g)(y), y > 0, f,g ∈ L 1 (R + ). (1.6) In this factorization equality, there are two integral transforms F c and F s involved. Convolutions whose factorization identities contain more than one integral transforms are called generalized convolutions (see [7] ). Another generalized convolution for the Fourier cosine and Fourier sine integral transforms has the form (see [8] )
This generalized convolution satisfies the following factorization identity
The generalized convolutions of two functions h and f with a weight function γ(y) = e −y sin y for three transforms -the Fourier cosine, the Fourier and the Fourier sine integral transforms were studied in [9, 14] (h
and f ∈ L 1 (R + ), the generalized convolutions (1.8), (1.9) are well-defined and the following factorization properties hold (see [9, 14] )
Here, F denotes the Fourier transform (see [11] )
(1.12) for f ∈ L 1 (R). The second integral in (1.12) is also well-defined for f ∈ L 2 (R).
In this paper, we are interested in an integral transform related to the generalized convolutions (1.5) and (1.8), namely, a transform of the form
In Section 2 we derive some properties for the generalized convolutions (1.8), (1.9) in L p (R + ). In Section 3, a Watson type theorem for the transform (1.13) is proved. In Sections 4 and 5, as applications we obtain solutions in closed form of an integral equation and a system of integral equations.
Generalized convolution properties
In this section, we prove the existence of the generalized convolutions (1.8) and (1.9) for weaker conditions, namely, for h ∈ L 1 (R) and f ∈ L 1 (R + ). Besides, we obtain some operator properties of the generalized convolutions (1.8) and (1.9) 
Consequently,
Similarly,
Formulas (2.4) and (2.5) yield
It shows the existence of the generalized convolutions (1.8) and (1.9).
Besides, formulas (2.4) and (2.5), and conditions h ∈ L 1 (R), f ∈ L 1 (R + ) yield the absolute convergence of the integrals (1.8) and (1.9). Putting (2.3) into (1.8) and using Fubini's theorem we obtain the Parseval type equality (2.1). Similarly we get (2.2). Now we prove that the generalized convolutions (1.8) and (1.9) belong to the space
Since g 1 is an even function, and g 2 is an odd function, we have (
Moreover, using formulas (1.6.6, p.28) and (2.9.20, p.79) in [2] we obtain
Therefore, the Parseval identity (2.1) can be rewritten in the following form
where (· * 
where the convolution (· * 2 ·) is defined by (1.7).
From formulas (2.8), (2.9) and the properties of convolutions (1.3), (1.5), (1.7), it is easy to see that generalized convolutions (1.8) and (1.9) belong to L 1 (R + ).
Finally, from Parseval identities (2.1), (2.2), and the Lebesgue-Riemann lemma, since h ∈ L 1 (R), f ∈ L 1 (R + ), we see that (F h)(y), (F s f )(y) and (F c f )(y) are continuous functions, vanish at infinity, and hence bounded. Therefore e −y sin y (F h)(y)(F c f )(y) and e −y sin y(F h)(y)(F s f )(y) are functions in space L q (R + ), for 1 ≤ q ≤ 2. Consequently, generalized convolutions (1.8) and (1.9) belong to L p (R + ) for all p ≥ 2, and the factorization equalities (1.10) and (1.11) hold.
2
Recall the Hausdorff-Young inequality for the Fourier transform (see Since the integrals are understood in mean, using Fubini's theorem and formula (2.3), we see that the generalized convolution (1.8) is well-defined and the Parseval equality (2.1) holds. Furthermore, for h ∈ L p (R), f ∈ L q (R + ), the Riemann-Lebesgue lemma shows that (F h)(y) ∈ C 0 (R), (F c f )(y) ∈ C 0 (R + ), and hence bounded. Therefore,
We now prove the first inequality in (2.12). Note that r < p , r < q for 1 < r ≤ 2, thanks to the Hausdorff-Young inequality and the Hölder inequality, we have
Therefore, applying again the Hausdorff-Young inequality we obtain
The proof is completed. 2
The existence and norm estimate of the convolutions (1.8), ( 
and estimates (2.6), (2.7), we obtain (2.13). 
A Watson type theorem
In this section, we consider the following transform
where, (h 2 * 1 f )(x) is the generalized convolution for the Fourier sine and Fourier cosine transforms (1.5).
is necessary and sufficient to ensure that the transform (3.1) is unitary on L 2 (R + ). Moreover, the inverse transform has the form 
2). It is well-known that h(y), yh(y), y 2 h(y) ∈ L 2 (R) if and only if (F h)(x),
In particular, in case h is an even or an odd function such that (1+y 2 )h(y) ∈ L 2 (R + ), the following equalities hold 
By virtue of the Parseval identity for the Fourier cosine and the Fourier sine transforms
It shows that the transformation (3.1) is unitary. On the other hand, formula (3.2) implies that (1+y 2 ) e −y sin y(F h 1 )(y)+ (F s h 2 )(y) is bounded on R + , hence (1+y
Using condition (3.2) we obtain
Using the Parseval identity for the generalized convolution (1.9) and the Parseval identity for the generalized convolution (1.7) we have
Therefore the inverse transformation of (3.1) has the form (3.3).
Necessity. Suppose that the transform (3.1) is unitary on R + , then the Parseval identities for the Fourier sine and cosine transforms yield
Therefore the multiplication operator
It shows that h 1 and h 2 satisfy condition (3.2). The proof of Theorem 3.1 is completed. 2
A class of integral equations
Inspire of having many useful applications (see [6] ), not so many integral equations can be solved in a closed form. In this section, we consider the following integral equation related to the transform (3.1) Then problem (4.1) has a unique solution in L 1 (R + ) that has the form
P r o o f. Using the Parseval identity for the generalized convolution (1.8) (Theorem 2.1 
, and hence bounded. It shows that the integral (2.1) is absolutely convergent. Then we can interchange the order of integration and differentiation to get
The equation (4.1) can be rewritten in the form
Applying the Fourier cosine transform to both sides of (4.7), and using the factorization equality (1.6) and formulas (4.2), (4.3), and (4.6) we obtain
Using formula (see relation (1.9.4) in [2] ) for n = 1:
we can write equation (4.9) in the form
On the other hand, by integration by parts we easily see that
Therefore, 
A system of integral equations
Finally, we consider a system of two integral equations 
