Sponcoring org¡anísation STU Titlc dnd subtìtle An architecture for expert system based feedback control.
Introduction
There is currently a significant interest in expert system techniques in the process control community, Applications of many different types have been proposed, implemented and a few also fielded. This paper considers the use ofexpert system, or knowledgebased system, techniques in the closed control loop.
It is a recognized problem that many industrial control loops are badly tuned or run in rnanual ¡node. This decreases the quality of the end product ancl thus increases cost. The manual control task also adds to thc already high cognitivc burclc¡r that process operators are exposed to in modern control systems.
The reasons for the poor control arc many. Onc could be that the control loop is badly tuned from the beginning. Another could be that the operating conditions have changed since the initialization of the controller. This could, c.g. bc duc to operation at dillerent operating points or time-varying dynamics.
The conventional solution to the problern of poorly tuned control loops is to use adaptive controllcrs.
Adaptive controllers, e.g., (,4.ström and Wittenmarrk, 1989) , are currently beginning to be used in i¡rdustrial practice. There are, however, problems. Even though an explicit self-tuning regulator periodically updates the coefñcie¡rts of a process model thcre still a¡e rrÌany parameters that must be set explicitly. Examples are model orders and time scales. Such information can be diflìcult to provide and process operators typicall¡' lack the intuitive understanding that they have with conventional PID controllers-Two expert system approaches have been suggested for the described problem. Both i¡volve using the expert system as a part ol the feedback loop. In the u'ell-known fuzzy or rule-based approach, e.g., (Tong, 1984) , the attempt is to model the manuai control strategy of the process operator. It is exprcssed as qualitative, Iinguistic rules lor horv to choose the control signal in different situations, The rules replace conventional control algorithms. The intended applications are control ofcomplcx proccsscs such as, c.g., cement kilns, for which either appropriate models do not exist or are inadequate.
The sccond approach, from now on rcfcrrc<l f,o as knowledge-based control (Åström and Anton, 1g84; Ãström et al, 1986i Ârzén, 1987) , instead uses expert system techniques to extend the range of convcntional control ir.lgorithrns by crrcoding gcrrcral control knowlcdgc and heuristics rcgirrding tuning and adaptation in a supcrvisory expert system. Tlie kno*'ledge-based control approach is closer in spirit to co¡n'entional aclap[ivc control than fuzz¡' conlrol is. The approach is also motivaied by shortconrings of adaptive cont¡ollers. The approach in knowledgc-based control is to use an expert system to represent the heuristic safety net. The controller consists of the combination of the expert system and a set of control algorithms, identification algorithms and supervision algorithms, as shown in Fig. 1 .
The topic of this paper is the organization and arch! tecture of a knowledge-based controller. I{nowledgebased control is a real-time expert system applicalion and, as suclì, contains several difEcult problems such as non-monotoning reasoning, representation of time and temporal reasoning, reasoning under time constraints, responsiveness to asynchronous events etc. For an overview of these issues see Laífey et al (1988) or Chantler (198S) . Some of these issues are still unsolved and will be probably never be completely solved. In several cases, however, practical approaches exist that to some degree solve the problems.
There exist a widely spread mis-unclerstanding that, adding intelligent behaviour to a controller is simply a matter of generating a few rules and implementing them in an off-the-shelf expert system shell. This is far from the case. There is a strong interplay bctween the architecture of the expert system and the type of knowledge that ca¡r be naturally expressed in it. The majority of the expert system softrvare is st,ill intended for stand alone, off-line applications. Realtime capacities a¡e only available in ferv cases such as, e.9., G2 (Gensym, 1987) , PICON (Moore el aI, 1985), and Muse (CCL, 1987) .
Section 2 describes the overall organization of an expcrt system framework that has been developed and ,-/-\ Figure 2 . Ove¡all implementation structure.
implemented on a VAX lI1780. The frame-*'ork rvas developed for knowledge-based controi applications but is not restricted to it. The system has been uscd for design of intelligent tuning controllers (,4.r2én, 1987) . In Section 3, the architecture of the expert system part of the controller is described t,ogether. Implementational issues are described in Section 4.
Finally, Section 5 contains a discussio:r .rbout the system and a comparison *'ith other systems.
Overall architecture
The knowledge-based controller consists of two major parts: the numerical algorithms and the knowledgcbased system. To assure that the execution of the numerical algorithms are not delayed by the knowledgebased system the parts are implemented as two communicating concurrent VMS processes wlìere the numerical algorithms have the highest priority.
The man-machine interface is implemented as a separate process. From tiris process, the user can interact directly with the knorvledge-based system and inclirectly with the algorithms. The timer process is used t,o implement certain real-time interrupts described in the next section. The overall structure is shown in Fig 2 It is relatively straight forward to add new types of algorithms to the system. The process is connected to A/D and D/A converters.
The algorithms can principally be divided into three groups: control algorithms, identification algorithms and monitoring algorithms. The cont,rol algorithms all compute a control signal based on command and measurement signals. Only one control algorithm can be running at a time. The identification and monitoring algorithms all in some sense extract information from the numerical signal ff.ow. This information is sent to the knowledge-based system. The algorithms in these two groups can be viewed as filt,ers or feature extractors that send information to the knowledge-based system only when something significant has happened. During steady-state operation, the knowledge-bascd system is not i¡volved and t,he system resembles a conventional controller. The separation between the numerical algorithms and the knowledge-based system is favourable from the point of information flow. If a knowledge-based system was interfaced directly to a physical process or to an existing control system, numerical information would have to be senú forth and back again at a high rate. The knowledge-based system also had to itself extract all useful symbolic i¡formation from the signals. This is a task that often is expressed in the form of numerical algorithms. Using expert system techniques for such tasks is often inefficient.
Inter-pro cess cornnlunication
The processes communicate by sending messages through mailboxes shown as rectangles in Fig. 2 Forg¡ 1982) and is therefore also reasr¡nably fast. Another reason for the choice was simply that the system was alrailable to us and that rve rvanted to test the basic ideas rapidl¡'.
Experiences of a prototype
The first prototype was used to implement a relaybased PID auto-tuner (Åström and Hägglund, 1984) .
Ðxperiments with the prototype gave many results concerning both the feasibility of the approach and the demands on a expert system framex'ork for knowledge-based control. We were reassured in that the approach is feasible. The response times for the knowledge-based system were acceptable. The sampling rate for the numerical aigorithm process was 1 sccond. It took approximatively 2-3 sampling periods from that a message tvas sent to the until a responding message was returned. A second positive result was a clean implementation of a relay autotuner that clearly benefited from the separation of logic and algorithms. The tin.re and ellort to make extensions to the controller were significantly smaller tha¡r for comparablc irnplcrncntaLions i¡r co¡rvc¡r{,i<.¡¡r¿rl languages. that it is not designed for real-time operation. It has, e.9., no possibilities to havc timc-outs associatcd with database elements, no means for halting the rule execution for a certain time, and no possibilities to check rules at given time intervals.
A blackboard system
Based on the experiences of the prototype, a realtime expert system framework has been developed. The reasoning model chosen as the basis for framework is the blackboard model, (Nii, 1986) . A globat database, the blackboard, is available to dilïerent, cooperating knowledge sources. The database allows for frame structures for storing associated information.
The knowledge sources can be thought ofas different actors, each ofwhich solves some subtask ofthe problem. The knowledge sources also have thei¡ own local databases. Knowledge sources can be rule-based with either forward or backwa¡d chaining and procedural,
The structure of the framework is shown in Fig. B . A knowledge source implements the domain knowledge for a certain task. It is ofien associated with one or more numerical algorithms. It could for example contain the hcrrristic logic surrounding an algorithm.
The knowledge sources have primitives for adding, modifying, and deleting frames both gtobally and locally. They also have primitives to halt their execution for a certain time or until a certain dat¿base element is added to the blackboard. It is possible to have forward chaining rules that are tested with specific time i¡terv¿ls and to associate validiiy intervals with database elements. Thc prinritivcs that involvcs waLil,ing ¿ ccrt¿¡in l,i¡nc are implemenied with the help of the timer process.
A primitive that causes a knowledge source to .rvait a certain time gives rise to a mcssagc to thc timcr process. The message contains the desired wakeup time and a unique identifier for the rvaittime request.
A high-priority message is returned to the scheduler when the waiting time has elapsed. This message causes the state of the waiting knowledge source to be changed to ready.
Knowledge source combination
The operation ofthe knowledge-based controller typically consists of a sequence, with parallel parts, of knowledge source activations. Three diffe¡ent methods for combiniag knowledge sources into scquences have been implemented.
The most straightforward way is to use primitives that let knowledge sources acti'r'ate and deactivate each other. A knorvledge source has the possibility to wait until another knowledge source is finished.
Procedural knowledge sources also have t,he possibility to call other procedural knorvledge sources, and await and use their returned result.
Anothcr alLcrnativc is to havc ¿l nunrL¡c¡ of ¡-rrc-sl,orcd sequc¡rces. One example of a sequence could be the i¡ritial tuning sequence. Othcr sequences could be used to ¡eturn to steady-state control when different alarm conditions have been de tected. Combination of knowledge sou¡ces into sequences is b¿sically a procedural operation. It is therefore natural to express it with procedural knowledge sources. In order for this to be possible, rvait primitivcs that allows *'aiting for conjunctions and disjunctions of multiple events have been implemented.
Tire last, and most complex mcthod is to dynanrically generate sequences. This is accom¡rlished by associating goal states, i.e., post-conditions, and initial states, i.e., pre-conditions, with each knowledge source. Each knowledge source can be vierved as an opcrator that transforms tìrc staie of the system front its initial statc to its goal statc. A sequence is recu¡sivcly generated b¡. comparing the desircd goal and the current state u'ith the preand post-conditions of the operators. This formulation turns the problem into a planning problem. The scheduler generates a plan which then is executed.
The possibility for diferent knowledge representation techniques allows the user to choose the technique most natural for each sub-problem. The v¿rious methods of combining knowledge sources give a rich and flexible structure. For instance, it is possible to have one knorvledge source that contains monitoring rulcs which are checked periodically. If something erroneous is detected the rules can invoke other knorvledge sources that focuses on the problem. These knowledge sources could, e.g. be backward chainers that tries t,o verify some hypothesis concerning the error or proceclural knowledge sources that performs some procedural tests. Meta-knowledge sourccs with knowledge about, the applicability of othcr knowlcdge sources are also easy to implement.
A knowledge source in a knowledge-based control application could be, e.g., contain knowledge about design of different controllers. Another knowledge source could contain knowledge about modelling ¿¡rcl ¡noclcl vnlidation. Othcr cxam¡rlcs cor¡lrl co¡rlni¡r knowledge of dillerent monitoring aspects of the controller. The possibility to refer to past signal values is important in a real-time environment. This is possible through statistics knowledge sources that computes signal statistics over different time horizons. These knowledge sources are associated witîr numerical algorithms that collect the signal values.
The described framework has been used for the design of elaborate extensions of relay auto-tuning. This is described in ,A,rzén (1987).
4, Implementation
The implementation of the expert system framework is built on the object-oriented system Flavors (Cannon, 1982) and the forward-chaining production system YAPS (Allen, 1983 ). The YAPS system is a pattern-matching system i¡ the same spirit as the OPS family with a similar optimized, incremental matching algorithm. The important difference is that YAPS is v¡ritten in Flavors and allows Flavor instances in its database. These Flavor instances can be instances of other YAPS systems.
The YAPS system originally only allows arbitrarily nested list structures of containing numbers, atoms, and Flavor instances as database elements. The system has been modified to allow frame structures. The system has also been extended to allow for automatic explanations of how database elements have l¡een added to the system.
The Scheduler is implement,ed as a flavor which inherits a YAPS flavor. The scheduling strategy is represented with rules. The different types of knowledge sources are implemented as diflerent flavors. Each individual knowledge source is an instance of the corresponding flavor. Each knorvledge source is represented as a frame in the scheduler database. The frarne contains slots for the type of knorvledge source, Scheduler -YAPS system Figure 4 . Implementation stnrcture e.g., forward or procedural, for the state of the knorvledge source, and for the actual flavor instance that implements the knowledge source.
The implementation structure is illustrated in Fig, 4 
Summary
Àrr gcrrcrul cx¡rcrL systcrrr frur¡rcwork fcrr rcul-tirrrc u¡_lplications has becn prescntcd. It has becn dcvelopcd for knowledge-based control applications but is not restricted to it. The framework has real-time facilities. It is modularized into knowledge sources that can be compared with concurrent processes. This is similar to thc Muse system. In the current version, however, the knorvledge sources cannot interrupt each other. With a simple extension this is possible. The knowledge sources have primitives to wait a certain time or for a certain database element. These primitives are used to implement periodic rule testing in a way similar to G2 and Picon.
Validity intervals can be used to indicate how long database elements remain valid. In contrast v¡ith G2 and Picon the validity interv¿ls are not propagated to inferred facts. History values of important signal values are maintained. It is not possible to store history va.lues of arbitrary frame attributes.
The system allows for both rule-based and procedural representation which is very important, The flexible means of combining knowledge sources gives a rich structure.
1ìrere are many similarities between real-time operating systems and real-time knowledge-based systems. Real-time operating systems for process control have evolved over a long period of time. This paper indicatcs a new system architccturc where real-time operating systems, databases, object-oriente(i programrning, and knowledge-based systems are combined.
The exccution speed of the system is of the orcler of one forward chaining rule per second, The system is currently being ported to a Symbolics -IBM PC environment where the knowledge-based system resides on the Symbolics and the numerical algorithms reside on the IBM PC. Preliminary results indicate a factor of 10 in increased speed. Other possible candidates for migration are systerns where powerful symbolic processing capacity is combined with conventional cornputing. One example of this is the ¿z-Explorer. ,4. cknorvle dge rncnts
