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Abstract
The amount of biomedical literature is increasing exponentially with the rapid growth in
the biomedical research, which makes finding relevant biomedical articles a huge burden for researchers. Nowadays, most biomedical researchers use NCBI’s PubMed system to search the MEDLINE database, which is the largest bibliographical information source for life science and biomedical
information. However, studies have shown that using PubMed remains a challenge for users, especially for non-expert users. It is challenging for non-expert users to find the documents pertaining
to their individual interests because such users lack the domain knowledge needed to form appropriate query statements in PubMed. Developing a search engine which can help the user find relevant
biomedical documents that match his/her query intention is an imperative task. Previously, G-Bean,
a graph based biomedical search engine has been developed for biomedical document retrieval from
MEDLINE database. G-Bean is powered by an ontology-graph based query expansion scheme. The
user query is expanded with relevant concepts in the ontology graph, which yields more accurate
search results.
To enhance the retrieval performance of G-Bean, we first propose a pseudo relevance feedback (PRF) strategy which improves the ontology-graph based query expansion algorithm with a
new semantic graph based term extraction approach. Given a user query, the ontology-graph based
query expansion scheme expands query terms to retrieve a set of more accurate initial search results. More relevant (pertinent) concepts are extracted from the top-ranked documents based on
the importance and the informative-ness of concepts, aiming at capturing the user search intention
more accurately and retrieving articles more related to the query terms. The extracted concepts
are combined with the user query to help retrieve documents that satisfy the user’s information
need. We use 10-fold cross validation technique to evaluate the performance of the proposed pseudo
relevance feedback strategy. The experimental results demonstrate that the proposed strategy imii

proves the retrieval performance by 33.8% over the strategy based on un-expanded query in 11-point
average precision. The proposed strategy also achieves better retrieval performance than that of two
representative pseudo relevance feedback approaches.
Next, we study the influence of MeSH terms on the retrieval of documents form MEDLINE.
Specifically, we extract the MeSH terms that are assigned to the feedback documents. We build the
final query in three ways: using the biomedical concepts derived from the feedback documents, using
the MeSH terms, using the combination of biomedical concepts and MeSH terms. To examine the
influence of MeSH terms on the retrieval performance, we compare the retrieval results of these three
pseudo relevance feedback strategies. Experimental results demonstrate that biomedical concepts
are more helpful in retrieving relevant documents. Including MeSH terms and biomedical concepts
in the final query declines the retrieval performance comparing with including biomedical concepts
alone. The reason might be that the manual indexing procedure of PubMed causes mismatch between
keywords used by indexer and user, and the inconstancy between different indexers.
To address the weakness of manual indexing mechanism used in PubMed, we use an automatic, multithread based parallel program to speed up the index creation so that we can timely
update the document index for information retrieval. We modify Lucene Java search library to make
the index creation process multithread capable. We use a threadpool to submit tasks for MEDLINE
index creation. Experiments show that the multithread index creation approach is 3.74 times faster
than the original Lucene library using a machine with 4 CPU cores.
Finally, we improve the functionality of G-Bean with real user feedbacks and query result
cache. We provide a document recommendation functionality based on real user feedback. After the
user selects any article of interest from the existing search results, G-Bean analyzes user’s selections
to determine his/her true search intention and then uses more relevant and more specific terms to
retrieve additional related articles. The additional retrieved articles are related to all articles the
user has shown interest in and presented to the user in the order of their relevance to the already
selected articles. Since these additional related articles are retrieved based on the user’s selection of
articles of interest, they are surely relevant to the user’s search intention. Therefore, the retrieved
documents based on the real feedback documents have much better chance to satisfy the user. In
addition, in order to reduce system load, we store the retrieval results of most frequently searched
queries in cache to allow quick access to such retrieval results. Cache stores the retrieval results of
the frequently searched queries so that we can deliver the search results to the user faster if same
iii

query is submitted to G-Bean in the future, avoiding the overhead of re-searching the database to
find relevant documents. To be cost-effective and to enable efficient use of the stored data, caches
are relatively small. The retrieval results for the least frequently searched query are discarded when
the cache full.
We conduct a subjective evaluation about the performance of G-Bean and PubMed after
improving the retrieval efficiency and usability of G-Bean. According to our subjective evaluation
results, user are more satisfied with G-Bean than PubMed.
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Chapter 1

Introduction
1.1

Problem statement
With the tremendous increase of the number of biomedical articles and open access policies

for many journals, the information overload problem has been a huge issue in biomedical sciences
[36, 50]. Finding the pertinent information satisfying the researchers’ information needs has becoming increasingly challenging. General purpose search engines, such as Google and Bing, often fail
to return the relevant articles due to the eclectic nature of biomedical terms and frequent use of
acronyms and abbreviations in biomedical articles. With time, the amount of available biomedical
data has become so vast that we need alternate, more efficient ways to find information we are
interested in. PubMed developed by National Center for Biotechnology Information (NCBI) [62]
is the most popular portal to search the MEDLINE database, which is the largest bibliographical
information source for life science and biomedical information. However, finding relevant publications with PubMed pertaining to researchers’ individual interests is still daunting, especially for
non-expert users. National Library of Medicine pointed out that one third of PubMed users are
general public users, who lack the domain knowledge usually needed to build appropriate query to
find publications that accurately match their intent [56].
PubMed does not always return the most relevant articles for user queries. One of the
reasons of PubMed’s underperformance in biomedical information retrieval is the fact that it uses
only a very small subset of the Medical Subject Headings (MeSH) [42] to index the biomedical
articles although there are over 3.1 million biological concepts enumerated in UMLS Metathesaurus
1

2016AA [64]. Many studies [30, 28, 29, 88, 1] have attempted to address PubMed’s low vocabulary
coverage problem by expanding the user queries with more concepts in MeSH ontology. However, it
has been found that these query expansion approaches offer no significant advantages over the freetext based search methods; missing concepts and incomplete synonym sets (due to the use of only
MeSH ontology) were found to be the major causes of the inefficiency of existing query expansion
schemes [88, 1].
Recent studies have tried different approaches to narrow the gap between the indexing
terms and the user search intentions to improve PubMed’s performance of information retrieval
from MEDLINE. These approaches include using relevance feedback to re-rank the search results
[35, 89, 90, 89, 76], clustering search results into topics [74, 17, 9, 87, 41], visually linking the concepts
and search results [19, 66], and designing better user interfaces [20, 80, 21, 57]. Since some of these
studies still use the PubMed indexing [35, 89, 90, 89, 76, 20, 80, 21, 57] for information retrieval
while the rest only clusters [74, 17, 9, 87, 41] or visualizes [19, 66] the articles retrieved by PubMed,
they still suffer the same problems found in PubMed.
Another issue in these search engines that hinders the users from quickly finding the articles
they are interested in is that a large number of documents are returned in response to one user
query. For example, given a query for “skin aging”, PubMed retrieves more than 14,000 MEDLINE
documents (this number of retrieval results is obtained in Sep. 2016). Apparently, it is timeconsuming or even impossible for a user to go through the long list of hits to find exactly what
he/she wants. Therefore, developing a search engine which not only retrieves accurate documents
from MEDLINE with an effective retrieval strategy, but also provides a high usability which makes
it easier for the user to locate the articles he/she wants from the returned results is essential.

1.2

Research contribution
Semantic graph based pseudo relevance feedback: to improve the retrieval per-

formance of G-Bean, we proposed a novel PRF strategy based on a semantic graph based term
extraction technique to faciliate the retrieval of more relevant documents from MEDLINE. Given a
user query, an ontology-graph based query expansion scheme expands the query terms to retrieve a
set of more accurate initial search results. A semantic graph based approach is proposed to extract
important expansion terms from the feedback documents. To our knowledge, this is the first seman-

2

tic graph based ranking algorithm for PRF in the procedure of retrieving biomedical information.
The expansion terms are selected based on the importance and the informative-ness feature which
indicates the terms’ divergence. The extracted expansion terms bring useful information to capture
the user’s search intention and thus help retrieve more relevant documents. The proposed PRF
strategy generates more effective retrieval because the quality of both feedback documents and expansion terms are improved. Our experimental results show that the proposed strategy improves the
retrieval performance by 33.8% over the strategy based on un-expanded query in terms of 11-point
average precision.
Examination of the influence of MeSH terms on biomedical document retrieval:
PubMed only uses the MeSH terms to index the MEDLINE documents, but there is no study about
the influence of MeSH terms on the PRF performance. In order to examine the effect of MeSH terms
on the retrieval of documents form MEDLINE, we include MeSH terms detected from feedback
documents in the final query in the PRF procedure. To be specific, MeSH terms which are assigned
to the feedback documents are extracted and are combined with the biomedical concepts extracted
from the feedback documents to construct the final query. We compare the retrieval performance
of PRF based on UMLS concepts, based on MeSH terms, and based on both UMLS concepts and
MeSH terms. Experimental results show that UMLS concepts are more useful than MeSH terms
in retrieving relevant documents. MeSH terms derived from feedback document causes the decline
of the retrieval performance. We confirmed the main reason of PubMed’s underperformance in
returning relevant documents.
Parallel index creation for MEDLINE database: we proposed a multithreaded parallel
algorithm to automatically generate the document index for G-Bean to address the inefficiency of
the PubMed’s manual indexing process; this automated index generation scheme allows incremental
index update for timely index maintenance. The multi-thread based parallel index creation method
achieves a speed-up of 3.74 using a machine with 4 CPU cores after running over the entire MEDLINE
corpus to generate the MEDLINE index.

1.3

Dissertation organization
This dissertation is organized as follows: Chapter 1 first gives the introduction of the prob-

lems of biomedical document retrieval and the research contribution of this dissertation; Chapter 2

3

introduces the background information including the ontology, MEDLINE, UMLS Metathesaurus,
MeSH, biomedical information retrieval, existing biomedical search engines and query expansion
strategies; Chapter 3 presents the previous work related to this dissertation, including the ontology graph based query expansion and the implementation of the G-Bean; Chapter 4 presents the
proposed semantic graph based pseudo relevance feedback; Chapter 5 presents our study of the
influence of MeSH terms on biomedical information retrieval; the parallel index creation algorithm
for MEDLINE database is presented in Chapter 6. In Chapter 7, the implementation detail and
features of G-Bean are presented. Finally, the conclusion is given in Chapter 8.

4

Chapter 2

Background
2.1

Ontology
In philosophy area, the term ontology means theory of existence. It usually deals with ques-

tions about what entities exist and how the entities may be grouped, related with a hierarchy [82].
It is the study of the nature of being, existence or reality and the basic categories of being and their
relations. In computer science, the concept of ontology has many implications. in computer science,
ontologies are conceptual models which can provide consistent knowledge sharing and integration
within controlled and structured vocabulary [75]. Ontologies present a manner to model a domain
by connecting the domain-specific concepts by their relations. In the following part of this chapter, we will introduce two different biomedical ontologies in biomedical domain, MeSH and UMLS
Metathesaurus.

2.2

MeSH
MeSH (Medical Subject Heading) is the controlled vocabulary thesaurus provided by NLM.

MeSH ontology is also a part of the Metathesaurus ontology. Currently, MeSH is served as a
thesaurus by NLM for indexing publications from worldwide biomedical journals in MEDLINE
database. It also facilitates the searching, cataloging and updating of biomedical publications from
MEDLINE database. Each publication is assigned with a set of MeSH terms that represent the
content of it. Search queries with MeSH vocabulary can find references about a desired topic.
5

MeSH is composed of different types of terms, including Descriptors, Publication Characteristics, Qualifiers, Geographics, and Supplementary Concept Records. Among them, the descriptors
are the main headings, which identify the main subjects of the publications. MeSH descriptors are
used to index publications in MEDLINE database for cataloging the publications and making the
publications searchable. MeSH descriptors are organized in both an alphabetic and a hierarchical
structure. The heading at the most general level of the hierarchical structure are very broad headings
with general meanings such as Abatacept and Metacognition. The headings located at more narrow
levels are more specific headings. Currently, 2016 MeSH contains more than 27, 000 descriptors with
more than 87, 000 entry terms which can used to help finding more appropriate MeSH heading.
A MeSH descriptor is often broader than a single concept and can be considered as a class
of concepts. Concepts correspond to a class of terms which are synonymous with each other. The
MeSH descriptors are grouped in 16 categories: category A for anatomic terms, category B for organisms, C for diseases, D for drugs and chemicals, etc. Each category is further divided into several
subcategories [60]. For each subcategory, descriptors are usually arranged from most general to
most specific hierarchically which can be regarded as a tree structure. These trees can be regarded
as arrangements of descriptors aiming at guiding researchers who are assigning subject headings to
documents or are searching for literature. Each descriptor may consist of a class of concepts and
each concept contains a set of synonymous terms; and may appears in at least one place in the trees,
or appear in as many additional places as may be appropriate [61]. An example of part of the MeSH
tree is shown below:
Congenital Abnormalities C16.131
Abnormalities, Drug Induced C16.131.042
Abnormalities, Multiple C16.131.077
22q11 Deletion Syndrome C16.131.077.019
DiGeorge Syndrome C16.131.077.019.500
Alagille Syndrome C16.131.77.65
Alstrom Syndrome C16.131.77.80
Angelman Syndrome C16.131.77.95
In the MeSH tree, each descriptor is followed by the number which represents its tree location. It may
also be followed by one or more additional numbers, in smaller type. “Congenital Abnormalities”
has two subcategories, “Abnormalities, Drug Induced” and “Abnormalities, Multiple”, and “Ab6

normalities, Multiple” has four subcategories: “22q11 Deletion Syndrome”, “Alagille Syndrome”,
“Alstrom Syndrome” and “Angelman Syndrome” [61].
In addition to the descriptor hierarchy, there are 83 different standard qualifiers, which are
also known as subheadings. A set of allowable qualifiers are assigned to one MeSH descriptor which
narrow the topic of the descriptor. Qualifiers are searchable in PubMed as MeSH Subheadings.
They provides a convenient manner to organize publications that are about an aspect of a subject.
For example, “Measles” is a descriptor and “epidemiology” is a qualifier; “Measles/epidemiology”
indicates that the article is more about the epidemiological articles on Measles. However, not all
descriptor/qualifier combinations are allowed since some of them are meaningless.

2.3

UMLS Metathesaurus
The Metathesaurus of UMLS is a large, multi-purpose and multi-lingual vocabulary database

that contains information about biomedical and health related concepts and their inter-relationships
[64]. Metathesaurus is one of the most popular knowledge bases in biomedical information retrieval
area. It is a large biomedical thesaurus containing more than 200 different vocabularies in different
languages. The Metathesaurus is organized by concept (or meaning). Different vocabularies may
have different views or name for the same biomedical concepts. However, Metathesaurus preserves
the different views of the concepts because these different views may be useful for different tasks.
For the same concept in different vocabularies, the alternative names and views of it are linked and
relationships between different concepts are identified by Metathesaurus. Metathesaurus preserves
the meanings, relationships and concept names in its source vocabularies, however, it uses a consistent common format to store this information. The original format of the source vocabulary is
carefully examined and then “inverted” into the common Metathesaurus format.
The Metathesaurus reflects and preserves the meanings, concept names, and relationships
from its source vocabularies in the following manner. If different source vocabularies utilize the
same name for differing concepts, the Metathesaurus represents all the meanings and indicates
which meaning is present in which source vocabulary. When the same concept appears in various hierarchical contexts from different source vocabularies, all the hierarchies are included in the
Metathesaurus. When conflicting relationships between two concepts appear in different source
vocabularies, Metathesaurus keep both views.
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The Metathesaurus is organized by concept. A concept is a meaning, which many can have
many different names. The primary purpose of constructing Metathesaurus is to comprehend the
intended meaning of each name in the source vocabulary and to link all the synonyms, i.e., link
the names from the source vocabularies that have the same meaning. Metathesaurus is constructed
based on the assumption that experts can determine synonymy with a high degree of accuracy. Each
concept in the Metathesaurus is a grouping of synonymous terms and is identified by a distinct eight
character alphanumeric string, called Concept Unique Identifier (CUI). The CUI is linked to a set
of lexical variants strings, which is an alternative way to represent the concept. A concept can be
considered as a grouping of synonymous terms. In this proposal, we use CUI to represent biomedical
concept or term. The MRCONSO table contains information of these CUIs including concept names,
spelling variations, acronyms to resolve synonymy problems that may arise in organizing medical
text. Synonymous relationships are the primary inter-source relationships in the Metathesaurus. In
addition to the synonymous relationships, the Metathesaurus contains other relationships between
different concepts. Most of these relationships come from individual source vocabularies. The interconcept relationships, such as parent/child, immediate siblings, are stored in the MRREL table.
Examples of the records in the MRCONSO and MRREL tables are shown in Table 2.1 and Table
2.2.
Currently, UMLS Metathesaurus can be free downloaded and installed by running the UMLS
installation wizard MetamorphoSys [63]. MetamorphoSys allows the user to custom the subset of
Metathesaurus vocabularies which are installed. User can installs one or more UMLS knowledge
sources based on their requirements.
MeSH also contains about 139,000 Supplementary Concept Records. Supplementary Concept Records do not belong to the controlled vocabulary; instead they extend the thesaurus and
contain links to the closest matching descriptor which is utilized in searching for documents in
MEDLINE database. Each Supplementary Concept Record is linked to one or more descriptors. In
PubMed system, Supplementary Concept Records are searchable by Substance Name field. Many of
the Supplementary Concept Records represent chemical substances. Unlike descriptors and qualifiers
which are updated annually usually, Supplementary Concept Records are updated weekly.
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CUI

Concept name

C0000039

Dipalmitoyllecithin

C0000039

Dipalmitoil-Lecitina

C0012456

Dimyristoylfosfatidylcholin

C0031610

phosphatidic acid

C0216971

colfosceril palmitate

C0216971

Dipalmitoylphosphatidylcholine

C1959616

Phosphatidylcholine

Table 2.1: Example of records in MRCONSO table

CUI1

CUI2

Relation

Source

C0000039

C0012456

sibling

MeSH

C0000039

C0031610

parent

SNOMEDCT US

C0000039

C0216971

synonym

MeSH

C0000039

C1959616

parent

MeSH

C0012456

C1959616

parent

MeSH

Table 2.2: Example of records in MRREL table

2.4

MEDLINE
MEDLINE (Medical Literature Analysis and Retrieval System Online) [58] is the U.S. Na-

tional Library of Medicine’s (NLM) premier bibliographic database of live sciences and biomedical
information. It is one of the most important resources for biomedical researchers from all over the
world. MEDLINE comprises more than 22 million records about more than 5600 journal citations
and abstracts around the world. The number of MEDLINE documents is increasing fast, as shown in
Fig. 2.1. MEDLINE covers a broad scope of areas including the life sciences, chemical sciences, behavioral sciences, bioengineering, and etc. The majority of articles in MEDLINE are from scholarly
journals, with a small number of newspapers, magazines, and newsletters. Currently, MEDLINE is
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freely available and searchable via PubMed.
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Figure 2.1: The increasing trend of biomedical publications

2.5

Biomedical information retrieval
Finding relevant biomedical documents that satisfy the user’s information need is difficult

because of the large number of synonymys (different words representing the same concept) and
polysemys (the same word with different meanings), and the extensive use of abbreviations and
acronyms in biomedical documents. Usually, the query submitted to the search engine by the user is
very short. [12] found that people use only three or fewer words to formulate the query. As a result, it
is usually happened that the words in the query have different meanings with those in the retrieved
documents, which is called “word mismatch”. Different retrieval strategies have been proposed
by researchers to tackle the “word mismatch” problem with the purpose of retrieving documents
relevant to user query in biomedical domain. Query expansion is the most popular strategy applied
by researchers, which includes additional relevant terms, typically synonym, to the user query to
improve the retrieval performance.
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There are two types of query expansion techniques in biomedical information retrieval:
those based on the knowledge base and those based on the initial search results. The former type
of technique expands the user query with related concepts derived from existing knowledge base.
Knowledge base used by query expansion can be general purpose knowledge base like WordNet
[77], or can be specific for biomedical domain like UMLS. [23] proved that applying general purpose
knowledge base in a specific domain usually doesn’t improve the retrieval performance; by contrast,
the retrieval performance is worsened in terms of precision and recall. Knowledge base specific
for biomedical domain is expected to be more beneficial for the retrieving of relevant documents,
however, mixed results have been presented by researchers. [15] proposed an automatic query
expansion method based on UMLS Metathesaurus and found that expanding queries with related
terms in UMLS Metathesaurus beyond synonym can improves the search performance for Electronic
Health Records. Some researchers use MeSH ontology [59] to reformulate the queries by MeSH
terms. [2] found that the retrieval performance was improved in terms of MAP (mean average
precision) if MeSH headings were used as part of the documents when compared with the baseline
searching of only title and abstract. [45] expanded the query with addition MeSH headings by using
PubMed. Although the recall was improved, the precision mostly remained the same or decreased.
The second type of query expansion technique is to construct an expanded query through
augmenting the original query with terms extracted from a set of documents which are retrieved by
the initial query. We call this kind of method as relevace feedback and call these relevant documents
initially returned as feedback documents. Based on the different methods of detecting the feedback
documents from which the expansion terms are extracted, this kind of retrieval strategy can be
classified into three types: explicit relevance feedback, implicit relevance feedback, and PRF. The
relevance feedback process in a search engine is displayed in Fig. 2.2. Explicit feedback strategy
requires the user to evaluate the relevance of the documents retrieved by the initial query. The
expansion terms are selected from documents which are identified as relevant explicitly by the user.
For implicit feedback strategy, the user is not required to assess the relevance of the documents
initially returned; the feedback mechanism is developed based on the user behaviors such as noting
which documents they select for viewing, the time spent on viewing a document, etc. Pseudo
relevance feedback (also known as blind relevance feedback) is an automatic feedback mechanism
without the user interaction. It assumes the top ranked documents retrieved by the initial query are
relevant and hence selects a set of terms from these documents to expand the user query.
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User

(1) Submit a query

Search engine

(2) Return initial results

(3) Feedback relevance

(4) Return updated results

Figure 2.2: The relevance feedback process in a search engine
Among these relevance feedback approaches, pseudo relevance feedback is the most effective
one and most widely used by researchers [8, 10, 95, 92, 86, 46]. [35] used a hybrid retrieval algorithm
combining the keywords and the auxiliary biomedical concepts extracted from top-ranked results; the
retrieval performance was improved by 21% in terms of MAP. [69] introduced an pseudo relevance
feedback approach using the pseudo irrelevant documents which help distinguish good expansion
terms from bad expansion terms from the top ranked documents retrieved by the initial query. The
approach gave improvement over the initial retrieval in MAP. [89] examined the effects of expansion
term and compared six well-known term ranking algorithms for detecting the expansion terms from
feedback documents. [10] proposed a term classification procedure to identify useful expansion terms
from feedback documents. It showed that the retrieval effectiveness was improved greatly if term
classification technique was used to extract expansion terms from feedback documents. The common
drawback of these methods is that they extract expansion terms form the feedback documents based
on the occurrence frequency; while the important semantic relation between the terms in the feedback
documents are ignored when extracting the expansion terms.

2.6

Existing biomedical search engines
With the overwhelming increase of the diversity and amount of available documents, PubMed

group has been making efforts to improve its search performance. In the meantime, a large number
of alternative Web portals have been developed to ameliorate the information overload problem in
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biomedical domain. In summary, existing search engines introduce the following five features which
PubMed doesn’t provide as shown in Table 2.3: 1) using the relevance feedback to re-rank the search
results [35, 89, 90, 76]. RefMed [90] and MiSearch [76] use relevance feedback technique to rank
the retrieval results with the purpose of assisting the user in finding the most relevant documents.
RefMed first retrieves initial result documents for a user’s keyword query. The user then makes
relevance judgments on some of the resultant documents while browsing them. The system then
ranks the results according to the feedback; 2) clustering search results into topics [74, 17, 9, 87, 41].
Anne O’Tate [74] provides users lists of important words and topics in the articles retrieved by a
PubMed search. The user can filter a search by semantic categories. GoPubMed [17] and McSyBi
[87] provide a function to classify the search results applying the information in biomedical ontologies, which allows the user to narrow the search results using these terms; 3) visually linking the
concepts and search results [19, 66]. [19] maps the relationship types returned by PubMed queries
into networks, providing a broad overview of the structure of meta-relationships returned by the
queries; 4) improving the user interface [20, 80, 21, 57]. In addition to performing basic PubMed
search, HubMed [20] adds a new feature named “Rank Relations” to allow the user find more articles relevant to articles that have been returned; 5) narrowing the search results returned [38, 74].
PubReMiner [38] allows the user to refine the search from PubMed through selecting words, MeSH
terms, substances, authors, journals, etc. Anne O’Tate [74] presents the topics, authors, journals,
and other information about the resulted retrieved for the user to narrow the search results.
Since some of these search engines still use the PubMed indexing scheme for information
retrieval while the rest only clusters the articles returned by PubMed, they still suffer the same
problems found in PubMed. None of them addresses the problems of manual creation and low
concept coverage with PubMed indexing.
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Table 2.3: Existing biomedical search engines

Feature

Search Engine

Relevance feedback

RefMed

Relevance feedback

MiSearch

Clustering search results

Anne O’Tate

Clustering search results

GoPubMed

Clustering search results

XplorMed

Clustering search results

ClusterMed

Result visualization

PubNet

Result visualization

EBIMed

Improving the user interface

HubMed

Improving the user interface

iPubMed

Narrowing the search results

PubReMiner

Narrowing the search results

Anne O’Tate

Narrowing the search results

askMEDLINE
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Chapter 3

Previous work
3.1

Ontology graph based query expansion
Querying MEDLINE database effectively is not an easy task. The study of MEDLINE

based information retrieval began in early 1990s [28, 31], which showed that document retrieval
using controlled vocabularies like MeSH offer no advantages over free-text based query. To tackle
the issues of existing query expansion approach based on heavily usage of MeSH vocabulary, an
ontology graph based query expansion scheme for biomedical information retrieval was proposed
previously. Unlike studies using only MeSH term for query expansion, this ontology graph based
query expansion scheme is capable of using multiple controlled vocabularies for document indexing
and searching. An ontology graph is constructed from multiple biological ontologies at first. Each
node in the ontology graph represents a biomedical concept and each edge represents the interrelationship between the nodes. A personalized PageRank algorithm is applied on this ontology
graph to obtain the Personalized PageRank Vectors (PPVs) for all concepts in this ontology graph.
The user query is then expanded by adding more relevant concepts based on their PPV distances
with the original query concepts. The expanded query yields more accurate initial search results.
We use an example to illustrate how to utilize the ontology graph to facilitate the query
expansion. Given a user query with two concepts “Vitamin” and “Nyctalopia”, a naive query
expansion method would be simply using the intersection of two complete sets of related concepts
linked to “Vitamin” and “Nyctalopia” respectively as the set of expanded query concepts, as shown
in Fig. 3.1. The major disadvantage of such a naive method is that it only selects concepts directly
15

linked to the query concepts to expand the query, ignoring those concepts which are not connected
with the query concepts but have close relationship to the query concepts.

Figure 3.1: A sample fraction of a biomedical ontology graph
There are five steps in the query expansion scheme which is shown in Fig. 3.2 - we elaborate
on each one of them in the following subsections.

Figure 3.2: Flow chart of ontology-graph based query expansion
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3.1.1

Ontology graph construction
The ontology graph is constructed with the assistance of the UMLS Metathesaurus [33]. In

the UMLS Metathesaurus, each biomedical concept is identified by a distinct eight-character alphanumeric string, called Concept Unique Identifier (CUI). Each CUI is associated with a set of lexically
variant strings, called concept names. The MRCONSO table stores the CUIs and concept names.
We use CUI to represent a biomedical concept. The Metathesaurus includes many inter-concept
relationships as well. Most of these relationships come from individual vocabularies. The others are
either added by NLM during Metathesaurus construction or contributed by users to support certain
types of applications. The inter-concept relationships are stored in the MRREL table. Many types of
relationships are included such as parent/child, immediate siblings. The inter-concept relationships
are stored in the MRREL table. The type of the inter-concept relationship is not distinguished so
that there is no weight attached to the edges of the graph. The graph construction method is similar
to [51].
Since four vocabularies in UMLS, “MeSH”, “SNOMED CT”, “CSP” and “AOD” are able
to cover all senses of the target words in national library of medicine database [14], these vocabularies
were used to build the ontology graph for query expansion (Step A). The ontology graph contains
620, 387 CUIs in total.
Vocabulary Abbreviation

Vocabulary Full Name

Number of CUIs

MSH

Medical Subject Headings

312, 372

SNOMEDCT

SNOMED Clinical Term

320, 648

CSP

CRISP Thesaurus

16, 680

AOD

Alcohol and other Drug

15, 900

Table 3.1: Four vocabularies and number of CUIs

3.1.2

Mapping query text to CUI
MetaMap [4] is used to automatically map the query text to the UMLS Metathesaurus CUIs

(Step B1 in Fig. 3.2). MetaMap parses the query to produce a set of noun phrases. It generates the
variants for each noun phrase. Each noun phrase is mapped into a set of candidate CUIs containing
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one of the variants associated with a score. MetaMap combines the mapping scores to re-compute
the overall mapping score for each CUI. The CUIs with the highly-ranked scores are selected as the
best match to the input query. Since we use four vocabularies to construct the ontology graph, we
keep only those mapped CUIs that exist in the selected four vocabularies as Original CUIs (Step
B2 in Fig. 3.2). The MetaMap options we use are “show cuis” and “word sense disambiguation”.
The usage of “show cuis” is to display the mapped UMLS CUIs for each concept; the usage of
“word sense disambiguation” causes MetaMap to disambiguate among concepts scoring equally in
matching input text and select a concept (or concepts) having the most likely semantic type for the
context in which the ambiguity arises.

3.1.3

Personalized PageRank on CUI
Personalized PageRank algorithm [65, 7, 25, 26, 3] measures the importance of nodes in a

graph based on the link structure and the results are stored in the Personalized PageRank Vector.
PageRank algorithm was introduced in [65, 7]. The assumption of PageRank algorithm is that important pages are almost always connected with other important pages. The Personalized PageRank
algorithm was adapted as follows. Given an input biomedical text, CUIs produced by MetaMap are
used as initial teleportation probability vector to compute the PPV, shown as Step C1 in Fig. 3.2.
We denote the CUIs with top scores in the computed PPV as PPV CUIs. Scores of PPV CUIs are
L1-normalized. The top 500 PPV CUIs are selected as candidates for query expansion in Step C2
of Fig. 3.2.
Considering our previous query with two concepts “Vitamin” and “Nyctalopia”, the Personalized PageRank algorithm is modeled as a random surfer which is always teleported back to either
“Vitamin” or “Nyctalopia” each time a new concept is reached. Thus, “Vitamin” and “Nyctalopia”
will have the highest probability distribution in the PPV CUI list; followed by those concepts close
to both “Vitamin” and “Nyctalopia”. Those concepts close to only one concept have less probability
mass and concepts far from both “Vitamin” and “Nyctalopia” have the lowest probability value.
The novelty in the Personalized PageRank algorithm is that it ranks the concepts by the
closeness to the query based on the whole structure of the ontology graph. The PPV provides a
numeric measure of semantic similarity of each concept to the original query concepts. Therefore,
some concepts which are not directly connected with the query concepts (i.e., they are not in the
intersection of the complete sets of related concepts linked to the query concepts) might be selected
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as expanded query concepts if they have high semantic similarities to the query concepts. While
the naive query expansion method doesn’t consider the semantic similarity among concepts; it only
select concepts directly linked to the query concepts as expanded query concepts.

3.1.4

Re-ranking the PPV CUIs
A key idea of our ontology-graph based query expansion technique is to build the L1-

normalized PPV CUIs for query expansion. However, directly using the PPV CUIs for query expansion may not guarantee better performance in retrieving relevant documents.
Personalized PageRank algorithm ensures that the Original CUIs yield high-score PPV CUIs
and the score gaps between two consecutive PPV CUIs in this group are large in most cases. If the
PPV CUIs are ranked by their scores in descending order, the PPV CUIs derived from the Original
CUIs are usually ranked at the top. The rest of the PPV CUIs have much lower scores with tiny score
gaps between two consecutive CUIs, and are usually ranked at the bottom of the list. Thus, using
PPV CUIs does not make any significant difference from simply using the Original CUIs to retrieve
relevant documents. Furthermore, Personalized PageRank algorithm tends to rank general concepts
higher than more specialized ones in the PPV CUI list since general concepts usually have more
links and thus result in larger computed PPV scores. Simply selecting the highly-ranked concept
candidates from the PPV CUI list for query expansion might decrease the query accuracy since more
general concepts are included in the expanded query.
To alleviate the above problem, a TF-IDF weighting scheme [70] was used to re-rank the
PPV CUIs. The following formulas were used to calculate a weight value wi for PPV CUI i:

wi = psi · ipfi

(3.1)

psi = si α

(3.2)



N − ni + 0.5
ipfi = max 0, log
ni + 0.5

(3.3)

where psi is the acronym for PPV score, si is the L1-normalized PPV score of CUI i; α is a tuning
factor. The PPV score can be increased by decreasing α. ipfi is the inverse PPV frequency (IPF),
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which is analogous to the inverse document frequency [71]; N is the total number of documents in
the IPF repository, and ni is the number of documents containing CUI i. Note that 0.5 is added to
Equation. 3.3 to prevent the computation exception when N = ni .
To statistically estimate IPF in Equation. 3.3, we computed and indexed PPVs from
OHSUMED corpus to build the IPF repository (Step D1 and D2 in Fig. 3.2). Then, the weights of
all PPV CUIs obtained in Step C2 were computed. The PPV CUIs generated from the OHSUMED
documents were used to build the IPF repository, which evaluate how popular or rare the biomedical
concept is. A boosting value b was used as influence factor by multiplying the score the Final CUis
during the final query construction. The PPV CUIs were sorted by the weights again and the highly
ranked candidates were selected as Expanded CUIs, shown as Step D3 in Fig. 3.2.

3.2

G-Bean
The ontology graph based query expansion scheme was integrated into G-Bean for retrieving

documents from MEDLINE database. G-Bean stands for graph based biomedical search engine. GBean is a new literature retrieval tool to query documents in the National Library of Medicine’s
MEDLINE database. G-Bean is implemented using Client-Server architecture powered by Java
Servlet Pages. After receiving the user query, G-Bean uses an ontology-graph based query expansion
to expand the user query with additional relevant terms to improve the query performance. It
retrieves the MEDLINE index with the expanded query and obtains documents relevant to the
user query. The retrieval results are rendered and delivered to the user. One important feaure of
G-Bean is that it merges multiple biomedical ontologies into a single ontology graph which covers
all concepts in NLM database and uses all concepts in this ontology graph to index documents,
ameliorating PubMed’s low concept coverage problem of using only MeSH terms for indexing.
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Chapter 4

Semantic Graph based Pseudo
Relevance Feedback
4.1

Motivation
Using MEDLINE to perform biomedical information retrieval has been studied for more

than 20 years [28, 31]. Retrieving relevant documents form MEDLINE is a challenging task due
to the vast amount and diversity of biomedical literature. Users don’t always formulate the query
with the most appropriate words which specify their search intention precisely, especially for nonexpert users. What’s more, in most cases, the query statements the users use contain only three
or fewer words [12]. It is difficult or impossible to retrieve accurate documents by the short query
due to polysemy and synonym problems. Query expansion is the most widely used technique to
retrieve relevant documents through expanding the user query with related concepts so that more
information about the user search intention is captured.
Currently, G-Bean is powered by an ontology-graph based query expansion scheme, which
detects related concepts to the query from UMLS Metathesaurus and expands the query with the
related concepts based on the PPV distance to the user query. We propose a novel PRF strategy
to improve the ontology-graph based query expansion algorithm with a new semantic graph based
term extraction technique to retrieve more relevant documents from MEDLINE. More specifically,
given a user query, an ontology-graph based query expansion scheme expands query terms to retrieve
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a set of more accurate initial search results. Next, we extract more relevant (pertinent) concepts
from the top-ranked documents for retrieving articles more related to the query terms based on the
importance and the informative-ness of concepts. The extracted concepts are combined with the
user query to help retrieve documents that satisfy the user’s information need.
Our contributions are two-fold: 1) a semantic graph based approach is proposed to extract
important expansion terms from the feedback documents. To our knowledge, this is the first semantic graph based ranking algorithm for PRF purpose. Our semantic graph based approach has two
advantages over existing PRF approaches. First, the nodes in the semantic graph represent CUIs,
instead of words in the documents. Since synonymous words are mapped to the same CUI, using
CUIs as the graph nodes reduces the size of the graph and the computation time. Secondly, the
semantic relationships are captured in the semantic graph in addition to capturing the concepts.
Traditional PRF algorithms are usually based on word frequency and words are independent. Capturing the semantic relationships between words can help us find the most important words in the
graph. In addition, the semantic relationships can help address the polysemy problem because we
can disambiguate polysemous words based on its connection with other words. 2) the proposed PRF
strategy improves the quality of both feedback documents and expansion terms to generate more
effective retrieval, while existing PRF approaches try to improve the retrieval effectiveness either by
obtaining better feedback documents or by refining the expansion terms.

4.2

Related work
PRF, also known as blind relevance feedback, has been proven effective in improving the

retrieval accuracy and average precision automatically [48][10][32][47]. PRF provides a method for
automatic local analysis with two steps to retrieve relevant documents. At first, it retrieves an
initial set of documents. The top ranked documents are selected as feedback documents, which are
assumed to be relevant to the query. Next, important expansion terms in the feedback documents
are extracted to augment the user query. Studies have pointed out that the quality of the feedback
documents and the expansion terms derived from the feedback documents influence the effectiveness
of PRF heavily [32][27][84]. The retrieval performance of the PRF can be improved if the feedback
documents are more related to the query and the extracted expansion terms are more appropriate
to represent the major topics of the feedback documents.
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PRF has been implemented with different retrieval models, including vector space model
[73], probabilistic model [72], relevance model [40], language model [93] and so on. Vector space
model represents the documents as a vector and constructs the query vector close to the document
vector. Probabilistic model attempts to find useful expansion terms based on the distribution of
terms. Relevance model selects expansion terms from feedback documents based on their relevance
to the initial query. Language model treats each document as an instance of a generative model and
ranks documents using query likelihood score to obtain the expansion terms.
Different studies have been conducted to improve the retrieval performance of PRF technique. Some researchers try to improve the effectiveness of PRF by obtaining better feedback documents. For example, Mitra [54] examined different ways to improve PRF by refining the documents
used in feedback. Iwayama [34] proposed to cluster the initial retrieved documents into clusters and
select the top N documents from each cluster as the feedback documents. Some other studies improve
the PRF performance through extracting more useful expansion terms from feedback documents.
For example, Raman [69] used pseudo irrelevant documents to extract better expansion terms from
the feedback documents. Cao [10] investigated term classification process to identify good expansion
terms from feedback documents. Chou [13] established a ranking approach for selecting expansion
term based on the terms’ appearing probability in the documents. The difference between our PRF
strategy with previous approaches is that our method aims to improve the PRF performance by
retrieving more relevant feedback documents and identifying more useful expansion terms; while
existing methods focus on improving the PRF performance by either one of them. In addition, we
use a novel semantic graph based algorithm to select the expansion concepts from feedback documents, which not only considering the frequency of the concepts, but also the semantic relationships
between concepts.

4.3
4.3.1

Methods
Retrieval of feedback documents
Usually the query which the user sends to retrieve relevant documents consists of few (two

or three) words, which might not represent the user’s search intention accurately [45]. Expanding
the user query with related concepts can assist the retrieval of relevant documents which the user
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might be interested in [39].
In order to retrieve more relevant feedback documents to the user query, we use the ontologygraph based query expansion scheme [18][5] to expand the user query with relevant concepts from
UMLS Metathesaurus. The ontology graph is constructed with four controlled vocabularies in the
UMLS Metathesaurus [64]. Each biomedical concept referring to standard biomedically meaningful term in UMLS Metathesaurus is identified by a distinct eight-character alpha-numeric string,
i.e., CUI. All synonymous concepts with the same meaning are mapped to the same CUI in UMLS
Metathesaurus. We use CUIs to represent biomedical concepts in UMLS Metathesaurus in this chapter. There are different kinds of semantic relationships between CUIs and two CUIs are connected
if they have semantic relationship.
Given a user query, the query text is broken into phrases and each phrase is mapped to
CUIs by a lexical tool named MetaMap [4]. One phrase might be mapped to multiple CUIs, each of
which is associated with a mapping score indicating how close the phrase matches the CUI. Table
4.1 presents the mapping results for a query “Effectiveness of etidronate in treating hypercalcemia
of malignancy”. According to the mapping results, the list of CUIs that match with the query is
C1280519, C0086268, C0332293 and C0149911.
After obtaining the CUIs mapped by the query, we use Personalized Pagerank algorithm
[25][26][3] to measure the importance of nodes in the ontology graph. The CUIs produced by
MetaMap are used as initial teleportation probability vectors for the Pagerank computation. Since
general concepts have more links with other concepts, they are ranked higher than more specific
concepts by Personalized Pagerank algorithm. Therefore, directly using the highly ranked concepts
to search the feedback documents might retrieve unrelated documents. To ameliorate this issue,
we use TF-IDF (term frequency-inverse document frequency) weighting scheme [70] to re-weight
the concepts. The TF-IDF weighting scheme upweights the concept by its Pagerank value and
downweights the concept by the number of documents containing the concept in the IDF (Inverse
Document Frequency) corpus. The CUIs are re-ranked by the TF-IDF weighting scheme and the
highly ranked ones are called Expanded CUIs, which are selected to expand the user query. The
query generated by the ontology-graph based query expansion approach is denoted as First-round
Query, which is used to retrieve the feedback documents. The procedure of retrieving the feedback
documents is displayed in Fig. 4.1. The details of the ontology-graph based query expansion
algorithm can be found in [18].
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Table 4.1: Results of applying MetaMap to query “Effectiveness of etidronate in treating hypercalcemia of malignancy”

Processing text: Effectiveness of etidronate in treating hypercalcemia of malignancy
Phrase: Effectiveness of etidronate
Meta Mapping (746):
790 C1280519:Effectiveness
623 C0086268:Etidronate
Phrase: treating hypercalcemia of malignancy.
Meta Mapping (875):
593 C0332293:treating (Treated with)
862 C0149911:Hypercalcaemia of malignancy
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Figure 4.1: The procedure of retrieving the feedback documents
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4.3.2

Extraction of expansion terms
Due to the structural feature and the capability to capture the relations between entities,

graph theoretic methods have been widely used in biomedical domain, including key phrase extraction [81][78][6], document summarization [67][55], and document classification [5][53]. In this
chapter, we propose to use a semantic graph based ranking (SGR) algorithm to extract important
concepts from the feedback documents. The extraction of expansion terms is completed with three
major steps discussed below: 1) building the semantic graph to represent the feedback documents; 2)
ranking the concepts in the feedback documents by importance; 3) measuring the informative-ness
of concepts in the feedback documents based on the divergence of the distribution in the feedback
documents.

4.3.2.1

Semantic graph based representation of feedback documents
The feedback documents are modeled as a semantic graph of CUI nodes and relation edges.

For each feedback document, we use MetaMap to map the biomedical name entities in its title and
abstract into CUIs at first. Next, we identify the possible semantic relationships among the CUIs
using the information in UMLS Metathesaurus. Specifically, for each pair of the CUIs, we consult
the MRREL table of UMLS Metathesaurus to find the possible semantic relations. In this chapter,
the semantic relations we consider include similar-to, parent/children, broad/narrow, qualified-by,
synonym and sibling. Two CUIs are connected if they have a semantic relationship(s). The nodes
that have no connection with other nodes are removed from the graph. After constructing the
semantic graph for each feedback document, we merge these semantic graphs into a new semantic
graph by merging the edges in each graph. The new semantic graph is un-directed and considered
as the representation of the feedback documents. An example of a small semantic graph is shown
in Fig. 4.2, where the “PAR/CHD” edge indicates the concepts have parent/children relation and
“SIB” means the two concepts C0007114 and C0814144 are siblings.

4.3.2.2

Semantic graph based ranking of terms
After building the semantic graph representing the feedback documents, we apply a graph

based ranking algorithm similar to Personalized PageRank Ranking (PPR) to sort the nodes in
the graph by importance [25][26][3]. The most important concepts are distilled from the feedback
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PAR/CHD
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PAR/CHD

PAR/CHD

SIB

skin cancer

endocrine
system cancer

Figure 4.2: An example of a small semantic graph
documents. We believe that these important concepts capture the essence of the topics of the
feedback documents. Assume the size of the semantic graph is n, the formula to calculate the
weights of nodes is shown below:

Pk = dM Pk−1 + (1 − d)V

(4.1)

where Pk is the n × 1 vector storing the normalized weight of each node at time step k; V is the
n×1 vector representing the probabilities of each node performing random jump instead of following
the link to other nodes in the graph; d is the damping factor which is set to 0.85; M is the n × n
transition probability matrix of the graph where M [i][j] is the probability of moving node j to node
i in one time step:

M [i][j] =








1
|Sj |





 0

if node i and j are connected

(4.2)

else

where Sj is the set of nodes connected with node j. At time 0, the probabilities for all nodes are
initialized to their normalized frequencies in the feedback documents, as shown below:
fi
pi = P
n
fi
i=1
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(4.3)

where pi is the initial probability of node i, fi is the overall frequency of node i in the feedback
documents, which is the sum of its frequency in each feedback document. In our experiment, V is
equal to the initial probabilities of the nodes. The Pagerank values of the nodes are obtained when
the computation of Equation. 4.1 converges.

4.3.2.3

Measuring the informative-ness
The Pagerank values obtained in Equation. 4.1 indicate the importance of terms in the

feedback documents. In order to select expansion terms which are not only important in the feedback
documents, but also informative so as to carry useful information in retrieving relevant documents,
we apply the Divergence from Randomness (DFR) weighting model to measure the informative-ness
of terms. Using this model, the final weight of terms in the feedback documents are computed as
follows:

wi = pi · log2

1 + Ni
+ log2 (1 + Ni )
Ni

Ni =

di
N

(4.4)

(4.5)

where wi is the informative-ness value of term i, which is the final weight of the term; pi is the
Pagerank value of term i obtained in Equation. 4.1. di is the number of documents containing term
i and N is the total number of documents in the corpus.
We rank the concepts by the informative-ness values and the top ranked ones are selected as
expansion terms. The expansion terms are combined with the user query to form the Second-round
Query, which is used to search for the final retrieval results. The procedure of the proposed PRF
strategy is shown in Fig. 4.3.

4.4
4.4.1

Results
Experimental setup
We use OHSUMED, the clinically-oriented MEDLINE subset, to test the query performance

of the proposed search strategy [88][44][91][49][35][89]. OHSUMED is composed of the following three
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Figure 4.3: Flow chart of the proposed PRF strategy
components:
1) A corpus on which the retrieval is performed: the corpus contains 348,566 MEDLINE
documents covering references from 270 medical journals over 1988-1992;
2) A query set: the query set consists of 106 human generated benchmark queries;
3) Relevance judgments: for every OHSUMED query, a document is either judged by diverse
group of physicians as definitely-relevant, partially-relevant, irrelevant or not judged at all.
We utilize the standard evaluation methods from text retrieval conference (TREC) to evaluate the proposed search strategy [28]. The retrieval results are submitted in the format of input
for Buckley’s trec eval program (http://trec.nist.gov/trec_eval/). In order to assess how
the proposed PRF strategy will generalize to an independent dataset, we use 10-fold cross validation
technique to evaluate its performance. The test queries are partitioned into 10 groups randomly
and each group consists of 10 queries (except that the last group contains 16 queries). Of the 10
groups, a single group is used as the validation data to evaluate the performance of the proposed
PRF retrieval strategy and the other 9 groups are used as training data for tuning the parameters.
We repeat the cross validation process 10 times with each of the 10 groups is used as the validation
data once. In this manner, all the queries in the query set will be used as the validation data. We
set both the number of feedback documents and the number of expansion terms between 5 and 40,
with an interval of 5. We also vary the boost of the final weights of the expansion terms from 0.1 to
1.0, with an interval of 0.1. The main evaluation matrix is 11-point average precision (11-pt AvgP).
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4.4.2

Performance study

4.4.2.1

Impact of the feedback documents and expansion terms
To investigate the impact of the quality of the feedback documents and expansion terms

on the PRF performance, we compare the retrieval performance of the PRF strategies which apply
different techniques to retrieve feedback documents and extract expansion terms. The experimental
results are shown in Table 4.2. The retrieval strategy S1 using “Lucene Free-text” serves as the
baseline strategy in this chapter, which uses the un-expanded Lucene free-text of the input query
to retrieve relevant documents. “Lucene Free-text + Expanded CUIs ” indicates that the expanded
query is the combination of the user query and the Expanded CUIs detected by the ontology-graph
based query expansion scheme. Strategy S2 takes the documents retrieved by the ontology-graph
based query expansion scheme as the final search results. The proposed strategy S4 improves the
retrieval performance by 33.8% in 11-pt AvgP.
The results in Table 4.2 indicate that the PRF strategy S4 using ontology-graph based query
expansion scheme to retrieve the feedback documents produces better retrieval performance than
PRF strategy S3 using un-expanded free-text query to retrieve the feedback documents. The reason
is that strategy S4 retrieves more relevant feedback documents by the ontology-graph based query
expansion method than the feedback documents obtained in strategy S3. This confirms that the
quality of the feedback documents is an important factor for maintaining the effectiveness of the
PRF scheme: feedback documents that are more relevant to the query bring better retrieval results.
By contract, if the feedback documents are not relevant to the user query, the PRF might not be
effective since the expansion terms extracted from such feedback documents may not be related to
the user’s search interest and thus not assist the retrieval of relevant documents.
In addition, the proposed strategy S4 generates better 11-pt AvgP than that of strategy S2.
We believe the reason is that the expansion terms extracted from the feedback documents by SGR
algorithm help capture the user’s search intention and therefore retrieve more relevant documents.

4.4.2.2

Comparison with other PRF models
We compare our PRF strategy with two representative pseudo relevance feedback ap-

proaches, the Local Context Analysis (LCA) method proposed in [85] and the Probabilistic Retrieval
Model (PRM) proposed in [93]. The LCA model selects expansion terms based on their co-occurrence
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Table 4.2: PRF effectiveness of using different methods to retrieve the feedback documents and
extract the expansion terms

PRF

First-round Query

Expansion term
extraction

11-pt AvgP

Improvement

S1

Lucene Free-text

N/A

0.2610

N/A

S2

Lucene Free-text +
Expanded CUIs

N/A

0.3216

23.2%

S3

Lucene Free-text

SGR

0.3205

22.8%

S4

Lucene Free-text +
Expanded CUIs

SGR

0.3491

33.8%
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with the query terms. Terms which tend to co-occur with the query terms are identified as good
expansion terms. The co-occurrence degree between a term c in the feedback documents and a query
term wi is measured as follows:

cooccur(c, wi ) = log10 (co(c, wi ) + 1)idf (c)/log10 (n)

co(c, wi ) =

X

tf (c, d) · tf (wi , d)

(4.6)

(4.7)

d in S

idf (c) = min(1.0,

log10 (N/Nc )
)
5.0

(4.8)

where tf (c, d) and tf (wi , d) are the frequencies of c and wi in the feedback document d, idf (c) is the
number of documents containing c, Nc is the number of documents in the corpus containing c, N is
the total number of documents in the corpus, S is the set of feedback documents, n is the number
of feedback documents. The terms in the feedback documents are selected based on the following
ranking method:
Y

f (c) =

(δ + cooccur(c, wi ))idf (wi )

(4.9)

wi in Q

where Q is the query and δ is the factor for smoothing. The terms in the feedback documents are
ranked by f and the top k ranked ones are added to the query to retrieve the final results.
For the PRM strategy in [93], EM (Expectation-Maximization) algorithm is used to estimate
the query topic model. Each feedback document is generated from a mixture of the feedback query
model and the corpus language model:

P (F|θF ) =

T
Y

((1 − λ)P (w|θF ) + λP (w|C))tf (w)

(4.10)

w=1

where F is the set of feedback documents, T is the number of terms in F , C is the corpus, λ is
the mixture parameter, tf (w) is the overall frequency of w in F , θF is the feedback model which is
learned by optimizing the data likelihood with EM algorithm following the iterations of E and M
steps:
E − step

E(w)(i) =

(1 − λ)P i (w|θF )
(1 − λ)P i (w|θF ) + λP i (w|C)
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(4.11)

Table 4.3: Retrieval results of different PRF models

PRF

First-round Query

Expansion term
extraction

11-pt AvgP

Improvement

S5

Lucene Free-text

LCA

0.3060

17.2%

S6

Lucene Free-text +
Expanded CUIs

LCA

0.3301

26.5%

S7

Lucene Free-text

PRM

0.2872

10%

S8

Lucene Free-text +
Expanded CUIs

PRM

0.3282

25.8%

c(w, d)E(w)(i)
(w|θF ) = P P
c(w, d)E(w)(i)
P

M − step

P

i+1

d∈F

(4.12)

w d∈F

where E(w)(i) is the expectation of observing w in the set F . The feedback weight of term w is
F W (w) = P (w|θF ). After the feedback model is learned, the final query model is:

θq0 = αθq + (1 − α)θF

(4.13)

where θq is the original query model and α is a parameter to control the influence of the feedback
model.
The experimental results of applying the two representative PRF models over OHSUMED
dataset are shown in Table 4.3. We apply the un-expanded query based method and the ontologygraph based query expansion technique to retrieve the feedback documents respectively. Through
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analysis of the retrieval results, we have the following observations:
1) in comparison of the performance of the two representative PRF models with that of
the proposed strategy S4, we find that our PRF strategy shows great advantages in retrieving
documents relevant to the query. This demonstrates that the proposed PRF technique combining
the ontology-graph based query expansion and SGR based term extraction algorithm brings better
retrieval performance. The proposed PRF obtains more relevant feedback documents and extracts
more useful expansion terms from the feedback documents, which improve the retrieval effectiveness.
2) comparing strategy S3 with (S5, S7), and strategy S4 with (S6, S8), which use the
same approach to retrieve the feedback documents, we notice that the proposed SGR algorithm is
more effective in retrieving relevant documents than LCA and PRM. We believe it is because the
SGR algorithm derives more appropriate expansion terms by considering the semantic relations of
concepts in the feedback documents. The user’s search intention is captured more accurately by
such expansion terms and hence more relevant documents are retrieved;
3) comparing strategy S5 with S6, and strategy S7 with S8, we find that when the same
algorithm is applied to extract the expansion terms, PRF strategy which uses the ontology-graph
based query expansion technique to retrieve the feedback documents produces better retrieval results
than PRF strategy retrieving the feedback documents by the un-expanded query. This is consistent
with the results in Table 4.2, which confirms that the performance of PRF can be improved if the
feedback documents are more relevant to the query.

4.5

Summary
We proposed a novel PRF technique to facilitate the retrieval of relevant biomedical docu-

ments from MEDLINE database. The PRF strategy improves the retrieval performance by refining
both the feedback documents and the expansion terms. Particularly, an ontology-graph based query
expansion technique is utilized to retrieve more relevant feedback documents. A semantic graph
based ranking algorithm is proposed to extract useful expansion terms from the feedback documents, aiming at detecting more details about the user search intention. The expansion terms are
combined with the user query to form the second round query, which retrieves the final search results. The experimental results over OHSUMED test collection indicate that the proposed strategy
improves the retrieval performance by 33.8% over un-expanded query based approach in terms of
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11-pt AvgP. In addition, the proposed PRF strategy achieves better 11-pt AvgP than two representative PRF approaches as well. We have integrated this retrieval strategy into G-Bean, to enhance
the retrieval of more relevant documents from MEDLINE database.
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Chapter 5

Examination of the Influence of
MeSH Terms on Biomedical
Document Retrieval
5.1

Motivation
People usually use only three or fewer words to formulate the query submitted to the search

engine. Such short query can’t clearly represent the users’ information needs in most cases [11].
Expanding the query with related concepts is important to bring the original query closer to the
user’s true search intention and, thus, to retrieve more relevant documents [39]. PRF is a widely used
technique to detect the user search intention based on the information in an initial set of documents
retrieved,i.e., feedback documents. In PRF, the quality of information extracted from the feedback
documents has great influence on the overall retrieval performance of the PRF strategy. High quality
information means the information reflects the user’s search intention accurately and thus can assist
the retrieval of documents the user is intended.
Extracting useful biomedical concepts from the feedback documents enhances the retrieval
performance, as demonstrated in Chapter 4. One feature of MEDLINE documents is that each
document in MEDLINE database has been assigned a set of MeSH terms, which specify its subject.
However, whether the MeSH terms of the feedback documents are useful information for increasing
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the performance of PRF has not been studied before. In this chapter, we study the influence of
MeSH terms on the PRF for retrieving documents form MEDLINE. Specifically, we extract MeSH
terms which are assigned to the feedback documents. We compare the retrieval performance of PRFs
based on UMLS CUIs, based on MeSH terms, and based on both UMLS CUIs and MeSH terms
to examine the effect of MeSH terms. Experiments demonstrate that including MeSH terms in the
final query results in a decline of the retrieval performance in terms of 11-pt AvgP. Our study also
confirms the major reason of the underperformance of PubMed in retrieving biomedical information,
i.e., using only MeSH terms for indexing.

5.2

Methods
The first step of PRF is to retrieve the feedback documents based on the user query. In

order to retrieve more relevant feedback documents to the user query, we apply the same approach
as we discussed in section 4.3.1 to retrieve a set of feedback documents: the user query is expanded
with the ontology graph based query expansion scheme and the expanded query is submitted to
search the feedback documents. Here, we mainly focus on how to extract the important biomedical
concepts and MeSH terms from the feedback documents.
Giving the relationships between the biomedical concepts, researchers have pointed out the
graph based method show better performance over frequency-based method to identify important
concepts. Some words with high frequency in the document has little semantic significance [37, 16,
43]. Therefore, in this chapter, we use graph based approach where improved Pagerank algorithm is
used to select the concepts with high cardinality as important concepts. Importance UMLS concepts
and MeSH terms are extracted from the feedback documents to build the final query.

5.2.1

Extraction of UMLS concepts
In order to identify the important biomedical concepts in the feedback documents, we build

a graph for the feedback documents and select the nodes with high Pagerank value as the most
importance nodes. The title and abstract of the MEDLINE document can be mapped to a set of CUIs
by MetaMap which handles the synonym and polysemy problem occurring in biomedical information
area. The synonymous words in the feedback documents are mapped to the same CUI. Thanks to
NLM’s UMLS data about the relation between the CUIs, we identify the semantic relation between
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the CUIs indexed in the feedback documents. Next, we construct a graph consisting of nodes and
edges, where nodes represent the CUIs in the documents and edges represent the semantic relations
between CUIs. The graph representation captures new characteristics of the document such as its
semantic structure and provides means for document navigation. We consider the graph as the
surrogate of the feedback documents.
After creating the graph representation of the feedback documents, we apply a improved
Pagerank to measure the importance the nodes. Pagerank ranks the nodes according to their relative
structural importance given a graph. If an edge from node ni to node nj exists, a vote from node
ni to node nj is produces. The strength of the vote depends on the rank of node ni : the more
important node ni is, the more strength its votes will have. Pagerank usually is viewed as the result
of a random walk process where the rank of a node represents the probability of ending at it after
sufficient time.
General Pagerank algorithm treats all the nodes in the graph equally and the node has
equal chance to teleport to other nodes. The general Pagerank algorithm computes the weight of
the nodes in the following way:

P R(pi ) =

X P R(pi )
1−d
+d
N
L(pj )

(5.1)

pj ∈Mpi

where p1 , p2 , ..., pn are nodes in the graph and N is the total number of node. Mpi is the set of
nodes that connect with node pi , L(pj ) is the number of edges connecting with node nj , P R(pi ) is
the probability that the random surfer is on node pi . d is the damping factor which is the probability
that the random surfer follows the link on the current node. d is set to 0.85 in our experiment.
As example of the general Pagerank is shown in Fig. 5.1. In this example, node A is
connected with node D and E. The rank of node A (i.e., 0.3) is equally divided to node D and E.
Similarly for node B and C, the rank of node B is equally assigned to node D and E, and the rank
of node C is assigned to node E fully.
To guarantee that the extracted UMLS concepts are consistent with the user query and
dont shift to other irrelevant topics, we upweight the nodes that have close relationships with the
nodes representing the concept in the user query. Therefore, instead of treating all the nodes in the
graph equally as general Pagerank algorithm, we assigns larger teleport probability to nodes that
represent the concepts in the user query. The improved Pagerank algorithm measures the rank of
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Figure 5.1: An example of the simplified version of general Pagerank
nodes as follows:
P Rw(pi ) = (1 − d)

X P Rw(pi )
ei fpi
+
d
N
P
L(pj )
pj ∈Mpi
fpm

(5.2)

m=1

ei =






 1




 0

if node pi represents the concept in the user query

(5.3)

else

where ei indicates where the node pi represents the concepts in the user query, fpi is the frequency
of node pi apperaing in the feedback documents, N is the total number of the concepts in the
feedback documents. In this way, we assign high chance for the nodes in the graph to teleport to
the nodes which represent the concept in the query, instead of assigning equal chance for each node
to be teleported to. The purpose is to guarantee that the concepts extracted from the feedback
documents are consistent with the user query and dont shift to unrelated query topics. The node
that has close connection with the nodes representing the query concepts gain more rank values each
time visiting such nodes. We remove the node which has no connection with nodes from the graph
and compute the rank of nodes by Equation 5.2. The top ranked ones are considered as the most
important concepts in the feedback documents and added to the First-round Query.
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5.2.2

Determination of MeSH terms
Currently, MeSH thesaurus contains over 27 thousand terms named descriptors that assist

the indexing of MEDLINE documents. The descriptors are organized in a MeSH tree with a hierarchical structure, which allows document searching at various levels of specificity. The broad headings
are located at the most general level of the hierarchical structure while more specific headings are at
narrower levels. Each MEDLINE document is assigned 5 to 15 subject headings on average, where
3 to 4 of them are major subjects and others are minor subjects. The major subjects describe the
main topics of the document. An example of a MEDLINE document is displayed in Table 5.1. The
subject headings with asterisk are major subjects while headings without the asterisk are minor
subjects of the document.
Given the set of feedback documents retrieved by the ontology graph based query expansion
technique, we identify the major subjects of these documents. We compute the sum of the frequencies of each major subject occurring in the feedback documents. Those major subjects with high
occurrence frequency are selected as the representation of the topics of the feedback documents.
The selected major subjects and the Extracted Concepts are combined with the First-round Query
to form the final query, which retrieves the documents returned to the user. The procedure of the
retrieval strategy using both UMLS concepts and MeSH terms for PRF is shown in Fig. 5.2.

Figure 5.2: Procedure of document retrieval using both UMLS concepts and MeSH terms for PRF
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Title

Author
Year
PMID
Conference

Abstract

MeSH

The v-sea oncogene of avian erythroblastosis retrovirus
S13: another member of the protein-tyrosine kinase gene
family
Smith DR, Vogt PK, Hayman MJ.
1989
2546151
Proceedings of the National Academy of Sciences
The cloning and sequencing of the oncogene of the avian
erythroblastosis virus S13 is described. The oncogene,
termed v-sea, was found to be another member of the
protein-tyrosine kinase gene family. The oncogene was
fused in frame with the retrovirus S13 envelope gene, thus
generating a fusion protein with a structure resembling
that of a growth factor receptor. Sequence comparisons
revealed that the v-sea gene was most closely related to
the insulin receptor family of protein-tyrosine kinases, the
greatest similarity being with the human MET oncogene.
Amino Acid Sequence; Avian Leukosis Viruses/*GE;
Cloning, Erythroblastosis Virus, Avian/EN/*GE;
Oncogene Proteins, Viral/*GE; Protein-Tyrosine
Kinase/*GE; sSupport, U.S. Gov’t, P.H.S
Table 5.1: An example of MEDLINE document

5.3

Results
We use the clinically-oriented MEDLINE subset OHSUMED to assess the query performance

of the search strategy. The standard evaluation methods from text retrieval conference (TREC) are
used to examine the retrieval results. We apply PRF scheme over the ontology-graph based query
expansion approach to examine whether adding MeSH terms from the feedback documents to the
final query improves the performance of biomedical document retrieval. The baseline strategy uses
the unexpanded query to retrieve the final results. 10-fold cross validation technique is utilized to
validate the performance of the retrieval strategy. To be specific, the OHSUMED queries are divided
into 10 groups with equal size (nine groups contain 10 queries and one group contains 16 queries). We
use nine groups to tune the parameters that affect the retrieval results greatly and the other group
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is used as the validation data to evaluate the performance of the retrieval strategy. The parameters
that influence the retrieval performance include the number of feedback documents where the MeSH
terms and biomedical concepts are derived from, the number of MeSH terms included in the final
query, the boost of MeSH filed, the boost of CUI field and the total number of CUIs added to the
final query. We repeat this process ten steps and make each group as the validation group once.
The average performance of the 10 validation group is the overall performance. The 10-fold cross
validation approach not only examines the performance of the retrieval strategy on OHSUMED
data, but also assesses how the results can be generalized to other data set.
We obtain the top ranked Extracted Concepts from feedback documents based on the importance of the concepts given the relationships between concepts. In addition, MeSH terms with
high frequency in the feedback documents are identified as the major topics of the set of feedback
documents. The Extracted Concepts and the MeSH terms are added to the First-round query to
construct the final query. The performances of retrieval strategies based on unexpanded query, PRF
with UMLS CUIs, and PRF with both UMLS CUIs and MeSH terms respectively are displayed in
Table 5.2. Through analysis of the results in Table 5.2, we have the following observations.
1) Comparing Strategy S2 and S3, we find that UMLS CUIs are more helpful than MeSH terms in
retrieving relevant documents. This indicates that UMLS CUIs capture more important and accurate information about user search intention and thus assist the retrieval of needed information.
2) Comparing Strategy S2 and S4, we find that including MeSH terms extracted from the feedback
documents causes a decline of the retrieval performance for biomedical information. The major
factor that causes the ineffectiveness of MeSH term is the manual indexing process. The manual
indexing process might cause mismatch between curators and users because there is no “corrct” or
“universally accepted” way to index the terms. The indexers might not use the same terms to index
the documents as the terms which the user is sent to query relevant documents, which reduces the
probability of finding the relevant documents greatly. In addition, inconstancy between different
indexers might also make it harder to find the relevant documents.
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Strategy

11-pt AvgP

Improvement

S1

Lucene Free-text

0.2610

N/A%

S2

PRF with UMLS CUIs

0.3491

33.8%

S3

PRF with MeSH terms

0.3080

18.1%

S4

PRF with UMLS CUIs add MeSH terms

0.2916

11.7%

Table 5.2: Retrieval performance of different retrieval strategies

5.4

Summary
In this chapter, we examine the influence of MeSH terms detected in PRF process to the

retrieval of MEDLINE documents. In addition to including UMLS CUIs in the final query, we add
MeSH terms to the form the final query as well. We compare the PRF strategies based on UMLS
CUIs, based on MeSH terms, and based on both UMLS CUIs and MeSH terms. Experimental results
demonstrate that the PRF retrieval strategy based on both biomedical concepts and MeSH terms
produces inferior performance than PRF retrieval strategy based on biomedical concepts alone. Our
study show that biomedical concepts are more helpful in retrieving relevant documents than MeSH
terms because they provide more specific and useful information than MeSH terms.
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Chapter 6

Parallel Index Creation for
MEDLINE
6.1

Motivation
Index creation is the process of collecting, parsing and stores the documents to facilitate

the rapid and accurate retrieval of information. The first step of building G-Bean is to create the
index of the MEDLINE database from where the query results are retrieved. The index converts the
documents in the database to a high-efficient cross-reference lookup and thus optimizes the speed
and performance in finding relevant documents for a search query. Without an index, G-Bean needs
to scan every document in the MEDLINE database and evaluate whether the document is relevant
to the search query or not, which is time consuming and requires a lot of compute power as well.
For example, querying a corpus of 10, 0000 documents may be finished within milliseconds, while a
sequential scan of every word in the documents might take hours. Creating the index of MEDLINE
documents is an essential step to improve the speed of data retrieval operation in G-Bean. Currently,
there are more than 23 million references to journals articles in MEDLINE database. Creating the
index for such a big bibliographic database takes a long time if it is implemented in one computer
linearly. In order to speed up index creation process, we design and efficient multithread based
parallel index creating algorithm.
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6.2
6.2.1

Background
Inverted index
An inverted index (also referred to as postings file or inverted file) is a central component of

a search engine. Instead of mapping from documents to words as forward index, inverted index maps
words to documents which these terms appear. Each vocabulary term is a key in the index whose
value is its posting list, which is the list of documents the term appear. The inverted index directs
user from a word to a document fast using a hashmap. Using inverted index, search engines can
locate the documents associated with each word in the query quickly with the purpose of retrieving
the matching documents [83]. Take an example to illustrate inverted index. Assume we need to
create a inverted index for the following three documents, each with a “content” field containing the
following:
Document
Document1
Document2
Document3

Content
information processing and search
information retrieval and Web search
information retrieval system

Table 6.1: Example of documents needed to be indexed
Then the posting list of the word “information” would be list [1, 2, 3], which indicate the
word “information” appear in documents with IDs 1, 2 and 3. Similarly, the posting list of the word
“search” is [1, 2] and for word “system” the posting list is [3]. To create an inverted index, we first
split the content field of each document into separate words (or terms). Then we create a sorted
list of all the unique words, and list documents in which each word appears. The following is the
simplified illustration of the inverted index for these 3 documents:
When we search for word “retrieval”, both document 2 and 3 match. This simplified only
records whether a word appear in a particular document because the information about the frequency
and position of the words in the document is stored. But in our search engine, to rank the retrieval
results based on the similarity to the query, we store the information regarding to the frequency,
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Word
information
processing
retrieval
search
system
Web

Documents
Document1, Document2, Document3
Document1
Document2, Document3
Document1, Document2
Document3
Document2

Table 6.2: Example of a simplified inverted index
position of words in addition to the list to documents containing it. Usually document containing
the query word with higher frequency has bigger possibility to be more relevant to the query. The
reason why we need the position of the words in the document is that we want to check whether
the words in the query appear in the specified order. Without knowing the positions of the words
in the document, we can only check whether the query words simply appear in a document.

6.2.2

Lucene
Lucene is an extremely rich, high-performance, and scalable information retrieval library

written in Java by Apache Software Foundation. Lucene is used in a growing number of companies,
including LinkedIn, Fedex, Apple, NetFlix and etc. The process of information retrieval refers to
searching for documents, information within documents or metadata about. Lucene is suitable for
almost any application that needs full-text search [52]. It allows us add searching capabilities to our
applications. Through a simple API, Lucene provides scalable and high-performance indexing, and
powerful, accurate and efficient search algorithms. It can be embedded into desktop applications
easily, requiring minimal understanding of the indexing and searching. In addition to Lucene’s
core JAR, there are some extensions modules which provide useful add-on functionality such as the
spellchecker and highlighter modules.
Instead of working like a ready-to-user application like a web crawler or a web search engine,
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Lucene is a software library which can create index of and make searchable of data with any format
or language. As long as we can extract the text data, Lucene can index and search information
over the data we obtain. Lucene is not an entire search application, it is the core indexing and
searching elements of a search engine. The architecture which most search engines have in common
is displayed in Fig. 6.1

User s
Index cr eation

Docum ents
User inter face
Send search request

Return search results
Build document
Render Results

Build Quer y

Retr ieve docum ents

index

Index document

Figure 6.1: Architecture of search engines

6.2.2.1

Indexing
The first step of building a search engine is to create the index, which converts the original

data into a highly efficient cross-reference lookup in order to retrieve information rapidly. The index
creation process allow the user search the index quickly, eliminating the slow sequential scanning
process and allows quick random access to words in the index. After the user collecting the content
that need to be indexed, we need to convert the raw text content to units (usually called documents)
used by the search engine.
The document is Lucene’s atomic unit for searching and indexing. A document composed of
a set of fields (such as title, abstract, author, publication data, body) and their content. To index an
article, we need to convert the raw text to a Lucene document and fields. We can parse the article by
Lucene analyzer and make each field of the document indexable. There are four types of analyzers
in Lucene, including StandardAnalyzer, WhitespaceAnalyzer, StopAnalyzer and SnowballAnalyzer.
47

StandardAnalyzer is a sophisticated general-purpose analyzer. WhitespaceAnalyzer separates tokens
using white space. StopAnalyzer removes common English words that are not usually useful for
indexing (i.e., remove stop words). SnowballAnalyzer is an experimental analyzer that works on
word roots.
Each filed has the following three parameters: field name, file value, and storage flag which
specifies whether actual value of the field needs to the stores in the Lucene index or it can be
discarded after it is indexed. For example, if you need to display one field in the search result,
the field should be stored by setting Field.Store.Yes. By default, all the fields of the document are
treated equally. We can boost a field if we want to assign a higher importance to this field. After we
determining the fields that we need, we can build the fields and documents using the API provided
by Lucene. The documents are added to the index after analyzing for quick access of the data.

6.2.2.2

Searching
Searching is the process of looking up words in the index to locate the documents that

contain it. At searching time, it is the field values that are searched. The user interact with the
search application by the user interface, usually by the web browser. The user issues a query request
by inputting a string in the user interface, Lucene translate the user input into a Lucene Query
object following its search syntax. A Lucene Query consists of terms and operators. A term can be
a single term (i.e., a single word) or a phrase (i.e., a group of words surrounded by double quote).
The terms are combined by Boolean operators including AND, Or, NOT to form a complex query.
In addition, Lucene also support fielded searching, which means when performing a search, the user
can specify the field to search. For example, if we want to find the documents which contain “skin
cancer” and “medicine” in the title field, we can enter:
Title: “skin cancer” AND “medicine”
Lucene provides result sorting by any field as well, and allows fielded searching and multiple index
searching with merged results. Once the documents that match with the query are found, the search
engines renders the search results to the user in a consumable way. The user can view the search
results through the user interface.
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6.2.2.3

Scoring
Searching from a vast size of index, like MEDLINE, usually returns a long list of results.

It is frustrating for the user the browse through the long list to locate the documents he/she is
interested in. Scoring is very effective way to help user find relevant documents fast. Using Lucene,
a document containing the query word will be searched from the index and assigned a Lucene score
during search, which indicates how closely the document matches with the query. The Lucene score
measures the similarity between the query and the document. Usually the document with a higher
Lucene score is more similar to the query than the document with lower Lucene score. User can
easily find the information they need if documents that are highly similar score to the query are
ranked at the top of the return list instead of scanning the results one by one.
A lot of factors influence the similar score of the document to the query. Lucene measures
the similarity score between document d and the query q in the following way:

sim(d, q) =

X
t∈q

2

tft × idf (t) × f × lengthN orm(f ) × coord(q, d) × queryN orm(q)

lengthN orm(f ) = 1/

p
|S|

(6.1)

(6.2)

where tf (t ∈ d) represents the term frequency of term t in document d, which is the number of times
term t appears in the document d; idf (t) is the inverse document frequency of term t, which equals to
the number of documents containing this term in the database; idf (t) measures how specific a term
is. A general or common term usually has high idf value while rare terms have low idf . f represents
one filed of the document; boot(f ) is the boost value for field f in document d; S is the set of term in
field f ; lengthN orm(f ) measure the normalization value of field f given the number of terms within
the field; lengthN orm(f ) indicates the importance of the field; cord(q, d) represents the number of
terms in the query that were found in the document; queryN orm(q) is the normalization value of a
query which is used when comparing the queries (queryN orm(q) is not related to the similarity of
the document. It is used to compare queries).
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6.3

Methods
We use the Lucene library to create inverted index for the MEDLINE articles to provide

efficient search response [22]. The index consists of segments and each segment contains many
documents. Each MEDLINE article is stored in four fields: title, abstract, CUI and MeSH. The
structure of the index is shown in Fig. 6.2.
The first step is to extract content from the origin article and organize the content into
different fields. Since MEDLINE citation records do not contain full text articles, only the title and
abstract of the documents are processed and indexed. A modified Lucene standard analyzer with
an enhanced MIT stop-list and the Porter stemmer is used to analyze (process special characters),
tokenize (break into words), stem (get base of word) and index MEDLINE document’s title and
abstract respectively. Moreover, MetaMap is employed to map the title and the abstract into a set
of associated CUIs which are then indexed with our multithreaded indexing process. Comparing with
the PubMed indexing method which only uses MeSH terms to index the MEDLINE documents, our
method covers broader information of the documents since both the biomedical concepts in UMLS
Metathesaurus and the MeSH terms are indexed for each document.

Field1: title

Segm ent1

Field2: abstr act

Docum ent1

Ter m : skin

Segm ent2
Field3: CUI

Docum ent2

Ter m : cancer
Field4: M eSH

...
...

...
Docum ent1

index
segm ent1

Field1

Figure 6.2: Structure of the Lucene index

The size of the 2014 MEDLINE/PubMed Baseline database is over 160GB. Building an index
for this large dataset is challenging with Lucene library. It takes more than 10 days to generate the
entire index for all MEDLINE documents using a computer with system parameters shown in Table.
6.3.
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CPU
Memory
System type
The number of CPU cores

Intel(R) Core(TM) i7 CPU 860 @ 2.80GHz
8GB
X86 64
4

Table 6.3: Physical configuration of the computer used to create index of MEDLINE documents
To speed up the index creation, we modify Lucene Java search library to make it multithread capable. We use a thread pool [68, 79] to submit multiple tasks to the multi-core computer
for MEDLINE index creation. Thread pool based approach has two advantages over spawning one
thread per task based approach. First, thread pool prevents the time and memory overhead in thread
creation and destroying. A server that created a new thread for each request would spend more time
and consume more system resources creating and destroying threads than it would processing actual
user requests. A thread pool consists of a number of threads which are initialized created and always
exist. By reusing threads for multiple tasks, the thread-creation overhead is spread over many tasks
in thread pool. In addition, creating too many threads in one JVM can cause the system to run
out of memory or thrash due to excessive memory consumption. Thread pool limits the number of
thread in the system and thus prevents resource thrashing.

The thread pool is created by using ThreadPoolExecutor, as shown below:
new ThreadPoolExecutor(int corePoolSize,
int maximumPoolSize,
long keepAliveTime,
TimeUnit unit,
BlockingQueue<Runnable>workQueue,
RejectedExecutionHandler handler)
where coreP oolSize is the number of threads in the core pool, maximumP oolSize indicates the
maximum number of threads allowed in the thread pool, keepAliveT ime (i.e., thread keep-alive
time) is the amount of time that waiting threads in excess of the core pool size may remain idle
before being terminated, unit identifies the time unit for the keepAliveT ime argument, workQueue
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is the queue to hold tasks before they are executed, handler demonstrates the handler that blocks
the execution when maximum number of threads has been reached or queue capacities are exceeded.
The main work flow-chart of thread pool is shown in Fig. 6.3.

User

Su bm i t a t ask

Th r ead pool
n < cor ePool Si ze?

Y

I s qu eu e f u l l ?

Y

n > m ax Pool Si ze?

N

N

N

Cr eat e n ew t h r ead
t o ex ecu t e t h e t ask

Pu sh t h e t ask
i n t o qu eu e

Cr eat e n ew t h r ead
t o ex ecu t e t h e t ask

Y

r ej ect
t ask

Figure 6.3: The main work flow-chart of thread pool (n is the the number of threads)
When the user is trying to add new task to thread pool, the strategy to process the new
task is shown below:
(1) If there are less than corePoolSize threads in the core pool, new thread will be created to execute
the task even though all the existing threads in the core pool is in idle;
(2) If there are corePoolSize amount of threads in the pool and the buffer workQueue is not full, the
new task will be pushed into the queue;
(3) If there are more than corePoolSize and less than maximumPoolSize amount of threads in the
thread pool and the workQueue is full, new thread will be created to execute the task;
(4) If there are more than maximumPoolSize amount of threads in the thread pool and the workQueue
is full, the task is rejected.
Since index creation is mostly a CPU-bound task as it does not involve much of I/O operations, the corePoolSize is set close to the number of CPU cores for our index creation. The
MEDLINE dataset contains 746 compressed files. During index creation, the RAM size required
by Lucene is determined by the buffer size used by IndexWriter. To maximize the throughput of
index creation, we should set the IndexWriter buffer as large as possible. Ideally, we should create
the index for all 746 files at once. However, due to the memory space limitation in the computer
we used, we divided the 746 files into 8 groups and created one index for each group. Then we use
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IndexWriter’s addIndexes method to merge these 8 partial indices into the final index for the entire
746 files. With this approach, the total time for creating the MEDLINE index is:

Tp =

8
X

Ti + Tmerge

(6.3)

i=1

where Ti is the time to create the partial index for files in group i, Tmerge is the time to merge the
8 partial indices into the final index.
A reasonable configuration of the thread pool brings several advantages, including reducing
resources consumption by repeatedly using the existing thread to lower the expense of creating
and destroying threads, improving the response speed since tasks in the core pool can be executed
without the need of creating new threads, and making the threads more manageable because of the
resource can be distributed and tuned in a unified way. But how to make the configuration of a
thread pool reasonable, including setting the size of the thread pool and the type and deep of queue,
is another challenge. We need to analyze the property of the tasks so as to make the thread pool
work with high efficient.

6.3.1

Configure the size of thread pool
There are three types of tasks: CPU-bound task, I/O-bound task and mixture task. CPU-

bound tasks have their execution speed tied directly to the execution speed of the CPU. For this
kind of task, we need to set the number of the threads in the thread pool to be as close to the
number of CPU cores as possible. While for I/O bound task, the execution speed is not tied to the
speed of the CPU and such tasks use very few CPU cycles during their execution. Hence, we need
to set as more threads as possible in the thread pool since the thread is not always executing the
task. Mixture task has a mixture property of CPU-bound task and I/O-bound task.
As to the tasks that accomplish the index creation, they belong to CPU-bound since the
execution speed relies greatly on the CPU speed and there are no much I/O operations. Therefore,
the size of the thread pool is set to be close to the number of CPU cores of the machine we used to
perform the index creation. We set coreP oolSize to 3, 4 and 5 respectively to find the size of pool
with the best performance.
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6.3.2

Configure the queue
There are two types of work queue that we can set for the thread pool: unbounded queues

and bounded queues. Using an unbounded queue (for example, LinkedBlockingQueue) will cause new
tasks to wait in the queue when all corePoolSize threads are busy. Thus, there are only corePoolSize
amount of threads and the value of the maximumPoolSize doesn’t have effect. While a bounded
queue (for example, ArrayBlockingQueue) helps prevent resource exhaustion when used with finite
maximumPoolSizes, but can be more difficult to tune and control. A bounded queue can make the
system more stable and increase the early-warning capacity. The good rule of thumb for the size of
the bound queue is 4 × coreP oolSize.

6.4

Results
To evaluate how the multithreaded parallel index creation approach speeds up the creation

of MEDLINE index, we compare the total time for creating the MEDLINE index using this new
approach with that using the original Lucene library on the same computer as shown in Table 6.3.
We run our experiment three times and obtain the average time to create the MEDLINE index
using the multithreaded approach and the original Lucene library respectively. The experiment
results are shown in Table 6.4, 6.5 and 6.6, where nc is the value of coreP oolSize, nm is the
value of maximumP oolSize, nqueue is the size of workQueue, Tp is the running time spent on
creating the index in parallel, Ts is the running time spent on creating the index sequentially and
speedup = Ts /Tp .
Through analysis of the experimental results, we have the following observations:
For nc = 3, using ArrayBlockingQueue, we get the highest speed-up when nm = 6 and nqueue = 12.
The speed up of using LinkedBlockingQueue is much lower than that of using ArrayBlockingQueue.
For nc = 4, nm is set to be 5, 6 and 7, which is larger than nc and close to the number of
CPU cores as well. The expected size of the queue which performs well is nqueue = 16, which is four
times of the nc .
For nc = 5, similar to the result in Table 6.4 and Table 6.5, the size of the queue that
performs the best is 20, which is four times of the nc .
The best performance is achieved using ArrayBlockingQueue with the following settings,
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nc

nm

Queue

nqueue

Tp (hours)

Ts (hours)

speedup

3

4

ArrayBlockingQueue

10

4.80

14.6

3.04

3

5

ArrayBlockingQueue

10

4.30

14.6

3.39

3

6

ArrayBlockingQueue

10

4.10

14.6

3.56

3

4

ArrayBlockingQueue

12

4.63

14.6

3.15

3

5

ArrayBlockingQueue

12

4.46

14.6

3.27

3

6

ArrayBlockingQueue

12

4.05

14.6

3.60

3

4

ArrayBlockingQueue

14

4.80

14.6

3.04

3

5

ArrayBlockingQueue

14

4.51

14.6

3.24

3

6

ArrayBlockingQueue

14

4.16

14.6

3.51

3

N/A

LinkedBlockingQueue

N/A

6.43

14.6

2.27

Table 6.4: Experimental results about running time when nc = 3
which offers a speed up of 3.74 with four CPU cores over the original Lucene library on the same
computer with 4 CPU cores. The resulting index of the MEDLINE database occupies 30.4 GB disk
space. Since our proposed method computes the indices for 8 groups of files separately and merge
the partial indices into the final index, we can also update the index weekly through merging the
index of the newly posted documents with the existing index. The newly posted documents can be
downloaded from MEDLINE database.

nc = 5

6.5

nm = 7

nqueue = 20

(6.4)

Summary
To address the weakness of manual indexing mechanism used in PubMed, we utilize a

multithreaded parallel program to speed up the index creation so that we can timely update the
document index for information retrieval. In addition to the MeSH field, we index the title, abstract
and the CUIs to which the title and abstract are mapped to, which narrows the gap between the
query term and indexed term and yields better retrieval performance. We make the index creation
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nc

nm

Queue

nqueue

Tp (hours)

Ts (hours)

speedup

4

5

ArrayBlockingQueue

14

4.50

14.6

3.24

4

6

ArrayBlockingQueue

14

4.32

14.6

3.38

4

7

ArrayBlockingQueue

14

4.38

14.6

3.33

4

5

ArrayBlockingQueue

16

4.68

14.6

3.12

4

6

ArrayBlockingQueue

16

4.86

14.6

3.00

4

7

ArrayBlockingQueue

16

4.17

14.6

3.50

4

5

ArrayBlockingQueue

18

4.40

14.6

3.32

4

6

ArrayBlockingQueue

18

4.18

14.6

3.49

4

7

ArrayBlockingQueue

18

4.03

14.6

3.62

4

N/A

LinkedBlockingQueue

N/A

5.35

14.6

2.73

Table 6.5: Experimental results about running time when nc = 4
process with Lucene Java search library multithread capable. Our experiments demonstrat that the
multithreaded based parallel indexing algorithm provides a speed-up of 3.74 using a machine with 4
CPU cores, which saves a lot of time on creating the index for the MEDLINE database. In addition,
with the parallel indexing algorithm, we can achieve timely update the index by merging the index
of the new posted documents with the existing index easily.
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nc

nm

Queue

nqueue

Tp (hours)

Ts (hours)

speedup

5

6

ArrayBlockingQueue

15

4.20

14.6

3.47

5

6

ArrayBlockingQueue

20

4.23

14.6

3.45

5

6

ArrayBlockingQueue

25

4.23

14.6

3.45

5

7

ArrayBlockingQueue

15

4.27

14.6

3.37

5

7

ArrayBlockingQueue

20

3.90

14.6

3.74

5

7

ArrayBlockingQueue

25

4.15

14.6

3.52

5

8

ArrayBlockingQueue

15

5.06

14.6

2.88

5

8

ArrayBlockingQueue

20

4.71

14.6

3.09

5

8

ArrayBlockingQueue

25

4.71

14.6

3.09

5

N/A

LinkedBlockingQueue

N/A

4.77

14.6

3.06

Table 6.6: Experimental results about running time when nc = 5
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Chapter 7

G-Bean System
We have implemented and published G-Bean as a Web-based application which accepts any
biomedical related user query and returns related articles in MEDLINE database. We use the ClientServer architecture powered by Java Servlet Pages (JSP) to implement the G-Bean system. The
communication between the client and the server follows the HyperText Transfer Protocol (HTTP).
Currently, our proposed G-Bean search engine is publicly accessible via URL bioinformatics.
clemson.edu:8080/G-Bean/index.jsp. The architecture of G-Bean consists of client-side
and server-side components, as shown in Fig. 7.1.

7.1

Client-side implementation
A G-Bean client is developed as a Web application. The JSP script collects the query from

the user, dispatches it to the server and displays the search results. he user interface of G-Bean is
illustrated in Fig. 7.2. After user input a query, G-Bean retrieves relevant documents and displays
the documents returned. As shown in Fig. 7.3, search results are presented in three areas under
the search bar: the left area lists the articles returned by user’s initial query; the top right area lists
the articles which the user is interested in and the bottom right area lists the articles related to all
articles the user is interested in. 1) Document retrieval: G-Bean provides an easy-to-use interface for
user to retrieve documents related to the query from the MEDLINE database. Clicking the “Search”
button triggers the server to retrieve articles related to the input query; 2) Document ranking: the
returned articles in the left area are ranked by relevance to the query by default. G-Bean allows
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Figure 7.1: The architecture of G-Bean search engine
the users to rank the returned articles by date, author name and title as well. As shown in Fig.
7.4, the user can select the ranking criterion in the drop-down list A to rank the returned articles
according to his/her need; 3) Document preview: for a particular article, clicking the “Abstract”
link (B in Fig. 7.3) allows the user to preview the abstract, as highlighted in Fig. 7.5; 4) PubMed
article retrieval: G-Bean provides the PubMed link for each returned article, which allows the user
to retrieve information about the article in PubMed. Clicking the “PubMed” link (C in Fig. 7.3)
opens a new window to display the PubMed record for this article. As shown in Fig. 7.6, when the
user click the “PubMed” link of the second result, the PubMed record for this article is linked and
displayed; 5) User intention discovery: G-Bean allows the user to select articles of interest so that
59

it can capture the user’s search intention and to retrieve a list of articles relevant to all interested
articles. If the user is interested in a returned article after viewing it, he/she can click the “Like”
link (D in Fig. 7.3) to add this article to the article list of interest (F in Fig. 7.3); if a user changes
his/her mind and wants to remove an article from the list F, he/she can click the “Remove” link (E
in Fig. 7.3); 6) Additional related articles update: as long as the articles in list F are updated, the
server retrieves articles related to those articles. The newly retrieved articles are presented in the
bottom right area (G in Fig. 7.3). These articles are ranked by the relevance to all articles in list F
by default. Users can select to rank the newly retrieved articles by date, author name and title as
well.

Figure 7.2: The user interface of G-Bean search engine

7.2

Server-side implementation
G-Bean uses Server Applet (Servlet) to receive and respond to requests from clients via

HTTP; Apache Tomcat is used as the Servlet container to manage the Servlet. The document index
is created offline by our multi-thread process. The major part of the server side is the semantic graph
based PRF retrieval strategy which retrieves the feedback documents by the ontology graph based
query expansion scheme and applies a semantic graph based ranking algorithm over the feedback
documents to extract useful biomedical concepts. The extracted biomedical concepts are combined
with the user query to form the final query, which retrieves relevant MEDLINE documents.
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Figure 7.3: G-Bean displays the retrieval results

7.3

Enhance G-Bean with real user feedbacks
The pseudo relevance feedback assumes that the initial search results accurately reflect

the user search intention. However, not all top ranked documents in the initial search results are
interested by the user no matter what search engine is used. Therefore, PRF may not obtain the most
relevant search results because some feedback documents are not relevant to user’s search intention.
To address this problem, G-Bean provides a user feedback interface to accept real feedbacks from
the users. It allows the user to select their interested articles from the search results.
After the user reviews a returned article, he/she can indicate if he/she is interested in the
article. G-Bean can form a new query using the key concepts automatically obtained from all
articles that are interested by the user and retrieve a list of new articles that are relevant to all
articles selected by the user. Therefore, the user does not need to browse through the long list of
initial search results to find new articles related to their interested articles. PubMed can also display
a list of recommended articles when a user is viewing one particular article. However, PubMed can
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Figure 7.4: The fields for sorting retrieval results in G-Bean
recommend the articles only related to the current viewing article based on keywords matching.
Thus, the recommendation may not accurately reflect the user’s true search intention. In addition,
keywords matching may return inaccurate results due to polysemy problem of natural language; it
may miss some relevant articles due to the synonymy problem of natural language. G-Bean utilizes
the ontology-graph based query expansion to minimize these problems. With more articles selected,
G-Bean can accurately determine the user’s true search intention by analyzing the articles that the
user is interested in and provides better recommendation, especially for interdisciplinary research
articles. The major steps for retrieving the documents recommended to user based on the feedback
is displayed in Fig. 7.7. As shown in Fig. 7.8, the user selects one articles of interest and a set
of additional articles related to the interested article are retrieved. After the user selects one more
article of interest by viewing the retrieval results, the list of articles related to the interested ones
are updated based on the user selection, as displayed in Fig. 7.9. He/she can also remove article
from the list of interested articles and the articles related to the articles of interest are updated, as
shown in Fig. 7.10.
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Figure 7.5: G-Bean displays the abstract of the retrieval result

7.4

Least recently used cache
The major computation cost in G-Bean is build the expanded query and retrieving the

relevant publications. Query processing is the major performance bottleneck and cost factor of most
search engines [24]. Caching is one of the most common optimization techniques to reduce system
load. Queries with common words or with many words may be much expensive than other queries.
In G-Bean, we cache the retrieval results of frequently used query to minimize the end user latency
and reduce system load. G-Bean keeps the retrieval results by the user queries in a Least Recently
Used (LRU) cache, which discards the least recently used query first.
The first time a user query is accepted by the system, the retrieval results for the query
are stored in the cache if the cache is not full. In this way, next time if the same query is received
from the user, G-Bean can access the retrieval results from the cache quickly, instead of running
the whole procedure of building the expanded query and retrieving the relevant documents from the
index. However, a cache is too small to hold all the retrieval results in general, G-Bean discards the
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Figure 7.6: G-Bean displays the PubMed record
least recently used query results when the cache is full and retains those results for queries that are
more likely to be received again soon.

7.5

Autocomplete feature
To speed up the human-computer interactions, G-Bean provides an autocomplete (or word

completion) feature. G-Bean gathers the user queries and records the times the words have been
used by users in the input. When a user is entering the query, G-Bean suggests the rest of the word
based on the statistic about the most common used words, as shown in Fig. 7.11.

7.6

User suggestion and access records
G-Bean welcomes feedbacks from users to improve it. There is a feedback platform designed

in G-Bean to accept suggestions or questions from users, as shown in Fig. 7.12. In addition, the user
access records are captured in G-Bean to help analyze the user behaviors to design a better system.
Resulting of more accurate and relevant information, many users find our search engine is useful.
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Figure 7.7: Steps of retrieving additional related documents based on user feedback
According to our statistics about the access IP records, G-Bean has been used by researchers from
over 90 countries since April 2013. The visitor distribution is shown in Fig. 7.13 and Fig. 7.14, from
which we found that most G-Bean users are from China and the United States.

7.7

Subjective evaluation
To evaluate G-Bean’s search performance, we conducted a subjective evaluation using the

106 benchmark queries from the OHSUMED dataset, which is generated by clinicians in the course
of patient care. The 106 queries consist of patient information (a brief statement about the patient)
and information need (a clinician’s information request statement for the patient) fields.
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Figure 7.8: User selects one article of interest from the retrieval results

We invited 20 graduate students in Clemson University to use these 106 benchmark queries
to search the MEDLINE citations through G-Bean and PubMed respectively. The returned results
on both search engines are set to be ranked by their relevance to the query. The students carefully
examined the results returned by both search engines for each query and decided independently
which search engine produced more relevant search results. For a given query, they were asked to
choose one of the following three answers after carefully reviewing the search results:
(a) G-Bean returns better search results than PubMed;
(b) PubMed returns better search results than G-Bean;
(c) G-Bean and PubMed return similar search results.
After collecting all answers from the students, we summarize the search performance comparison
between G-Bean and PubMed for each query into 5 categories:
(1) G-Bean and PubMed return similar search results;
(2) G-Bean is definitely better than PubMed;
(3) G-Bean is marginally better than PubMed;
(4) PubMed is definitely better than G-Bean;
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Figure 7.9: User selects two articles of interest from the retrieval results
(5) PubMed is marginally better than G-Bean.

Given a query, let na , nb , nc denote the number of students who chose (a), (b), and (c)
respectively. We consider G-Bean and PubMed return similar search results iff nc ≥ 10 or na = nb .
Otherwise, we deem:
(1) G-Bean is definitely better than PubMed iff nb = 0 or (na − nb )/nb ≥ 25%;
(2) G-Bean is marginally better than PubMed iff nb > 0 or 0 < (na − nb )/nb < 25%;
(3) PubMed is definitely better than G-Bean iff na = 0 or (nb − na )/na ≥ 25%;
(4) PubMed is marginally better than G-Bean iff na > 0 or 0 < (nb − na )/na < 25%;
Our summary, as shown in Table 7.1, indicated that G-Bean returned definitely better search results in 67 of these benchmark queries and marginally better search results in 12 of these benchmark
queries, while PubMed retuned definitely better results in 7 of these queries and marginally better
results in 1 of these queries. In total, G-Bean returned better search results in 79 of these benchmark
queries while PubMed returned better search results in only 8 of these benchmark queries. For the
remaining 19 queries, these two search engines returned similar search results. This subjective evaluation confirms the efficiency of G-Bean search engine on biomedical information retrieval. The de-
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Figure 7.10: User removes one article from the list of interested articles
tails of the subjective evaluation experiment are given at http://bioinformatics.clemson.edu:8080/GBean/supplement.jsp.

Number of queries that G-Bean returned definitely better results

67

Number of queries that G-Bean returned marginally better results

12

Number of queries that PubMed returned definitely better results

7

Number of queries that PubMed returned marginally better results

1

Number of queries that the two search engines returned similar results

19

Table 7.1: Performance comparison between G-Bean and PubMed using the OHSUMED 106 queries
It is worth-noting that all students reported PubMed did not return any results on several
queries such as queries #17, #52, and #95. For some other queries, such as queries #23, #49, #71
and #89, PubMed only returned one result in each case.

After further studying PubMed, we found that PubMed assumed “AND” operators for
keywords in a query string. For instance, in query #17: “Rh isoimmunization, review topics”,
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Figure 7.11: Autocomplete feature in G-Bean
PubMed obtained four keywords, Rh, isoimmunization, review, and topics. It assumed “AND”
operation on these keywords to form the query for searching MEDLINE database, i.e., it tried to
retrieve articles containing all these four keywords. As a result, PubMed returned no result for
OHSUMED query #17 because there is no article in MEDLINE database containing all these four
keywords. Unfortunately, none of the graduate students found this problem in their evaluation of
PubMed search interface, nor did they figure out how to get a better search result using PubMed.
Actually, if we take out the keyword “topics” from the query #17 and submit it to PubMed, it
returns relevant articles. For an experienced user, it is not very hard to form a proper query string
(with some Boolean operators) to search the intended articles. However, for a novice user, such
as a graduate student, it is frustrating when the query returns no search results. In an extreme
situation, if a user happens to input a keyword not in any of the articles, e.g., a typo, no result will
be returned. In addition, PubMed uses MeSH to index documents. If a query contains no MeSH
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terms, PubMed may either return no search results or return irrelevant results after a long period
of search. On the other hand, G-Bean returned articles closely related to the query in most of the
cases.

Figure 7.12: G-Bean accepts suggestions from user to improve it
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Figure 7.13: The distribution of users visiting G-Bean search engine (page 1)
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Figure 7.14: The distribution of users visiting G-Bean search engine (page 2)
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Chapter 8

Conclusion
8.1

Contribution summary
In this thesis, we have proposed techniques to enhance the retrieval efficiency and usabil-

ity of G-Bean. We first propose a semantic graph based pseudo relevance feedback strategy for
retrieving more relevant documents from MEDLINE database. By improving the quality of both
feedback documents and expansion terms, the proposed strategy returns more relevant documents
than PRF strategy which improves the feedback documents or expansion terms alone. In addition,
We examined the influence of MeSH terms on the retrieval of relevant documents by including MeSH
terms derived from feedback documents in the final query. To address PubMed’s inefficient manual
indexing problem, we propose a multithread based parallel algorithm to create the index of MEDLINE documents. Considering that usability is an important factor to a search engine, we improved
the usability of G-Bean by adding more features. According to our subjective evaluation results,
G-Bean is more satisfying to user than PubMed. To sum up, our contribution are listed below:

(1) Our proposed semantic graph based PRF is conceptually novel and different from previous PRF approaches. Unlike previous PRF methods which are based on frequency to select important feedback information from feedback documents, the semantic graph not only captures the
unique concepts in the feedback documents, but also the semantic relationship between concepts,
which help us identify the most important terms in the feedback documents and capture the user
search intention.
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(2) The connecting of concepts by semantic relationships can disambiguate polysemous words and
thus enhance the retrieval performance.
(3) Unlike previous graph based approaches using words as the nodes in the graph, our semantic
graph consists of nodes representing CUIs. Since synonymous words are mapped to the same CUI,
using CUIs as the nodes in the graph not only reduce the size of the graph, but also cut down the
computation time for the ranking of nodes.
(4) Our proposed PRF enhances the retrieval performance by improving the quality of both feedback documents and expansion terms, while existing PRF approaches only improve either one. Our
proposed PRF strategy yields better retrieval results.
(5) We examined the influence of MeSH terms on the retrieval of relevant documents and compared
the retrieval results by PRF based on UMLS CUIs alone, PRF based on MeSH terms alone, and
PRF based on both UMLS CUIs and MeSH terms respectively. To our knowledge, this is the first
examination about the MeSH terms influence on the MEDLINE document retrieval.
(6) Our parallel indexing algorithm addressed the inefficient manual indexing process in PubMed,
while existing search engines don’t resolve this problem of PubMed.
(7) G-Bean provides a document recommendation feature based on the list of articles the user has
shown interest in, while PubMed only recommends articles based on current viewing article. In
addition, PubMed recommends articles by keyword matching, which might be inaccurate because
of polysemy and synonymy problems.

8.2

Future work
We have proposed a multithread base parallel algorithm to index the MEDLIEN documents.

The indexing is completed by one machine. In the future, we plan to run the indexing algorithm
on the Palmetto cluster using multiple computation nodes to further reduce the time on document
indexing. Using the high performance computing resource might reduce the indexing to several
minutes, which allows everyday update of MEDLINE indexing.
Usually, biomedical search engines like PubMed retrieve a lot of documents by a query, which
makes it almost impossible for the user to read through the returned results to find the interested
ones. It is challenging for the users to locate the documents they are interested in among the large
number of returned results. Document clustering is one of the most popular methods applied to
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resolve this problem by automatically grouping the returned results into clusters to provide a better
organization of the results, which is suitable for browsing. Similar documents are categorized to
the same cluster while dissimilar documents are separated. Since it is easier to scan a few coherent
groups than browsing through each individual result, the users can identify the documents they need
faster. In the future, we plan to design a clustering algorithm specific for biomedical documents to
group the retrieval results into clusters. Each cluster is assigned with a list of keywords about its
major topics. The user can select the cluster of interest to view by browsing the keywords thus to
locate the documents of interest fast.
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Appendix: List of Abbreviations
and Acronyms

11-pt AvgP

11-point Average Precision

AOD

Alcohol and other Drug

CSP

CRISP Thesaurus

CUI

Concept Unique Identifier

LRU

Least Recently Used

MAP

Mean Average Precision

MEDLINE

Medical Literature Analysis and Retrieval System Online

MSH/MeSH

Medical Subject Headings

NLM

National Library of Medicine

NCBI

National Center for Biotechnology Information

PRF

Pseudo Relevance Feedback

Servlet

Server Applet

SGR

Semantic Graph based Ranking

SNOMEDCT

SNOMED Clinical Term

TF-IDF

Term Frequency-Inverse Document Frequency

TREC

Text Retrieval Conference

UMLS

Unified Medical Language System

PPV

Personalized PageRank Vector
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