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During strong earthquakes structural systems exhibit nonlinear behavior due to low-cycle
fatigue, cracking, yielding and/or fracture of constituent elements. After a seismic event it
is essential to assess the state of damage of structures and determine if they can safely resist
aftershocks or future strong motions. The current practice in post-earthquake damage as-
sessment relies mainly on visual inspections and local testing. These approaches are limited
to the ability of inspectors to reach all potentially damaged locations, and are typically
intended to detect damage near the outer surfaces of the structure, leaving the possibility
of hidden undetected damage. Some structures in seismic prone-regions are instrumented
with an array of sensors that measure their acceleration at different locations. Acceleration
response measurements contain information about the state of damage of structures, and it
is of interest to extract this information and use it in post-earthquake damage assessment
and decision making strategies.
The objective of this dissertation is to show that Bayesian filters can be successfully
employed to estimate the nonlinear dynamic response of instrumented structural systems.
The estimated response is subsequently used for structural damage diagnosis in a mechanics-
based framework. Bayesian filters combine dynamic response measurements at limited
spatial locations with a nonlinear dynamic model to estimate the response of stochastic
dynamical systems at the model degrees-of-freedom. When a subset of the parameters that
define the stochastic model are uncertain, these can be estimated together with the response,
a strategy known as joint state/parameter estimation. In this dissertation the application of
five filters is investigated in the context of structural dynamics applications: the extended,
unscented and ensemble Kalman filters, the particle filter and the model-based observer.
The main contributions of this dissertation are summarized as follows: i) Development
of a filtering-based mechanistic damage assessment framework; ii) Experimental validation
of Bayesian filters in small and large-scale structures; iii) Uncertainty quantification and
propagation of response and damage estimates; iv) Development of a model-based filter for
nonlinear structural systems.
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1.1 Background and Motivation
Monitoring the performance and estimating the remaining useful life of current civil infra-
structure has been identified as a major objective in the civil engineering community. This
has been promoted in part by the fact that a significant portion of the United States infra-
structure has exceeded its intended service life (U.S. Department of Homeland Security and
Technology, 2010), and an increase in the trend of losses due to damaging events resulting
from natural hazards (Cutter and Emrich, 2005).
After severe natural events structures tend to experience physical changes that disrupt
some of the functions for which they were designed, and ultimately become a threat to the
safety of its users. Such physical changes will be defined as damage, and can be broadly
classified as structural and non-structural. Non-structural damage is related to components
such as architectural, mechanical and electrical elements; the left panel of Fig. 1.1 depicts
the failure of partitions and ceilings of an office building during the 1994 Northridge earth-
quake. Structural damage is the physical change that takes place in load carrying elements,
such as beams, columns and load bearing walls; the right panel of Fig. 1.1 shows structural
damage in the form of shear failure in columns observed in the Van Nuys Hotel during the
1
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Figure 1.1: The left panel presents non-structural damage in the form of failure of office partitions
and ceilings during the 1994 Northridge earthquake (Council, 2011); the right panel shows structural
damage in the form of shear failure in columns observed in the Van Nuys Hotel during the 1994
Northridge earthquake (Gicev and Trifunac, 2007).
1994 Northridge earthquake (Gicev and Trifunac, 2007).
Current damage assessment methodologies for structures rely mainly on visual inspec-
tions and local testing. These approaches require knowledge of the potential damaged
locations and that structural damage occurs near the outer surfaces of the structure (Far-
rar et al., 2001). However, in some cases earthquake-induced damage is difficult to detect
using visual inspections, specially in steel frames because damage is typically constrained
to a limited portion of the structure (such as connections, anchor bolts and local buckling)
(Tremblay et al., 1995). This was observed to be the case after the 1994 Northridge earth-
quake; several studies revealed that inspections failed to detect numerous structures that
presented cracks and fracture at welded connections (Krawinkler, 1996; Mahin, 1998).
In general, the source of structural damage may be due to gradual wear (such as cor-
rosion) or discrete events (such as earthquake-induced damage) (Inman et al., 2005). In
this work we are interested in applications where the main source of damage is the effects
of dynamic loads caused by discrete events. Damage due to such effects can be broadly
classified as high-cycle fatigue and low-cycle fatigue. High-cycle fatigue is characterized by
2
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low amplitude high frequency deformation cycles, as occurs for example in bridges subjec-
ted to traffic loads. Low-cycle fatigue is characterized by low frequency high amplitude
deformation cycles where material and geometric nonlinearities are typically observed. In
this dissertation we are concerned with low-cycle fatigue damage, in particular earthquake
induced damage in building structures.
The need of fast, robust and reliable damage assessment approaches for structural sys-
tems subjected to dynamic loads have promoted the interest in structural health monit-
oring applications. Because of the capability to deploy an array of sensors in a relatively
short period of time at an affordable cost, and the potential information about the state
of structures that can be extracted from response measurements, recent work has focused
on vibration-based damage assessment approaches. The increased computational resources
at an affordable cost have also promoted the development of new strategies to tackle this
problem. For example, following the 1971 San Fernando earthquake the number of sensors
installed in the Van Nuys hotel was increased (after minor structural damage was repaired),
resulting in the sensors layout shown in Fig. 1.2. After the 1994 Northridge earthquake the
available data was extensively used to validate structural health monitoring approaches,
and was indeed confirmed that acceleration response measurements can be used to gain
information about the state of damage of structural systems following damaging events
(Naeim et al., 2005; Krawinkler, 2005; Gicev and Trifunac, 2009).
Typically to perform vibration-based damage assessment damage sensitive features are
extracted from response measurements obtained before, during and after a potentially dam-
aging event. Current vibration-based methods aim to identify structural damage relying on
changes in global properties of the dynamic models of the structure of interest (with respect
to a reference state of damage) such as vibration frequencies, mode shapes and damping
ratios (Doebling et al., 1998). Usually global measures can capture smeared damage in the
structure, but fail to estimate localized damage.
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Figure 1.2: Van Nuys hotel instrumentation after 1980; black arrows indicate the sensors measuring
direction (Naeim et al., 2005).
This work is motivated in part by the need to couple current global damage approaches
with a local damage approach, where measurements are used to estimate damage features
that can be assigned to different spatial locations throughout the structure. The main
challenge in such local approaches is that they typically require knowledge of the dynamic
response at a sufficient number of spatial locations. To obtain an estimate of the response
of instrumented structures the use of Bayesian filters is investigated. With this estimate at
hand, damage models based on principles of mechanics and/or experimental tests can be
applied and potentially combined to provide local damage measures for different structural
elements (Park et al., 1985; Cosenza et al., 2000; Bozorgnia and Bertero, 2003; Campbell
et al., 2008). The local damage measures can be used together with current global damage




The objective of this work is to show that the nonlinear dynamic response and state of
damage of instrumented structural systems can be estimated using Bayesian filtering theory.
To this end, Bayesian filters combine a nonlinear dynamic model with limited measurements
to obtain a probabilistic estimate of the response throughout the structure. A filtering-
based mechanistic approach is explored as a means to quantify structural damage after
earthquake-induced strong motions. For this purpose the estimate of the response provided
by Bayesian filters is fused with damage models developed for earthquake applications to
provide a probabilistic measure of the level of structural damage.
In this dissertation Bayesian filters for linear and nonlinear systems are verified and
validated using numerical and experimental results. For this purpose, estimated quantities
of interest are compared to the corresponding simulated or measured quantity, and the
accuracy and efficiency of the results are quantified using error metrics. The sensitivity
to parametric and non-parametric model errors and the effects of measurement noise and
nonlinearity are also studied.
1.3 Dissertation Contributions
The main contributions of this dissertation are the following:
1. Development of a filtering-based mechanistic damage framework. A framework for
estimating structural damage from response estimates obtained using Bayesian filters
is developed. Instead of estimating damage as changes in model parameters, damage
is assessed using mechanics-based damage models. The proposed approach has the
advantage that structural damage is quantified numerically, and thus different damage
stages can be classified using the results from experiments and past earthquakes.
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2. Experimental validation of Bayesian filters in structural mechanics applications:
a) Application in small-scale experiment: The Kalman filter and a model-based ob-
server for linear systems are validated experimentally using an aluminum cantilever
beam in a laboratory environment. For this purpose, the acceleration response and
the stress field are estimated and compared to the output of sensors measuring these
quantities. It is shown that the Kalman filter and the model-based observer accur-
ately reconstruct the dynamic response of the specimen. Moreover, it is shown that
the model-based observer has the capability of estimating the stress field history using
a high-order finite element model.
b) Application in full-scale experiment: Bayesian filters are validated in a full-scale
experiment of a densely instrumented reinforced concrete building structure tested in
the NEES-UCSD shake table. It is shown that the filters are capable of estimating
the dynamic response and strain histories at different locations when the structure is
subjected to different input excitations. When the structure experiences severe de-
gradation due to repeated testing, the filters showed a reduced accuracy with respect
to previous results.
3. Uncertainty quantification and propagation of Bayesian filters estimates. Uncertainty
propagation formulae are derived for a class of nonlinear models for building struc-
tures, in order to estimate the uncertainty of quantities of interest that result from
functions of the response. These results are used to propagate the uncertainty in the
response estimated by Bayesian filters. It is also shown that the estimates given by
nonlinear filters depend strongly on the realization of the stochastic processes defining
the measurement noise and input models. To compare the quality of the estimates
statistical analyses are performed where ensemble of estimates are used to assess the
filters accuracy, instead of using point values. This provides a more transparent mean




The dissertation is organized as follows:
• Chapter 2: Filtering in Stochastic Structural Systems. An introduction to stochastic
dynamical systems and filtering noisy observations in structural applications is presen-
ted. The Bayesian framework is used to obtain a probabilistic solution to the filtering
problem in the form of a conditional probability density function; approximate al-
gorithms to estimate this density function are discussed. An extension to nonlinear
structural systems of the model-based observer (a filter for linear structural systems)
based on trajectory linearization is presented. The resulting filter is compared to
current Bayesian filters using numerical experiments.
• Chapter 3: Uncertainty Quantification and Propagation of Bayesian Filtering. In this
chapter statistical analyses are conducted to study the large sample behavior of the ex-
tended and unscented Kalman filters when used to perform both state and joint state/-
parameter estimation under different operating conditions, including parametric/non-
parametric input model and dynamic model errors. Uncertainty propagation analyses
are conducted for a class of nonlinear models for building structures using formulae
derived in Appendix A.
• Chapter 4: Filtering-based Mechanistic Damage Framework. A framework for estim-
ating structural damage using the estimates provided by Bayesian filters is presented.
The framework employs mechanics-based damage measures previously developed for
earthquake applications. The framework is verified using numerical experiments under
ideal modeling conditions and parametric/non-parametric model errors.
• Chapter 5: Experimental Validation of Bayesian Filters.
a) The model-based observer and the Kalman filter are validated using an aluminum
7
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cantilever beam in a laboratory environment and different forcing inputs. The results
are compared to the measured response at locations not used for implementing the
filters. The model-based observer is successfully used to estimate the strain field of
the specimen.
b) The application of filters in a full-scale structure is presented. The experiment
consisted in a slice of a shear-wall type reinforced concrete building structure, tested
in the NEES-UCSD shake table. The response of the system at different damage states




Filtering in Stochastic Structural Sys-
tems
2.1 Introduction
Engineering systems are designed and built to accomplish predefined functions and fulfill
some tasks. A critical step to understand, monitor and/or improve the performance of
engineering systems is to know their response under different operating conditions. To
predict the response of such systems a mathematical model is developed using physical laws
and/or experimental data; when the model response depends on time the resulting model
is typically known as a dynamic model.
The response of models of dynamical systems is characterized by the state, a set of
variables such that if these are known at a given time, the future response can be computed
uniquely given the inputs. In applications generally some features of the model are not
known precisely due to modeling complexities, difficulty to gather some needed informa-
tion, or intrinsic variability of some phenomena that make replication a difficult task. A
model to describe the uncertainty in the constitutive features of dynamical systems is based
on probability theory. Probability theory provides a framework to describe the lack of
9
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knowledge of some features of the model, such as initial conditions, inputs or forcing terms,
and parameters that define the model class. The resulting entity is known as a stochastic
system (Grigoriu, 2012).
The uncertainties involved in the probabilistic description of the response of stochastic
dynamical systems may result in a poor knowledge of the actual behavior experienced by
the physical system of interest. To improve the knowledge and prediction capability of
the model information from the system is gathered from observations obtained using a
measuring device. Due to economical or practical constraints observations are generally
limited, i.e., usually only a reduced number of spatial locations are measured.
The process of learning about the state of a dynamical system from incomplete observa-
tions is known as estimation (a class of system identification problems can also be regarded
as estimation). In this work the probabilistic or Bayesian approach to estimation is adopted.
In this approach all the information about the state that can be inferred from the observa-
tions and uncertain initial conditions is embodied in a probability density function (PDF)
conditioned on the observations. From this distribution estimates of the state are obtained
using different optimality criteria. The probabilistic approach allows a rigorous and unified
theory to be developed for linear and nonlinear, continuous or discrete estimation problems
(Jazwinski, 1970).
Depending on the relation between the time t that the state is estimated and the time
tk of the last observation used, the estimation problem can be classified as filtering if t = tk,
smoothing if t < tk and prediction if t > tk (see Fig. 2.1). We are interested in filtering,
where the state is estimated using all the information available up to the time of interest.
The main reason to adopt a filtering approach is that in the applications envisioned a
decision about the performance of the system needs to be made in a limited time, or in
some cases near real-time.
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Figure 2.1: Comparison between smoothing, filtering and prediction. If the time instant at which the
state is being estimated is before the last observation the estimation problem is known as smoothing,
if the two time instants coincide is known as filtering, and if the state is being estimated after the
last observation was obtained is known as prediction.
2.2 Stochastic Structural Systems
In this work we are interested in nonlinear structural systems whose dynamic response can
be modeled by
Mq¨(t) +Cdq˙(t) + gr(q(t), q˙(t), z(t); θ) = Tg(t) t0 ≤ t ≤ tf (2.1)
with initial conditions q(t0) = q0 and q˙(t0) = q˙0. The vector q(t) ∈ RN is the dis-
placement vector at time t, N is the number of degrees-of-freedom (DOF) of the model,
M = MT ∈ RN×N is the mass matrix∗†, Cd = CTd ∈ RN×N is the damping matrix,
gr : RN × RN × RN → RN is the restoring force function, parameterized by the vector
θ ∈ Rs. The auxiliary variable z(t) ∈ RN is used to model inelastic behavior. The matrix
T ∈ RN×r defines the spatial distribution of the input vector g(t) ∈ Rr.
The restoring force function gr is given by static equilibrium of the internal force of
∗Bold letters will be used to denote matrices.
†AT denotes the transpose of the matrix A.
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nonlinear resisting elements connecting the different N DOF. The class of nonlinear models
for the internal forces studied in this dissertation is the Bouc-Wen model (Bouc, 1971; Wen,
1976). The Bouc-Wen model has been extensively calibrated and is able to capture the
hysteretic behavior observed in concrete and steel structural elements (Dobson et al., 1997;
Ikhouane and Rodellar, 2005; Charalampakis and Koumousis, 2008; Sengupta and Bing,
2012; Ortiz et al., 2013). In this model the internal force in the resisting element connecting
DOF i and DOF i-1 is modeled by
gri = aiki(qi − qi−1) + (1− ai)Dikizi (2.2)
where ki is the initial stiffness, Di the yield displacement and ai is the ratio of post-yield to
pre-yield stiffness. As it can be seen from Eq. 2.2 the model consists of the weighted sum
of two springs in parallel, weighted by ai. The hysteretic component is modeled by zi, the
normalized hysteretic force, given by
z˙i = D−1i
[
(q˙i − q˙i−1)− βi|q˙i − q˙i−1||zi|νi−1zi − γi(q˙i − q˙i−1)|zi|νi
]
(2.3)
where {γi, βi} controls the shape of hysteresis loops, and νi governs the smoothness of
the transition from elastic to plastic response. This model can be further generalized to
account for stiffness/strength degradation and pinching behaviors (Baber and Noori, 1985).
The shape of the hysteresis obtained using two sets of parameters are shown in Fig. 2.2 for
a single degree-of-freedom system with ω2n = k/M = 4pi2 and ξ = Cd/2Mωn = 0.05.
The model defined by Eq. 2.1 is written in first-order state-space form as
dx(t)
dt
= f(x(t); θ) +Bg(t) x(t0) = xo t0 ≤ t ≤ tf (2.4)
12
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Figure 2.2: Trajectory of (q(t), fr(t)) parameterized by t for two sets of Bouc-Wen parameters char-
acteristic of structural models.













where 0n×r is an n×r matrix whose components are zeros. The state will be re-defined in
further sections depending on different applications such as joint state/parameter estimation
and to model “colored” processes.
When some of the features defining Eq. 2.4, such as the forcing input, initial condition,
model parameters and/or model class are uncertain, probability theory provides a model to
describe the uncertainty in these features. In this setting the initial condition x(t0) and the
parameters θ are modeled as random variables, and the uncertain component of the forcing
input g is modeled as a vector stochastic process defined in a probability space.
13
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The forcing input Tg in Eq. 2.1 is written as Tg = T1w + T2u, where u(t) ∈ Rr
and w(t) ∈ Rl denote, respectively, the known and uncertain components of the input. For
mathematical convenience w is defined as a vector of independent white Gaussian processes,
considered as the formal derivative of a vector Brownian motion dβ(t)/dt ‡. Thus, Eq. 2.4
is formally equivalent to the incremental form









p0 is the initial probability density function (PDF) of the state (assumed to be Gaussian),










B2u(t)dt p(x(t0)) = p0 t0 ≤ t ≤ tf
(2.9)
where the second integral was defined by Wiener (Wiener, 1930), and further generalized
for the case where B1 is a function of x(t) by Itoˆ (Ito, 1944) and Stratonovic (Stratonovic,
1966). It can be shown that the stochastic process x of Eq. 2.9 is a Markov process, and
is thus fully characterized by the probability density functions p(x(t)) for t ∈ [t0, tf ], and
p(x(t)|x(τ)) for t > τ ∈ [t0, tf ]. The evolution of both of these PDF is given by the following






















‡Recall that βi was defined as parameter in the Bouc-Wen model; the use of the symbol β will be clear
from the context.
§E[·] denotes the expectation operator.
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where p is either p(x(t)) or p(x(t)|x(τ)). Kolmogorov’s equation has been solved ana-
lytically only for simple systems, and most of the current results are based on numerical
methods that become intractable when the dimension of the state is larger than five (Spen-
cer Jr. and Bergman, 1993; Masud and Bergman, 2005a; Masud and Bergman, 2005b).
In the context of structural systems in (Pichler et al., 2011) Kolmogorov’s equation was
solved numerically using finite difference and the finite element method for single degree-
of-freedom linear and Duffing oscillators. For the Bouc-Wen model described before also
only single degree-of-freedom systems have been considered (Chakraborty and Chowdhury,
2015); the state-space representation for the Bouc-Wen model requires three state variables
for each DOF, and as mentioned before the numerical solution becomes intractable for more
than five dimensional spaces. To overcome this difficulty Eq. 2.7 will be discretized using
numerical methods for stochastic equations (Kloeden and Platen, 1999; Higham, 2001).
2.3 The Filtering Problem
In the absence of additional information the estimate of the response is given by the PDF
of x(t) obtained either by solving Kolmogorov’s equation (analytically or numerically) or by
discretizing the stochastic model (Kloeden and Platen, 1999; Higham, 2001). In this work
we are interested in applications where in addition to the stochastic dynamic model limited
noise contaminated measurements of the response are available from sensors or measuring
devices, and modeled as
y(tk) = h(x(tk), g(tk)) + ν(tk) k = 1, . . . , nt (2.11)
where nt is the total number of measurements and tk indicates the time at which meas-
urement k was recorded. The measured vector is y(tk) ∈ Rm, the function h : Rn×Rr → Rm
maps the state/input space to the output space, and ν(tk) ∈ Rm is the measurement noise,
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assumed to be a Gaussian vector with zero mean and covariance matrixRk. For acceleration
response measurements
h(x(tk), g(tk)) = c2
(
−M−1Cdq˙(tk)−M−1gr(q(tk), q˙(tk); θ) +Tg(tk)
)
(2.12)
where c2 ∈ Rm×N is a boolean matrix indicating the measured locations.
The objective of filtering is to combine the model defined by Eq. 2.7 with the sampled
measurements available up to the time of interest to obtain an improved estimate of the
system response. In the Bayesian approach to filtering the information about the state
embodied in the measurements is incorporated by a probability density function conditioned
in the observations. This approach allows the development of a unified and consistent theory
for linear and nonlinear, discrete or continuous systems (Jazwinski, 1970; Sarkka, 2013).
To perform filtering in applications where response measurements are obtained in dis-
crete form as in Eq. 2.11 one proceeds as follows: let tk−1 denote the time instant when
the last measurement was assimilated, resulting in the estimate p(x(tk−1)|Yk−1) where
Yk = {y(ti) : ti ≤ tk}. Kolmogorov’s equation is solved forward in time to compute
p(x(t)|Yk−1) for tk−1 < t ≤ tk with initial condition p(x(tk−1)|Yk−1). When an observa-




where the fact that from Eq. 2.11 follows that a measurement conditioned in the state
is independent of previous measurements was used. The Bayesian approach to filtering is
depicted schematically in Fig. 2.3.
In the Bayesian approach to filtering, the function p(x(t)|Yk) for tk ≤ t < tk+1 is the
solution to the filtering problem and will be referred to as the filtering distribution. A
point estimate is generally of interest and is selected based on some optimality criteria.
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Figure 2.3: Bayesian filtering with discrete measurements. The upper panel depicts the “true” system
response and noise contaminated measurements. The lower panel shows the filtering distribution,
p(x(ti)|Yi), and the evolution the conditional mean, E[x(t)|Yi]. The function p(x(t)|Yi−1) for
ti−1 < t ≤ ti denotes the prior distribution, obtained by solving Kolmogorov’s equation forward in
time.
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Commonly the objective is to find the generalized minimum variance estimate, given by the
conditional mean (Gelb, 1996)
xˆ(t) = E[x(t)|Yk] (2.14)
The main challenge of Bayesian filtering as described before is the solution of Kolmogorov’s
equation (to obtain the prior distribution), which has proved to be a difficult task. The
general approach to address this difficulty is to discretize Eq. 2.7 using numerical methods
for stochastic equations (Kloeden and Platen, 1999; Higham, 2001), resulting in the dynamic
model
xk = fd(xk−1) +Bd1wdk−1 +Bd2uk−1 (2.15)
where {wdk} is a zero mean uncorrelated Gaussian sequence with covariance matrix Qk,
and the nature of fd, Bd1 and Bd2 depend on the discretization scheme employed. Thus,
to obtain the needed evolution of p(x(ti)|Yk−1) for tk−1 < ti ≤ tk, where ti = i∆t with ∆t
denoting the time step, the distribution of nonlinear transformations of random variables
needs to be computed. These distributions depend on a potentially unbounded number of
parameters, and are again difficult to compute in closed-form for general nonlinear mod-
els. Alternatively, one can attempt to compute p(x(ti)|Yk−1) using Chapman-Kolmogorov
type equations; however, for the applications of interest in this work this results in high-
dimensional integrals unfeasible to compute on-line as the measurements become available.
Approximate sub-optimal solutions are thus needed to arrive to a tractable problem.
When the system is linear under the conditions defined before the Bayesian solution to
the filtering problem admits a closed-form solution resulting in the well-known Kalman filter
(Kalman, 1960). The next section presents a brief review of some linear filtering results.
The nonlinear filtering problem is revisited in section 2.5, where approximate solutions to




In applications where a linear time-invariant model is sufficient to obtain satisfactory pre-
dictions of the system response the restoring force function gr in Eq. 2.1 is given by
gr(q(t), q˙(t), z(t); θ) = Kq(t) where K = KT ∈ RN×N denotes the stiffness matrix. In this
case Eq. 2.7 takes the form
dx(t) = Ax(t)dt+B1dβ(t) +B2u(t)dt p(x(t0)) = p0 t0 ≤ t ≤ tf (2.16)





The matrix Ii×i denotes the i-dimensional identity matrix. The measurement model in Eq.
2.11 is also assumed to be linear
y(tk) = Hx(tk) +Dg(tk) + ν(tk) (2.18)








D = c2M−1T (2.20)
Under these conditions the Bayesian filtering problem admits a closed-form recursive





The Kalman filter (KF) provides a recursive solution to the linear Gaussian Bayesian filter-
ing problem. It can be shown that in this case the distribution p(x(t)|Yk−1) for tk−1 < t ≤ tk
is Gaussian, and thus only its first two statistical moments need to be computed, eliminat-
ing the issues related to solving Kolmogorov’s equation discussed before. The evolution of
the mean xˆ(t) and covariance P(t) of p(x(t)|Yk−1) between measurements are given by the
following differential equations (Jazwinski, 1970)
dxˆ(t)
dt
= Axˆ(t) +B2u(t) tk−1 < t ≤ tk (2.21)
dP(t)
dt
= AP(t)T +P(t)AT +B1Q(t)BT1
with initial conditions xˆ(tk−1) and P(tk−1). The posterior p(x(tk)|Yk) is Gaussian and
its mean and covariance are computed using the following algorithm
xˆ(tk) = xˆ−k +Kk(y(tk)− yˆ−k )

















with xˆ−k and P−xkxk obtained from evaluating the solution of Eq. 2.21 at time tk. For




xˆ(t) = exp(At)xˆ(tk−1) +
∫ t
tk−1
exp(A(t− ξ))B2u(ξ)dξ tk−1 < t ≤ tk (2.24)
Pˆ(t) = exp(At)P(tk−1) exp(At)T +
∫ t
tk−1
exp(A(t− ξ))B1Q(t)BT1 exp(A(t− ξ))Tdξ
In nonlinear estimation problems, if the form of the estimator is assumed to be linear
and only the first two statistical moments of the estimation error are used, the Kalman filter
results in the best linear minimum mean-square error estimator (in the classical estimation
sense), irrespective of the nature of the dynamic model and statistical models of the input
(Van der Merwe, 2000). The Kalman filter, however, will no longer be the Bayesian solution
to the filtering problem, nor optimal in the general minimum mean-square sense (it is
possible that a nonlinear estimator provides better results (Kalman, 1960)). The application
of the Kalman filter to nonlinear/non-Gaussian models will be revisited when approximate
solutions to Bayesian filtering are studied in section 2.5.
2.4.2 Model-Based Observer
This section presents a brief review of a recently developed linear filter for second-order
systems referred to as the model-based observer (Hernandez, 2011a). The model-based
observer and Kalman filter will be validated experimentally in a following chapter.
The model-based observer was developed to perform filtering in linear systems defined
as in Eq. 2.16 where the uncertain component of the excitation w(t) (formally dβ(t)/dt for
white noise inputs) is assumed to be a weakly stationary stochastic process.
A vector of limited velocity response measurements y(t) ∈ Rm are available and modeled
in continuous time as
y(t) = Hx(t) + ν(t) t0 ≤ t ≤ tf (2.25)
whereH = [0m×N c2]. The output distribution matrix c2 ∈ Rm×N is a Boolean matrix
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where m is the number of measurements, and ν(t) is the measurement noise, modeled as a
weakly stationary stochastic process.
Linear State Estimators
In general, an estimate of the state provided by a linear estimator can be written in first
order state-space form as
˙ˆx(t) = Axˆ(t) +B2u(t) +G[y(t)−Hxˆ(t)] (2.26a)
= (A−GH)xˆ(t) +B2u(t) +Gy(t) (2.26b)
where xˆ(t) represents an estimate of x(t). As can be seen from Eq. 2.26b, the estimate
is the response of the system subject to excitations consisting of the weighted difference
between measured response and model prediction. The feedback gain matrix G ∈ R2N×m
is the estimator gain, and it is selected based on the minimization of an objective function
of the state error e(t) = x(t) − xˆ(t), where e(t) is governed by the following stochastic
differential equation
e˙(t) = (A−GH)e(t) + (B1 −Gc2M−1T1)w(t)−Gν(t) (2.27)
with initial condition p(e(0)).
In the continuous time Luenberger observer setting, estimation error is driven by un-
known initial conditions and w(t) = 0 ∀t, and thus, the stability of the state estimation
error is governed by the real-part of the eigenvalues of the matrix F = A − GH. The
matrix G is then selected such that <(λF ) < <(λAc) and as <(λF ) decreases, the state
estimation error diminishes more rapidly, but at the same time it becomes more susceptible
to measurement noise and model error.
In the continuous time Kalman-Bucy filter (Bayesian) formulation it is assumed that
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w(t) and ν(t) are (formally) white Gaussian stochastic processes with zero mean and spectral
density matrices Q(t) and R(t) respectively. In this case the conditional covariance matrix
is given by the solution of the following Ricatti equation (Kalman and Bucy, 1960)
P˙(t) = AP(t) +P(t)AT −K(t)R(t)K(t)T +B1Q(t)BT1 (2.28)
where K(t) is the continuous-time Kalman gain, and P(t) is the continuous time con-
ditional covariance matrix. The model-based observer (originally derived in (Hernandez,












where ∆y(t) = y(t)−Hxˆ(t) is the output residual.
To satisfy the top partition it is necessary that G1∆y(t) = 0, which means that either






where G2 ∈ RN×m is still free to be selected. Denoting q˙m(t) as measured velocities
(readily obtained from acceleration measurements), the output residual is given by
∆y(t) = q˙m(t)− c2 ˆ˙q(t) (2.31)
and since from the form of G it follows that ˆ˙q(t) = ˙ˆq(t), the bottom partition of Eq.
2.29 becomes
M¨ˆq(t) + (CD +MG2c2) ˙ˆq(t) +Kqˆ(t) = MG2q˙m(t) (2.32)
This is a second-order matrix differential equation of the same form of Eq. 2.1. The
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requirement for the observer to be realizable as a finite element model (FEM) is that the
matrix MG2c2 must be symmetric and positive-definite, such that the resulting damping
matrix retains a physical interpretation. The form of the lower partition for the gain matrix
is selected as
G2 = M−1cT2E (2.33)
where E = ET ∈ Rm×m remains free to be selected (m2 + 1−m free scalars). By close
examination of Eq. 2.32, the model-based observer can then be physically interpreted as
the original system with added viscous damping cT2Ec2 and driven by the forces cT2Eq˙m(t).
The diagonal terms of E are equivalent to grounded dampers and the off-diagonal terms
(typically set to zero) are equivalent to dampers connecting the respective degrees of free-
dom.
In order to determine the optimal value of E, the objective function to be minimized
in the model-based observer is the trace of the stationary displacement error covariance
matrix given by






where it was shown in (Hernandez, 2011a) that the estimation error power spectral
density matrix is given by












The matrices Φww, Φvv, Φwv and Φvw are the power spectral density of the unknown
excitation, measurement noise and cross-spectral density between the disturbance and the
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measurement noise. Both cross-spectral densities are zero matrices when the disturbance
and measurement noise processes are uncorrelated, and one of them is zero mean.
Note that in a similar fashion to the KF, the matrix E is selected to minimize the trace
of the estimation error covariance matrix. However, the difference is that in the KF the
objective function corresponds to the trace of the complete state error covariance matrix. In
the model-based observer only the trace of the displacement error covariance is minimized.
Additional information on the derivation of the proposed MBO can be found in (Hernandez,
2011a; Hernandez, 2011b).
2.4.3 Observability of Linear Systems
A property used to assess the accuracy that can be obtained from state estimation is known
as observability. A state x(to) is observable if it can be determined from knowledge of
the system matrices and the output y(t) for t > to. If all possible states of a system
are observable, then we say the system is completely observable. For linear time-invariant
systems, the observability criteria consists in showing that for the initial time to there exists





is full rank (Brogan, 1991). If the system is completely observable, the trace of the state
error covariance matrix remains bounded. Moreover, if the input and measurement noise
processes are stationary the error covariance matrix reaches a bounded steady-state solution,
i.e., the error is guaranteed to not exceed (statistically) a certain threshold (Kalman and
Bucy, 1960; Gelb, 1996).
For nonlinear systems the development of a unified observability criteria similar to the
one presented above remains an open problem. Different approaches have been proposed for
different classes of nonlinear systems (Hermann and Krener, 1977; Gauthier and Bornard,
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1981; Gray and Mesko, 1999; Anguelova, 2004). For example, if the functions defining the
dynamic model and measurements are analytic a rank condition based on Lie algebra can
be applied (Hermann and Krener, 1977). This criteria reduces to the one shown above for
linear systems.
In the context of structural systems, in (Chatzis et al., 2014) geometric and algebraic
observability criteria, such as the rank condition criteria developed in (Hermann and Krener,
1977) and the observability test developed in (Sedoglavic, 2002) were applied to a linear
three DOF system, a spring-pendulum system and a nonlinear oscillator with the Bouc-
Wen model. The effect of location and types of measurements in the observability of the
different systems was assessed, and the benefits of using different types of measurements
was remarked.
2.5 Nonlinear Filtering
As discussed in section 2.3 the solution to the Bayesian filtering problem in nonlinear systems
reduces to the ability to compute the PDF of nonlinear transformations of random variables.
Specifically, the prior distribution is given by the PDF p(x(ti)|Yk−1) for tk−1 < ti ≤ tk where
the evolution of xk is given by
xk = fd(xk−1) +Bd1wdk−1 +Bd2uk−1 (2.38)
where {wdk} is a zero mean uncorrelated Gaussian sequence with covariance matrixQk, and
fd is a nonlinear vector function; fd, Bd1 and Bd2 depend on the discretization scheme used
(Kloeden and Platen, 1999; Higham, 2001). For the applications of interest in this work the
nature of the nonlinear model defined by fd and the dimension of the state are such that
p(x(ti)|Yk−1) cannot be computed in closed-form. In fact, this distribution may depend in
an unbounded number of parameters (Julier et al., 2000). To overcome this difficulty and
26
2.5. NONLINEAR FILTERING
obtain tractable solutions sub-optimal approximations are needed.
A family of sub-optimal methods sequentially approximates the distribution p(x(ti)|Yk−1)
by a Gaussian distributions, reducing the problem of estimating a PDF to estimating its
first two statistical moments. The next section presents three techniques to estimate the
mean and covariance of nonlinear transformations of random variables. These methods will
be used by Gaussian-based approximate nonlinear filters in a following section.
2.5.1 Nonlinear Transformations of Random Variables
Gaussian-based approximate filters rely on methods to estimate the mean and covariance of
nonlinear transformations of random variables (RV). The estimated statistics are then used
to fit a Gaussian distribution to the prior distribution in Eq. 2.13. Numerical methods to
estimate statistical moments of RV are discussed in this section; these methods will define
the analysis step of some of the nonlinear filters introduced in the following section. The
three most popular methods to estimate statistical moments in filtering applications are: i)
first-order linearization, ii) Monte-Carlo based estimates, and iii) the unscented transform.
Let g : Rn → Rm be a nonlinear function of the random variable x. First-order linear-
ization follows from expanding g around the mean-vector (xˆ) and retaining only the linear
terms. Thus,
g(x) = g(xˆ) +∇g(x− xˆ) + h.o.t. (2.39)
where ∇ is the gradient operator evaluated at xˆ and h.o.t. denotes higher order terms.
The mean and covariance of y = g(x) are estimated by retaining only the linear terms,
resulting in
E[g(x)] ≈ g(xˆ) (2.40)
and
E[g(x)g(x)T ]− E[g(x)]E[g(x)]T ≈ ∇gE[(x− xˆ)(x− xˆ)T ]∇gT (2.41)
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To obtain Monte-Carlo estimates of the mean and covariance of g(x) an ensemble of m











(xi − x)(xi − x)T (2.43)
where Pyy = E[(y − yˆ)(y − yˆ)T ], and x is the sample mean. It can be shown that these
are unbiased and consistent estimators for the mean and covariance, i.e., their mean are the
true values of the quantities that are being estimated, and as m→∞ they converge to the
true values for almost everywhere element of the space where x is defined.
2.5.1.1 The Unscented Transform
The unscented transform (UT) is a method to estimate statistical moments of nonlinear
transformations of random variables, based on the idea that it is easier to approximate the
PDF of a nonlinear function of a random variable, than the function itself. To approximate
the statistics of the PDF of such transformations, the UT employs a set of deterministic
vectors known as sigma points, selected such that the estimation error is minimized; this
approach thus resembles the statistical linearization approach (Lutes and Sarkani, 2004).
Different configurations of how to select the points and a more comprehensive analysis of
the UT are discussed in (Julier and Uhlmann, 2004).
We illustrate the idea of the UT using the 1-Dimensional case. Consider the problem of
estimating the statistical moments of y = g(x) where x is a RV with Gaussian distribution
(see Fig. 2.4) and g an analytic function. Expanding g using a Taylor series around the
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g: X       Y 
x 
fX(x) fY(y) 
y µX µX+Δ1 µX+Δ2 g(µX) g(µX+Δ1) g(µX+Δ2) 
E[g(X)] 
Figure 2.4: Unscented transform (1-Dimensional case); the mean of x and two additional points are
propagated by the nonlinear function g. The statistics of g(x) are estimated as a weighted sum of
the propagated points.
mean xˆ = µx results in
y = g(x) = g(xˆ) + g′(xˆ)(x− xˆ) + g
′′(xˆ)
2 (x− xˆ)











where ∆x = x− µx. Taking expected value










where the fact that the odd moments of x are zero was used. The mean of g(x) is now
parameterized by a set of vectors (sigma points) χi, and these vectors are propagated using
the function g (see Fig. 2.4) resulting in
χi = µX + ∆i i = 1, . . . , N (2.47)










For the 1-dimensional case typically 3 sigma vectors are selected (N = 3), xˆ and two
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The goal is to select wi and ∆i such that Eq. 2.46 and Eq. 2.49 match up to the fourth
term. For example, it is evident that the sum of weights wi needs to be one. Similarly,
matching the variance and kurtosis and selecting the sigma vectors symmetric around xˆ, the
other weights and location parameters are obtained solving a system of nonlinear equations.
For the 1-dimensional case with three sigma vectors (see Fig. 2.4) the resulting weights (wi)
and location parameters (∆i) are
w1 = 2/3 w2 = w3 = 1/6
∆1 = −∆2 = σ
√
3
where w1 is the weight corresponding to xˆ, and σ is the standard deviation of x. The
algorithm for a general L-dimensional RV using symmetric vectors results in the following
2L+ 1 sigma vectors and weights













W0 = λ/(L+ λ)
Wi = 1/2(L+ λ)




Yi = g(χi) (2.53)








Wi (Yi − y) (Yi − y)T (2.55)
The parameter λ affects the scaling of the fourth and higher moments, and can be
adjusted for different probability distributions. For multi-dimensional distributions choosing
λ = 3 − L minimises the mean-square error up to the fourth order (Julier et al., 2000). A
negative value of λ, however, could result in a non-positive semidefinite covariance matrix.




Wi (Yi − Y0) (Yi − Y0)T (2.56)
It can be shown that the modified form ensures positive semi-definiteness. When the sys-
tem state is large, the formulation presented previously can result in a non positive-definite
covariance matrix. If this is the case, the sigma points can no longer be interpreted as a set
representing a probability distribution. A modified Unscented Transform was developed to
overcome this difficulty (Julier, 2002). The resulting algorithm can be implemented using
the same procedure described before, but applied to a modified set of sigma points. The




The accuracy of the previous techniques is assessed using a numerical example. Let g :
R2 → R2 be a nonlinear transformation defined as
g1(x1, x2) = x1 cos(x2) (2.57)
g2(x1, x2) = x1 sin(x2)
where x1 and x2 are independent Gaussian random variables with mean xˆ1 = 1, xˆ2 = 0.8,
and variance σ21 = 0.004 and σ22 = 0.12. This function arises in transformation between
polar and cartesian coordinate systems.
The contours of the PDF of (g1(x), g2(x)) are shown in Fig. 2.5. The ellipses is the set
of points at one standard deviation (σ), and the dot in the center indicates the mean. The
red ellipse is the result obtained using the Monte-Carlo estimate with 500 samples. This is
the number of samples needed for convergence of the estimator, and is thus treated as the
exact result.
The ellipses in green and blue denote, respectively, the estimate obtained using the UT
and first-order linearization. As it can be seen, the UT accurately estimates the mean and
covariance of the transformation, while the linearization results in a biased estimate and
underestimation of the covariance due to discarding the high order terms.
The results of the statistics of transformations of random variables translate directly to
the performance of Bayesian filters, discussed in the following section.
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Contours of the distribution of y 
*Based the minimum number of samples needed to consistently obtain the true statistics 
First-order Linearization – EKF 
 
Monte-Carlo (500 samples*) - EnKF 
 
Unscented Transform (5 samples) - UKF 
 
The ellipse are the set of points at 1σ: 
  𝑦: 𝑦 − 𝑦 𝑇𝑃𝑦𝑦 𝑦 − 𝑦 = 1  
𝑦  
𝑃𝑦𝑦 
mean of y 
 











~𝑁𝑜𝑟𝑚𝑎𝑙(𝑥 , 𝑃𝑥𝑥) 
Figure 2.5: Transformations of RV numerical example; the upper panel depicts the contours of g
and the 1σ ellipse estimated by linearization, Monte-Carlo and the unscented transform.
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2.5.2 Approximate Solutions to Bayesian Filtering in Non-
linear Systems
As discussed before the filtering distribution cannot be computed in closed-form for general
nonlinear systems. Two families of methods to obtain sub-optimal approximations have
received notable attention in the literature, specially during the last decade, in part due to
the increased computational resources.
The first family is based on Kalman filtering; in this approach the filtering distribution
is approximated by a Gaussian distribution. Thus, the problem of estimating a complete
PDF is reduced to estimating its first two statistical moments. Even with a Gaussian
approximation, the mean and covariance evolution equations still depend explicitly on the
filtering distribution, in contrast to the case where the model is linear; in the latter case,
moment evolution equations that do not depend explicitly on the complete distribution can
be found (see Eq. 2.21). To estimate the mean and covariance of the posterior PDF a linear
estimator is employed. The best linear estimator, in the sense of minimizing the estimation
error variance, results formally in the Kalman filtering equations (Kalman, 1960). The
methods that have received most attention from this family are the extended, unscented
and ensemble Kalman filters (Gelb, 1996; Julier et al., 2000; Evensen, 2003).
The second family of methods attempts to estimate the complete conditional distribution
without making assumptions about its parametric form. For this purpose a set of weighted
vectors (known as particles) are used to approximate the posterior PDF by a probability
mass function such that it converges to the target distribution as the number of particles
goes to infinity. The resulting algorithms are known as particle filters (Doucet et al., 2000).
It is worth to point out that this classification is not exhaustive and other approaches
can be found in the literature (Pole et al., 1988; Ghahramani and Beal, 1999). Moreover,
methods that combine approaches from both families have also been developed (Van der
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Merwe et al., 2000).
Kalman Filtering Based Methods
The Kalman filtering based methods approximate the filtering distribution by a Gaussian
distribution whose mean and covariance are obtained using a linear estimator. This results
in the best linear estimator, in the sense of minimizing the mean-square error, irrespective
of the nature of the dynamic and statistical models, as long as only the first two statistical
moments are estimated and the input and measurement noise processes are uncorrelated in
time (Kalman, 1960; Van der Merwe, 2000).
The most general form of the Kalman filtering framework for nonlinear systems of the
form in Eq. 2.15 is given by ¶
xˆk = xˆ−k +Kk(yk − yˆ−k )





where xˆk and P̂xkxk are estimates of the mean and covariance matrix of p(xk|Yk), yk is the
measured response (a realization of the output process), Kk is the Kalman gain, and
xˆ−k = E[xk|Yk−1]
yˆ−k = E[yk|Yk−1]
P̂−xkxk = E[(xk − xˆ−k )(xk − xˆ−k )T |Yk−1] (2.59)
P̂−ykyk = E[(yk − yˆ−k )(yk − yˆ−k )T |Yk−1]
P̂−xkyk = E[(xk − xˆ−k )(yk − yˆ−k )T |Yk−1]
The difficulty in applying the Kalman filtering approach with nonlinear models is that the
¶In the following the index k refers to the discretization of the dynamic model.
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expectations in the previous definitions are the mean and covariance of nonlinear trans-
formations of random variables, generally not amenable for closed-form computation when
the state dimension is relatively large and the nonlinear models are of certain complexity.
Approximations to these expectations result in the algorithms described below, namely, the
extended, unscented and ensemble Kalman filters.
2.5.2.1 Extended Kalman Filter
For decades the extended Kalman filter (EKF) has been the standard method for nonlinear
state estimation in a significant number of applications. The EKF follows from approximat-
ing the mean and covariance of nonlinear transformations of the state using the first-order
linearization described before, based on Taylor series expansions taken around the current
estimate and retaining only linear terms (Schmidt, 1966; Gelb, 1996).
Let xk−1|Yk−1 denote the estimate of the filtering distribution at t = tk−1, with mean
and covariance xˆk−1 and P̂xk−1xk−1 respectively. To estimate the statistics of propagating
this distribution in time a Taylor series expansion around xˆk−1 yields
fd(xk−1|Yk−1) = fd(xˆk−1) + ∇fd|xˆk−1(xk−1|Yk−1 − xˆk−1) + h.o.t.
and discarding high order terms (h.o.t.) yields
xˆ−k = E[xk|Yk−1] = E[fd(xk−1|Yk−1) +B2uk−1] ≈ fd(xˆk−1) +Bd2uk−1
P̂−xkxk = E[fd(xk−1|Yk−1)fd(xk−1|Yk−1)T ]− xˆ−k xˆ−Tk
+Bd1Qdk−1BTd1
≈ ∇fd|xˆk−1P̂xk−1xk−1∇fd|Txˆk−1 +Bd1Qdk−1BTd1
where ∇ denotes the gradient of the vector function. Similarly, to estimate the statistics of
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the measurement process a Taylor series expansion around xˆ−k results in
h(xk|Yk−1) = h(xˆ−k ) + ∇h|xˆ−
k
(xk|Yk−1 − xˆk) + h.o.t.
and again discarding high order terms
yˆ−k = E[h(xk|Yk−1)] ≈ h(xˆ−k )






P̂−xkyk = E[(xk|Yk−1)(yk|Yk−1)T ]− xˆ−k (yˆ−k )T
≈ P̂−xkxk∇h|Txˆ−
k
The computation of the gradients can potentially present an issue depending on the dimen-
sion of the state and the functions fd and h. The Kalman filtering framework in Eq. 2.58
is then used to obtain an estimate of the mean and covariance of xk|Yk, given by xˆk and
P̂xkxk respectively.
2.5.2.2 Unscented Kalman Filter
The Unscented Kalman filter (UKF) is a filtering algorithm for nonlinear systems, based
on the application of the Unscented Transform (UT) discussed in section in the previous
section to obtain an estimate of the statistics of nonlinear transformations of the state in
Eq. 2.59 (Julier et al., 2000).
The UT approach uses a set of deterministic sampled points (known as sigma points)
to parametrize the mean and the covariance of transformations of random variables. The
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sigma points are then propagated by the nonlinear transformation and the resulting vectors
are used to estimate the mean and covariance of the transformed random variable. This
method is able to capture the mean and covariance (at least) to the second order terms of
the Taylor series expansion for any nonlinearity (Julier et al., 2000).
Let xk−1|Yk−1 denote the estimate of the response at t = tk−1, with mean and covariance
xˆk−1 and P̂xk−1xk−1 respectively. To estimate the statistics of propagating this distribution
and the statistics of the measurement prediction, a set of 2n+1 sigma vectors χi and weights
Wi are obtained as
χ0 = xˆk−1





i = 1, . . . , n





i = n+ 1, . . . , 2n
W0 = λ/(n+ λ)
Wi = 1/2(n+ λ) i = 1, . . . , 2n
where n is the dimension of the state and λ a parameter controlling the spread of the vectors
in an n-dimensional sphere. The terms in parenthesis are the columns of the matrix square
root of the scaled covariance matrix. Choosing λ = 3− n, at least second order accuracy is
achieved in both the mean and covariance estimate.
The sigma points are projected by the nonlinear transformation and the state and cov-
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The Kalman filtering framework in Eq. 2.58 is then used to obtain an estimate of xˆk
and P̂xkxk .
When the state dimension is greater than 3 the covariance estimate given by the previous
algorithm potentially becomes non-positive semi-definite. The scaled unscented transform-
ation was developed to address this problem (Van der Merwe et al., 2000). It consists in
obtaining a new set of sigma points by applying the original ones to an auxiliary nonlinear
transformation. The resulting algorithm has an additional parameter to control the scaling
of the points and avoids the possibly non-positive semi-definite covariance. The new sigma
points (and their corresponding weights) are given by
χ∗i = χ0 + α(χi − χ0)
W ∗0 = (1/α2)W0 + (1− 1/α2)
W ∗i = (1/α2)Wi
where i ∈ {k}2nk=1, 0 ≤ α ≤ 1 is the new scaling parameter which depends on the nonlinear
functions involved. The computation of the original and modified sigma points can be
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combined in a single step to reduce the number of computations.
2.5.2.3 Ensemble Kalman Filter
The Ensemble Kalman filter (EnKF) is a Monte Carlo based method formulated to solve
two issues that arise in state estimation of nonlinear systems when using the EKF: the
computational issues related to the propagation of the covariance matrix in large-scale
systems, and the closure problem resulting from neglecting nonlinear terms in the Taylor
series expansions (Evensen, 2003).
Similarly to the Extended and Unscented Kalman filters, the EnKF uses the condi-
tional mean estimate as the optimal (Bayes) estimate of the state, and the estimate of the
covariance matrix as a measure of uncertainty.
Let xk−1|Yk−1 denote the estimate of the response at t = tk−1, with mean and covariance
xˆk−1 and P̂xk−1xk−1 respectively. To estimate the statistics of propagating this distribution
and the measurement prediction, an ensemble of vectors {xˆik−1}Ni=1 obtained by random































































The posterior ensemble is then obtained using Eq. 2.58



























The particle filter (PF) is a Bayesian filtering method used to obtain a discrete approx-
imation to the joint probability distribution of the state conditioned on available response
measurements (Doucet et al., 2000). The PF is suitable for applications where a Gaussian
approximation cannot represent the filtering distribution accurately resulting on errors in
the estimates and/or divergence of the filter; for example, this can potentially arise when
the distributions involved are multi-modal, skewed, or have heavy tails.
As mentioned in a previous section, the solution to the nonlinear filtering problem is
given by
p (xk|Yk) = p(yk|xk)p(xk|Yk−1)
p(yk|Yk−1)
where p(yk|xk) is obtained from the output model (Eq. 2.11), and if the discrete model in




The difficulty is that to obtain p (xk|Yk) and its marginals integration in potentially large











where δx0(x) is the Dirac measure at x0. The statistics of p (xk|Yk) are then readily estim-
ated using Monte-Carlo based estimates. Since p (xk|Yk) is unknown (and thus cannot be
directly sampled), an importance sampling strategy is typically employed.
In order to arrive to a recursive implementation (i.e., a method where samples from
previous analysis step are used in the current step) an alternative formulation is useful.
Let Xk denote the set of states Xk = {x0, x1, . . . , xk}, then from Bayes theorem and again






To obtain features of the joint posterior distribution in Eq. 2.64, such as marginal dis-
tributions, high-dimensional integration has to be performed. Moreover, the distribution
of the data p(Yk) typically cannot be computed analytically. An alternative is to recur
to stochastic simulation, where samples are used to represent and evolve the probability
distributions on time (Doucet et al., 2000).
The traditional method to obtain a recursive algorithm is based in importance sampling




























where {X(i)k }Ni=1 is a set of independent samples drawn form the importance distribution
pi. In this formulation the distribution of the data p(Yk) is also estimated using pi, so that
it does not have to be computed analytically. If the support of pi includes the support of
p(Xk|Yk) and E[g(Xk)] is finite, the estimator Ê[g(Xk)] converges almost surely to E[g(Xk)],
and the rate of convergence depends on the choice of pi (Geweke, 1989).
The choice of the importance function is thus critical to obtain a good performance of the
algorithm. Due to computational constraints in potentially large models it is of interest to
use importance functions that allow for recursive estimation. More specifically, it is desired
that samples from previous steps are not completely discarded. Importance functions and
their performance characteristics are discussed in (Van der Merwe, 2000; Ching et al., 2004).





and a convenient choice for the marginal proposals is the transition PDF of the model






The optimal pi, in the sense of minimizing the variance of the weights, is pi (xk|Xk−1,Yk) =
p(xk|Xk−1, yk); in fact, in this case the variance is zero (Van der Merwe et al., 2000). Any
other function used as the proposal will make the variance of the weights increase with time.
After a number of steps, the effective number of samples used to describe the posterior dis-
tribution decreases. This degeneracy is further exacerbated when: i) the measurement noise
is relatively small (peaked likelihoods); ii) the transition PDF of the model is used as the
importance distribution, since the information about the true system trajectory contained
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in the measurements is not incorporated in this part of the analysis (Van der Merwe et al.,
2000).
Various strategies have been proposed to alleviate the degeneracy issue. A popular
strategy is to perform a resampling step after the weights variance exceeds some threshold
(Doucet et al., 2000). In this step samples with higher weights are replicated, while those
with lower weights discarded. The price to pay is that the samples become correlated and
thus the effective number of independent samples is reduced, resulting in an increase of the
expected variance of the Monte-Carlo estimates.
Other strategies to reduce this degeneracy issue are discussed in (Van der Merwe et al.,
2000; Ching et al., 2004; Chatzi and Smyth, 2013) and references therein.
2.5.3 Joint State/Parameter Estimation
In some applications the dynamic model depends on some parameters for which a point
value results in poor system response predictions. In the nonlinear filtering framework
uncertain parameters are treated as random variables and estimated jointly with the state.
The main drawback is that the computational load required by the filters is significantly
increased and stronger nonlinearities are present. In the presence of large modeling errors,
not estimating the parameters may cause the divergence of the filters.
To perform joint state/parameter estimation the state x is augmented to include a set
of parameters φ ∈ Rnp that (completely or partially) parametrize f , B1 and/or B2 in Eq.







where the parameters φ dynamic evolution is generally modeled as a vector random walk
dφ(t) = G(t)dβ1(t) (2.70)
where dβ1(t) ∈ Rnp is a vector of standard independent Brownian motions (and inde-
pendent of β in Eq. 2.7). As a special case, time-invariant parameters are modeled by
setting G(t) = 0np×np .
2.5.4 Nonlinear Model-Based Filter
An extension to nonlinear systems of the model-based observer discussed in section 2.4.2
is presented next. Recall the nonlinear dynamic model defined by Eq. 2.7, with w(t) now
denoting a weakly stationary stochastic process
dx(t)
dt
= f(x(t); θ) +B1w(t) +B2u(t) p(x(t0)) = p0 t0 ≤ t ≤ tf (2.71)
Let xˆ(t) denote the state estimate (in the Bayesian filtering framework given by the
conditional mean). Integrating both sides of Equation 2.71 between tk and tk+1, taking ex-
pectation, interchanging the order of expectation and integration, and differentiating both




E[x(t)] = E[f(x(t); θ)] +B2u(t) (2.72)
with initial condition
E[x(tk)] = xˆ(tk) (2.73)
Eq. 2.72 can be written compactly as
˙ˆx(t) = fˆ(x(t); θ) +B2u(t) (2.74)
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Figure 2.6: Schematic form of linear estimators applied to nonlinear systems.
This equation describes the evolution of the state estimate conditional on the gathered
data. The general form for linear estimators Eq. 2.26b can then be used to obtain an
improved estimate of the state at t > tk when a measurement becomes available resulting
in
˙ˆx = fˆ(x(t); θ) +B2u(t) +G[y(t)−Hxˆ(t)] (2.75)
This is shown schematically in Fig. 2.6. Similarly to the procedure used by the extended
Kalman filter, fˆ(x(t)) is replaced by a linear approximation.
For this purpose f(x(t)) is expanded using a Taylor series about the estimate xˆ(t)
f(x(t)) = f(xˆ) +∇fxˆ(t)(x(t)− xˆ(t)) + h.o.t. (2.76)
and taking expectation of both sides and discarding nonlinear terms results in
fˆ(x, t) = f(xˆ, t) (2.77)
Eq. 2.75 then becomes
˙ˆx = f(xˆ, t) +B2u(t) +G[y(t)−Hxˆ(t)] (2.78)
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and expanding the bottom partition of the previous equation results in
M¨ˆq(t) + (CD +MG2c2) ˙ˆq(t) + gr(qˆ(t), ˙ˆq(t); θ) = MG2q˙m(t) (2.79)
where qm is the velocity response measurement. The model-based observer for linear
systems can then be applied to the linearized system, namely, the gain matrix G is selected
by minimizing the displacement error covariance matrix of the initially linear system using
Eq. 2.34. The filter shows the same correspondence to the linear model-based observer that
the extended Kalman filter has with the linear Kalman filter.
The filter is implemented in a finite element environment, with the nonlinear dynamic
equation that propagates the mean f(xˆ) solved numerically using, for example, Newmark
or Runge-Kutta numerical integration. The use of a refined nonlinear finite-element model
will allow to reduce modeling errors encountered when using reduced surrogate models.
2.5.5 Numerical Experiments
In the following sections numerical experiments are conducted to illustrate the application
of Bayesian filters to state and joint state/parameter estimation problems. In the following
the term ‘state estimation’ will be used when only response quantities (without model
parameters) are being estimated, while joint state/parameter estimation if a subset of model
parameters are estimated jointly with the response.
2.5.5.1 Application to State Estimation
Nonlinear Oscillator
Numerical results aimed at comparing the nonlinear model-based filter to standard
Bayesian filters are presented next. For this purpose a nonlinear oscillator with a mod-
ified Bouc-Wen model of hysteresis is considered (the modified Bouc-Wen model consists in
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the model defined by Eq. 2.2 and Eq. 2.3 without the yield displacement parameter Di; in
this case the yield displacement can no longer be specified but becomes a function of the
other parameters).
For the numerical experiment to follow the following parameters were chosen: M =
0.5Ns2/m, K = 15N/m, Cd = 0.27Ns/m (5% damping ratio), β = 2, γ = 1, ν = 2. These
parameters are typical of models for structural and mechanical systems (Smyth et al., 1999;
Smyth et al., 2002).















x˙(t) = f(x(t)) +B1w(t) (2.81)





−CdM q˙k − KM (1− a)zk − KM aqk + q˙k∆t









where wdk are independent standard Gaussian random variables.
Nonlinear Filters Formulation
In order to implement the nonlinear filters a realization of the stochastic process was
used as input to the system and the response calculated by solving the nonlinear differen-
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tial equation (all forward in time response propagation were obtained using the fourth-order
Runge-Kutta numerical integration scheme). The output velocity response was then con-
taminted by a uncorrelated Gaussian sequence with a Noise-to-signal ratio of 5%.






− aMK 1∆t − CdM −(1− a)KM





Recall that the Jacobian is needed to propagate the covariance matrix in the EKF.
To apply the observer the feedback gain E needs to be computed by solving the op-
timization defined by Eq. (2.34). For the system defined before the resulting gain was
E = 12Ns/m.
Simulation Results
Fig. 2.7 presents the displacement estimate time history comparison for the nonlinear
model-based filter (NMBF) and the extended Kalman filter (EKF). As it can be seen, the
NMBF shows better tracking capability than the EKF, which presents an offset just after
the nonlinear excursion in t = 3s.
Fig. 2.8 depicts the comparison for the velocity estimate. Again the NMBF outperforms
the EKF which cannot correct adequately the measurement noise. Since for the NMBF
















































Figure 2.7: Displacement estimate time history. Left panel: Nonlinear model-based observer









































Figure 2.8: Velocity estimate time history. Left panel: Nonlinear model-based observer (NMBF).
Right panel: Extended Kalman filter (EKF).
susceptible to the measurement noise error.
The estimates of the hystereis loops are shown in Fig. 2.9, where it can be seen that
the NMBF accurately reconstructs the hysteresis history.
10-DOF Hybrid Nonlinear Model
The objective of this numerical example is to compare the accuracy of the nonlinear
model-based filter with different Bayesian estimation methods under ideal modeling condi-
tions, using a 10-DOF nonlinear hybrid model. This model will be used in further sections
to approximate the class of nonlinear frames.
The model consists of a close-coupled nonlinear model connected to a linear elastic
cantilever, and is shown in Fig. 2.10. The springs follow an elastic-perfectly plastic








































Figure 2.9: Hysteresis loops estimate; (a) Nonlinear model-based observer (NMBF), (b) Extended
Kalman filter (EKF).
1.04× 107N/m and M = 9700Ns2/m respectively. The damping matrix is classical with a
damping ratio of 5% in all modes. The springs yielding force is Fy = 2× 105N . The elastic
cantilever is massless with stiffness EI = 6.37× 107Nm2.
A modulated white Gaussian random process with spectral density σug = 40m/s2 was
used as input ground motion. The modulating function used was of the form
I(t) = te−αt (2.84)
with α = 0.6. Noise contaminated relative velocity response were used in order to implement
the filters. The measured locations were DOF three, seven and ten. The measurements were
contaminated with a zero-mean Gaussian white noise sequence with a noise-to-signal RMS
ratio of 0.1.
The displacement estimate at DOF 5 and DOF 10 are shown in Fig. 2.11 and Fig.
2.12 respectively, where “SYS” indicate the system response. This was the location that
experienced the stronger level of nonlinearity. As it can be seen, the filters successfully
reconstruct the displacement time history.
In Fig. 2.13 the drift displacement between DOF 5 and DOF 4 is presented. The
estimate of the internal force in the spring connecting the ground and DOF 1 is shown in
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damping ratio of 5% all modes 
Figure 2.10: Model class: linear cantilever coupled to a nonlinear chain.
Fig. 2.14.
The maximum displacement estimate per story is shown in Table 2.1. These results
agree with the system response, which for this case coincides with the model (both in
model class and model parameters values).
In Table 2.2 the Euclidean norm of the displacement residual (vector defined as the
pointwise difference of the system and the estimate) normalized by the system history
norm is shown for every DOF. This is the root mean square error (RMSE) and is a measure
of how the filters perform in a mean sense. As it can be seen the EKF have the least norm,
and by looking at the time histories at all DOF it was confirmed that it provides the best
estimate of the state. The accuracy of the EKF is due to the small discretization time used;
in this case the linear approximation used by the gradient results in accurate estimation of
the statistics of projected random variables.
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Figure 2.11: Displacement DOF 5 Estimates.
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Figure 2.12: Displacement DOF 10 Estimates.
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Figure 2.13: Drift Displacement between DOF 5 and DOF 4 Estimates.
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Figure 2.14: Force in spring between ground and DOF 1 Estimate.
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Table 2.1: Maximum Displacement Estimate.
SYS EKF UKF EnKF NMBF
1 0.021 0.021 0.021 0.022 0.023
2 0.071 0.071 0.071 0.072 0.072
3 0.131 0.131 0.131 0.131 0.131
4 0.186 0.185 0.185 0.187 0.185
5 0.230 0.230 0.230 0.232 0.230
6 0.264 0.264 0.264 0.265 0.263
7 0.284 0.283 0.283 0.284 0.282
8 0.292 0.292 0.292 0.293 0.295
9 0.298 0.296 0.296 0.298 0.300
10 0.304 0.305 0.302 0.305 0.307
Table 2.2: Euclidean norm of the displacement residual (RMSE).
EKF UKF EnKF NMBF
1 0.03 0.07 0.16 0.32
2 0.02 0.05 0.14 0.13
3 0.02 0.04 0.13 0.07
4 0.02 0.04 0.12 0.12
5 0.02 0.04 0.11 0.12
6 0.02 0.04 0.09 0.09
7 0.02 0.04 0.09 0.06
8 0.02 0.04 0.09 0.04
9 0.01 0.04 0.09 0.04
10 0.01 0.04 0.09 0.01
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2.5.5.2 Application to Joint State/Parameter Estimation
The application of Bayesian filters to joint state/parameter estimation is illustrated with a
numerical example. Consider a nonlinear oscillator with a Bouc-Wen hysteretic model as
defined in Eq. 2.2 and Eq. 2.3.
For the numerical illustration to follow the parameters were chosen as follows: M =
1Ns2/m, K = 9N/m, Cd = 0.3Ns/m. The nonlinear model parameters were D = 0.30m,
β = 0.20, γ = 0.80 and ν = 2. These parameters are characteristic for steel frames
(Karavasilis et al., 2012; Charalampakis and Koumousis, 2008).
The input u¨gm(t) is a ground motion excitation, which for the present comparison is
chosen as the Kanai-Tajimi stochastic process defined in Eq. 3.1 and Eq. 3.2.
For the Kanai-Tajimi model the parameters ξg and ωg have been extensively calibrated
with recorded ground motions (see e.g., (Pires et al., 1983), and references therein). The
parameters selected were ωg = 10rad/s and ξg = 0.35; these are characteristic of firm soils.
The absolute acceleration response of the oscillator will be used as feedback to apply the
Bayesian filters. The measurements are contaminated with a Gaussian sequence with an
RMS of 0.10.
Filters Implementation
The implementation of the UKF is based on the scaled unscented transform formulation
(Julier et al., 2000). The parameters controlling the spread of the sigma points and their
weights were selected as α = 1 × 10−3, κ = 0 and β = 2. For the EnKF, the number
of samples selected was 3000. To assess the convergence of the filter, the estimate of the
conditional mean and covariance matrix were monitored as the number of samples increased.
The selected number of samples results in a convergent behavior.
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Initial PDF parameters 






















Figure 2.15: Initial Parameters PDF. The red line denotes the “true” system parameters used to
generate the simulated data.
To implement the PF, the algorithm proposed in (Ching et al., 2006) was used. It
consists in using parallel filters to reduce the samples degeneracy issue that arises in se-
quential Monte-Carlo methods. The number of parallel filters used was 3 with 4000 particles
each, implemented using the sequential importance sampling based (SIS) with resampling
algorithm (Doucet et al., 2000). The weights coefficient of variation threshold was selected
as 2.5. Convergence of the filters was assessed by monitoring the change in the estimates
of the state as the number of filters and particles increased. For all cases a fourth order
Runge-Kutta step with ∆t = 0.005s was used to discretize the nonlinear dynamic equations
needed to project the state in time.
Numerical Results
In this section results from the application of Bayesian filters to estimate the state and
parameters of the nonlinear oscillator are presented. The system parameters are assumed
to be uncertain with initial PDF as shown in Fig. 2.15, where the red line denotes the
parameter value used to generate the simulated data. The estimate of the displacement




The estimates of the parameter β are shown in Fig. 2.18 (recall that this parameter
controls the shape of the hysteresis loops). As it can be seen despite the initial error with
respect to the initial PDF mean, all the filters (with the exception of the PF) converge
to the true parameter. The difficulties of the PF are attributed to the degeneracy of the
particles, in this case exacerbated by the small time step used to discretize the dynamic
model.
The convergence difficulty of the PF is due to the samples degeneracy, in this case
exacerbated due to the use of absolute acceleration measurements only. The advantage of
additionally using displacement measurements have being pointed out by other researchers
(Chatzi and Smyth, 2009).
The estimate of parameters D and ν are shown in Fig. 2.19 and Fig. 2.20 respectively,
where D is the yield displacement of the spring force and ν controls the smoothness of the
transition to plasticity. As it can be seen similar results are obtained for all parameters.
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Figure 2.16: Displacement Estimates.
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Figure 2.17: Velocity Estimates.
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Figure 2.18: Parameter β Estimates.
63
2.5. NONLINEAR FILTERING
















































































Figure 2.19: Parameter D Estimates.
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Figure 2.20: Parameter ν Estimates.
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2.6 Applications in Structural Mechanics: Lit-
erature Review
In the last decade there has been a significant increased interest in filtering applications in
nonlinear structural and mechanical systems, including the performance monitoring of such
systems. This has been promoted by new theoretical developments in nonlinear filtering
theory, increased computational resources, and the capability to deploy an array of sensors
in a relatively short period of time at an affordable cost.
In structural mechanics Bayesian filters have been employed for two major applications:
i) identification of parameters of dynamic models; and ii) temporal and spatial localization
of damage of structures. In the first application, a model of a structural system is postulated
and its parameter estimated by including the parameters as elements in the state. In this
way, parameters whose values are imprecisely known are treated as random variables and
estimated together with the response of the system. This helps to reduce the divergence of
the filters due to errors in the model description. The main drawback is that the computa-
tional load considerably grows, and if the number of parameters is large the information in
the data might not be enough to estimate them. Moreover, the nonlinearity of the problem
is also greatly affected; in fact, an initially linear problem generally turns into a nonlinear
one. The complexity of the problem is in part due the possible non-uniqueness of the set of
parameters that describes the data satisfactorily, namely, identifiability of the parameters.
The second application is based on the premise that when structures suffer structural dam-
age or degradation (such as cracking of structural elements, yielding or fracture of steel,
low or high cycle fatigue, among others) the properties that define the mechanics models
change. As a result, the parameters of dynamic models change with time depending on the
structural damage. As was mentioned before, the parameters of dynamic models can be
incorporated in the state and estimated together with the response. The time history of the
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estimate of the parameters can thus be used to identify particular time instants where the
parameters are seen to experience “sudden” changes, and conclude that structural damage
has occurred. By incorporating parameters from different structural elements, the damage
can also be located in space.
Application of filtering techniques in structural dynamics were introduced in (Beliveau,
1975), (Beck, 1979) and (Carmichael, 1979). In (Beck, 1979) the response and parameters of
dynamic models were estimated using response data during earthquakes, using both simu-
lated data and strong motion records building structures obtained during 1971 San Fernando
earthquake. The concept of (local and global) identifiability related to the uniqueness of
the estimation and gain of information from observations is introduced in structural dy-
namics applications. In (Carmichael, 1979) the linearized, extended and iterated Kalman
filters were used to estimate the concrete strain due to creep effects, and to estimate the
response/parameters of a linear single degree-of-freedom oscillator.
In cite (Carmichael, 1982) an adaptive Kalman filter for joint state/parameter estimation
was presented. The proposed algorithm relied on a correlation (“whiteness”) test on the
residual test to assess the optimality of the estimates. The algorithm was illustrated using
a single degree-of-freedom system excited by a ground motion.
In (Yun and Shinozouka, 1980) and (Hoshiya and Saito, 1984) the extended Kalman
filter was applied for parameter estimation in (bilinear) hystertic models in multi-degree of
freedom models. In (Hoshiya and Saito, 1984) an iterative procedure to improve the stability
and convergence of the filter is presented. In (Waller and Schmidt, 1990) the use of state
observers to estimate the response and damage of a cantilever beam excited by a shaker in
an experimental setup was presented. A modal formulation of observers is introduced to
tackle the numerical problems when using high-order finite element models. In this setting
a truncated modal basis is used to implement the observer. For this strategy to work the
dominant modes of vibration for a quantity of interest need to be known beforehand. The
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damage sensitivity feature considered was the change in the vibration frequencies.
More recently, new developments in nonlinear filtering theory and increased compu-
tational resources have extended the range of applications to systems exhibiting strong
nonlinear behavior with a relatively larger number of degrees of freedom than previous
methods were able to handle.
In (Ghanem and Ferro, 2006) the ensemble Kalman filter was used to estimate struc-
tural damage in strong nonlinear systems as changes in model parameters. Modeling error
is included in the analysis by using a Bouc-Wen model to generate the response data,
and a non-parametric model to implement the filter. The generated measurement data
corresponds to displacement and velocity at limited degrees of freedom. The effect of meas-
urement noise and sensors locations was also studied. An increased accuracy with respect
to the extended Kalman filter was observed.
In (Ching et al., 2006) the particle filter is applied to estimate the response of a building
structure (Van Nuys hotel) during 1994 Northridge earthquake. The measurements used
were limited absolute accelerations obtained from the strong motion records during the
earthquake. The use of different nonlinear model classes for estimation is explored. It is
concluded that both the estimation algorithm and the model class selected play a key role
in applications.
In (Smyth and Wu, 2007) a multi-rate Kalman filter for measurements with different
sampling rates was proposed. In (Mariani and Ghisi, 2007) and (Wu and Smyth, 2007) the
use of the unscented Kalman filter to perform system identification in nonlinear structural
dynamics models. (Wu and Smyth, 2007) studied the identification of the parameters
of the Bouc-Wen model and a two degrees of freedom nonlinear structure. The effect of
measurement noise in the quality of the estimation was investigated. The unscented Kalman
filter showed an increase accuracy with respect to the extended Kalman filter in the cases
studied.
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In (Chatzi and Smyth, 2009) the application of the unscented and particle filters for
joint state/parameter estimation using both displacement and acceleration measurements
was presented. The methods were implemented in a three degrees-of-freedom system where
the spring connected to the support had a hysteretic (Bouc-Wen) model. The effect of
measurement noise, types of measurements and initial condition was investigated. It was
concluded that the Gaussian mixture-based particle filter was the most accurate and robust
method, with the disadvantage that requires a significant computational effort.
In (Khalil et al., 2009) a study on the application of Bayesian filters to estimate
the state/parameters of a chaotic oscillator was conducted. The effects of measurement
sampling rate, measurement noise and model uncertainties were also studied. It was con-
cluded that for the strong non-Gaussian behavior exhibited the ensemble Kalman and
particle filters outperform the extended Kalman filter.
In (Hernandez, 2011b) a model-based observer for linear structural systems was pro-
posed. The observer has the advantage that can be implemented as a modified finite-element
model of the system, overcoming some of the numerical difficulties that arise when imple-
menting the Kalman filter using high-order models. In (Hernandez and Bernal, 2008) a
similar algorithm was proposed for linear systems with model uncertainties. In this context
an observer is derived under deterministic grounds for systems with known input where
the main source of error is due to parametric model errors in the stiffness and damping
matrices.
In (Papadimitriou et al., 2011) the application of the Kalman filter to estimate damage
accumulation due to fatigue is presented. In the proposed methodology the estimated
response is used to estimate the power spectral density of the stress process throughout
the structure, and using this estimate in current stochastic fatigue damage laws. This
approach showed an increased accuracy with respect to the open-loop (without measurement
feedback) stochastic estimate.
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In (Lourens et al., 2012) a modal formulation of the Kalman filter is presented. In this
setting the physical coordinates are transformed to the modal space and the Kalman filter
is formulated in modal coordinates. This strategy has the advantage that it can be used to
perform linear filtering using high-order models.
In (Bernal, 2013) a Kalman filter based damage detection algorithm is developed. The
method relies on a correlation test (“whiteness test”) to detect changes in the system in
applications where correlations may arise from changes in the statistics of the input and
measurement noise processes.
In (Erazo and Hernandez, 2014) the model-based observer introduced in (Hernandez,
2011b) was validated experimentally. It was shown that a refined finite element model
can be employed to perform state estimation using high-order models. For this purpose an
aluminum cantilever beam was used to estimate the acceleration and stress fields throughout
the structure using limited acceleration measurements.
In (Azamm et al., 2015) a Kalman filter is proposed for input estimation. The proposed
formulation is shown to reduce the drifting issues arising when using the Kalman filter in
input estimation applications.
In (Astroza et al., 2014) and (Ebrahimian et al., 2015) the extended and unscented
Kalman filters are applied to estimate parameters of nonlinear models of structures based
on finite element models. It is shown that the filters are capable of accurately estimating




Uncertainty Quantification and Propaga-
tion of Bayesian Filtering
3.1 Introduction
As discussed in the previous chapter the solution of the Bayesian filtering problem is a
probability density function (PDF) of the response (at all time instants) conditioned on the
available measurements. In addition to the response of the dynamic system, in engineering
applications is usually of interest to compute some transformations of the response. The
response estimate PDF thus needs to be propagated to other quantities of interest, such as
stress fields resultants and hysteretic dissipated energy.
The objective of this section is to perform an uncertainty quantification and propagation
analysis where functions of the response and their uncertainty are computed from the output
of nonlinear filters. Moreover, it will be shown that the estimates provided by filters depend
in the realization of the processes that generate the data. Thus, the performance of nonlinear
filters should be assessed using an ensemble of the possible solutions that could be obtained,




Uncertainty propagation and statistical analyses are treated in this section using nu-
merical experiments. For this purpose, the behavior of the extended Kalman filter (EKF),
unscented Kalman filter (UKF), ensemble Kalman filter (EnKF) and the particle filter (PF)
was studied using following cases (since the nonlinear model-based filter introduced in the
previous chapter is not applicable for some of the problems studied in this chapter it will
be omitted from the discussion):
• Uncertainty propagation analysis. A propagation analysis of the estimates of the
response obtained using Bayesian filters to quantities of interest is presented for a 5
degrees-of-freedom (DOF) nonlinear chain system. Some of the quantities of interest
analyzed are drift displacements, dissipated hysteretic energy and base shear.
• Joint state/parameter estimation statistical analyses. The sensitivity of the joint
state/parameter estimation problem to realizations of the input and measurement
process is illustrated using a numerical experiment. To assess the accuracy of the fil-
ters an statistical analysis is performed where an ensemble of estimates is used instead
of point values.
• State estimation statistical analyses. Statistical analyses are performed to study the
large-sample behavior of Bayesian filters under ideal modeling and parametric model
error conditions in the context of state estimation (i.e., without estimating model
parameters). For this purpose a single DOF nonlinear oscillator was considered. In
this analysis the sensitivity to measurement noise and level of nonlinearity are also
studied.
• Uncertainty quantification and propagation analysis in 10 DOF nonlinear frame:
– Ideal modeling conditions: the system generating the data coincides (both in
class and parameters) with the model used to perform the estimation, and the
input is a realization of the input model.
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– Input model class error: the system generating the data coincides (both in class
and parameters) with the model used to perform the estimation, and the input
is a recorded ground motion from 1994 Northridge earthquake.
– System and input model class errors: the system and model belong to different
model classes, and the input is a recorded ground motion from 1994 Northridge
earthquake.
Filters Implementation
For the simulations to follow the following parameters for the filters were selected. The
implementation of the UKF is based on the scaled unscented transform formulation (Julier
et al., 2000). The parameters controlling the spread of the sigma points and their weights
were selected as α = 1 × 10−3, κ = 0 and β = 2. For the EnKF, the number of samples
selected was 3000. To assess the convergence of the filter, the estimate of the conditional
mean and covariance matrix were monitored as the number of samples increased. The
selected number of samples results in a convergent behavior.
To implement the PF, the algorithm proposed in (Ching et al., 2006) was used. It
consists in using parallel filters to reduce the samples degeneracy issue that arises in se-
quential Monte-Carlo methods. The number of parallel filters used was 3 with 4000 particles
each, implemented using the sequential importance sampling based (SIS) with resampling
algorithm (Doucet et al., 2000). The weights coefficient of variation threshold was selected
as 2.5. Convergence of the filters was assessed by monitoring the change in the estimates
of the state as the number of filters and particles increased. For all cases a fourth order
Runge-Kutta step with ∆t = 0.005s was used to discretize the nonlinear dynamic equations










where u(t) is the solution of
u¨(t) + 2ξgωgu˙(t) + ω2gu(t) = −w(t) (3.2)
w(t) is a white noise process with spectral density Sww(ω) = Go, and I(t) is an amplitude
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For the Kanai-Tajimi model the parameters ξg and ωg have been extensively calibrated
with recorded ground motions (see e.g., (Pires et al., 1983), and references therein). Other
ground motion models based on filtered white noise can be implemented in a similar way.
Of special interest is to include frequency content non-stationarity in the analysis. This
can be potentially achieved by using a filter with time-varying parameters, adjusted to
capture the predominant frequency and bandwidth of a target accelerogram (Rezaeian and
Der Kiureghian, 2010).
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Figure 3.1: a) Nonlinear chain with Bouc-Wen model for hysteresis. b) Force-drift displacement
hysteresis loops.
3.2 Uncertainty Propagation Analysis
In this section simulation results aimed at comparing nonlinear filters under ideal modeling
conditions are presented. For this purpose a five-story nonlinear chain system was analyzed.
In this example, the system and the model coincide in both model class and model para-
meters. The model is shown in Fig. 3.1. The Bouc-Wen model defined in Eq. 2.2 and Eq.
2.3 was adopted for the internal force of the nonlinear springs. The following parameters
were used for all springs: ki = 1000N/m, Di = 0.015m, ai = 0.2, γi = 0.7, βi = 0.3,
and νi = 2. These parameters are characteristic for steel frames (Karavasilis et al., 2012;
Charalampakis and Koumousis, 2008). The damping matrix is classical with a damping
ratio of 5% in all modes. The mass at all DOF is M = 1Ns2/m. The natural period of the
fundamental mode of the system with the initial linear stiffness is 0.67s.
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The ground motion used is a realization of the excitation process defined by Eq. 3.1.
The Kanai-Tajimi model parameters used are ωg = 15rad/s and ξg = 0.35; these values are
characteristic of firm soils (Pires et al., 1983). The underlying white noise spectral density
Go was found such that a target peak ground acceleration (PGA) of 0.70g is obtained in
the mean. For this purpose the relationship between the PGA and the root mean square
acceleration developed by Vanmarcke and Lai was used (Vanmarcke and Lai, 1980).
The amplitude modulating function I(t) was selected as
I(t) = te−αt (3.3)
where α = 0.30. Strong motion instrumentation in a considerable number of buildings
consists in an array of accelerometers in a limited number of stories. Noise contaminated
absolute acceleration simulated measurements were generated from the system and used as
the measured response data. The measured locations were the third and fifth story. The
layout of the measurements was selected based on the observability index of the initially
linear system (i.e., based on the initial stiffness) (Brogan, 1991). The measurements were
contaminated with an additive zero mean white Gaussian sequence with a noise-to-signal
RMS (root-mean-square) ratio of 0.10.
Results
The results of the estimated response quantities and an uncertainty quantification ana-
lysis are presented next. The hysteretic force versus drift displacement history for DOF 1
- DOF 4 are shown in Fig. 3.1, where the level of nonlinearity experienced in the system
can be observed. The estimate of the relative displacement (with respect to the ground) at
DOF 1 is shown in Fig. 3.2, where the estimate of the standard deviation (σ) is represented
by the ±3σ uncertainty bound.
Since as mentioned in a previous section the particle filter estimates the conditional
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Figure 3.2: DOF 1 displacement estimate and ±3σ uncertainty bound.
distribution of the state (and convergence as the number of particles increased was assessed),
it can be seen that the Kalman filtering methods tend to underestimate the covariance of
the filtering distribution.
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Figure 3.3: DOF 5 displacement estimate and ±3σ uncertainty bound.
In Fig. 3.3 a similar plot for the roof displacement (DOF 5) is presented. Similar
results were obtained in all the other story. The uncertainty bounds for the displacement
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Figure 3.4: DOF 5 velocity estimate and ±3σ uncertainty bound.
are available directly from the estimate of the conditional covariance matrix.
The estimate of the velocity at DOF 5 and the drift displacement between DOF 4 and
DOF 3 are shown in Fig. 3.4 and Fig. 3.5 respectively. The uncertainty in the drift
displacement was calculated using Eq. A.5 in Appendix A.
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Figure 3.5: Drift displacement between DOF 4 and DOF 3 with ±5σ uncertainty bound.
Similar results were obtained in all other locations. The velocity and drift displacement
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Figure 3.6: PDF of the displacement at DOF 1 and DOF 5 at t = 5.4s.
will be used in the next chapter to evaluate the state of damage of the structure, and the
accuracy of their estimation is thus of importance for the objectives in this work.
The PDF of the displacement at DOF 1 and DOF 5 at the time of maximum response
(t = 5.4s) is shown in Fig. 3.6. We can notice how the uncertainty estimated by the Kalman
filtering methods is underestimated (recall that since convergence of the particle filter was
assessed by increasing the number of particles, this is considered as the true conditional
distribution).
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Figure 3.7: DOF 1 spring force estimate and ±3σ uncertainty bound.
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Figure 3.8: DOF 1 dissipated hysteretic energy estimate and ±2σ uncertainty bound.
The estimate of the hysteretic force at DOF 1 and its uncertainty are presented in Fig.
3.7. The mean and uncertainty in the spring force were obtained using Eq. A.8 and Eq.
A.9 in Appendix A.
With the estimate of the hysteretic force and drift velocity at hand, the dissipated hys-
teretic energy is estimated. The evolution of the estimate of the dissipated hysteretic energy
are shown in Fig. 3.8, where the mean and uncertainty were obtained using Eq. A.11 and
Eq. A.13 in Appendix A. As mentioned before, the estimates of functions of the response
such as drift displacements, velocity and dissipated hysteretic energy are important since
they are used to evaluate the integrity of structural elements after strong earthquakes. This
is generally achieved using response-based mechanics and probabilistic damage measures
(Park and Ang, 1985; Naeim et al., 2006). In the next chapter a framework where the
estimates of these quantities given by Bayesian filters is fused with existing damage models
is presented.
80
3.2. UNCERTAINTY PROPAGATION ANALYSIS
Table 3.1: Efficiency Index.
Method T(min) RG E
EKF 10 0.064 1.56
UKF 4 0.053 4.72
EnKF 251 0.047 0.08
PF 384 0.153 0.02
Accuracy and Efficiency
To study the local accuracy of the filters the error history was defined as
Ri(t) = qi(t)− q̂i(t) (3.4)
where qi and q̂i are the ith displacement response and its mean estimate, respectively.








where N is the number of degrees of freedom, and the norm ‖·‖2 denotes the L2-norm in
the space of integrable functions. Thus, RG is a normalized squared error and is a measure
of the overall performance of the filters. The results for RG are presented in Table 4.2.
The computational time T (in minutes) required by the filters is presented in Table 4.2.
To weight the accuracy and computational effort the following efficiency metric was defined
E = 1
T ×RG (3.5)
The results of E for the different methods are presented in Table 4.2.
The algorithms were implemented on a computer with an Intel i5 2.6 GHz processor
and 4 GB RAM memory.
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3.2.1 The Importance of Statistical Analyses
In this dissertation the estimation of the state of dynamical systems is tackled using
probability-based inference. The results obtained thus depend on the realization of the
stochastic procecess that define the probabilistic models. This implies that any comparison
regarding the accuracy of the filters should be performed in a systematic way using statistical
analyses that consider ensemble of possible results, instead of point values. The importance
of such analyses to assess the performance of the filtering techniques is motivated with a
numerical example.
Consider the SDOF nonlinear oscillator examined in section 2.5.5.2, with the same
“true” parameters and initial PDF. With all the parameters fixed (including a realization of
the input), the extended and unscented Kalman filters are implemented using two different
realizations of the measurement noise process. The results obtained from each realization are
denoted as Run 1 and Run 2. In the following, it will be shown that the performance of the
filters significantly change depending on the realization of the measurement noise process.
Thus, the use of a single realization does not provide enough information to conclude that
a filter is more accurate to another one.Displ cement - Run1 























Figure 3.9: Run 1 displacement estimate
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Displacement – Run2 






















Figure 3.10: Run 2 displacement estimate
The estimate of the displacement response for each run are presented in Fig. 3.9 and
Fig. 3.10. Despite that both filters give acceptable estimates results, it can be seen that in
Run 1 the EKF outperforms the UKF, while in Run 2 comparable results are obtained.
The effect of the realization of the processes is more pronounced in the estimates of
model parameters. Fig. 3.11 and Fig. 3.12 present the estimates of the parameter β in
both runs (recall that β controls the shape of hysteresis loops). It can be noticed that in
the first run the UKF converges to the true parameter (convergence being defined as being
within a 10% interval from the true parameter), while the EKF does not; however, in the
second run both filters converge to the true parameter.
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Figure 3.11: Run 1 parameter β estimate
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Figure 3.12: Run 2 parameter β estimate
Similar results were obtained for the estimates of parameters D and ν, shown in Fig.
3.13-3.16. It can be seen that the convergence and accuracy of the filters depended signi-
ficantly on the realization of the measurement noise process.
To conclude that a filter is more accurate than another some type of analysis where the
large-sample behavior is studied is needed. In this work this issue is tackled using statistical
analyses based in Monte-Carlo simulation. For this purpose an ensemble of realizations of
the stochastic processes involved are used to compute error metrics that statistically define
the accuracy of the filters and the possible results that can be obtained.
D-Run1 












Figure 3.13: Run 1 parameter D estimates
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D-Run2 












Figure 3.14: Run 2 parameter D estimates
nu- Run1 














Figure 3.15: Run 1 parameter ν estimates
To compare the EKF and UKF in the context of joint state and parameter estimation
two statistical analyses are conducted using the nonlinear oscillator with a Bouc-Wen model
used in the previous section: 1) a realization of the input and initial conditions are held fixed
and an ensemble of realization of the noise process are used to estimate the parameters of
the Bouc-Wen model; 2) an ensemble of realizations of the input model are used to estimate
the parameters of the Bouc-Wen model.
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Figure 3.16: Run 2 parameter ν estimates
3.2.1.1 Joint State/Parameter Estimation Statistical Ana-
lysis 1
The sensitivity to the realization of the measurement noise process is studied next. For this
purpose the nonlinear oscillator of the previous section (with the same parameters and initial
PDF) was used to implement the EKF and UKF using 200 realizations of measurement noise
process (Gaussian uncorrelated sequence with RMS of 0.10). The histogram of the estimate
of the parameters are shown in Fig. 3.17.
As it can be seen the realization of the measurement noise has an important influence
in the convergence of the filters. The UKF is seen to outperform the EKF with a lower
variance in the estimates and a reduced bias. It should be pointed out that as seen in the
previous section, this does not mean that it is guaranteed that in a single run the UKF will
provide more accurate results than the EKF. However, the probability that in a single run
the estimate of the UKF are indeed more accurate than those of the EKF is high.
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Figure 3.17: Statistical Analysis 1. Parameters β, D and ν histograms.
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3.2.1.2 Joint State/Parameter Estimation Statistical Ana-
lysis 2
The sensitivity to the realization of the input process is studied next. For this purpose
the nonlinear oscillator of the previous section (with the same parameters and initial PDF)
was used to implement the EKF and UKF using 200 realizations of the Kanai-Tajimi input
process defined by Eq. 3.1 and Eq. 3.2. The histogram of the estimate of the parameters
are shown in Fig. 3.18.
Similarly to the previous results, the UKF is seen to outperform the EKF. Some degrad-
ation in the estimate of the yield displacement D is observed, where some extreme values
are seen in the UKF estimates, increasing its bias and variance.
3.3 SDOF - Statistical Analysis
In this section we present the results of a statistical analysis performed to study the large
sample behavior of the estimation error process and compare the accuracy of the various
algorithms. For this purpose a single degree-of-freedom nonlinear damped oscillator was
considered. The Bouc-Wen model defined in the previous case was used with the following
parameters used as nominal values: K = 4pi2N/m, D = 0.25m, γ = 0.8, β = 0.2, and
ν = 2. The mass was M = 1Ns2/m, and the damping Cd = 0.63Ns/m (damping ratio of
5%).
The ground motion process defined in the previous section was used to model seismic
induced ground motions. The underlying white noise spectral density Go was found such
that a target peak ground acceleration (PGA) of 0.50g is obtained in the mean. The
measured response consisted of absolute acceleration, contaminated with an additive zero
mean white Gaussian sequence with a noise-to-signal RMS (root-mean-square) ratio of 0.05.
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Figure 3.18: Statistical Analysis 2. Parameters β, D and ν histograms.
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Figure 3.19: Statistical analysis for the state estimation error (R); µ is the mean and σ the standard
deviation.
3.3.1 Estimation Error Analysis
As shown in the previous chapter the accuracy and performance of nonlinear filters should
be studied statistically. In this section an statistical analysis on the error in the estimation
of the quantities of interest is shown. To study the accuracy in the state estimate the
following error metric was defined
R = ‖q − qˆ‖2‖q‖2 (3.6)
where q is the system displacement response, qˆ is the estimated response, and ‖ · ‖2 denotes
the L2 norm computed using linear interpolation of the (discrete) estimated histories. This
index is a normalized error-to-signal ratio, and it characterizes the overall amplitude of the
estimation error process.
An ensemble of 300 simulations using different realizations of the measurement noise
process was used to compute R; it was found that increasing the number of realizations
did not change the results significantly. In Fig. 3.19 the histograms of R for the EKF and
UKF are presented, where µ denotes the mean and σ the standard deviation. A similar
histogram was computed for the force and dissipated energy, these are shown in Fig. 3.20
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Figure 3.20: Statistical analysis for the force estimation error; µ is the mean and σ the standard
deviation.
and Fig. 3.21 respecively.
It can be seen that the UKF estimates outperform the EKF estimates. There is no
guarantee, however, that in a single run this will be the case, and as illustrated in the
previous chapter there exist single cases in which the EKF in fact performs better than the
UKF.
3.3.2 Effect of Measurement Noise
For an increasing level of measurement noise RMS the error index R defined in the previous
section was computed. The results are presented in Fig. 3.22, where the overall trend is
an increase of the error process mean and uncertainty as the noise level increases. The
PF exhibits an increased sensitivity to the measurement noise process realization when
compared to the other filters.
3.3.3 Effect of Increasing Nonlinearity
In this section we compare the accuracy of the various filters in the presence of increasing
nonlinearity in the system. Increased nonlinearity was achieved by applying a scaling factor
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Figure 3.21: Statistical analysis for the dissipated hysteretic energy estimation error; µ is the mean
and σ the standard deviation.
to the input process (scaled such that for a factor of 1 the system remains linear). The
results of R for different scaling factors are shown in Fig. 3.23, where the ductility ratio is
shown in the top of the figure. It can be observed that as an overall trend, all filters are
negatively affected by nonlinearity, with the UKF consistently giving a lower estimation
error than the other filters.
3.3.4 Effect of Parametric Error in Dynamic Model
To assess the effect of parametric model error two separate cases were considered; error in
the initial nominal stiffness parameter kn and error in the yield displacement parameter
Dn. For this purpose, a scaling factor was applied to the nominal model parameters.
The statistical results based on an ensemble of 70 realizations of the measurement process
are presented in Fig. 3.24 and Fig. 3.25 for errors in the stiffness and yield displacement
respectively. The results show that underestimating kn and Dn induces greater estimation
error than overestimating them. This trend was observed in all filters.
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Figure 3.22: Statistical analysis for estimation error (R) for different measurement noise levels; µ
is the mean and σ the standard deviation.
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Figure 3.23: Estimation error (R) for increasing input ground motion.
3.3.5 Effect of Parametric Error in Input Model
To assess the robustness of the filters to parametric errors in the input model, a scaling
factor was applied to the nominal value of the white noise input process intensity (Gn)
to implement the filters. The estimation error for different scaling values is shown in Fig.
3.26. It can be seen that similarly to model-class parametric error, underestimating the
input parameters induces a significantly greater error than overestimating it.
3.4 Steel Nonlinear Frame - Ideal Modeling
In this section we present results aimed at comparing the Bayesian filters under ideal model-
ing conditions in the context of a more complex structural system. The system is a 10-story
nonlinear spring-mass-damper chain with Bouc-Wen hysteresis coupled to a linear-elastic
cantilever. The system is depicted in Fig. 3.27. The Bouc-Wen model defined in Eq. 2.2
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Figure 3.24: Estimation error (R) statistical analysis in the presence of parametric model error; µ
is the mean and σ the standard deviation. kf/kn is the ratio of the stiffness value used in the filters
and the nominal model stiffness.
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Figure 3.25: Estimation error (R) statistical analysis in the presence of parametric error in the
dynamic model; µ is the mean and σ the standard deviation. Df/Dn is the ratio of the yield
displacement used to implement the filters and the nominal model yield displacement.
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Figure 3.26: Estimation error statistical analysis in the presence of parametric error in the input
model; µ is the mean and σ the standard deviation. Gf/Gn is the ratio of the white noise input
amplitude used to implement the filters and the nominal amplitude.
and Eq. 2.3 was adopted for the internal force of all springs with the following parameters:
ki = 1.04 × 107N/m, Di = 0.02m, γi = 0.8, βi = 0.2, and νi = 2. The mass at all lateral
degrees of freedom (DOF) is Mi = 8.85 × 103Ns2/m. The damping is classical with 5%
damping ratio in all modes, computed using the initial properties of the system and kept
constant throughout the simulation.
The Kanai-Tajimi model as defined by Eq. 3.1 and Eq. 3.2 was used for the input ground
motion. Noise contaminated absolute acceleration simulated measurements were generated
from the system and used as the measured response data. The measured locations were
DOF one, four, seven and ten (see Fig. 3.27). The layout of the measurements was selec-
ted based on the observability index of the initial linear system. The measurements were
contaminated with an additive zero mean white Gaussian sequence with a noise-to-signal
RMS (root-mean-square) ratio of 0.10.
Results
In this section the numerical experiment results for the nonlinear frame with ideal model-
ing conditions are presented. The maximum inter-story drift estimates are shown in Table
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Figure 3.27: System and model: nonlinear chain with a Bouc-Wen model for hysteresis (on each
spring) coupled to a linear-elastic cantilever.
98
3.4. STEEL NONLINEAR FRAME - IDEAL MODELING
Table 3.2: Estimated maximum drift displacement (×10−2m).
Method 1 2 3 4 5 6 7 8 9 10
SYS 5.8 14.1 17.5 17.3 16.4 15.4 12.7 9.6 6.9 5.2
EKF 5.7 13.9 17.2 17.0 16.1 15.1 12.4 9.4 6.7 4.9
UKF 5.7 14.0 17.4 17.2 16.4 15.3 12.6 9.6 6.9 5.1
EnKF 5.7 13.9 17.4 17.2 16.4 15.3 12.6 9.6 6.9 5.2
PF 5.7 13.9 17.2 16.9 16.0 15.0 12.3 9.4 6.6 4.8
Table 3.3: Estimated maximum inter-story shear (×105N).
Method 1 2 3 4 5 6 7 8 9 10
SYS -4.77 -4.60 -4.15 -3.37 -3.31 -3.17 -3.04 -2.47 -2.25 -1.50
EKF -4.73 -4.57 -4.13 -3.35 -3.30 -3.17 -3.04 -2.46 -2.26 -1.49
UKF -4.76 -4.58 -4.15 -3.36 -3.29 -3.16 -3.04 -2.46 -2.25 -1.49
EnKF -4.76 -4.58 -4.15 -3.36 -3.29 -3.16 -3.04 -2.46 -2.25 -1.49
PF -4.71 -4.54 -4.11 -3.33 -3.24 -3.16 -2.99 -2.43 -2.25 -1.49
3.2. Table 3.3 presents a comparison of the estimates given by the various filters of the
maximum inter-story shear force. Similarly to the drifts, the difference between the system
(SYS) response and all the filters is minimal, although the UKF and the EnKF seem to
perform slightly better.
To assess the tracking capability of the filters Fig. 3.28 and Fig. 3.29 depict the time
history of the system response versus the various filter estimates for the lateral displacement
at DOF 1 and DOF 10 respectively.
The plots present the mean estimate along with the ±3σ uncertainty bound. In all cases
and throughout the complete time history the uncertainty bounds appear to be very tight,
however a closer look at the PDF of the estimates at individual times reveals that some
filters perform better. Fig.3.30 illustrates the PDF of the displacement estimate at DOF 1
and DOF 10 at time t = 5.6s (the time when the response is at a maximum).
The estimated response and its uncertainty are used to compute other quantities of
interest such as shear forces in the nonlinear springs. Fig. 3.31 presents the estimated time
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Figure 3.28: DOF 1 displacement estimate and ±3σ uncertainty bound.
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Figure 3.29: DOF 10 displacement estimate and ±3σ uncertainty bound.
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Figure 3.30: PDF of the estimated displacement at DOF 1 and DOF 10 at the time of maximum
response t = 5.6s.
history of the force in the base spring. The uncertainty bounds were obtained using Eq.
A.9 in Appendix A. All filters provide good tracking capability, with the PF displaying a
significantly larger uncertainty bound in comparison with the rest of the filters.
The estimate of the base shear and its uncertainty are presented in Fig. 3.32. The
uncertainty bounds were obtained using Eq. A.20 in Appendix A.
Accuracy and Efficiency





where qi and q̂i are the ith displacement response and its mean estimate, respectively.







where n is the number of degrees of freedom. The measure RG is a normalized mean
error and is a measure of the overall performance of the filters. The results for RG are
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Figure 3.31: DOF 1 spring force estimate and ±3σ uncertainty bound.
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Figure 3.32: Base shear and ±3σ uncertainty bound.
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Table 3.4: Efficiency Index.
Method T(min) RG E
EKF 7 0.034 4.2
UKF 3 0.015 22.2
EnKF 268 0.017 0.22
PF 317 0.042 0.07
presented in Table 3.4. It can be seen that the UKF gives the lowest global error. The
computational time T (in minutes) required by the filters is also presented in Table 3.4. To
weight the accuracy and computational effort the following efficiency metric was defined
E = 1
T ×RG (3.8)
The results of E for the different methods are presented in Table 3.4. It was found
that for the ideal case, the UKF provides the best overall efficiency since it provides the
most accurate estimate in the least amount of time. The algorithms were implemented
on a computer with an Intel i5 2.6 GHz processor and 4 GB RAM memory. Significant
improvements in the implementation of the PF and the EnKF can be attained by means of
parallel computing, however this is outside of the scope of this study.
3.5 Steel Nonlinear Frame - Input Model Class
Error
In this section we study the robustness in the performance of the filters in a case where the
input is a record from the 1994 Northridge earthquake, and thus is not a realization of the
input model. The same system and model of the previous section were used.
The Kanai-Tajimi model defined in Eq. 3.1 was used to implement the nonlinear filters,
with ωg = 15 rad/s and ξg = 0.35. The error in the description of the input process is
105
3.5. STEEL NONLINEAR FRAME - INPUT MODEL CLASS ERROR
















Figure 3.33: Energy content comparison of Northridge ground motion and the average from an
ensemble of 200 realizations of the Kanai-Tajimi stochastic process.
illustrated in Fig. 3.33; this plot shows the energy content in the Northridge ground motion
versus the average from an ensemble of 200 realizations of the ground motion process. As it
can be seen the frequency content of the model differs significantly to the frequency content
of the input ground motion. The measurements type and layout is the same used in the
previous section.
Results
The results of the estimated response quantities are presented next. The estimate of the
relative displacement (with respect to the ground) at DOF 1 is shown in Fig. 3.34, where
the estimate of the standard deviation (σ) is represented by the ±3σ uncertainty bound.
It can be noticed that the quality of the estimation is comparable to that obtained in
the previous section under ideal input model condition.
The PDF of the displacement at DOF 1 and DOF 10 at the t = 11.6s is shown in
Fig. 3.35. The estimates of the force in the nonlinear spring connecting the ground and
DOF 1 and its uncertainty are shown in Fig. 3.36. The estimate of the base shear and its
uncertainty are presented in Fig. 3.37. As it can be noted the filters accuracy is comparable
to that exhibited under ideal modeling conditions.
The maximum drift displacement estimates and maximum inter-story shears estimates
106
3.5. STEEL NONLINEAR FRAME - INPUT MODEL CLASS ERROR



















±  3 s (t) 
EKF 
SYS 



















±  3 s (t) 
UKF 
SYS 



















±  3 s (t) 
EnKF 
SYS 



















±  3 s (t) 
PF 
SYS 
Figure 3.34: DOF 1 displacement estimate and ±3σ uncertainty bound.
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Figure 3.35: PDF of the estimated displacement at DOF 1 and DOF 10 at the time of maximum
response t = 11.6s.
Table 3.5: Estimated maximum drift displacement (×10−2m).
Method 1 2 3 4 5 6 7 8 9 10
SYS 2.4 5.4 5.8 5.2 4.9 5.3 5.7 5.1 3.8 2.8
EKF 2.3 5.3 5.8 5.1 4.8 5.3 5.7 5.0 3.7 2.7
UKF 2.4 5.3 5.9 5.2 4.9 5.3 5.7 5.1 3.8 2.8
EnKF 2.4 5.3 5.9 5.2 4.9 5.3 5.7 5.1 3.8 2.8
PF 2.4 5.4 6.1 5.5 5.0 5.3 5.7 5.1 3.8 2.8
are presented in Table 3.5 and Table 3.6 respectively. As it can be seen most of the estimates
are within a 5% error margin.
Accuracy and Efficiency
The results for the error measure RG defined in the previous case and computational
time T are presented in Table 3.7. Similarly to the previous case, the UKF provides the
lowest global error and requires the least computational effort.
Comparing these results to those obtained in the previous case, it can be concluded that
the error induced by the ground motion not corresponding to the ground motion model are
small. The filters showed almost the same tracking capability than they did under ideal
conditions.
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Figure 3.36: DOF 1 spring force estimate and ±3σ uncertainty bound.
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Figure 3.37: Base shear estimate and ±3σ uncertainty bound.
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Table 3.6: Estimated maximum inter-story shear (×105).
Method 1 2 3 4 5 6 7 8 9 10
SYS 3.86 3.52 2.91 2.90 -2.93 2.72 2.84 2.85 2.42 -1.92
EKF 3.92 3.72 2.90 2.61 -2.27 3.00 2.79 3.03 2.89 -1.48
UKF 3.94 3.53 2.95 2.97 -2.39 2.94 2.80 2.88 2.53 -1.80
EnKF 3.96 3.56 2.95 2.97 -2.41 2.94 2.80 2.88 2.51 -1.81
PF 3.63 3.17 2.68 2.71 -2.13 2.67 2.85 2.84 2.52 -1.94
Table 3.7: Efficiency Index.
Method T(s) RG E
EKF 7 0.038 3.7
UKF 3 0.021 15.8
EnKF 264 0.026 0.15
PF 321 0.06 0.05
3.6 Steel Nonlinear Frame - System and Input
Model Class Errors
In this section we study the robustness of the nonlinear filters in a case where the system
and the model do not belong to the same class, and the ground motion is a record from
the 1994 Northridge earthquake. The system studied in this section is a planar inelastic
frame with bilinear nonlinear moment-curvature behavior at member ends, modeled using
the program DRAIN-2DX©. The hybrid model consisting of a nonlinear chain with a Bouc-
Wen model for hysteresis coupled to an elastic cantilever shown in Fig. 3.27 was used for
the estimation. Models of this type were originally proposed in (Park et al., 1984). The
system and model are depicted in Fig 3.38.
The system is a 10 story, 1 bay frame with an inter-story height of 3.0 m and a 6.0 m bay.
The beams and columns are A36 steel columns with a modulus of elasticity of 200GPa. The
columns have a prismatic cross section with aW14X132 section and corresponding yielding
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Figure 3.38: (a) System: Steel planar frame with potential plastic hinges at member ends; (b) Model:
nonlinear chain with a Bouc-Wen model for hysteresis (on each spring) coupled to a linear-elastic
cantilever.
moment of 847kN − m. The beams are prismatic with W18X40 sections and a yielding
moment of 278kN − m. All beam-column connections are rigid. Due to the difference
between the column and beam moment of inertia, this structure will tend to behave as a
weak beam-strong column frame and most plastic hinges are expected to develop at the
beam ends. The natural period of the structure is 1.2s. The damping matrix is Rayleigh,
with a damping ratio of 5% in the first two modes. The beams and columns were selected
as type02 inelastic elements in DRAIN-2DX©, used to model beams and beam-columns
nonlinear members. An elastic-perfectly plastic moment curvature relation was used to
simulate inelastic behavior at the plastic hinges at the ends of each member.
To calibrate the coupled shear-building model the stiffness of the linear elastic column
was selected equal to the sum of the stiffness of the frame columns, such that the nonlinear
close-coupled springs represent the yielding behavior at the nodes, describing the inelastic
behavior at end of the beams and columns. This model captures the nonlinear behavior of
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weak beam - strong column designs commonly used in practice. The initially linear slope of
the springs was calibrated using the first two periods of the system; the resulting stiffness
of the springs was ki = 1.04× 107N/m. The Bouc-Wen model parameters were selected as
follows: the yielding force was calibrated using the results of a pushover analysis, resulting
in Di = 0.019m; the shape parameters were selected as βi = 0.2, γi = 0.8 and νi = 2.
The damping in the model is classical with a 5% damping ratio in all modes. The model
with the parameters previously described is denoted the nominal model; this is the optimal
(calibrated) model.
A record from the 1994 Northdridge earthquake was used as input to the steel frame.
The nonlinear dynamic analysis was performed using DRAIN-2DX©. To implement the fil-
ters noise contaminated absolute acceleration measurements (noise-to-signal RMS of 0.10)
obtained from the dynamic analysis were used. The measured locations were story one,
four, seven and ten (see Fig. 3.38). The Kanai-Tajimi model previously defined was used
to implement the nonlinear filters, with ωg = 15 rad/s and ξg = 0.35. The error in the de-
scription of the input process is illustrated in Fig. 3.33. This plot shows the energy content
in the Northridge ground motion versus the average from an ensemble of 200 realizations
of the ground motion process.
Results
The simulation results under model class error conditions are now presented. Table 3.8
presents a comparison of the estimates given by the various filters of the maximum drift
between stories. In contrast with the ideal case, the difference between the various filters
is significant. In this case, the best estimate is given by the PF followed by the EKF. The
UKF and the EnKF provide almost identical results and do not perform nearly as well as in
the ideal case. Table 3.9 presents a comparison of the estimates given by the various filters
of the maximum interstory shear force.
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Figure 3.39: DOF 1 displacement estimate and ±3σ uncertainty bound.
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Figure 3.40: DOF 10 displacement estimate and ±3σ uncertainty bound.
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Table 3.8: Estimated maximum drift displacement (×10−2m).
Method 1 2 3 4 5 6 7 8 9 10
SYS -2.2 -4.4 -4.9 -4.7 -4.6 -5.3 -5.7 -5.3 -4.5 -3.5
EKF -2.1 -4.1 -4.4 -4.7 -4.6 -5.0 -5.0 -4.6 -3.7 -3.1
UKF -1.9 -3.9 -5.2 -5.6 -5.5 -5.3 -5.1 -4.5 -3.4 -2.8
EnKF -1.9 -4.0 -5.2 -5.6 -5.5 -5.3 -5.1 -4.4 -3.4 -2.7
PF -2.1 -4.8 -5.3 -4.5 -4.6 -5.3 -5.4 -4.7 -3.8 -3.1
Table 3.9: Estimated maximum inter-story shear (×105N).
Method 1 2 3 4 5 6 7 8 9 10
SYS -3.34 -2.85 -2.42 -2.42 -2.51 -3.02 -2.55 -2.13 -2.51 -1.85
EKF -3.91 -3.03 -2.90 -2.26 -2.27 -2.83 -2.49 -2.43 -2.88 -1.47
UKF -3.67 -2.96 -2.63 -2.31 -2.39 -2.89 -2.78 -2.38 -2.54 -1.80
EnKF -3.69 -2.97 -2.63 -2.32 -2.42 -2.88 -2.77 -2.37 -2.56 -1.81
PF -3.19 -2.85 -2.27 -2.16 -2.13 -2.21 -2.26 -2.35 -2.69 -1.94
To assess the tracking performance of the filters, Fig. 3.39 and Fig. 3.40 depict the time
history of the estimate of the lateral displacement at DOF 1 and DOF 10 respectively. The
plots present the mean estimate along with the ±3σ uncertainty bound. The PF provides
the best tracking capability and for the most part, its uncertainty bounds are reflective of
the tracking errors. As can be seen, the EKF, UKF and EnKF provide uncertainty bounds
which do not reflec the actual tracking errors. The estimate of the velocity at DOF 6 with
a ±3σ uncertainty bound are shown in Fig. 3.41. Similar results were obtained at all other
DOF. Fig. 3.42 illustrates the PDF of the displacement estimate at DOF 1 and DOF 10 at
time t = 11.5s (the time at which the response is at a maximum).
The estimates of the base shear with a ±3σ uncertainty bound are presented in Fig.
3.43. Since the base shear history does not involve permanent drifts all the filters provide
acceptable estimates. In general, quantities involving permanent drifts occurring in short
time intervals are more difficult to track, and may require the need of displacement meas-
urements.
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Figure 3.41: DOF 6 velocity estimate and ±3σ uncertainty bound.
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Figure 3.42: PDF of the estimated displacement at DOF 1 and DOF 10 at the time of maximum
response t = 11.5s.
Table 3.10: Efficiency Index.
Method T(s) RG E
EKF 8 0.50 0.25
UKF 3 0.81 0.41
EnKF 275 0.90 0.004
PF 327 0.14 0.02
Accuracy and Efficiency
The results for the error measure RG and computational time T are presented in Table
3.10. Thus, the selection of the model class and model parameters play an important role
in Bayesian filtering, a result which has been previously remarked by Ching et al. (Ching
et al., 2006) in the case of joint state and parameter estimation in the context of the EKF
and PF.
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Figure 3.43: Base shear estimate and ±3σ uncertainty bound.
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3.6.1 State Estimation Vs Joint State/Parameter Estim-
ation
A popular strategy to attempt to improve the estimation results due to modeling errors is
to include the parameters of the nonlinear model in the state and estimate them jointly,
a strategy usually referred as joint state/parameter estimation (see section 2.5.3). In this
section we illustrate some of the convergence difficulties of joint state/parameter estimation
when the number of uncertain parameters is large. The results show that this strategy does
not necessarily improve the estimation results, and in fact it can worsen the estimate of the
quantities of interest.
In the joint state/estimation setting the original state is augmented to include the non-
linear model parameters {βi, νi, Di} (See Eq. 2.2 and Eq. 2.3) of each spring. The main
drawback is that the computational difficulty of the problem is significantly increased due
to the presence of much stronger nonlinearities than those in the nominal model.
For the case shown in this section the state increases to a 62-dimensional vector, and
the dynamic model becomes severely nonlinear. The EKF and UKF were implemented
in the joint state/parameter setting described above, using the parameters of the nominal
model as the initial parameters. The parameters evolution was modeled using a time-
invariant model (G(t) = 0 in Eq. 2.70). The initial PDF of the parameters was selected
as Gaussian (centered at the calibrated nominal model) with a coefficient of variation of
0.10. The coefficient of variation of the parameters model control the flexibility of the
model to change the parameters and adapt itself to reduce the estimation error; in essence
it represents a bias/variance trade-off (Ching et al., 2004). A low value increases the model
bias and reduces the estimation variance, while a large value reduces the bias but increases
the estimation variance.
The estimate of the displacement response at DOF 4 and DOF 9 are shown in Fig. 3.44
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Figure 3.44: State estimation (SE) and joint state/parameter estimation (JSPE) comparison. Dis-
placement DOF 4.














































Figure 3.45: State estimation (SE) and joint state/parameter estimation (JSPE) comparison. Dis-
placement DOF 9.
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Figure 3.46: State estimation (SE) and joint state/parameter estimation (JSPE) comparison. Ve-
locity DOF 4.
and Fig. 3.45 respectively, where SE denotes the estimate of performing state estimation
(estimating only the dynamic response), and JSPE denotes the augmented state estimation
(estimating both the dynamic response and nonlinear model parameters).
As it can be seen including the parameters deteriorates the estimate given by the fil-
ters when only state estimation is performed. The main difficulty is that the information
contained in limited absolute acceleration measurements is not sufficient to estimate the
augmented state, specially when the response includes permanent drifts as a result of ex-
cursions to the nonlinear regime of the dynamic system. This is related to observability
issues resulting from using limited absolute acceleration measurements.
In Fig. 3.46 and Fig. 3.47 the estimate of the velocity at DOF 4 and DOF 9 is
presented. For the velocity the effect on the accuracy of the estimates in not as evident as
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Table 3.11: State estimation (SE) and joint state/parameter estimation (JSPE) displacement error.
1 2 3 4 5 6 7 8 9 10 Mean
EKF-SE 0.59 0.38 0.28 0.24 0.22 0.21 0.21 0.21 0.23 0.27 0.28
EKF-JSPE 0.66 0.55 0.50 0.50 0.53 0.54 0.56 0.59 0.63 0.67 0.57
UKF-SE 0.64 0.43 0.36 0.35 0.37 0.41 0.46 0.51 0.55 0.60 0.47
UKF-JSPE 0.82 0.80 0.84 0.94 1.01 1.03 1.05 1.08 1.11 1.14 0.98
Table 3.12: State estimation (SE) and joint state/parameter estimation (JSPE) velocity error.
1 2 3 4 5 6 7 8 9 10 Mean
EKF-SE 4.39 2.82 1.74 1.22 0.90 0.78 0.66 0.60 0.60 0.64 1.43
EKF-JSPE 4.08 2.83 1.75 1.17 0.74 0.60 0.41 0.30 0.38 0.52 1.28
UKF-SE 3.94 2.64 1.78 1.18 0.77 0.54 0.43 0.39 0.42 0.51 1.26
UKF-JSPE 4.12 2.90 1.92 1.23 0.82 0.65 0.55 0.46 0.47 0.63 1.37
for the displacement estimates. One of the reasons for this is that the velocity response does
not involve permanent drifts, in contrast to the displacement response. The importance of
displacement measurements in joint state/parameter estimation problems was highlighted
in (Chatzi and Smyth, 2009) using numerical experiments.
The evolution of the estimate of the β and D parameters are shown in Fig. 3.48 and
Fig. 3.49 respectively. Recall that the β parameter controls the shape of the hysteresis and
D represents the yield displacement of the model.





for each DOF. A similar metric was defined for the velocity response. The results for
each DOF are presented in Table 3.11 and Table 3.12. As it can be seen the error in the
displacement estimate when performing joint state/parameter estimation is about twice
than that to the state estimation error. As for the velocity errors the trend is less clear
with different results depending on the DOF and the estimation algorithm.
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Figure 3.47: State estimation (SE) and joint state/parameter estimation (JSPE) comparison. Ve-
locity DOF 9.






















































Figure 3.48: Parameter β estimation.
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Figure 3.49: Parameter D estimation.
3.7 Summary
The main outcomes of the numerical experiments presented in this section are the following:
• Under ideal modeling conditions (both in system and input models) the filters es-
timates of all quantities of interest were in agreement with the underlying system
counterpart, without significant difference in the accuracy obtained by the different
algorithms.
• In the presence of model-class and input parametric model errors, underestimating a
model parameter induces significantly greater estimation errors than overestimating
it.
• In the presence of input model errors (both parametric and non-parametric) the filters
change in performance (with respect to the ideal modeling conditions) was negligible
for all filters.
• The uncertainty bounds provided by the particle filter were in better agreement with
the system response than the Kalman-filtering based filters.
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• Augmenting the state to include model parameters in a joint state/parameter estim-
ation setting does not necessarily improve the estimation when the number of para-
meters is large, the dynamic model presents severe nonlinearities and limited absolute
acceleration measurements are used. This problem is related to a deficiency in the
observability and detectability properties of the system and input. The most direct
way to overcome this difficulty is to increase the number and type of measurements.
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Chapter 4
Filtering-based Mechanistic Damage Frame-
work
4.1 Introduction
Since the seminal work carried out in the 1970’s (Beliveau, 1975; Udwadia and Shah, 1975;
Beck, 1979) engineers and researchers have used measured vibrations in structures before,
during, and after earthquakes to gain insight into their dynamic response and the parameters
that define it. Some applications include: calibration of design codes (De la Llera and
Chopra, 1995), identification of dynamic models (Smyth et al., 1999), damage detection
and diagnosis (Doebling et al., 1998), wave propagation (Gicev and Trifunac, 2007) and
reconstruction of dynamic response (Mau and Aruna, 1994; Ching et al., 2006; Hernandez
and Bernal, 2008).
In this chapter the estimation of post-earthquake damage assessment and diagnosis
is studied. Traditionally this problem has been approached in two ways: i) data-driven
approaches that operate on the basis of mathematical models extracted solely from measured
vibrations before, during and/or after the strong motion (Bernal and Hernandez, 2006;
Kesavan and Kiremidjian, 2012); and ii) mechanistic approaches that operate by formulating
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a mechanics-based model of the structure, and updating the properties of that model such
that they are consistent with the measured vibrations (Ching et al., 2006; Moaveni et al.,
2010; Mosquera et al., 2012).
The most common filtering-based approach consists in tracking changes in model para-
meters (typically stiffness and damping related) during the strong motion. Some challenges
of parameter estimation using nonlinear filters and estimating structural damage as changes
in model parameters have been pointed out in the literature: i) the set of model paramet-
ers that better describe measured vibration data might not be unique (Katafygiotis and
Beck, 1998); ii) it is difficult to correlate the severity and types of damage to changes in
model parameters (Naeim, 2013); iii) in cases where the structure degrades gradually with
deformation cycles, there might not be a particular change in model parameters that can
be related to the onset of damage. In addition, the selection of the appropriate model class
plays a major role in successfully solving joint state/parameter estimation problems (Ching
et al., 2006).
In this chapter a mechanistic approach using response estimation is proposed. Instead
of measuring damage as changes in model parameters, damage is assessed by means of
mechanistic damage functions developed for earthquake engineering applications (Banon
and Veneziano, 1982; Krawinkler and Zohrei, 1983; Park et al., 1984; Cosenza et al., 1993;
Bozorgnia and Bertero, 2003). A damage function yields a quantitative estimate (typically
a scalar) of the integrity of structural members on the basis of the time history of their
internal stress and strain fields. Damage functions are mapped between different scales,
and in engineering applications a convenient normalized scale is such that the index attains
a value of zero if the structure remains elastic (i.e., no significant damage), and one if there
is substantial damage and potential collapse. The parameters that define damage models
are material dependent and calibrated under controlled conditions in laboratory tests.
To estimate the complete response of the structure, a model and measurements of the
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ground motion are often employed. In some applications the strong motion structural
response is measured, but the complete ground motion is not available as is the case in
bridges, off-shore platforms, and other buried or partially buried building structures. In
addition, inadequate instrumentation and(or) base sensors malfunction have been reported
(Yuen and Beck, 2003). One of the objectives of this chapter is to investigate the use of
nonlinear filtering to estimate the complete structural response from sparse acceleration
measurements.
To implement a nonlinear filter in the context of the proposed framework four compon-
ents are needed: a model of the system, a stochastic model of the unmeasured excitations or
input measurement noise, a model for the measurement noise and partial response vibration
measurements. The desired result is an estimate of the complete structural response in the
form of a joint probability density conditional on the available measurements. The estimate
given by this distribution can be used as input to damage models which subsequently yield
an estimate of structural damage and its uncertainty. This framework can be used in con-
junction with fragility curves, probabilistic measures and any other damage or performance
evaluation measures.
The proposed damage estimation framework is depicted in Fig. 4.1. This approach
can be coupled with current global approaches for post-earthquake damage assessment, and
used in post-disaster decision making strategies.
Three cases are analyzed: first, an ideal case where the system and the model belong to
the same class, and the excitation belongs to the ground motion process model. This case
constitutes the verification of the framework under ideal modeling conditions. In the second
case, a statistical analysis is performed to study the large sample behavior of the estimated
damage measures. The statistical analysis seeks to give insights into the probability of
detection and diagnosis of the proposed damage measures. Finally, the third case studies
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Figure 4.1: Damage estimation framework: A model of a system of interest is used to estimate the
response at all locations using Bayesian filtering. The estimate of the response is used as input to
mechanistic damage models to compute the damage estimate and its uncertainty.
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model is used to approximate a system from a different class, and the excitation is a recorded
ground motion from the 1994 Northridge earthquake. Four existing filters are implemented:
the extended, ensemble and unscented Kalman filters, and the particle filter. The accuracy
and efficiency of the methods are compared, and conclusions about the applicability of the
framework in earthquake applications are drawn.
4.2 Mechanics-Based Damage Models
Structural performance and the damage induced by earthquake ground motions can be
quantified using measures known as damage indices. Damage indices (DI) are mapped
between different scales, and in engineering applications a convenient normalized scale is
such that the index attains a value of zero if the structure remains elastic (i.e., no significant
damage), and one if there is substantial damage and potential collapse.
The first damage indices to be proposed were based solely on the ductility demand or
plastic deformations. The disadvantage of plastic deformations based indices is that they
only consider the cycle where the maximum deformation occurs. To incorporate information
from the complete response, damage indices based on hysteretic energy were introduced.
The main disadvantage of energy based DI is that the cycles deformation amplitude is not
considered.
Since structural members are damaged by a combination of large deformation excursions
and repeated cyclic deformations, a damage index which combines both components is a







where umax denotes the maximum response deformation, umon is the deformation capa-
city under monotonic loading, EH is the dissipated hysteretic energy, Fy the yield strength
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and β ≥ 0 a constant parameter depending on the structure and the response. It has
been shown (e.g., in (Cosenza et al., 1993)) that this damage function is close to those
proposed by Banon and Veneziano (Banon and Veneziano, 1982) and Krawinkler and Zo-
heri (Krawinkler and Zohrei, 1983) for cyclic loading histories of the type encountered in
earthquake engineering applications.
The Park and Ang model is one of the most widely used damage functions in earthquake
engineering applications. This model has been extensively calibrated with experimental data
from both laboratory tests and observed seismic structural damage, especially in reinforced
concrete structural elements and building structures (Park and Ang, 1985).
Modified forms of the Park and Ang model have been proposed to overcome some of
its limitations. A modified model proposed by Bozorgnia and Bertero is such that the
index is zero if the structure remains elastic, and under monotonic loading the results are
in agreement with the nominal monotonic capacity (Bozorgnia and Bertero, 2003). This
damage index is given by
DIBB =
(1− α1)(µ− µe)
µmon − 1 + α1
µH − 1





where µ is the displacement ductility, µe is maximum elastic response normalized by
the yielding displacement, µmon is the monotonic displacement ductility capacity, µH is the
hysteretic ductility and EH is the hysteretic dissipated energy.
Another family of damage functions is based on the linear cumulative law of plastic
fatigue applied to structural members (Cosenza et al., 1993). This model generalizes the
Coffin and Mason law (Manson, 1953; Coffin, 1954) defined by
Nf = c(∆δ)a (4.4)
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where a and c are model parameters (in general depending on the material properties),
and Nf is the number of cycles to failure when the deformation range is ∆δ. The Coffin
and Mason law is combined with Miner Law of linear damage accumulation (Miner, 1945)







where n is the number of different cycles amplitudes; nj and Nj are the number of cycles
and cycles to failure at amplitude j respectively. One of such models was proposed for steel
structures in (Krawinkler and Zohrei, 1983). Their model was calibrated experimentally
for the failure modes of local buckling of steel beam flanges and weldments fracture under
cyclic loading of members loaded in flexure.
The damage functions discussed so far provide a damage measure at a component level.
It is also of interest to have a global or overall damage measure for the complete struc-
ture. Since damage distribution is highly correlated with the dissipated energy distribution
throughout the structure, an overall damage index was defined as a weighted sum of the






where w(i) = E(i)/ET , E(i) is the dissipated energy of component i and ET is the total
dissipated energy. It was shown that this global measure is well-correlated with observed
damage in structures subjected to damaging ground motions (Park et al., 1984).
In the proposed framework, the estimated conditional PDF of the response is used as
input to the damage measures. As a result, the estimated damage index is a random variable
of the form
DI = g(x|Y;α) (4.7)
133
4.3. NUMERICAL EXPERIMENTS
where x|Y is the estimate of the response, and α is a vector of parameters that define
the damage model class. The mean of the damage index can be obtained from the mean of
x|Y using the second-order approximation
E[DI|Y] ≈ g(E[x|Y];α) (4.8)
where E[x|Y] is the estimate of the state given by Bayesian filters. It was shown in (Park
et al., 1984) that the higher-order terms in the expansion are negligible in the applications
of interest.
4.3 Numerical Experiments
In this section we present simulation results aimed at verifying the effectiveness of the
proposed post-earthquake damage assessment framework. Simulations are carried out under
ideal modeling conditions, and both parametric and non-parametric model class errors.
Statistical analysis are performed to study the large-sample behavior of the estimates under
all modeling conditions.
In the proposed framework the unmeasured ground motion excitation is modeled using
stochastic processes. The most popular processes to model earthquake ground motions are
those based in filtered white noise and Poisson processes. The different models reproduce
the time-varying nature of the amplitude and frequency content (i.e., temporal and spectral
non-stationarity) observed in recorded ground motions. The model parameters are generally
calibrated using on-site soil properties and past records (Shinozuka and Deodatis, 1988;
Thrainsson et al., 2000; Rezaeian and Der Kiureghian, 2010). In the following examples
ground motions are modeled using a modulated filtered white noise process with the Kanai-
Tajimi defined by Eq. 3.1 and Eq. 3.2.
With the model of the system and ground motion defined the governing dynamic equa-
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where 0n ∈ Rn is a vector whose components is zeros, and for earthquake excitation the
input in Eq. 2.1 becomes Tg(t) = −bu¨g(t) where b is an influence vector.
Defining the state as x(t) = [q(t)T q˙(t)T u(t) u˙(t)]T Eq. 4.9 is directly written in the
form of Eq. 2.7, where E[dβ(t)dβ(t)T ] = Godt.
In the following section we discuss the procedure to implement the filtering algorithms
used to estimate the conditional distribution of the structural response.
4.3.1 Filters Implementation
The implementation of the UKF is based on the scaled unscented transform formulation
(Julier et al., 2000). The parameters controlling the spread of the sigma points and their
weights were selected as α = 1× 10−3, κ = 0 and β = 2.
For the EnKF, the number of samples selected was 3000. To assess the convergence of
the filter, the estimate of the conditional mean and covariance matrix were monitored as
the number of samples increased.
To implement the PF the algorithm proposed in (Ching et al., 2006) was used. It con-
sists in using parallel filters to reduce the samples degeneracy issue that arises in sequential
Monte-Carlo methods. The number of parallel filters used was 10 with 300 particles each,
implemented using the sequential importance sampling based (SIS) with resampling al-
gorithm (Doucet et al., 2000). The weights coefficient of variation threshold was selected
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as 3. Convergence of the filters was assessed by monitoring the change in the estimates of
the components of the state as the number of filters and particles increased.
For all cases a fourth order Runge-Kutta step with ∆t = 0.001s was used to discretize
the nonlinear dynamic equations needed to project the state in time.
4.3.2 Ideal Modeling Conditions
The objective of this section is to present simulation results aimed at studying the accuracy
of the proposed framework under ideal modeling conditions. For this purpose, a five story
nonlinear shear building subjected to a damaging ground motion was analyzed. In this
example, the system and the model coincide in both model class and model parameters.
The stiffness and mass parameters values at all degrees-of-freedom are ki = 1 × 107N/m
and Mi = 7 × 103Ns2/m respectively. The damping matrix is classical with a damping
ratio of 5% in all modes. The springs follow an elastic perfectly plastic force-displacement
relationship, with a yielding force Fy = 5× 104N . The natural period of the fundamental
mode is 0.58s.
The ground motion used to generate the measurement data is a realization of the ex-
citation process defined by Eq. 3.1 and Eq. 3.2. The Kanai-Tajimi model parameters used
are ωg = 15 rad/s and ξg = 0.25. The underlying white noise spectral density Go was found
such that a target peak ground acceleration (PGA) of 0.50g is obtained in the mean. For
this purpose the relationship between the PGA and the root mean square acceleration of
the Kanai-Tajimi process suggested by Vanmarcke and Lai was used (Vanmarcke and Lai,
1980).
The amplitude modulating function I(t) was selected as
I(t) = te−αt (4.10)
where α = 0.40. The damage index DIBB proposed in (Bozorgnia and Bertero, 2003)
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was used as a damage measure. This damage index (introduced before but repeated here
for convenience) is given by
DIBB =
(1− α1)(µ− µe)
µmon − 1 + α1
µH − 1





where µ is the displacement ductility, µe is maximum elastic response normalized by the
yielding displacement, µmon is the monotonic displacement ductility capacity, µH is the
hysteretic ductility and EH is the hysteretic dissipated energy. The parameters values
associated with the index were selected as α1 = 0.25 and µmon = 10. As mentioned
before, this index is a modified form of the Park and Ang damage index (Eq. 4.1), which
is the most widely used cumulative damage index (Cosenza et al., 2000). This model has
been extensively calibrated with experimental data from both laboratory tests and observed
seismic structural damage, especially in reinforced concrete structural elements and building
structures (Park and Ang, 1985; Park et al., 1984; Park, 1984).
The first and second terms defining the DI in Eq. 4.11 correspond, respectively, to the
deformation and dissipated hysteretic energy demands. To examine the contribution of each
term to the total damage index, Fig. 4.2 shows the damage index decomposition computed
for an increased level of nonlinearity using a strong motion record from the 1994 Northridge
earthquake and two nonlinear models. As it can be seen in both cases the deformation
demand was greater, but an important contribution of the dissipated hysteretic energy can
be seen.
Strong motion instrumentation in a considerable number of buildings consists in an
array of accelerometers in a limited number of stories. Noise contaminated absolute accel-
eration simulated measurements were generated from the system and used as the measured
response data. The measured locations were the first, third and fifth story. The layout of the
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Figure 4.2: Decomposition of the damage index in its deformation and dissipated energy demands
components, computed using a strong-motion record from 1994 Northridge earthquake for two non-
linear models. Left panel: Bouc-Wen model with β = 0.5 and ν = 3; Right panel: Bouc-Wen model
with β = 0.2 and ν = 12.
measurements was selected based on typical instrumentation practice in existing structures.
The measurements were contaminated with an additive zero mean white Gaussian sequence
with a noise-to-signal RMS (root-mean-square) ratio of 0.10. The variance obtained from
the noise sequence is consistent with that given by accelerometers used in current practice.
Results
Simulation results in ideal modeling conditions are shown in this section. The estimate of
the drift displacement time history of the first story (with respect to the ground) is presented
in Fig. 4.3; this was the location that experienced the highest level of nonlinearity with a
ductility ratio of approximately 6.7. The estimate of the standard deviation is also shown
in this figure. As it can be seen, the filters accurately estimate the response of the system.
Similar results were obtained in all the other story.
The drift from the system response observed in the PF estimate is due to the degeneracy
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Figure 4.3: Comparison of the first story drift response estimates using EKF, UKF, EnKF and PF.
of the algorithm caused by the importance sampling distribution (the dynamic model used
as the transition distribution). This issue is exacerbated in this case for two reasons; i) the
type of measurements and their spatial distribution (limited acceleration measurements,
and no measured displacement response). ii) the low variance in the measurement noise;
the PF degeneracy is increased when the sensors are precise, because a large portion of
the measurements get a low likelihood (Doucet et al., 2000). It is worth to point out that
the variance obtained in this case are consistent with the values used in current sensors
technologies applied in civil structures.
The estimated mean of the maximum drift and dissipated energy per story are shown
in Fig. 4.4 and Fig. 4.5 respectively. All the filters provide accurate estimates of these
response quantities.
The estimated mean of the DI per story, computed using Eq. 4.2, are presented in Fig.
4.6. The proposed framework estimates are close to the underlying system results. The
global damage index computed using Eq. 4.6 is presented in Table 4.1.
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Figure 4.4: Mean estimate of the maximum inter-story drift response.
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Figure 4.5: Mean estimate of the inter-story dissipated hysteretic energy.
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Fig. 5 DI 
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Figure 4.6: Mean estimate of the damage index per story.









Table 4.2: Efficiency Index.
Method T(s) R E
EKF 15 0.026 2.56
UKF 190 0.028 0.19
EnKF 26233 0.015 2.54×10−3
PF 27154 0.072 5.11×10−4
To study the accuracy of the proposed framework the following error measure was defined
R = ‖DI − D̂I‖2‖DI‖2 (4.13)
where DI ∈ R5 and D̂I ∈ R5 are, respectively, the system and estimated damage index
vectors; ‖ · ‖2 denotes the Euclidean norm.
The results for R are presented in Table 4.2. The EnKF provides the lowest error norm,
followed by the EKF and UKF. Although the UKF estimates are expected to be at least as
accurate as those given by the EKF, the UKF estimate slightly deteriorates when limited
noisy absolute acceleration response measurements are used, and the noise process variance
is relatively high.
In addition to the accuracy, we study the computational time required by the nonlinear
filtering methods. To compare the computational efficiency the following metric was defined
E = 1
T ×R (4.14)
where T is the computational time in seconds. The results of E for the different methods
are presented in Table 4.2.
The algorithms were implemented on a computer with an Intel i5 2.6 GHz processor
and 4 GB RAM memory.
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Table 4.3: Damage Index mean and standard deviation per story.
Mean Standard Deviation
System EKF UKF System EKF UKF
1 0.48 0.48 0.48 0.24 0.24 0.24
2 0.51 0.51 0.51 0.17 0.17 0.17
3 0.32 0.33 0.33 0.11 0.11 0.11
4 0.07 0.08 0.07 0.04 0.04 0.04
5 0.01 0.02 0.02 0.01 0.02 0.02
4.3.3 Ideal Modeling Conditions - Statistical Analysis
The results of the previous section suggest that the EKF and UKF are the most efficient
methods for nonlinear filtering in the systems of interest. In this section we present a
statistical analysis aimed at studying the large sample behavior of the damage index using
these two methods. The purpose of this analysis is to show that in the proposed framework
the probability of estimating the damage measure correctly is high.
The system, model and filer implementation parameters are the same as those discussed
in the previous section. An ensemble of 1000 samples from the Kanai-Tajimi ground motion
process were used as excitations. For each simulated ground motion a true and estimated
damage index was computed. The mean and standard deviation of the DI per story are
presented in Table 4.3. These results show that the favorable outcomes obtained in the
previous section are expected to hold in the long run and for different ground motion
scenarios.
The estimates of the mean of the maximum damage index (among all story) are shown
in Fig. 4.7, with their corresponding mean (µ) and standard deviation (σ). The high
variation shows that the level of damage is, as expected, greatly affected by the ground
motion process.
The distributions of the estimated global DI are shown in Fig. 4.8, with their corres-
ponding mean (µ) and standard deviation (σ). This figure suggests that in the long-run
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Figure 4.7: Maximum inter-story damage index histograms; mean (µ) and standard deviation (σ).
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Figure 4.8: Global damage index histograms; mean (µ) and standard deviation (σ).
the UKF is expected to give slightly better results than the EKF, specially in cases where
the response of the structure is strongly nonlinear. This agrees with the fact that the UKF
estimates are higher-order than EKF estimates.
Finally, the statistics of the error measure R are presented in Table 4.4. The maximum
error obtained among all simulations was 1.2%.
4.3.4 Robustness to Parametric Model Class Error
In this section we study the robustness of the mechanistic damage framework in the presence
of parametric model errors. For this purpose a single degree-of-freedom nonlinear oscillator
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Table 4.4: Error measure (R) statistics
Method Mean Standard deviation
EKF 0.0016 0.0026
UKF 0.0021 0.0029
was analyzed under different modeling conditions. The nonlinear model adopted for the
spring internal force was the Bouc-Wen model defined in Eq. 2.2 and Eq. 2.3.
The ground motion used is a realization of the excitation process defined by Eq. 3.1.
The Kanai-Tajimi model parameters used are ωg = 5pirad/s and ξg = 0.30; these values are
characteristic of firm soils (Pires et al., 1983). The underlying white noise spectral density
Go was found such that a target peak ground acceleration (PGA) of 0.65g is obtained in
the mean. For this purpose the relationship between the PGA and the root mean square
acceleration developed by Vanmarcke and Lai was used (Vanmarcke and Lai, 1980).
The amplitude modulating function I(t) was selected as
I(t) = te−αt (4.15)
where α = 0.20. To implement the filters absolute acceleration simulated measurements
were generated from the system and used as the measured response data. The measurements
were contaminated with an additive zero mean white Gaussian sequence with a noise-to-
signal RMS (root-mean-square) ratio of 0.10. Due to the simulation time required by the
Ensemble Kalman and particle filter, only the extended and unscented Kalman filters were
employed in this section. The damage index DIBB proposed in (Bozorgnia and Bertero,
2003) was used as a damage measure, with α1 = 0.25 and µmon = 6.
Parametric model error is introduced by applying a random scaling factor to the specified
nominal parameters of the Bouc-Wen model at the moment of implementing the Bayesian
filters. Each scaling factor is sampled from a uniform distribution of the form [−a, a], where
different values of a were analyzed. The following cases were considered: i) state estimation
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with unmeasured input; ii) joint state/parameter estimation with unmeasured input; iii)
state estimation with measured input; iv) joint state/parameter estimation with measured
input. The four cases were studied for an increased level of damage and different levels of
model error.
An ensemble of 100 realizations of the model parameters (using different intervals) were
used to estimate the damage index. It was seen that increasing the number of simulations
did not significantly changed the results obtained.
Moderate intensity ground motion/model error in [−0.25, 0.25]
The results obtained using a moderate intensity ground motion and 100 realizations of
the model error factors in the interval [−0.25, 0.25] are presented next. The ground motion
PGA was 0.54g, resulting in a damage index DI = 0.188.















Figure 4.9: Open-Loop damage index estimates for model error factors in [−0.25, 0.25].
For comparison purposes the results obtained by computing the damage index using the
random model are presented in Fig. 4.9, where the “open-loop” term is used to refer to
the fact that no feedback from response measurements is used. The mean damage index
without using measurements feedback is acceptable, but it would be desirable to obtain a
lower spread of the results.
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Figure 4.10: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.25, 0.25], with unmeasured input and performing state estimation only.
The estimates of the damage index computed using state estimation (i.e., without es-
timating the parameters) not using the measured ground motion to implement filters are
presented in Fig. 4.10, where it can be observed that the damage index cannot be estimated
correctly due to divergence of the filters estimates.
The simulations with a value close to 0 resulted due to large yield displacement factors,
resulting in an almost linear estimate of the response. A similar plot is shown in Fig. 4.11
under the same conditions but using the ground motion measurement for feedback. Despite
some improvement again the results are not satisfactory.


























Figure 4.11: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.25, 0.25], with measured input and performing state estimation only.
The estimates of the damage index computed using joint state/parameter estimation (see
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section 2.5.3) with and without using the measured input are presented in Fig. 4.12 and
Fig. 4.13 respectively. As it can be seen the damage index estimates computed estimating
the parameters are significantly improved, with the UKF outperforming the EKF.




























Figure 4.12: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.25, 0.25], with measured input and performing joint state/parameter estimation.
The results presented show that to obtain robust and accurate results estimation of the
damage index in the presence of parametric model errors in the order of 25%, estimation of
the parameters of the nonlinear model is required. In the following section a similar analysis
is carried out with an increased level of modeling error.




























Figure 4.13: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.25, 0.25], with unmeasured input and performing joint state/parameter estimation.
Moderate intensity ground motion/model error factors in [−0.50, 0.50]
The results obtained using a moderate intensity ground motion and 100 realizations of
148
4.3. NUMERICAL EXPERIMENTS
the model error factors in the interval [−0.50, 0.50] are presented next. The ground motion
PGA was 0.54g, resulting in a damage index DI = 0.188.















Figure 4.14: Open-Loop damage index estimates for model error factors in [−0.50, 0.50].EKF1 

























Figure 4.15: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.50, 0.50], with unmeasured input and performing state estimation only.
For comparison purposes the results obtained by computing the damage index using the
random model are presented in Fig. 4.14, where the “open-loop” term is used to refer to
the fact that no feedback from response measurements is used. Similarly to the previous
case, the mean damage index without using measurements feedback is acceptable, but it
would be desirable to obtain a lower spread of the results.
The estimates of the damage index computed using state estimation not using the meas-
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ured ground motion to implement filters are presented in Fig. 4.15, where it can be observed
that the damage index cannot be estimated correctly due to divergence of the filters estim-
ates. A similar plot is shown in Fig. 4.16 under the same conditions but using the ground
motion measurement for feedback. Despite some improvement again the results are not
satisfactory.
EKF3 

























Figure 4.16: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.50, 0.50], with measured input and performing state estimation only.
The estimates of the damage index computed using joint state/parameter estimation
with and without using the measured input are presented in Fig. 4.17 and Fig. 4.18 respect-
ively. As it can be seen the damage index estimates computed estimating the parameters
are significantly improved, with the UKF outperforming the EKF.
EKF2 



























Figure 4.17: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.50, 0.50], with unmeasured input and performing joint state/parameter estimation.
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Similarly to the results of the previous section, the results show that in the presence of
parametric model errors in the order of 50%, estimation of the nonlinear model parameters
is needed to obtain robust and accurate damage index estimates.
EKF4 



























Figure 4.18: EKF (left panel) and UKF (right panel) damage index estimates for model error factors
in [−0.50, 0.50], with measured input and performing joint state/parameter estimation.
Strong intensity ground motion/model error in [−0.25, 0.25] and [−0.50, 0.50]
In this section an statistical analysis similar to the one presented in the two previous
sections is carried out for a strong intensity input ground motion. The ground motion PGA
was 0.85g, resulting in a damage index DI = 0.57.
Similarly to the results obtained in the previous sections, not estimating the model para-
meters resulted in inaccurate estimates; these results will be omitted from the discussion,
and only the results obtained using the UKF are presented.
The results of the open-loop computation of the damage index for 100 realizations of
the model error in the intervals [−0.25, 0.25] and [−0.50, 0.50] are presented in Fig. 4.19.
The estimates obtained using the UKF for both error intervals, without using the ground
motion measurement for feedback are shown in Fig. 4.20. A similar plot but using the
ground motion measurement for feedback is presented in Fig. 4.21.
As it can be seen for model errors in [−0.25, 0.25], the estimate obtained without using
the input ground motion is within a 20% error bound, and the estimate obtained using the
input ground motion is unbiased with a coefficient of variation (COV) of 0.52%. When the
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Figure 4.19: Open-Loop damage index estimates for model error factors in [−0.25, 0.25] (left panel)
and [−0.50, 0.50] (right panel).






























Figure 4.20: UKF damage index estimates for model error factors in [−0.25, 0.25] (left panel) and
[−0.50, 0.50] (right panel), with unmeasured input and performing joint state/parameter estimation.
error interval is increased by a factor of 2, the COV increases to 16%.
In summary, in the presence of large modeling errors a joint state/parameter estimation
strategy needs to be employed in the proposed mechanistic damage framework. Under such
large modeling error conditions the use of the measurement of the input ground motion
is important to reduce the variance of the estimates. Moreover, in the cases studied the
UKF significantly outperformed the EKF in the joint state/parameter estimation setting.
The accuracy of the UKF did not seem to be significantly affected by the increase in the
damage index; in the joint state/parameter estimation setting for the case of measured
input and error interval, a DI = 0.19 resulted in a COV of the estimate of 15.2%, while for
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Figure 4.21: UKF damage index estimates for model error factors in [−0.25, 0.25] (left panel) and
[−0.50, 0.50] (right panel), with measured input and performing joint state/parameter estimation.
a DI = 0.57 the COV was 16.4%.
In the following section the robustness to non-parametric model errors is studied.
4.3.5 Robustness to Non-Parametric Model Class and Ground
Motion Model Error
In this section we study the robustness in the performance of the proposed approach in
a case where the system and the model do not belong to the same class, and the ground
motion is an earthquake record from the 1994 Northridge earthquake.
The system studied in this section is the class of 2-dimensional inelastic frames with
bilinear nonlinear behavior at member ends, modeled using the program DRAIN-2DX©. A
hybrid model consisting of a nonlinear chain coupled to an elastic cantilever was used to
implement the nonlinear filters. Models of this type were introduced in (Park et al., 1984).
The system and model are depicted in Fig 4.22.
This model is suitable to provide a satisfactory approximation of the system response
without the need of estimating its parameters on-line. The response estimation relies on
the robustness of the filters aided by the predicting capability of the model. In a joint state-














































































springs force-displacement  
relationship  
Figure 4.22: Simulation with model class error. a) System: Steel planar frame with potential plastic
hinges at member ends; b) Model: Elastic cantilever coupled to an inelastic shear frame.
(the two slopes of the bilinear inelastic model in each story), so that the augmented state
(i.e., including the displacement and velocity response vectors) would be a 40-dimensional
vector.
The system frame is a 10 story - 1 bay frame with an inter-story height of 3.0 m and
a 6.0 m bay. The beams and columns are A36 steel columns with a modulus of elasticity
of 200GPa. The columns have a prismatic cross section with standard shape W14X132
and corresponding yielding moment of 847kN-m. The beams are prismatic with standard
shape W18X40 sections and a yielding moment of 278kN-m. All beam-column connections
are rigid. Due to the difference between the column and beam moment of inertia, this
structure will tend to behave as a weak beam-strong column frame and most plastic hinges
are expected to develop at the beam ends. The natural period of the structure is 1.2 s.
The damping matrix is Rayleigh, with a damping ratio of 5% in the first two modes. The
beams and columns were selected as type02 inelastic elements in DRAIN-2DX©, used to
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model beams and beam-columns nonlinear members. An elastic-perfectly plastic moment
curvature relation was used to simulate inelastic behavior at the plastic hinges at the ends
of each member.
To calibrate the coupled shear-building model shown in Fig.4.22 the stiffness of the linear
elastic column was selected equal to the sum of the stiffness of the frame columns, such that
the nonlinear close-coupled springs represent the yielding behavior at the nodes, describing
the inelastic behavior at end of the beams and columns. This model can capture the
nonlinear behavior of weak beam - strong column designs commonly used in practice. The
initially linear slope of the springs was calibrated using the first two periods of the system,
while the springs yielding force was calibrated using the results of a pushover analysis. the
resulting stiffness of the springs was k = 107N/m and the calibrated nominal yielding force
was Fy = 2 × 105N . To account for uncertainty inherent in model calibration a random
scaling factor (for each story) was applied to the yielding force value. The scaling factors
were obtained as a realization from a uniform random variable in the interval [−0.25, 0.25].
The resulting yielding force values for every spring were (starting with the first story and
continuing up from there) Fy = [2.32 2.41 1.63 2.41 2.14 1.60 1.78 2.05 2.46 2.47] ×
105. The damping in the model is classical with a 5% damping ratio in all modes. In
summary, errors in model class selection have been included and a suboptimal model (from
a different class) has been selected.
To model the error in the description of the excitation a record from the 1994 North-
dridge earthquake was used as input to the system. The Kanai-Tajimi model described
in the previous section was used to implement the nonlinear filters, with ωg = 15 rad/s
and ξg = 0.35. As before Fig. 3.33 illustrates the error between the ground motion used
as excitation to the system and the mean behavior of the Kanai-Tajimi model. This plot
shows the square of the magnitude of the discrete Fourier transform |F |2 of the Northridge
ground motion versus the average from an ensemble of 200 realization of the Kanai-Tajimi
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process. As can be seen, although there are some similarities between them, the two are
not consistent. Thus significant modeling error in the description of the excitation is also
included in this analysis.
Based on the accuracy and efficiency analysis performed in previous cases, the nonlinear
filters implemented in this were the EKF and UKF. The filters parameters are the same as
those previously discussed, except that ∆t = 0.005s. Noise contaminated absolute acceler-
ation measurements (noise-to-signal RMS of 0.10) obtained from the steel frame nonlinear
dynamic analysis (performed using DRAIN-2DX©) were used. The measured locations were
story one, four, seven and ten (see Fig. 4.22). This measurements array is consistent with
current instrumentation practice in building structures.
Results
In this section simulation results for the model class and ground motion model errors
case are presented. The estimated drift response history at the first story is presented in
Fig. 4.23. Similar results were obtained in the other locations.
The UKF estimate of the response presents some deterioration in the presence of model
class errors. This is attributed to the dependence of the filter in the dynamic model in order
to propagate the sigma points and estimate the statistics of the nonlinear transformation of
the response. It was also noticed that the estimate given by the UKF deteriorates further in
the presence of noise processes with high variance. The convergence difficulties of the UKF
when the noise processes exceed certain limits has also been pointed out in the literature
by other researches in the context of system identification (Wu and Smyth, 2007).
The story damage index defined by Eq. 4.2 was computed. The results are shown in
Fig. 4.24. The system damage index was based on the low-cycle fatigue measure given by
Eq. 4.5. To compute the number of cycles at different amplitude levels the rainflow cycle
counting method was employed. The number of cycles to failure was estimated using the
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Figure 4.23: Comparison of the first story drift response estimates using EKF and UKF.
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Figure 4.24: Mean estimate of the interstory damage index.





relationships developed by Campbell et al. for steel frames (Campbell et al., 2008).
Finally, the global damage index defined by Eq. 4.6 are presented in Table 4.5. This
measure can potentially be used together with calibration results performed on observed
structures in the past (e.g., (Park et al., 1984)), to map the damage index to a physical
damage scale. This provides a mean to quantitatively classify a structure from undamaged
to a potential collapse state.
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Figure 4.26: Global DI time histories estimates.
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Chapter 5
Experimental Validation of Bayesian Fil-
ters
In this chapter Bayesian filters are validated using experimental results in small-scale and
large-scale experiments. The small-scale experiment consisted of an aluminum cantilever
beam tested in a laboratory environment. The large-scale consisted of a full-scale building
structure tested in the NEES-UCSD shake table. To assess the accuracy of the filters
response measurements at locations not used for estimation will be compared to estimated
quantities.
5.1 Application in Small-Scale Laboratory Ex-
periment
In this section various experiments are conducted to validate the Kalman filter and model-
based observer introduced before in a laboratory environment. The objective of the experi-
ment is to estimate the acceleration response and stress time histories at arbitrary locations
in an aluminum cantilever beam using noise contaminated acceleration response measure-
ments. Measurements obtained during the tests and not employed in the estimation will be
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used to assess the accuracy of the estimates.
5.1.1 Test Description
An instrumented aluminum cantilever beam (shown in Fig. 5.2a) was used to conduct the
experiment validation. Based on free vibration data, the fundamental vibration mode of
the beam was identified with a frequency of 6.4 Hz and a damping ratio of approximately
0.0045.
The cantilever is instrumented with three accelerometers (PCB 333B30), two strain
sensors (PCB 740B02), and a force sensor (PCBC02) located at the rod connecting the
shaker and the structure. A photograph of the instrumented beam is shown in Fig. 5.1 and
Fig. 5.2b. The data was recorded using the LMS Scadas Mobile Data Acquisition System
at a sampling frequency of 16,384 Hz. The experimental set-up is shown in Fig. 5.2a where





Figure 5.1: Experimental setup for modal hammer test; (a) Instrumented test beam, (b) Accelero-
meter, (c) Strain sensor.
162
5.1. APPLICATION IN SMALL-SCALE LABORATORY EXPERIMENT
The objective is to estimate the longitudinal stress time histories at positions (1) and
(4), using the acceleration measurements at positions (3) and (9). Two loading conditions
were considered: (i) an impact load generated using a modal hammer (PCB086C03) and (ii)
a random load generated using an electrodynamic shaker (TMS2060E). The modal hammer
excitations were separately applied at positions (3) and (9). The shaker generated load was
applied at position (8) (See Fig. 5.2a). The position of the accelerometers was selected by
maximizing the system observability via Eq. 2.37.
Base Support Bolts 
(½” diameter) 
Base Support 
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Figure 5.2: (a) Cantilever test beam with indicated dimensions, location for loads, and sensor meas-
urements, (b) Experimental set-up for electrodynamic shaker test.
The estimates obtained with the model-based observer will be compared to the measured
response (assumed unmeasured for the validation process) and with other estimation meth-
ods. Specifically, the response estimated from the modal impact hammer will be compared
to the estimate obtained using a Luenberger observer formulated using a pole placement
algorithm. For the shaker loading condition, a Kalman filter estimate was used for compar-
ison purposes.
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Model-Based Observer Formulation
To implement the model-based observer we begin by setting a FEM of the system and
proceed to minimize Eq. 2.34 to determine the optimal value of the matrix E. For this
purpose, a surrogate model is used to perform the optimization, and a refined FEM model
is then used to implement the proposed observer. For this validation study Fig. 5.4a shows
the FEM used to formulate and solve Eq. 2.34, while Fig. 5.4b presents the more refined
FEM used to actually implement the observer. The frame element model shown in Fig. 5.4a
contains 16 frame elements and 32 degrees of freedom (DOF) (axial DOF were condensed),
while the more refined model shown in Fig. 5.4b was formulated using 477 shell elements
and 11,448 DOF (24 DOF per element, 6 DOF per node). The fundamental frequencies
for the simplified and refined FEM are 6.52 Hz and 6.37 Hz respectively. Note that the
added dampers and driving forces are the same for both models and thus the proposed
methodology allows for the flexibility of increasing or refining the model resolution without
having to solve for the feedback gain repeatedly on increasingly larger and more refined
models. This dramatically reduces the computational cost necessary to implement the
proposed MBO with respect to the KF.
To perform the optimization of Eq. 2.34 the power spectral density (PSD) of the load and
noise processes are required. The PSD of the applied load was estimated using the Bartlett
method of averaging periodograms (Proakis and Manolakis, 1996). For this purpose, a
shaker generated discrete time signal consisting of 917,500 points was subdivided into 100
sequences of 9,175 points each. For each segment, the periodogram is computed using the
Discrete Fourier Transform of the sequence, and then the PSD estimate at a given frequency
is given by the average of the periodograms at that frequency. The estimated load PSD is
shown in Fig. 5.5. The measurement noise PSD was estimated at Φvv = 2.25 × 10−6I2×2
(where I is the identity matrix). This value is based on an equivalent constant PSD found
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using the sensor measurement noise variance provided by the sensors manufacturer.
It is worth to emphasize that the PSD of the load delivered through the shaker is
significantly different from constant in the 0 to 300 Hz range input specified in the shaker
software. This is chiefly due to the dynamic interaction between the shaker, the platform
and the cantilever beam.
The optimization problem defined by minimizing Eq. 2.34 can be re-written as
β∗i = arg min
βi∈R
tr(E[(q(t)− qˆ(t))(q(t)− qˆ(t))T ]) (5.1)
where E is diagonal and Ei,i = βi ∈ R, and β∗i denote the optimal values. The results
of the 2-dimensional optimization are shown in Fig. 5.3a. The optimal point is found



















Figure 5.3: Optimization Results; (a) 2D Optimization, (b) 1D Optimization.
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The optimization problem can be simplified using the parametrization E = βIm×m,
where β ∈ R.
This simplification reduces the optimization to a 1-dimensional problem, and the results
are shown in Fig. 5.3b, where the optimal value is found at β = 146 and the value of the
objective function is J = 3.661× 10−6.
As it can be seen, the difference between the 1-D and the 2-D optimization is negligible;
mainly because the damper at DOF 16 (Fig. 5.4a) controls the optimization. This is clearly
shown in Fig. 5.3a where we can appreciate the dependence of the objective function with
respect to each damper.
It is worth noting that for higher dimensions efficient numerical optimization algorithms
can be used to solve the optimization problem. For example a random walk can be con-
structed using Markov chain Monte Carlo (MCMC) algorithms to generate samples from
the parameter space formed by the vectors [β1 β2 . . . βN ]T ∈ RN . In this setting,
methods like the Metropolis algorithm can be viewed as a stochastic version of a step-wise
mode finding algorithm, where the “density function” is the observer objective function
(Gelb, 1996).
Kalman Filter Formulation
To formulate a discrete-time Kalman filter for this problem three matrices are necessary:
the covariance matrix of the initial condition error, the measurement noise covariance and
the disturbance covariance matrix (Grewal and Andrews, 1998). We selected the initial state
error covariance matrix as zero since we are starting the experiment with the structure at
rest. It was shown (Grewal and Andrews, 1998) that the noise and disturbance covariance
matrices in discrete time can be approximated as a function of the continuous matrices as






1 (eAc∆t)Tdt ≈ B1QoBT1 ∆t (5.3)
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Figure 5.4: (a) FEM used to perform the minimization (16 frame elements), (b) FEM used to
perform the estimation (477 shell elements).















Figure 5.5: Estimated power spectral density of shaker induced load process. Computed using the
Bartlett method with 100 averages.
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where for the present experiment Ro = 2.25 × 10−6I2×2δo and Qo = 950.5δo are the
continuous noise and disturbance correlation matrices for the equivalent Gaussian white
processes, δo is the Dirac delta function at the origin.
As mentioned previously, these are nominal values computed based on sensor inform-
ation and input values through the shaker software. As can be seen from Fig. 5.5, the
equivalent white process of the unmeasured excitation description differs from that of the
actual load process applied to the structure, and thus issues regarding robustness in the
processes description are important and cannot be neglected. It is worth noting that due
to the computational burden, the KF could only be implemented using the frame model of
Fig. 5.4a. We will return to this issue when we discuss the computational cost required by
the algorithms in the results section.
Luenberger Observer Formulation
In the case of the Luenberger observer, the only information needed is the desired
position of the poles of the closed loop system Ac − GC, which needs to be in a stable
region (the left complex plane for the continuous time formulation and inside the unit circle
for the discrete time formulation). The pole placement can be achieved only if the model
is globally observable at the measurement locations. This is a sufficient condition for the
state error vector to converge to zero.
For this experiment a Luenberger observer in discrete time was implemented by setting
‖λcl‖ = 0.95‖λol‖ and ∠λcl = ∠λol; where λcl are the poles of the closed loop system in
discrete time formulation and λol are poles of the open loop system (the FEM model of the
beam shown in Fig. 5.4a) in discrete time formulation. The algorithm used to achieve the
pole placement was the one proposed in (Brogan, 1991). Note that the closer the poles of
the closed loop system are to the origin, the faster the estimate will converge to the true
state, however the more sensitive the observer becomes to measurement noise and model
168
5.1. APPLICATION IN SMALL-SCALE LABORATORY EXPERIMENT
Stress Estimation 
bot– Luenberger - 
hammer at bot 


























hammer at bot 





















Model Based Observer 
Measured 
(b) 
Figure 5.6: Stress at position (1); (a) measured stress vs. Luenberger estimate, (b) measured stress
vs. MBO estimate. Hammer impact applied at position (3).
error. Additionally, whenever the desired poles locations are too close to each other the pole
placement algorithm becomes unstable and cannot place the poles at the desired location.
The selected value of 0.95 was based on the maximum capability of the pole placement
algorithm to place the poles. Finally, since we are using constant modal damping, all poles
of the closed loop system will lie on a circle centred at the origin in the complex plane
(Meirovitch, 2001).
5.1.2 Results and Discussion
In this section we present and discuss the results of the various experiments carried out and
display the comparison between the accuracy of the various state estimation algorithms. In
all the comparisons we converted the measured strain to stress by multiplying strain by the
elastic modulus of aluminum (EAl = 69 GPa).
5.1.2.1 Impact Hammer Test
In this section we present the experimental results corresponding to the case of unknown
initial conditions delivered through an impact hammer. For this purpose, the results from
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Figure 5.7: Stress at position (4);(a) measured stress vs. Luenberger estimate, (b) measured stress
vs. MBO estimate. Hammer impact applied at position (3).
the proposed observer are compared to those obtained through a Luenberger observer for-
mulated as described in the previous section. Fig. 5.6 presents a representative time lapse
comparison between the measured stress and estimated stress at position (1) for the case
of an impact load applied at location (3) (see Fig. 5.2a). We can appreciate that the Lu-
enberger observer displays some tracking capability, but the noise amplification is evident.
The proposed model-based observer outperforms the Luenberger observer estimate both in
the estimation of maximum response and in overall tracking capabilities.
Fig. 5.7 shows a comparison between the measured stress and estimated stress at po-
sition (4). In this case the impact was applied at location (3) (see Fig. 5.2a). As in the
previous case, significant improvements in estimation are obtained with the proposed MBO.
Fig. 5.8 and Fig. 5.9 present a similar comparison with the impact applied at location
(9) (see Fig. 5.2a).
5.1.2.2 Electrodynamic Shaker Test
In this section we present the experimental results corresponding to the case where the
test structure is excited by a realization of a stochastic process with known power spectral
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Figure 5.8: Stress at position (1); (a) measured stress vs. Luenberger estimate, (b) measured stress
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Figure 5.9: Stress at position (4); (a) measured stress vs. Luenberger estimate, (b) measured stress
vs. MBO estimate. Hammer impact applied at position (9).
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Figure 5.10: Stress at position (1); (a) measured stress vs. Kalman filter estimate, (b) measured
stress vs. MBO estimate. Shaker load applied at position (8).
density given by Fig. 5.5. The results of the model-based observer will be compared with
those obtained by formulating a Kalman filter. The specific realization of the load process
that generated the data used for this experiment is shown in Fig. 5.11.
Fig. 5.10 shows a comparison between the measured stress and estimated stress at
position (1) using a Kalman filter and the proposed model-based observer. As can be
seen, the proposed observer has similar tracking capabilities to the KF. Fig. 5.12 presents a
comparison between the measured stress and estimated stress at position (4) using a Kalman
filter and the proposed model-based observer, for the same loading conditions described
before. As in the previous case, both estimates are of comparable accuracy, however, the
model-based observer provides improvement in tracking the peak amplitude in each cycle.
This partly explains its advantage in estimating the number of upcrossings more accurately
in an important region of threshold values. This is clearly shown in Fig. 5.14.
The MBO stress contour estimate at t = 6.6s is shown in Fig. 5.13. As stated before, an
important advantage of the proposed MBO is that response quantities that are cumbersome
transformations of the state of the system are directly available through the FEM.
The computational time required to implement the proposed model-based observer using
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Figure 5.12: Stress at position (4); (a) measured stress vs. Kalman filter estimate, (b) measured
stress vs. MBO estimate. Shaker load applied at position (8).
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Figure 5.13: MBO stress contour estimate at t = 6.6s.
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Figure 5.14: Estimated number of upcrossings; (a) measured stress vs. Kalman filter estimate, (b)
measured stress vs. MBO estimate.
a commercial FEM software was 22 seconds. In order to implement the Kalman filter in the
refined model, the mass and stiffness matrices were extracted from the FEM software and
the conventional Kalman filter algorithm was implemented using Matlab (MATLAB, 012a).
Every step of the Kalman filter (state prediction and correction steps) takes approximately
520 seconds, and since our data involves 41,448 steps, it would take around 250 days to run
the KF in the refined model, which is clearly impractical. Both algorithms were run on a
computer with an Intel i7 2.93GHz processor and 16GB RAM memory.
The two main computational challenges faced in applying the KF in high-dimensional
systems were: (i) the propagation of the covariance matrix, governed by an algebraic Ric-
atti equation (Grewal and Andrews, 1998), and (ii) the required matrix inversion of the
measurement error covariance matrix. The comparison of the required computational time
shows that it is impractical to implement the standard KF formulation in FEM with a large
number of DOF’s. The MBO exploits the mathematical structure of second-order systems
and the capability of FEM solvers to perform the estimation without significant loss of
accuracy with respect to the KF, but with an important reduction in computational effort.
The Euclidean and infinity norms of the stress and acceleration residuals, defined as
the time history describing the pointwise difference between the estimate and the measured
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Table 5.1: Stress Residuals Estimates Norms (MPa)
Euclidean Infinity
σbot σmid σbot σmid
Model-Based Observer 0.0026 0.0016 2.927×10−5 1.84×10−5
Kalman filter 0.0021 0.0011 2.15×10−5 1.30×10−5
Open-Loop Model 0.0053 0.0028 6.37×10−5 3.36×10−5
Table 5.2: Acceleration Residual Estimates Norms
Euclidean Infinity
Model-Based Observer 3.399×103 36.82
Kalman filter 3.399×103 36.81
Open-Loop Model 3.24×103 46.80
response (RE(t) = σi(t) − σˆi(t)), are computed for the cases discussed previously. The
results of the open-loop model (using the measured disturbance as input) are also presented.
The residual in the open-loop model is mainly due to model errors.
Table 1 presents the results for the stress estimation at positions 1 (σbot) and 4 (σmid).
In this case the KF shows slightly better accuracy. Table 2 presents the results for the
acceleration estimation at position 7. In this case the KF and the MBO exhibit the same
accuracy.
5.2 Application in Large-Scale Experiment
In this chapter the application of linear and nonlinear filtering in structural health monitor-
ing is studied using a full-scale experiment. The experiment consisted of a full-scale seven
story reinforced concrete building slice tested on the NEES-UCSD shake table, located at
the Englekirk center of the University of California at San Diego (Panagiotou et al., 2013).
The objective of the experiment was to study the performance of structural walls build-
ings designed using displacement-based seismic methods, in contrast to the current force-
based seismic design approach, which results in larger design forces.
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The test specimen was densely instrumented and subjected progressively to historical
ground motions and white noise excitations. The test data from the different tests was col-
lected and stored in different sets of files, available to the research community in (Panagiotou
et al., 2013). Before and after various tests, ambient vibration measurements were also re-
corded. The measured data from the experiment was used to experimentally validate system
and damage identification techniques (Moaveni et al., 2010; Moaveni et al., 2011),
In this chapter linear filters are employed to estimate the dynamic response of the
structure at different damage states. For this purpose measured data at a limited number
of locations is used to implement the filters. The estimate of the response provided by










Figure 5.15: Test structure and elevation (Panagiotou et al., 2013). Used under fair use, 2015.
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Figure 5.16: Typical floor plan view (dimensions in meters) (Moaveni et al., 2011). Used under fair
use, 2015.
5.2.1 Test Structure Description
The test structure consists of a seven story full-scale reinforced concrete shear wall connected
to a flange wall and post-tensioned column, resembling a “slice” of a typical shear wall
building (Panagiotou et al., 2007). The structure was designed using the displacement-
based capacity approach, resulting in smaller design forces than those that result from
current force-based design codes (Priestley and Kowalsky, 2000; Panagiotou and Restrepo,
2011)
The gravity load system consisted of a reinforced concrete slab supported by high-
strength columns. The walls and columns are supported by a reinforced concrete foundation,
which is connected to the shake table using post-tensed cables. A picture of the test
structure resting in the shake table and its elevation are presented in Fig. 5.15.
The typical floor plan is presented in Fig. 5.23 where the main dimensions are presented
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a) Level 1 Reinforcement a) Levels 2-6 Reinforcement 
Figure 5.17: Web and flange walls Reinforcement detail (Panagiotou et al., 2013). Used under fair
use, 2015.
in meters. The structure total height is approximately 20m. The web wall is 12ft wide,
with a thickness of 8in in levels 1 and 7, and 6 in in level 2-6. The flange wall is 16ft wide
with a thickness of 8 in in level 1 and 6in in levels 2-7. The web wall is connected to the
flange wall using a slotted connection to prevent the coupling of the two walls.
Similarly, the shear wall is connected to the post-tensioned gravity column by pinned
braces (both the column and braces were designed to remain elastic during the test); the
purpose of this column is to increase the structure torsional rigidity to reduce the effects with
respect to axes different from the loading direction. The bracing consists of 4”× 4”× 3/8”
angles in levels 1-2, and 3”× 3”× 5/16” angles in levels 3-7.
The vertical and horizontal reinforcement details in the web and flange walls (as specified
in (Panagiotou et al., 2007)) are depicted in Fig. 5.17.
5.2.1.1 Instrumentation and Testing Program
A dense array of sensors was deployed throughout the structure to measure its dynamics
response. The instrumentation included 139 accelerometers, 88 displacement transducers
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Figure 5.18: Web wall first story instrumentation. The top-right corner shows an LVDT in the
wall/foundation interface (Panagiotou et al., 2013). Used under fair use, 2015.
(LVDT), 314 strain gages and 23 pressure transducers sampled at 240 Hz. Additionally an
array of 50Hz GPS devices were used to measure lateral displacement response. A total of
more than 600 sensors were used in the experiment exceeded (Panagiotou et al., 2007). The
main wall instrumentation in the first two story is shown in Fig. 5.18.
The structure was subjected to four recorded earthquake ground motion: i) the Van Nuys
longitudinal component record of 1971 San Fernando earthquake, ii) Van Nuys transverse
component record of 1971 San Fernando earthquake, iii) Oxnard Boulevard in Woodland Hill
longitudinal component of 1994 Northridge earthquake, and iv) the Sylmar Olive View Med
360 component record from 1994 Northridge earthquake. Before and after each earthquake
the structure was subjected to banded (0.25-25 Hz) white noise excitations with varying
RMS of 0.02g, 0.03g and 0.05g. Additionally ambient vibration measurements were recorded
at the different stages.
The absolute acceleration response of the structure at the foundation level due to the
four input ground motions is shown in Fig. 5.19.
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Figure 5.19: Measured ground acceleration (at foundation level) from application of the follow-
ing input ground motion records; from top to bottom: a) VN longitudinal of 1971 San Fernando
(PGA=0.15g); b) VN transverse of 1971 San Fernando earthquake (PGA=0.26g); c) OBWH lon-
gitudinal of 1994 Northridge (PGA=0.34g); d) SOVM 360 of 1994 Northridge (PGA=0.94g).
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5.2.2 Finite Element Model
A three dimensional nonlinear finite element model of the test structure was developed using
the software SAP2000. The web and flange walls consist of 6in×6in nonlinear fiber/layered
shell elements. To define the layers the reinforcement details shown in Fig. 5.17 were used;
for this purpose the rebars area was smeared to obtain an equivalent reinforcement layer.
The web and flange walls are connected using pinned rigid links to model the slotted joint.
The precast pier and web wall are joined using end-pinned angles. The model is composed
by 11, 676 shell elements and 217 frame elements, with a total number of 73, 605 degrees of
freedom. The model is depicted in Fig. 5.20.
Figure 5.20: 3D FEM model; the model is composed by 11, 676 shell elements and 217 frame elements,
with a total number of 73, 605 degrees of freedom. In further sections the response measurements at
story 1-4-7 will be used to implement the Bayesian filters.
Based on mean results from tests the material properties were selected as follows: a
concrete strength f ′c = 40MPa and Young modulus Ec = 30GPa based on mean results
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from cylinder tests; reinforcing steel Fy = 450GPa and Es = 200Gpa.
The damping is Rayleigh selected such that the first two modes have a resulting damping
ratio of 0.025, based on system identification results in (Moaveni et al., 2011). The total
mass in the model due to gravity weight is 216.4kNs2/m.
Table 5.3: Initial vibration frequency of the first three longitudinal modes (Hz): system identification
(ID) finite element model (FEM) and reduced hybrid model (RHM).
ID FEM RHM
Mode 1 1.98 2.03 2.05
Mode 2 12.01 10.53 10.04
Mode 3 27.6 28.5 25.72
The first three longitudinal (i.e., with greater projection in the direction of the load)
modes of vibration are shown in Fig. 5.21. Recall that the test specimen is partially
restrained in the direction orthogonal to the load axis. In Table 5.3 the vibration frequencies
of these modes are compared with the frequencies identified by peak picking using measured
data obtained during the initial stage of the testing program (test no. 33, second test
performed, 2%RMS white noise), so that the degradation effect from further testing was
minimal.
5.2.3 Reduced Hybrid Model
The finite element model presented in the previous section is not amenable for the direct
application of current Bayesian filters due to numerical difficulties when dealing with a large
state. The large number of degrees-of-freedom mandate some type of model reduction in
order to apply the filters. When a linear model is suitable to predict the response of the
system, a common approach to perform a model reduction is to use a truncated modal
basis to map the problem from the original physical space to a modal space (Lourens et al.,
2012). In the sequence of tests performed the structure is subjected to increased ground
motions experiencing severe cracking and large deformations. It has been shown that in
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Mode 1: 2.03Hz Mode 2: 10.35Hz Mode 3: 28.5 Hz 
Figure 5.21: FEM model first three longitudinal modes of vibration.
filtering applications (time-varying) linear models have considerable difficulty to accurately
track the nonlinear response of structures undergoing severe nonlinearities (Ching et al.,
2004).
A reduced hybrid model amenable for the application of Bayesian filters in building
structures was implemented. The model consists of a close-coupled chain connected to
a linear cantilever. Similar models have been proposed in (Khan and Sbarounis, 1964;
Park et al., 1984; Miranda, 1999) to estimate the response of building structures. The
motivation for this class of models is that the lateral deformation in buildings are in general
characterized by a combination of flexural and shear deformations (Blume, 1968). It has
been shown that using only shear-type models (i.e., neglecting the cantilever in Fig. 5.22)
may result in significant errors in building response estimates (Chopra and Cruz, 1986; Uang
and Maarouf, 1993). This has also been shown to be the case in structures in which shear
walls are used as the main lateral deformation resisting mechanism (Khan and Sbarounis,
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Figure 5.22: Reduced hybrid model.
1964).
Initially, the springs are considered as linear elements; in future work a nonlinear model
will be adopted for the springs in order to implement the Bayesian filters. Models of this
type have been proposed in (Park et al., 1984; Miranda, 1999) to estimate the nonlinear
response of building structures. The model is shown in Fig. 5.22. The Bouc-Wen model
defined in Eq. 2.2 and Eq. 2.3 was adopted for the internal force of the nonlinear springs
(Bouc, 1971; Wen, 1976).
To calibrate the initial stiffness of the model the first three longitudinal vibration fre-
quencies were used (obtained in (Moaveni et al., 2011) using system identification tech-
niques). The resulting springs initial stiffness was ki = 3.6× 107N/m and the elastic canti-
lever EI = 1× 1010Nm2. The vibration frequency of the first three longitudinal modes are
listed in Table 5.3.
The damping matrix is classical with a damping ratio of 0.025 in all modes and kept
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constant throughout the analyses. This value was selected based on system identification
results obtained in (Moaveni et al., 2011). The story mass at each DOF corresponds to half
of the mass of the upper and lower story.
5.2.4 Experimental Application
In this section the application of Bayesian filters to estimate the response of the experimental
structure is presented.
The following cases are studied:
1. Low amplitude banded white-noise (WN): In this test a 0.02m/s2 RMS with a banded
power spectral density (0.25-25Hz) was applied as input to the test structure.
2. Low amplitude earthquake (EQ1): In this test the VNUYS longitudinal component
(PGA=0.15g) of the 1971 San Fernando earthquake was applied as input to the test
structure.
3. Moderate amplitude earthquake (EQ2): In this test the VNUYS transverse of 1971
San Fernando earthquake (PGA=0.26g) was applied as input to the test structure.
To implement the Bayesian filters in the application of interest a model for the input
ground motion is needed. In this work the Kanai-Tajimi model defined by Eq. 3.1 and
Eq. 3.2 was adopted. If a measurement of the input ground motion is available this can be
incorporated in the analysis; this is specially useful if a joint state/parameter estimation
strategy is adopted, and will be explored in the near future.
The quantities of interest include top displacement, acceleration response, strains, base
shear and overturning moment. The estimate of the quantities of interest were compared
to measurements of the corresponding quantity (these measurements were assumed to be
unknown, and only used for validation purposes).
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Figure 5.23: Sensors used for estimation and validation.
5.2.4.1 Stationary White Noise Input
The estimation results from the application of a white banded (0.25-25Hz) input are presen-
ted next. The data corresponds to test no. 33 as specified in the tests history (Panagiotou
et al., 2013). This was one of the initial tests performed, and the structure is thus considered
to be in an “uncracked” state. All the signals are sampled at 240Hz, and band-passed
(0.5-40Hz) using ideal low/high pass filters. The input ground motion (measured at the
foundation level) is shown in Fig. 5.24, where a zoomed window shows 10 seconds of the
input.
The power spectral density (PSD) of the signal is shown in Fig. 5.25, where the peaks
correspond to vibration frequencies (recall that the PSD of the response is proportional to
the square of the magnitude of the transfer function).
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Figure 5.24: Input ground motion; white banded (0.25-25Hz) with an RMS of 0.02g.
The PSD was estimated using the Bartlett method of averaging periodograms with 20
segments (Proakis and Manolakis, 1996).
The Kalman filter and model-based observer for linear systems were applied to estimate
the response of the structure. The Kalman filter was implemented using the reduced-order
hybrid model; to compute the input variance statistic an equivalent white noise input was
used (Lutes and Sarkani, 2004).
The model-based observer was implemented using the finite element model of the struc-
ture. To perform the optimization in Eq. 2.34 the reduced-hybrid model was used. The
result of the optimization using the reduced form in Eq. 5.1 is presented in Fig. 5.26. A
value of Eii = 1× 109Ns/m was selected to implement the filter.
The response measurements used correspond to relative velocities at the first, fourth
and seventh story, obtained from numerical integration of the acceleration response. The
measurements locations were chosen based on the linear observability criteria, i.e., such that
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The input was white noise.  




















Figure 5.25: PSD of acceleration response at foundation level due to banded white noise input (test
no. 33).
























Figure 5.26: Model-based observer one dimensional optimization (WN test).
the condition number of the observability matrix is minimized (Brogan, 1991).
Results
The results of the response estimation are presented next. The estimate of the relative
acceleration (with respect to the ground) at DOF 6 is presented in Fig. 5.27, where it can
be seen that both filters accurately estimate the response. The estimate of the relative
acceleration at DOF 5 and DOF 3 are presented respectively in Fig. 5.28 and Fig. 5.29,
where it can be seen that the estimate at DOF 3 deteriorates with respect to the accuracy
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Figure 5.27: Relative acceleration estimate DOF 6 (WN test).
obtained at other locations. Note that the measured response at these locations were not
used to implement the filters.
Since the model-based observer is implemented directly in the finite element model, all
the outputs of the analysis are estimates of the corresponding quantities. The estimate of
the strain history at locations in the first and second story are presented in Fig. 5.30 and
Fig. 5.31. The deformations where measured using LVDT’s (the LVDT layout is shown in
Fig. 5.32). As it can be seen the estimated strains are in agreement with the corresponding
measurements.
To estimate the strains using the Kalman filter the displacement field estimated using
the reduced-model would have to be imposed to the finite element model, a much more
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Figure 5.28: Relative acceleration estimate DOF 5 (WN test).
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Figure 5.29: Relative acceleration estimate DOF 3 (WN test).
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Figure 5.30: Strain estimate at story 1 web wall (WN test).
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Figure 5.31: Strain estimate at story 2 web wall (WN test).
cumbersome task than the direct implementation of the model-based observer.
5.2.4.2 Low Amplitude Earthquake Input
The second case studied corresponds to a low amplitude earthquake. The applied input
was the VN longitudinal component of the 1971 San Fernando earthquake (PGA=0.15g),
denoted in the study as EQ1. The input ground motion corresponds to test no. 93 according
to the testing history (Panagiotou et al., 2013). The measured acceleration response at the
foundation level is shown in the upper panel of Fig. 5.33, and the magnitude of its Fourier
194
5.2. APPLICATION IN LARGE-SCALE EXPERIMENT
Figure 5.32: LVDT sensors arrangement (Panagiotou et al., 2013). Used under fair use, 2015.
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spectra is presented in the lower panel of Fig. 5.33.





























Input ground motion spectra Figure 5.33: Low Amplitude Earthquake Input (EQ1) - VNUY longitudinal component of the 1971
San Fernando earthquake (PGA=0.15g). Top: Time History. Bottom: Fourier Spectra amplitude.
The PSD of the response at the first story estimated using a white noise test (test no.
87) performed just before EQ1 is shown in Fig. 5.34. In this plot the first three longitudinal
vibration frequencies are highlighted; these values were used as the identified frequencies to
re-calibrate the model. This result is consistent with system identification results obtained
in (Moaveni et al., 2011). It should be noticed the drop in the frequencies with respect to
the results based on the initial properties (see Table 5.3).
Thus, the application of “low amplitude” white noise tests between the initial test and
EQ1 test substantially degraded the system. The modulus of elasticity of concrete in the
196
5.2. APPLICATION IN LARGE-SCALE EXPERIMENT





















Figure 5.34: First story acceleration PSD, white noise test before EQ1.
model was adjusted to match the identified frequencies. A factor of 0.75 was applied to the
initial modulus, resulting frequencies are summarized in Table 5.4
Table 5.4: Vibration frequency of the first three longitudinal modes (Hz) before EQ1 test: system
identification (ID) finite element model (FEM) and reduced hybrid model (RHM).
ID FEM RHM
Mode 1 1.62 1.68 1.63
Mode 2 8.59 8.69 8.5
Mode 3 24.69 23.89 22.11
Results
The Kalman filter and model-based observer were applied to estimate the system re-
sponse. The Kanai-Tajimi model defined previously was used as a model to the input ground
motion. The parameters were chosen as wg = 15rad/s and ξg = 0.35 based on the results
in (Pires et al., 1983). The white noise input PSD was selected such that a PGA=0.30g is
obtained in the mean (recall that for EQ1 the PGA is 0.15g). The model-based observer was
implemented using the finite element model of the structure. To perform the optimization
in Eq. 2.34 the reduced-hybrid model was used. The result of the optimization using the
reduced form in Eq. 5.1 is presented in Fig. 5.35. A value of Eii = 2 × 106kNs/m was
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Figure 5.35: Model-based observer one dimensional optimization.
The response estimation results are presented next. The estimates of the relative accel-
eration at DOF 6 are shown in Fig. 5.36. As it can be seen the filters estimates are in good
agreement with the measured response. The estimate obtained using the reference finite
element model is denoted as “OL” (open-loop).
The estimates of the acceleration response at DOF 5 and DOF 3 are shown in Fig. 5.37
and Fig. 5.38 respectively, where it can be seen that the estimates are in agreement with
the measurements.
The estimates of the strain history at locations D1-2 and D2-2 (the LVDT layout is
shown in Fig. 5.32) are shown in Fig. 5.39. The asymmetry in the measured response
(i.e., larger positive than negative amplitude cycles) is attributed to the fact that when
the test was performed the structure was significantly cracked (as seen by the reduction
in 20% of the fundamental frequency of vibration, see table 5.3 and table 5.4); thus, the
deformation when the LVDT is elongating is larger than that when it is compressed due to
crack opening. In order to reproduce this effect a nonlinear model accounting for concrete
cracking needs to be employed.
The estimates of the base shear and overturning moment are presented in Fig. 5.40.
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Figure 5.36: Relative acceleration estimate DOF 6 (EQ1 test).
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Figure 5.37: Relative acceleration estimate DOF 5 (EQ1 test).
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Figure 5.38: Relative acceleration estimate DOF 3 (EQ1 test).
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Figure 5.39: Strain estimate at locations D1-1 and D1-2 (EQ1 test).
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Figure 5.40: Base shear and overturning moment estimates (EQ1 test).
The measured response was computed neglecting the damping force, and only considering
lateral inertial effects.
The estimate of the displacement at the top (seventh story) is shown in Fig. 5.41, where
it can be seen that the estimates are in agreement with the measurements.
5.2.4.3 Moderate Amplitude Earthquake Input
The third case studied corresponds to a moderate amplitude ground motion. The applied
input was the VNUY transverse component of 1971 San Fernando earthquake (PGA=0.26g),
denoted in the study as EQ2. The input ground motion corresponds to test no. 91 according
to the testing history (Panagiotou et al., 2013). The acceleration response at the foundation
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Figure 5.41: Top Displacement Estimate (EQ1).
level is shown in the top panel of Fig. 5.42, and the magnitude of its Fourier spectra is
presented in the low panel of Fig. 5.42.
The Kalman filter and model-based observer were implemented using the parameters
defined for the EQ1 case. The estimates of the relative acceleration at DOF 6 is shown in
Fig. 5.43. As it can be seen the filters estimates are in good agreement with the measured
response.
The estimates of the acceleration response at DOF 3 is shown in Fig. 5.44, where it can
be seen that the estimate is in agreement with the measurement.
The estimate of the displacement at the top of the structure is shown in Fig. 5.45.
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Input History 






























Figure 5.42: Moderate Amplitude Earthquake Input (EQ2) - VNUY transverse component of 1971
San Fernando earthquake (PGA=0.26g). Top: Time History. Bottom: Fourier Spectra amplitude.
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Figure 5.43: Relative acceleration estimate DOF 6 (EQ2).
















































Figure 5.44: Relative acceleration estimate DOF 3 (EQ2).
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Figure 5.45: Top Displacement Estimate (EQ2).
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Chapter 6
Conclusions and Future Work
In this dissertation the application and development of state estimators in nonlinear struc-
tural systems was presented. Numerical and experimental results were used to validate
current and proposed methods for state estimation and damage assessment of structures.
The main contributions and conclusions of this work are:
1. Uncertainty quantification/propagation of Bayesian filters estimates and statistical
analyses were presented in chapter 3. Uncertainty propagation formulae were derived
in Appendix A for a class of nonlinear models for building structures, in order to estim-
ate the uncertainty of quantities of interest that result from functions of the response.
These results were used to propagate the uncertainty in the response estimated by
Bayesian filters to quantities of interest in engineering applications, such as internal
forces, base shear and relative displacements. It was also shown that the estimates
given by Bayesian filters depend strongly on the realization of the stochastic processes
defining the measurement noise and input models, specially in joint state/parameter
estimation problems (section 3.2.1). To compare the quality of the estimates and
assess the accuracy of the filters statistical analyses using estimates ensembles were
used. The statistical analyses showed the increased accuracy that can be obtained by
using the unscented Kalman filter with respect to the extended Kalman filter in both
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state and joint state/parameter estimation problems.
2. A mechanistic framework for estimating structural damage from response estimates
obtained using Bayesian filtering was proposed in chapter 4. It was shown that the
proposed framework provides a quantitative measure of structural damage at differ-
ent locations throughout the structure. For this purpose single-run and statistical
analyses were performed. The robustness of the framework to parametric and non-
parametric model errors was investigated. It was concluded that in the presence of
parametric model errors greater than 25% with respect to nominal parameters a joint
state/parameter estimation strategy needs to be employed to obtain satisfactory es-
timates of the damage measures. For model errors of 25% measurement of the input
ground motion was not needed to obtain satisfactory estimation results, while for
model errors of 50% measurement of the input was needed. To study the robustness
to input model error a record of 1994 Northridge earthquake was used; the framework
again provided accurate results.
3. Experimental validation of Bayesian filters:
a) A model-based observer previously proposed for linear systems and the Kalman
filter were validated experimentally using an aluminum cantilever beam. It was shown
that both methods were capable of estimating the acceleration response at unmeas-
ured locations. It was also shown that the model-based observer is capable of per-
forming linear filtering using a high-order finite element model, in contrast to current
approaches that require some type of model reduction. The use of a finite element
model allowed to estimate the strain field; the estimate was shown to be in close
agreement with measurement obtained using strain sensors.
b) The model-based observer and Kalman filter were validated in a full-scale exper-
iment of a densely instrumented building structure tested in a shake table. It was
shown that for low-amplitude ground motions both filters are capable of accurately
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estimating the acceleration response at unmeasured locations. Moreover, the use of
the model-based observer allowed to estimate the strain field, and compare the estim-
ate with measurements obtained using LVDT sensors.
Some aspects that require further investigation are:
• Bayesian filtering covariance matrix analysis. It was pointed out in sections 3.5 - 3.6
that the estimate of the covariance matrix given by the different filters in some cases
differed substantially. A further study where the estimated covariance is compared to
a closed-form solution is needed. Results obtained from statistical analyses can then
be used to assess if the estimates given by Bayesian filters are in agreement with the
closed-form solution.
• Observability of nonlinear systems. The effect of different types and arrangements
of response measurements in the estimation error covariance matrix needs to be as-
sessed. As pointed out before, for linear systems the topic is well understood with
an observability criteria that guarantees the boundedness of the trace of the error
covariance matrix. The application of observability concepts for nonlinear systems
requires further study and remains an open theoretical problem.
• Model-based filter for nonlinear systems. The extension to nonlinear systems of the
model-based observer presented in section 2.5.4 relied on a linear trajectory to compute
the feedback gain and applies only to weakly stationary systems. Despite the positive
outcomes obtained in the cases studied, it is expected that estimates obtained using
this strategy will degrade at increased levels of nonlinearity. A different approach
where the nature of the nonlinear dynamic model and the non-stationarity of the
inputs are incorporated requires further study.
• Application of Bayesian filters in nonlinear tests of NEES-UCSD structure experi-
ment. As mentioned in chapter 5 the structure tested in the NEES-UCSD was sub-
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jected to increased ground motions where severe cumulative material degradation was
observed. In this dissertation low to moderate amplitude ground motions were con-
sidered. A further study will assess if it is possible to accurately estimate the response
for moderate to strong ground motions.
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Appendix A
Uncertainty Propagation in Hybrid Non-
linear Model
In this appendix the uncertainty propagation formulae to compute functions of the estimate
of the response obtained from nonlinear filters in the context of a hybrid nonlinear model
are presented. The hybrid model consists of a linear elastic cantilever coupled to a nonlinear
chain, and is depicted in Fig. A.1. Models of this type were introduced in (Park et al., 1984;
Miranda, 1999) to estimate the nonlinear response of building structures during earthquake
induced ground motions.
Let qi for i ∈ {1, 2, . . . , n} denote the relative (with respect to the ground) displacement
at degree-of-freedom (DOF) i, where n denotes the total number of (translation) DOF (see
Fig. A.1). The internal force f ri in spring i is modeled using the Bouc-Wen model (Wen,
1976; Ikhouane and Rodellar, 2005)
f r1 = a1k1q1 + (1− a1)D1k1z1
f r2 = a2k2(q2 − q1) + (1− a2)D2k2z2 (A.1)
...

















Figure A.1: Hybrid nonlinear model for building structures: linear elastic cantilever coupled to a
nonlinear chain. The nonlinear springs hysteresis is modeled using the Bouc-Wen model.
where ki is the initial stiffness, Di the yield displacement, ai is the ratio of post-yield
and pre-yield stiffness. As it can be seen from Eq. A.1 the model consists of two springs in
parallel, and their internal force is weighted by an. The hysteretic component is model by
zi, the normalized hysteretic force, and is given by
z˙1 = D−11
[










(q˙n − q˙n−1)− βn|q˙n − q˙n−1||zn|νn−1zn − γn(q˙n − q˙n−1)|zn|νn
]
where {γi, βi} control the shape of hysteresis loops, and νi governs the smoothness of
the transition from elastic to plastic response. This model can be further generalized to
include pinching and stiffness/strength degradation (Baber and Noori, 1985).
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The output of nonlinear filters as described in Chapter 2 is the time history of the
estimate of the conditional mean and conditional covariance matrix of the state vector
x = [q1, . . . , qn, q˙1, . . . , q˙n, z1, . . . , zn]; the conditional mean estimate is denoted as xˆ =[
qˆ1, . . . , qˆn, ˆ˙q1, . . . , ˆ˙qn, zˆ1, . . . , zˆn
]
, and the conditional covariance matrix is denoted as P ∗.
The objective now is to propagate the estimate of the state and its uncertainty to other
quantities of interest that are important for performance evaluation and damage analysis
of structure.
Drift Displacement
Let Di = qi−qi−1 denote the drift displacement between DOF i and DOF i−1 for i > 1
(the case i = 1 is readily available by setting the quantities related to i− 1 to zero).
The conditional mean and variance of Di are given by the following expressions, where
E† denotes the expectation operator.
µDi = E[Di] = E[qi]− E[qi−1] (A.3)
σ2Di = E[(Di − E[Di])2] = E[q2i ] + E[q2i−1]− 2E[qiqi−1]− (E[qi − qi−1])2 (A.4)
Let Pi,j denote the (i, j) entry of P, the estimate of the conditional covariance matrix;
for i, j ∈ {1, . . . , n}, Pi,i = E[q2i ]− E[qi]2 and Pi,j = E[qiqj ]− E[qi]E[qj ]. Thus
σ2Di = Pi,i + Pi−1,i−1 − 2Pi,i−1 (A.5)
Drift Velocity
Let DVi = q˙i − q˙i−1 denote the drift velocity between DOF i and DOF i− 1 for i > 1.
∗The time argument will be omitted for convenience
†Throughout this section E[·] is used as a short notation for E[·|Y], where Y is the set of measurements
used to implement the filters
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The conditional mean and variance of DVi are given by the following expressions
E[DVi] = E[q˙i]− E[q˙i−1] (A.6)
E[(DVi − E[DVi])2] = E[q˙2i ] + E[q˙2i−1]− 2E[q˙iq˙i−1]− (E[q˙i − q˙i−1])2
= Pn+i,n+i + Pn+i−1,n+i−1 − 2Pn+i,n+i−1 (A.7)
Spring Internal Force
Let f ri denote the internal force in spring i as defined in Eq. A.1. The estimate of the
conditional mean and variance of the spring internal forces are given respectively by




i − E[f ri ])2] = (aiki)2E[(qi − qi−1)2] + ((1− ai)Diki)2 E[z2i ] (A.9)
− (aiki)2 (E[qi − qi−1])2 + 2(aiki)(1− ai)DikiE[(qi − qi−1)zi]− ((1− ai)DikiE[zi])2
= (aiki)2σ2Di + ((1− ai)Diki)2 P2n+i,2n+i + 2(aiki)(1− ai)Diki (Pi,2n+i − Pi−1,2n+i)
where σ2Di is given by Eq. A.4.
Dissipated Hysteretic Energy
The hysteretic dissipated energy of spring i, DEi is given by





The estimates of the conditional mean of DEi is given by








where the first equality follows from the Fubini-Tonelli theorem. The expectation of the
conditional second moment is given by






As it can be seen a fourth-order moment is required to evaluate the previous expression. A
common approximation is to assume that the joint PDF of {zi(τ)q˙i(τ)zi(ξ)q˙i(ξ)} is Gaus-
sian, reducing the previous expression to (Pires et al., 1983)







where now only second-order moments are involved. When the correlations involving the
products zi(ξ)zi(τ), q˙i(ξ)q˙i(τ), zi(ξ)q˙i(τ), zi(τ)q˙i(ξ) are small compared to that of zi(ξ)q˙i(ξ)
and zi(τ)q˙i(τ) the former are also neglected. Based on numerical results the cross-correlation
terms at different time instants are significantly smaller than the cross-correlation terms at
same time instants, and thus the former will be discarded in the computations involving
these terms. If it is desired to avoid neglecting some of the products further simplifications
are needed (Pires et al., 1983).
Inter-Story Shears
Let K denote the stiffness matrix of the linear elastic cantilever (retaining only DOF’s
qi and condensing all other DOF), and q = [q1, . . . , qn] the lateral displacement vector. The
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(Kq)j − f ri (A.14)
where (Kq)j is the j entry of the restoring forces vector Kq resulting from the linear
cantilever. Since (Kq)j =
∑n






Kj,sqs − f ri (A.15)






Kj,sE[qs]− E[f ri ] (A.16)
where E[f ri ] is given by Eq. A.8. The variance of Si is given by
σ2Si = E[S
2














Kj,sqs − f ri
2
= E



















































αis (E[qsf ri ]− E[qs]E[f ri ]) (A.18)
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and since
E[qsf ri ]− E[qs]E[f ri ] = aiki (Ps,i − Ps,i−1) + (1− ai)DikiPs,2n+i (A.19)












αis (aiki (Ps,i − Ps,i−1) + (1− ai)DikiPs,2n+i) (A.20)
To compute the mean and variance of the base shear we just need to apply, respectively,






EKF Extended Kalman filter
EnKF Ensemble Kalman filter
KF Kalman filter
MBO Model-based observer
NMBF Nonlinear model-based filter
OL Open-Loop (a reference model without measurements feedback)









p(x(t)) Probability density function of x(t) for fixed t
q Displacement vector
t Time variable
tk Time instant at which measurement k is obtained
u Known inputs vector





N Number of degrees-of-freedom
Ki Kalman gain at time step i
K Stiffness matrix
Pxy Cross-covariance of vectors x and y
Ri×j Space of real-valued i× j matrices
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