A set S of vertices of a graph G = (V , E) with no isolated vertex is a total dominating set if every vertex of V (G) is adjacent to some vertex in S. The total domination number t (G) is the minimum cardinality of a total dominating set of G. The total domination subdivision number sd t (G) is the minimum number of edges that must be subdivided in order to increase the total domination number. We consider graphs of order n 4, minimum degree and maximum degree . We prove that if each component of G and G has order at least 3 and G, G = C 5 , then t (G) + t (G) 2n 3 + 2 and if each component of G and G has order at least 2 and at least one component of G and G has order at least 3, then sd t (G) + sd t (G) 2n 3 + 2. We also give a result on t (G) + t (G) stronger than a conjecture by Harary and Haynes.
Introduction

Let G = (V (G), E(G)) be a graph of order n with no isolated vertex. The neighborhood of a vertex u is denoted by N G (u) and its degree |N G (u)| by d G (u) (briefly N (u) and d(u)
when no ambiguity on the graph is possible). The join G 1 ∨ G 2 is obtained from the two graphs G 1 and G 2 by adding all the edges between V (G 1 ) and V (G 2 ). We call kite a K 4 without an edge, and 2-corona of a graph H the graph obtained by attaching a pendant path of length two at each vertex of H. The complement G of a graph G has vertex set V (G) and xy ∈ E(G) if and only if xy / ∈ E(G). For any graph parameter , bounds on (G) + (G) and on (G) (G) are called Nordhaus-Gaddum inequalities. We use [15] for terminology and notation that are not defined here.
A set S of vertices of a graph G is a total dominating set if every vertex of V (G) is adjacent to some vertex in S. The minimum cardinality of a total dominating set, denoted by t (G), is called the total domination number of G and a t (G)-set is a total dominating set of G with cardinality t (G). When an edge uv of G is subdivided by inserting a vertex x between u and v, the total domination number cannot decrease. The total domination subdivision number sd t (G) is the minimum number of edges of G that must be subdivided in order to increase the total domination number. Similar definitions exist for the domination number (G) and the domination subdivision number sd (G) and, when G is connected, for the connected domination number c (G) and the connected domination subdivision number sd c (G). The first of these was introduced for the domination number in Velammal's thesis [14] and since this time many results have been obtained on the three parameters sd , sd t , sd c (see for instance [1, [4] [5] [6] [8] [9] [10] [11] ). Since the total domination number of the graph K 2 does not change when its only edge is subdivided, in the study of the total domination subdivision number of a connected graph G, we assume that G has order n 3. When G is not connected, let G 1 , . . . , G k be its components. Then t (G) exists if each G i has order at least 2, and t (G)= k i=1 t (G i ), while sd t (G) exists if moreover at least one G i has order at least 3 and sd t (G) = min{sd t (G i )||V (G i )| 3}. Our purpose in this paper is to establish an upper bound on the sum t (G) + t (G) and sd t (G) + sd t (G) in terms of the order of G.
In their paper introducing the notion of total domination, Cockayne, Dawes, and Hedetniemi gave the following bounds on t (G) and t (G) + t (G).
Theorem A (Cockayne et al. [3] ). If G is a connected graph of order n 3, then t (G) Theorem B (Cockayne et al. [3] ). If G has n vertices, no isolates and (G) < n − 1, then t (G) + t (G) n + 2, with equality if and only if G or G = mK 2 .
We note that the condition "G has no isolates and (G) < n − 1" of Theorem B, which is equivalent to "each component of G and G has order at least 2", is necessary for the existence of t (G) and t (G) and is implicit in the whole paper even if not specified. For each component G i K 2 of order 2 of G, t (G i ) = 2. This explains the fact that in absence of further hypotheses, the upper bound on t (G) + t (G) cannot have an order less than n + 2. However, if we require that the components of G and G have order at least 3, we prove an upper bound on t (G) + t (G) of order 2n 3 + 2 in Section 2. To characterize the extremal graphs for our bound, we use the description of the extremal graphs for Theorem A given below. [7] ). If a graph G of order n, minimum degree and maximum degree satisfies (G) 4 and (G) 4, then t (G) + t (G) n − + − 1.
Theorem C (Brigham et al. [2]). Let G be a connected graph of order n 3. Then t (G) =
Conjecture 1 (Harary and Haynes
In [13] , Shan et al. proved Conjecture 1 with the weaker hypotheses (G) 3 and (G) 3. Another result using weaker hypotheses than in the conjecture to prove a stronger conclusion will be obtained as a corollary of the main lemma of Section 2. We will also use Lemma 1 in Section 3, and the following known properties related to t (G) and sd t (G), to establish a Nordhaus-Gaddum upper bound on sd t (G) + sd t (G).
Theorem D (Haynes et al. [9]). If G is a graph of order n 3 and t (G)
Theorem E (Karami et al. [11] ). Let G be a simple connected graph of order n. The following statements are equivalent:
3 and each two edges of G are contained in a
Theorem F (Karami et al. [11] ). If G is a simple connected graph of order n 3 with
Theorem G (Karami et al. [11] ). For every simple connected graph G of order n 10 and n − 5, t (G) 3.
Theorem H (Karami et al. [11] ). For every simple connected graph G of order n, 2 n 9, and n 2 , t (G) 3.
Theorem I (Favaron et al. [4]). For every simple connected graph G of order
with equality if and only if G is isomorphic to
A bound on the sum t (G) + t (G)
In this section we prove that if G is a simple graph of order n 4 different from C 5 such that every component of G and G has order at least 3, then t (G) + t (G) 2n 3 + 2 and we determine all the extremal graphs with this property. We start with two lemmas. Lemma 1. Let G = (V , E) be a simple graph of order n 4, minimum degree and maximum degree :
Proof. We suppose t (G), t (G)
, and {x, y} is a total dominating set of G, a contradiction. Therefore,
Hence, N(x) dominates X. Let F 1 be a maximal subset of N(x) which does not dominate all vertices in X,
) and E 2 = X\E 1 . By (4), F 2 and E 2 are not empty. By the definition of F 1 , every vertex y ∈ F 2 dominates E 2 and F 1 ∪ {x, y} is a total dominating set of G. Hence
On the other hand, if y ∈ N(x) then X is not contained in N(y) for otherwise {x, y} is a total dominating set of G. Hence for any y ∈ F 2 there exists a vertex f (y) ∈ E 1 such that yf (y) ∈ E(G). Now in G, the set {f (y)|y ∈ F 2 } dominates F 2 , z dominates F 1 for any z ∈ E 2 and x dominates X. Therefore, {f (y)|y ∈ F 2 } ∪ {z, x} is a total dominating set of G for any z ∈ E 2 and
By (2) 
and (3), t (G)+ t (G) |F 1 |+|F 2 |+4= +4. By the symmetry between G and G, and since (G)=n− (G)−1,
we have t (G) + t (G) n − (G) + 3. Thus, t (G) + t (G) 4 + min{ , n − − 1}.
We suppose now t (G) 4 and t (G) 4.
If there exists a vertex z 1 ∈ E 1 with no neighbor in F 2 then in G, z 1 dominates F 2 , z 2 dominates F 1 for any vertex z 2 ∈ E 2 , x dominates X, and {z 1 , z 2 , x} is a total dominating set of G, a contradiction. Therefore F 2 dominates E 1 in G. Let F 3 be a maximal subset of F 2 not dominating E 1 in G. Then F 3 = F 2 and from the existence of the vertex f (y) associated with each vertex y ∈ F 2 , F 3 = ∅. From the maximality of F 3 , F 3 ∪ {x, y} is a total dominating set of G for every y ∈ F 2 \F 3 . Hence
Finally let z 1 be a vertex of E 1 not dominated by F 3 in G and z 2 any vertex of E 2 . In G, z 1 dominates F 3 , z 2 dominates F 1 , x dominates X and the set {f (y)|y ∈ F 2 \F 3 } dominates F 2 \F 3 . Therefore, {z 1 , z 2 , x} ∪ {f (y)|y ∈ F 2 \F 3 } is a total dominating set of G and From (2), (5) and (4) we get
By symmetry, we have also t (G)
If equality is attained in (6), then |F 3 | = 2 and by (4),
Corollary 2. For any simple graph of order n 4 with t (G), t (G) 3, t (G) + t (G) n+7
2 .
Proof. By Lemma 1(1), t (G) + t (G) ( +4)+(n− +3) 2 n+7
2 . Note that equality implies that G is either regular or, in the case n even, almost regular, i.e., = − 1.
The next corollary proves a result stronger than Conjecture 1.
Corollary 3. Let G be a graph such that t (G) 4 and t (G) 4. Then t (G) + t (G) n − + − 3.
Proof. t (G) 4 and t (G) 4 imply by Lemma 1(2) that t (G) + t (G) n − + 2 and
5. Therefore, t (G) + t (G) n − + − 3.
Lemma 4. If G has order n 4 and is the graph H from Fig. 1 or if each of its k 1 components is isomorphic to
Proof. The equality is satisfied for H since t (H ) = t (H ) = 3, and if G is isomorphic to C 6 or to a connected 2-corona of order at least 6 since then t (G) = equality if and only if G, or G, is the graph H from Fig. 1 or has each of its components isomorphic to C 6 or to a 2-corona. (G)=2, let G 1 , . . . , G k , k 1, be the Suppose now that t (G) 3 and t (G) 3 (thus implying that G and G are both connected). If n = 7, then since G cannot be 3-regular, either 2 or 4 and in both cases, by Lemma 1(1), t (G) + t (G) 6 < 
Theorem 5. Let G be a simple graph of order n 4 different from C 5 and such that each component of G and G has order at least 3. Then t (G) + t (G)
2n 3 + 2 with
Proof. If t
3 + 2 with n = 9, then either t (G) = t (G) = 4 or t (G) = 3 and t (G) = 5 (or the contrary). The first case is impossible since it would give by Lemma 1 (2) 5 and 3. Hence t (G) = 3, t (G) = 5, = = 4 by Lemma 1(1), and (G) = n − − 1 = 4 = n 2 , in contradiction to Theorem H. Therefore, the only possibility of equality t (G) + t (G) = 2n 3 + 2 when t (G) 3 and t (G) 3 is for n = 6. Then t (G) = t (G) = 3 and by Lemma 1(1), 2 3. One can check, for instance with the help of [12] , that the only graph of order 6 such that 2 3 is the graph H of Fig. 1 or its complement. This completes the proof of the "only if" part of the characterization of the extremal graphs. The "if" part is a consequence of Lemma 4.
A bound on the sum sd t (G) + sd t (G)
In this section we prove that sd t (G) + sd t (G) Proof. First let G be disconnected and let G 1 , . . . , G k be its connected components. We may assume
and sd t (G)
On the other hand, t (G) = 2 since G is disconnected, and G is not isomorphic to any K m ∨ K n−m since G has no isolated vertex. Therefore, sd t (G) 2 by Theorem E. Hence
Now let G and G be connected, which implies in particular that they are different from K 4 and not extremal for Theorem I. It follows that sd t (G) 
If n = 12 or n 14, then n−1 2 + 5 2n 3 + 2. Let n = 13. If t (G) + t (G) < 3 + min{ , n − − 1}, or 5, or 7, then sd t (G) + sd t (G) 2 + 2n 3 by (7). The remaining case, t (G) + t (G) = 3 + min{ , n − − 1} with = = 6 implies t (G) + t (G) = 9 = (G) + 3 = (G) + 3, which contradicts Lemma 1(3). The proof is complete.
In our last result, we consider the sum of the total domination subdivision numbers of the components of order at least 3 of G. 
