A distributed data acquisition system has been designed to support experiments at the Argonne Neutral Particle Beam Accelerator. The system uses a host VAXstation II/GPX computer acting as an experimenter's station linked via Ethernet with multiple MicroVAX IIs and rtVAXs dedicated to acquiring data and controlling hardware at remote sites. This paper describes the hardware design of the system, the applications support software on the host and target computers, and the real-time performance.
Hardware System
The data acquisition system, NPBDAS, as shown in Figure 1 provides at each test stand and in the NPB control room a target data acquisition system (TDAS) consisting of a single board MicroVAX II .ny data collected by the TDAS during the execution of the COMMAND LIST will be returned to the host over the DATA LINK by a separate COMM process in the VMS LINK job.
Thus, real-time data acquisition can proceed concurrently with data transmission to the host.
With ten VMS_LINK jobs running on each TDAS, up to ten application programs may be concurrently directing data acquisition at each TDAS via COMMAND LISTS. In the NPBTS environment, this feature allows one experiment to be collecting data on-line at a TDAS while multiple experiments are collecting data in a check-out or background mode using instrunents interfaced to the same TDAS. Also, it is typical for a single experiment to establish links to more than one target, i.e., a link to TDAS at Phase B beam line and a TDAS in the control room, in order to collect data from instruments interfaced to more than one TDAS.
The structure of a COMMAND LIST is shown in Figure 4 . The COMMAND LIST consists of a four word header and a variable number of integer commands. The header words are:
1.
UNIT. The identifier of a queue maintained by the System Support Level software which is created by an application program on the host prior to sending a COMMAND LIST to a TDAS, and to which any buffers returned from the TDAS as a result of executing the commands in the COMMAND_LIST will be queued. The application program retrieves buffers from the UNIT queue using the System Support Level software. An example of the commands contained in a typical COMMAND LIST is shown in Figure 4 . Together with the comments to the right of the commands, the list is self-explanatory.
TDAS Performance
The maximum rate at which a COMMAND LIST, which contains only a single CAMAC write, can be sent from the host to a TDAS and a reply received at the host is 70 COMMAND LISTs per second (see Figure 5) The last box in Figure 5 lists the amount of time spent in the VAXELN Network Services procedure SEND for various sizes of buffers sent to the host. If this procedure were put in-line in the process executing the COMMAND LIST, the process would be blocked for the amounts of time shown. In the TDAS system, a separate COMM process is used for sending data to the host. This process runs concurrently with process executing the COMMAND LIST, thus reducing the blocking effect of the VAXELN SEND procedure. Figure 6 is System Support Level Software A library of functions is provided by the System Support Level to interface the User levels to the Instrument Support Level for data acquisition and to implement a buffer management scheme at the host for data buffers returned fran the TDASs. There are only seven functions supplied in the System Support Level software. An outline of an application progran (see Figure 7 ) using all the functions, will be used to explain the System Support Level software. Each numbered line in the program outline is explained below.
Shown in

1.
Parameter definitions used in System Support function calls. 
