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第 1章では，研究背景及び研究目的を示した．第 2章では 3次元インピーダンス法の計
算中に現れる連立一次方程式を解く手法として，これまで多く用いられてきた逐次過緩和











いる SOR法において，過緩和係数 ! を反復計算中に自動で値を変更することで，計算の
実行前に過緩和係数 ! を設定して計算を行う場合よりも収束効率を高めることについて
検討した．まず，3次元インピーダンス法の原理を示し，次に，その中で現れる大規模連





し，そこに入射する磁界 H によって誘導される起電力 V，閉路各辺のインピーダンス Z
から，ループ電流 I を未知数とした連立一次方程式を解くことにより，電界強度，電流密
度を算出する．
図 2.2の x方向成分の回路各辺のインピーダンス Z は，隣接する 4つのボクセルに与
えられた導電率 ，比誘電率 "r の平均値を用いて式 (2.1) で与えられるインピーダンス
Z を算出をする．平均化された導電率 avgx，"ravgx は，式 (2.2)，(2.3)として算出する．
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また，x方向成分のループ電流に関する連立一次方程式は式 (2.4)で表される．
[Ix (i; j; k)  Ix (i; j; k   1) + Iz (i  1; j; k)  Iz (i; j; k)]Zy (i; j; k)
+ [Ix (i; j; k)  Ix (i; j + 1; k) + Iy (i; j + 1; k)  Iy (i  1; j + 1; k)]Zz (i; j + 1; k)
+ [Ix (i; j; k)  Ix (i; j; k + 1) + Iz (i; j; k + 1)  Iz (i  1; j; k + 1)]Zy (i; j; k + 1)
+ [Ix (i; j; k)  Ix (i; j   1; k) + Iy (i  1; j; k)  Iy (i; j; k)]Zz (i; j; k)
+ Vx (i; j; k) = 0 (2.4)
この時，I は各閉路に流れるループ電流，Z は閉路各辺のインピーダンス，V は閉路に
誘導される起電力である．同様の手順で y，z 方向成分のループ電流に関する連立一次方
程式を得ることができる．







































i + (1  !)x(k 1) (2.9)
この時，xk+1 はガウス{ザイデル法の k + 1 反復目に得られる解，xk+1 は SOR 法の
k+1反復目に得られる解である．ガウス{ザイデル法で得られる xk+1 を過緩和係数 !を
用いることで補外し，解の更新量を修正している．通常，この ! は 1 < ! < 2の値が用
いられ，Over-Relaxationと呼ばれる．! = 1の時，ガウス{ザイデル法と同じ解となる．
また，0 < ! < 1の値を用いる場合は Under-Relaxationと呼ばれ，1 <= ! < 2の値を
用いた際に解が発散してしまうような問題などに用いられる．
第 2章 過緩和係数自動選択型 SOR法の検討 7
2.4 過緩和係数!の違いによる収束効率の変化
過緩和係数 ! を SOR法の計算を実行する前に最適値を知ることは，最適値を計算する
ために必要な計算量が多いことなどから困難である．
過緩和係数 ! の値の違いによる収束効率の差異について検討を行うため，図 2.4，表




jx<k 1>i   x<k>i jL2
jx<k>i jL2
(2.10)






ボクセル数 320 160 866 voxels
導電率 不均一 [14]
誘電率 不均一 [14]
入射磁界 H 　 1000(x^+ y^ + z^)(1 + j) A/m
周波数 20 kHz
過緩和係数 ! 1:0  1:9
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図 2.5 過緩和係数 ! の違いによる収束効率の変化
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2.5 過緩和係数自動選択型SOR法の検討
本章では，過緩和係数 ! を逐次的に修正する方法として，相対残差ノルム (式 (2.10))
と反復回数から算出される傾きに着目することで，! を逐次的に自動選択する検討を行っ
た．図 2.6は 3次元インピーダンス法及び 3次元インピーダンス法の連立一次方程式を解




図 2.6 3次元インピーダンス法 (左) と SOR 法 (右) のフローチャート
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図 2.7 フローチャート
そこで，SOR法の各反復において，図 2.7のように，式 (2.10)で計算される相対残差
ノルム "の最新 2反復の値と反復回数から傾きを計算し，傾きが 0以上になり，発散の兆
候が見られた際に ! の値を小さくした．傾きは式 (2.11)により算出する．
log 10"k+1   log 10"k
(k + 1)  k (2.11)
また，過緩和係数 ! の更新式は式 (2.12)として定義した．
!k+1 = 1 +
 
!k   1 0:95 (2.12)
式 (2.12)により，過緩和係数 ! を 1 < ! < 2の範囲で，発散の兆候が見られるたびに更
新を行う．
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以上のアルゴリズムを SOR法での計算に導入した方法と，図 2.8，表 2.2の条件で，過
緩和係数 ! を 1.0 から 0.1 刻みで 1.9 までの値で計算を行った際に最も収束が早かった
! = 1:7を最適値と仮定し，それらの収束の様子を比較した．
図 2.8 計算条件 1




ボクセル数 320 160 866 voxels
導電率 不均一 [14]
誘電率 不均一 [14]




第 2章 過緩和係数自動選択型 SOR法の検討 12
計算の結果，過緩和係数 !を自動選択するアルゴリズムを用いたところ，事前に過緩和
係数 ! の最適値について検討することなく，最適値と仮定した ! = 1:7に近い収束効率
を得ることができた．
しかし，図 2.9 の実線で示した過緩和係数 ! の値の変化をプロットした結果より，反


























A~x = ~b (3.1)
そこで，3次元インピーダンス法の大規模連立一次方程式を行列方程式として表現する
ための検討を行った．
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3.2 3次元座標上ベクトル成分の 4次元から 1次元への定
式化
図 3.1 閉路 (ループ電流 I) と閉路各辺 (インピーダンス Z) の位置関係
[Ix (i; j; k)  Ix (i; j; k   1) + Iz (i  1; j; k)  Iz (i; j; k)]Zy (i; j; k)
+ [Ix (i; j; k)  Ix (i; j + 1; k) + Iy (i; j + 1; k)  Iy (i  1; j + 1; k)]Zz (i; j + 1; k)
+ [Ix (i; j; k)  Ix (i; j; k + 1) + Iz (i; j; k + 1)  Iz (i  1; j; k + 1)]Zy (i; j; k + 1)
+ [Ix (i; j; k)  Ix (i; j   1; k) + Iy (i  1; j; k)  Iy (i; j; k)]Zz (i; j; k)
+ Vx (i; j; k) = 0 (2.4 再掲)
図 3.1は閉路と辺の方向成分の位置関係を示した図である．式 (2.4)は 3次元インピーダ
ンス法の各座標における x 方向成分のループ電流値を求めるための方程式である．式中
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図 3.2 x 方向成分の格子点相互作用モデル
図 3.2の上部は，立体回路網から x方向成分の 1つのループ電流を求めるために必要と
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ここで，比較のため，3次元のスカラー量を持つステンシル計算として Scalar-Potential
Finite-Dierence method(SPFD法) [1]を例にとると，ステンシルは図 3.3，行列構造は
図 3.4となる．
図 3.3 SPFD 法のステンシル [1]
図 3.4 SPFD 法の行列構造 [2]
図 3.3では，対象となる中心の点に対して，隣接した点が 6つ存在しており，それと対
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図 3.5 格子点相互作用モデル (x方向成分)のインデックス
x方向成分のステンシルの位置関係及びインデックスは図 3.5となる．この時，各要素
の第 1引数はベクトルの方向成分であり，0，1，2はそれぞれ x，y，z 方向成分を示す．
第 2{4引数は座標を表している．
この x方向成分の格子点相互作用モデルを定式化すると式 (3.2)となる．
[I (0; i; j; k)  I (0; i; j; k   1) + I (2; i  1; j; k)  I (2; i; j; k)]Z (1; i; j; k)
+ [I (0; i; j; k)  I (0; i; j + 1; k) + I (1; i; j + 1; k)  I (1; i  1; j + 1; k)]Z (2; i; j + 1; k)
+ [I (0; i; j; k)  I (0; i; j; k + 1) + I (2; i; j; k + 1)  I (2; i  1; j; k + 1)]Z (1; i; j; k + 1)
+ [I (0; i; j; k)  I (0; i; j   1; k) + I (1; i  1; j; k)  I (1; i; j; k)]Z (2; i; j; k)
+ V (0; i; j; k) = 0 (3.2)
各成分は式 (2.4)と一致する．また，方向成分が第 1引数に追加した形式で記述した．
更に，行列表現を行うために，式 (3.2)の 4次元のインデックスを，(3.3)を用いて 1次
元に変換した．
n = hNx Ny Nz + iNy Nz + j Nz + k (3.3)
ここで，Nx，Ny，Nz は各方向の格子点の総数である．そして，行列の次元 N は式 (3.4)
で表される．
N = 3Nx Ny Nz (3.4)
よって，1次元化したインデックス nは N 次の正方行列の何番目の成分であるかを示す．
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3.3 3次元インピーダンス法の行列構造
図 3.6 3 次元インピーダンス法の行列構造概略図
1次元化したインデックス nを用いて，図 3.5及び y，z 方向成分の格子点相互作用モ
デルから導かれる行列構造の概略図が図 3.6である．非零要素のみを直線で示している．
この係数行列 Aは行と列を 3分割し，合計 9つの領域に分かれている．計算対象となる
中心に置かれた格子点が，x，y，z 方向成分のものはそれぞれ Cx，Cy，Cz に割り当てら
れる．また，相互作用する 13点の格子点の内，x，y，z 方向成分のものはそれぞれ Rx，
Ry，Rz の領域に割り当てられる．そうすると，境界を除く全領域において，各行は対角
要素と 12の非対角要素，合計 13の非零要素で構成される．中心点が x方向成分の格子
点相互作用モデルを例にすると，図 3.6の領域 Cx 内に図のように水平な線が引け，それ
が非零要素と交わる点が周囲の隣接する 12点に対応する．また，3次元インピーダンス
法における行列の構造は相反性により対称行列となる．























簡易的に，2次元の計算に置き換え，領域中が  > 0の媒質に満たされている場合と，
空気などの  = 0の媒質を含む場合を例にして，計算要素削減方法の手順を示す．
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簡略化のため 2次元モデルを用いる．2次元領域の閉路のインデックスを 1次元に変換
する式は以下を用いた．
n = iNy + j (4.1)
この時，Ny は y 方向の格子点の総数である．
4.2.1 計算領域全体が  > 0の媒質で満たされている場合
図 4.1 2 次元領域全体が  > 0の媒質に満たされている場合の番号付け
x，y方向に 5つの閉路が並んでいる状態の各閉路を式 (4.1)を用いて 1次元で番号付け
した際平面は図 4.1となる．すべての閉路の導電率を  > 0とした場合には，番号付けを
行う閉路は，各軸方向に対して同じ数の閉路が規則正しく並ぶ構造格子となっている．
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また，この 2次元での格子点相互作用モデルは図 4.2(左)となる．図 4.1と重ね合わせ
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図 4.3 2 次元領域全体が  > 0 の媒質に満たされている場合の行列生成結果
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4.2.2 計算領域全体が  = 0の媒質を含む場合
図 4.4 領域すべてに番号付けする場合 (左)， > 0 の部分のみ番号付けする場合 (右)
次に，2次元領域中に  = 0の媒質を含む場合の行列構造について示す．図 4.4(左)は
図 4.1と同じ領域にすべてに番号付けをした図である．図 4.1と異なり， = 0の要素を
含むため，行列として表現した際の規模を縮小することができる．リアクタンス分を考慮
しない実数計算において，計算に必要な要素は  > 0 の要素のみである． > 0 の要素
のみに対して番号付けを行うと図 4.4(右)となる．これを前述の手順で行列として表現す
ると，全ての領域を番号付けした図 4.3において， = 0により，番号付けされなかった
部分に対応する行と列を行列から除くことが出来る．行列から除く行と列を灰色で覆った
ものが図 4.5である．そして，図 4.5の灰色部分を除いて表現した行列の構造が図 4.6で
ある．
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図 4.5 2 次元領域中に  = 0 の媒質に対応する箇所 (灰色)
図 4.6 2 次元領域中に  > 0 の要素のみを番号付けした場合の行列生成結果
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
(4.5)
式 (4.2)で与えられる係数行列 Aを例にとり，行と列の初めのインデックスを 1とする
と，COO形式では各非零要素の値，各非零要素の列番号，行番号の 3つの情報を用いて
行列を表現することにより，行列圧縮を行っている．
式 (4.2) の係数行列 A の場合は式 (4.3),(4.4),(4.5) により，行列を表現することがで
きる．








1 matrix_data = load('matrix.txt'); %行 列 デ ー タ の 読 み 込 み
2 sparse_matrix = spconvert(matrix_data ); %疎 行 列 形 式 へ 変 換
3 RHS_vector = load('RHS_vector_data.txt'); %右 辺 ベ ク ト ル の 読 み 込 み
4
5 solution_vector = bicgstab(sparse_matrix , RHS_vector ); %連 立 一 次 方 程 式 の 計 算
6
7 fp = fopen('result.txt','w');



























ボクセル数 120 120 120 voxels
球体半径 45 mm
導電率 (均一) 0:24 S/m
入射磁界 H 　 1000(x^+ y^ + z^) A/m
周波数 90 kHz
数値解法 SOR法/CG法













クトル (ループ電流値)である．また，j  jL2 は L2ノルムを表す．
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次に，計算によって得られた誘導電流密度分布を図 4.8，4.9に示す．






jJ jCG   jJ jSOR
jJ jSOR  100 (4.8)
この時，jJ jCG は CG法の計算で得られた電流密度の絶対値，jJ jSOR は SOR法の計算
で得られた電流密度の絶対値である．
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図 4.10 CG 法と SOR 法の計算で得られた電流密度相関図
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4.6 異なる数値解法を用いた計算時間の比較
実際に，数値ドシメトリで用いられる数値人体モデルを用いて，数値計算ライブラリ





表 4.2 計算条件 2
　計算格子 立方格子
　解像度 2 mm
ボクセル数 320 160 866 voxels
導電率 (均一) 0:24 S/m
入射磁界 H 　 1000(x^+ y^ + z^) A/m
周波数 90 kHz
表 4.3 計算の実行環境
Processor Clock Frequency OS
AMD Opteron(tm) 2.1 GHz Linux CentOS
Processor 6174 release 5.7
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図 4.13 数値解法の違いによる計算時間の比較
図 4.13 は各数値解法の実行時間の測定結果である．尚，SOR 法は C 言語で記述した
コードで計算を行い，実行環境が異なるため，参考値として図中に示している．数値解法
ごとに計算の実行時間が異なる結果となり，特に，行列の対称性を考慮した数値解法であ







































周波数が高くなるにつれて，2章で示した式 (2.1)及び y，z 方向成分のインピーダンス
Z において， >> !"の関係が成り立たなくなり，リアクタンス成分が無視できなくな




















演算コアを有する Graphics Processing Unit(GPU)を利用した超並列計算を含む数値計
算ライブラリ (みずほ情報総研)を適用した．数値解法は Bi-CGSTAB法の前処理として
代数的多重格子法 (AMG法) [16]を適用した AMG-BiCGSTAB法を用いた．








ボクセル数 120 162 129 voxels
導電率 (均一) 0:3588 S/m
比誘電率 (均一) 8497






CPU Clock 3.0 GHz
GPU Quadro K6000
GPU Clock 0.90 GHz
GPU Cores 2880 CUDA Cores
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図 5.1 AMG-BiCGSTAB 法によって得
られた体内誘導電流密度
図 5.2 AMG-BiCGSTAB 法と SOR 法
(! = 1:7) で得られた体内誘導電流密度の
相対差分布
図 5.1 は AMG-BiCGSTAB 法によって得られた体内誘導電流密，図 5.2 は AMG-
BiCGSTAB 法と SOR 法 (! = 1:7) で得られた体内誘導電流密度の相対差分布である．
相対差の算出には式 (5.1)を用いた．
相対差 [％] =
jJ jAMG BiCGSTAB   jJ jSOR
jJ jSOR  100 (5.1)
この時，jJ jAMG BiCGSTAB は AMG-BiCGSTAB 法の計算で得られた電流密度の絶対
値，jJ jSOR は SOR法の計算で得られた電流密度の絶対値である．




SOR法 (! = 1:7固定) 1.73105 s 99924 回
AMG-BiCGSTAB法 94.4 s 281 回


















































































[1] T.W. Dawson, J. De Moerloose, and M.A. Stuchly. "comparison of magnetically
induced elf elds in humans computed by fdtd and scalar potential fd codes,".
Applied Computational Electromagnetics Society Journal, Vol. 11, No. 3, pp. 63{
71, 1996.
[2] 山本達也, 鈴木久敬, 多氣昌生. "C-15-12 SPFD法における行列構造に関する検討,".
電子情報通信学会ソサイエティ大会講演論文集, p. 219, Sept. 2016.
[3] E Litvak, KR Foster, and MH Repacholi. "Health and safety implications of
exposure to electromagnetic elds in the frequency range 300 Hz to 10 MHz,".
Bioelectromagnetics, Vol. 23, No. 1, pp. 68{82, January 2002.
[4] Scientic Committee on Emerging and Newly Identied Health Risks. "Potential
health eects of exposure to electromagnetic elds (EMF),". http://ec.europa.
eu/health/scientific_committees/emerging/docs/scenihr_o_041.pdf,
January 2015.
[5] World Health Organization. "World Health Organization, Environmental Health
Criteria 238: Extremely low frequency elds,". http://www.who.int/peh-emf/
publications/Complet_DEC_2007.pdf, December 2007.
[6] ICNIRP. "Guidelines for limiting exposure to time-varying electric and magnetic
elds (1 Hz to 100 kHz),". Health Physics, Vol. 99, No. 6, pp. 818{836, 2010.
[7] ICNIRP. "Guidelines for limiting exposure to time-varying electric, magnetic,
and electromagnetic elds (up to 300 GHz),". Health Physics, Vol. 74, No. 4, pp.
494{521, 1998.
[8] 宇野亨. "FDTD法による電磁界およびアンテナ解析,". コロナ社, 1998.
[9] N. Orcut and OM P. Gandhi. "A 3-D impedance method to calculate power
deposition in biological bodies subjected to time varying magnetic elds,". IEEE
参考文献 44
Trans. Bio-Med. Eng., Vol. 35, No. 8, pp. 577{583, 1988.
[10] Richard Barrett, Michael Berry, Tony F Chan, James Demmel, June Donato,
Jack Dongarra, Victor Eijkhout, Roldan Pozo, Charles Romine, and Henk
Van der Vorst. "Templates for the solution of linear systems: building blocks
for iterative methods,". SIAM, 1994.
[11] Y. Suzuki and M. Taki. "Measurement of Magnetic Field From an Induction
Heating Hob and Estimation of Induced Current Density in Human Body,". The
transactions of the Institute of Electrical Engineers of Japan. A, A publication
of Fundamentals and Materials Society, Vol. 125, No. 5, pp. 427{433, May 2005.
[12] 越智久晃, 山本悦治, 澤谷邦男, 安達三郎. 人体モデルを挿入したMRIアンテナの特
性解析,. 電子情報通信学会論文誌. B-II, 通信 II-無線通信・無線応用, Vol. "76", No.
"4", pp. "253{259", "April" 1993.
[13] Tomoaki Nagaoka, Soichi Watanabe, Kiyoko Sakurai, Etsuo Kunieda, Satoshi
Watanabe, Masao Taki, and Yukio Yamanaka. "development of realistic
high-resolution whole-body voxel models of japanese adult males and females
of average height and weight, and application of models to radio-frequency
electromagnetic-eld dosimetry,". Physics in Medicine and Biology, Vol. 49,
No. 1, pp. 1{15, 2004.
[14] D. Andreuccetti, R. Fossi, and C. Petrucci. "An Internet resource for the calcu-
lation of the dielectric properties of body tissues in the frequency range 10 Hz
{ 100 GHz,". IFAC-CNR, Website at http://niremf.ifac.cnr.it/tissprop/. Based
on data published by C.Gabriel et al. in 1996.
[15] 森下拓海, 筒井弘, 越智裕之, 佐藤高史. "ブロック反復法による電源回路網解析の高
速化,". 信学技報, pp. 67{71, Dec. 2011.
[16] A. Brandt, S. F McCormick, and J. Ruge. "Algebraic multigrid (AMG) for sparse
matrix equations,". Sparsity and Its Applications, Cambridge University Press,




(1) Tomoaki Mori, Yukihisa Suzuki, Masao Taki,"A Matrix Form Representation
of 3-D Impedance Method for Calculations of Induced Electric Fields and Cur-





体モデル計算の検討，"　信学技報， vol.115, no.434, pp.131{136, 2016.
