The Ketzin pilot site for CO 2 storage in Germany has been operated from 2007 to 2013 with about 67 kt of CO 2 injected into the Upper Triassic Stuttgart Formation. Main objectives of this undertaking were assessing general feasibility of CO 2 storage in saline aquifers as well as testing and integrating efficient monitoring and long-term prediction strategies. The present study aims at revising the latest static geological reservoir model of the Stuttgart Formation by applying an integrated inverse modelling approach. Observation data considered for this purpose include bottomhole pressures recorded during hydraulic testing and almost five years of CO 2 injection as well as gaseous CO 2 contours derived from 3D seismic repeat surveys carried out in 2009 and 2012. Inverse modelling results show a remarkably good agreement with the hydraulic testing and CO 2 injection bottomhole pressures (R 2 = 0.972), while spatial distribution and thickness of the gaseous CO 2 derived from 3D seismic interpretation exhibit a generally good agreement with the simulation results (R 2 = 0.699 to 0.729). The present study successfully demonstrates how the integrated inverse modelling approach, applied for effective permeability calibration in a geological model here, can substantially reduce parameter uncertainty.
Introduction
Geological storage of carbon dioxide (CO 2 ) in saline aquifers is considered as significant contribution to mitigation of anthropogenic greenhouse gas emissions into the atmosphere [1] , and thus provides a substantial mitigation measure for climate change and ocean acidification [2] which has been widely discussed and investigated in the past two decades.
In this context, geological CO 2 storage at pilot scale has been undertaken from 2007 to 2013 at the Ketzin site in Germany with a total of about 67 kt of CO 2 injected into the Upper Triassic Stuttgart Formation at 620-650 m depth. The Ketzin project aimed at investigating efficient strategies for monitoring and predicting long-term CO 2 behaviour in the geological subsurface besides demonstrating the general feasibility of its long-term storage in saline aquifers [3] [4] [5] [6] [7] [8] . Static geological and numerical modelling has been supporting site operation since the initial planning phase of the project [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . With the availability of new data, the static geological model has been continuously further developed, revised and matched against field observations to enable reliable short-to long-term predictions using coupled numerical multiphase flow, hydromechanical and hydrochemical models [14, 15, [19] [20] [21] . In this context, substantial efforts have been undertaken to integrate data from ongoing on-site field tests and continuous observations as well as laboratory experiments on the Stuttgart Formation reservoir rocks with numerical simulations [12, 14, 19, 20, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . Recent activities especially focussed on integration of the 3D seismic survey data with other geophysical findings and numerical simulations [33] [34] [35] [36] , also in view of defining conformance criteria between geophysical monitoring and numerical model predictions to be considered in German and EU-wide regulations [37] .
The present study aims at revision of the effective permeability distribution in the latest static geological reservoir model [13, 16] with the help of an integrated inverse modelling approach, since the initial static model does not allow to match observations with dynamic simulation results. For that purpose, advantage of the most reliable monitoring data available is taken, including bottomhole pressures observed during hydraulic testing of the Stuttgart Formation in the wells Ktzi 200, Ktzi 201 and Ktzi 202 [38] [39] [40] [41] as well as those observed during almost five years of CO 2 injection in the wells Ktzi 201 and Ktzi 202 [42] [43] [44] [45] [46] [47] [48] [49] . Further observations taken into account in the process of inverse model calibration are the gaseous CO 2 contours, derived from two 3D seismic repeat surveys undertaken in 2009 and 2012, with the related baseline survey carried out before the start of CO 2 injection in 2005 [50, 51] . Available geological data on the Stuttgart Formation at the Ketzin site is relatively detailed in the near-well area, compared to that in the model far-field where model alterations undertaken in the scope of a model revision cannot be validated. For this reason, an update of the facies distribution is taken into account by revising effective permeabilities according to the inverse optimization results. Hence, quantitative indicators for diverging thickness or areal extent of the sandstone channels embedded in the fluvial floodplain facies of the reservoir formation result from the presented inverse modelling procedure. Multiple facies model realizations as commonly applied for risk assessments (e.g., [21] ) are disregarded in the present study, since the objective is revising one existing reservoir model, previously parametrized using the most reliable geological data retrieved at the Ketzin pilot site [15, 16] , and resulting in one static geological model that can be reasonably validated based on the observations made during the undertaken hydraulic testing and CO 2 injection phases. Data limiting the feasible extent of model validation include recorded bottomhole pressures and the gaseous CO 2 extent determined by 3D seismics. Hence, a far-field facies model revision would provide limited significance for the purpose of the present study, only.
In summary, it is demonstrated that the methodological approach of employing integrated inverse simulations that take into account dynamic data from site characterization and operation in one optimization run is capable to elaborate an excellent matching between observations and simulations, while uncertainties are being substantially reduced. Further, the findings are discussed in the context of previous (semi-)analytical and numerical interpretations of the hydraulic testing data [38] [39] [40] [41] .
Materials and Methods

Numerical Forward Models
Two numerical forward models have been developed to be applied in the present study: the first one to simulate the hydraulic testing undertaken in 2007 and a second one for simulation of the CO 2 injection period from June 2008 to January 2013. Both models are parametrized using the porosity and permeability distributions given in the latest static geological model [13, 16] , upscaled to the revised simulation grid (cf. Figure 1 ) using the Petrel software package [52] . Nested local grid refinements (LGRs) are introduced in the new simulation grid to reduce the original reservoir simulation model grid element count from more than 648,000 to 102,336, with a horizontal resolution of 6-8 m in the near-well region and up to 90 m in the far-field [32] . The numerical simulator MUFITS (BLACKOIL module, version 2015.G02) [53, 54] is used to realize both forward model runs, since previous studies demonstrate that it is capable to reproduce exactly the same results for a long-term CO 2 injection period at the Ketzin site as a popular standard industry reservoir simulator [54] . The detailed parametrization of the multiphase flow model is given in Kempka et al. [11, 13] , Kempka and Kühn [12] and Class et al. [55] , while all details on the hydraulic testing model implementation are provided in Kempka and Norden [32] .
Integrated Numerical Inverse Model
Kempka and Norden [32] show that the latest revised reservoir model [13, 16] requires modifications in spatial permeability distribution to achieve a good agreement (i.e., deviation between observations and simulation results below 1 bar) with bottomhole pressures observed during hydraulic testing. Kempka and Kühn [12] as well as Kempka et al. [13] further emphasize this requirement in view of successfully matching the observed bottomhole pressures and CO 2 arrival times in both observation wells (Ktzi 200 and Ktzi 202) in a long-term simulation of CO 2 injection at the Ketzin site. While inverse modelling approaches undertaken by Class et al. [55] to determine the permeability distribution were hindered by limited computational efficiency of the employed simulator, and thus did not result in a satisfactory match between observed and simulated bottomhole pressures, Kempka and Kühn [12] managed to achieve this objective using a relatively simple approach, defining different permeability multipliers for the near-well region and the far-field. However, taking into account the fluvial origin of the highly heterogeneous Stuttgart Formation with high-permeable sandstone channels embedded in a low-permeable floodplain facies, this approach does not allow to sufficiently address spatial permeability variation determined by the heterogeneous facies distribution. Consequently, a more sophisticated inverse modelling approach is required to integrate the hydraulic testing phase undertaken during site characterization with the five-year period of CO 2 injection [32] .
Since previous studies indicate that reservoir permeability is the parameter of highest sensitivity [12, 55] , pilot points were employed for calibration of the spatial reservoir permeability distribution. For that purpose, the MUFITS simulator has been integrated with the parameter estimation tool PEST++ (version 3.5.0) [56] in a flexible simulation framework [57] . This allowed to run parallel PEST++ processes on multiple computational nodes, with each starting parallel MUFITS simulations, and thus resulting in an acceptable computational time for the 736 integrated forward model runs (hydraulic testing and CO 2 injection) carried out in 16 inverse iterations in the present study. PEST++ regularization mode is used with 157 parameters of which 53 are set adjustable, resulting in tied multipliers on the main diagonal of the permeability tensor and an additional global multiplier for the vertical-to-horizontal permeability ratio. The number of observations considered in the inverse simulation run is 153, including bottomhole pressures observed during hydraulic testing and CO 2 injection in different wells, CO 2 arrival times at the observations wells as well as the contours of the gaseous CO 2 detected by the 3D seismic repeat surveys in 2009 and 2012. The PLPROC software package [58] is used to carry out a 2D interpolation of the calculated permeability multipliers at the 52 pilot points (cf. Figures 6 and 7) onto the numerical simulation grid.
The lower limit for the permeability multipliers at the pilot points is set to 1 × 10 −4 to avoid infinitesimal permeabilities being assigned to the reservoir simulation grid, while the upper limit was set to a relatively high value of 1 × 10 10 to allow for exchanging floodplain facies by sandstone channels in the calibrated model. Further, the global multiplier for vertical permeability is allowed to vary over a range of 1 × 10 −2 to 1 × 10 0 . 32 time-dependent bottomhole pressure observations are considered in the numerical forward model used to simulate the hydraulic testing (cf. Figure 2 ). In addition, the numerical forward model for simulation of CO 2 injection introduces further 89 bottomhole pressure observations (cf. following the discussion on detectability limits in Lüth et al. [37] . All bottomhole pressure observations are weighted with a value of 10, expect for outliers which exhibit weighting values of 0.1 to 1.0 depending on their impact on the overall inverse modelling results. Spatial thickness observation points are weighted with values of 0.5. The inverse modelling run ends when the pre-defined criterion, i.e., reduction of the relative objective function over a specific number of successive iterations is met.
Results
Hydraulic Testing Phase
Simulation results of the hydraulic testing phase, using the static geological model after its calibration by inverse modelling are illustrated in Figure 2 . The simulated pressure drawdown shows a generally good agreement (cf. residuals plotted in Figure 3 ) with the observations made during pumping in all three wells, especially in view of the calibrated local well permeabilities, determined by the pressure drawdown in the pumping well. Deviations between both data occur during pumping in the Ktzi 201 well, where pressure drawdown is underestimated by about 1 bar. The 2-bar residual plotted in Figure 3 is likely attributed to a slight time shift between the flow and observation data, and can thus be disregarded. Further deviations between simulation results and observations are found in the pressure responses of the Ktzi 200 well during pumping in the Ktzi 201 well and vice versa, amounting to 1 and 1.3 bar, respectively ( Figure 3) . These cross-well pressure drawdown deviations indicate that the hydraulic connectivity between both wells is apparently worse than estimated by the inverse modelling procedure. On the other hand, the Ktzi 202 well exhibits excellent agreement in view of its local hydraulic connectivity as well as that to the Ktzi 201 and Ktzi 200 wells (Figure 3 ). This becomes also obvious from the excellent match of the simulated and observed Ktzi 202 pressure responses during pumping in the two other wells. The deviation between simulated and observed bottomhole pressure during the long injection stop results from a temperature drop in the injection well, accompanied by a density increase of the CO 2 in the well. This temperature drop, which is not in the focus of the present study, cannot be reproduced by the isothermal BLACKOIL simulation model applied here, so that the simulated bottomhole pressure decrease during this period is substantially higher than the observed one due to the lower simulated CO 2 density in the Ktzi 201 well. The validity of the simulation model applied here is demonstrated by the bottomhole pressure decline simulated for the Ktzi 202 well, which did not experience a temperature drop with resulting pressures in the order of those in the Ktzi 201 well. Another evidence for this hypothesis is the fact that simulated and observed bottomhole pressures are in excellent agreement after restart of injection at day 1660 (Figure 4) , where injection proceeded at reservoir temperature again.
For the Ktzi 202 well, only a relatively short record of bottomhole pressure is available for a time period of 308 days. Thereafter, the pressure gauge in the well exhibited a shift in the measured pressure that could not be reliably corrected, before it failed completely. Also for this well, a very good agreement between simulations and observations is achieved with maximum residual values below 1 bar ( Figure 5) .
The simulated extent of the gaseous CO 2 phase, based on the static geological model revised by inverse modelling is plotted in Figure 6a . CO 2 mainly migrates into northwestern direction towards the top of the Ketzin anticline, following the main sandstone channels present in the static reservoir model. Calculated permeability multipliers for the entire model are shown in Figure 6a with close-up views in Figures 6b and 7a . Significant global permeability reductions are required in the reservoir model domain to achieve the pressure matching presented for the hydraulic testing and CO 2 injection phases, resulting in horizontal far-field permeability multipliers of about 0.07. The global vertical permeability multiplier has been estimated to about 0.07 in the course of the integrated inverse modelling procedure, representing a reasonable value considering the geological boundary conditions. On the other hand, the simulation results for the hydraulic testing demonstrate that this permeability is apparently still too high, resulting in a conflicting situation that has been addressed by a hypothesis first published by Chen et al. [40] . The authors suggest that the sandstone channel thickness between both wells is reduced in comparison to that derived from the logs at the well locations. Following this hypothesis, a worse hydraulic connectivity would result from the reduced transmissivity, while CO 2 may still unhindered pass this low-thickness region.
Considering the implemented spatial observation points for the outline of the gaseous CO 2 extent detected by the 3D seismic repeat surveys in 2009 and 2012 (Figures 6b and 7a) , general agreement regarding the main direction of CO 2 migration can be found. Figure 7b shows the spatial distribution of the absolute residuals for all observation points with correlation coefficients of R 2 = 0.699 and (Figure 7b ). CO 2 migration in northwestern direction may have remained unseen by 3D seismics due to the relatively high detection threshold, resulting from unfavourable survey boundary conditions (heavy rainfall) [37] . Figure 8 shows the horizontal permeabilities in the initial static geological model and those revised by inverse model calibration. Revised permeabilities (Figure 8b,d) reflect the global permeability reduction, determined by the low global permeability multipliers introduced before. Regions of increased permeabilities are present in the West of the near-well area and in its Southwest (Figure 8b ). Major changes in permeability distribution occur in the near-well area, where a region of low permeability, not present in the initial reservoir model (Figure 8c) is introduced between the three wells as an outcome of the inverse modelling process (Figure 8d) . In summary, a more heterogeneous permeability distribution is found in the near-well area following the reservoir model revision, which may be also explained by changes in transmissivity, i.e., due to thickness variations of the respective sandstone channels as previously suggested in the context of the discussion of the CO 2 arrival time at the Ktzi 200 well. To provide a quantitative analysis of the final parameter uncertainty, Figure 9 shows the standard deviations at the 52 pilot points resulting from the inverse model calibration. A notable reduction of the initial standard deviation of lg σ = 3.5 is achieved at all pilot points in the far-field, exhibiting maximum values of lg σ = 2.22 ( Figure 9a ). For the near-well area (Figure 9b Comparing the integrated inverse modelling results with those produced by Kempka and Norden [32] , where the authors considered hydraulic testing data only, substantial reduction in parameter uncertainty can be achieved in the model far-field and near-well area by the integrated methodology introduced in the present study. While limiting the inverse modelling to the hydraulic testing data does only notably reduce the local well parameter uncertainty, significant reductions are observed in a radius of about 100 m around the wells but also in the far-field as more observation data are taken into account. This effect is mainly attributed to the integration of spatial observation points to calibrate the gaseous CO 2 thickness in addition to the bottomhole pressures for the hydraulic testing and CO 2 injection phases.
Spatial Permeability Distribution in the Revised Reservoir Model
Discussion and Conclusions
In the present study, it has been demonstrated how the integration of well log, geological and 3D seismic data substantially improves the results of a static geological model revision of a subsurface storage reservoir. For that purpose, two initially independent numerical flow simulation models on hydraulic testing carried out for the purpose of reservoir characterization and actual site operation in terms of CO 2 injection have been integrated into one numerical inverse model. This strategy allowed for taking advantage of the most reliable monitoring data acquired at the Ketzin pilot site in a single model calibration process.
Simulation results based on the static geological model revised within the scope of this study are generally in good to excellent agreement with the monitoring data applied as observations in the inverse modelling procedure. Simulation of the hydraulic testing phase reveals good agreement between observed and simulated pressure drawdown, expect for the hydraulic connection between the Ktzi 201 and Ktzi 200 wells, which is overestimated by the integrated model calibration. In contrast, simulated bottomhole pressures for the CO 2 injection phase exhibit an excellent agreement with minor deviations related to the isothermal approach used in the employed simulator module.
While a perfect match is achieved for the CO 2 arrival time at the Ktzi 202 well, that for the Ktzi 200 well is overestimated by about 50%. Since this is in contrast to the previously addressed finding on the overestimated hydraulic connection between the Ktzi 201 and Ktzi 200 wells, the outcome of the present study strongly supports the hypothesis introduced by Chen et al. [40] : a reduced transmissivity between both wells must be present, but not limit CO 2 migration at the same time. Given the reliability of the recorded data, a reasonable explanation for this effect can be only provided by a reduced thickness of the sandstone channel connecting the two wells, since this geological feature would weaken the hydraulic connection between these wells, while CO 2 would not be hindered to migrate from the Ktzi 201 to the Ktzi 200 well.
In view of the 3D seismic data integrated in the inverse model calibration, a general agreement of the CO 2 extent and its primary migration directions is observed, while only moderate correlation coefficients of 0.70 to 0.73 are achieved in contrast to the high values determined for the bottomhole pressure correlations in the hydraulic testing and CO 2 injection phases. However, it has to be taken into account that these data are spatially distributed, whereby the limited detection threshold of the 3D seismics of 5 to 7.5 m in 2009 and 2012, respectively, provides further sources of uncertainty to the monitoring data. Nevertheless, integration of these data provided a substantial contribution to parameter uncertainty reduction, compared to only considering bottomhole pressure data [32] .
Even though the revised model allows to substantially improve the agreement between observed and simulated bottomhole pressures for the hydraulic testing and CO 2 injection phases as well as CO 2 arrival at the observation wells and the spatial extent of gaseous CO 2 distribution determined by 3D seismic interpretations, the significance of the present revision is rather limited to the near-well area, while the far-field model revision only provides indicators for areas with potentially diverging sandstone channel thickness and/or their areal extent. In this context, multiple realizations of the far-field facies model, bearing a reasonable amount of uncertainty were not undertaken here due to the limited feasibility of their validation. From the authors point of view, generating multiple model realizations is especially of relevance for risk assessments, where the model far-field can play an important role but of limited significance for the present study.
In summary, it has been demonstrated that the applied integrated inverse modelling approach, using two independent numerical simulation models for different phases of a CO 2 storage site's life cycle can significantly contribute to improving the complex process of static geological model revision, while uncertainties are reduced by more than one order in magnitude.
Future modelling studies should aim at integration of additional observation data based on the methodology presented here, and especially overcome the present studies' limitation of employing a 2D pilot point interpolation onto the numerical simulation grid. The latter would be of substantial relevance for assessing the likely sandstone channel thickness reduction in between the Ktzi 201 and Ktzi 200 wells, responsible for the deviation in CO 2 arrival time at the first observation well in addition to the contradicting overestimation of the hydraulic connectivity between both wells.
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