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IRREDUCIBILITY OF THE SYMMETRIC YAGZHEV'S MAPS
SAWOMIR BAKALARSKI
Abstrat. Let F : Cn → Cn be a polynomial mapping in Yagzhev's form,i.e.
F (x1, . . . , xn) = (x1 +H1(x1, . . . , xn), . . . , xn +Hn(x1, . . . , xn)),
where Hi are homogenous polynomials of degree 3. In this paper we show
that if Jac(F ) ∈ C∗ and the Jaobian matrix of F is symmetri, then all
the polynomials xi + Hi(x1, . . . , xn) are irreduible as elements of the ring
C[x1, . . . , xn].
1. Introdution
Let F : Cn → Cn be a polynomial mapping. The Jaobian Conjeture says that
if Jac(F ) ∈ C∗, then F is a polynomial automorphism. In the study of this problem
many authors have showed that it is suient to hek it only for some speial lass
of mappings. One of this speial lass form mappings in so alled Yagzhev's form
([BCW℄,[D℄,[Y℄). The mapping F : Cn → Cn is as above if there exist homogenous
polynomials H1, . . . , Hn of degree 3 suh that
F (x1, . . . , xn) = (x1 +H1(x1, . . . , xn), . . . , xn +Hn(x1, . . . , xn)).
We treat zero polynomial as a homogenous polynomial of any degree. In [BE℄,[M℄ it
is shown that one an go further and assume additionally that the Jaobian matrix
of F is also symmetri.
One of the questions related to the Jaobian Conjeture is a question whether
the oordinates of the jaobian mapping (i.e. one with onstant jaobian) are
irreduible polynomials. Of ourse if the Jaobian Conjeture was true, then the
answer to the above question would be in armative. In the paper we prove that if
the mapping F : Cn → Cn is in Yagzhev's form and has symmetri Jaobian matrix,
then all its oordinates are irreduible as elements of the ring C[x1, . . . , xn].
2. Main Result
Let F = (F1, . . . , Fn) : C
n → Cn be a polynomial mapping in the Yagzhev's
form. This means that there exist homogenous polynomials H1, . . . , Hn of degree
3 suh that
F (x1, . . . , xn) = (x1 +H1(x1, . . . , xn), . . . , xn +Hn(x1, . . . , xn)).
Let us dene fk = xk + Hk(x1, . . . , xn) for k = 1, . . . , n. Now we shall prove
a tehnial lemma whih shows all the possible fatorizations of the polynomial
fk = xk +Hk(x1, . . . , xn) if Hk is not zero.
Lemma 2.1. With the above notations we have that if Hk 6= 0, then the polynomial
fk is reduible if and only if xk divides Hk.
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Proof. One impliation is obvious. If fk is reduible, then also its homogenization is
reduible. Hene there exist homogenous polynomials Pi of degree i, where i = 1, 2
suh that
(∗) xkx
2
n+1 +Hk(x1, . . . , xn) = P1P2.
Write P1 = (αxn+1 + L1(x1, . . . , xn)) and P2 = (βx
2
n+1 + L2(x1, . . . , xn)xn+1 +
Q(x1, . . . , xn)), where L1, L2 are linear polynomials and Q is homogenous polyno-
mial of degree 2. Comparing oeients we obtain following equalities
(a) αβ = 0.
(b) αL2 + βL1 = xk.
() αQ + L1L2 = 0.
(d) L1Q = Hk
If α = 0, then from (b) we have L1 =
1
β
xk. Aording to (∗) we obtain that xk|Hk.
Now, if α 6= 0 we get β = 0 and from (b) we obtain that L2 =
1
α
xk. Substituting
this to (c) we get
αQ +
1
α
L1xk = 0.
This however shows that xk|Q and from (d) we have that xk|Hk. This ompletes
the proof.

In the rest of the paper we need a loser haraterization of mappings in the
Yagzhev's form with the symmetri matrix JF . In [BE℄,[M℄ it is shown that the
mapping F = (F1, . . . , Fn) : C
n → Cn is as above if and only if there exists a
homogenous polynomial P ∈ C[x1, . . . , xn] of degree 4 suh that Fi = xi +
∂P
∂xi
.
Now we have got all the fats needed to prove the main theorem.
Theorem 2.2. Let P be a homogenous polynomial of degree 4 and let
F = (F1, . . . , Fn) : C
n → Cn be a polynomial mapping suh that Fi = xi +
∂P
∂xi
. If
JacF = const 6= 0, then the polynomials F1, . . . , Fn are irreduible.
Proof. First notie that if F is as above, then Jac(F ) ∈ C∗ implies that Jac(F ) = 1.
We show that the assumption that some of the polynomials Fi are reduible
leads to a ontradition.
1. Without loss of the generality we an assume that the reduible polynomial is
Fn. Therefore
∂P
∂xn
is not zero and it is divisible by xn; i.e.
∂P
∂xn
= xnr(x1, . . . , xn)
for some non-zero polynomial r. Hene there exist polynomials g, h suh that
P = x2ng(x1, . . . , xn) + h(x1, . . . , xn−1),
where g is a non-zereo, homogenous polynomial of degree 2 and h is a homogenous
polynomial of degree 4 in variables x1, . . . , xn−1.
Taking this into aount, we obtain that the form of F is as follows:
Fi(x1, . . . , xn) = xi +
∂P
∂xi
= xi + x
2
n(ai1x1 + . . .+ ainxn) +
∂h
∂xi
,
for some ai1, . . . , ain ∈ C, i = 1, . . . , n− 1 and
Fn(x1, . . . , xn) = xn +
∂P
∂xn
= xn + xnQ(x1, . . . , xn),
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where Q is a non-zero homogenous polynomial of degree 2. Write
Q(x1, . . . , xn) =
n∑
i=1
ciix
2
i +
∑
i<j
cijxixj
and put A = [aij ]i,j=1,...,n−1.
Sine the matrix JF is symmetri, then in partiular for every k, l ∈ {1, . . . , n−1}
we have equality
∂Fk
∂xl
=
∂Fl
∂xk
.
By omparison of oeients at x2n, we obtain that the matrix A is symmetri.
2. Using the fat that the matrix JF is also symmetri we obtain that
∂F1
∂xn
=
∂Fn
∂x1
,
thus
2xn(a11x1 + . . .+ a1,n−1xn−1) + 3a1nx
2
n = 2c11x1xn +
∑
1<j≤n
c1jxjxn;
therefore
c11 = a11, c1j = 2a1j , j = 2, . . . , n− 1, c1n = 3a1n.
Analogously, from the fat that
∂Fl
∂xn
= ∂Fn
∂xl
for l = 2, . . . , n− 1 we get
cll = all, clj = 2alj for j = l + 1, . . . , n− 1, cln = 3aln.
3. Let us write Q(x1, . . . , xn) = R(x1, . . . , xn−1) + xnQ˜(x1, . . . , xn), where
R(x1, . . . , xn−1) does not depend on the variable xn. Hene we have the equal-
ity
∂
∂xn
(xnQ) = R(x1, . . . , xn−1) + xnq(x1, . . . , xn)
for some polynomial q.
Therefore JF is equal to
0
BBBBBBBBBBBBB@
1 + a11x
2
n +
∂2h
∂x2
1
a12x
2
n +
∂2h
∂x2∂x1
. . . a1,n−1x
2
n +
∂2h
∂xn−1∂x1
3a1nx
2
n + 2xn(a11x1 + . . . + a1,n−1xn−1)
a21x
2
n +
∂2h
∂x1∂x2
1 + a22x
2
n +
∂2h
∂x2
2
. . . a2,n−1x
2
n +
∂2h
∂xn−1∂x2
3a2nx
2
n + 2xn(a21x1 + . . . + a2,n−1xn−1)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
an−1,1x
2
n +
∂2h
∂x1∂xn−1
an−1,2x
2
n +
∂2h
∂x2∂xn−1
. . . 1 + an−1,n−1x
2
n +
∂2h
∂x2
n−1
3an−1,nx
2
n + 2xn(an−1,1x1 + . . . + an−1,n−1xn−1)
xn
∂Q
∂x1
xn
∂Q
∂x2
. . . xn
∂Q
∂xn−1
1 + R(x1, . . . , xn−1) + xnq(x1, . . . , xn)
1
CCCCCCCCCCCCCA
We substitute xn = 0 to the jaobian and obtain the following equality
1 = detJF |xn=0 = det
(
∗ 0
0 1 +R(x1, . . . , xn−1)
)
.
By the Laplae formula the above gives us that det(∗) as well as 1+R(x1, . . . , xn−1)
are non-zero onstants. If 1 +R(x1, . . . , xn−1) 6= 1, then R(x1, . . . , xn−1) would be
a non-zero onstant ontraditing the fat that R(0, . . . , 0) = 0. Therefore we have
det(∗) = 1 and 1 +R(x1, . . . , xn−1) = 1, so R(x1, . . . , xn−1) = 0 and cij = 0 for all
i, j = 1, . . . , n− 1. Aording to step 2 and the symmetry of the matrix A, we have
that A = 0.
4. Due to above onsiderations we obtain that the mapping F is of the following
form
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F (x1, . . . , xn) =


x1 + a1nx
3
n +
∂h
∂x1
x2 + a2nx
3
n +
∂h
∂x2
. . .
xn−1 + an−1,nx
3
n +
∂h
∂xn−1
xn + xn(3a1nx1xn + . . .+ 3an−1,nxn−1xn + cnnx
2
n)

 .
Sine Fi = xi +
∂P
∂xi
we have
P = h+ a1nx1x
3
n + a12x2x
3
n + . . .+ an−1,nxn−1x
3
n +
1
4
cnnx
4
n.
5. The matrix Hess(P ) of the hessian of the polynomial P is nilpotent beause
the jaobian of F is non-zero onstant ([D℄), in partiular its trae is equal to zero.
By the above formula for P we get
0 = Tr(Hess(P )) =
n−1∑
i=1
∂2h
∂x2i
+
∂2P
∂x2n
=
= w(x1, ..., xn−1) + 6a1nx1xn + 6a2nx2xn + . . .+ 6an−1,nxn−1,nxn + 3cnnx
2
n.
Therefore
6a1nx1xn + 6a2nx2xn + . . .+ 6an−1,nxn−1,nxn + 3cnnx
2
n = 0,
thus
a1n = a2n = . . . = an−1,n = cnn = 0.
In this way we obtain that Q = 0-this ontradits that Q is a non-zero homogenous
polynomial of degree 2. This proves that Fn is irreduible and ompletes the proof.

Referenes
[BCW℄ H. Bass, E. Connell, D. Wright, The Jaobian Conjeture: redution of degree and formal
expansion of the inverse, Bull. Amer. Math. So. 7 (1982), 287-330.
[BE℄ M. de Bondt, A. van den Essen, A redution of the Jaobian Conjeture to the symmetri
ase, Pro. Amer. Math. So. , 133 (2005), no. 8, 2201-2205.
[D℄ L. M. Dru»kowski, An eetive approah to Keller's Jaobian Conjeture, Math. Ann.
264 (1983), 303-313.
[M℄ G. Meng, Legendre Transform, Hessian Conjeture and Tree Formula, Appl. Math. Lett.
19 (2006), 503-510; arXiv:math-ph/0308035v2.
[Y℄ A. Yagzhev, On Keller's problem, Siberian Math. J. 21 (1980), 747-754.
Jagiellonian University
Institute of Mathematis
Reymonta 4
30-059 Kraków
Poland
E-mail: Slawomir.Bakalarskiim.uj.edu.pl
