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In a recent paper by Neupert, Santos, Chamon, and Mudry [Phys. Rev. B 86, 165133 (2012)] it is claimed that
there is an elementary formula for the Hall conductivity σxy of fractional Chern insulators. We show that the
proposed formula cannot generally be correct, and we suggest one possible source of the error. Our reasoning
can be generalized to show no quantity (such as Hall conductivity) expected to be constant throughout an entire
phase of matter can possibly be given as the expectation of any time independent short ranged operator.
I. THE CLAIM OF NEUPERT ET AL.
In Ref. 1 the following formula for the Hall conductivity
was proposed for gapped two dimensional fractional Chern
insulators (FCIs)
σxy =
2pi
A
∑
k∈Ω
F (k)〈n(k)〉 (1)
where F (k) is the Berry curvature of the occupied energy
band, n(k) = c†kck is the momentum space density opera-
tor, and A is the area of the system. Although it is intended
that this formula should hold in the thermodynamic limit, here
we have written the formula for a finite system with periodic
boundaries so the sum is over all of the discrete allowed k
in the Brillouin zone Ω and the operator n(k) has eigenval-
ues 0 and 1. Note also that we measure σxy in units where
e2/h = 1, and we have used the conventional normalization
of Berry curvature such that the Hall conductivity for a com-
pletely filled Chern band is correctly obtained by this formula.
The claim of Ref. 1 is that Eq. 1 should also hold for frac-
tionally filled Chern bands whenever interactions create a FCI
ground state with a gap to excitations. This simple formula
has also been invoked as a diagnostic in later work2. Note that
Ref. 1 also requires that the interactions do not excite electrons
out of the single partially filled Chern band in order for Eq. 1
to be appropriate. The generalization to the case of multiple
bands is discussed in section VI below. The point of this pa-
per is to show that the claimed formula, Eq. 1 is not generally
correct when applied to FCIs.
II. WHAT IS WRONGWITH THE PUTATIVE PROOF
We begin by examining what is wrong with the putative
proof of Eq. 1 given by the authors of Ref. 1. Although we
do not rule out the possibility of additional problems with
the putative proof, one particularly obvious shortcoming of
their derivation clearly invalidates it. The argument given in
Ref. 1 relies on reducing the Hall conductivity to an expres-
sion (Eq. 3.15 of that work) involving the matrix elements of
a many body position operator X. While such an operator is
well defined in a Hall bar geometry, it is not well defined on a
system with periodic boundary conditions (X is only defined
modulo the length of the system). On the other hand, the argu-
ment also assumes that the system is completely gapped, and
due to edge states, this is not true in Hall bar geometries. Thus
the proof fails for both a system with edges and for a periodic
system — i.e., it fails for any system of any finite size. Since
carefully defined thermodynamic limits are always obtained
by taking limits of larger and larger finite sized systems, it
is inevitable that the proof does not hold for infinite systems
either.
It is conceivable that a similar derivation might be achieved
which repairs these particular errors by either using a properly
defined operator in place of X or possibly by carefully taking
a small q limit of σxy(q). However, the proof in Ref. 1 as
presented certainly does not do this and currently stands as
invalid. One might wonder if such a derivation were properly
performed, could the claimed result, Eq. 1, possibly turn out
to be correct? In the remainder of this paper, we will show
that this is not possible.
III. MAIN ARGUMENT
As mentioned in Ref. 1, the Laughlin flux insertion ar-
gument demands that the Hall conductivity be quantized as
σxy = q/Ngs with q some integer and Ngs the ground state
degeneracy. The way we will show that Eq. 1 is not true is by
considering a FCI where σxy is appropriately quantized, then
we will apply a small perturbation which cannot close the gap
and therefore σxy must remain unchanged. At the same time
we will show that this perturbation must change the value of
the above integral thereby giving a contradiction.
Let us consider a Chern band where the Berry curvature
F (k) is not a constant over the Brillouin zone. The single
particle Hamiltonian K is the kinetic energy within the band.
We consider an inter-electron interaction V such that at a cer-
tain density the ground state of the system is an FCI. We will
assume that the interaction is translationally invariant so that k
remains a good quantum number, and we assume V is short-
ranged. (See the appendix for precise definition of “short-
ranged”.) We also assume that the interaction does not mix
this Chern band with higher bands; i.e., we assume interac-
tions have been projected to a single band. Recall that Eq. 1 is
claimed to hold precisely in this case where the Hamiltonian
H = K + V is projected to a single band. (See section VI
below for the multi-band case).
In order to keep the system everywhere gapped, and to have
momentum k well defined, we will work on a torus geometry.
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2It is convenient to consider a FCI where the multiple ground
states on the torus occur at different values of the momentum3.
Let us consider a perturbation of the Hamiltonian by a term
dH = 2pi
∑
k∈Ω
F (k)n(k)
which is diagonal in momentum and therefore cannot mix the
degenerate ground states or change the Berry curvature. (Note
that this change in the Hamiltonian is designed to be extensive.
Also note that dH does not introduce long range interactions
of any sort, see the discussion in the appendix.) By perturba-
tion theory, given a Hamiltonian H + λ dH it is easy to show
that as long as the ground state is not an eigenstate of dH ,
then 〈dH〉 must decrease for small positive λ. This is quite
physical. If you push on a system in one place, it responds
by moving away from that place. Thus 〈dH〉 (and therefore
the right hand side of Eq. 1) must decrease as the perturbation
is turned on, providing a contradiction to the quantization of
σxy .
There remains only one loophole to this argument. The
statement that 〈dH〉 must decrease is true only provided that
the ground state is not itself an eigenstate of dH . (Or more
precisely, the above argument fails if the ground state ap-
proaches an eigenstate in the thermodynamic limit meaning
that any matrix element 〈A|dH|ground〉 scales to zero for any
ket |A〉.) Since dH does not commute withH we certainly do
not expect that the ground state would be an eigenstate of dH .
Nonetheless, one could still ask how we know that some un-
expected conspiracy does not make this true.
We note that to evade our proof by contradiction, the ground
state must also remain an eigenstate of dH (or must approach
an eigenstate in the thermodynamic limit) as we slightly de-
form the original Hamiltonian. For example, choosing a Her-
mitian operator S we could construct
H˜ = eiαSHe−iαS = H + iα[S,H] + . . . (2)
with small α and treat the correction terms as a small per-
turbation to our original Hamiltonian. By choosing S to be
a short-ranged, Hermitian, translationally-invariant operator
within our fractionally filled band, we obtain H˜ having these
same properties as well. (We thank the authors of Ref. 1 for
emphasizing to us the necessity of considering only short-
ranged interactions4.) Since this transformation is canonical,
the spectrum of the Hamiltonian remains unchanged. It is then
easy to show that in order for the ground state to remain an
eigenstate of dH we must have, order by order, [S, dH] an-
nihilates the ground state, [S, [S, dH]] annihilates the ground
state and so forth. It seems almost impossible that this should
be true for all possible operators S. In section V below we
will show even further evidence that this cannot generally be
the case. However, first it is useful to look at a simple example
of a Chern band for clarity.
IV. A USEFUL EXAMPLE
Let us consider the Harper-Hofstadter model for a charged
particle hopping on a square lattice of unit lattice constant in
the presence of uniform magnetic field, which we choose to
provide a flux per plaquette of 1/N with N a large integer. It
turns out that the lowest band (analogous to the lowest Landau
band) has energy and Berry curvature given by the forms
E(k)− E¯ = a(cos(kxN) + cos(kyN))
F (k)− F¯ = b(cos(kxN) + cos(kyN))
where E¯ and F¯ are the average energy and Berry curvature
over the Brillouin zone (kx ∈ [0, 2pi/N ] and ky ∈ [0, 2pi]).
Both a and b are constants exponentially small inN , but finite
for N not infinite. The corrections to these functional forms
are smaller by a factor which vanishes quickly in the large
N limit. These statements, which will be demonstrated in
another work5, are easy to check numerically.
Let us write the Hamiltonian as H = V + K where V is
the interaction term and
K =
∑
k∈Ω
E(k)n(k)
is the kinetic term. We know that for large N this lowest band
is very close to a Landau level. For appropriately chosen elec-
tron density and appropriately chosen interaction it is clear
that we can produce a FCI ground state.
Because of the proportionality of E(k)− E¯ with F (k)− F¯
we can rewrite dH = c1K + c2 with c1 and c2 constants.
(Note that, at least in this case, dH is a perfectly well behaved
short-ranged operator. See the appendix for an argument that
this is true generally.) If the ground state were an eigenstate
of dH it would also be an eigenstate of K and hence also of
V , even though K and V do not commute. This would imply
that the ground state would be unchanged as we change the
relative strengths of the kinetic energy K versus interaction
energy V , and further that the eigenvalue of K is unchanged
as the details of the interaction V are perturbed in any way
as well. Except in trivial cases where the band is either com-
pletely filled or completely empty, such a set of coincidences
is almost obviously impossible.
V. FURTHER ARGUMENT
At this point we have shown that in order for Eq. 1 to hold
while retaining quantization of σxy , the ground state must al-
ways be an eigenstate of the operator dH . Further, the ground
state must be annihilated by [S, dH] for any translationally-
invariant, Hermitian, short-ranged operator S. Our strategy
now is to suppose these statements are actually true (unlikely
though they may seem) and we will show that we can gener-
ate even more unlikely conclusions and finally a contradiction,
thus invalidating the original assumption that Eq. 1 holds.
Let us consider a two-electron momentum conserving
short-ranged interaction entirely within our single fractionally
filled Chern band. (Note that, as discussed in the appendix,
the projection of a short ranged operator to a single band is
still short ranged.) Such a general operator can be written as
S =
1
A
∑
p,q,r,s∈Ω
s(p,q, r, s) c†pc
†
rcqcs δp+r,q+s + h.c.
3with δ a Kronecker delta to enforce momentum conservation.
It is then easy to show that U = i[S, dH] is the two electron
interaction
U =
1
A
∑
p,q,r,s∈Ω
u(p,q, r, s) c†pc
†
rcqcs δp+r,q+s + h.c. (3)
where
u(p,q, r, s) = is(p,q, r, s) g(p,q, r, s) (4)
with
g(p,q, r, s) = F (p)− F (q) + F (r)− F (s) (5)
A rough argument is now as follows. Given almost any short-
ranged two-electron interaction U we can find a short-ranged
operator S such that i[S, dH] = U and therefore this U must
annihilate the ground state. We will be precise about why
we say “almost any” in the next paragraph, but for now we
note that if we were able to construct any U as a commutator
i[S, dH], then any short-ranged interaction U would have to
annihilate the ground state, which is an absurd conclusion, and
therefore would disprove the original assumption of Eq. 1.
Now this simple argument, although very suggestive, is not
rigorous as it stands, because there are a some interactions
U which cannot be constructed as a commutator of a short-
ranged S. To see this note that the function g can equal zero
for certain values of p,q, r, s which means that the set of
functions that we should consider is restricted by u being also
zero for the same combinations of p,q, r, s.
To examine this more closely, so long as F (k) is not a con-
stant, in the space of momentum conserving p,q, r, swe have
g = 0 along a submanifold of co-dimension one, or along a
set of measure zero among all of the allowed momentum con-
serving combinations of p,q, r, s. (See for example, the ex-
plicit Hofstadter case discussed above.) Thus any function u
that vanishes along this submanifold conisistent with Eqs. 4
and 5 must give an operator U that annihilates the grounds
state. Given that one can construct an infinitly large variety
of such operators, including an infinite variety of short-ranged
operators, except in the trivial cases of a completely filled or
completely empty band, it seems absurd that the ground state
should be annihilated by all of these operators. (Indeed, one
could repeat the argument for (N > 2)-body operators as well
and generate infinitely more operators which must annihilate
the ground state too!).
One can go further in making this argument even stronger.
We will argue here that the operators of the form i[S, dH]
with short-range S are dense in the space of all short range
operators U . What we mean by this is that we can approxi-
mate any short-ranged U˜ with some U = i[S, dH] where S
is short ranged, and where matrix elements of U are arbitrar-
ily close to those of U˜ . Thus, although we cannot precisely
construct any short ranged U˜ as a commutator i[S˜, dH] of a
short ranged S˜, we can come arbitrarily close, and, as we will
discuss below, this will be enough to justify the above rough
argument.
Let us define a function f(p,q, r, s), real analytic in its
arguments, which is very close to 1 everywhere except in a
small but finite region of (momentum) scale ξ around the sub-
manifold of co-dimension one where g(p,q, r, s) = 0. In
this region we will let f go to zero on the same submanifold
where g is zero, and outside of this region we let f approach
1 pointwise as ξ is taken to zero. Explicitly we may take
f = 1 − exp(−α|g|2/ξ) with α a constant taken to be a typ-
ical momentum scale for g divided by the typical magnitude
of g squared. Given some arbitrary short ranged interaction U˜
we can then define
uξ(p,q, r, s) = f(p,q, r, s) u˜(p,q, r, s)
sξ(p,q, r, s) = uξ(p,q, r, s)/g(p,q, r, s)
and here we have choosen f go to zero fast enough when
g goes to zero such that sξ has no divergences. Hence we
have removed the problematic region on the submanifold of
codimension one, yet we have arranged that the matrix el-
ements uξ(p,q, r, s) approach those of u˜(p,q, r, s) almost
everywhere in p,q, r, s as ξ goes to zero. From uξ and sξ
we generate corresponding interactions Uξ and Sξ satisfying
Uξ = i[Sξ, dH]. Note further that if the original U˜ is a short-
ranged operator, then Uξ and Sξ will be short ranged with a
length scale of 1/ξ for small enough ξ.
Now since Uξ and U˜ differ only on a very small region
around a submanifold of measure zero, as we take ξ smaller
and smaller the matrix elements of Uξ should converge to
those of U˜ . To be precise about this convergence we will want
to take the thermodynamic limit first such that we can con-
sider arbitrarily small increments in momentum space (and
hence we can take ξ smaller and smaller). For example, let us
consider scaled matrix elements such as
〈ground|U˜ |ground〉/A (6)
with A the area of the system. This particular matrix ele-
ment would be the first order perturbation theory correction
the energy density of U˜ , and this should approach a constant
independent of system size in the thermodynamic limit.
When taking the thermodynamic limit, one replaces mo-
mentum space sums with integrals, and the contribution to the
integrals from the region of width ξ around the submanifold
where g = 0 should become negligible as we take ξ to zero.
Thus, the value of
〈ground|Uξ|ground〉/A (7)
will approach the value of Eq. 6 asympotically as ξ is taken
to zero. For the moment let us assume that this claimed con-
vergence is true (we will consider the opposite possibility in
the next paragraph). Then, since Uξ = i[Sξ, dH] for a short
ranged interaction Sξ we must have U˜ annihilating the ground
state and so we can conclude that in the thermodynamic limit
Eq. 6 must be zero for any short ranged U˜ . We can similarly
argue that in the thermodynamic limit any (area scaled) ma-
trix element of Uξ will approach that of U˜ , so in fact we can
show that at any order in perturbation theory, the effect of the
perturbing interaction U˜ will have to vanish in the thermody-
namic limit (the system is gapped so the energy denominators
in perturbation theory cannot cause trouble). Further still we
4can use this result to show that under perturbation U˜ the ex-
pectation value of any short-ranged operator must not change
in the thermodynamic limit. Such conclusions are clearly ab-
surd and allow us to conclude that the original statement, Eq. 1
must be incorrect.
Finally let us return to more closely examine the above
claim that Eq. 7 converges to Eq. 6 as ξ is taken to zero. The
only way this convergence can fail is if U˜ acts as a delta func-
tion precisely on the surface where g = 0. In this case, even
for arbitrarily small ξ one cannot remove the small region of
size ξ around the singular point. Since the function U˜ is as-
sumed short-ranged such singular behavior could only hap-
pen if the ground state itself has some sort of (nontopological)
long range order that picks out the wavevectors on the sub-
manifold. This would then require a new type of long range
order to exist in all FCIs. While we cannot exclude the pos-
sibility that certain gapped states of matter do have additional
(nontopological) long range order, it seems quite unreason-
able that all gapped states of matter in partially filled Chern
bands should have this.
One easy example to examine is the FQHE states, which are
fluid, and therefore certainly have no long range order. Being
that FCIs are supposed to be continuously connected to their
FQHE counterparts6,7, it should not be the case that a new
long range order can appear once a Landau level is modified
to have even an infinitesimally small amount of nonuniform
Berry curvature.
In fact, we can construct examples of FCIs such that there
is certainly no such long range order. Let us begin with a sim-
ple Landau level. If we add a weak periodic potential V(r)
commensurate with the flux (so one unit cell contains one
flux quantum) then the Landau level becomes a Chern band
with energy dispersion and nonuniform Berry curvature. If
we add interactions such that the original Landau level dis-
plays FQHE (necessarily with no long range order), then the
addition of a weak V(r) can be treated perturbatively and can
scatter by reciprocal lattice vectors, but cannot create nontriv-
ial long range order.
To summarize our argument, we began by showing that in
order for Eq. 1 to generally hold while retaining quantization
of σxy , any FCI ground state must be an eigenstate of dH
and also must be annihilated by i[S, dH] for any (Hermitian,
short-ranged, translationally-invariant) operator S. We then
showed that for nonconstant Berry curvature we can design
U = i[S, dH] to be arbitrarily close to any (Hermitian, short-
ranged, translationally-invariant) interaction U˜ , which means
that either the ground state is annihilated by any such inter-
action (which is absurd) or there is some sort of long range
order which makes the “arbitrarily close” statement not suffi-
ciently close. Finally we showed that there exist FCIs without
such long range order allowing us to conclude definitively that
Eq. 1 cannot generally be correct.
The same reasononing we have used above can clearly be
generalized to show that the Hall conductivity (or any quan-
tity that is expected to be constant throughout a given phase
of matter) cannot generally be given as the expectation of any
short ranged time independent operator. The fact that our ar-
gument applies so generally was pointed out also by the au-
thors of Ref. 1 in private communication4.
VI. MULTIPLE BAND CASE
In Ref. 1 a formula is also given for the case where inter-
actions mix multiple bands (i.e., the system is no longer pro-
jected to a single band). The generalized claim is (compare
Eq. 1)
σxy =
2pi
A
∑
a,b
∑
k∈Ω
F ab(k)〈nab(k)〉 (8)
where a, b label the bands, nab(k) = c
†
k,ack,b, and F
ab is
now given by F ab = µν∂νAabµ where  is the antisymmetric
tensor, µ and ν indicate directions x and y in k space, and ∂ν
means ∂/∂kν . Here
Aabµ (k) = −i〈uak|∂µ|ubk〉
with uak being the Bloch wavefunctions for band a. In this
section we argue that this formula cannot be correct either.
First, we comment that the putative derivation of Eq. 1 in
Ref. 1 is performed by first obtaining Eq. 8, and then restrict-
ing occupation to be within a single band (one can imagine
making the gap between bands infinite). Thus establishing
that Eq. 1 is incorrect should also invalidate Eq. 8 as well.
Nonetheless, it is useful to directly examine Eq. 8 to see if
there are other, potentially clearer, arguments that it must be
invalid.
Here we give a different argument against Eq, 8 based
on gauge invariance. We are free to redefine the phases of
our Bloch wavefunctions as uak → eiφa(k)uak with arbitrary
functions φa and let the corresponding operators c
†
k,a trans-
form analogously via c†k,a → eiφa(k)c†k,a. Under this gauge
transformation the Hamiltonian is invariant, and 〈nab(k)〉
transforms covariantly by a phase. However, the expression
F ab(k)〈nab(k)〉 is not gauge invariant for a 6= b. Consider-
ing a simple case where the φa are single valued functions,
under this gauge transformation the right hand side of Eq. 8
changes by
δσxy =
4pi
A
∑
a<b
∑
k∈Ω
µνV abµ (k)∂ν [φa(k)− φb(k)] (9)
where
Vµ(k) = Im
[
Aabµ 〈nab(k)〉
]
.
For the expression Eq. 8 to give a gauge invariant answer,
Eq. 9 must vanish for all possible choices of the functions φa.
Integrating by parts (and performing a functional derivative),
this then requires that for all a, b,k we have
µν∂νV
ab
µ (k) = 0. (10)
It seems like this would require another conspiracy in order to
be true.
5To show that no such conspiracy generally occurs, it is eas-
iest to turn to a very simple explicit example. We consider the
case of a flattened two band model on the honeycomb lattice
(the flattened Haldane model) with one filled band and with-
out interactions. In this case, Eq. 8 correctly gives a (integer)
quantized Hall conductivity corresponding to the Chern num-
ber of the filled band (the off-diagonal 〈nab〉 vanishes). We
then imagine adding weak interaction which in general will
mix bands — for simplicity we choose a nearest neighbor in-
teraction. We then calculate 〈nab〉 perturbatively in the inter-
action. At first order in the interaction it is easy to establish
by direct calculation that Eq. 10 is, as suspected, not satisfied
everywhere in the Brillouin zone (details of this calculation
are given in the Supplementary Material). Thus we show that
Eq. 8 is gauge dependent and therefore cannot be correct.
We note that another approach to disprove Eq. 8 is to start
with band structure having zero Berry curvature (and zero
F ab) everywhere in the Brillouin zone, and introduce a time
reversal breaking interaction that makes the ground state a FCI
with nonzero Hall conductivity. It turns out to be possible to
do this, as we will show in an upcoming publication8.
VII. SUMMARY
In summary,we have shown that the formula Eq. 1 proposed
in Ref. 1 (and its multi-band generalization, Eq. 8) cannot hold
true in general. In adddition, in section II we point to one
particular weakness of the putative proof given by Ref. 1. It is
interesting to note that the argument given here can just as well
be used to show that the Hall conductivity (or any quantity
which is expected to be constant throughout an entire phase
of matter) could not generally be given by the expectation of
any single short-ranged operator.
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Appendix: Short-Ranged Operators: Let ψ†(r) be a cre-
ation operator for an electron at position r, where this operator
is not intended to be projected to a single band. We define a
one body operator O to be short ranged if matrix elements of
the form
〈0|ψ(r2)Oψ†(r1)|0〉
decay exponentially in x = |r1 − r2|, where |0〉 is the vac-
uum state with no electrons. When we say the matrix element
decays exponentially we mean that the absolute value of the
matrix element is less than Ce−x/R for sufficiently large x
and for some finite constants C and R. Similarly, a two body
interaction O is considered short ranged if matrix elements of
the form
〈0|ψ(r3)ψ(r4)Oψ†(r1)ψ†(r2)|0〉
decay exponentially in the parameter x = min[max(|r1 −
r3|, |r2 − r4|),max(|r1 − r4|, |r2 − r3|)] . I.e., it must de-
cay as the positions of the annihilation operators are moved
away from the positions of the creation operator, but allow-
ing for the fact that the particles are indistinguishable. (The
more precise definition of exponential decay is as mentioned
above.) We can use similar definitions of “short ranged” for
n > 2 body operators.
A property of a Chern band is that there is no complete or-
thogonal (Wannier) basis for the band in which all of the ba-
sis states are exponentially localized in real space9. Nonethe-
less, the operator that projects to a single such band is short-
range provided the band does not touch or cross another
band. Therefore projecting a short-ranged operator (such as
a generic short ranged n-body interaction) to a single band
will keep it short ranged.
Our above argument requires that the operator dH should
be a short-ranged single-body operator. This is obviously true
in the Hofstadter case discussed in section IV above since dH
is equivalent to the kinetic energy which is just a short-ranged
hopping model. However, we claim that in fact dH should
always be short ranged for any Chern band resulting from a
short ranged hopping Hamiltonian. To see this we realize that
the eigenstates uak in the Chern band are the solution to a ma-
trix eigenvalue problem with a continuous parameter k. Thus
(so long as the gap between bands does not close) the eigen-
states can be chosen to be real analytic functions of the param-
eter k at least locally over contractible regions in the Brillouin
zone, and hence F (k) is real analytic in its argument. Now
since we are discussing a Chern band, we will have to describe
different parts of the Brillouin zone in different gauges, but F
is gauge invariant so it is everywhere real analytic. Now given
some real analytic F (k) periodic in the Brillouin zone, we can
always Fourier decompose F , and reverse engineer a hopping
model that reconstructs this F . Since F is real analytic, the
corresponding hopping model must decay exponentially, and
projection to a single band does not change the fact that it is
short ranged.
When the single band has non-zero Chern number, the ar-
gument that Sξ is short ranged is a bit subtle since the entire
Brillouin zone cannot be described in the same gauge (in the
case of zero Chern number, there is no such complication).
Since one must describe k-space in patches, one might worry
whether the discontinuities in u˜ may cause problems. How-
ever, once we invert the Fourier transform, the discontinuities
in u˜ cancel and we recover a short ranged function U˜ in real
space. Since f/g is real analytic everywhere in the Brillouin
zone, the same remains true when we construct sξ from u˜,
hence we obtain a short ranged Sξ.
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7SUPPLEMENTARY MATERIAL: LACK OF GAUGE INVARIANCE IN A PARTICULAR MODEL
We believe that the expression for the Hall conductivity (Neupert Eq. 5.11) is not gauge invariant when a different k-dependent
phase change is applied to each tight-binding band. Below, we outline where this gauge dependence may arise, before giving an
example of a system that is explicitly not gauge invariant.
A. Outline of Argument
We consider a two-band model (such as the Haldane model), whose wavefunctions may be written using LCAO as
ψ±k (r) =
∑
R
[
A±(k)φA (r−R) +B±(k)φB (r−R+ a)
]
eik·R.
Here, ± indicates the band index, subscript {A,B} gives the orbital index, {A±(k), B±(k)} are k-dependent coefficients and
the vector a gives the displacement between sites within a unit cell. The sum over R is over all lattice vectors, and we will
eventually set a = 0 to simplify the calculation. The repeating Bloch functions are then
u±k (r) = e
−ik·rψ±k (r)
=
∑
R
[
A±(k)φA (r−R) +B±(k)φB (r−R+ a)
]
eik·(R−r). (11)
The Schro¨dinger equation may be written(
H0(k) +Hz(k) Hx(k)− iHy(k)
Hx(k) + iHy(k) H0(k)−Hz(k)
)(
A±(k)
B±(k)
)
= E±(k)
(
A±(k)
B±(k)
)
,
with {H0(k),H(k)} components of the single-particle (e.g. Haldane) Hamiltonian. We solve this to find the coefficients for the
two non-interacting bands {A±(k), B±(k)}, and since the bands are orthogonal we must have(
A±
)∗ (
A∓
)
+
(
B±
)∗ (
B∓
)
= 0
and 〈
u±k
∣∣u∓k 〉 = 0.
The band creation operators may be written in the orbital basis as
c†±,k = A
±(k)c†A,k +B
±(k)c†B,k, (12)
where the phase of the original orbitals φ{A,B}(r) is assumed to have been fixed previously. We note that the band creation and
annihilation operators directly involve the coefficients {A±(k), B±(k)}.
A component of the Berry connection is defined (according to Neupert Eq. 5.4) by
Aab = −i 〈uak| ∂k
∣∣ubk〉 . (13)
This is just the ordinary (Abelian) Berry connection when a = b, but it transforms differently for a 6= b. Only the relative phase
between A and B is fixed by Schro¨dinger’s equation, and so we are free to make a k-dependent gauge transformation that is
different for each band. If we do this, the wavefunctions transform as∣∣u±k 〉→ eiφ±(k) ∣∣u±k 〉
{A±(k), B±(k)} → eiφ±(k){A±(k), B±(k)}.
and correspondingly
c†±,k → eiφ±(k)c†±,k (14)
The (diagonalised) Hamiltonian matrix is transformed by the corresponding unitary matrix H → UHU† with
U†(k) = diag{e−iφ+(k), e−iφ−(k)}. According to Eq. 13 an off-diagonal Berry connection transforms under this gauge change
to
A˜+− = −i [〈u+k ∣∣ e−iφ+] ∂k [eiφ− ∣∣u−k 〉]
= ei(φ−−φ+)
[
− i 〈u+k ∣∣ ∂k ∣∣u−k 〉+ ∂kφ− 〈u+k ∣∣u−k 〉 ]
= ei(φ−−φ+)A+−,
8where the final term in the second line (proportional to ∂kφ−) has vanished because the bands are orthogonal. In this way, A+−
does not transform like a ‘normal’ connection A → eiωA + ∂ω under a gauge transformation: it only picks up a phase. The
corresponding curvature,
F+− = ∂xA+−y − ∂yA+−x , (15)
is not gauge-invariant and under a gauge transformation becomes
F˜+− = ∂xA˜+−y − ∂yA˜+−x
= ei(φ−−φ+)
[
∂xA
+−
y − ∂yA+−x + i
(
A+−y ∂x(φ− − φ+)−A+−x ∂y(φ− − φ+)
)]
. (16)
We therefore have
F → eiωF + ieiω
[
∂ω ×A
]
for the off-diagonal terms, instead of just
F → eiωF.
The expression we are most interested in is the Hall conductivity integral (Neupert Eq. 5.11),
σNSCM =
∫
d2kF ab(k)n¯abk (17)
where the integral is over the Brillouin zone. The occupation number is the expectation
n¯abk = 〈c†a,kcb,k〉
over the ground state of the system. From the definition of the band operators in Eq. 12 and their transformation (Eq. 14), we
note that the off-diagonal terms change under the k-dependent gauge transformation according to
〈c†+,kc−,k〉 → ei(φ+−φ−)〈c†+,kc−,k〉.
This expectation value therefore gains a phase from the coefficients {A±(k), B±(k)} that compensates for the phase picked up
in the Berry curvature (Eq. 16). However, there remains an additive (derivative) term in the curvature that is not compensated
for.
The off-diagonal terms in the Hall conductivity integral in the ‘original’ gauge read∫
d2kF+−(k)n¯+−k =
∫ (
∂xA
+−
y − ∂yA+−x
) 〈c†+,kc−,k〉d2k∫
d2kF−+(k)n¯−+k =
∫ (
∂xA
−+
y − ∂yA−+x
) 〈c†−,kc+,k〉d2k,
whilst in the transformed gauge they read∫
d2k F˜+−(k) ˜¯n+−k = ∫ (∂xA+−y − ∂yA+−x ) 〈c†+,kc−,k〉d2k
+i
∫ (
A+−y ∂x(φ− − φ+)−A+−x ∂y(φ− − φ+)
)
〈c†+,kc−,k〉d2k∫
d2k F˜−+(k) ˜¯n−+k = ∫ (∂xA−+y − ∂yA−+x ) 〈c†−,kc+,k〉d2k
+i
∫ (
A−+y ∂x(φ+ − φ−)−A−+x ∂y(φ+ − φ−)
)
〈c†−,kc+,k〉d2k.
(The diagonal terms in the Hall conductivity integral are gauge invariant).
If we sum over all four contributions to the Hall conductivity integral we find in the original gauge
σNSCM =
∫
d2k
[
n¯+−k
(∇×A+−)+ n¯−+k (∇×A−+)+ n¯++k (∇×A++)+ n¯−−k (∇×A−−)]
9and in the transformed gauge
σ˜NSCM = σNSCM + i
∫ (
A+−y ∂x(φ− − φ+)−A+−x ∂y(φ− − φ+)
)
〈c†+,kc−,k〉d2k
+i
∫ (
A−+y ∂x(φ+ − φ−)−A−+x ∂y(φ+ − φ−)
)
〈c†−,kc+,k〉d2k.
If this last term does not vanish, then the expression for the Hall conductivity is not gauge invariant.
From the definition of the Berry connection (Eq. 13) we see that
Aab =
[
Aba
]∗
F ab =
[
F ba
]∗
and we also note that
〈c†+,kc−,k〉 = 〈c†−,kc+,k〉∗.
We therefore have
σ˜NSCM = σNSCM + i
∫ {
∂x(φ− − φ+)
[
A+−y 〈c†+,kc−,k〉 −
[
A+−y 〈c†+,kc−,k〉
]∗]
−∂y(φ− − φ+)
[
A+−x 〈c†+,kc−,k〉 −
[
A+−x 〈c†+,kc−,k〉
]∗]}
d2k
= σNSCM − 2
∫ {
∂x(φ− − φ+)Im
[
A+−y 〈c†+,kc−,k〉
]
− ∂y(φ− − φ+)Im
[
A+−x 〈c†+,kc−,k〉
]}
d2k.
(18)
In general the off-diagonal expressions A±〈c†+,kc−,k〉 will have imaginary parts, and so this final term will be non-zero. We
will attempt to find a simple example system for which this final term does not vanish.
To proceed, we note that this extra gauge-dependent term may be written∫
d2k [(∂xω)vy − (∂yω)vx] ≡
∫
d2 k [(∇ω)× v] (19)
where we have defined the gauge transformation function
ω = φ− − φ+,
which is completely arbitrary, and
v = Im
[
A−+〈c†−,kc+,k〉
]
≡ −Im
[
A+−〈c†+,kc−,k〉
]
.
Note that partial derivatives are in the kx and ky directions, as are the components of the vector v. [N.B. This expression for
v is gauge invariant because it is constructed from an off-diagonal connection A−+ and an off-diagonal occupation number
〈c†−,kc+,k〉, which gain opposite phases under a gauge transformation. A vector v constructed from diagonal components A++
and 〈c†+,kc+,k〉 would not be gauge invariant because A++ would transform as a U(1) vector potential.]
A general gauge transformation ω(k) will consist of a multi-valued part and a single-valued part. We may write
ω(k) = η(k) + χ(k)
with η (k+Bi) = η(k) + 2pini and χ (k+Bi) = χ(k), and where Bi are reciprocal lattice vectors and ni are (winding)
integers. If we further define the real space lattice vectors bi, we can write the multi-valued contribution as
η(k) = n1b1 · k+ n2b2 · k
and transfer all other k-dependence to the single-valued term χ(k). We then have
∇ω = n1b1 + n2b2 +∇χ
10
and ∫
d2k [(∇ω)× v] =
∫
d2k [(n1b1 + n2b2)× v] +
∫
d2k [(∇χ)× v] .
For the Hall conductivity expression to be gauge invariant, the right hand side must vanish. Additionally, for an arbitrary gauge
transformation we are free to choose the single-valued component χ(k) and the integers ni separately, and so each integral on
the right hand side must vanish independently.
For the case we consider below, the first integral vanishes due to the symmetry of the gauge-independent vector v, and this
may hold in general. Even if this is not the case, χ(k) remains arbitrary, and we will show that this means that the second term
does not in general vanish.
By integrating by parts, the second integral can be rewritten as∫
d2kχ (∇× v)z
Since χ is arbitrary, the only way this integral can be zero is if the curl of v is everywhere zero,
(∇× v)z = ij∂ivj = 0.
In the next section we will find a system for which this does not hold.
B. Haldane Model with Weak Nearest-Neighbour Interaction
The model we will consider is the Haldane honeycomb model with its lowest band initially completely filled and the upper
band initially completely empty. We will then perturb weakly about this state with a nearest-neighbour interaction so that the
off-diagonal expectation values 〈c†±,kc∓,k〉 become non-zero.
1. Single-particle Properties
To begin, we define some notation and recall the single-particle properties of the Haldane model. The full Haldane Hamilto-
nian is (using his own notation),
Hˆ(k) = 2t2 cosφ
[∑
i
cos(k · bi)
]
I+ t1
[∑
i
[cos(k · ai)σ1 + sin(k · ai)σ2]
]
+
[
M − 2t2 sinφ
[∑
i
sin(k · bi)
]]
σ3
≡ H0(k)I+Hx(k)σ1 +Hy(k)σ2 +Hz(k)σ1
≡
(
H0(k) +Hz(k) Hx(k)− iHy(k)
Hx(k) + iHy(k) H0(k)−Hz(k)
)
where we identify
H0(k) = 2t2 cosφ
∑
i
cos(ki · bi)
Hx(k) = t1
∑
i
cos(k · ai)
Hy(k) = t1
∑
i
sin(k · ai)
Hz(k) = M − 2t2 sinφ
∑
i
sin(k · bi).
On the ordinary honeycomb lattice we define the lattice vectors
b1 =
√
3a(−1/2,
√
3/2)
b2 =
√
3a(−1/2,−
√
3/2)
b3 =
√
3a(1, 0)
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and the nearest neighbour displacement vectors
a1 = a(
√
3/2, 1/2) ≡ a− b2
a2 = a(−
√
3/2, 1/2) ≡ a+ b1
a3 = a(0,−1) ≡ a
where a is the side length of a hexagon and a is the sublattice displacement vector discussed earlier (that we will eventually set
to zero).
To simplify notation, we implicitly define the spherical polar coordinates
Hx(k) = |H(k)| sin θk cosφk
Hy(k) = |H(k)| sin θk sinφk
Hz(k) = |H(k)| cos θk
with
|H(k)| =
√
Hx(k)2 +Hy(k)2 +Hz(k)2.
The energy bands take the form
E±(k) = H0(k)± |H(k)|
and the coefficients {A±, B±} are given by the corresponding eigenvectors. In order to consistently describe the phase across the
whole sphere, we use a different gauge convention for the upper and lower hemispheres. For the northern hemisphere including
θk = 0 we choose  A+N
B+N
 =
 cos θk2
sin θk2 e
iφk

 A−N
B−N
 =
 − sin θk2 e−iφk
cos θk2
 ,
whilst for the southern hemisphere including θk = pi we choose A+S
B+S
 =
 cos θk2 e−iφk
sin θk2

 A−S
B−S
 =
 − sin θk2
cos θk2 e
iφk
 ,
We can obtain the southern wavefunction from the northern wavefunction by applying the k-dependent gauge transformation
{A±S , B±S } = e∓iφk{A±N , B±N}.
We explicitly calculate the Berry connections as defined in Eq. 13 with the wavefunctions as in Eq. 11 for the two hemisphere
gauges, and find
A−−N = − sin2 θk2 φ′k + cos2 θk2 a → − sin2 θk2 φ′k
A++N = sin
2 θk
2 φ
′
k + sin
2 θk
2 a → sin2 θk2 φ′k
A−+N =
1
2e
iφk [sin θka+ sin θkφ
′
k − iθ′k] → 12eiφk [sin θkφ′k − iθ′k]
A+−N =
1
2e
−iφk [sin θka+ sin θkφ′k + iθ
′
k] → 12e−iφk [sin θkφ′k + iθ′k]
A−−S = cos
2 θk
2 φ
′
k + cos
2 θk
2 a → cos2 θk2 φ′k
A++S = − cos2 θk2 φ′k + sin2 θk2 a → − cos2 θk2 φ′k
A−+S =
1
2e
−iφk [sin θka+ sin θkφ′k − iθ′k] → 12e−iφk [sin θkφ′k − iθ′k]
A+−S =
1
2e
iφk [sin θka+ sin θkφ
′
k + iθ
′
k] → 12eiφk [sin θkφ′k + iθ′k]
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where the prime indicates the gradient with respect to k, and where in the final column we have set the site displacement a→ 0
so that the sublattices overlap. We note that these connections satisfy Aab =
[
Aba
]∗
and that the expressions for different
hemispheres are related by the phase e2iφk .
We now calculate the Berry curvature from these connections using Eq. 15,
F−−N =
1
2
sin θk [∇kφk ×∇kθk + a×∇kθk]
→ 1
2
sin θk [∇kφk ×∇kθk]
F++N = −
1
2
sin θk [∇kφk ×∇kθk + a×∇kθk]
→ −1
2
sin θk [∇kφk ×∇kθk]
F−+N =
1
2
eiφk
[
−i sin θk (a×∇kφk)− cos θk (a×∇kθk) + 2 sin2 θk
2
(∇kφk ×∇kθk)
]
→ eiφk sin2 θk
2
(∇kφk ×∇kθk)
F+−N =
1
2
e−iφk
[
i sin θk (a×∇kφk)− cos θk (a×∇kθk) + 2 sin2 θk
2
(∇kφk ×∇kθk)
]
→ e−iφk sin2 θk
2
(∇kφk ×∇kθk)
F−−S = F
−−
N
F++S = F
++
N
F−+S =
1
2
e−iφk
[
i sin θk (a×∇kφk)− cos θk (a×∇kθk)− 2 cos2 θk
2
(∇kφk ×∇kθk)
]
→ −e−iφk cos2 θk
2
(∇kφk ×∇kθk)
F+−S =
1
2
eiφk
[
−i sin θk (a×∇kφk)− cos θk (a×∇kθk)− 2 cos2 θk
2
(∇kφk ×∇kθk)
]
→ −eiφk cos2 θk
2
(∇kφk ×∇kθk)
In the final line of each calculation we have again set a → 0 for simplicity. We see that for the off-diagonal terms F abS =
eiωF abN + ie
iω
[
∂ω ×AabN
]
with ω = ±2φk.
2. Nearest Neighbour Interaction
To generate a state with non-zero expectation values 〈c†±,kc∓,k〉 we will switch on a weak nearest neighbour interaction,
which we derive below.
We recall that the Haldane model may be obtained from the tight-binding model,
Hˆ = t1
∑
R∈A
∑
i
(
a†RbR+ai + h.c.
)
+t2e
iφ
∑
R∈A
(
a†R+b1aR + a
†
R+b1+b3
aR+b1 + a
†
RaR+b1+b3
)
+ h.c.
+(a→ b, φ→ −φ)
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through the Fourier transform
aR =
1√A
∑
k
ake
−ik·R
a†R =
1√A
∑
k
a†ke
ik·R
bR =
1√A
∑
k
bke
−ik·R
b†R =
1√A
∑
k
b†ke
ik·R
etc. Here we have introduced the operators {a†r, b†r} which create states on the {A,B} sublattice site in the unit cell defined by
R. A is the system area factor needed to preserve the anticommutation relations. The Fourier operators may be identified with
the orbital band creation operators from earlier
{a†k, b†k} ↔ c†{A,B},k.
We introduce a nearest neighbour (density-density) interaction term,
Uˆ = −U
∑
R∈A
nˆR (nˆR+a1 + nˆR+a2 + nˆR+a3) + h.c.
= −U
∑
R∈A
a†RaR
(
b†R+a1bR+a1 + b
†
R+a2
bR+a2 + b
†
R+a3
bR+a3
)
+ h.c.
= U
∑
R∈A
(
a†Rb
†
R+a1
aRbR+a1 + a
†
Rb
†
R+a2
aRbR+a2 + a
†
Rb
†
R+a3
aRbR+a3
)
+ h.c.
where in the final line we have normal ordered. Taking the Fourier transform we find
U(k1,k2,k3,k4) =
U
A2
∑
r∈A
∑
k1k2k3k4
∑
j
eir·(k1+k2−k3−k4)eiaj ·(k2−k4)a†k1b
†
k2
ak3bk4 + h.c.
=
U
A
∑
k1k2k3k4
δk1+k2,k3+k4
∑
j
eiaj ·(k2−k4)a†k1b
†
k2
ak3bk4 + h.c.
To convert to the band basis from the orbital basis, we use the eigenvectors from earlier to write(
c†+k
c†−k
)
=
(
A+ B+
A− B−
)(
a†k
b†k
)
and so (
a†k
b†k
)
=
(
(A+)
∗
(A−)∗
(B+)
∗
(B−)∗
)(
c†+k
c†−k
)
,
where the values of {A±(k), B±(k)} were given previously.
This allows us to write out the interaction in terms of the band creation and annihilation operators,
Uˆ(k1,k2,k3,k4) =
U
A
∑
k1k2k3k4
δk1+k2,k3+k4
∑
j
eiaj ·(k2−k4)
([
A+(k1)
]∗
c†+k1 +
[
A−(k1)
]∗
c†−k1
)
×([
B+(k2)
]∗
c†+k2 +
[
B−(k2)
]∗
c†−k2
)([
A+(k3)
]
c+k3 +
[
A−(k3)
]
c−k3
)
×([
B+(k4)
]
c+k4 +
[
B−(k4)
]
c−k4
)
δp+q,r+s + h.c.
≡
∑
p,q,r,s
∑
α,β,γ,δ
Uαβγδ(p,q, r, s)c
†
αpc
†
βqcγrcδsδp+q,r+s + h.c.
14
where the greek indices may take either sign ±. We can pick out the function U as
Uαβγδ(p,q, r, s) =
U
A
∑
j
eiaj ·(q−s) [Aα(p)]∗
[
Bβ(q)
]∗
[Aγ(r)]
[
Bδ(s)
]
.
However, the interaction is antisymmetric under the exchange of (αp ↔ βq) or (γr ↔ δs), and it is useful to transfer this
antisymmetry to our expression for U above. To find the correctly antisymmetrised uαβγδ(p,q, r, s) we calculate
uαβγδ(p,q, r, s) = 〈0| cαpcβqUˆc†γrc†δs |0〉
= Uαβγδ(p,q, r, s)− Uβαγδ(q,p, r, s)− Uαβδγ(p,q, s, r) + Uβαδγ(q,p, s, r)
This allows us to write the interaction as
Uˆ(k1,k2,k3,k4) =
1
4
∑
p,q,r,s
∑
α,β,γ,δ
uαβγδ(p,q, r, s)c
†
αpc
†
βqcγrcδsδp+q,r+s + h.c.
but where uαβγδ(p,q, r, s) is now antisymmeric as required. We can include the effect of the Hermitian conjugate to find (after
relabelling)
Uˆ(k1,k2,k3,k4) =
1
4
∑
p,q,r,s
∑
α,β,γ,δ
[
uαβγδ(p,q, r, s) + u
∗
δγβα(s, r,q,p)
]
c†αpc
†
βqcγrcδsδp+q,r+s.
C. Perturbation Theory
We now consider this interaction λUˆ as a perturbation to a simple many-body ground state, and calculate the resulting off-
diagonal occupation numbers n¯±∓k = 〈c†±,kc∓,k〉.
We define the unperturbed ground state of the system to have the lower band completely filled and the upper band completely
empty,
|Ground〉 =
∏
k∈BZ
c†−k |0〉 .
If we apply the perturbation λUˆ , then the perturbed many-body wavefunction may be written to first order as∣∣∣G˜round〉 = |Ground〉+ λ ∑
E 6=Ground
|E〉 〈E| Uˆ |Ground〉
E0 − EE .
To begin we consider a simple case where the interaction just depends on four specific momenta and band labels,
Uˆ = c†apc
†
bqccrcdsδp+q,r+s,
which upon acting on the ground state leads to
Uˆ |Ground〉 = δc−δd−
[
δa+δb+(−1)P (p,q,r,s)
∣∣n+p = 1, n+q = 1;n−r = 0, n−s = 0〉
+δa+δb−δqs(−1)P (p,q,r,q)
∣∣n+p = 1;n−r = 0〉
+δa+δb−δqr(−1)P (p,q,q,s)
∣∣n+p = 1;n−s = 0〉
+δa−δb+δps(−1)P (p,q,r,p)
∣∣n+q = 1;n−r = 0〉
+δa−δb+δpr(−1)P (p,q,p,s)
∣∣n+q = 1;n−s = 0〉
+δa−δb−δprδqs(−1)P (p,q,p,q) |Ground〉
+δa−δb−δpsδqr(−1)P (p,q,q,p) |Ground〉
]
Here we have only indicated the states in the upper band that are occupied and the states in the lower band that are unoccupied,
and we have introduced (−1)P as a sign permutation factor that comes from anticommuting the fermion operators.
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This corresponds to the first order wavefunction correction ({−,+} ↔ {0, 1})
∣∣∣G˜round〉 = |Ground〉 − λ
2∆
δc0δd0δa1δb1(−1)P (p,q,r,s)
∣∣n1p = 1, n1q = 1;n0r = 0, n0s = 0〉
− λ
∆
δc0δd0
[
δa1δb0δqs(−1)P (p,q,r,q)
∣∣n1p = 1;n0r = 0〉
+δa1δb0δqr(−1)P (p,q,q,s)
∣∣n1p = 1;n0s = 0〉
+δa0δb1δps(−1)P (p,q,r,p)
∣∣n1q = 1;n0r = 0〉
+δa0δb1δpr(−1)P (p,q,p,s)
∣∣n1q = 1;n0s = 0〉 ]
where we have further assumed that the bands are flat and have an energy gap of ∆ (i.e. the bands have been flattened by a local,
single-particle term in the Hamiltonian that does not change the single-particle wavefunctions).
The nearest neighbour interaction discussed previously can be written
Uˆ =
∑
p,q,r,s
∑
α,β,γ,δ
uαβγδ(p,q, r, s)c
†
αpc
†
βqcγrcδsδp+q,r+s
where we have relabelled
1
4
[
uαβγδ(p,q, r, s) + u
∗
δγβα(s, r,q,p)
]→ uαβγδ(p,q, r, s).
This leads to the first order wavefunction
∣∣∣G˜round〉 = |Ground〉+ λ ∑
E 6=Ground
|E〉 〈E| Uˆ |Ground〉
E0 − EE
= |Ground〉
− λ
2∆
∑
p,q,r,s
u1100(p,q, r, s) (−1)P (p,q,r,s)
∣∣n1p = 1, n1q = 1;n0r = 0, n0s = 0〉
− λ
∆
∑
pqr
u1000(p,q, r,q) (−1)P (p,q,r,q)
∣∣n1p = 1;n0r = 0〉
− λ
∆
∑
pqs
u1000(p,q,q, s) (−1)P (p,q,q,s)
∣∣n1p = 1;n0s = 0〉
− λ
∆
∑
pqr
u0100(p,q, r,p) (−1)P (p,q,r,p)
∣∣n1q = 1;n0r = 0〉
− λ
∆
∑
pqs
u0100(p,q,p, s) (−1)P (p,q,p,s)
∣∣n1q = 1;n0s = 0〉 .
We are interested in the two off-diagonal expectation values n¯±∓k = 〈c†±kc∓k〉, whose operators transfer a single electron
from one band to the other. For this reason, there will be no contribution from the first term in the perturbation at first order.
For the ordering convention, we will assume a general state takes the form
|State〉 = c†−k1c
†
+k1
c†−k2c
†
+k2
. . . c†−kN c
†
+kN
|0〉
where operators are ordered (from the left) first by momentum and then by band. We assume that there are N values of
momentum that can be ordered consistently for any N . A general state simply has operators missing from the above definition.
We find that the relevant contributions to n¯+−k are
c†+kc−k
∣∣∣G˜round〉 = ∣∣n1k = 1;n0k = 0〉+O(λ)
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where the first order terms are not proportional to |Ground〉 and so will not contribute at first order. Next,〈
G˜round
∣∣∣ c†+kc−k ∣∣∣G˜round〉 = − λ∆
[∑
pqr
u∗1000(p,q, r,q) (−1)P (p,q,r,q) δpkδrk
+
∑
pqs
u∗1000(p,q,q, s) (−1)P (p,q,q,s) δpkδsk
+
∑
pqr
u∗0100(p,q, r,p) (−1)P (p,q,r,p) δqkδrk
+
∑
pqs
u∗0100(p,q,p, s) (−1)P (p,q,p,s) δqkδsk
]
= − λ
∆
[∑
q
u∗1000(k,q,k,q) (−1)P (k,q,k,q) +
∑
q
u∗1000(k,q,q,k) (−1)P (k,q,q,k)
+
∑
p
u∗0100(p,k,k,p) (−1)P (p,k,k,p) +
∑
p
u∗0100(p,k,p,k) (−1)P (p,k,p,k)
]
.
Using the antisymmetry of the sign factor (−1)P and the antisymmetry of the function u under the interchange of the first or last
pair of quantum numbers, these four terms can be combined,
n¯+−k = −
4λ
∆
∑
q
u∗1000(k,q,k,q) (−1)P (k,q,k,q)
Finally, we note that the sign factor (−1)P (k,q,k,q) comes from anti commuting the operator c†1kc†0qc0kc0q through the operators
in the definition of |Ground〉 according to our sign convention. We find that
c†1kc
†
0qc0kc0q |Ground〉 = −c†1kc0kc†0qc0q |Ground〉
= − ∣∣n1k = 1;n0k = 0〉
and so (−1)P (k,q,k,q) = −1 and
n¯+−k =
4λ
∆
∑
q
u∗1000(k,q,k,q).
We find similarly that
n¯−+k =
〈
G˜round
∣∣∣ c†−kc+k ∣∣∣G˜round〉 = 4λ∆ ∑
q
u1000(k,q,k,q),
and as required, n¯−+k =
[
n¯+−k
]∗
.
D. Expression for v
We now calculate the explicit value for n¯−+k by substituting in for the nearest neighbour interaction considered previously.
n¯−+k =
4λ
∆
∑
q
u1000(k,q,k,q)
→ 4λ
∆
∑
q
1
4
[u1000(k,q,k,q) + u
∗
0001(q,k,q,k)]
=
λ
∆
∑
q
[U1000(k,q,k,q)− U0100(q,k,k,q)− U1000(k,q,q,k) + U0100(q,k,q,k)
+U∗0001(q,k,q,k)− U∗0001(k,q,q,k)− U∗0010(q,k,k,q) + U∗0010(k,q,k,q)]
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=
2Uλ
∆A
∑
q
∑
j
[
A+(k)
]∗ [
B−(q)
]∗ [
A−(k)
] [
B−(q)
]−∑
j
eiaj ·(k−q)
[
A−(q)
]∗ [
B+(k)
]∗ [
A−(k)
] [
B−(q)
]
−
∑
j
eiaj ·(q−k)
[
A+(k)
]∗ [
B−(q)
]∗ [
A−(q)
] [
B−(k)
]
+
∑
j
[
A−(q)
]∗ [
B+(k)
]∗ [
A−(q)
] [
B−(k)
] .
Here we have assumed that the interaction strength U is real.
If we choose the northern hemisphere gauge we find
n¯−+N,k =
Uλ
2∆Ae
−iφk
∑
q
∑
j
[− sin θk (1 + cos θq)
−eiaj ·(k−q)ei(φq−φk) (1− cos θk) sin θq
+eiaj ·(q−k)e−i(φq−φk) (1 + cos θk) sin θq
+ sin θk (1− cos θq)] .
We now define
rqke
iϕqk =
∑
j
eiaj ·(q−k)
or equivalently
ϕqk ≡ φq−k
rqk ≡ (1/t1) |H(q− k)| sin θq−k.
so that
n¯−+N,k =
Uλ
∆Ae
−iφk
∑
q
[−3 sin θk cos θq + rqk sin θq cos θk cos (ϕqk − φq + φk)
+irqk sin θq cos θk sin (ϕqk − φq + φk)] .
In the southern hemisphere we find
n¯−+S,k =
Uλ
∆Ae
iφk
∑
q
[−3 sin θk cos θq + rqk sin θq cos θk cos (ϕqk − φq + φk)
+irqk sin θq cos θk sin (ϕqk − φq + φk)] ,
which differs by a factor of e2iφk as expected.
Using either gauge, we obtain the final expression for v
v = Im
[
A−+〈c†−,kc+,k〉
]
=
1
2
sin θk (∇φk) Im
[
n¯−+k
]− 1
2
(∇θk) Re
[
n¯−+k
]
=
Uλ
∆A
∑
q
{
1
2
sin θk (∇φk) [rqk sin θq cos θk sin (ϕqk − φq + φk)]
−1
2
(∇θk) [−3 sin θk cos θq + rqk sin θq cos θk cos (ϕqk − φq + φk)]
}
.
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E. Evaluation of∇× v
We take the curl of the above expression with respect to k and find
∇k × v = Uλ
2∆A
∑
q
{[
cos θk
[
rqk sin θq cos θk sin (ϕqk − φq + φk)
]
(∇kθk)
+ sin θk
[
sin θq cos θk sin (ϕqk − φq + φk)
]
(∇krqk)
− sin θk
[
rqk sin θq sin θk sin (ϕqk − φq + φk)
]
(∇kθk)
+ sin θk
[
rqk sin θq cos θk cos (ϕqk − φq + φk)
](∇kϕqk)]× (∇kφk)
−
[
sin θq cos θk cos (ϕqk − φq + φk) (∇krqk)
−rqk sin θq cos θk sin (ϕqk − φq + φk)
(∇k (ϕqk + φk) )]× (∇kθk)}.
where we have used ∇ × (ψ∇φ) = (∇ψ) × (∇φ) and ∇kφk × ∇kφk = 0 etc. We are looking for a value of k for which
∇k × v 6= 0. We note that ∇× v is intensive due to the factor of the system size in the initial numerator. We will later take the
thermodynamic limit and convert the sum over q to an integral.
It turns out that the ‘nice’ choices of k, for which cos θk = 0 or sin θk = 0, have∇×v = 0. We will instead calculate∇×v
at intermediate points in the Brillouin zone, numerically evaluating the sum over q.
We will use the lattice vectors defined previously and choose the Haldane model parameters
t1 = 1
t2 = 1/4
φ = pi/2
M = 0
a = 1.
We will also need two reciprocal lattice vectors Bj , which we find (derived from the real space lattice vectors bj) are
B1 =
4pi
3a
(
−
√
3
2
,
1
2
)
B2 =
4pi
3a
(
−
√
3
2
,−1
2
)
.
When we carry out the integration over q, we will choose a rhomboidal Brillouin zone defined by these lattice vectors and
comprising L points in each direction.
In the thermodynamic limit we write
Uλ
2∆A
∑
q
fq ≡ Uλ
2∆A∆q
∑
q
fq∆q → Uλ
2∆A∆q
∫
d2q f(q),
where ∆q is the area element for each point in q-space, which is inversely proportional to the system sizeA. Taking L unit cells
in each direction (so that A ≡ L2), the area element is the area of the parallelogram
∆q ≡
∣∣∣∣B1 ×B2L2
∣∣∣∣ = 8√3pi29a2L2 ,
and so the thermodynamic integral may be written
9
√
3Uλ
48pi2
∫
d2q f(q).
Numerically we will calculate the quantity
∫
d2q f(q) by reverting to the discrete sum
∑
q fq∆q.
To begin we choose k = (pi/4, pi/3) which appears to give a non-zero value for ∇k × v. We substitute this value of k into
our expression for ∇× v in Mathematica, and sum over an L× L lattice of q-points in the Brillouin zone.
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Figure 1. Convergence towards value for∇k × v with integration grid size L ∈ {10, 20, 30, 50}, evaluated at k = (pi/4, pi/3).
We find, as we increase L (which increases the fineness of the grid for the integration over q), that the value tends towards
0.613596 (ignoring the prefactor 9
√
3Uλ/(48pi2)). This convergence is shown in Figure 1.
L = 20 seems to give a good convergence to 5 decimal places.
We also choose 11× 11 k-points across the Brillouin zone and calculate ∇× v for each of them (with L = 20). The results
are plotted in Figure 2. In particular, although the curl of v vanishes along the boundary of the Brillouin zone, it appears to be
non-zero in general in the centre. This structure repeats if we shift k by a reciprocal lattice vector.
As mentioned above, if ∇ × v does not vanish throughout the Brillouin zone, we can choose a k-dependent gauge transfor-
mation that will cause Eq. 19 to be non-zero, which in turn will cause σNSCM to be gauge dependent.
Figure 2. ∇k × v evaluated at 121 points across the Brillouin zone for L = 20.
