The critical node selection problem (CNP) has important applications in telecommunication, supply chain design, and disease propagation prevention. In practice, the weights on the connections are either uncertain or hard to estimate so recently robust optimization approaches have been considered for CNP. In this article, we address very general uncertainty sets, only requiring a linear optimization oracle for the set of potential scenarios. In particular, we can deal with interval uncertainty, discrete scenario based uncertainty, Gamma-uncertainty, and ellipsoidal uncertainty. For this general class of robust critical node selection problems (RCNP), we propose an exact solution method based on Benders decomposition. The Benders subproblem, which in our approach is a robust optimization problem, is essentially solved by applying the Floyd-Warshall algorithm. The presented approach is tested on 1,220 instances based on random planar and Barabási-Albert graphs with different number of nodes and graph densities, where running times are compared to CPLEX being directly applied to the robust problem formulation. The computational results show the advantage of the proposed approach in handling the uncertainty thus outperforming CPLEX most notably for the ellipsoidal uncertainty cases.
have also been proposed. Arulselvan et al. (2011) consider the problem of minimizing the number of vertices whose deletion results in disconnected components which are constrained by a given cardinality. consider the problem of minimizing the number of nodes that belong to the largest maximal connected subgraph. Another variant of CNP is also proposed in where the number of disconnected components is maximized. Other closely related problems to CNP are the k-cut problem that partitions a vertex set of a graph into several disjoint subsets so as to minimize the total weight of the edges between the disjoint subsets (Fan and Pardalos, 2010b; Ghaddar et al., 2011 ) and the minimum multi-cut problem that minimizes the weight of edges whose removal disconnects each of the of source-sink node pairs (Garg et al., 1996) .
The importance of a connection, modeled by the weight w ij of a pair {i, j}, is often not known exactly in real-world applications. Such data uncertainties can be addressed by means of either robust or stochastic optimization. The latter approach requires a precise knowledge about probability distributions of the weights; moreover it usually leads to optimization problems that are far too hard to be solved in practice. On the other hand, the robust optimization approach has already been applied successfully to the CNP by Fan and Pardalos (2010a) and Fan et al. (2012) .
In the approach that is proposed in this paper, a set of potential scenarios, the socalled uncertainty set, is defined. The objective of the robust critical node selection problem (RCNP) is then to minimize the maximum total weight of a feasible solution over all scenarios, thus aiming at a worst-case optimal solution. The choice of an appropriate uncertainty set is crucial, as a too large set leads to bad solutions in the average case and a too small set does not sufficiently take the uncertainty into account. Moreover, in most approaches the choice of the uncertainty set has a dramatic impact on the solvability of the resulting model, both from a theoretical and a practical point of view.
In this article, we present an approach for the RCNP that can deal with all common classes of uncertainty sets, including interval uncertainty, discrete scenario based uncertainty, Gamma-uncertainty, and ellipsoidal uncertainty. This is achieved through a Benders decomposition approach that explicitly handles the uncertainty in the Benders subproblem through an efficient optimization oracle. The structure of the Benders subproblem is also exploited and a specialized polynomial time algorithm that is based on Floyd-Warshall algorithm is proposed in order to achieve maximum speedup. Problems based on random planar graphs and Barabási-Albert graphs are solved to optimality and a comparison with CPLEX is conducted.
It turns out that our approach is particularly effective for ellipsoidal uncertainties, where it clearly ourperforms CPLEX on all instances considered. Compared to all other classes of uncertainty considered, the ellipsoidal case is usually the hardest one, but also the most relevant one in practice: on the one hand, unlike the interval and the Gamma uncertainty cases, it avoids to consider unlikely scenarios corresponding to vertices of the uncertainty set, which lead to overly conservative solutions. On the other hand, it does not require any discretization as in the case of finite scenario sets, while still being able to capture correlations between the weights of different connections. In fact, when assuming that all weights are jointly normally distributed, one can show that the confidence regions form ellipsoids, so that ellipsoidal uncertainty is the most natural type of uncertainty to consider. To the best of our knowledge, no other problem-specific approaches for the RCNP under ellipsoidal uncertainty have been proposed in the literature before.
Contribution of this paper. The main contributions of this paper are (a) a robust optimization model for the CNP under very general uncertainty sets, including ellipsoidal uncertainty, (b) a novel approach to address this problem through Benders decomposition while explicitly dealing with robustness in the subproblems, and (c) a computationally efficient implementation that is capable of solving problems of reasonable size.
Outline of this paper. Following this introductory section, Section 2 provides the mathematical formulation. Sections 3 presents the Benders decomposition approach. Computational results are presented in Section 4. Finally, a conclusion is given in Section 5.
Problem Formulation
We consider an undirected weighted graph G(V, E), with node set V and edge set E. A node pair (i, j) is connected if there exists a path that links nodes i and j. To formulate the critical node selection problem, we define the following decision variables We consider an uncertainty set U that contains all possible realizations of edge weights w.
We make the reasonable assumption that w ≥ 0 for all w ∈ U. Apart from this natural assumption, we only require that a linear optimization oracle is given for U. The robust critical node selection problem is then formulated as follows:
[RCNP]: max
In the non-robust case, i.e. when U is a singleton, this model is identical to the one presented in Di Summa et al. (2012) . The objective function maximizes the worst case weight of the disconnected node pairs. Constraint (2) is a cardinality constraint limiting the number of deleted nodes to K (e is a row vector of all ones). Constraints (3) ensure that if a node pair (i, j) is disconnected in the residual graph and there exists an edge (i, j) then either node i or node j should be deleted. Constraints (4)-(6) guarantee that for all triplets (i, j, k), if (i, j) is connected and (j, k) is connected, then (i, k) should be connected. For ease of presentation, in the rest of the paper we refer to constraints (3)- (7) as
We also note that the binary condition on the y ij variables can be relaxed as discussed in Di Summa et al. (2012) thus permitting the application of Benders decomposition. In the following section, we briefly describe our Benders decomposition approach for problem [RCNP] .
Benders Decomposition
Benders decomposition (Benders, 1962; Geoffrion, 1972) splits the variables in a mixed integer program into a linear subproblem and a mixed integer master problem that contains all the integer variables. The main motivation is having a subproblem that is significantly easier to solve. The procedure iterates between solving the subproblem and a relaxed version of the mixed integer master problem, until an optimal solution is reached.
In what follows, we describe the application of Benders decomposition to problem [RCNP] .
For that, we write [RCNP] as follows:
In order to generate optimality cuts for the Benders master problem, we derive the dual of the inner problem
From the concavity of the function g(y) := min w∈U w y, which is independent of the set U, we conclude that f is a concave function in x. This leads to
and strong duality holds.
Proof 1 Rearranging the variables we get
By concavity of f and since all constraints in [PSP] are linear, the Slater condition guarantees strong duality.
The Benders optimality cut can now be derived from a given optimal solution λ of [DSP] as
Hence the Benders master problem is
where cuts (13) are generated iteratively. Solving the Benders master problem with an additional optimality cut, a new optimal solution x is obtained which in turn gives rise to a new optimality cut. This process is repeated iteratively until an optimal solution is obtained.
Solving the Primal Benders Subproblem
In this section, we present a specialized algorithm for solving the Benders subproblem [PSP].
We do not require x to be a binary vector. Fractional values of x appear when using the analytic center cutting plane method (ACCPM) that improves over the classical Benders decomposition; this is discussed in Section 4.1. At the end of this section, we also provide a faster and simpler algorithm for the case of binary x vector.
The specialized algorithm for the fractional case is based on finding the shortest path between every pair of nodes in the graph. For that, let us define an initial set of weights h ij for every edge (i, j) ∈ E such that
We then compute all pairwise shortest paths between every pair of nodes (i, j) and finally set y ij = shortestPath(i, j).
The pairwise shortest paths can be computed efficiently using the Floyd-Warshall algorithm (Floyd, 1962) which finds the shortest paths between all pairs of nodes in O(|V | 3 ) comparisons where |V | is the number of nodes in the graph.
In the following we provide a proof that the resulting solution y is an optimal solution to the nominal Benders subproblem for any fixed w ≥ 0. We first show that y is feasible to
[PSP] and finally show that it is an optimal solution.
Theorem 2 The vector y with y ij = shortestPath(i, j) is feasible to [PSP] .
Proof 2 By definition, we have that 0 ≤ h ij ≤ 1 and h ij ≤ x i +x j ∀(i, j) ∈ E. Furthermore, y ij ≤ h ij since y ij = shortestPath(i, j). Therefore y ij ≤ x i + x j and y ij ≤ 1 for all (i, j) ∈ E and hence constraints (3) and (7) are satisfied. Additionally, for every set of nodes (i, j, k)
we have that
hence constraints (4), (5), (6) are satisfied respectively. Since all the constraints of [PSP] are satisfied, then y ij is feasible to [PSP] .
Theorem 3 The vector y with y ij = shortestPath(i, j) is optimal for [PSP] .
Proof 3 Let y be any feasible solution for [PSP] . We show that y ≤ y. This implies that w y ≤ w y for all w ∈ U since w ≥ 0 and therefore
showing that y is an optimal solution for [PSP] .
So fix i, j ∈ V with i < j. If y ij = 1, we obtain y ij ≤ y ij from (7), so that we may assume y ij < 1. Then, the shortest path from i to j contains only edges
As y is feasible for [PSP], we have
by (3) and (7) and
by constraints (4)-(6). Adding constraints (18), (19), . . . , (20) we get
Substituting (15)- (17) in (21) we get
as desired.
Corollary 1 The optimal value of [PSP] is equal to
For solving problem (22)- (23), we can use the linear optimization oracle that we assume is available for U. The running time for computing y is O(|V | 3 ) as mentioned earlier, however the running time for computing the optimal value of [PSP] depends on how quickly we can minimize the linear objective (22) over the set U. For the case of binary x, the computation of y can be accelerated:
time.
Proof 4 Starting with y = 0, we first remove all nodes i such that x i = 1 along with their incident edges. As long as there is a node r left, we run a depth-first-search from r, resulting in a node set R, set y ij = 1 for all i, j ∈ R, and delete the nodes in R. Clearly, the resulting vector y is optimal for [PSP] , and this algorithm can be implemented to run in O(|V | 2 ) time.
Solving the Dual Subproblem
As discussed earlier, to derive the Benders optimality cuts, the dual optimal solution λ must be obtained.
Lemma 1 Let w be an optimal solution of problem (22)- (23), then an optimal solution of
[DSP] can be computed by solving
Proof 5 By Corollary 1, we have that max y min w∈U w y = w y = max y w y
The latter problem is the dual of problem (24)- (26) and has the same objective function value due to strong duality. Since the objective function is the same for both dual problems, [DSP] and problem (24)- (26), and the feasible set of problem (24)- (26) is a subset of the feasible set of [DSP] then every optimal solution of problem (24)- (26) is an optimal solution of [DSP] .
Lemma 1 shows that solving [DSP] can be reduced to solving a linear program once the primal solution and the corresponding w have been computed. In summary, the only step in the algorithm that requires dealing with U explicitly is the solution of (22)- (23) to compute w.
In fact, an optimal solution of this linear program can be directly derived from an optimal solution of the primal problem [PSP] . For this, assume that an optimal solution of [PSP] is computed as discussed in Section 3.1. More precisely, for each pair {i, j}, let P ij be a shortest path from i to j with respect to the length function h. Without loss of generality, we can make the following assumptions:
(A1) No edge {i, j} with h ij = 1 is contained in any shortest path except for possibly P ij .
(A2) If |E(P ij )| = 1 and i, j ∈ V (P kl ), then {i, j} ∈ E(P kl ).
In order to ensure (A1), we can re-define E(P kl ) := {{k, l}} for all pairs k, l with {i, j} ∈ E(P kl ) and h ij = 1, as h kl ≤ 1 ≤ shortestPath(k, l) in this case, so that the new path is still a shortest path from k to l. In the situation of (A2), one of the shortest paths from i to j consists of edge {i, j}, so we may assume that each shortest path containing i and j uses this edge.
Theorem 5 A Benders optimality cut can be obtained as
Proof 6 The Benders primal subproblem reads
We obtain the Benders dual subproblem Moreover, define
Here, E(P il ) (k, j) means that the path P il contains the vertices k and j one after another, in this order when traversing P ij from i to j. Note that j = l is not excluded.
Since we assume w ≥ 0, we have λ, β ≥ 0. We next show that λ, β satisfies all constraints of the dual problem. First note that k =i,j β k ij is half the sum of all w st such that i, j ∈ V (P st ) but {i, j} ∈ E(P st ) and such that exactly one of the end vertices of the path is i or j, plus
is half the sum of all w it such that j ∈ V (P it ) but {i, j} ∈ E(P it ), plus half the sum of all w st such that t = j and {i, j} ∈ E(P st ) (analogously for k =i,j β j ik by symmetry).
Case h ij = 1: In this case, no shortest path except for possibly P ij contains edge {i, j} by (A1). If |E(P ij )| = 1, then by (A2) all shortest paths containing both i and j must contain edge {i, j}, so it follows that no shortest path except for P ij contains both i and j. Hence β
, as all other terms w kl cancel out each other, and λ 2 ij = 0. If (i, j) ∈ E, we have λ 1 ij = 0, so in both cases the constraint corresponding to y ij in the dual problem is tight.
Case h ij < 1: Here we have (i, j) ∈ E. If |E(P ij )| = 1, then again all shortest paths containing i and j must contain the edge {i, j} by (A2), thus
problem agree, then λ, β is an optimal dual solution. We have
Hence at each iteration, the Benders subproblem is solved as discussed in Section 3.1 and a constraint of the form (27) is generated and added to the Benders master problem.
Complete Algorithm to Compute the Benders Cut
In summary, the following steps are performed to compute a Benders cut for a given solution 2. Given y, compute the corresponding worst case scenario w. This step highly depends on the uncertainty set U. In Section 4, we provide closed form formulas for all standard uncertainty sets, i.e. interval, scenario based, Gamma, and ellipsoidal uncertainty.
3. Given w and the shortest paths of Step 1, compute the Benders cut (27).
Note that in this approach, the computation of an optimal solution y of [PSP] is the main algorithmic step needed to compute the Benders cut.
4 Computational Testing
Analytic Center Cutting Plane Method
The application of classical Benders decomposition often leads to poor performance due to slow convergence. A number of attempts have been made to alleviate this problem.
The concept of Pareto-optimal cuts, introduced by Magnanti and Wong (1981) , looks for a non-dominated cut to add to the master problem when the subproblem has multiple optimal solutions. Recently, Naoum-Sawaya and Elhedhli (2013) proposed integrating the Benders framework within branch-and-bound and using the analytic center cutting plane method to generate Pareto-optimal cuts thus achieving very good speed-ups compared to classical Benders decomposition. The computational results conducted by Naoum-Sawaya and Elhedhli (2013) showed that the majority of the Benders cuts are generated at the root node of the branch-and-cut tree. We hence use a modified version of the approach presented in Naoum-Sawaya and Elhedhli (2013). Rather than generating the Benders cuts at all the nodes of the branch-and-cut tree, the Benders cuts are generated only at the root node and when a new incumbent solution is found. The modified algorithm can also be seen as warm starting the Benders decomposition algorithm with a set of cuts that are generated from the LP relaxation using the analytic center cutting plane method.
Implementation
The proposed Benders decomposition algorithm was coded in C using CPLEX 12.5 callable libraries. The computations are carried out on a Lenovo C30 workstation with 2GHz CPU and 16GB of memory. We conduct the computational testing on two classes of instances.
The first class of test instances is based on planar graphs that were randomly generated using the rudy graph generator (Rinaldi, 1998) . The second class on test instances is based on Barabási-Albert graphs generated using the Barabási graph generator (Dreier, 2006) . A total of 1,220 instances of varying sizes and varying uncertainty sets were solved. The CPU time is limited to 10,000 seconds, after which the algorithm stops and returns the best solution found. All running times are compared to solving the problem [RCNP] directly by CPLEX, with default settings. 
Results
We consider different uncertainty sets centered at the nominal scenario w 0 , where (w 0 ) ij = 1 for all node pairs (i, j), i < j. Parameter K in constraint (2) is set to 5. Computational results for interval uncertainty, scenario based uncertainty, Gamma uncertainty, and ellipsoidal uncertainty are presented next.
Interval Uncertainty
In this section, we consider the interval uncertainty case, i.e. the set U = {w : w 0 −ŵ ≤ w ≤ w 0 +ŵ} is a box centered at w 0 such thatŵ ≥ 0 and w 0 −ŵ ≥ 0. It is easy to see that in this case the worst case scenario is w 0 −ŵ. Therefore [RCNP] is equivalent to the nominal problem max x,y
which is still N P-hard and the proposed Benders approach is applicable without changes (except that finding w is trivial). For our computational testing, we generate random interval sizes by choosing each entry ofŵ uniformly at random from [0, 1]. For comparison, we apply the CPLEX MIP solver directly to problem (28).
Results for randomly generated planar graphs are given in Table 1 . For each problem size, 10 different instances were generated and average results are shown. The following additional details are reported in Table 1: V ertices : Number of vertices in the graph.
Density : Percentage of the maximum number of edges where the maximum number of edges for a planar graph is given by 3 × (|V | − 2).
CU T S0
: Number of Benders cuts that are generated at the root node.
CP U 0 : Computational time in seconds spent on generating Benders cuts
at the root node.
CP U : Total computational time in seconds.
Solved : Number of instances solved within the time limit.
We notice that the proposed Benders approach clearly outperforms CPLEX. For instances with 100 vertices, the proposed Benders approach solved all the instances in less than 2 seconds of computational time on average while CPLEX consumed an average computational time of 250 seconds. For instances with 200 vertices, the proposed Benders approach solved all the attempted instances in less than 6 seconds of computational time while CPLEX failed in solving within the time limit 36 out of the 90 attempted instances. Table 2 shows results for instances with Barabási-Albert graphs. For these instances, the optimal objective function values are displayed for the cases that were solved within the time limit while the best lower and upper bounds are displayed for the cases where the time limit was exceeded. In case not all instances are solved to optimality, averages are taken over all solved instances and marked with an asterisk ( * ).
We notice that instances with Barabási-Albert graphs are significantly harder than the ones with planar graphs. For these instances, CPLEX solved all of the 28 problems within the time limit while the proposed Benders approach reached the time limit for 4 cases however still achieved a faster computational time compared to CPLEX in 13 of the 28 test cases.
We also note that all the instances in which the proposed Benders approach outperformed CPLEX had a relatively low number of edges hence indicating that the proposed Benders approach is computationally efficient mostly for sparse graphs, as is also the case with planar graphs.
Scenario based Uncertainty
In this section, we consider scenario based robustness where the uncertainty set is
In this case the subproblem (22)- (23) The same instances that were discussed in the interval uncertainty case are also solved and the results are reported in Tables 3 and 4 . Similar to the observations in the interval uncertainty case, the proposed Benders approach significantly outperforms CPLEX for instances with planar graphs. For problems with 100 vertices, the average computational time for the Benders approach was 2.7 seconds while CPLEX achieved an average of 443 seconds For the instances that are based on Barabási-Albert graphs that are shown in Table 4 , the proposed Benders approach achieved a better computational time than CPLEX for 15 out of the 28 instances while CPLEX achieved a better computational time for 5 instances, while both approaches reached the time limit for the remaining 8 instances.
Gamma-Uncertainty
In this section, we consider the Gamma robustness as defined by Bertsimas and Sim (2004) and considered by Fan and Pardalos (2010a) in the context of the critical node selection problem. In this case, at most Γ entries of w are allowed to deviate from the nominal scenario w 0 , in addition to one entry (i, j) that is allowed to deviate by (Γ − Γ )ŵ ij for a given Γ ≥ 0. The subproblem (22)- (23) can then be rewritten as whereỹ ij = y ijŵ ij . An optimal solution w is easily obtained by setting w ij = (w 0 ) ij −ŵ ij for the Γ largest entriesỹ ij and setting w ij = (w 0 ) ij − (Γ − Γ )ŵ ij for the next largest entryỹ ij . For comparison, we use the approach of Bertsimas and Sim (2004) to reformulate problem [RCNP] with Gamma-uncertainty as a MIP that we solve using CPLEX.
For our computational testing, the sameŵ as in Section 4.3.1 are used and we assume Γ = |V | 2
. The results for the planar and Barabási-Albert graphs are reported in Tables   5 and 6 , respectively. As shown in Table 5 , the proposed Benders approach consistently outperformed CPLEX for planar graphs. For the instances that are based on Barabási-Albert graphs which are displayed in Table 6 , the proposed Benders approach outperformed CPLEX for 11 instances, while CPLEX achieved a better computational time for 12 instances, and both approaches failed in finding an optimal solution within the time limit for the remaining 5 instances. 
Ellipsoidal-Uncertainty
In this section, we consider ellipsoidal robustness (Ben-Tal et al., 2009) where the uncertainty set is
for a positive definite matrix W such that w ≥ 0 for all w ∈ U. In this case the subproblem 
Varying Budget
In the computational results that are presented earlier, parameter K in constraint (2) is set to 5. In this section, we consider K = 1, 2, 10, 20 and evaluate the impact on the computational performance. Since the proposed approach is particularly effective for ellipsoidal uncertainties, we limit the testing for this type of uncertainty sets and results for Barabási-Albert instances with 50 nodes and planar graph instances with 100 nodes are presented in Tables 9 and 10 , respectively.
The results show that the proposed approach performs significantly better than CPLEX for small values of K. For Barabási-Albert instances with K = 1 and K = 2 the proposed approach found the optimal solution for all the tested instances in an average CPU time of 6.4 and 14.6 seconds respectively while CPLEX required an average of CPU time of 3100.1 and 3038.6 seconds respectively. The computational time however increases as K increases.
For K = 10 and K = 20, the proposed approach fails to solve 9 of the tested Barabási-Albert instances within the time limit, while CPLEX fails in solving 6 instances.
The Results for the planar graphs are displayed in Table 10 . The proposed approach
outperforms CPLEX for all the tested values of K, however, we notice that the computational time increases from an average of 1.6 seconds with K = 1 to an average of 796.3 seconds with K = 20.
Results Summary
This section provides a summary of the effect of uncertainty on the performance of the proposed Benders decomposition algorithm and on the performance of CPLEX. The performance profiles which are given in Figure 1 (a) show that the type of the uncertainty set has little effect on the performance of the proposed Benders decomposition algorithm. The interval uncertainty, which was shown in Section 4.3.1 to correspond to the nominal case, results in the best performance however with only a slight advantage over the remaining uncertainty sets which have identical performance, thus revealing the advantage of the proposed Benders decomposition approach which handles the uncertainty sets through an efficient optimization oracle. The performance of CPLEX is however highly dependent on the type of the uncertainty set. As shown in Figure 1 (b), CPLEX achieves the best performance when interval uncertainty is used, outperforming the cases with Gamma, scenario based, and ellipsoidal uncertainty, with the latter being the most computationally challenging.
Conclusion
This paper provides a Benders decomposition algorithm for the robust critical node selec- 
