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Abstract
We present a series of four self-contained lectures on the following topics;
(I) An introduction to 4-dimensional 1 ≤ N ≤ 4 supersymmetric Yang-Mills
theory, including particle and field contents, N = 1 and N = 2 superfield methods
and the construction of general invariant Lagrangians;
(II) A review of holomorphicity and duality in N = 2 super-Yang-Mills, of
Seiberg-Witten theory and its formulation in terms of Riemann surfaces;
(III) An introduction to mechanical Hamiltonian integrable systems, such as the
Toda and Calogero-Moser systems associated with general Lie algebras; a review of
the recently constructed Lax pairs with spectral parameter for twisted and untwisted
elliptic Calogero-Moser systems;
(IV) A review of recent solutions of the Seiberg-Witten theory for general gauge
algebra and adjoint hypermultiplet content in terms of the elliptic Calogero-Moser
integrable systems.
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1 Introduction
Supersymmetry (often abbreviated as susy) maps particles and fields of integer spin
(bosons) into particles and fields of half odd integer spin (fermions) and vice versa. Super-
symmetry was introduced in quantum field theory in [1] (for textbooks, see [2]). Super-
symmetry is a continuous space-time symmetry, generated by a supercharge Qα, which is
a fermionic space-time spinor operator of spin 1/2. As such, Qα commutes with the usual
local and global internal symmetries, such as color and flavor symmetries,
[Qα, internal charges] = 0 . (1.1)
As a result, in a supersymmetric theory, the spectrum is arranged in pairs (boson, fermion),
where the boson and fermion have the same internal quantum numbers and the same mass.
In the present lectures, we shall concentrate on Yang-Mills theories, which are built
out of particles and fields of spins at most equal to 1. Thus, we shall not deal with theories
of gravity which contain also particles and fields of spins larger than 1. Before reviewing
the structure of the spectrum and of the interactions of supersymmetric theories, we shall
briefly explain why supersymmetry is an important and integral part of modern particle
physics already today and is expected to become so even more in the near future.
1.1 Supersymmetry and the Standard Model
All the particle physics that we know of today is described to stunning accuracy by the
particle contents and by the interactions of the Standard Model. The particle contents is
given in table 1; all particles have been observed, except for the Higgs.
The interactions between the spin 1 particles and quarks and leptons are dictated by
the gauge invariance of the standard model, SU(3)c × SU(2)L × U(1)Y . To each of the
factors of the gauge group, there is an independent coupling constant, denoted by g3, g2
and g1. The fine structure constant α, familiar from electromagnetism, and the weak
mixing angle θW are combinations of the couplings g2 and g1.
Spin 0 physical Higgs not yet observed
leptons
(
νe
e−
) (
νµ
µ−
) (
ντ
τ−
)
Spin 1
2
quarks
(
u
d
) (
c
s
) (
t
b
)
8 gluons g strong interactions
Spin 1 photon γ electro-magnetic interactions
W±, Z weak interactions
Table 1: Particle Contents of the Standard Model
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By inspection of the particle spectrum of the Standard Model, it is immediate that
there is not a single candidate for a supersymmetric pair of particles. Thus, it would
appear at first sight that supersymmetry has no useful place in particle physics, since the
most basic characteristic of a supersymmetric theory is not realized in the Standard Model.
However, in Nature, symmetries are often spontaneously broken. This means that
the laws of physics are invariant under a symmetry, but the solution of the equations
(such as the ground state of the theory) is not invariant under this symmetry. This
situation is familiar from the Standard Model itself and occurs in all three sectors of
the theory. In the SU(3)c or Quantum Chromodynamics (QCD) sector, the spontaneous
breaking of approximate chiral symmetry for the up and down quarks is responsible for the
comparatively small masses of the pions, as well as for the comparatively large masses of
the nucleons. (This effect is discussed in detail in the Banff lectures of Frank Wilczek [3].)
In the SU(2)L × U(1)Y sector, the spontaneous breaking of SU(2) is responsible for the
masses of quarks, leptons, W± and Z particles, as well as for the emergence of unbroken
electromagnetic U(1)em.
Thus, by analogy with mechanisms familiar from the Standard Model, we should expect
that also supersymmetry may be spontaneously broken if realized at all in Nature. In the
generic mechanisms of supersymmetry breaking, the spectrum continues to be organized
in pairs of bosons and fermions with equal quantum numbers, but the mass of the fermion
is different from the mass of the boson of the pair.
Considering now pairs of fermions and bosons, but allowing for unequal masses, as is
typical of spectra with spontaneously broken supersymmetry, we see that the Standard
Model still exhibits no candidates for such pairs, and thus displays no room for supersym-
metry to operate, even if spontaneously broken. To have any chance at all of realizing
supersymmetry, even spontaneously broken, the particle spectrum of the Standard Model
must be extended. The minimal way of doing this, via the introduction of the smallest
number of supplementary particles, is called theMinimal Supersymmetric Standard Model.
Basically, for each currently known or non-supersymmetric particle, we supply a hypothet-
ical supersymmetric partner. There is one exception : supersymmetry requires at least
two Higgs fields. The spectrum is schematically exhibited in table 2.
Non-Susy Sector Susy Partners Spin Susy Partners
2 Higgs (required) Higgsinos 1/2
Leptons (νe e
−) · · · sLeptons (ν˜e e˜−) · · · 0
Quarks (u d) · · · sQuarks (u˜ d˜) · · · 0
Gluons g Gluinos g˜
Photon γ photino γ˜ 1/2
W±, Z Winos W˜±, Zino Z˜
Table 2: Particle Contents of the Minimal Supersymmetric Standard Model
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Actually, the existence of super partners in supersymmetric theories is one of the most
dramatic and most general predictions that follows from the assumption that supersym-
metry has anything to do with Nature at all. Bold as the assumption of this extension of
the particle spectrum may be, this is not the first time in the history of particle physics
that the number of degrees of freedom associated with an elementary particle is doubled
up, as schematically shown in the diagram below for the case of the electron
Thompson electron =⇒ + spin =⇒ + positron =⇒ + susy partner .
The precise mechanism by which supersymmetry is to be broken is not well understood
at present. By analogy with QCD, the mechanism may be inherently non-perturbative,
but we do not know for a fact that this is the case.
1.2 Supersymmetry and Unification of Forces
The supersymmetric extension of the Standard Model, in which a hypothetical super-
symmetric partner is included for each known particle, has appeared in a rather ad-hoc
fashion. The full significance of supersymmetry really emerges only when the principle
of supersymmetry is considered in conjunction with the principle of the unification of the
strong, electro-magnetic and weak forces (and most likely also gravity).
Remarkably, the Standard Model automatically contains a new scale at energies of
order 1015 GeV . It is surprising to find such a high energy scale in the model, since the
masses of the quarks, leptons and gauge bosons are on the order of or smaller than the
electro-weak scale of about 250 GeV . To see how this new scale emerges, one must take
into account the effect of renormalization of the three couplings gi, i = 1, 2, 3. (See for
example [4].) As the typical energy or mass scale µ of a physical process is altered, the
couplings gi vary according to the renormalization group equations, whose lowest order
solutions are given by
4π
g2i (µ)
=
bi
2π
ln
µ
Λi
i = 1, 2, 3 . (1.2)
Here, bi are numerical constants, dependent on the gauge group and on the matter contents,
and Λi are integration constants; we shall not need their explicit values here. The couplings
have been measured to very high accuracy at the scale of the mass of the Z particle µ = MZ ,
where [5]
g1(MZ) ∼ 0.46 < g2(MZ) ∼ 0.64 < g3(MZ) ∼ 1.22 (1.3)
These values determine the integration constants Λi for given bi.
The couplings g2 and g3 are asymptotically free, i.e. their values decrease as the energy
scale is increased because b2, b3 > 0. Now, at low energies, the strong coupling g3 is larger
than g2, and since b3 > b2, the coupling g3 will decrease faster than g2. Also, the coupling
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g1 is not asymptotically free and increases as the energy scale is increased because b1 < 0.
From these general considerations, it is not surprising that the couplings gi will mutually
intersect as the energy scale is raised.
Remarkably however, all three couplings gi(µ) approximately intersect in one point
around MU ∼ 1015 GeV . Even more remarkably, this scale is only a few orders of magni-
tude below perhaps the most primary scale in physics, the Planck scaleMP ∼ 1019 GeV at
which quantum gravity is supposed to become important. Adopting the philosophy that
such a remarkable coincidence cannot be merely an accident and must have a fundamental
physical meaning, we are led to interpret the scale MU , where the three couplings approx-
imately meet, as a scale where the three different forces are unified into a single one. A
unified theory will be governed by a simple gauge group. The smallest such group which
contains the gauge group of the Standard Model as a subgroup is SU(5), but the inclusion
of a massive neutrino can be realized only in the larger SO(10), and string theory might
favor a sequence all the way up to the maximal exceptional group E8,
SU(3)c × SU(2)L × U(1)Y ⊂ SU(5) ⊂ SO(10) ⊂ E6 ⊂ E8 . (1.4)
Starting at the highest energy scales, just below MP , and running down to lower energy
scales, there will initially be only a single force, governed by the unified simple gauge
group. The strong, electromagnetic and weak interactions will emerge as the result of a
phase transition at the unification scale MU , where the unified gauge symmetry is broken
down to the SU(3)c×SU(2)L×U(1)Y gauge group. If the breaking of the gauge symmetry
occurs in successive stages, various intermediate breaking scales will also emerge.
The unification scheme is attractive for a number of additional reasons.
⊕ The Abelian gauge interactions U(1)Y and U(1)em are not asymptotically free and the
gauge couplings g1 and α grow indefinitely as the energy scale is increased. It is usually
argued that this behavior leads to a Landau ghost, thus to a failure of unitarity at high
energies and ultimately to an inconsistency of the theory. In the unification schemes where
the U(1) gauge group arises from the breaking of an asymptotically free gauge theory with
simple gauge group, this problem is automatically avoided, because the dynamics of the
asymptotically simple group will take over at sufficiently large energies.
⊕ The particle spectrum of the standard model without right handed neutrino fits eco-
nomically in three family copies of the 5¯⊕ 10 of SU(5), while the spectrum including the
right handed neutrino fits precisely in three family copies of the 16 spinor representation
of SO(10). In view of the recent experimental results on neutrino masses and oscillations,
the SO(10) scheme is definitely the preferred one.
However, the unification scheme also has some fundamental problems.
⊖ The additional gauge bosons can mediate baryon number violating transitions, and the
proton life-time comes out around 1029 years, many orders of magnitude shorter than the
present experimental bounds of around 1033 years. (See for example [6].)
7
⊖ As the fundamental scale in the unification models is now large and on the order
of 1015 GeV , it becomes an issue as to how the comparatively small mass scales of the
electro-weak gauge bosons and the quarks and leptons come about. This is called the
hierarchy problem. The principles of quantum field theory guarantee that these masses are
free parameters, so in principle they could be adjusted by hand to be small. This requires
an absurd degree of fine tuning of the various couplings in the theory, and is usually viewed
as unnatural.
⊖ Finally, the three gauge couplings g1, g2 and g3 meet only approximately in a single
point. With the high precision data made available by the study of the Z-particle and
its decays, we now know that strictly within the scenario of the Standard Model and its
extrapolation to high energies, the three couplings will not intersect at one point.
The Supersymmetric Extension of the Standard Model, combined with the principle
of unification of strong, electro-magnetic and weak forces supplies radical solutions to the
above problems.
⊕ The supersymmetric extension of the SO(10) unified theory provides perfect intersection
of the couplings g1, g2 and g3 at MSU ∼ 1016 GeV . The running of the gauge couplings
depends only very slightly upon the scale and mechanism of supersymmetry breaking. The
result quoted here is obtained generically when the susy breaking scale is on the order of
the electro-weak scale of 100 GeV .
⊕ The proton life-time for the SU(5) or SO(10) supersymmetric unified theories is now
much longer (in part because the unification scale is an order of magnitude larger in the
supersymmetric theories) and estimated to be on the order of 3× 1033 years. This result
is tantalizingly close to the present day bounds for this number, and if supersymmetric
unified theories are viable, we may expect to see proton decay within our life-time.
⊕ The hierarchy and fine-tuning problems are dramatically reduced. The smallness of
fermion masses is naturally protected by chiral symmetries. In generic non-supersymmetric
theories, the smallness of boson masses is not protected and contributions to the boson
mass quadratic in the cutoff scale tend to drive boson masses towards the largest scale
in the theory. In exactly supersymmetric theories, bosons and fermions are degenerate,
so supersymmetry together with chiral symmetry will also protect the smallness of boson
masses. In more realistic theories, where supersymmetry is broken (explicitly or spon-
taneously) at a scale of MB, the smallness of boson masses will be naturally protected
up to the supersymmetry breaking scale. The idea being that above this breaking scale,
supersymmetry is exact for all practical purposes, and boson and fermion masses above
this scale will be degenerate.
⊕ Finally, the argument of the previous point may be turned around and used to provide a
rough estimate of the supersymmetry breaking scale. If supersymmetry is to protect boson
masses up to the electro-weak scale, then the supersymmetry breaking scale cannot be too
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much larger than the electro-weak breaking scale, otherwise supersymmetry will cease to
resolve the hierarchy and fine-tuning problems. Including lower bounds from present day
experiments on supersymmetric particles, we obtain the challenging range
100 GeV ≤ susy breaking scale ≤ 1000 GeV . (1.5)
As experiments confront energy scales larger than the susy breaking scale, one may natu-
rally expect to find a wealth of supersymmetric partners. Remarkably, if the above scheme
is borne out in Nature, the experimental discovery of supersymmetry may not be far off
in the future !
1.3 Supersymmetric Yang-Mills dynamics
In view of the remarkable confluence of circumstancial evidence pointing towards a super-
symmetric extension of the Standard Model, it has become a priority in particle physics
to understand better the perturbative and non-perturbative dynamics of supersymmet-
ric gauge theories and their spontaneous breaking. Over the past few years, substantial
progress has been made in the understanding of the non-perturbative dynamics of Yang-
Mills theory with extended supersymmetry, namely N = 2 and N = 4. On the one hand,
by generalizing Montonen-Olive [7] duality, Seiberg and Witten [8] obtained the exact
low energy effective action as well as the exact spectrum of BPS states of N = 2 super
Yang-Mills theory (with SU(2) gauge group) and established that the dynamics is always
that of a Coulomb phase. On the other hand, by analyzing D3-brane configurations [9]
in certain limits, Maldacena [10] arrived at an equivalence conjecture between Type IIB
superstring theory on AdS5×S5 and N = 4 superconformal Yang-Mills theory. Assuming
this equivalence, further conjectures, purely on N = 4 super Yang-Mills, have emerged,
suggesting an extensive degree of non-renormalization [11] perhaps beyond that required
by the N = 4 supersymmetry alone [12]. While it is unlikely that N = 4 super Yang-Mills
is completely integrable in the sense of 2-dimensional models, both developments men-
tioned above suggest that the theory may be integrable in restricted sense. While these
developments are impressive, the physically most pressing questions such as the dynamics
of supersymmetry breaking remain only partially under control to this date.
The purpose of the present lectures is to present an introduction to 4-dimensional
supersymmetric gauge theories, including those with extended supersymmetry, as well as
to the Seiberg-Witten non-perturbative solutions. Remarkably, these solutions possess
a natural and extremely useful mapping onto integrable systems in classical mechanics,
a subject to which we also present a review. Finally, the map onto integrable systems,
in particular onto Toda and Calogero-Moser systems, is used to give a Seiberg-Witten
construction for general gauge algebras and a hypermultiplet in the adjoint representation
of the gauge algebra (a theory obtained from N = 4 super Yang-Mills by adding a mass
term to the hypermultiplet).
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2 Supersymmetric Yang-Mills in 4 Dimensions
We begin by reviewing the particle and field contents and the construction of Lagrangians
invariant under supersymmetry for spins less or equal to 1. For textbooks see [2].
2.1 Supersymmetry Algebra
Poincare´ symmetry is generated by the translations R4 and Lorentz transformations
SO(3, 1), with generators Pµ and Lµν respectively. (Here and below, µ, ν = 0, 1, 2, 3.) The
complexified Lorentz group is isomorphic to SU(2)×SU(2), and its finite-dimensional rep-
resentations are usually labeled by two positive (or zero) half integers (s+, s−), s± ∈ Z/2.
Scalar, 4-vector, and rank 2 symmetric tensors transform under (0, 0), (1
2
, 1
2
) and (1, 1)
respectively, left and right chirality fermions transform under (1
2
, 0) and (0, 1
2
) respectively,
and selfdual and anti-selfdual rank 2 anti-symmetric tensors transform under (1, 0) and
(0, 1) respectively.
Supersymmetry enlarges the Poincare´ algebra by including spinor supercharges,
I = 1, · · · ,N


QIα α = 1, 2 left Weyl spinor
Q¯α˙I = (Q
I
α)
† right Weyl spinor
(2.1)
Here, α is a Weyl spinor label, and N is the number of independent supersymmetries of
the algebra. The supercharges transform as Weyl spinors of SO(3, 1), and are translation
invariant, so that [Pµ, Q
I
α] = 0. The remaining super-Lie algebra structure relations are
{QIα, Q¯β˙J} = 2σµαβ˙PµδIJ (2.2)
{QIα, QJβ} = 2ǫαβZIJ (2.3)
Here, we have used 2-component spinor notation, which is related to 4-component Dirac
spinor notation by
γµ =
(
0 σµ
σ¯µ 0
)
QI =
(
QIα
Q¯α˙I
)
(2.4)
By construction, the generators ZIJ are anti-symmetric in the indices I and J , and com-
mute with all generators of the supersymmetry algebra. For the last reason, the ZIJ are
usually referred to as central charges, and we have
ZIJ = −ZJI [ZIJ , anything] = 0 . (2.5)
Note that for N = 1, the anti-symmetry of Z implies that Z = 0.
The supersymmetry algebra is left invariant under a global phase rotation of all super-
charges QIα, forming a group U(1)R. In addition, when N > 1, the different supercharges
may be rotated into one another under a unitary transformation, belonging to SU(N )R.
These (automorphism) symmetries of the supersymmetry algebra are called R-symmetries.
In quantum field theories, part or all of these R-symmetries may be broken by anomaly
effects.
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2.2 Massless Particle Representations
To study massless representations, we choose a Lorentz frame in which the momentum
takes the form P µ = (E, 0, 0, E), E > 0. The susy algebra relation (2.2) then reduces to
{QIα, (QJβ)†} = 2(σµPµ)αβ˙δIJ =
(
4E 0
0 0
)
αβ˙
δIJ . (2.6)
We consider only unitary particle representations, in which the operators QIα act in a
positive definite Hilbert space. The relation for α = β˙ = 2 and I = J implies
{QI2, (QI2)†} = 0 =⇒ QI2 = 0, ZIJ = 0 . (2.7)
The relation QI2 = 0 follows because the left hand side of (2.7) implies that the norm of
QI2|ψ〉 vanishes for any state |ψ〉 in the Hilbert space. The relation ZIJ = 0 then follows
from (2.2) for α = 2 and β˙ = 1. The remaining supercharge operators are
• QI1 which lowers helicity by 1/2;
• Q¯I
1˙
= (QI1)
† which raises helicity by 1/2.
Together, QI1 and (Q
I
1)
†, with I = 1, · · · ,N form a representation of dimension 2N of the
Clifford algebra associated with the Lie algebra SO(2N ). All the states in the representa-
tion may be obtained by starting from the highest helicity state |h〉 and applying products
of QI1 operators for all possible values of I.
Here, we shall only be interested in CPT invariant theories, such as quantum field
theories and string theories, for which the particle spectrum must be symmetric under a
sign change in helicity. If the particle spectrum obtained as a Clifford representation in
the above fashion is not already CPT self-conjugate, then we shall take instead the direct
sum with its CPT conjugate. For helicity ≤ 1, the spectra are listed in table 3. The N = 3
and N = 4 particle spectra then coincide, and the quantum field theories are identical.
Helicity N = 1 N = 1 N = 2 N = 2 N = 3 N = 4
≤ 1 gauge chiral gauge hyper gauge gauge
1 1 0 1 0 1 1
1/2 1 1 2 2 3+1 4
0 0 1+1 1+1 4 3+3 6
−1/2 1 1 2 2 1+3 4
−1 1 0 1 0 1 1
Total # 2× 2 2× 2 2× 4 8 2× 8 16
Table 3: Numbers of Massless States as a function of N and helicity
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2.3 Massive Particle Representations
For massive particle representations, we choose the rest frame with P µ = (M, 0, 0, 0), so
that the first set of susy algebra structure relations takes the form
{QIα, (QJβ)†} = 2MδβαδIJ . (2.8)
To deal with the full susy algebra, it is convenient to make use of the SU(N ) R-symmetry
to diagonalize in blocks of 2 × 2 the anti-symmetric matrix ZIJ = −ZJI . To do so, we
split the label I into two labels : I = (a, i) where a = 1, 2 and i = 1, · · · , r, where N = 2r
for N even (and we append a further single label when N is odd). We then have
Z = diag(ǫZ1, · · · , ǫZr,#) ǫ12 = −ǫ21 = 1 , (2.9)
where # equals 0 for N = 2r + 1 and # is absent for N = 2r. The Zi, i = 1, · · · , r are
real central charges. In terms of linear combinations Qiα± ≡ 12(Q1iα ± σ0αβ˙(Q2iβ )†), the only
non-vanishing susy structure relation left is (the ± signs below are correlated)
{Qiα±, (Qjβ±)†} = δijδβα(M ± Zi) . (2.10)
In any unitary particle representation, the operator on the left hand side of (2.10) must be
positive, and thus we obtain the BPS bound (for Bogomolnyi-Prasad-Sommerfield)
M ≥ |Zi| i = 1, · · · , r =
[N
2
]
. (2.11)
Whenever one of the values |Zi| equals M , the BPS bound is (partially) saturated and
either the supercharge Qiα+ or Qiα− must vanish. The supersymmetry representation then
suffers multiplet shortening. More precisely, if we have M = |Zi| for i = 1, · · · , ro, and
M > |Zi| for all other values of i, the susy algebra is effectively a Clifford algebra associated
with SO(4N − 2ro), the corresponding representation is said to be 1/2ro BPS, and has
dimension 22N−ro.
Spin N = 1 N = 1 N = 2 N = 2 N = 2 N = 4
≤ 1 gauge chiral gauge BPS gauge BPS hyper BPS gauge
1 1 0 1 1 0 1
1/2 2 1 4 2 2 4
0 1 2 5 1 4 6
Total # 8 4 16 8 8 16
Table 4: Numbers of Massive States as a function of N and spin
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2.4 Field Contents of Supersymmetric Field Theories
The analysis of the preceding two subsections has revealed that the supersymmetry particle
representations for 1 ≤ N ≤ 4, with spin less or equal to 1, simply consist of customary
spin 1 vector particles, spin 1/2 fermions and spin 0 scalars. Correspondingly, the fields
in supersymmetric theories with spin less or equal to 1 are customary spin 1 gauge fields,1
spin 1/2 Weyl fermion fields and spin 0 scalar fields, but these fields are restricted to enter
in multiplets of the relevant supersymmetry algebras. Here, we shall need only the N = 2
BPS gauge field, instead of the full N = 2 gauge multiplet, and henceforth we shall restrict
to this case.
Let G denote the gauge algebra, associated with a compact Lie group G. Then, two
kinds of multiplets occur. For any 1 ≤ N ≤ 4, we have a gauge multiplet, which transforms
under the adjoint representation of G. For N = 3, 4, this is the only possible multiplet.
Furthermore, the quantum field theories with N = 3 supersymmetry turn out to coincide
with those with N = 4 supersymmetry in view of CPT invariance. Thus, we shall limit
our discussion to the N = 4 theories, as is customarily done. For N = 1 and N = 2, we
also have matter multiplets : for N = 1, this is the chiral multiplet, and for N = 2 this is
the hypermultiplet, both of which may transform under an arbitrary (unitary, and possibly
reducible) representation R of G.
We shall now briefly discuss each of these field multiplets in terms of their components,
which are the customary gauge field Aµ, left Weyl fermions ψα and λα and scalar fields φ
and H . (The notation is conventional.) A Dirac fermion ψD is the direct sum of a left and
right Weyl fermion ψD = (ψ λ¯), while a Majorana (or real) fermion ψM is a Dirac fermion
with λ = ψ : ψM = (ψ ψ¯). In 4 space-time dimensions, a Majorana fermion is equivalent
to a Weyl fermion.
• N = 1 Gauge Multiplet (Aµ λα), where λα is the gaugino Majorana fermion;
• N = 1 Chiral Multiplet (ψα φ), where ψα is a left Weyl fermion and φ a complex
scalar, in the representation R of G.
• N = 2 Gauge Multiplet (Aµ λα± φ), where λα± form a Dirac fermion, and φ is the
complex gauge scalar. Under the SU(2)R symmetry of N = 2 supersymmetry, the
fields Aµ and φ are singlets, while the fields λ+ and λ− transform as a doublet.
• N = 2 Hypermultiplet (ψα+ H± ψα+), where ψα± form a Dirac spinor and H± are
complex scalars, transforming under the representation R of G. Under the SU(2)R
symmetry, ψ± are singlets, while H+ and H− transform as a doublet.
• N = 4 Gauge Multiplet (Aµ λAα φI), where λAα , A = 1, 2, 3, 4 are left Weyl fermions
(equivalent to two Dirac fermions) and φI , I = 1, · · · , 6 are real scalars (equivalent
1By the principles of unitary quantum field theory, spin 1 vector particles are described by gauge fields.
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to three complex scalars). Under the SU(4)R symmetry of N = 4 supersymmetry,
the gauge field Aµ is a singlet, the fermions λ
A
α transform in the fundamental 4, the
scalars φI transform in the rank 2 anti-symmetric 6.
It is very useful to record the transformation properties and representation contents
under supersymmetry subalgebras of the N = 2 and N = 4 supersymmetry algebras,
• (N = 2 gauge) = (N = 1 gauge) ⊕ (N = 1 chiral in adjoint rep. of G);
• (N = 2 hyper) = (N = 1 chiral) ⊕ (N = 1 chiral in complex conjugate rep.);
• (N = 4 gauge) = (N = 2 gauge) ⊕ (N = 2 hyper in adjoint rep. of G).
We conclude by remarking that all of the above multiplets are parity self-conjugate, except
for the N = 1 chiral multiplet, since it is built out of a single left Weyl fermion.
2.5 N=1 Supersymmetric Lagrangians
Lagrangians invariant under supersymmetry are just customary Lagrangians of gauge, spin
1/2 fermion and scalar fields, (these fields are arranged in multiplets of the supersymmetry
algebra, as established previously) with certain special relations amongst the coupling
constants and masses. We begin with the construction of Lagrangians invariant under the
smallest degree of supersymmetry, namely N = 1. For our purposes, the Lagrangians of
interest are of two restricted kinds
• (1) Renormalizable N = 1 supersymmetric gauge theories;
• (2) More general low energy effective N = 1 supersymmetric theories, with the
property that any monomial term in the Lagrangian has a total of no more than two
derivatives on all boson fields and no more than one derivative on all fermion fields.
Such restricted Lagrangian may be viewed as describing phenomena in the limit of
low energy and momenta, and are well familiar from soft pion physics.
In 4 space-time dimensions, all Lagrangians in group (1) automatically belong in group
(2). Thus, we seek to construct all Lagrangians in (2).
We consider first the case of only the N = 1 gauge multiplet (Aµ λα), and proceed by
writing down all possible gauge invariant polynomial terms of dimension 4 using minimal
coupling. One finds
L = − 1
2g2
trFµνF
µν +
θ
8π2
trFµνF˜
µν − i
2
trλ¯σ¯µDµλ , (2.12)
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where g is the gauge coupling, θ is the instanton angle, the field strength is Fµν = ∂µAν −
∂νAµ + i[Aµ, Aν ], F˜µν =
1
2
ǫµνρκF
ρκ is the Poincare´ dual of F , and Dµ = ∂µλ + i[Aµ, λ].
Remarkably, L is automatically invariant under theN = 1 supersymmetry transformations
δξAµ = iξ¯σ¯µλ− iλ¯σ¯µξ
δξλ = σ
µνFµνξ (2.13)
where ξ is a spin 1/2 valued infinitesimal supersymmetry parameter. Note that the addi-
tion in (2.12) of a Majorana mass term mλλ for λ would spoil supersymmetry.
Unfortunately, as soon as scalar fields are to be included, such as is the case when
dealing with chiral multiplets, it is no longer so easy to guess supersymmetry invariant
Lagrangians. For example, for a single chiral multiplet (ψ φ) already, the restricted case
(1) of just renormalizable Lagrangians is much more involved and much less intuitive. We
quote here the result and shall leave the derivation of this case as well as of the more
general ones for the next subsections. We have
L = −∂µφ∗∂µφ− iψ¯σ¯µ∂µψ −
∣∣∣∣∂U∂φ
∣∣∣∣2 − Re
(
ψψ
∂2U
∂φ2
)
(2.14)
where U(φ) is forced by N = 1 supersymmetry to be a complex analytic (holomorphic)
scalar function of φ, called the superpotential. Renormalizability furthermore restricts U
to be a polynomial of degree no larger than 3 : U(φ) = U0 +U1φ+U2φ
2 +U3φ
3. Here, Ui
are complex coupling constants, with U3 specifying both the scalar quartic self-coupling
and Yukawa coupling, and U2 specifying both the scalar and fermion masses.
2.6 N=1 Superfield Methods
Generally, the construction of invariants is highly facilitated by the use of tensor-type
methods, in which all fields which transform linearly into one another are assembled into
a single multiplet. Such methods are familiar from the construction of Lorentz invariants
or gauge invariants.
The construction of field multiplets containing all fields that transform linearly into one
another under supersymmetry presents a new challenge, because such multiplets must hold
simultaneously bosonic and fermionic fields. To achieve such superpositions of commuting
Bose fields and anti-commuting Fermi fields consistently with Lorentz invariance, requires
the introduction of new anti-commuting spin 1/2 parameters or coordinates. For N = 1
supersymmetry, we introduce a (constant) left Weyl spinor coordinate θα and its complex
conjugate θ¯α˙ = (θα)
†, satisfying
[xµ, θα] = [x
µ, θ¯α˙] = {θα, θβ} = {θα, θ¯β˙} = {θ¯α˙, θ¯β˙} = 0 . (2.15)
Often, θ and θ¯ are regarded as additional space-time coordinates on the same footing as
the customary coordinate xµ, which together then parametrize superspace.
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Superderivatives are defined by
Dα ≡ ∂
∂θα
+ iσµαα˙θ¯
α˙∂µ D¯α˙ ≡ − ∂
∂θ¯α˙
− iθασµαα˙∂µ (2.16)
where differentiation and integration of θ coordinates are defined by
∂
∂θα
(1, θβ, θ¯β˙) ≡
∫
dθα(1, θβ, θ¯β˙) ≡ (0, δαβ , 0) . (2.17)
We also define Lorentz scalar differentials by
d2θ ≡ 1
4
dθαdθ
α, d2θ¯ ≡ 1
4
dθ¯α˙dθ¯α˙, d
4θ ≡ d2θd2θ¯ , (2.18)
so that ∫
d2θ θθ =
∫
d2θ¯ θ¯θ¯ =
∫
d4θ θθθ¯θ¯ = 1 (2.19)
For general notations and conventions for spinors and their contractions, see Appendix A.
A superfield is defined as a general function of the superspace coordinates xµ, θα, θ¯
α˙.
Since the square of each θα or of each θ¯α˙ vanishes, superfields admit finite Taylor expansions
in powers of θ and θ¯. Thus, the most general superfield S(x, θ, θ¯) yields the following
component expansion
S(x, θ, θ¯) = φ(x) + θψ(x) + θ¯χ¯(x) + θ¯σ¯µθAµ(x) + θθf(x) + θ¯θ¯g
∗(x)
+iθθθ¯λ¯(x)− iθ¯θ¯θρ(x) + 1
2
θθθ¯θ¯D(x) . (2.20)
Naturally, in quantum field theory, one restricts to superfields that are either bosonic or
fermionic, so that the superfield has definite (anti-) commutation relations with θ and θ¯,
bosonic superfield [S, θα] = [S, θ¯α˙] = 0
fermionic superfield {S, θα} = {S, θ¯α˙} = 0 . (2.21)
Thus, if S is bosonic, the component fields φ, Aµ, f , g and D are bosonic as well, while
the fields ψ, χ, λ and ρ are fermionic. On the other hand, if S is fermionic, the component
fields φ, Aµ, f , g and D are fermionic as well, while the fields ψ, χ, λ and ρ are bosonic.
Mathematically, the superfields belong to a Z2 graded algebra of functions on superspace,
with the even grading associated with bosonic fields and the odd grading asssociated with
fermionic fields. We shall denote the grading by g(S).
Superderivatives on superfields satisfy the following graded differentiation rule
Dα(S1S2) = (DαS1)S2 + (−)g(S1)g(S2)S1(DαS2)
Dα˙(S1S2) = (Dα˙S1)S2 + (−)g(S1)g(S2)S1(Dα˙S2) , (2.22)
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where g(Si) is the grading of the field Si.
The only elementary superfields we shall need here are bosonic and they have the
property that the zero-th order term, the field φ(x), is a Lorentz scalar. We shall also
encounter a composite fermionic superfield, whose first component is a spinor, and which
is associated with the gauge field strength. If S is a bosonic scalar superfield, then φ, f ,
g, D are scalars while ψ, χ λ, ρ are left-handed Weyl spinors, and Aµ is a gauge field.
On superfields, supersymmetry transformations are naturally realized in a linear way
via super-differential operators (just as on ordinary fields, translations and Lorentz trans-
formations are realized in a linear way via differential operators). The infinitesimal super-
symmetry parameter is still a constant left Weyl spinor ξ, as in (2.13) and we have
δξS = (ξQ+ ξ¯Q¯)S (2.23)
with the supercharges defiend by
Qα =
∂
∂θα
− iσµαα˙θ¯α˙∂µ Q¯α˙ = −
∂
∂θ¯α˙
+ iθασµαα˙∂µ (2.24)
The super-differential operators Dα and Qα differ only by a sign change, and generate left
and right actions of supersymmetry respectively. Their relevant structure relations are
{Qα, Q¯β˙} = 2σµαβ˙Pµ {Dα, D¯β˙} = −2σ
µ
αβ˙
Pµ (2.25)
where Pµ = i∂µ. Since left and right actions mutually commute, all 4 components of D
anti-commute with all 4 components of Q : {Qα, Dβ} = {Qα, D¯β˙} = 0, and their complex
conjugate relations. Further useful relations are that the product of any three D’s or any
three Q’s vanishes,
DαDβDγ = QαQβQγ = 0 (2.26)
as well as their complex conjugate relations.
2.7 Irreducible Superfields of N=1
The type of superfield introduced above is in general highly reducible, and the irreducible
components may be found by imposing supersymmetric conditions on the superfield.
(a) The Chiral Superfield Φ is obtained by imposing the condition
D¯α˙Φ = 0 . (2.27)
The anti-chiral superfield Φ† is obtained by imposing DαΦ† = 0. These conditions are
invariant under the supersymmetry transformations of (2.23) since D or D¯ and Q or Q¯
anti-commute. Equation (2.27) may be solved in terms of the composite coordinates
xµ± = x
µ ± iθσµθ¯, (2.28)
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which satisfy
D¯α˙x
µ
+ = 0, Dαx
µ
− = 0, (2.29)
and we have (a factor of
√
2 has been inserted multiplying ψ to give this field standard
normalization)
Φ(x, θ, θ¯) = φ(x+) +
√
2θψ(x+) + θθF (x+)
Φ†(x, θ, θ¯) = φ∗(x−) +
√
2θ¯ψ¯(x−) + θ¯θ¯F ∗(x−) (2.30)
The component fields φ and ψ are the scalar and left Weyl spinor fields of the chiral
multiplet respectively, as discussed previously. The field F has not appeared previously.
The field equation for F is always algebraic, so that F is a non-dynamical or auxiliary field
of the chiral multiplet.
(b) The Vector Superfield is obtained by imposing the condition
V = V † (2.31)
on a general superfield of the type (2.20). This condition sets χ = ψ, g = f and ρ = λ in
(2.20), and requires that the fields φ, Aµ and D be real. It is conventional to use a specific
notation for vector superfields and it is convenient to define its expansion by
V (x, θ, θ¯) = v(x) + θχ(x) + θ¯χ¯(x) + θθf(x) + θ¯θ¯f ∗(x) + θ¯σ¯µθAµ(x)
+iθθθ¯(λ¯(x) +
1
2
σ¯µ∂µχ(x))− iθ¯θ¯θ(λ(x) + 1
2
σµ∂µχ¯(x))
+
1
2
θθθ¯θ¯(D(x) +
1
2
∂µ∂
µv(x)) (2.32)
The advantage of the shifts by derivatives in the fields will become clear shortly.
The gauge superfield is a special case of a vector superfield. On a single (Abelian)
vector superfield V , the reality condition V † = V is preserved upon addition of a chiral
superfield Λ and its complex conjugate Λ†, as follows,
V −→ V ′ = V + iΛ− iΛ† . (2.33)
(Below, we shall assume that Λ has the same component field decomposition as Φ in (2.30),
in order to save on some notation.) Under this transformation, the component fields λ
and D of V are unchanged, v, χ and f transform in a purely algebraic way,
v −→ v′ = v + iφ− iφ∗
χ −→ χ′ = χ+ i
√
2ψ
f −→ f ′ = f + iF (2.34)
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while the field Aµ transforms as an Abelian gauge field
Aµ −→ A′µ = Aµ + ∂µ(φ+ φ∗) . (2.35)
Thus, it is natural to view (2.33) as the superfield generalization of a gauge transformation
on an Abelian gauge superfield V .
The non-Abelian generalization of the gauge field is such that V takes values in the Lie
algebra G of the gauge groupG (or equivalently transforms under the adjoint representation
of G) and that the transformation (2.33) is replaced by the following non-linear gauge
transformation law,
eV −→ eV ′ = e−iΛ†eV eiΛ . (2.36)
which again preserves the reality condition V † = V , assuming that Λ is a chiral superfield
transforming under the adjoint representation of the gauge algebra G.
As is clear from (2.34), (and an analogous result holds for the non-Abelian case), the
component fields v, χ and f may be gauged away in an algebraic way, without implying
any dynamical constraints. The gauge in which this is achieved is called the Wess-Zumino
gauge, and is almost always imposed when performing practical calculations in the su-
perfield formulation. What remains is the gauge superfield in Wess-Zumino gauge, given
by
V (x, θθ¯) = θ¯σ¯µθAµ(x) + iθθθ¯λ¯(x)− iθ¯θ¯θλ(x) + 1
2
θθθ¯θ¯D(x) (2.37)
The component fields Aµ and λ are the gauge and gaugino fields of the gauge multiplet
respectively, as discussed previously. The field D has not appeared previously and is an
auxiliary field, just as F was an auxiliary field for the chiral multiplet.
The role of the auxiliary fields F and D in the superfield formalism is to provide a
linearization of the supersymmetry transformations, as well as to allow for an off-shell
realization on the fields of the supersymmetry algebra, as given in (2.23).
Working out the supersymmetry transformation (2.23) on chiral and vector superfields
in terms of components, we see that the only contribution to the auxiliary fields is from
the θ∂ term of Q and thus takes the form of a total derivative. However, because the form
(2.37) was restricted to a Wess-Zumino gauge, F and D transform by a total derivative
only if F and D are themselves gauge singlets, in which case we have
δξF = i
√
2∂µ(ξ¯σ¯
µψ) (2.38)
δξD = ∂µ(iξ¯σ¯
µλ− iλ¯σ¯µξ) . (2.39)
(For non-gauge singlet auxiliary fields, the transformation laws will involve in addition non-
total-derivative terms; we shall not need their expressions here.) These transformation
properties guarantee that the F and D auxiliary fields yield supersymmetric invariant
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Lagrangian terms. Thus, we have two different ways of building terms for an invariant
Lagrangian,
F− terms LF = F =
∫
d2θ Φ (2.40)
D− terms LD = 1
2
D =
∫
d4θ V . (2.41)
The first starts from a chiral superfield Φ and the second from a vector superfield V .
2.8 General N=1 Susy Lagrangians via Superfields
The F and D terms used to construct invariants in the previous subsection need not be
elementary fields, and may be gauge invariant composites of elementary fields instead.
Allowing for this possibility, we may now derive the most general possible N = 1 invariant
Lagrangian in terms of superfields. To do so, we need the following ingredients.
(1) Any complex analytic function U depending only on left chiral superfields Φi (but
not on their complex conjugates) is itself a left chiral superfield,
D¯α˙Φ
i = 0 =⇒ D¯α˙U(Φi) = 0 . (2.42)
Thus, for any complex analytic function U , called the superpotential, we may construct an
invariant contribution to the Lagrangian by forming an F -term
LU =
∫
d2θ U(Φi) + complex conjugate . (2.43)
Using the component expansion of (2.30), this Lagrangian takes the component form
LU =
∑
i
F i
∂U
∂φi
− 1
2
∑
i,j
ψiψj
∂2U
∂φi∂φj
+ complex conjugate (2.44)
(2) Actually, the gauge field strength is a fermionic left chiral (spinor) superfield Wα,
which is constructed out of the gauge superfield V by
Wα = −1
4
D¯D¯(e−VDαe+V ) . (2.45)
In view of (2.26), we automatically have D¯β˙Wα = 0, so that Wα is chiral. Decomposing
Wα in components, one finds
Wα(x, θ, θ¯) = −iλα(x+) + θαD(x+)− i
2
(σµσ¯ν)α
βθβFµν(x+) + θθσ
µ
αβ˙
Dµλ¯
β˙(x+) (2.46)
The gauge field strength may be used as a chiral superfield along with elementary (scalar)
chiral superfields to build up N = 1 supersymmetric Lagrangians via F -terms. In view of
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our restriction to Lagrangians with no more than two derivatives on Bose fields, W can
enter at most quadratically. Denoting by W aα the components of the gauge multiplet, with
the index a running over the adjoint representation, we shall be interested in bilinears of
the form
W αaW bα = −λaλb − iθλaDb − iθλbDa −
1
2
θ(σµσ¯ν)(λaF bµν + λ
bF aµν)
−θθ
(
iλaσµ∂µλ¯
b + iλbσµ∂µλ¯
a +
1
4
(F µνa + iF˜ µνa)(F bµν + iF˜
b
µν)−DaDb
)
(2.47)
in Wess-Zumino gauge. It is understood that all fields on the right hand side depend upon
the composite coordinate xµ+ = x
µ + iθσµθ¯, just as was the case in (2.46).
Elementary (scalar) chiral superfields may enter in any functional way without gener-
ating more than 2 derivatives. Thus, the most general gauge kinetic and self-interaction
term is from the F -term of the gauge field strength Wα and the elementary (scalar) chiral
superfields Φi as follows,
LG =
∫
d2θ τab(Φ
i)W aW b + complex conjugate . (2.48)
Here, a and b stand for the gauge index running over the adjoint representation of G. The
functions τab(Φ
i) are again required to be complex analytic. It is assumed that the function
τab(Φ
i) under suitable gauge transformations of Φi will transform under the symmetrized
square of the adjoint representation of G.
The gauge kinetic Lagrangian may also be worked out in components, and is given by
(index summation over indices i, j and a, b are suppressed for the sake of brevity)
LG = −λaλb
(
F i
∂τab
∂φi
− 1
2
ψiψj
∂2τab
∂φi∂φj
)
− 1
2
√
2
∂τab
∂φi
ψi
(
−iλaDb − iλbDa − 1
2
(σµσ¯ν)(λaF bµν + λ
bF aµν)
)
−τab
(
iλaσµ∂µλ¯
b + iλbσµ∂µλ¯
a +
1
4
(F µνa + iF˜ µνa)(F bµν + iF˜
b
µν)−DaDb
)
(2.49)
(3) The left and right chiral superfields Φi and (Φi)†, as well as the gauge superfield
V , may be combined into a gauge invariant vector superfield K(eVΦi, (Φi)†), provided the
gauge algebra is realized linearly on the fields Φi. (For the general case, including when
part or all of the gauge group is realized non-linearly, see Wess and Bagger [2]; we shall
not need this case here.) The function K is called the Ka¨hler potential. Assuming that
the gauge transformations Λ act on V by (2.36), the chiral superfields Φ transform as
Φ −→ Φ′ = e−iΛΦ , (2.50)
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so that eVΦ transforms as Φ. An invariant Lagrangian may be constructed via a D-term,
LK =
∫
d4θK(eVΦi, (Φi)†) . (2.51)
Upon expanding LK in components, one sees immediately that the leading terms are
LK ∼ −Dµφ∗Dµφ− iψ¯σ¯µDµψ , (2.52)
and thus already generates an action with two derivatives on boson fields. As a result, K
must be a function only of the superfields Φi and (Φi)† and V , but not of their derivatives.
The expansion of the full Ka¨hler part Lagrangian is
LK = −gii∗DµφiDµφi∗ − igii∗ψ¯i∗σ¯µDµψi + 1
4
Rik∗jl∗ψ
iψjψ¯k
∗
ψ¯l
∗
+gii∗(F
i − 1
2
Γijkψ
jψk)(F i
∗ − 1
2
Γi
∗
j∗k∗ψ
j∗ψk
∗
)
− i
2
Da(T a)j iφ
i ∂K
∂φj
+
√
2gii∗(T
a)ikφ
kψ¯i
∗
+ complex conjugate . (2.53)
Here, complex conjugation is to be added only on the last line. The matrices T a are the
representation matrices of G in the representation under which the Φi transform. The
covariant derivatives are given by
Dµφ
i = ∂µφ
i − Aaµ(T a)ijφj
Dµψ
i = ∂µψ
i − Aaµ(T a)ijψj + ΓijkDµφjψk (2.54)
and Γ is the usual Levi-Civita connection for the Ka¨hler metric
gii∗ ≡ ∂
2K
∂φi∂φi∗
(2.55)
and Rik∗jl∗ is its Riemann curvature tensor.
Putting toghether contributions from LK , LU and LG, we have the most general N = 1
supersymmetric Lagrangian with the restrictions of above.
2.9 Renormalizable N=2,4 Susy Lagrangians
We shall now derive the Lagrangians invariant under the larger supersymmetry algebras
associated with N = 2 and N = 4 supersymmetry. In this subsection, we shall restrict
attention to renormalizable Lagrangians, leaving the general case for the next subsection.
Thus, we seek an N = 2 microscopic renormalizable super-Yang-Mills theory with gauge
algebra G, and treat N = 4 as a special case thereof. Following our general classification
of supersymmetry representations, two fields are possible. The gauge multiplet with com-
ponent fields (Aµ λ± φ) transforms under the adjoint representation of G, which we simply
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denote by G, and the hypermultiplet with component fields (ψ+ H± ψ−) transforms under
a representation R of G.
To construct the most general renormalizable Lagrangian for these fields, we use our
results on invariant N = 1 supersymmetric Lagrangians. To do so, we decompose the
N = 2 gauge and hypermultiplets under an N = 1 supersymmetry,
N = 2 gauge (rep G) : V ⊕ Φ V ∼ (Aµ λ+) Φ ∼ (λ− φ) (2.56)
N = 2 hyper (rep R) : H1 ⊕H2 H1 ∼ (H+ ψ+) H2 ∼ (H− ψ−) (2.57)
and promote the N = 1 supermultiplets V , Φ, H1 and H2 to N = 1 superfields by
including their respective auxiliary fields. Thus, V may be viewed now as an N = 1 vector
(or gauge) superfields, while Φ and Hf , f = 1, 2 may be viewed as N = 1 chiral superfields.
Following the results of §2.8, we may immediately write down the most general N = 1
and G-gauge invariant Lagrangian for these fields,
L = Re
∫
d2θ
(
τW aW a + U(Φ, Hf )
)
+
∫
d4θ
(
Φ†eVGΦ+
∑
f
H†fe
VRHf
)
(2.58)
Here, VG and VR stand for the field V in the representations G and R respectively. The
complex analytic function τab(Φ, Hf) that was allowed for a general N = 1 supersymmetric
Lagrangian must be constant for renormalizability, and equal to τδab by gauge invariance,
for a simple algebra G. The constant τ is related to the gauge coupling g and the instanton
angle θ by
τ =
θ
2π
+
4πi
g2
. (2.59)
The reality of g guarantees that Imτ > 0. The superpotential U(Φ, Hf ) would be a general
G-invariant function for N = 1 supersymmetry, but for N = 2 is restricted to be of the
form
U(Φ, Ha) = H
T
1 ΦH2 +H1mH2 (2.60)
where m is the hypermultiplet mass matrix.
2.10 N=2 Superfield Methods : unconstrained superspace
In order to realize N = 2 susy transformations linearly on complete multiplets, we seek
a formulation in terms of superfields [13], just as for N = 1. The coordinates of N = 2
unconstrained superspace are collectively denoted zM , and given by
zM = {xµ, θαi, θ¯α˙i, i = 1, 2} , (2.61)
with [x, θ] = {θ, θ} = 0 as usual. The internal SU(2)R index i is raised or lowered with
the help of the anti-symmetric ǫij or ǫ
ij tensor, where ǫ12 = −ǫ12 = 1. Unconstrained
superspace is real in the sense that it is invariant under the following complex conjugation
(xµ)† = xµ (θαi)† = θ¯α˙i . (2.62)
23
Superderivatives (in the absence of central charges) are defined by
Diα =
∂
∂θαi
+ iσµαα˙θ¯
α˙i∂µ D¯α˙i = − ∂
∂θ¯α˙i
− iθαi σµαα˙∂µ , (2.63)
while supercharges (in the absence of central charges) are given by
Qiα =
∂
∂θαi
− iσµαα˙θ¯α˙i∂µ Q¯α˙i = −
∂
∂θ¯α˙i
+ iθαi σ
µ
αα˙∂µ . (2.64)
Superderivatives and supercharges generate commuting left and right actions of susy, so
that {Qiα, Djβ} = {Qiα, D¯β˙j} = 0, together with complex conjugate relations.
An unconstrained superfield is defined as a general function of zM , with a Taylor ex-
pansion of the form
S(zM) = φ(x) + θiψ
i(x) + θ¯jχ¯j(x) + θ¯
iσ¯µθjA
j
µi(x) + θαiθjβf
αβij(x)
+θ¯α˙iθ¯β˙jg∗
α˙β˙ij
(x) + · · ·+ θiθjθkθlθ¯mθ¯nθ¯oθ¯pDijklmnop(x) . (2.65)
Supersymmetry transformations are linearly realized on unconstrained superfields via the
super-differential operators Q and Q¯ by
δξS = (ξ
iQi + ξ¯iQ¯
i)S , (2.66)
where ξi and ξ¯i are infinitesimal spinor parameters. The unconstrained superfield S,
just as a general N = 1 superfield, is reducible. Thus, we seek suitable sets of N = 2
supersymmetric constraints to decompose S into irreducible components. Since Q and D
mutually anticommute, we may impose on S that some of its superderivatives vanishes.
We define a N = 2 chiral superfield by imposing the constraints
D¯α˙iΦ = 0 i = 1, 2 . (2.67)
Notice that in order to preserve SU(2)R symmetry, we are forced to impose the above con-
straint for both values of i. The chirality constraints (2.67) may be solved by introducing
the combinations
xµ± = x
µ ± iθiσµθ¯i (2.68)
which satisfy
D¯α˙ix
µ
+ = 0, D
αixµ− = 0 . (2.69)
Thus, the superfield Φ depends only upon xµ+ and θαi and has the component expansion
Φ(x+, θ) = φ(x+) + θ
αiψαi(x+) + θ
αiθβjfαβij(x+)
+θαiθjθkχαijk(x+) + θθθθD(x+) . (2.70)
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When Φ is a scalar superfield, for example, the components φ, f [αβ](ij) and D are scalars,
ψ and χ are spin 1/2 and f (αβ)[ij] is a self-dual rank 2 antisymmetric tensor field. (This
chiral superfield will naturally incorporate the field strength of the N = 2 gauge multiplet,
as we shall see later). Any complex analytic function F(Φ) of an N = 2 chiral superfield
is automatically also an N = 2 chiral superfield.
The term with the highest power of θ of a (gauge invariant) N = 2 chiral superfield
transforms under N = 2 susy by a total space-time derivative, so that it may be used to
construct N = 2 invariant Lagrangians. Introducing the chiral measure d4θ ≡ d2θ1d2θ2,
the combination
LD = D =
∫
d4θ Φ (2.71)
is an invariant Lagrangian.
The N = 2 chiral superfield is reducible, unlike its N = 1 counterpart. To achieve an
Abelian irreducible superfield, we may additionally impose the constraints
DαiDjαW = D¯
i
α˙D¯
α˙jW¯ . (2.72)
As a result we have f[αβ](ij) = χαijk = 0, while φ, ψ, f(αβ)[ij] and the auxiliary field D are
unaffected. It is customary to represent the solution to these constraints in the form of an
N = 1 superfield expansion,
W (x+, θ) = Φ(x+, θ
1) +
√
2θα2Wα(x+, θ
1) + θ2θ2G(x+, θ
1) . (2.73)
Here, Φ is the N = 1 chiral superfield contained in the N = 2 gauge multiplet, while we
shall denote by V the N = 1 gauge superfield contained in the N = 2 gauge multiplet,
and denote the field strength superfield associated with V by Wα. The auxiliary field G
is then a field that may be expressed in terms of Φ and V as follows,
G(x+, θ
1) = −1
2
∫
d2θ¯1Φ(x+ − iθ1σθ¯1, θ1, θ¯1)†e−2V (x+−iθ1σθ¯1,θ1,θ¯1) . (2.74)
The component field contents of W is that of an Abelian N = 2 gauge multiplet.
The N = 2 gauge superfield for a non-Abelian gauge algebra G is obtained by intro-
ducing the G-valued supergauge fields Aαi and A¯α˙i, and the associated gauge covariant
superderivatives
Dαi = Dαi + iAαi D¯α˙i = D¯α˙i + iA¯α˙i . (2.75)
The N = 2 gauge superfield is now governed by the Poincare´ algebra, the gauge algebra
G and the SU(2)R-symmetry covariant constraints
D¯α˙iW = 0 DαiDjαW = D¯iα˙D¯α˙jW¯ . (2.76)
The component field contents is that of an N = 2 multiplet for gauge algebra G.
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Invariant actions for the N = 2 gauge supermultiplet may be obtained by integrating a
chiral gauge invariant function of W . An N = 2 chiral superfield is obtained for any com-
plex analytic function trF(W ), called the prepotential. The most general gauge invariant,
N = 2 supersymmetric Lagrangian is given by
SF =
∫
dzM trF(W ) + complex conjugate (2.77)
where the superspace measure is defined by dzM ≡ d4x+d4θ. Upon integrating out θ2 and
θ¯2 from dzM , we readily recover the N = 1 superfield form for the action SF ,
SF = −1
2
∫
d2θ
(
∂F
∂Φa
Ga
)
−
∫
d2θ
∂2F
∂Φa∂Φb
W αaW bα (2.78)
where the index a labels the components of the adjoint representation.
2.11 N=2 Superfield Methods : harmonic/analytic superspaces
The above construction of the gauge superfield on N = 2 unconstrained superspace does
not appear to extend to the off-shell hypermultiplet. The obstacle arises from the fact that
strong constraints have to be imposed on the superfield in order to retain only dynamical
fields with spin less or equal to 1/2. Any such set of constraints turns out to be so strong
that it entails the field equations as well. Harmonic and analytic superspace methods were
introduced to remedy this situation. We discuss here only the case of N = 2.
In harmonic superspace [14] new bosonic coordinates are introduced, in addition to
the space-time coordinates zM . From a supergroup viewpoint, additional bosonic coor-
dinates appear naturally for any extended supersymmetry. For example, the conformal
supergroups SU(2, 2|N ) have maximal bosonic subgroups SU(2, 2)× SU(N )R, where the
internal SU(N )R is associated with new bosonic coordinates in superspace.
N = 2 harmonic superspace is parametrized by xµ, θαi, θ¯α˙i and the new bosonic
coordinates u±i , i = 1, 2, with u
±i = ǫiju±j and(
u−1 u
+
1
u−2 u
+
2
)
∈ SU(2)R
{
u+iu−i = 1
u±iu±i = 0
(2.79)
The variables u±i form a complex orhonormal frame, transforming under the fundamental
representation of SU(2)R in its index i, and under a U(1) in its ± indices. Harmonic
superspace is real in the sense that it is invariant under the following complex conjugation
(xµ)† = xµ (θαi)† = θ¯α˙i (u±i)† = u∓i (2.80)
Supersymmetry transformations on harmonic superspace are just the supersymmetry
transformations on unconstrained superspace, implemented with the invariance of u±i ,
δxµ = iξiσµθ¯i − iθiσµξ¯i δθαi = ξαi
δu±i = 0 δθ¯
i
α˙ = ξ¯
i
α˙ (2.81)
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An analytic basis for harmonic superspace with parameters xµA, θ
±
α , θ¯
±
α˙ , u
±
i is obtained via
the following invertible change of variables
xµA ≡ xµ − iθ+σµθ¯− − iθ−σµθ¯+ θ±α ≡ θiαu±i
θ¯±α˙ ≡ θ¯iα˙u±i (2.82)
In the analytic basis, the susy transformation laws take the form
δxµA = −2i(ξiσµθ¯+ + θ+σµξ¯i)u−i δθ±α = ξiαu±i
δu±i = 0 δθ¯
±
α˙ = ξ¯
i
α˙u
±
i . (2.83)
Besides the space-time derivative Dµ = ∂/∂x
µ
A, we have SU(2)R covariant superderivatives
D+α =
∂
∂θα−
D−α = −
∂
∂θα+
+ 2iσµαα˙θ¯
α˙−Dµ
D¯+α˙ =
∂
∂θ¯α˙−
D¯−α˙ = −
∂
∂θ¯α˙+
− 2iθα−σµαα˙Dµ (2.84)
and covariant derivatives with respect to the internal coordinates u±i ,
D++ = ui+
∂
∂ui−
− 2iθ+σµθ¯+Dµ + θα+ ∂
∂θα−
+ θ¯α˙+
∂
∂θ¯α˙−
, (2.85)
as well as D−− = (D++)† and D0 = 1/2[D++, D−−].
Analytic superspace is defined as the subspace of harmonic superspace parametrized by
the coordinates
zA = {xµA, θ+α , θ¯+α˙ } and u±i (2.86)
only (i.e. it is the subspace in which θ−α = θ¯
−
α˙ = 0). All N = 2 susy transformations
leave this subspace invariant. Analytic superspace is real in the sense that it has a natural
complex conjugation which will be denoted by c, and acts by
(xµA)
c = xµA, (θ
±
α )
c = θ¯±α˙ (θ¯
±
α˙ )
c = −θ±α (ui±)c = −u±i . (2.87)
The square of the operation c equals plus/minus the identity on bosonic/fermionic coordi-
nates. (The complex conjugation † introduced previously induces a complex conjugation
in the analytic basis of harmonic superspace as well (xµA)
† = xµA, (θ
±
α )
† = θ¯∓α˙ , (u
i±)† = ∓u∓i
which does not leave analytic superspace invariant.)
Functions on analytic superspace naturally generalize the notion of chiral superfield for
N = 1. Viewed as functions on harmonic superspace, they satisfy the constraints
D+αΦ = D¯
+
α˙Φ = 0 (2.88)
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and are thus functions of the form Φ(zA, u) with the following decomposition
Φ(zA, u) = φ(xA, u) + θ
+ψ(xA, u) + θ¯
+χ¯(xA, u) + θ
+θ+f(xA, u) + θ¯
+θ¯+g(xA, u)
+θ¯+σ¯µθ+Aµ(xA, u) + iθ
+θ+θ¯+λ¯(xA, u)− iθ¯+θ¯+θ+ν(xA, u)
+
1
2
θ+θ+θ¯+θ¯+D(xA, u) (2.89)
If Φ has U(1) charge q, then the component field φ has charge q, the fields ψ and χ have
charge q − 1, f , g and Aµ have charge q − 2, λ and ν have charge q − 3 and D has charge
q − 4. For q even, one may impose the reality condition (Φ(q))c = Φ(q).
The dependence on the internal coordinates u±i produces an infinite number of com-
ponent fields which are functions of zA. Indeed, an analytic superfield with U(1) charge
q > 0 has a decomposition of the form
Φ(q)(zA, u) =
∞∑
n=0
φ(i1···in+qj1···jn)(zA)u+(i1 · · ·u+in+qu−j1 · · ·u−jn) . (2.90)
Both the N = 2 gauge multiplet and the hypermultiplet may be treated as analytic
superfields, with an off-shell N = 2 Lagrangian, which contains precisely the appropriate
number of fields on-shell.
An invariant integration on analytic superspace may be defined in terms of the measure
dzA·du, which may be expressed in terms of the “space-time measure” dzA ≡ d4xAd2θ+d2θ¯+
and the “internal measure” du. The latter is defined by∫
du u+(i1 · · ·u+imu−j1 · · ·u−jn) = δm+n,0 . (2.91)
In order to get a U(1)-invariant Lagrangian, the integration against the measure dzA of
U(1)-charge −4 requires an analytic superfield of U(1) charge 4.
The hypermultiplet analytic superfield has U(1)-charge 1, and is denoted by Φ+. A
good field equation for this superfield will be such that the infinite tower of auxiliary fields
associated with the u-dependence of Φ+ collapses to just the correct number of physical
fields. Thus, the field equations cannot just be built up from the superderivatives D− and
D¯−, but must involve derivation with respect to u. The natural candidate is the operator
D++, and the correct hypermultiplet free field equation is D++Φ+ = 0. The most general
U(1)-invariant action may be easily constructed along these lines, and one finds [14],
S[Φ+] =
∫
dzA du {(Φ+)cD++Φ+ + U(Φ+, (Φ+)c)} (2.92)
U(Φ+, (Φ+)c) = a(Φ+)4 + b(Φ+)c(Φ+)3 + c((Φ+)c)2(Φ+)2 + b∗((Φ+)c)3Φ+ + a∗((Φ+)c)4
The couplings all have dimensions of mass−2 and thus are non-renormalizable.
The N = 2 gauge analytic superfield has U(1)-charge 2, and is denoted V ++. It is real
under the complex conjugation c that leaves analytic superspace invariant, (V ++)c = V ++.
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Gauge transformations are generated by analytic superfields Λ of U(1) charge 0, since they
must act consistently on the analytic superfields V ++ and on analytic hypermultiplets Φ+.
The appropriate transformation laws are
(V ++)′ = eiΛ (V ++ − iD++) e−iΛ (Φ+)′ = eiΛΦ+ . (2.93)
Since Λ is analytic, the superderivatives D+α = D+α and D¯+α˙ = D¯+α˙ are automatically
covariant, while the remaining covariant derivatives are constructed by
D++ = D++ + iV ++ D−α = D−α + iA−α D−α˙ = D−α˙ + iA−α˙ (2.94)
The superconnections A−α and A
−
α˙ may be expressed in terms of V
++, but we shall not
need their explicit form here.
The gauge field strength W is an analytic superfield and was constructed in terms of
the superfield V ++ in [14],
W = − i
4
eiv
{
D¯+α˙ D¯
α˙+
(
e−ivD−−eiv
)}
e−iv . (2.95)
Here, v is a general superfield (i.e. neither analytic nor chiral), defined by
(D++ + iV ++) eiv = 0 . (2.96)
An explicit expression for W in terms of V ++ was obtained in [15] and is given by
W (z, u) =
i
4
D¯+α˙ D¯
α˙+
∞∑
n=1
(−i)n
∫
du1 · · · dun V
++(z, u1) · · ·V ++(z, un)
(uu1)(u1u2) · · · (unu) (2.97)
where we have defined (uaub) = u
+i
a u
+
bi. Remarkably, the superfield W constructed in the
analytic superspace approach turns out to be independent of u altogether, and its kinemat-
ics thus reduces to that discussed in the preceding section on unconstrained superspace.
The most general N = 2 supersymmetric and G-gauge invariant action is thus
S = Re
∫
dzM du trF(W ; τ) +
∫
dzA du {(Φ+)cD++Φ+ + U(Φ+, (Φ+)c)} (2.98)
where the potential U was given in (2.92). The prepotential function F is an arbitrary
complex analytic function of its arguments. In view of arguments similar to the ones given
for N = 1, F is also complex analytic in its coupling constants τ . The renormalizable case
corresponds to F(W ; τ) = iτW 2 and U = 0.
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3 Seiberg-Witten Theory
Seiberg-Witten theory deals with the construction of the non-perturbative dynamics of
N = 2 super-Yang-Mills theory in the limit of low energy and momemnta. The prime
motivation is the exploration of the fully non-perturbative dynamics of gauge theories,
a problem of quantum field theory that has been outstanding for several decades now.
The restriction to N = 2 theories is made because the stronger constraints of extended
supersymmetry lead to simplified – yet highly non-trivial – dynamics of super-Yang-Mills
theory. The dynamics of the even more restricted N = 4 theory is even simpler than
that of the N = 2 theory, but the low energy approximation, obtained in Seiberg-Witten
theory, becomes rather trivial in this theory.
3.1 Wilson Effective Couplings and Actions
Despite the large degree of supersymmetry, it is rather unlikely that the quantum field
theory defined by the Lagrangian (2.58) will be exactly solvable, in the sense that all its
correlation functions or even all its S-matrix elements could be obtained in explicit form.
Fortunately, many of the physically most interesting questions, that have to do with the
non-perturbative dynamics of the theory, are related to the properties of the vacuum and
the lowest energy (and momentum) excitations above the vacuum. Thus, there already is
great interest in obtaining information on the non-perturbative dynamics of these theories
in the limit of low energy only. The Wilson renormalization group [16] provides the ideal
tool for deriving such low energy effective theories.
• The starting point is the bare quantum field theory with a (energy-momentum) cutoff
Λ, in which all masses, energies and momenta of all fields are restricted to be less
than Λ. (It is usually safest to consider such cutoffs in the Euclidean version of the
theory, where they can be imposed in a Lorentz invariant way.) The bare coupling
is denoted g(Λ).
• It is assumed that the masses, energies and momenta of physical relevance are much
smaller that Λ.
• One introduces an arbitrary renormalization scale µ, with
physical masses, energies, momenta ≪ µ≪ Λ . (3.1)
One considers the Wilson effective theory, in which only the particles and fields
of masses, energies and momenta less than µ (i.e. the light fields) are retained as
quantum degrees of freedom from the original bare theory. All particles and fields
with masses, energies and momenta between the renormalization scale µ and the
cutoff scale Λ (i.e. the heavy fields) are integrated out. (The separation between light
and heavy modes is not usually gauge invariant. One may either work with gauge
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invariant degrees of freedom directly, which is always hard, or, in perturbation theory,
one may replace gauge invariance with BRST invariance. Since BRST invariance is a
global symmetry, separation into light and heavy modes may be achieved as usual.)
The effect of this integration over the heavy fields is summarized in terms of (an
infinite series of) additional terms in the Lagrangian. The resulting object is usually
referred to as the Wilson effective Lagrangian or effective action.
For example, in a theory of only a gauge field A, with gauge field strength F and a
single coupling g, the bare theory (ignoring gauge fixing and ghost terms) involves the
bare field strength F(Λ) and the bare coupling g(Λ). The Wilson effective theory involves
the field strength F(µ) and the effective gauge coupling g(µ), as well as an infinite series of
higher dimension operators with numerical coefficients which are functions of µ and Λ,
Lbare = 1
2g(Λ)2
trF 2(Λ)
Leff = 1
2g(µ)2
trF 2(µ) +
1
Λ2
f(g,
µ
Λ
)trF 3(µ) + · · · (3.2)
Here, it is understood that the fields F(Λ) and F(µ) contain only modes of masses and
energies less than Λ and less than µ respectively.
The Wilson effective Lagrangian at scale µ essentially amounts to a Taylor series ex-
pansion in the light fields obtained by integrating out the heavy fields. Such a Taylor
expansion is analytic by construction, and does not exhibit any infrared singularities by
construction. (This may be contrasted with the effective Lagrangian defined as generat-
ing functional of connected one-particle-irreducible Feynman graphs, which does exhibit
infrared singularities whenever massless particles are around.)
However, there is a generic situation in which the Wilson effective Lagrangian does
exhibit singularities. This occurs when one considers not a single theory, but rather a
family of theories obtained for example by varying one or several of the masses in the
theory. Let m be such as mass. Assume that we begin by analyzing a theory in which the
mass m is larger than the renormalization scale µ. Thus, by the rules for the construction
of the Wilson effective theory, we integrate out completely all the modes associated with
this mass m, and obtain a certain effective Lagrangian Lm. No infrared singularity occurs
since all the modes that were integrated out are massive. Now, consider varying m, and
rendering m smaller than µ. The effective Lagrangian Lm still makes sense. However, as
soon asm < µ, Lm strictly speaking is no longer the Wilson effective action, since particles
with massm < µ have been completely integrated out. Nonetheless, Lm is a useful effective
action, especially because it is analytic in m, while the true Wilson effective action will
have discontinuities at m = µ. As m→ 0, the effective action Lm will in general develop
singularities, associated with the fact that massless modes will now have been integated
out along with massive ones. It is a fact that the only singularities in the Wilson effective
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action arise due to particles and fields becoming massless. Thus, the singularity structure
of the effective action corresponds to the appearance of massless particles in the spectrum.
3.2 Holomorphicity and Non-Renormalization
Supersymmetric theories invariably have holomorphic data, such as the superpotential
U(Φ) or the gauge coupling τab(Φ). Under the Wilson renormalization group procedure,
which preserves supersymmetry, these holomorphic data are modified in a holomorphic
way, and become the effective superpotential U eff(Φ) and the effective gauge coupling
τ effab (Φ). The analyticity of the Wilson renormalization group procedure, pointed out in the
preceding subsection, guarantees that complex analyticity will also be preserved [17, 18].
This property of supersymmetric data places severe restrictions on the renormalization
group flow in supersymmetric theories, and provides one of the key ingredients for Seiberg-
Witten theory.
The couplings entering these holomorphic data, such as the mass m and Yukawa cou-
pling λ in U(Φ), or the gauge coupling τ in τab(Φ), are naturally complex numbers, and
the dependence of U or τab on them may be viewed as holomorphic as well. Remarkably,
this holomorphicity property is also preserved under the Wilson renormalization procedure.
The reason is that the complex parametersm and λ and τ may be viewed as vacuum expec-
tation values of chiral superfields. The holomorphic dependence on these new superfields
is preserved under the Wilson renormalization procedure, just as that of the dynamical
chiral superfields was. The net result is that there will be highly restricted renormalization
effects (or none at all) on such complex couplings. To render this discussion more concrete,
we present two important examples.
(1) Absence of mass and Yukawa coupling renormalization
Consider a renormalizable theory of a single chiral scalar superfield Φ, with superpo-
tential U(Φ;λ,m) = mΦ2 + λΦ3. Holomorphicity considerations [18], discussed above,
imply that the effective superpotential U eff(Φ;λ,m) will be a holomorphic function of the
superfield Φ and of the couplings λ and m. Now, as λ and m have both been promoted to
superfields, the superpotential U(Φ;λ,m) has two U(1) symmetries. The first U(1) is just
phase rotations of Φ, λ and m in such a way that U is invariant. The second U(1)R is the
R-symmetry generator, under which the superpotential must have charge 2. The charge
assignments are listed in table 5. Both symmetries remain after quantization and are pre-
served under the Wilson renormalization group flow, so that U eff has the same quantum
numbers as U . From the table 5, it is clear that the only quantity invariant under both
U(1) and U(1)R is λΦ/m. Since the Wilson effective Lagrangian is analytic in the light
fields, U eff gets only contributions of the form
mΦ2
(
λΦ
m
)n
. (3.3)
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Field Φ m λ U and U eff λΦ/m
U(1) 1 -2 -3 0 0
U(1)R 1 0 -1 2 0
Table 5: U(1)× U(1)R quantum numbers of chiral superfields
But, these are all tree level contributions and can arise in the effective superpotential
U eff only if they were already part of U . (One loop and higher order contributions would
include non-local terms in the effective action, as well as contributions that are not analytic
in the fields, such as is the case in the Coleman-Weinberg effective potential, which has
terms of the type φ4 lnφ2.) Thus, λ and m are not renormalized, a property that holds for
all values of the couplings, perturbative or non-perturbative. These conclusions are borne
out by explicit (super-) Feynman graph arguments in perturbation theory.
(2) Gauge Coupling Renormalization : β-functions
The complex gauge coupling τ enters in a holomorphic way in the gauge kinetic and
self-coupling terms, and we wish to derive the effects of the Wilson renormalization group
procedure on this term as well [17].∫
d2θ τtr(WW ) =⇒
∫
d2θ τefftr(WW ) . (3.4)
We may again use U(1)R symmetry, but now, in the presence of gauge interactions, this
symmetry suffers a triangle anomaly. In view of Adler-Bardeen type arguments, the per-
turbative contribution to the U(1)R anomaly is purely 1-loop and may be evaluated directly
from the triangle graph, with no need for the inclusion of radiative corrections. The result
is summarized by the Wilson β-function for the coupling g (ignoring temporarily θ),
βW (g) =
∂g(µ)
∂ lnµ
∣∣∣∣
Λ,g(Λ)
= (−3C2(G) + T2(R)) g
3
16π2
. (3.5)
Here, we use the standard notations for the quadratic Casimir and Dynkin index in an
arbitrary representation R of G
T aRT
a
R = C2(R)IR tr(T aRT bR) = T2(R)δab . (3.6)
Integrating the equation for the coupling flow, and restoring the θ dependence in terms of
a complex valued generalization of the renormalization scale µ, we have
τ(µ)− τ(µ′) = 1
2πi
(−3C2(G) + T2(R)) ln µ
′
µ
(3.7)
For 3C2(G) > T2(R), the theory is asymptotically free, while for 3C2(G) = T2(G), the
theory has vanishing β-function and will be conformally invariant provided no explicit
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mass parameters arise. For 3C2(G) < T2(R), the theory becomes strongly coupled at
short distances : the microscopic dynamics of such theories is not well formulated in terms
of these degrees of freedom and we shall not consider this case any further here.
(3) Applications to N = 2 and N = 4 theories
Let us now consider an N = 2 super-Yang-Mills theory, where the gauge algebra is G
and the representation of the hypermultiplet is RH . Then, the repesentation in terms of
N = 1 chiral multiplets is R = G ⊕RH ⊕R∗H , and we have T2(R) = C2(G) + 2T2(RH), so
that
τ(µ)− τ(µ′) = 1
πi
(−C2(G) + T2(RH)) ln µ
′
µ
(3.8)
Moving onto the N = 4 theory, for which RH = G, we see that the β function vanishes
identically and the theory is UV finite. If the vacuum expectation value of the gauge
scalars vanishes, this theory is exactly (super-) conformally invariant, while if the vacuum
expectation value is non-zero, superconformal invariance is spontaneously broken.
3.3 Low Energy Dynamics of N=2 super-Yang-Mills
The gauge multiplet part of the renormalizable N = 2 supersymmetric Lagrangian is
derived from expanding the superfields Lagrangian of (2.58) in terms of component fields
and dropping the contribution of the hypermultiplet,
L = − 1
2g2
trFF − θ
16π2
trFF˜ − 1
2g2
trDµφ
†Dµφ+
1
2g2
tr[φ†, φ]2
− i
2g2
trλ¯σ¯µDµλ− i
2g2
trψ¯σ¯µDµψ + i
√
2
g2
tr([φ†, ψ]λ)− i
√
2
g2
tr([λ¯, φ]ψ¯) . (3.9)
We note the symmetry in λ↔ ψ, which is a manifestation of R-symmetry. To derive the
low energy dynamics of this theory, we begin by identifying the ground state(s). Since L
is supersymmetric, its Hamiltonian is positive, and the energy of any state, including the
ground state is positive or zero. If we can find a state with exactly zero energy, then this
state is one of the possible ground states or vacua of the theory, and supersymmetry in
this vacuum will be unbroken.
At the semi-classical level, a solution of vanishing energy will require that the following
quantities vanish simultaneously,
Fµν = 0 Dµφ = 0 tr([φ
†, φ]2) = 0 (3.10)
so that the gauge field Aµ is pure gauge. By a gauge choice, we may pick Aµ = 0, so that φ
must be constant, and only the last equation of (3.10) remains to be solved. Since φ ∈ G,
which is the Lie algebra of a compact gauge group, tr([φ†, φ]2) = 0 implies [φ†, φ] = 0.
Now, φ is a complex field, in the adjoint representation of G, and may thus be decomposed
into its hermitian and anti-hermitian parts φ = φ1 + iφ2, with φ
†
1,2 = φ1,2 and [φ1, φ2] = 0.
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Thus, φ1 and φ2 may be simultaneously diagonalized, each with real eigenvalues. This
implies that the original φ may be diagonalized with complex eigenvalues. Thus, we find
not just a single zero energy state, but rather a family of zero energy states, each of
which is a candidate vacuum. It is customary to denote these ground states by |0〉, but it
is understood that this symbol really is parametrized by the vacuum expectation values
of the gauge scalar φ. While these results were derived here within the semi-classical
approximation, they hold true in the full quantum theory as well.
A convenient basis for the diagonal matrices is provided by the Cartan generators hj
of G, with j = 1, · · · , n = rank(G), which obey [hi, hj] = 0. The vacuum expectation value
of the gauge scalar is then
〈0|φ|0〉 =
n∑
j=1
ajhj (3.11)
The complex parameters aj, j = 1, · · · , n are called the quantum moduli or quantum order
parameters of the vacuum. The semiclassical limits of these parameters are denoted by a¯j ,
j = 1, · · · , n and are called the classical moduli or classical order parameters.
For generic values of the moduli aj , the vacuum expectation value 〈0|φ|0〉 will have
all distinct eigenvalues. Since the field transforms under the adjoint representation of
G, the standard Higgs mechanism will break the gauge symmetry to that of the Cartan
subalgebra U(1)n. Actually, the role of the different Cartan generators may be permuted
under the set of residual (discrete) gauge transformations which form the Weyl(G) group.
Thus, the detailed symmetry breaking is given by [8]
G −→ U(1)n/Weyl(G) . (3.12)
In other words, the theory after symmetry breakdown reduces to n copies of (supersym-
metric) electro-magnetism, and for this reason is often said to be in the Coulomb phase.
At the semi-classical level, non-generic values of aj may yield a larger symmetry group.
It will be one of the fundamental results of Seiberg-Witten theory that in the full quan-
tum theory, such larger residual symmetry groups do not survive quantization, so that
the theory is always in the Coulomb phase. For sufficiently large gauge algebra or for
sufficiently large hypermultiplet contents, novel phenomena, such as the coexistence of
massless electrically charged particles with massless magnetic monopoles is possible at
so-called Argyres-Douglas points or curves [19].
3.4 Particle and Field Contents
Since we are left with n = rank(G) factors of U(1), we have n different massless U(1) gauge
N = 2 supersymmetry multiplets. The fields in these multiplets may be read off from our
general classification,
(Ajµ, λj±, φj) 〈0|φj|0〉 = aj j = 1, · · · , n . (3.13)
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• For each of the dim(G)− rank(G) roots α of G, we have a massive vector boson mul-
tiplet appearing in the spectrum as a single particle state, described by the field multiplet
(Vαµ, λα±, φα) α = root of G . (3.14)
Counting the number of fields for each spin, and comparing with the N = 2 entries of
table 4, we see that this massive vector boson multiplet must be a BPS multiplet ! As a
result, we have the BPS formula for the masses of this multiplet in terms of the central
charges, which are given by α · a,
MWα = |~α · ~a| ~a = (a1, · · · , an) . (3.15)
• As the simple gauge algebra G is broken to a subalgebra which includes U(1) factors,
general arguments show that ‘t Hooft-Polyakov magnetic monopoles will arise [20]. In
fact, precisely one magnetic monopoles arises for each possible embedding of SU(2) into
G, i.e. for each root β of G.
It is instructive to recall the set-up of the basic ‘t Hooft-Polyakov solution in the
Bogomolnyi-Prasad-Sommerfield (BPS) limit [21]. The limit consists in ignoring the quar-
tic Higgs field potential, but retaining the boundary conditions on the Higgs field that
it should tend towards a constant value at spatial ∞. (This is automatically the set-up
we have in N = 2 super-Yang-Mills when the gauge symmetry is broken to a U(1) fac-
tor.) Now, the magnetic monopole is a stable, static soliton solution, magnetically charged
under the unbroken U(1). In the BPS limit, the energy is given by
E =
1
g2
∫
d3x
(
tr(Diφ)
2 + trB2i
)
=
1
g2
∫
d3xtr(Diφ± Bi)2 ∓ 2
g2
∫
d3x∂i(trφBi) (3.16)
where the ± signs are correlated. The second term on the rhs of (3.16) is proportional to
the magnetic charge. The first term on the rhs of (3.16) is always positive or zero, and
this fact guarantees that the energy is bounded from below by the magnetic charge of the
monopole. This so-called BPS bound is really nothing else than the BPS bounds we have
encountered in the study of extended supersymmetry. A BPS solution (which preserves
N = 1 supersymmetry) is obtained by saturating the BPS bound upon setting the first
term on the rhs of (3.16) to zero.
This construction will give us a BPS formula (at the semi-classical level) for the mass of
the ‘t Hooft-Polyakov magnetic monopole in terms of the vacuum expectation value of the
gauge scalar. Appling this construction for any SU(2) subgroup of G, specified uniquely
by a root ~β of G, and using the fact that φ = ~a · ~a, we find the semi-classical magnetic
monopole BPS mass formula
MMβ =
∣∣∣∣ ~β · τ~a
∣∣∣∣ τ = θ2π +
4πi
g2
(3.17)
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Here, we have also included the effect of the θ angle, which is to produce an electric charge
on the magnetic monopole and make it into a dyon [22].
• In fact, a general dyon (single particle state) may be specified by two roots : one root
~α for its electric charge as in the construction of vector boson masses; and one (co)root ~β
for its magnetic charge as in the construction of the magnetic monopole masses. The full
quantum BPS mass formula for such a dyon is [7], [23]
MD
(~α,~β)
= |~α · ~a+ ~β · ~aD| . (3.18)
In the semi-classical limit, the quantity ~aD is given by ~aD = τ~a, but at the full quantum
level the expression for ~aD in terms of ~a will be modified. One of the goals of Seiberg-
Witten theory will be to predict precisely what the relation between these two quantities
is. Given this information, the masses of all BPS states (including vector bosons, magnetic
monopoles and dyons) will be known exactly in terms of the vacuum moduli parameters
aj . In the more constrained N = 4 theory, the relation aD = τa will not be renormalized
at the full quantum level.
3.5 Form of the N=2 Low Energy Effective Lagrangian
With the preceding subsection, we know precisely what the particle spectrum of the N = 2
super-Yang-Mills theory will be. Upon restriction to the low energy part of the spectrum,
the effects of the massive vector bosons and magnetic monoples and dyons will decouple.
Only the n massless N = 2 Abelian U(1) gauge supermultiplets will remain.2 Thus, we
are left with the problem of determining the most general low energy effective action of n
massless U(1) gauge supermultiplets, with fields (Ajµ, λ
j
±, φj), as function of the vacuum
moduli parameters aj , which are the expectation values of the gauge scalars φ
j.
We have two methods available to do this : we could start directly from the manifestly
N = 2 supersymmetric formulation of §2.10; or start from an N = 1 standard superfield
formulation and attempt to impose the extra N = 2 susy by hand. It turns out to be very
instructive to start with the latter. To do this, we first construct the most general N = 1
invariant Lagrangian with this field content, and we shall then enforce the supplementary
constraints of N = 2 supersymmetry [24]. In terms of N = 1 superfields, the n multiplets
decompose into r Abelian U(1) vector superfields Vj ∼ (Ajµ, λj− = λj) and n chiral
superfields Φj ∼ (λj+ = ψj , φj), which are neutral under the U(1)n gauge group. The field
strength superfields are simply
W jα = −
1
4
D¯D¯DαV
j . (3.19)
2We note here though that for special values of the vacuum moduli, one or several of the dyons may
also becomes massless. This phenomenon and its symptoms in the Wilson effective action are central
features of the theory. They will be investigated extensively in the next subsections.
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The full effective action is now gotten by putting together the superpotential part LU ,
the gauge coupling part LG and the Ka¨hler part LK of subsection §2.8. Since the chiral
superfields Φj are neutral, the Ka¨hler potential does not involve the gauge fields Vj. We
have
L =
∫
d4θ K(Φj , (Φj)†) + Re
∫
d2θ
{
U(Φj) + τij(Φ
k)W iW j
}
. (3.20)
Here, the superpotential U(Φj) and the gauge coupling τij(Φ
k) are complex analytic func-
tions of the chiral superfields Φj .
The first step towards enforcing N = 2 supersymmetry is to expand the superfields of
(3.20) in terms of components and eliminate the auxiliary fields. This step is necessary
because the auxiliary fields of the N = 1 superfields do not have a natural place in or
good transformation properties under N = 2 supersymmetry. The result is
L = −gij¯(DµφiDµφ¯j¯ + iψ¯j¯ σ¯µDµψi)− 1
2
gij¯
∂U
∂φi
∂U¯
∂φ¯j¯
+Re
{
ψiψj
∂2U
φi∂φj
}
−Re
{
τij(
i
2
F iµνF
jµν − 1
2
F iµνF˜
jµν + λ¯iσ¯µDµλ
j)
}
. (3.21)
Here, the Ka¨hler metric gij¯ is given in terms of the Ka¨hler potential K by
gij¯(φ, φ¯) =
∂2K(φ, φ¯)
∂φi∂φ¯j¯
. (3.22)
The covariant derivative Dµ is taken with respect to the Levi-Civita connection Γ
i
jk of the
metric gij¯ ,
Dµφ
i = ∂µφ
i + Γijkφ
j∂µφ
k . (3.23)
No gauge field enters here, because the chiral multiplet in which φi and ψi belong are
neutral under the gauge group.
To enforceN = 2 supersymmetry directly is still not so easy. However, as part ofN = 2
supersymmetry, we know that the fields Ajµ and φ
j of the N = 2 gauge supermultiplets
have to transform as singlets under the SU(2)R symmetry, while the fermions λ
i and ψi
must combine into an SU(2)R doublet. Thus, we may first enforce, as a necessary condition
for N = 2 supersymmetry, the requirement that ψi and λi enter symmetrically.
Clearly, there is no Yukawa interaction for the field λi, and thus, the Yukawa interaction
must also be absent for the ψ fields. Thus, U(φi) can be at most linear in φi. In fact, if
U(φi) has any dependence on φi at all, then the |∂U |2 term will always be strictly positive
and supersymmetry will be broken spontaneously. Discarding this possibility, U must be
constant, and may hence be set to U = 0 : the superpotential is absent !
Next, the kinetic terms of λi and ψi must be equal. This requires the relation
1
2i
(τij(φ)− τij(φ)) = ∂
2K(φ, φ¯)
∂φi∂φ¯j
. (3.24)
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To solve (3.24), we make use of the holomorphicity of τij and of its symmetry under i↔ j.
Considering τij as a given holomorphic function, K is determined by a linear differential
equation, which is trivially solved in terms of holomorphic functions Ti(φ),
K(φ, φ¯) = Ti(φ)φ¯
i + Ti(φ)φ
i (3.25)
with the relation
1
2i
τij(φ) =
∂Tj(φ)
∂φi
=
∂Ti(φ)
∂φj
. (3.26)
The second equality in (3.26) holds in view of the fact that τij is symmetric, and imme-
diately implies that Ti(φ) is a pure gradient of a single holomorphic function, called the
prepotential and usually denoted by F(φ). We have then
Ti(φ) =
1
2i
∂F(φ)
∂φi
(3.27)
Remarkably, the entire low energy effective action L has now been completely de-
termined in terms of this single prepotential function F(φ). In view of the arguments
presented earlier showing holomorphicity as a function of the masses, gauge coupling and
Yukawa couplings, we know that F is also holomorphic as a function of the gauge coupling
τ and the hypermultiplet masses m : F(φ;ma, τ). The N = 2 low energy effective action
for the r U(1) gauge multiplets is thus
L = Im(τij) F iµνF jµν +Re(τij) F iµνF˜ jµν + Im(∂µφ¯j∂µφDj) + fermions (3.28)
with
φDj =
∂F(φ)
∂φj
τij(φ) =
∂2F(φ)
∂φi∂φj
. (3.29)
Here, it is understood that the gauge scalar φj takes on a vacuum expectation value aj ,
which are arbitrary complex numbers.
That the Lagrangian (3.28) is fully invariant under the N = 2 susy follows almost
trivially by obtaining it from the expansion of the manifestly N = 2 supersymmetric
Lagrangian for gauge group U(1)n of (2.98) and without hypermultiplets.
3.6 Physical Properties of the Prepotential
Since F(φ) only depends upon the field and not upon space-time derivatives ∂µφ, F
is uniquely determined by its values on the expectation values aj , so we consider now
the complex analytic function F(aj ;ma, τ). F is subject to two fundamental physical
properties.
• F(aj;ma, τ) is complex analytic by N = 2 supersymmetry;
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• τij(a) = ∂2F∂ai∂aj obeys Im(τij) > 0 since this function plays the role of a metric on
the gauge kinetic terms. Unless Im(τij) > 0, some gauge fields will propagate with
negative probability.
As a result of the above two properties of F , we find that F cannot be a single valued
function of the vacuum moduli aj (or of the gauge coupling τ). Indeed, if F were single-
valued, then Im(τij) will be a single-valued harmonic function, which by the second point
above is bounded from below. But, by the maximum pinciple, such a harmonic function
must in fact be constant. If it is not constant, then it can never be bounded from below
or from above. These properties form the basis for the construction of F given by Seiberg
and Witten [8].
Actually, we can easily explore the properties of the function F in the regime of
large vacuum expectation values, since the effects of renormalization are then known from
asymptotic freedom, and we find for say G = SU(N),
τij =
θij
2π
+
4πi
g2ij
∼ i
2π
ln(ai − aj)2/µ2 , (3.30)
as aj →∞. Integrating up to derive F , we find
F ∼ i
8π
∑
i,j
(ai − aj)2 ln(ai − aj)2/µ2 . (3.31)
The expression for F in this limit clearly shows that F is neither constant nor single-valued.
In fact, the nature of the multiple-valuedness (also called the monodromy) of F and
of τij is understood in part. A 2π rotation of any ai − aj amounts to a shift of the θij
angle by 4π. This shift is physically immaterial since the instanton angles θij are periodic
with period 2π. However, this cannot be the source of all the monodromy of F . For, if
it were, then the expression (3.30) would continue to be the source of this monodromy
down to ai − aj → 0. But, as ai − aj → 0, we would invariably led into a domain where
Im(τij) < 0, violating the positivity property Im(τij) > 0 explained previously. The source
of additional monodromy is much more subtle and will be explained next.
3.7 Electric-Magnetic Duality
We begin by discussing first the case of G = SU(2) gauge group and no hypermultiplets.
The fields are then the single gauge scalar φ, the gauge field Aµ with field strength Fµν ,
and the prepotential is a complex analytic function F(φ) dependent on a single complex
φ only. The effective Lagrangian is then
L = Im
{
τ(φ)(Fµν + iF˜µν)
2
}
+ ∂µ
(
φD
φ
)†
J∂µ
(
φD
φ
)
+ fermions
J =
(
0 i
−i 0
)
(3.32)
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The kinetic term is manifestly invariant under the linear action of an M ∈ SL(2,R) =
Sp(2,R) on φD and φ, with
(
φD
φ
)
−→M
(
φD
φ
)
M †JM = J (3.33)
This group is generated by translations Tβ and an inversion S, given by
Tβ =
(
1 β
0 1
)
S =
(
0 −1
1 0
)
. (3.34)
The action of Tβ on φ, φD and τ(φ) is as follows
φD −→ φD + βφ
φ −→ φ
τ(φ) −→ τ(φ) + β . (3.35)
This shift is precisely of the form of a shift in the angle θ, and will be immaterial only
if β is an integer multiple of 2. Thus, while the full SL(2,R) leaves the kinetic term
invariant, only a subgroup Γ0(2) ⊂ SL(2,Z) will leave the quantum mechanical physics of
the problem unchanged. The action of S on φ, φD and τ(φ) is as follows
φD −→ −φ
φ −→ φD
τ(φ) −→ −1/τ(φ) . (3.36)
Considering the special case where θ = 0, the transformation on the remaining coupling g
in τ is by inversion : g → 1/g, and thus exchanges small and large coupling regimes.
Thus far, we have implemented the action of the transformation S only on the scalar
kinetic term, and it remains to implement S on the gauge field. But, the gauge part of the
action does not manifestly exhibit a symmetry in which g → 1/g. The key novel ingredient
is the fact that upon g → 1/g, the gauge field Aµ must simultaneously be replaced by its
dual field ADµ. This transformation interchanges the roles of electric and magnetic fields,
as was considered by Montonen and Olive [7].
The fact that g → 1/g is related to an electric-magnetic duality transformation may
be seen intuitively from the Dirac quantization condition. If we denote by g the unit of
electric charge and by gD the unit of magnetic charge, then the Dirac condition requires
g · gD ∼ 1 in units where h¯ = 1. Thus, as g → 1/g, we have equivalently g ↔ gD, and
electric and magnetic charge are being exchanged.
Electric-magnetic duality in the free Maxwell’s equations ∂µF˜
µν = ∂µF
µν = 0 is a
manifest symmetry, realized by F µν ↔ F˜ µν . At the level of the Lagrangian, the symmetry
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is obscured by the fact that the Bianchi identity ∂µF˜
µν = 0 has been solved for in terms
of the gauge potential, thus obscuring duality symmetry.
To exhibit duality in the action, we must arrange to have both the field equations
∂µF
µν = 0 and the Bianchi identities ∂µF˜
µν = 0 emerge as field equations. This may be
done by formulating the action in terms of an independent field strength field Fµν and by
enforcing the Bianchi identity by introducing a Lagrange multiplier field ADµ. We shall
carry out this duality transformation only on the gauge field, but a full supersymmetric
argument is possible as well. We have
SG =
∫
Imτ(φ)(F + iF˜ )2 + 2
∫
ADµ∂νF˜
µν . (3.37)
We consider the Lagrange multiplier ADµ as a field in its own right, and introduce its field
strength FDµν = ∂µADν − ∂νADµ. Upon integration by parts, the last term in SG is then∫
FDµνF
µν , and we may complete the square in F as follows
SG =
∫
Im
[
τ(φ){F + iF˜ + 1
τ(φ)
(FD + iF˜D)}2 − 1
τ(φ)
(FD + iF˜D)
2
]
. (3.38)
Integrating out the unconstrained field F by Gaussian integration, we are left with the
same action SG, but formulated entirely in terms of the dual gauge field ADµ, and given
by
SG =
∫
Im
[
− 1
τ(φ)
(FD + iF˜D)
2
]
. (3.39)
Thus, the S transformation in which τ(φ)→ −1/τ(φ) has been realized on the gauge field
as well. The precise monodromy group is generated by the transformations T2 and S of
(3.34), and this group is a subgroup Γ0(2) of the group SL(2,Z), which is generated by T1
and S.
3.8 Monodromy via Elliptic Curves for SU(2) Gauge Group
We have now obtained a precise formulation of the monodromy problem associated with
the Seiberg-Witten theory for SU(2) gauge group.
•
(
aD
a
)
transforms linearly under the Γ0(2) ⊂ SL(2,Z) monodromy group;
• τ(a) = ∂aD/∂a obeys the condition Imτ(a) > 0;
• The monodromy T2 is realized in the limit where a→∞.
Generally, such monodromy problems are very hard to solve. Here however, we have
one very important hint : a complex quantity τ with positive definite imaginary part. Such
quantities are also fundamental in the theory of Riemann surfaces, where they describe the
42
moduli of Riemann surfaces and the positivity condition ensures regularity of the surface.
In our case, the relevant Riemann surface is an elliptic curve or equivalently a torus.
The torus is conveniently described as an elliptic curve in CP2, parametrized by two
complex coordinates (k, y), and given by
y2 = (k − Λ2)(k + Λ2)(k − u) . (3.40)
Here Λ is an overall scale, and u parametrizes the modulus τ of the elliptic curve. One
may view the elliptic curve as realized by a double cover of the complex plane (the two
sheets corresponding to the ±y branches) with branch points ±Λ2, u and ∞, and branch
cuts for example along [−Λ2,+Λ2] and [u,∞].
A canonical basis for the homology 1-cycles (in which the cycles A and B intersect
precisely once) is provided by the following closed curves; A : circling the banch cut
[−Λ2,+Λ2] once; and B : from branch points +Λ2 to u circling from the upper to the
lower sheets and back. This choice of homology cycles is not unique however, even when we
require single intersection. Any change of homology basis by a symplectic transformation
with integer coefficients will preserve canonical intersection
(
B
A
)
−→M
(
B
A
)
M †JM = J M ∈ SL(2,Z) (3.41)
Notice the similarity with the transformation properties of φD and φ in (3.33).
There is a unique holomorphic 1-form (or Abelian differential of the first kind), dk/y,
whose Abelian integral is
z(P )− z(Q) =
∫ P
Q
dk
y
. (3.42)
This integral is multiple valued, and the periods of the torus are defined by the following
contour integrals
ω =
∮
A
dk
y
ωD =
∮
B
dk
y
(3.43)
The value of the matrix of periods (ωD ω) is subject to monodromy as the canonical
homology basis of A and B cycles is changed, and transforms according to
(
ωD
ω
)
−→M
(
ωD
ω
)
M †JM = J M ∈ SL(2,Z) (3.44)
This transformation law is strongly suggestive in view of its similarity with the transfor-
mation law for φD and φ in (3.33). The modulus of the elliptic curve is defined by
τ =
ωD
ω
Imτ > 0 , (3.45)
where the last condition guarantees that the curve is non-singular.
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We are now ready to identify the data of Seiberg-Witten theory and those of the family
of elliptic curves parametrized by the modulus τ , or equivalently by the complex parameter
u. The modulus of the curve τ is identified with the Seiberg-Witten gauge coupling τ(a),
so that
τ =
ωD
ω
= τ(a) =
∂aD
∂a
=
(
∂aD
∂u
)(
∂a
∂u
)−1
(3.46)
These equalities are readily solved by simply identifying
∂a
∂u
= ω =
∮
A
dk
y
∂aD
∂u
= ωD =
∮
B
dk
y
. (3.47)
Integration in u may be carried out on both equations, and we obtain the final form of the
Seiberg-Witten solution,
a =
∮
A
dλ aD =
∮
B
dλ (3.48)
where the differential 1-form dλ, usually called the Seiberg-Witten differential is such that
its u-derivative is holomorphic. Its form may be obtained explicitly by integration in u,
and is unique up to the addition of any exact differential,
∂dλ
∂u
=
dk
y
=
dk√
(k2 − Λ4)(k − u)
=⇒ dλ = (k − u)dk
y
+ exact (3.49)
Notice that the Seiberg-Witten differential dλ has a pole at k =∞.
The explicit solution is obtained by using the homology A and B cycles defined above,
and is given by the following parametric representation of complete elliptic integrals
aD(u) =
√
2
π
∫ u
Λ2
dk
√
k − u√
k2 − Λ4 a(u) =
√
2
π
∫ Λ2
Λ2
dk
√
k − u√
k2 − Λ4 . (3.50)
The T2 monodromy condition is readily verified in the limit u→∞
aD(u) =
√
2u
π
∫ 1
Λ2/u
dy
√
y − 1√
y2 − Λ4
u2
∼ −i
√
2u ln u
π
(3.51)
a(u) ∼
√
2u
π
∫ Λ2
−Λ2
dk√
Λ4 − k2 =
√
2u (3.52)
The function aD(a) and τ(a) are then obtained by eliminating u.
3.9 Physical Interpretation of Singularities
The elliptic curve y2 = (k−Λ2)(k+Λ2)(k−u) has precisely 3 singularities at u = ±Λ2, ∞
where the curve degenerates. These singularities translate into singular behavior of aD(a)
and τ(a). For all other u ∈ C, these quantities are regular.
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Recall from the discussion of the Wilson effective action that singularities will arise
in τ(a) and F(a) if and only if the mass(es) of some particle(s) that was integrated out
in the Wilson remnormalization group procedure actually becomes zero. Now, we know
the masses of all massive vector bosons, magnetic monopoles and dyons, because these
particles belong to short BPS multiplets of N = 2 supersymmetry and so their masses
obey the BPS bound
M = |n2a+ nmaD| (3.53)
where ne and nm are the electric and magnetic charges respectively. Whenever aD/a
becomes a rational number, some dyon masses will become zero. In our case, there are
only three candidate values for the vacuum moduli where this can happen, and we now
study those in turn, using the explicit solution of (3.50).
• u→∞
corresponds to the large a limit, where asymptotic freedom applies and we find
a(u) ∼ √u
aD(u) ∼
√
u ln
u
Λ2
∼ a ln a (3.54)
• u→ +Λ2
a(u) ∼ i
π
aD ln
aD
Λ
aD(u) ∼ (u− Λ2) (3.55)
Using the BPS mass formula, we see that at this point any particle with zero electric
charge ne will be massless : these are just the pure magnetic monopoles, with (ne =
0, nm 6= 0).
• u→ −Λ2
(a− aD)(u) ∼ (u+ Λ2)
a(u) ∼ i
π
(aD − a) ln aD − a
Λ
(3.56)
Using the BPS mass formula, we see that at this point any particle with zero charge
ne + nm will be masseless : these are the dyons, with (ne, nm = −ne).
The monodromy matrices at each of these singularities can be derived from the presence
of the logarithm in each of the above formulas. One finds
D∞ =
(
1 2
0 1
)
D+Λ2 =
(
1 0
−2 1
)
D−Λ2 =
(−1 2
−2 3
)
. (3.57)
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As a consistency check that the above singularities are the only ones required to satisfy
the monodromy conditions in a consistent way, one may check that the product of all three
monodromies is proportional to the identity matrix D∞D+Λ2D−Λ2 = −I.
Physically, the remarkable new phenomenon that emerges from this study of the Wilson
effective action is that magnetic monopoles and dyons, which are usually encountered as
heavy semi-classical soliton solutions, may actually become massless at strong coupling.
3.10 Hypergeometric Function Representation
In their original paper, Seiberg and Witten [8] were actually able to identify the additional
monodromies at u = ±Λ2, without solving first for (a, aD). Their arguments were as
follows. Since F is not global, it has at least 3 singularities. As explained earlier, the
appearance of a singularity in the Wilson effective action is due to a particle becoming
massless. The key physical input is the realization that the particle becoming massless
is a monopole. The magnetic coupling τD can then be evaluated in the dual formulation
in terms of the dual gauge field AD, giving the monodromy matrix D+Λ2. The remaining
monodromy matrix D−Λ2 follows from the relation D∞D+Λ2D−Λ2 = −I for the homotopy
group of the sphere with 3 punctures. In this way, the three monodromy matrices of
(3.57) are recovered. Here we indicate briefly how the monodromy problem can be solved
in terms of hypergeometric functions, if all three monodromies D∞, D+Λ2 , and D−Λ2 are
already known and given by (3.57).
We look for (aD, a) as solutions of a second order differential equation with regular
singular points. For simplicity, set Λ = 1. Consider the equation
(− d
2
dz2
+ V (z))ψ(z) = 0 (3.58)
where V (z) is a meromorphic function with at most double poles. Then the equation
admits two independent solutions ψ1, ψ2 which get transformed into a linear combination
of each other under analytic continuation around each of the poles of V (z). In the present
case, there should be 3 singularities at z = −Λ2,Λ2,∞, and a candidate for V (z) is
V (z) = −1
4
(
1− λ21
(z + 1)2
+
1− λ22
(z − 1)2 −
1− λ21 − λ22 + λ23
(z + 1)(z − 1)
)
(3.59)
As z → ∞, V (z) ∼ −1
4
1−λ23
z2
. The solutions behave asymptotically like z(1±λ3)/2 if λ3 6= 0,
and like
√
z and
√
z ln z when λ3 = 0. Comparing with the desired behavior for a and
aD, we set λ3 = 0. Next, considering asymptotics as z → Λ2, we are led to the choice
λ1 = λ2 = 1.
Now the solutions ψ of (3.58) are related to those of the standard hypergeometric
equation x(1− x)f ′′ + [c− (a+ b+ 1)x]f ′ − abf = 0 by
ψ(z) = (z + 1)(1−λ1)/2(z − 1)(1−λ2)/2f(z + 1
2
) . (3.60)
46
with a = b = −1
2
, c = 0. Since a basis for the hypergeometric equation is given by
f1(x) = (1− x)c−a−bF (c− a, c− b; c+ 1− a− b; 1− x) ,
f2(x) = (−x)−aF (a, a+ 1− c; a + 1− b; 1
x
) , (3.61)
the natural candidate for (a, aD) is
aD(u) = i
u− 1
2
F (
1
2
,
1
2
; 2;
1− u
2
) (3.62)
a(u) =
√
2(u+ 1)
1
2F (−1
2
,
1
2
; 1;
2
u+ 1
) . (3.63)
Recalling that the hypergeometric function admits an integral representation
F (a, b; c, z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
dt tb−1(1− t)c−b−1(1− tz)−a (3.64)
we obtain the following integral representation for (a, aD)
aD(u) = i
u− 1
2
Γ(2)
Γ(1
2
)Γ(3
2
)
∫ 1
0
dt t−
1
2 (1− t) 12
(
1− tu− 1
2
)− 1
2
(3.65)
a(u) =
√
2(u+ 1)
1
2
Γ(1)
Γ(1
2
)Γ(1
2
)
∫ 1
0
dt t−
1
2 (1− t)− 12
(
1− tu+ 1
2u
) 1
2
(3.66)
A change of variables gives back the expressions (3.50) proposed earlier for (a, aD).
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4 More General Gauge Groups, Hypermultiplets
In the previous section, we reviewed Seiberg-Witten theory for an N = 2 super-Yang-Mills
theory with gauge group SU(2) and no hypermultiplets present. The key ingredients were
• The SW curve Γ(u) given by y2 = (k − Λ2)(k + Λ2)(k − u);
• The SW differential dλ = (k − u)y−1dk;
• The relation between the periods of dλ, the quantum moduli a and aD and the
prepotential F by
a =
1
2πi
∮
A
dλ aD =
1
2πi
∮
B
dλ aD =
∂F
∂a
(4.1)
(Henceforth, we shall include an extra factor of 2πi in the normalization of dλ.) In this
section, we shall review the known generalizations of this construction to
• higher gauge algebras SU(N), SO(N), Sp(N), and exceptional algebras;
• including hypermultiplets in various representations of the gauge algebra, with the
constraint that the theory remain asymptotically free or have vanishing β-function.
A useful starting point is again the symmetries of the gauge scalar kinetic term, which
we shall rewrite as follows
2Im∂µφ
i∂µφDi = i∂µ
(
φDi
φi
)†
Jij
(
φDi
φi
)
J =
(
0 −I
I 0
)
(4.2)
where the indices i, j = 1, · · · , n = rank(G). This part of the low energy effective La-
grangian is invariant under the continuous symmetry group Sp(2n,R). The subgroup of
Abelian transformations of the type
Tβ :
(
φDi
φi
)
−→
(
I β
0 I
)(
φDi
φi
)
(4.3)
plays a special role. Its effect on the gauge coupling matrix τij is by shifts by β :
Tβ : Re(τij) −→ Re(τij) + βij . (4.4)
However, these transformations have the effect of shifting the instanton angles θij by 2πβij,
and thus the entries βij must be integers. This restriction restricts the full invariance group
of the gauge scalar kinetic term to the subgroup Sp(2n,Z).
The group Sp(2n,Z) may be viewed as being generated by transformations Tβ , as in
(4.3), with integer entries, together with the inversion τ −→ τ−1. This transformation
exchanges weak and strong coupling, and may be interpreted as a generalized electric-
magnetic duality transformation, extending the case of SU(2) gauge group.
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4.1 Model of Riemann Surfaces
Consider a compact Riemann surface Γ without boundary of genus g; such a surface may
be thought of as a sphere with g handles attached to it. Let {Ai, Bi, i = 1, · · · , g} be a
basis of closed 1-cycles for the homology H1(Γ,Z) of Γ, so that the intersection form # is
canonical
#(Ai, Aj) = #(Bi, Bj) = 0
#(Ai, Bj) = −#(Bj , Ai) = δij . (4.5)
Dual to this canonical homology basis are the g independent holomorphic 1-forms Ωi,
i = 1, · · · , g (Abelian differentials of the 1-st kind) with periods
ωij =
∮
Ai
Ωj ωDij =
∮
Bi
Ωj . (4.6)
The period matrix τij is defined by
τ ≡ ωDω−1 τij =
∑
k
ωDik(ω
−1)kj . (4.7)
The Riemann Theorems imply two key properties of the period matrix
(1) Imτ > 0 for non− degenerate Γ
(2) τij = τji . (4.8)
Finally, a change in homology basis from {Ai, Bi} to {A′i, B′i} that preserves the inter-
section form # is an element of Sp(2g,Z), since the intersection matrix is equivalent to
the symplectic matrix in 2g dimensions,
(
Bi
Ai
)
−→
(
B′i
A′i
)
=M
(
Bi
Ai
)
M ∈ Sp(2g,Z) . (4.9)
Thus, the monodromy group of the Abelian integrals of (4.6) is a subgroup of Sp(2g,Z).
4.2 Identifying Seiberg-Witten and Riemann Surface Data
A natural generalization of the Seiberg-Witten construction for SU(2) gauge group emerges
in the following way.
• The Seiberg-Witten curve is a family of Riemann surfaces Γ(u1, · · · , un), parametrized
by n complex parameters u1, · · · , un, which play the role of vacuum moduli and parametrize
the flat directions of N = 2 vacua. The family of curves may contain singular curves
for certain values of ui, but these singularities should arise only when physical massless
particles appear.
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• The curves Γ(ui) must be invariant under the Weyl group Weyl(G), which is the
residual gauge invariance after the gauge algebra G has been broken down to its Cartan
subalgebra, U(1)n.
• The Seiberg-Witten differential dλ is a meromorphic 1-form on Γ such that ∂dλ/∂ui
is a holomorphic 1-form (or Abelian differential of the first kind) on Γ. The residues at
the poles of dλ are then automatically independent of ui, and are linear combinations
of the hypermultiplet mass parameters. Physically, the fact that the residues of dλ are
independent of the ui means that the hypermultiplet masses (entering in the N = 1
superpotential) are not renormalized and thus are unchanged under any changes in ui.
Linearity of the residues in terms of the hypermultiplet mass parameters is required by
the BPS mass formula, in which the hypermultiplet mass parameters enter linearly.
• The periods of Γ then enter in the following way. Since ∂dλ/∂uj are holomorphic
1-forms, a period matrix τij may be constructed from by integrating these 1-forms on a
set of homology cycles Ai, Bi, i = 1, · · · , n as follows. We begin by defining the periods
ωij =
∂ai
∂uj
=
1
2πi
∮
Ai
∂dλ
∂uj
ωDij =
∂aDi
∂uj
=
1
2πi
∮
Bi
∂dλ
∂uj
(4.10)
where we have identified the periods ω and ωD with the relevant super-Yang-Mills quan-
tities. The gauge coupling constant matrix τ may now be naturally connected with the
Riemann surface data by
τ =
∂aD
∂u
(
∂a
∂u
)−1
. (4.11)
By making this identification, we guarantee that Im(τ) > 0, τij = τji and holomorphicity
of τij as a function of ui. Recall that these were the key ingredients in the Seiberg-Witten
construction. Upon integrating in uk, we obtain the fundamental relations
ai =
1
2πi
∮
Ai
dλ aDi =
1
2πi
∮
Bi
dλ . (4.12)
• For the simplest cases, to be explained shortly, Γ is precisely of genus g = n, and Ai,
Bi i = 1, · · · , n form a basis of H1(Γ,Z). But more generally, n ≤ g, and Ai, Bi form a
suitable subset of H1(Γ,Z).
• A crucial requirement of the Seiberg-Witten and Riemann surface correspondence is
that the prepotential F defined by the Riemann surface data, aDk = ∂F/∂ak, must have
the logarithmic singularities Fpert predicted by perturbative field theory in the regime of
large vacuum expectation values. For G = SU(N) and no hypermultiplet, these singu-
larities have been described in (3.31). For general gauge algebra G with roots R(G) and
hypermultiplet of mass m in a representation R of G with weights W(R), they are given
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by
Fpert(a) = i
8π
[ ∑
α∈R(G)
(α · a)2 ln (α · a)
2
µ2
− ∑
λ∈W(R)
(λ · a+m)2 ln (λ · a+m)
2
µ2
]
(4.13)
In view of the above correspondence, obtaining the Seiberg-Witten solution for any
given gauge algebra and hypermultiplet representation has been reduced to obtaining the
Seiberg-Witten curve Γ(ui), the Seiberg-Witten differential dλ and the cycles Ai, Bi on
Γ(ui). The monodromy problem is in general very difficult to solve, and more indirect
arguments are needed to proceed. The key considerations that have been made use of in the
construction for SU(N), SO(N) and Sp(N) gauge algebras, with either no hypermultiplets
or hypermultiplets in the fundamental representation of the gauge algebra are as follows.
• Matching the singularity structure of the curve Γ(ui) with the appearance of massless
particles in the N = 2 super-Yang-Mills theory;
• U(1)R charge assignments;
• Decoupling limits to smaller gauge algebras and smaller hypermultiplet contents,
including to the smallest of them all, namely the SU(2) gauge algebra which is
known from the original Seiberg-Witten work;
• Educated guesswork.
4.3 SU(N) Gauge Algebras, Fundamental Hypermultiplets
We treat first the case of G = SU(N) gauge theory (for which n = N − 1), and Nf
hypermultiplets in the fundamental representation of SU(N). We shall limit ourselves
to asymptotically free theories, for which the number of fundamental hypermultiplets is
constrained by Nf < 2Nc. The curve proposed in [25] is given by
Γ(ui) = {(k, y) y2 = A(k)2 − Λ¯2B(k)} Λ¯ ≡ ΛN− 12Nf (4.14)
where the functions A and B are given by
A(k) =
N∏
i=1
(k − ui) B(k) =
Nf∏
α=1
(k +mα) , (4.15)
and mα are the hypermultiplet masses. The Seiberg-Witten differential is defined to be
dλ = k d ln (y + A(k)) (4.16)
We observe that even when Nf = 0 and N = 2, this curve and differential are different from
the curve found originally for SU(2) in §3.8. Indeed, the Seiberg-Witten curves associated
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with a given gauge theory are not unique, although they may satisfy the same criteria
outlined above. We shall check below that these criteria are satisfied by the curve (4.14)
for the SU(N) gauge theory with Nf hypermultiplets in the fundamental representation.
When Λ = 0, the curve degenerates to two copies of the complex plane given by
y = ±A(k), which have a double intersection precisely (and only) at the zeroes ui of A(k).
As Λ 6= 0, the double zeros open up into branch cuts. The end points x±k of these branch
cuts are defined by
A(x±k )
2 − B(x±k ) = 0. (4.17)
There will be precisely N branch cuts, so that the genus of the curve is n = N − 1. Thus,
the set of cycles Ai and Bi may be chosen to be a basis of H1(Γ,Z). The Seiberg-Witten
differential may be written as
dλ =
k dk
y
(
A′(k)− 1
2
A(k)
B′(k)
B(k)
)
. (4.18)
since this expression differs from the one in (4.16) by the term Λ¯2 kB′(k)dk/B(k), which
has zero periods. It is easy to see that the residues of dλ are independent of ui, since the
only poles (at finite k) appear at k = −mα through the term inverse in B(k). In fact,
around k = −mα, we have y ∼ A(k), and the behavior of dλ is given by
dλ ∼ 1
2
mα dk
k +mα
. (4.19)
Similarly, the pole at k = ∞ has a residue independent of ui and thus ∂dλ/∂ui is holo-
morphic.
There are a number of simple checks on the validity of this curve. First, by making
a hypermultiplet mass, say mNf large, while keeping mNf Λ¯
2 fixed, we decouple precisely
the hypermultiplet with mass mNf . The limit of the corresponding curve agrees with the
curve with one less hypermultiplet. Second, by letting one of the vacuum expectation
values become large, one obtains a limit in which the gauge group SU(N)→ SU(N − 1).
Again the corresponding limits of the curves agree. Lastly, it was argued based upon
the Picard-Lefschetz construction, that the strong coupling monodromies agree with the
values expected from the dyon quantum numbers in the theory.
However, the true check which we need to carry out is that the family of Riemann
surfaces reproduce the correct logarithmic singularities found in the perturbative regime
for the prepotential Fpert (c.f. (4.13)). This is the regime where Λ is small compared to
the gauge scalar vacuum expectation values ai and the hypermultiplet masses mα.
The first step is to derive the quantum order parameters ak =
1
2πi
∮
Ak
dλ in terms of
their classical limits uk. Now the cycles Ak, 2 ≤ k ≤ N , can be chosen to be contours
surrounding the branch cuts between x−k and x
+
k , which remain at a fixed distance from
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uk while the branch cuts themselves shrink to uk as Λ¯ → 0. This means that for Λ small
compared to uk, we may expand
dλ = k(
A′
A
− 1
2
B′
B
)
∞∑
m=0
Γ(m+ 1
2
)
Γ(1
2
)m!
k
(
B
A2
)m
dk (4.20)
This reduces dλ to a rational differential on a sphere with punctures. The method of
residues applies readily to the evaluation of the periods around Ak, and we find
ai = ui +
∞∑
m=1
Λ¯2m
22m(m!)2
(
∂
∂ui
)2m−1
Si(ui; u)
m . (4.21)
The function Si(k; u) is defined by
Si(k; u) = Λ¯
−2(k − ui)2 B(k)
A(k)2
=
∏
α(k +mα)∏
l 6=i(k − ul)2
. (4.22)
The evaluation of the dual variables aDk =
1
2πi
∮
Bk
dλ is more difficult. This is because
the cycles Bk correspond to paths going from x
−
1 to x
−
k on each sheet, unlike the Ak cycles
which can be chosen at a fixed distance from the cut x−k , x
+
k cut as Λ¯→ 0. The expansion
(4.20) cannot be applied to the evaluation of the Bk periods as it stands. However, we can
restore its validity by introducing a parameter ξ with |ξ| small, and deform dλ to
dλ(ξ) = k
(
A′
A
− 1
2
B′
B
)(
1− ξ2 B
A2
)− 1
2
dk
=
∞∑
m=0
Γ(m+ 1
2
)
Γ(1
2
)m!
k
(
A′
A
− 1
2
B′
B
)(
ξ2B
A2
)m
dk (4.23)
The main advantage is that for fixed small ξ, the expansion is reliable and the evaluation
of the periods of dλ(ξ) reduce to integrals of rational differentials, just as before in the
evaluation of the Ak-periods (in practice, for each order ξ
2m, it suffices to retain terms with
poles of order up to 2m). The periods aDk of dλ are then obtained by analytic continuation
to ξ = 1.
It is now easy to identify the logarithmic terms in the resulting prepotential. Clearly,
we have
dλ =
1
2
Nf∑
α=1
mα dk
k +mα
+
N∑
l=1
al
dk
k − ul +O(Λ) (4.24)
since the residues of dλ at k +mα = 0 are known to be
1
2
mα, while the periods ai of dλ
around the Ai cycles tend to the residues of dλ at ui as Λ→ 0. The Bi periods of dλ are
∫ x−
i
x−1
dλ =
1
2
Nf∑
α=1
mα ln(x
−
i +mα) +
N∑
l=1
al ln(x
−
i − ul) +O(Λ) , (4.25)
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(where we have omitted, here as well as below, a similar expression with x−k replaced by
x−1 , arising from the lower bound of the integral). This can be rewritten as
∫ x−
i
x−1
dλ = ai ln Λ¯ +
1
2
Nf∑
α=1
(ai +mα) ln(x
−
i +mα)−
N∑
l=1
(ai − al) ln(x−i − ul) +O(Λ) (4.26)
since the branch points x−i satisfy
N∏
l=1
(x−i − ul)2 = Λ¯2
Nf∏
j=1
(x−i +mj) (4.27)
Since ui, x
−
i are analytic functions of aj which differ from ai by O(Λ¯) only, it follows that
∫ k−
i
k−1
dλ = ai ln Λ¯ +
1
2
Nf∑
α=1
(ai +mα) ln(ai +mα)−
N∑
l=1
(ai − al) ln(ai − al) +O(Λ) (4.28)
where the terms O(Λ¯) are analytic functions of Λ¯. Thus there are no higher powers of
ln Λ¯ in the prepotential, in agreement with the non-renormalization theorem for N = 2
supersymmetric gauge theories. In view of the constraint
∑N
k=1 ak = 0, we may consider
a prepotential F(a1, · · · , aN) which is a function of all variables ak, whose restriction
to the hyperplane
∑N
k=1 ak = 0 is the usual prepotential. In terms of this prepotential
F(a1, · · · , aN), we have aDk = ∂∂akF(a1, · · · , aN)− ∂∂a1F(a1, · · · , aN ). The expressions found
in (4.28) identify the perturbative part of the prepotential
Fpert = − 1
8πi
(
N∑
l,m=1
(al − am)2 ln (al − am)
2
Λ2
−
N∑
l=1
Nf∑
j=1
(al +mj)
2 ln
(al +mj)
2
Λ2
) (4.29)
which is exactly the expression (4.13) required for the SU(N) gauge theory with Nf
hypermultiplets of masses mj , 1 ≤ j ≤ Nf , in the fundamental representation.
The same methods can be used to determine explicitly the successive instanton correc-
tions to the prepotential, corresponding to the successive terms O(Λ¯d) in (4.23). Clearly,
the only remaining ingredient we need is a full expansion of the branch points x−k in terms
of uk and Λ. For this, we recast the defining equation (4.17) for the branch points as a
fixed point equation
x±k = uk ± Λ¯S(x±k )
1
2 (4.30)
The exact solution of this fixed point equation is given by
x±k = uk +
∞∑
m=1
(±)mΛ¯m
m!
(
∂
∂uk
)m−1Sk(uk)
m
2 (4.31)
It is now clear that we can evaluate the periods of the Seiberg-Witten differential to
any order in Λ¯. The answers will be in terms of the classical moduli parameters uk. To get
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the correct prepotential, as we already saw in the determination of Fpert, it is crucial that
all expressions be recast in terms of the quantum moduli ak. This can be done routinely,
since the equation (4.21) allows to write ak and uk in terms of each other. Although
the calculations can become very cumbersome beyond one instanton order, the methods
are straightforward and have a certain flexibility. Originally developed in the context of
hyperelliptic curves [26][27], they have been now extended successfully by I.P. Ennes, S.G.
Naculich, H. Rhedin, and H.J. Schnitzer to the study of more complicated spectral curves
than (4.14). These include the ones corresponding to matter in the symmetric and the
antisymmetric representation of SU(N) [28], as well as product groups [29], and other
curves arising from M Theory. Another method which has been used in the determination
of the prepotential from Seiberg-Witten curves is the method of Picard-Fuchs equations.
These methods give exact differential equations satisfied by the periods of the Seiberg-
Witten differential, but they can get complicated very quickly as the genus of the curve
increases [30].
However, the prepotential obeys a simple and remarkable renormalization group type
equation [31]
∂F
∂Λ
∣∣∣∣
ai
=
2N −Nf
2πi
N∑
i=1
u2i , (4.32)
which can actually be used to determine explicitly all instanton corrections, once the
dependence of ui is known in terms of the quantum moduli ai (Simpler cases of (4.32) had
been found in [32]. A broad framework for such equations had also been provided in [34],
in the context of the tau function for soliton equations).
We shall limit ourselves here to exhibiting the expression for the prepotential up to
2-instanton order, and to the cases where Nf < 2N
F = F (0) + F (1) + F (2) +O(Λ¯6) . (4.33)
Here, F (0) is the classical and perturbative contribution
2πiF (0) = −1
4
∑
j 6=i
(ai − aj)2 ln (ai − aj)
2
Λ2
− (ln 2− 2N +Nf )
∑
i
a2i
+
1
4
∑
i,α
(ai +mα)
2 ln
(ai +mα)
2
Λ2
, (4.34)
F (1) is the one instanton contribution, given by
2πiF (1) = Λ¯
2
4
∑
i
Si(ai; a) , (4.35)
and F (2) is the two instanton contribution, given by
2πiF (2) = Λ¯
4
16
[∑
j 6=i
Si(ai; a)Sj(aj; a)
(ai − aj)2 +
1
4
∑
i
Si(ai; a)
∂2Si(ai; a)
∂a2i
]
. (4.36)
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Here, the function Si(k; a) is as defined in (4.22), but with ui replaced by ai. There is
perfect agreement between the quantum field theory calculations and these results derived
directly from Seiberg-Witten theory [26].
We note also that a set of linear recursion relations was very recently obtained for the
prepotential, from which instanton corrections to very high order may be read off almost
without calculations [35]. In a related direction, the renormalization group equation can
be imbedded into a full hierarchy of equations satisfied by the prepotential [34]. These
equations can also be exploited to derive instanton corrections [36]. For SU(N) theories
with hypermultiplets in the fundamental representation, the prepotential has also been
shown to satisfy WDVV equations [33]. Clearly, all these properties are indicative of a
deeper underlying structure which is still yet to be fully uncovered. Finally, we note that
the renormalization group methods may also be used to perform systematic expansions at
strong coupling, for small values of the quantum moduli parameters [37]. These results
have found exciting applications to twisted topological supersymmetric gauge theories as
well [38]. Various reviews may be found in [39].
4.4 Classical Gauge Algebras, Fundamental Hypermultiplets
The curves Γ(ui) for the other classical gauge groups SO(N) and Sp(N) have also been
constructed [40], and we have
A(k) = ka
n∏
i=1
(k2 − u2i ) B(k) = Λckb
Nf∏
α=1
(k2 −m2α) . (4.37)
The values of the exponents a, b and c are given in table 6.
For simplicity, we have here restricted for Sp(2n) to the case where we have at least
two massless hypermultiplets. The general case was treated in [27].
In the same paper [27], it was shown that the prepotentials for the SO(N) and Sp(N)
cases could be simply expressed in terms of the prepotentials for the SU(N) cases. One
finds for the case G = SO(2n+ 1),
FSO(2n+1);Nf (a1, · · · , an;m1, · · · , mNf ; Λ)
= FSU(2n);2Nf+2(a1, · · · , an,−a1, · · · ,−an;m1, · · · , mNf ,−m1, · · · ,−mNf , 0, 0; Λ)
(4.38)
G a b c
SU(n+ 1) 0 0 2n+ 2− 2Nf
SO(2n+ 1) 0 2 4n− 2− 2Nf
Sp(2n) 2 0 4n+ 4− 2Nf
SO(2n) 0 4 4n− 4− 2Nf
Table 6: Exponents entering Seiberg-Witten curves for classical gauge algebras
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for Sp(2n), with at least two massless hypermultiplets,
FSp(2n);Nf (a1, · · · , an;m1, · · · , mNf−2, 0, 0; Λ)
= FSU(2n);2Nf−4(a1, · · · , an,−a1, · · · ,−an;m1, · · · , mNf−2,−m1, · · · ,−mNf−2; Λ)
(4.39)
and, finally, for SO(2n), we have
FSO(2n);Nf (a1, · · · , an;m1, · · · , mNf ; Λ)
= FSU(2n);2Nf+4(a1, · · · , an,−a1, · · · ,−an;m1, · · · , mNf ,−m1, · · · ,−mNf , 0, 0, 0, 0; Λ)
(4.40)
Again, these Seiberg-Witten expressions agree perfectly with the perturbative results
known directly from quantum field theory.
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5 Mechanical Integrable Systems
We consider Hamiltonian mechanical systems with a finite number of degrees of freedom,
namely positions xi and momenta pi, i = 1, · · · , n. The Hamiltonian, Poisson bracket and
Hamilton equations are as always
H(xi, pi) x˙i = {xi, H} = ∂H
∂pi
{xi, pj} = δij p˙i = {pi, H} = −∂H
∂xi
. (5.1)
While for the purposes of classical mechanics, these quantities and equations are customar-
ily used with real valued xi, pi and H , there is absolutely no difficulty in letting xi, pi and
H be complex. For our purposes, derived from Seiberg-Witten theory, the natural setting
is complex analyticity and it will be crucial to allow for this complex generalization.
A Hamiltonian mechanical system defined in (5.1) is (completely) integrable if and only
if there exist precisely n functionally independent integrals of motion Ii(x, p), i = 1, · · · , n,
such that
I˙i = {Ii, H} = 0 {Ii, Ij} = 0 . (5.2)
(More precisely, the system is integrable if the first relation holds, while it is completely
integrable when both equations hold.) For a practical guide to integrable systems, see for
example [41]. As a result of the existence of precisely as many integrals of motion as there
are position degrees of freedom xi, it is possible to perform a canonical transformation
from the variables xi, pi to action-angle variables, Ii, ψi, i = 1, · · · , n, for which time
evolution is linear
Ii(t) = Ii(0) ψi(t) = ψi(0) + ciIit (5.3)
for some constants ci. In other words, for a completely integrable system, in action-angle
variables, time evolution reduces to a linear flow on an n-dimensional torus, parametrized
by the angle variables ψi.
There is no general classification of Hamiltonians H(xi, pi) which correspond to com-
pletely integrable systems. There is also no systematic test to determine whether a given
Hamiltonian H(xi, pi) is integrable or not. Thus, deciding whether a given system is
integrable is a difficult and challenging problem in mechanics.
However, there is a general correspondence that has been used very fruitfully in the
study of integrable systems. This is the case whenever there exists a Lax pair. A Lax pair
is a pair of N × N matrix-valued functions L(x, p) and M(x, p) which depend upon the
dynamical variables x and p, such that the Lax equation L˙ = [L,M ] is equivalent to the
Hamilton equations of the Hamiltonian mechanical system associated with H ,
L˙ = [L,M ] ⇐⇒
(
x˙i = {xi, H}
p˙i = {pi, H}
)
. (5.4)
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The dimension N of the Lax matrices is not a priori known, and there is again no systematic
test or algorithm to establish the existence of a Lax pair, even less to find it explicitly. A
Lax pair is not unique, since one is always free to perform a gauge transformation on L
and M by
LS = S−1LS MS = S−1MS − S−1S˙ . (5.5)
As soon as a Lax pair is known to exist for a given Hamiltonian system, integrals of
motion immediately follow. Indeed, traces of powers of L are found to be time independent
as well as gauge invariant,
Ii ≡ trLni =⇒ I˙i = ni tr(Lni−1[L,M ]) = 0 . (5.6)
Here, the traces of L can be defined for all positive integer values ni, and all such Ii are
integrals of motion. However, since the matrix L is of dimension N , we know from Cayley’s
theorem that all Ii with ni ≥ N will be functionally dependent upon traces of lower powers.
Thus, to get “enough” integrals of motion for complete integrability, we need n ≤ N . For
all known integrable systems, this condition appears to be fullfilled, though we are not
aware of any general theorem to that effect. Amongst all traces of powers of L, we choose
n functionally independent Ii, i = 1, · · · , n for certain choises of integers ni. In particular,
the original Hamiltonian will be functionally dependent upon these integrals of motion
H = h(I1, · · · , In) (5.7)
since it is time-independent itself.
5.1 Lax Pairs with Spectral Parameter - Spectral Curves
A stronger form of integrability which exists in many known integrable systems, is the
fact that the Lax operators L and M may depend upon an additional (complex) spectral
parameter, usually denoted by z. The Lax operators become then matrix-valued functions
L(z), M(z) of z. The Hamiltonian H and the whole mechanical system does not depend
upon z, yet for all values of z, L(z) and M(z) are a Lax pair,
L˙(z) = [L(z),M(z)] ⇐⇒
(
x˙i = {xi, H}
p˙i = {pi, H}
)
. (5.8)
A Lax pair L(z), M(z) obeying these relations is called a Lax pair with spectral parameter.
Again, there is no systematic way to establish the existence of a Lax pair with spectral
parameter, and there is no algorithm for finding it, even if the system is known to be
integrable or even if a Lax pair without spectral parameter is already known explicitly.
To any Lax pair with spectral parameter, there is naturally associated a spectral curve,
defined by
Γ = {(k, z) ∈ C×C; det (kI − L(z)) = 0} . (5.9)
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and a natural one-form dλ, defined by
dλ = kdz (5.10)
While L(z) and M(z) depend upon 2r phase space variables xi and pi, i = 1, · · · , n,
the spectral curve is time-independent and gauge invariant and depends only upon the n
functionally independent integrals of motion Ii. Furthermore, if L(z) is a meromorphic
function of z (up to a gauge transformation, which may or may not be meromorphic), then
the form dλ is a meromorphic form on the spectral curve Γ. Depending on the periodicity
properties of the Lax pair L(z), M(z) with respect to z, the domain of definition of z may
be more properly viewed as the sphere of the torus, and a different variable than z may
be more suitable in the definition 5.10 for the Seiberg-Witten differential (examples of this
are discussed in subsequent sections). The curve Γ is correspondingly a branched covering
of the sphere or of the torus.
5.2 The Toda Systems
The non-periodic Toda system is a non-relativistic system of n+1 points on a linear chain,
with exponential nearest neighbor interactions (see for example [41]). The Hamiltonian is
given by
H =
1
2
n+1∑
i=1
p2i −M2
n∑
i=1
exi+1−xi . (5.11)
By translation invariance of the xi by a common constant, it is clear that the center of
mass x0 =
∑
i xi degree of freedom may be decoupled from the system, effectively leaving
a system of r coupled degrees of freedom. The simplest non-periodic system with n = 1
reduces to the Liouville system.
The periodic Toda system is a non-relativistic system of n+1 points on a circular chain,
with exponential nearest neighbor interactions, given by
H =
1
2
n+1∑
i=1
p2i −M2
n+1∑
i=1
exi+1−xi , (5.12)
with the periodicity condition xn+2 = x1. Again, the center of mass coordinate decouples
leaving a coupled system of r degrees of freedom. The simplest periodic Toda system is
for n = 1 and reduces to the Sine-Gordon model.
Actually, both Toda systems admit a natural Lie algebraic interpretation. This may
be seen by viewing the linear chain of the non-periodic system as the Dynkin diagram for
the Lie algebra An ∼ SU(n + 1), and the circular chain of the periodic Toda system as
the Dynkin diagram for the untwisted affine Lie algebra A(1)n . The set R∗ of simple roots
for each Lie algebra is well-known,
An ei − ei+1 i = 1, · · · , n
A(1)n ei − ei+1 i = 1, · · · , n+ 1, er+2 = e1 . (5.13)
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In terms of the simple roots, and the vector notation for position and momentum variables,
x = (x1, · · · , xn+1) and p = (p1, · · · , pn+1), both Toda Hamiltonians take on a unified form,
H =
1
2
p2 −M2 ∑
α∈R∗
e−α·x . (5.14)
Lie algebraically, the non-periodic Toda system is associated with the finite dimensional
Lie algebra An, while the periodic Toda system is associated with the infinite dimensional
untwisted affine Lie algebra A(1)n .
Now, for any finite-dimensional semi-simple Lie algebra G or one of the associated
untwisted G(1) or twisted affine Lie algebras, we may associate a Toda system based on the
set of simple roots R∗ of the Lie algebra. For a Lie algebra G of rank n, we introduce the
position x = (x1, · · · , xn) and momentum p = (p1, · · · , pn) variables and define the Toda
Hamiltonian associated with a Lie algebra G (which may be finite dimensional or affine)
in terms of the set of simple roots R∗(G), as follows,
H =
1
2
p2 −M2 ∑
α∈R∗(G)
e−α·x . (5.15)
Remarkably, this Toda system is completely integrable for any Lie algebra G.
In fact, for any finite dimensional Lie algebra G, or its untwisted affine extension G(1),
the Toda system admits a Lax pair [42]. To exhibit this Lax pair, we need the following
ingredients,
• h = (h1, · · · , hn) is the array of Cartan generators of G, with [hi, hj] = 0;
• Eα is the generators of G associated with the root α;
• R∗ = R∗(G) is the set of simple roots of G;
• α0 is the affine root (to be included for G(1));
• a representation ρ of G, so that all generators hi, Eα can be viewed as N -dimensional
matrices, if ρ is of dimension N .
The Lax matrices then take on the form
L = p · h+ ∑
α∈R∗
Me−
1
2
α·x(Eα − E−α) + µ2e 12α0·x(zE−α0 − z−1Eα0) (5.16)
M = −1
2
∑
α∈R∗
Me−
1
2
α·x(Eα + E−α) +
µ2
2
e
1
2
α0·x(zE−α0 + z
−1Eα0) (5.17)
For a non-periodic Toda system, associated with a finite dimensional Lie algebra G,
we set µ = 0 in (5.16), and any dependence on the spectral parameter z disappears. For
61
the periodic Toda system, associated with the untwisted affine Lie algebra G(1), we have
µ 6= 0, and the Lax pair has a spectral parameter z.
For non-simply laced Lie algebras G (i.e. for which not all roots have the same lengths),
one may also define a Toda system associated with the twisted affine Lie algebra (G(1))†.
The roots of this algebra are the duals (or co-roots) to the roots of G(1), and the twisted
affine Toda system associated with these algebras is also integrable, and admit a Lax pair
with operators given by (5.16) but with roots replaced with co-roots.
For the periodic Toda systems, we have a Lax pair with spectral parameter and thus
we have a spectral curve, as defined in (5.9). For the case of A(1)n with ρ the fundamental
representation, this curve may be worked out more explicitly. Indeed, the determinant
that enters (5.9) is
det(kI − L(z)) = A(k)− 1
2
(z +
Λ¯2
z
) . (5.18)
The simplicity of the z-dependence is due to the fact that the generators Eα0 and E−α0
are matrices of rank 1, so that their coefficients enter linearly in the expansion of the
determinant. The remaining polynomial A(k) is independent of z and is of degree N =
n+ 1. Since trL = 0, and k multiplies the identity matrix, the form of A(k) is
A(k) = kN + kN−2J2 + kN−3J3 + · · ·+ JN =
N∏
i=1
(k − ui) (5.19)
where the parameters Ji are functions of the integrals of motion Ii = trL
i only. The
integrals of motion can in principle be expressed in terms of the dynamical variables xi
and pi, but we shall not need these relations here.
By a change of variables, y = z − A(k), the equation for the curve (5.9) may be
evaluated explicitly using (5.19), and we get
Γ = {(k, y) ∈ C×C, y2 = A(k)2 − Λ¯2} . (5.20)
Remarkably, this curve is identical to the Seiberg-Witten curve for an N = 2 supersym-
metric SU(N) gauge theory without hypermultiplets. In fact, also the Seiberg-Witten
differential admits a very simple expression, given by
dλ = kd ln z =
A′(k)kdk√
A(k)2 − Λ¯2
. (5.21)
The coincidence of the spectral curves of Toda systems and the Seiberg-Witten curves of
N = 2 supersymmetric Yang-Mills theory was first noted in [43], in the case of SU(2)
without matter hypermultiplets. It is natural to speculate that, for all gauge groups G, a
similar correspondence should hold between Toda systems and Seiberg-Witten curves of
N = 2 supersymmetric Yang-Mills theories without matter hypermultiplets, for all gauge
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groups. However, due to subtleties related to the renormalization group flow, the correct
correspondence is rather between Toda systems for the dual group (G(1))∨ and the G Yang-
Mills theory, as shown in [44]. We shall come back in §6 to this emergence of the dual
group (G(1))∨, in the context of Calogero-Moser systems.
5.3 The Calogero-Moser Systems for SU(N)
The Calogero-Moser systems are non-relativistic mechanical models of n + 1 particles on
a (complex line) with two body interactions, which are not limited to nearest neighbor
interactions. The original Calogero-Moser system comes in three varieties [45]
• The Rational Calogero-Moser System
H =
1
2
n+1∑
i=1
p2i −
1
2
m2
n+1∑
i6=j
1
(xi − xj)2 (5.22)
• The Trigonometric Calogero-Moser System
H =
1
2
n+1∑
i=1
p2i −
1
2
m2
n+1∑
i6=j
1
sin2(xi − xj) (5.23)
• The Elliptic Calogero-Moser System
H =
1
2
n+1∑
i=1
p2i −
1
2
m2
n+1∑
i6=j
℘(xi − xj ;ω1, ω2) (5.24)
As is clear from the above definitions, the interaction potential of the rational and
trigonometric systems is a rational and trigonometric (or simply periodic) function re-
spectively, while for the elliptic systems, the potential is the Weierstrass elliptic (doubly
periodic) function defined by
℘(x;ω1, ω2) ≡ 1
x2
+
∑
(m,n)6=(0,0)
(
1
(x+ 2mω1 + 2nω2)2
− 1
(2mω1 + 2nω2)2
)
. (5.25)
Here, 2ω1 and 2ω2 are the periods, and ℘ may be thought of as the electric field due to
an electric dipole of unit strength on a torus with sides 2ω1 and 2ω2. The three systems
are related by the following limits : as ω2 → ∞ with ω1 fixed, the elliptic system tends
to the trigonometric one, while as in addition ω1 → ∞, the system tends to the rational
case. In view of these limiting relations, it suffices to carry out our analysis of integrability
and construction of Lax pairs (with spectral parameter) for the elliptic Calogero-Moser
systems. Integrability is preserved under these limits and will smoothly carry over to the
trigonometric and rational cases.
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It turns out also that the elliptic Calogero-Moser system is the system of interest for
Seiberg-Witten theory. An important clue is the microscopic gauge coupling τ of (2.59).
In theories where this microscopic gauge coupling does not get renormalized, it can be
expected to play a central role in the prepotential and hence in the Seiberg-Witten curves.
Thus for theories such as super Yang-Mills with matter in the adjoint representation (so
that the beta function vanishes, in view of (3.7)), the correct corresponding integrable
model should involve a torus with moduli τ . This requirement is satisfied by the Calogero-
Moser systems in their elliptic versions, but not in their rational or trigonometric versions.
The latter versions have appeared however in many other physical contexts. We refer to
[46] for some recent applications.
The Calogero-Moser systems are naturally interpreted in terms of An = SU(n + 1)
Lie algebra data. Consider the set R of all roots of An; in an orthonormal basis ei,
i = 1, · · · , n+ 1, they are given by
R(An) = {ei − ej , i 6= j = 1, · · · , n+ 1} . (5.26)
In terms of the set of all roots of An and the position x = (x1, · · · , xn+1) and momentum
p = (p1, · · · , pn+1) variables, we can recast the Hamiltonian as follows
H =
1
2
p2 − 1
2
m2
∑
α∈R
℘(α · x;ω1, ω2) (5.27)
It is easy to generalize the above Hamiltonian to other Lie algebras, but we shall postpone
this discussion to §6, since a great number of subtleties arise in the integrability properties
of these systems.
The elliptic Calogero-Moser system for G = An = SU(n + 1) admits a Lax pair with
spectral parameter z, first derived in [47],
Lij(z) = piδij −m(1− δij)Φ(xi − xj ; z) (5.28)
Mij(z) = di(x)δij +m(1− δij)Φ′(xi − xj ; z) . (5.29)
Here di(x) = m
∑
k 6=i ℘(xi − xk), Φ′(x; z) = ∂xΦ(x; z), and Φ(x; z) is a Lame´ function,
given by
Φ(x; z) =
σ(z − x)
σ(x)σ(z)
exζ(z) (5.30)
where the Weierstrass function ζ is related to ℘ by ℘(z) = −ζ ′(z) and ζ(z) = σ′(z)/σ(z).
The Lame´ function Φ(x; z) satisfies the Lame´ equation,
(
d2
dz2
− ℘(x)
)
Φ(x; z) = 2℘(z)Φ(x; z) . (5.31)
This Lax pair and the corresponding spectral curve has sparked a rich theory of elliptic
solitons and spectral covers. We refer to [48] [49] for some of these developments. Complete
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integrability and the existence of a classical R-matrix has been investigated in [50] and
[51]. For us, the above Lax pair will be of fundamental importance for a different reason:
the associated spectral curve and differential dλ = kdz will turn out to give exactly the
Seiberg-Witten curve for the SU(N)N = 2 super-Yang-Mills theory, with a hypermultiplet
in the adjoint representation.
5.4 Relation between Calogero-Moser and Toda for SU(N)
Remarkably, Toda systems may be obtained as a limit of elliptic Calogero-Moser systems
[52]. Qualitatively, the limit is expected to arise as follows : in Calogero-Moser systems,
all roots of the algebra are being summed over, while for Toda systems, only the simple
roots enter. Thus, upon taking the limit, all interactions that are not nearest neighbor
must vanish, leaving only the nearest neighbor interaction of simple roots.
The limit is taken on the parameters m, ω2 and on the position variables xi by letting
ω1 = −iπ and
Re(ω2)→∞


m = Meδω2
xj = Xj + 2ω2 δ j
M, Xj, 0 < δ ≤ 1N fixed
(5.32)
A very convenient way to investigate the limit is to expand the ℘-function in terms of
trigonometric functions
℘(x;−iπ;ω2) = 1
2
∞∑
k=−∞
1
ch(x+ 2kω2)− 1 . (5.33)
(for a derivation of this formula, see Appendix C). Since ℘(x;ω1, ω2) is even in x, we
restrict to i < j without loss of generality and we have
m2℘(xi − xj ;−iπ, 2ω2) = 1
2
∞∑
k=−∞
M2e2δω2
ch[Xi −Xj + 2ω2(δ(i− j) + k)]− 1 . (5.34)
When δ > 1/N , it is easy to see that no limit will exist, which is why we have excluded
this case from the outset in (5.32).
Because we have 0 < δ ≤ 1/N all terms in the infinite sum (5.34), except n = 0, 1,
converge to 0. The limits of the remaining terms are
k = 0 term −→
{
M2 exp(Xj −Xi) j − i = 1
0 j − i 6= 1 (5.35)
and
k = 1 term −→
{
M2 exp(XN −X1) δN = 1
0 δN < 1
. (5.36)
The contribution from the k = 0 term emerges for any values of δ, and it should be manifest
that this limit precisely corresponds to the Toda exponential interaction between nearest
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neighbors, i.e. based on the simple roots of An = SU(n + 1). The contribution from the
k = 1 term on the other hand is absent for all values δN < 1. In this case, the limiting
Toda system is based only on the simple roots of An and corresponds to the non-periodic
case. When δN = 1 on the other hand, the k = 1 term survives and yields the Toda
exponential interaction for the affine root −α0. In this case, the limiting Toda system is
based on the simple roots of An as well as the affine root −α0, and corresponds to the
periodic Toda system, associated with the untwisted affine Lie algebra A(1)n . In summary{
δN < 1 −→ non− periodic Toda for An
δN = 1 −→ periodic Toda for A(1)n (5.37)
5.5 Relations with KdV and KP Systems
The Toda and Calogero-Moser systems are also connected with higher dimensional inte-
grable systems. Some remarkable connections are:
• Toda Field Theory : The basic fields are φ = (φ1, · · · , φn) with φi(t, x) 2-dimensional
fields, ∂µ = (∂t, ∂x), and Lagrangian
L = 1
2
∂µφ · ∂µφ−M2
∑
α∈R∗
eα·φ . (5.38)
These theories are integrable as field theories and the simplest cases are Liouville
theory, which enters into the study of non-critical string theory and two-dimensional
quantum gravity [53], as well as Sine-Gordon theory which is equivalent to the mas-
sive Thirring model of fermions [54].
• Korteweg-de Vries (KdV) equation : The fundamental field is a single scalar u(t, x)
in 2 dimensions and the field equation is
∂tu = 6u∂xu− ∂3xu (5.39)
Of special interest are rational solutions, which are of the form
u(t, x) = 2
∑
j
1
(x− xj(t))2
. (5.40)
By a theorem of Airault-McKean-Moser [55], this Ansatz for u solves the KdV equa-
tion provided the positions xj(t) are subject to certain constraints as well as to the
following time-evolution equation [47]
∂txj = {xj, trL3} (5.41)
where L is the Lax operator for the rational Calogero-Moser system.
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• Kadomzev-Petviashvili (KP) equation : The fundamental field is a scalar u(t, t′, x)
in three dimensions (one space and two times) with the field equation
3∂2t′u = ∂x(∂tu− 6u∂xu− ∂3xu) . (5.42)
The t′-independent solutions are governed by the KdV equation. It has been shown
by Krichever [47] that the elliptic solutions are of the form
u(t, t′, x) = 2
∑
j
℘(x− xj(t, t′)) (5.43)
provided the positions xj(t, t
′) obey the following time-evolution equations
∂txj = {xj, trL3} ∂t′xj = {xj, trL2} (5.44)
where L is the Lax operator for the elliptic Calogero-Moser system.
So far, these properties have not yet entered directly into the connection between integrable
systems and Seiberg-Witten theory. However, it is now known that the symplectic forms
arising in Seiberg-Witten theory from the differential dλ can be viewed as restrictions to
the space of algebraic-geometric solutions of symplectic forms for soliton equations [56][57].
It is likely that more connections will emerge in the near future.
5.6 Calogero-Moser Systems for General Lie Algebras
As Olshanetsky and Perelomov [58] realized very early on, the Hamiltonian system (3.1)
is only one example of a whole series of Hamiltonian systems associated with each simple
Lie algebra. More precisely, given any simple Lie algebra G, Olshanetsky and Perelomov
[58] introduced the system with Hamiltonian
H(x, p) =
1
2
n∑
i=1
p2i −
1
2
∑
α∈R(G)
m2|α|℘(α · x), (5.45)
where n is the rank of G, R(G) denotes the set of roots of G, and the m|α| are mass
parameters. To preserve the invariance of the Hamiltonian (3.5) under the Weyl group,
the parameters m|α| depend only on the orbit |α| of the root α, and not on the root α
itself. (For AN−1 = SU(N), it is common practice as we saw earlier to use N pairs of
dynamical variables (xi, pi), since the roots of AN−1 lie conveniently on a hyperplane in
CN . The dynamics of the system are unaffected if we shift all xi by a constant, and
the number of degrees of freedom is effectively N − 1 = n.) As in the original SU(N)
case, the elliptic systems (3.5) admit rational and trigonometric limits. Olshanetsky and
Perelomov succeeded in constructing a Lax pair for all these systems in the case of classical
Lie algebras, albeit without spectral parameter [58].
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Twisted Calogero-Moser Systems defined by Lie Algebras
It turns out that the Hamiltonian systems (5.45) are not the only natural extensions
of the basic elliptic Calogero-Moser system. A subtlety arises for simple Lie algebras G
which are not simply-laced, i.e., algebras which admit roots of uneven length. This is the
case for the algebras Bn, Cn, G2, and F4 in Cartan’s classification. For these algebras,
the following twisted elliptic Calogero-Moser systems were introduced by the authors in
[59, 60]
HtwistedG =
1
2
n∑
i=1
p2i −
1
2
∑
α∈R(G)
m2|α|℘ν(α)(α · x). (5.46)
Here the function ν(α) depends only on the length of the root α. If G is simply-laced, we
set ν(α) = 1 identically. Otherwise, for G non simply-laced, we set ν(α) = 1 when α is a
long root, ν(α) = 2 when α is a short root and G is one of the algebras Bn, Cn, or F4, and
ν(α) = 3 when α is a short root and G = G2. The twisted Weierstrass function ℘ν(z) is
defined by
℘ν(z) =
ν−1∑
σ=0
℘(z + 2ωa
σ
ν
), (5.47)
where ωa is any of the half-periods ω1, ω2, or ω1 + ω2. Thus the twisted and untwisted
Calogero-Moser systems coincide for G simply laced. For G = Bn, Cn, the twisted
Calogero-Moser models introduced here are equivalent to the systems introduced by In-
ozemtsev [52], while for G = F4, G2, they are new integrable systems. The original
motivation for twisted Calogero-Moser systems was based on their scaling limits (which
will be discussed in the next section) [59, 60].
5.7 Scaling of Calogero-Moser to Toda for General Lie Algebras
The key feature of the scaling limit of the SU(N) Calogero-Moser system to the SU(N)
Toda system was the collapse of the sum over the entire root lattice of AN−1 in the
Calogero-Moser Hamiltonian to the sum over only simple roots in the Toda Hamiltonian
for the Kac-Moody algebra A
(1)
N−1. Our task is to extend this mechanism to general Lie
algebras. It turns out that there are two possible extensions, depending on whether we
use the Coxeter number or the dual Coxeter number [60].
Scaling Limits based on the Coxeter Number
For this, we consider the following generalization of the preceding scaling limit
m = Mq−
1
2
δ, (5.48)
x = X − 2ω2δρ∨, (5.49)
Here x = (xi), X = (Xi) and ρ
∨ are n-dimensional vectors. The vector x is the dynamical
variable of the Calogero-Moser system. The parameters δ and ρ∨ depend on the algebra
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G and are yet to be chosen. As for M and X, they have the same interpretation as
earlier, namely as respectively the mass parameter and the dynamical variables of the
limiting system. Setting ω1 = −iπ, the contribution of each root α to the Calogero-Moser
potential can be expressed as
m2℘(α · x) = 1
2
M2
∞∑
k=−∞
e2δω2
ch(α · x− 2kω2)− 1 (5.50)
It suffices to consider positive roots α. We shall also assume that 0 ≤ δ α · ρ∨ ≤ 1.
The contributions of the k = 0 and k = −1 summands in (5.50) are proportional to
exp{2ω2(δ− δ α · ρ∨)} and exp{2ω2(δ− 1 + δ α · ρ∨)} respectively. Thus the existence of a
finite scaling limit requires that
δ ≤ δ α · ρ∨ ≤ 1− δ. (5.51)
Let αi, 1 ≤ i ≤ n be a basis of simple roots for G. If we want all simple roots αi to survive
in the limit, we must require that
αi · ρ∨ = 1, 1 ≤ i ≤ n. (5.52)
This condition characterizes the vector ρ∨ as the level vector. Next, the second condition
in (5.51) can be rewritten as δ{1 + maxα (α · ρ∨)} ≤ 1. But
hG = 1 +max
α
(α · ρ∨) (5.53)
is precisely the Coxeter number of G, and we must have δ ≤ 1
hG
. Thus when δ < 1
hG
, the
contributions of all the roots except for the simple roots of G tend to 0. On the other
hand, when δ = 1
hG
, the highest root α0 realizing the maximum over α in (5.53) survives.
Since −α0 is the additional simple root for the affine Lie algebra G(1), we arrive in this
way at the following theorem, which was proved in [60]
Theorem 1. Under the limit (5.48), with δ = 1
hG
, and ρ∨ given by the level vector, the
Hamiltonian of the elliptic Calogero-Moser system for the simple Lie algebra G tends to
the Hamiltonian of the Toda system for the affine Lie algebra G(1).
Scaling Limit based on the Dual Coxeter Number
If the Seiberg-Witten spectral curve of the N = 2 supersymmetric gauge theory with
a hypermultiplet in the adjoint representation is to be realized as the spectral curve for a
Calogero-Moser system, the parameter m in the Calogero-Moser system should correspond
to the mass of the hypermultiplet. In the gauge theory, the dependence of the coupling
constant on the mass m is given by
τ =
i
2π
h∨G ln
m2
M2
⇐⇒ m = Mq−
1
2h∨
G (5.54)
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where h∨G is the quadratic Casimir of the Lie algebra G. This shows that the correct
physical limit, expressing the decoupling of the hypermultiplet as it becomes infinitely
massive, is given by (5.48), but with δ = 1
h∨
G
. To establish a closer parallel with our
preceding discussion, we recall that the quadratic Casimir h∨G coincides with the dual
Coxeter number of G, defined by
h∨G = 1 +maxα (α
∨ · ρ), (5.55)
where α∨ = 2α/α2 is the coroot associated to α, and
ρ =
1
2
∑
α>0
α (5.56)
is the well-known Weyl vector.
For simply laced Lie algebras G (ADE algebras), we have hG = h∨G , and the preceding
scaling limits apply. However, for non simply-laced algebras (Bn, Cn, G2, F4), we have
hG > h∨G , and our earlier considerations show that the untwisted elliptic Calogero-Moser
Hamiltonians do not tend to a finite limit under (5.48), q → 0, M is kept fixed. This is
why the twisted Hamiltonian systems (5.46) have to be introduced. The twisting produces
precisely to an improvement in the asymptotic behavior of the potential which allows a
finite, non-trivial limit. More precisely, we can write
m2℘ν(x) =
ν2
2
∞∑
n=−∞
m2
ch ν(x− 2nω2)− 1 . (5.57)
Setting x = X − 2ω2δ∨ρ, we obtain the following asymptotics
m2℘ν(x) = ν
2M2
{
e−2ω2(δ
∨α∨·ρ−δ∨)−α∨·X + e−2ω2(1−δ
∨α∨·ρ−δ∨)+α∨·X , if α is long;
e−2ω2(δ
∨α∨·ρ−δ∨)−α∨·X , if α is short.
(5.58)
This leads to the following theorem [60]
Theorem 2. Under the limit x = X + 2ω2
1
h∨
G
ρ, m = Mq−1/(2h
∨
G ), with ρ the Weyl vector
and q → 0, the Hamiltonian of the twisted elliptic Calogero-Moser system for the simple
Lie algebra G tends to the Hamiltonian of the Toda system for the affine Lie algebra (G(1))∨.
So far we have discussed only the scaling limits of the Hamiltonians. However, similar
arguments show that the Lax pairs constructed below also have finite, non-trivial scaling
limits whenever this is the case for the Hamiltonians. The spectral parameter z should
scale as ez = Zq
1
2 , with Z fixed. The parameter Z can be identified with the loop group
parameter for the resulting affine Toda system.
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6 Calogero-Moser Lax pairs for general Lie algebras
While the Lax pair for the elliptic SU(N) Calogero-Moser system was constructed [47]
shortly after the proposal of the Calogero-Moser systems was made [58], the Lax pairs
L(z), M(z) for elliptic Calogero-Moser systems associated with general Lie algebras were
constructed only recently [59].
The key complication encountered when passing from SU(N) to other Lie algebras is
the following. For SU(N), the Lax operators L and M are N × N matrices, and thus
belong to the (complexified) Lie algebra of SU(N). In other words, the existence and
calculation of a Lax pair is essentially a problem in the Lie algebra of SU(N). For general
Lie algebra G however, it will turn out that L andM cannot belong to G for generic values
of the spectral parameter. Thus, the problem of the existence and calculation of the Lax
pairs becomes a problem in a more general algebra in which G will have to be embedded.
Before presenting the Lax pairs with spectral parameter for general simple Lie algebras,
we describe them first in a concrete and relatively simpler case, namely when G is one of
the classical algebras Bn, Cn, or Dn, and the elliptic Calogero-Moser system is untwisted.
In these cases, the operators L(z) and M(z) have a suggestive expression in terms of
matrices.
6.1 Lax Pairs with Spectral Parameter for Classical Lie Algebras
Following Olshanetsky and Perelomov [58], it is convenient to consider the Lax pair for the
root system R(BCn) ≡ R(Bn)∪R(Cn), although this set is not strictly speaking the root
system of an algebra. The expression (5.45) defines then the corresponding (untwisted)
elliptic Calogero-Moser system, with mass parameters m1, m2, and m4. The cases Bn, Cn,
and Dn are recovered with the following choices of masses
Bn m4 = 0
Cn m1 = 0
Dn m1 = m4 = 0 (6.1)
We claim that the elliptic Calogero-Moser system associated to R(BCn) is integrable and
admits a Lax pair with spectral parameter if
m1(m
2
1 − 2m22 +
√
2m2m4) = 0 (6.2)
In this case, the Lax pair L(z), M(z) is of the form
L(z) = P +X, M(z) = D + Y (6.3)
Here the matrices P,X,D, Y are all (2n + 1)× (2n + 1) dimensional, with P,D diagonal
matrices
P = diag(p1, · · · , pn;−p1, · · · ,−pn; 0)
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D = diag(d1, · · · , dn; +d1, · · · ,+dn; 0)
(6.4)
and X, Y of the form
X =

 A B1 C1B2 AT C2
CT2 C
T
1 0

 , Y =

 A
′ B′1 C
′
1
B′2 A
′T C ′2
C ′T2 C
′T
1 0

 (6.5)
The entries of the matrix D are given by
di = −2m2
∑
k
℘(xk) +
m21
m2
℘(xi) +
√
2m4℘(2xi) +m2
∑
k 6=i
[℘(xi − xk) + ℘(xi + xk)] (6.6)
those of the matrix X by
Aij = m2(1− δij)Φ(xi − xj , z)
B1ij = m2(1− δij)Φ(xi + xj , z) +
√
2m4δijΦ(2xi, z)
B2ij = m2(1− δij)Φ(−xi − xj , z) +
√
2m4δijΦ(−2xi, z)
C1i = m1Φ(xi, z)
C2i = m1Φ(−xi, z) (6.7)
and those of the matrix Y are given by similar formulas, with A,B,C, and Φ(x, z) replaced
respectively by A′, B′, C ′, and Φ′(x, z). We note that for z = ωa, where ωa is one of the
half periods, then the preceding Lax pair reduces to the one found by Olshanetsky and
Perelomov [58].
The matrices L(z), M(z) can now be verified directly to be a Lax pair by calculation.
However, as preparation for the general Ansatz for the Lax pair for general simple Lie
algebras, we note that they arise by the following representation theoretic construction.
The verification that they form a Lax pair for the elliptic BCn Calogero-Moser system can
then be carried out in the general framework provided in the next section §6.2.
We embed G = Bn into GL(N,C), with N = 2n + 1, by embedding the fundamental
representation of Bn into the fundamental representation of GL(N,C). The weights of Bn
obtained by the decomposition of the adjoint representation of GL(N,C) automatically
contain all the roots of the BCn system. Let λI , 1 ≤ I ≤ N , be the weights of the
fundamental representation of Bn. In terms of an orthonormal basis of vectors ei, 1 ≤ i ≤
n, we have
λi = ei; λi+n = −ei 1 ≤ i ≤ n; λ2n+1 = 0. (6.8)
Let uI , 1 ≤ I ≤ N , be the weights of the fundamental representation of GL(N,C). They
are vectors in CN . They can be verified to decompose orthogonally as
√
2uI = λI + vI , (6.9)
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for vectors vI which are orthogonal to λJ , and satisfy vi = vi+n, 1 ≤ i ≤ n. We can deduce
the decomposition of the roots of GL(N,C) into weights of Bn. There are three orbits,
consisting of the weights of Bn with length
2 = 2, which may be viewed as the roots of Dn
√
2 (ui − uj) = ei − ej + vi − vj√
2 (un+j − un+i) = ei − ej − vi + vj√
2 (ui − un+j) = ei + ej + vi − vj√
2 (un+i − uj) = −ei − ej + vi − vj , i 6= j, (6.10)
the weights of length2 = 4 (additional roots of Cn)
√
2 (ui − un+i) = 2ei√
2 (un+i − ui) = −2ei (6.11)
and the weights of length2 = 1 (additional roots of Bn)
√
2 (ui − uN) = ei + vi − v2n+1√
2 (uN − un+i) = ei − vi + v2n+1√
2 (un+i − uN) = −ei + vi − v2n+1√
2 (uN − ui) = −ei − vi + v2n+1 (6.12)
Then the matrices X, Y are of the form
X =
∑
α∈R(BCn)
Φ(α · x)( ∑
λI−λJ=α
CIJEIJ)
Y =
∑
α∈R(BCn)
Φ′(α · x)( ∑
λI−λJ=α
CIJEIJ) (6.13)
where the matrices EIJ are given by (EIJ)LM = δILδJM , and CIJ are constants proportional
to the masses m1, m2, and m4.
We can now generalize this set up to the case of an arbitrary simple Lie algebra G.
6.2 The General Ansatz
Let the rank of G be n, and d be its dimension. Let Λ be a representation of G of dimension
N , of weights λI , 1 ≤ I ≤ N . We fix a Cartan subalgebra H for GL(N,C) which contains
the Cartan subalgebra HG of G. A basis for H consists then of a basis hi, 1 ≤ i ≤ n,
of Cartan generators for G, together with a complementary set h˜i, n + 1 ≤ i ≤ N , of
generators of GL(N,C) satisfying [hi, hj] = [hi, h˜j ] = [h˜i, h˜j] = 0. By adding to the h˜i
suitable linear combinations of the hi, we may assume that the hi and h˜i are mutually
orthogonal with respect to the Cartan-Killing form tr[Adhi, Adh˜j ] = 0.
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Let uI ∈ CN be the weights of the fundamental representation of GL(N,C). Project
orthogonally the uI ’s onto the λI ’s as
suI = λI + vI , λI ⊥ vJ . (6.14)
The coefficient s is determined by the normalizations of the various weights. Let ei,
1 ≤ i ≤ n, be an orthonormal basis for the weight space of G, and set λI = ∑ni=1 λIiei.
Then s uI ·ek = λI ·ek = λIk. In particular, the vector s ek, viewed as a vector in the weight
space of GL(N,C) can be expressed as s ek =
∑N
I=1(s ek · uI) uI =
∑N
I=1 λIkuI . Squaring
and summing over k gives
s2 =
1
n
N∑
I=1
λ2I = I2(Λ) (6.15)
where I2(Λ) is by definition the second Dynkin index of the representation Λ of G. We
note that
αIJ = λI − λJ (6.16)
is a weight of Λ ⊗ Λ∗ associated to the root uI − uJ of GL(N,C). More precisely, let
EIJ = uIu
T
J be the usual generators for GL(N,C). Then the basic commutation relations
in terms of EIJ , hi, h˜i are
[EIJ , EKL] = δJKEIL − δILEKJ (6.17)
[h,EIJ ] = (λI − λJ)EIJ , [h˜, EIJ ] = (vI − vJ)EIJ (6.18)
The generators EII form an alternative basis for H. Comparing the commutators of EII
and (h, h˜) with EIJ , I 6= J , we obtain easily the relation between EII and (h, h˜)
EII =
1
s2
(λI · h+ vI · h˜) (6.19)
The centralizer of HG in GL(N,C) may be larger that the Cartan subalgebra H of
GL(N,C). We denote it by H ⊕ GL0. For all simple Lie algebras in their lowest di-
mensional faithful representation, we have GL0 = 0, except in the cases of F4 and E8,
where the dimension of GL0 is 2 and 56 respectively.
The Lax pairs for both untwisted and twisted Calogero-Moser systems will be of the
form
L = P +X, M = D + Y, (6.20)
where the matrices P,X,D, and Y are given by
X =
∑
I 6=J
CIJΦIJ(αIJ , z)EIJ , Y =
∑
I 6=j
CIJΦ
′
IJ(αIJ , z)EIJ (6.21)
and by
P = p · h, D = d · (h⊕ h˜) + ∆. (6.22)
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Here ∆ is an element of GL0. The functions ΦIJ(x, z) and the coefficients CIJ are yet to be
determined. We begin by stating the necessary and sufficient conditions for the pair L(z),
M(z) of (4.1) to be a Lax pair for the (twisted or untwisted) Calogero-Moser systems. For
this, it is convenient to introduce the following notation
ΦIJ = ΦIJ(αIJ · x), Φ′IJ = Φ′IJ(αIJ · x) (6.23)
℘′IJ = ΦIJ(αIJ · x, z)Φ′JI(−αIJ · x, z)− Φ′IJ(αIJ · x, z)Φ′JI(−αIJ · x, z). (6.24)
Then the Lax equation L˙(z) = [L(z),M(z)] implies the Calogero-Moser system if and only
if the following three identities are satisfied
∑
I 6=J
CIJCJI℘
′
IJαIJ = s
2
∑
α∈R(G)
m2|α|℘ν(α)(α · x) (6.25)
∑
I 6=J
CIJCJI℘
′
IJ(vI − vJ) = 0 (6.26)
∑
K 6=I,J
CIKCKJ(ΦIKΦ
′
KJ − Φ′IKΦKJ) = sCIJΦIJd · (uI − uJ) +
∑
K 6=I,J
∆IJCKJΦKJ
− ∑
K 6=I,J
CIKΦIK∆KJ (6.27)
In fact, applying the commutation relations (6.17) shows readily that the conditions
X˙ = [P, Y ] and x˙ = p are equivalent. The remaining terms in the equation L˙ = [L,M ]
decompose into two equations, P˙ = [X, Y ]H and [X, Y ]GL(N,C)⊖H + [X,D] = 0. Now the
commutator [X, Y ] is given by
[X, Y ] =
∑
J /∈{I,L}
CIJCJL(ΦIJΦ
′
JL − Φ′IJΦJL)EIL (6.28)
The component [X, Y ]H is obtained by retaining only the terms EII . Expressing EII in
terms of (h, h˜) as in (6.19), we find that the equation P˙ = [X, Y ]H is equivalent to
p˙ · h = 1
s2
∑
I 6=J
CIJCJI℘
′
IJ(λI · h+ vI · h˜). (6.29)
In view of (6.23), ℘′IJ = −℘′JI , and we may antisymmetrize in I and J . Since h, h˜ are
linearly independent, the resulting equation can only hold if the second identity (6.26)
is satisfied. Assuming this, the equation reduces then to the Calogero-Moser equation of
motion
p˙ =
1
2
∑
α∈R(G)
m2|α|℘
′
ν(α)(α · x) (6.30)
if the first identity (6.25) is imposed. Finally, the terms in the third identity (6.27) are rec-
ognized as just the coefficients of EIJ , I 6= J , in [X, Y ]GL(N,C)⊖H, [d · (h⊕ h˜, X], and [∆, X]
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respectively. Thus the identity (6.27) is equivalent to the vanishing of [X, Y ]GL(N,C)⊖H +
[X,D], completing the argument.
The following theorem was established in [59]:
Theorem 3. A representation Λ, functions ΦIJ , and coefficients CIJ with a spectral
parameter z satisfying (6.25), (6.26), (6.27) can be found for all twisted and untwisted
elliptic Calogero-Moser systems associated with a simple Lie algebra G, except possibly in
the case of twisted G2. In the case of E8, we have to assume the existence of a ±1-valued
cocycle.
6.3 Lax Pairs for Untwisted Calogero-Moser Systems
Returning to the case of the untwisted elliptic Calogero-Moser system for the BCn system,
we can now at the same stroke explain how the matrices (6.13) are found, and verify that
they lead to a Lax pair. Given the Ansatz (6.3), the embedding of the fundamental
representation of Bn into the fundamental representation of GL(N,C) (N = 2n + 1)
described in §6.1, and the choice ΦIJ(x, z) = Φ(x, z) for all I, J , the main issue reduces to
the existence and determination of the constants CIJ .
For each i 6= j, there are two distinct roots of GL(N,C) which project to ei − ej ,
namely
√
2(ui − uj) and
√
2(un+j − un+i). The conditions (6.25) and (6.26) become
2m22 = C
2
ij + C
2
n+j,n+i
0 = C2ij(vi − vj) + C2n+j,n+i(−vi + vj) (6.31)
Similar equations are obtained for the roots ei + ej . Using the linear independence of the
vectors vi, we find the conditions
m22 = C
2
ij = C
2
n+i,n+j = C
2
n+i,j
2m24 = C
2
i,n+i
m21 = C
2
iN = C
2
n+i,N (6.32)
These equations can be solved by taking
m2 = Cij = Cn+i,n+j = Cn+i,j
2m4 = Ci,n+i
m1 = CiN = Cn+i,N (6.33)
With this choice of coefficients CIJ , we turn to the third condition (6.27). Letting i and
j take values between 1 and n, there are 6 cases to be considered: (1) I = i, J = j;
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(2) I = i, J = N ; (3) I = i, J = n + j with i 6= j; (4) I = i, J = n + i; (5)
I = N, J = n + j; and (6) I = n + i, J = n + j. We set de˙i = 0. Then case (4) is
satisfied, cases (3) and (6) give the same equations as case (1), and case (5) gives the same
equation as case (2). The cases (1) and (2) themselves lead to the following equations
m2d · (vi − vj) =
∑
k 6=i,j
m22[℘(xi − xj)− ℘(xk − xj) + ℘(xi + xk)− ℘(xk + xj)]
+m21[℘(xi)− ℘(xj)] +
√
2m2m4[℘(2xi)− ℘(2xj)],
m1d · (vi − vN ) =
∑
k 6=i
m1m2[℘(xi − xj) + ℘(xi + xk)− 2℘(xk)]
+
√
2m1m4[℘(2xi)− ℘(xi)] (6.34)
We may assume that m2 6= 0, since otherwise the system decomposes trivially into a set
of non-interacting one-dimensional systems. Then the most general solution of the first
equation in the preceding condition is
d · vi = d0 + m
2
1
m2
℘(xi) +
√
2m4℘(2xi) +
∑
k 6=i
m2[℘(xi − xk) + ℘(xi + xk)] (6.35)
where d0 is an arbitrary function of x which is independent of i. Substituting this into the
second equation yields
m1d · vN = m1d0 +m1(−2m2 +
√
2m4 +
m21
m2
)℘(xi) + 2m1m2
∑
k
℘(xk) (6.36)
Since the left hand side is independent of i, our construction works only when m1(m
2
1 −
2m22+
√
2m2m4) = 0, which is the condition we stated earlier in §6.1. When it is satisfied,
a vector d can clearly be found. Choosing d0 so that d · vN = 0, we obtain the Lax pair
announced previously for the BCn system.
We summarize now some important features of the Lax pairs we obtain in Theorem 3.
• In the case of the untwisted Calogero-Moser systems, we can choose ΦIJ (x, z) =
Φ(x, z), ℘IJ(x) = ℘(x) for all G.
• ∆ = 0 for all G, except for E8.
• For An, the Lax pair (6.20) corresponds to the choice of the fundamental represen-
tation for Λ. A different Lax pair can be found by taking Λ to be the antisymmetric
representation.
• As we saw before, for the BCn system, the Lax pair is obtained by imbedding Bn in
GL(N,C) with N = 2n+ 1. When z = ωa (half-period), the Lax pair obtained this
way reduces to the Lax pair obtained by Olshanetsky and Perelomov [58].
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• For the Bn and Dn systems, additional Lax pairs with spectral parameter can be
found by taking Λ to be the spinor representation.
• For G2, a first Lax pair with spectral parameter can be obtained by the above
construction with Λ chosen to be the 7 of G2. A second Lax pair with spectral
parameter can be obtained by restricting the 8 of B3 to the 7⊕ 1 of G2.
• For F4, a Lax pair can be obtained by taking Λ to be the 26 ⊕ 1 of F4, viewed as
the restriction of the 27 of E6 to its F4 subalgebra.
• For E6, Λ is the 27 representation.
• For E7, Λ is the 56 representation.
• For E8, a Lax pair with spectral parameter can be constructed with Λ given by
the 248 representation, if coefficients cIJ = ±1 exist with the following cocycle
conditions
c(λ, λ− δ)c(λ− δ, µ) = c(λ, µ+ δ)c(µ+ δ, µ)
when δ · λ = −δ · µ = 1, λ · µ = 0 (6.37)
c(λ, µ)c(λ− δ, µ) = c(λ, λ− δ)
when δ · λ = λ · µ = 1, δ · µ = 0 (6.38)
c(λ, µ)c(λ, λ− µ) = −c(λ− µ,−µ)
when λ · µ = 1. (6.39)
The matrix ∆ in the Lax pair is then the 8× 8 matrix given by
∆ab =
∑
δ·βa=1
δ·βb=1
m2
2
(c(βa, δ)c(δ, βb) + c(βa, βa − δ)c(βa − δ, βb))℘(δ · x)
− ∑
δ·βa=1
δ·βb=−1
m2
2
(c(βa, δ)c(δ, βb) + c(βa, βa − δ)c(βa − δ, βb))℘(δ · x)
∆aa =
∑
βa·δ=1
m2℘(δ · x) + 2m2℘(βa · x), (6.40)
where βa, 1 ≤ a ≤ 8, is a maximal set of 8 mutually orthogonal roots. The vector d
and coefficients CIJ are given by
Cλµ =
{
m2 c(λ, µ) λ · µ = 1 c(λ, µ) = ±1
0 otherwise
(6.41)
Cλ,c =
{∑8
a=1
1
2
(λ · βa)c(λ, βa(λ · βa))Cβa,c λ 6= ±βb
±Cβb,c λ = ±βb
(6.42)
√
60 d · uλ =
∑
δ·λ=1
m2℘(δ · x) + 2m2℘(λ · x). (6.43)
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Explicit expressions for the constants CIJ and the functions d(x), and thus for the Lax
pair are particularly simple when the representation Λ consists of only a single Weyl orbit
of weights. This is the case when Λ is either
• the defining representation of An, Cn or Dn;
• any rank p totally anti-symmetric representation of An;
• an irreducible fundamental spinor representation of Bn or Dn;
• the 27 of E6; the 56 of E7.
Then, the weights λ and µ of Λ provide unique labels instead of I and J , and the values
of CIJ = Cλµ are given by a simple formula
Cλµ =


√
α2
2
m|α| when α = λ− µ is a root
0 otherwise
(6.44)
The expression for the vector d may be summarized by
sd · uλ =
∑
λ·δ=1; δ2=2
m|δ|℘(δ · x) (6.45)
(For Cn, the last equation has an additional term, as given in (6.6).) In each case, the
number of independent couplings m|α| equals the number of different root lengths.
In the other remaining cases, the vector d and coefficients CIJ are given as follows. For
G2 in the 7 representation, we have
Cλ,µ =
{
m2 λ · µ = ±13
0 otherwise
(6.46)
Cλ,7 =
√
2m2 (6.47)√
2 d · uλ =
∑
δ2=1,λ·δ=1
m2℘(δ · x) +m2℘(λ · x) (6.48)
√
2 d · u7 = 1
2
∑
κ2=2/3
m2℘(κ · x). (6.49)
For F4 in the 26⊕ 1, we have
Cλµ =
{
m2 λ · µ = 0, 12
0 otherwise
(6.50)
Cλ,a = m2(1− δ[λ],a) (6.51)
Ca,b = 0 (6.52)
√
6 d · uλ = 2m2℘(λ · x) +m2
∑
δ2=1,λ·δ
℘(δ · x)− 1
2
m2
∑
κ∈[λ]
℘(κ · x) (6.53)
√
6 d · ua = −m2
∑
[κ]=a
℘(κ · x) + 1
2
m2
∑
κ
℘(κ · x). (6.54)
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Here we have grouped the 24 short roots of F4 into three classes 8
v = {±ei; 1 ≤ i ≤ 4},
8s = {1
2
∑4
i=1 ǫiei;
∏4
i=1 ǫi = 1}, 8c = {12
∑4
i=1 ǫiei;
∏4
i=1 ǫi = −1}, and the index a runs
through the index set {v, s, c}.
We shall illustrate the methods in a particularly simple case, namely E6. Recall that
the root system of E6 is
± ei ± ej , 1 ≤ i < j ≤ 5
±1
2
(
√
3 e6 +
5∑
i=1
ǫiei),
∏5
i=1 ǫi = 1. (6.55)
The simple roots are chosen as in table 8 in Appendix B. The weights of the 27 represen-
tation of E6 are given by
2√
3
e6
1
2
√
3
e6 − 1
2
5∑
i=1
ǫiei,
∏5
i=1 ǫi = 1
− 1
2
√
3
e6 ± ei, 1 ≤ i ≤ 5. (6.56)
The Weyl orbit structure of 27⊗ 27∗ is
Weyl Orbit Multiplicity # Weights Length2
[000000] 27 1 0
[000001] 6 72 2
[100010] 1 270 4
Table 7: Weyl orbit structure of 27⊗ 27∗ of E6.
We shall require the following simple property of the roots α and weights λ of E6 in
the 27 representation:
λ± α = weight ⇐⇒ λ · α = ∓1 (6.57)
When λ ± α is not a weight, λ · α = 0. To see this, we note that |λ · α| ≤ 2√
3
×√2 < 2,
since all weights λ of 27 satisfy λ2 = 4
3
. As λ · α is an integer, it can only assume the
values 0, 1 or −1. If λ−α = µ is a weight, then λ ·α−µ ·α = 2. Since µ ·α ∈ {0,±1}, we
must have λ · α = 1. The argument for λ+ α is similar. The reverse implication in (6.57)
is a basic fact of the theory of Lie algebras.
We return now to the construction of the Lax pair. Since E6 is simply laced, ℘IJ(x) =
℘(x) for all I, J . With CIJ given by (6.44), the first condition (6.25) for a Lax pair reduces
to ∑
α∈R(G)
℘′(α · x) ∑
λI−λJ=α
1 = s2
∑
α∈R(G)
℘′(α · x) (6.58)
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However, it follows from (6.15) that s2 = 1
6
27 × 4
3
= 6. On the other hand, for all roots
α, the multiplicity
∑
λI−λJ=α 1 of the Weyl orbit is also 6. Thus the condition (6.25) is
satisfied.
To obtain the second condition (6.26), it suffices to verify that∑
λI−λJ=α
(vI − vJ ) = 0 (6.59)
for each root α. Pairing the left hand side with an arbitrary vector uK gives
∑
λI−λJ=α
(vI − vJ ) · uK =
∑
λI−λJ=α
(s(δIK − δJK)− 1
s
α · λK) (6.60)
Using again the fact that s2 and the multiplicity of the Weyl orbit are both 6, this can be
rewritten as
∑
λI−λJ=α
(vI − vJ ) · uK =
√
6
{
(
∑
λI−λJ=α
(δIK − λJK))− α · λK
}
(6.61)
When α · λK = 0, λ ± α is not a weight, and both expressions on the right hand side of
(6.61) vanish. When α · λK = ±1, there exists a unique weight so that λK ∓α is a weight.
Thus both expressions on the right hand side of (6.61) are ±1, and the right hand side
still vanishes. This establishes (6.26).
Recall that in the case of E6, we choose ∆ = 0 and ΦIJ (x, z) = Φ(x, z) for all I, J ,
I 6= J . In view of the key identity (11.30) for Φ(x, z), the third identity (6.27) for the Lax
pair can be rewritten as
√
6CIJ d · (uI − uJ) = m2√2[
∑
[℘(αIK · x)−
∑
℘(αKJ · x)], (6.62)
where both sums on the right hand side are restricted to those K 6= I, J for which λI −λK
and λK − λJ are both roots. This implies that (λI − λK)2 = (λJ − λK)2 = 2, and hence
λI · λK = λJ · λK = 13 .
We consider separately the two possibilities where (λI − λJ)2 = 4 and (λI − λJ)2 = 2.
In the first case, λI − λJ is not a root, and CIJ = 0. In particular, (λI − λJ)2 = 4,
and hence λI · λJ = −23 . By setting β = λI − λK , the first sum on the right of (6.62) can
be viewed as the sum over all roots β with β · λI = 1, β · λJ = −1. Indeed, in this case,
λI −λJ is not a root, and the restriction K 6= I, J is automatically satisfied. Furthermore,
β · λI = λI · λI − λK · λI = 1, β · λJ = λI · λJ − λK · λJ = −1. Conversely, a root β
with these properties can be written as β = λI − λK = λK − λJ . Similarly, by introducing
β = λK − λJ , the second sum on the right of (6.62) can be viewed as the sum over all
roots β with β · λI = −1, β · λJ = 1. The right hand side of (6.62) becomes∑
β·λI=−β·λJ=1
℘(β · x)− ∑
β·λI=−β·λJ=−1
℘(β · x), (6.63)
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which vanishes since ℘(x) is even. Thus the third condition for the Lax pair is satisfied
when λI − λJ is not a root.
Assume now that λI − λJ is a root. Then (λI − λJ)2 = 2 and λI · λJ = 13 . Introducing
β = λI − λK and arguing as before, we can view the first sum on the right hand side of
(6.62) as the sum over all roots β with β ·λI = −1, β ·λJ = 0, and β 6= λI−λJ . Expressing
the other sum in the same way, we obtain
√
6m√2d · (uI − uJ) = m2√2(
∑
β·λI=−1,β·λJ=0
℘(β · x)− ∑
β·λJ=−1,β·λI=0
℘(β · x)) (6.64)
where we have added and subtracted the terms corresponding to β = λI − λJ . Now recall
that the only possible values for β · λ are 0 or ±1. Thus the above right hand side can be
rewritten as
m2√
2
(
∑
β·λI=−1
℘(β · x)− ∑
β·λJ=−1
℘(β · x) (6.65)
up to the following combination of terms
−m√2(
∑
β·λI=−1;β·λJ=±1
℘(β · x)− ∑
β·λI=−1;β·λJ=±1
℘(β · x)). (6.66)
But in this last combination, the terms with β ·λI = β ·λJ = −1 cancel out. The remaining
sums are over β ·λI = −β ·λJ = 1 and β ·λI = −β ·λJ = 1 respectively. Since the function
℘(x) is even, the flip β → −β shows that the expression (6.66) cancels. Thus the third
condition for the Lax pair is satisfied by setting d · uI = m√2
∑
β·λI=−1 ℘(β · x), which is
the prescription we gave earlier.
6.4 Lax Pairs for Twisted Calogero-Moser Systems
Recall that the twisted and untwisted Calogero-Moser systems differ only for non-simply
laced Lie algebras, namely Bn, Cn, G2 and F4. These are the only algebras we discuss
in this paragraph. The construction (6.20) gives then Lax pairs for all of them, with the
possible exception of twisted G2. Unlike the case of untwisted Lie algebras however, the
functions ΦIJ have to be chosen with care, and differ for each algebra. More specifically,
• For Bn, the Lax pair is of dimension N = 2n, admits two independent couplings m1
and m2, and
ΦIJ(x, z) =
{
Φ(x, z), if I − J 6= 0,±n
Φ2(
1
2
x, z), if I − J = ±n . (6.67)
Here a new function Φ2(x, z) is defined by
Φ2(
1
2
x, z) =
Φ(1
2
x, z)Φ(1
2
x+ ω1, z)
Φ(ω1, z)
(6.68)
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The vector d and coefficients CIJ are given by
CIJ =
{
m2 I − J 6= 0,±n
m1 I − J = ±n (6.69)
d · vi = m2
∑
J−i6=0,n
℘((ei − λJ) · x) + 1
2
m1℘2(ei · x). (6.70)
• For Cn, the Lax pair is of dimension N = 2n + 2, admits one independent coupling
m2, and
ΦIJ(x, z) = Φ2(x+ ωIJ , z), (6.71)
where ωIJ are given by
ωIJ =


0, if I 6= J = 1, 2, · · · , 2n+ 1;
ω2, if 1 ≤ I ≤ 2n, J = 2n+ 2;
−ω2, if 1 ≤ J ≤ 2n, I = 2n+ 2.
(6.72)
The vector d and coefficients CIJ are given by
CIJ =


m2 I, J = 1, · · · , 2n; I − J 6= ±n
1√
2
m4 =
√
2m2 I = 1, · · · , 2n; J = 2n+ 1, 2n+ 2; I ↔ J
2m2 I = 2n+ 1, J = 2n+ 2; I ↔ J
(6.73)
√
2 d · uI =
∑
J−I 6=0,±n
m2℘2((λI − λJ) · x) + 8m2℘(2λI · x); I = 1, · · · , 2n(6.74)
√
2 d · u2n+1 =
2n∑
J=1
℘2(λJ · x) + 2m2℘2(ω2) (6.75)
√
2 d · u2n+2 =
2n∑
J=1
℘2(λJ · x+ ω2) + 2m2℘2(ω2). (6.76)
• For F4, the Lax pair is of dimension N = 24, two independent couplings m1 and m2,
Φλµ(x, z) =


Φ(x, z), if λ · µ = 0;
Φ1(x, z), if λ · µ = 12 ;
Φ2(
1
2
x, z), if λ · µ = −1.
(6.77)
where the function Φ1(x, z) is defined by
Φ1(x, z) = Φ(x, z) − eπiζ(z)+η1zΦ(x+ ω1, z) (6.78)
Here it is more convenient to label the entries of the Lax pair directly by the weights
λ = λI and µ = λJ instead of I and J . The vector d and coefficients CIJ are given
by
Cλµ =


m2 λ · µ = 0
1√
2
m1 λ · µ = 12
0 λ · µ = −1
2√
2m1 λ · µ = −1
(6.79)
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√
6 d · vλ =
∑
δ long
δ·λ=1
m2℘(δ · x)−
∑
κ∈[λ]
1
2
√
2
m1℘2(κ · x) + 1√
2
m1℘2(λ · x). (6.80)
Here [λ] is the classification of the 24 short roots of F4 into 8
v, 8s, and 8c introduced
in the previous section.
• For G2, candidate Lax pairs can be defined in the 6 and 8 representations of G2,
but it is still unknown whether elliptic functions ΦIJ(x, z) exist which satisfy the
required identities.
We illustrate the construction of Lax pairs for twisted Calogero-Moser systems by
reproducing here the construction of [59] in the simplest case of Bn. Since we are dealing
here with the twisted Calogero-Moser system for a non-simply laced algebra, we let G =
B∨n , and choose Λ to be the fundamental representation of B
∨
n , which is of dimension
N = 2n. The weights λ of Λ are
λi = −λi+n = ei, 1 ≤ i ≤ n. (6.81)
Via the Ansatz described in (6.25-6.27), the representation Λ is imbedded in GL(N,C)
with s2 = 2, and
√
2 ui = ei + vi,
√
2un+i = −ei + vi, 1 ≤ i ≤ n. (6.82)
The roots of GL(N,C) decompose into short roots of B∨n
√
2 (ui − uj) = ei − ej + vi − vj , i 6= j (6.83)√
2 (uν+i − uν+j) = ei − ej + vi − vj , i 6= j (6.84)√
2 (ui − uν+j) = ei + ej + vi − vj, i 6= j (6.85)√
2 (uν+i − uj) = −ei − ej + vi − vj , i 6= j (6.86)
and long roots of B∨n
√
2 (ui − uν+i = 2ei (6.87)√
2 (uν+i − ui) = −2ei. (6.88)
Recall that the constants CIJ are given in this case by
CIJ =
{
m2, if I − J 6= 0,±n
m1, if I − J = ±n (6.89)
Then the condition (6.26) in the requirements for Lax pairs is satisfied, since each short
root of B∨n has two roots of GL(N,C) as preimages, and they come with opposite values
of vi − vj. Each long root of B∨n has no v-dependence at all, and thus does not enter
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(6.26). The condition (6.25) in the requirements for Lax pairs is an easy consequence of
the functional equations (11.32) and (11.30) for the Φ(x, z) and Λ(x, z) functions. Thus
our main task is to find coefficients dI so that the last condition (6.27) for the Lax pair be
satisfied.
We set ∆ = 0. Using the antisymmetry of the right hand side of (6.27) under x→ −x
and I → J on the left hand side, we see that d(−x) = d(x). Using this symmetry, we may
restrict attention to the cases I < J . Two cases arise, J = n + I and J − I 6= 0, n, which
we discuss separately. Consider first the case J = n+ I, in which (6.27) reduces to
mIΛ(2xi) d · 2ei =
∑
K 6=i,n+i
m22{Φ(αiK · x)Φ′(αK(n+i) · x)− Φ′(αiK · x)Φ(αK(n+i) · x)}
= m22Φ(2xi)
n∑
k 6=i
{℘(αik · x)− ℘(αk(n+i) · x) (6.90)
+℘(αi(n+k) · x)− ℘(α(n+k)(n+i) · x)} (6.91)
The right hand side is easily seen to vanish, which simply requires that d · ei = 0. Next,
we consider the case J − I 6= 0, n, for which (6.27) becomes
m2Φ(αIJ · x) s d · (uI − uJ)
=
∑
I−K 6=0,±n
K−J 6=0,±n
m22{Φ(αIK · x)Φ′(αKJ · x)− Φ′(αIK · x)Φ(αKJ · x)}
+
∑
I−K=±n
K−J 6=0,±n
m1m2{Λ(αIK · x)Φ′(αKJ · x)− Λ′(αIK · x)Φ(αKJ · x)}
+
∑
I−K 60,±n
K−J=±n
m1m2{Φ(αIK · x)Λ′(αKJ · x)− Φ′(αIK · x)Λ(αKJ · x)}
+
∑
I−K=±n
K−J=±n
m21{Λ(αIK · x)Λ′(αKJ · x)− Λ′(αIK · x)Λ(αKJ · x)} (6.92)
The last sum in the preceding equation vanishes identically, because the conditions I−K =
±n and K − J = ±n imply that I − J = 0,±2n, which is impossible since I 6= j. By
noticing that if I −K = ±n, we have that λI = −λK for all I and K, we can easily make
the second and third sum collapse to single terms. Thus we obtain
m2Φ(αIJ · x) s d · (uI − uJ)
=
∑
I−K 6=0,±n
K−J 6=0,±n
m22{Φ(αIK · x)Φ′(αKJ · x)− Φ′(αIK · x)Φ(αKJ · x)}
+m1m2{Λ(2λI · x)Φ′(−(λI + λJ) · x)− Λ′(2λI · x)Φ(−(λI + λK) · x)}
+m1m2{Φ((λI + λJ) · x)Λ′(−2λJ · x)− Φ′((λI + λJ) · x)Λ(−2λJ · x)} (6.93)
We now make use of the relations (11.32) and (11.33) for the functions Φ and Λ to simplify
the right hand side of (6.93). Omitting an overall factor of m2Φ(αIJ · x), (6.93) is reduced
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to
s d · (uI − uJ) =
∑
I−K 6=0,±n
K−J 6=0,±n
{℘(αIK · x)− ℘(αKJ · x)}+ 1
2
m1{℘2(λI · x)− ℘2(λJ · x)} (6.94)
This is solved by setting
d · vi =
∑
J−i6=0,n
m2℘((ei − λj) · x) + 1
2
m1℘2(eI · x). (6.95)
6.5 Scaling Limits of Lax Pairs
All the Lax pairs we constructed have finite scaling limits. This follows from the asymptotic
behavior of the function Φ(u, z)
Φ(u, z)→
{
+e−
1
2
u(1− Z−1eu−ω2), Re(u)→ +∞
−e 12u(1− Ze−u−ω2), Re(u)→ −∞ (6.96)
in the range |Reu| < 2ω2. This asymptotic behavior results in finite limits for the expres-
sion CIJΦIJ(α · x) under the scalings defined in §5.7 for the Hamiltonians. The behavior
of the functions CIJΦ
′
IJ(α ·x) is similar, and thus both operators L(z) andM(z) have well
defined and finite limits.
More precisely, consider first the scaling limits of the untwisted Calogero-Moser systems
defined with δ = 1/hG, where hG is the Coxeter number. This means that we let x =
X + 2ω2δρ
∨, ez = Zq−
1
2 as in Theorem 1, and set
CIJ =
{
M|α|eδω2cIJ , when αIJ = α ∈ R(G)
0, when αIJ /∈ R(G) (6.97)
Then the matrices L(z), M(z) converge as ω2 → +∞ to matrices L(Z), M(Z) of the form
(5.16), where the root system is the one associated with the affine algebra G(1), and the
generators Eα are given by
Eα =
∑
αIJ=α
cIJEIJ . (6.98)
The matrices L(Z), M(Z) form a Lax pair for the Toda system associated with the affine
algebra G(1).
Similarly, consider now the scaling limits of the twisted Calogero-Moser systems defined
with δ∨ = 1/h∨G, where h
∨
G is the dual Coxeter number. This means that we let x =
X + 2ω2δ
∨ρ∨, ez = Zq−
1
2 as in Theorem, and set
CIJ =
{
M|α|eδ
∨ω2cIJ , when αIJ = α ∈ R(G)
0, when αIJ /∈ R(G) (6.99)
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Then the matrices L(z), M(z) of the Lax pair for the twisted Calogero-Moser systems Bn,
Cn, and F4 all have finite limits. The entries of their limits are given as follows. For Bn
and F4, the entries of the limit of L(z) and M(z) are given respectively by
CIJΦIJ(α · x, z)→


±κGM|α|cIJe∓ 12α∨·X , if l∨(α∨) = ±1;
∓κGM|α|cIJe± 12α∨0 ·X , if l∨(α∨) = ±l∨0 ;
0 otherwise
(6.100)
and by
CIJΦ
′
IJ(α · x, z)→


−1
2
κGM|α|cIJe∓
1
2
α∨·X , if l∨(α∨) = ±1;
−1
2
κGM|α|cIJe±
1
2
α∨0 ·X , if l∨(α∨) = ±l∨0 ;
0 otherwise.
(6.101)
Here κG is a constant depending on the Lie algebra, with κBn = 1 and κF4 = 2. As for the
case of Cn, the entries of the limits of the matrices L(z) and M(z) are given respectively
by
CIJΦIJ(α · x, z)→


±2M|α|cIJe∓ 12α∨·X , if l∨(α∨) = ±1;
∓2M|α|cIJe± 12α∨0 ·XZ− 12∓ 12 , if l∨(α∨) = ±l0, I < J ;
∓2M|α|cIJe± 12α∨0 ·XZ 12∓ 12 , if l∨(α∨) = ±l0, J < I;
0 otherwise,
(6.102)
and by
CIJΦ
′
IJ(α · x, z)→


−2M|α|cIJe∓ 12α∨·X , if l∨(α∨) = ±1;
−2M|α|cIJe± 12α∨0 ·XZ− 12∓ 12 , if l∨(α∨) = ±l0, I < J ;
−2M|α|cIJe± 12α∨0 ·XZ 12∓ 12 , if l∨(α∨) = ±l0, J < I;
0 otherwise.
(6.103)
In each case, the resulting matrices L(Z), M(Z) form a Lax pair for the Toda system
associated with (G(1))∨. In other words, starting with the Lax pair for the twisted Calogero-
Moser system for Bn, Cn, and F4, we obtain respectively a Lax pair for the Toda system
associated with (B(1))∨ = A(2)2n−1, (C
(1)
n )
∨ = D(2)n+1, and (F
(1)
4 )
∨ = E(2)6 .
We note that recently Lax pairs of root type have been considered [61] which corre-
spond, in the above Ansatz (5.3-5), to Λ equal to the adjoint representation of G and
the coefficients CIJ vanishing for I or J associated with zero weights. This choice yields
another Lax pair for the case of E8. However, as the authors have themselves pointed out
[62], the Lax pairs they obtained do not tend to finite limits under the scalings defined in
Theorems 1 and 2. Thus the corresponding spectral curves do not appear to be suitable
as Seiberg-Witten curves for supersymmetric Yang-Mills theories.
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7 Super-Yang-Mills and Calogero-Moser Systems
In this section, we begin by discussing the general correspondence between integrable
systems and N = 2 super Yang-Mills theory and then treat the correspondence in detail
for SU(N) gauge group and a hypermultiplet in the adjoint representation of the gauge
group. Why the effective prepotential of N = 2 supersymmetric gauge theories can be
realized by a fibration of spectral curves remains one of the most important unanswered
questions in Seiberg-Witten theory. However, assuming this fact, it is easy to see, as
Donagi and Witten pointed out, the emergence of integrable models.
7.1 Correspondence Seiberg-Witten and Integrable Systems
The key ingredient is the symplectic form ω on the fibration of Jacobians (or Prym vari-
eties) associated to the spectral curves Γ
ω = δ
( n∑
i=1
dλ(zi)
)
(7.1)
Here we have identified the Jacobian (or Prym) of Γ with the symmetric product of r
copies of Γ, and the differential δ in (7.1) is taken with respect to both the zi variables and
the vacuum parameters ui for the base of the fibration. Evidently, ω is then of the form
ω = ωjiduj ∧ dzi, with no components of the form dui ∧ duj or dzi ∧ dzj . It follows that
the Poisson brackets {uk, ul} all vanish. Thus the vacuum moduli parameters of the gauge
theory can be viewed as a maximal pairwise commuting set of Hamiltonians with respect
to the symplectic form ω. This correspondence between N = 2 supersymmetric gauge
theories and integrable models is quite attractive in its generality. However, it should
be stressed that it is probably incomplete. Indeed, in all known cases, one particular
Hamiltonian amongst the infinite set of Hamiltonians seems to play a special role, namely
as a beta function for the gauge theory. Also, there is at this moment no systematic rule
for how to identify the integrable model corresponding to a given gauge theory.
Schematically, the aspects of the correspondence between the data that arise in both
settings can be summarized as follows in table 8.
In the table, τ stands for the complex Yang-Mills coupling, R and m stand for the
hypermultiplet representation and mass respectively. The exact integrable system that
arises in the correspondence will depend upon the gauge algebra G and the representation
R of the hypermultiplet. Its systematic identification is one of the major problems of the
study of supersymmetric Yang-Mills theories.
One of the first cases obtained in all generality is when the gauge algebra is simple
and no hypermultiplets are present [44]. We have established previously that the Seiberg-
Witten curve for N = 2 super-Yang-Mills for SU(N) gauge group and no hypermultiplets,
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N = 2 super-Yang-Mills Data Integrable Systems Data
Integrable Hamiltonian system associated
(G, R, τ, m, Γ, λ) with Lie algebra G
xi, pi ∈ C, i = 1, · · · , n = rank(G)
S.W. curve Γ spectral curve det (kI − L(z)) = 0
S.W. differential dλ dλ = k dz
ω = δ(
∑n
i=1 dλ(zi)) symplectic form
vacuum moduli ai integrals of motion Ii
beta function of RG equation Hamiltonian
Table 8: Data map between Seiberg-Witten theory and Integrable systems
arrived at by arguments of singularity analysis, R-symmetry properties and limiting be-
havior, is precisely of the same form as the spectral curve for the period Toda system
associated with the Lie algebra AN−1 = SU(N). The correct generalization of this corre-
spondence involves the periodic Toda system associated with the twisted affine Lie algebra
(G(1))∨. The appearance of the dual affine algebra (G(1))∨ is due to the grading of the term
z + µ
z
in the spectral curve det(kI − L(z)) = 0. When L(z),M(z) is the Lax pair for the
G(1) Toda system, this term will appear with the grading hG, if k and the Casimirs ul of G
are given gradings 1 and l respectively. Identifying ul with the vacuum moduli ul of the
gauge theory, we find that the instanton generated term z+ µ
z
should have instead grading
h∨G , where h
∨
G is the dual Coxeter number. This is why the correct integrable system for
pure super-Yang-Mills theory with gauge algebra G should be the periodic Toda system
associated with (G(1))∨. For the classical Lie algebras G, the spectral curves derived from
the (G(1))∨ Toda system were found to be in precise agreement with the preceding con-
structions in terms of the singularity structure of the Seiberg-Witten curves, R-symmetry
properties and the matching of various decoupling limits.
Thus the case of pure Yang-Mills theories, with simple gauge algebra G and no ad-
ditional hypermultiplets, has been settled. The main problem we wish to address is the
identification of the integrable models corresponding to N = 2 supersymmetric Yang-Mills
either with product gauge algebras, or with additional matter hypermultiplets. Among
these, one theory is particularly attractive and has a certain universal aspect, in the sense
that many other theories follow from it in suitable decoupling limits. This is the Yang-
Mills theory with simple gauge algebra G, and one matter hypermultiplet in the adjoint
representation of G.
The first case to be treated successfully was G = SU(N), where the integrable model
was identified by Donagi and Witten [64] as the SU(N) Hitchin system [80]. Several au-
thors [65] subsequently recognized the spectral curves of the SU(N) Hitchin system as
identical to the spectral curves of the SU(N) elliptic Calogero-Moser system. This corre-
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spondence between SU(N) Seiberg-Witten theory and SU(N) Calogero-Moser system was
however still rather rudimentary, since the vacuum parameters of the Yang-Mills theory
were still obscure, and the prepotential arising from the Calogero-Moser system were not
yet known to satisfy the monodromy properties required by field theory. Our purpose in
this section is to address these issues in the case of G = SU(N), and to show that for gen-
eral G, the integrable model corresponding to the Yang-Mills theory with a hypermultiplet
in the adjoint representation is the twisted Calogero-Moser system associated to the Lie
algebra G.
7.2 Calogero-Moser and Seiberg-Witten Theory for SU(N)
The full correspondence between Seiberg-Witten theory for N = 2 SU(N) super-Yang-
Mills theory with one hypermultiplet in the adjoint representation of the gauge algebra,
and the elliptic SU(N) Calogero-Moser systems was obtained in [66]. We describe it here
in some detail.
All that we shall need here of the elliptic Calogero-Moser system is its Lax operator
L(z), whose N ×N matrix elements are given by
Lij(z) = piδij −m(1− δij)Φ(xi − xj , z) (7.2)
Notice that the Hamiltonian is simply given in terms of L by H(x, p) = 1
2
trL(z)2 +C℘(z)
with C = −1
2
m2N(N − 1).
The correspondence between the data of the elliptic Calogero-Moser system and those
of the Seiberg-Witten theory is as follows.
• The parameter m in (7.2) is the hypermultiplet mass;
• The gauge coupling g and the θ-angle are related to the modulus of the torus (or
elliptic curve) Σ = C/(2ω1Z+ 2ω2Z) by
τ =
ω2
ω1
=
θ
2π
+
4πi
g2
; (7.3)
• The Seiberg-Witten curve Γ is the spectral curve of the elliptic Calogero-Moser
model, defined by
Γ = {(k˜, z) ∈ C× Σ, det(k˜I − L(z)) = 0} (7.4)
and the Seiberg-Witten 1-form is dλ = k dz. Γ is invariant under the Weyl group
of SU(N). It can be viewed as N copies of the torus Σ, glued along suitable cuts
on each copy. We use here the notation k˜ in the equation for the spectral curve, in
order to reserve the notation k for a more convenient variable to be introduced later.
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• Using the Lax equation L˙ = [L,M ], it is clear that the spectral curve is independent
of time, and can be dependent only upon the constants of motion of the Calogero-
Moser system, of which there are only N . These integrals of motion may be viewed
as parametrized by the quantum moduli of the Seiberg-Witten system.
• Finally, dλ = k˜dz is meromorphic, with a simple pole on each of the N sheets above
the point z = 0 on the base torus. The residue at each of these poles is proportional
to m, as required by the general set-up of Seiberg-Witten theory, explained in §2.
7.3 Four Fundamental Theorems
While the above mappings of the Seiberg-Witten data onto the Calogero-Moser data are
certainly natural, there is no direct proof for them, and it is important to check that the
results inferred from it agree with known facts from quantum field theory. To establish this,
as well as a series of further predictions from the correspondence, we give four theorems
(the proofs may be found in [66] for the first three theorems, and in [67] for the last one).
Theorem 4. The spectral curve equation det(k˜I − L(z)) = 0 can be expressed as
det(k˜ − L(z)) =
ϑ1
(
1
2ω1
(z −m ∂
∂k
)|τ
)
ϑ1(
z
2ω1
|τ) H(k)
∣∣∣∣
k=k˜+m∂z lnϑ1(
z
2ω1
|τ)
= 0 (7.5)
where H(k) is a monic polynomial in k of degree N , whose zeros (or equivalently whose
coefficients) correspond to the moduli of the gauge theory. If H(k) =
∏N
i=1(k − ki), then
lim
q→0
1
2πi
∮
Ai
k˜dz = ki − 1
2
m. (7.6)
Here, ϑ1 is the Jacobi ϑ-function, which admits the following simple series expansion
in powers of the instanton factor q = e2πiτ
ϑ1(u|τ) =
∑
r∈ 1
2
+Z
q
1
2
r2e2πir(u+
1
2
) (7.7)
Thus, in terms of the new variable k defined by
k = k˜ +m∂z lnϑ1(
z
2ω1
|τ) + 1
2
m (7.8)
the equation of the spectral curve equation can be written perturbatively in q as
∑
n∈Z
(−)nq 12n(n−1)enzH(k − n ·m) = 0 (7.9)
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where we have set ω1 = −iπ without loss of generality. The series expansion (7.9) is
superconvergent and sparse in the sense that it receives contributions only at integers that
grow like n2. But more important, it provides a geometric interpretation of the order
parameters of the super Yang-Mills theory: at q = 0, the base torus Σ degenerates into a
sphere with two punctures at w = 0 and w =∞, if we introduce the new variable
w = ez (7.10)
Each of the copies of the torus Σ making up the spectral curve Γ upstairs degenerates
correspondingly into a sphere with two punctures. Now the equation (7.9) of the spectral
curve Γ at q = 0 becomes
H(k)− wH(k −m) = 0 (7.11)
Thus the punctures lying above w = 0 are given by the N zeroes ki of the polynomial
H(k), while those lying above w = ∞ are given by ki −m. Now the A-cycles on Γ can
be chosen to be circles of a fixed radius around each of the points ki. At the degeneration
point q = 0, the Seiberg-Witten differential dλ = k˜dz can be written as
dλ = k˜ d ln w = kd ln
H(k)
H(k −m) −md ln ϑ1(
z
2πi
|τ)− 1
2
mdz (7.12)
The second terms on the right does not contribute to A-periods, while the other two terms
readily give
1
2πi
∮
Ai
dλ∣∣∣∣
q=0
= ki − 1
2
m. (7.13)
as asserted in Theorem 4. This relation provides the key starting point of the correspon-
dence between Calogero-Moser systems and supersymmetric gauge theories, by identifying
the classical vacua parameters in terms of the moduli of the Calogero-Moser spectral
curves.
The parametrization of spectral curves by polynomials H(k) has been extended from
SU(N) Calogero-Moser systems to SU(N) spin Calogero-Moser systems in [73], using
methods of quantum field theory on Riemann surfaces [68]. For SU(N) Calogero-Moser
systems, a different derivation from [66] has been recently obtained in [69].
The expansion (7.9) actually allows us to determine the exact value of the quantum
vacua parameters ai as power series in q. Geometrically, for q 6= 0, each copy of the torus
making up Γ has a branch cut of length O(|q|1/2) which shrinks to the puncture ki as
q → 0. But the contours Ai can still be chosen at a fixed, nonvanishing distance from
ki. Thus the Ai-periods of dλ can be evaluated by residue formulas, just as in the case
of the fundamental representation. More specifically, applying the methods in [26] for the
perturbative solution of fixed point equations, we find
w =
H(k)
H(k −m)
[
1 +
∞∑
n=1
qn
n!
∂n
∂yn
F n(y)|y=1
]
(7.14)
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where the function F (y) is defined by
F (y) =
∞∑
n=1
q
1
2
n(n+1)(−)n
[
y−nη+n (k)− yn+1η−n (k −m)
]
η±n (k) =
H(k ±mn)H(k ∓m)
H(k)n+1
(7.15)
We would like to stress that the expansion (7.15) is a reliable expansion only when the
denominators of the expressions η±n (k) and η
±
n (k − m) are bounded away from 0. As
explained earlier, this can be achieved in the evaluation of the A-periods, by fixing the
A-cycles away from the points ki. We can deduce then the full expansion in q of the
Seiberg-Witten differential dλ = k˜d lnw. Each term in the expansion is rational in k with
poles at ki and ki−βm, and the corresponding residues are easily evaluated. For example,
we obtain to order q2
ai = ki + qS¯i(ki) +
1
4
q2(S¯i)
′′′
(ki) +O(q3)
S¯i(k) ≡ H(k +m)H(k −m)∏
j 6=i(k − kj)2
(7.16)
For the super Yang-Mills theory with matter in the adjoint representation, the microscopic
gauge coupling q = e2πiτ is analogous to the renormalization scale Λ encountered earlier
for the fundamental representation, and the full expansion in q of the vacua parameters ai
is required to evaluate the contributions to the prepotential F of instanton processes to
an arbitrary order.
Theorem 5. The prepotential of the Seiberg-Witten theory obeys a renormalization group-
type equation that simply relates F to the Calogero-Moser Hamiltonian, expressed in terms
of the quantum order parameters aj
aj =
1
2πi
∮
Aj
dλ
∂F
∂τ
∣∣∣∣
aj
= H(x, p) =
1
2
N∑
i=1
k2i (7.17)
Furthermore, in an expansion in powers of the instanton factor q = e2πiτ , the quantum
order parameters aj may be computed by residue methods in terms of the zeros of H(k).
(The polynomial H(k) is not to be confused with the Calogero-Moser Hamiltonian H(x, p);
the notation is conventional.)
The microscopic gauge coupling τ corresponds geometrically to the moduli of the base
torus Σ, so that the renormalization group equation (7.17) is mathematically a statement
about deformations of complex structures. The main underlying equation is the following
δaDi =
N∑
j=1
∮
Aj
k˜Ωi (7.18)
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where Ωi, 1 ≤ i ≤ N , is the basis of holomorphic Abelian integrals dual to the Ai basis
of cycles. It can be derived by showing that the deformation δdλ of the Seiberg-Witten
differential satisfies a ∂¯-equation, and solving this equation in terms of the prime form
[66]. Now the Abelian differentials Ωi can also be written as
Ωi =
1
2πi
∂
∂ai
dλi (7.19)
The equation (7.18) implies
∂
∂τ
(
∂F
∂ai
)
=
1
4πi
∂
∂ai
( N∑
j=1
∮
Aj
k˜2dz
)
(7.20)
from which the renormalization group equation (7.17) follows.
The general form of the prepotential F for the SU(N) super Yang-Mills theory with
matter in the adjoint representation is
F = F (pert) +
∞∑
n=1
qnF (n), (7.21)
where F (pert) is the perturbative part which can be determined by standard methods of
quantum field theory
F (pert) = τ
2
∑
i
a2i −
1
8πi
∑
i,j
[
(ai−aj)2 ln(ai−aj)2− (ai−aj−m)2 ln(ai−aj−m)2
]
, (7.22)
and F (n) are the terms due to instanton processes. The renormalization group equation
(7.17) shows that all the coefficients F (n) can just be read off from an expansion of the
Hamiltonian H(x, p) in terms of the vacua parameters ai. Such an expansion is easily
obtained by writing H(x, p) in terms of the Calogero-Moser integrals of motion ki, and
inverting the relations (7.16) giving ai in terms of ki. For example, to two-instanton order,
the results can be described as in Part (b) of the following theorem [66]:
Theorem 6. (a) The perturbative part F (pert) of the prepotential given by the Calogero-
Moser spectral curves is indeed of the form (7.22);
(b) To two-instanton order, the instanton corrections can be expressed in terms of a
single function
Si(a) =
∏N
j=1 [(ai − aj)2 −m2]∏
j 6=i(a− aj)2
. (7.23)
as follows
F (1) = 1
2πi
∑
i
Si(ai)
F (2) = 1
8πi
[∑
i
Si(ai)∂
2
i Si(ai) + 4
∑
i6=j
Si(ai)Sj(aj)
(ai − aj)2 −
Si(ai)Sj(aj)
(ai − aj −m)2
]
(7.24)
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Part (a) of Theorem 6 cannot be obtained from the renormalization group equation.
We discuss briefly its proof, which is important, because it is the defining criterion for
the Calogero-Moser spectral curves to provide an exact solution of the four-dimensional
supersymmetric gauge theory. The main problem in establishing (a) is to determine the
leading terms in the periods aDi of the Seiberg-Witten differential dλ. Recall that as q
moves away from 0, each puncture ki and ki + m on each sheet above the base torus Σ
opens into a cut. Let k±i be the end points of the cut near ki. They can be identified as
the solutions of the equation
dk
dz
= 0 (7.25)
This equation can be solved perturbatively in q. To O(q) order, we find
k±i = ki ± q1/2k(1)i , k(1)i = 2
H1/2(ki −m)H1/2(ki +m)∏
j 6=i(ki − kj)
(7.26)
Similarly, the end points of the cut near ki + βm can be identified as k
±
i +m.
The B-cycles for the spectral curve Γ can be chosen as paths from k+i to k
+
i +m. Thus
the dual periods aDi are given by
aDi =
1
2πi
∫ k+
i
+m
k+
i
dλ =
1
2πi
∫ k+
i
+m
k+
i
k d ln w (7.27)
The most difficult step in the evaluation of (7.27) is how to express the differential d lnw
in terms of dk. For the periods ai, this step was easy, because the A-cycles could be kept
at fixed distance from ki. Here, the B-cycles end at k
+
i , which is at distance q
1/2 → 0
from ki, in view of (7.26). Thus the expansion (7.15) for w does not apply in the present
case. However, it turns out that an approximation for w as a function of k can be found
to order O(q). It is given by
w =
H(k)
H(k −m) ×
1 +
√
1− 4qη+1 (k)
1 +
√
1− 4qη−1 (k −m)
(7.28)
where the functions η+1 (k) and η
−
1 (k − m) are defined in (7.15). Expanding in q, the
differential dλ can now be expressed in terms of rational functions of k. The same analytic
continuation methods used in the case of the fundamental representation apply, giving
the leading terms of aDi. The perturbative part F (pert) can be read off from aDi = ∂F∂ai ,
establishing (a).
The perturbative corrections to the prepotential are of course predicted by asymptotic
freedom. The formulas in (b) for the instanton corrections F (1) and F (2) are new, as they
have not yet been computed by direct field theory methods. Perturbative expansions of
the prepotential in powers of m have also been obtained in [70].
95
The moduli ki, 1 ≤ i ≤ N , of the gauge theory are evidently integrals of motion of the
system. To identify these integrals of motion, denote by S be any subset of {1, · · · , N},
and let S∗ = {1, · · · , N} \ S, ℘(S) = ℘(xi − xj) when S = {i, j}. Let also pS denote the
subset of momenta pi with i ∈ S. We have [67]
Theorem 7. For any K, 0 ≤ K ≤ N , let σK(k1, · · · , kN) = σK(k) be the K-th symmetric
polynomial of (k1, · · · , kN), defined by H(u) = ∑NK=0(−)KσK(k)uN−K. Then
σK(k) = σK(p) +
[K/2]∑
l=1
m2l
∑
|Si∩Sj|=2δij
1≤i,j≤l
σK−2l(p(∪l
i=1Si)
∗)
l∏
i=1
[℘(Si) +
η1
ω1
] (7.29)
The proof of Theorem 7 requires some new elliptic function identities, linking combina-
tions of the function Φ(x, z) with determinants of the δ¯-operator on the torus [68]. These
identities indicate a close relationship between elliptic Calogero-Moser systems and free
fermions.
7.4 Partial Decoupling of Hypermultiplet, Product Groups
The spectral curves of certain gauge theories can be easily derived from the Calogero-Moser
curves by a partial decoupling of the hypermultiplet. Indeed,
• the masses of the gauge multiplet and hypermultiplet are |ai− aj | and |ai− aj +m|.
In suitable limits, some of these masses become ∞, and states with infinite mass
decouple. The remaining gauge group is a subgroup of SU(N).
• When the effective coupling of a gauge subgroup is 0, the dynamics freeze and the
gauge states become non-interacting.
Non-trivial decoupling limits arise when τ →∞ andm→∞. When all ai are finite, we
obtain the pure Yang-Mills theory. When some hypermultiplets masses remain finite, the
U(1) factors freeze, the gauge group SU(N) is broken down to SU(N1)×· · ·×SU(Np), and
the remaining hypermultiplets are in e.g. fundamental or bifundamental representations.
For example, let N = 2N1 be even, and set
ki = v1 + xi, kN1+j = v2 + yj, 1 ≤ i, j ≤ N1, (7.30)
with
∑N1
i=1 xi =
∑N1
j=1 yj = 0. (The term v = v1 − v2 is associated to the U(1) factor of the
gauge group). In the limit m → ∞, q → 0, with xi, yj, µ = v −m and Λ = mq 1N kept
fixed, the theory reduces to a SU(N1) × SU(N1) gauge theory, with a hypermultiplet in
the bifundamental (N1, N¯1)⊕ (N¯1, N1), and spectral curve
A(x)− t(−)N1B(x)− 2N1ΛN1(1
t
− t2) = 0, (7.31)
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where A(x) =
∏N1
i=1(x− xi), B(x) =
∏N
j=1(x+ µ− yj), t = ez. This agrees with the curve
found by Witten [71] using M Theory, and by Katz, Mayr, and Vafa [72] using geometric
engineering.
The prepotential of the SU(N1) × SU(N1) theory can be also read off the Calogero-
Moser prepotential. It is convenient to introduce x
(I)
i , I = 1, 2, by x
(1)
i = xi, x
(2)
i = yi,
1 ≤ i ≤ N1. Set
AIi =
∏
j 6=i
j∈I
(x− x(I)j ), BI(x) =
∏
j∈J
|I−J|=1
(µ± (x− x(J)j )), SIi (x) =
BI(x)
AIi (x)
2
, (7.32)
where the ± sign in BI(x) is the same as the sign of J − I. Then the the first two orders
of instanton corrections to the prepotential for the SU(N1)× SU(N1) theory are given by
F (1)SU(N1)×SU(N1) =
(−2Λ)N1
2πi
∑
I=1,2
∑
i∈I
SIi (x
(I)
i ) (7.33)
F (2)SU(N1)×SU(N1) =
(−2Λ)2N1
8πi
∑
I=1,2
∑
i∈I
SIi (x
(I)
i )
∂2SIi (x
(I)
i )
∂x
(I)2
i
+
∑
i6=j
i,j∈I
SIi (x
(I)
i )S
I
j (x
(I)
j )
(x
(I)
i − x(I)j )2
.
These formulas can serve as useful checks on candidates for Seiberg-Witten curves for
theories with product gauge groups obtained by other methods [71, 29].
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8 Calogero-Moser and Seiberg-Witten for General G
We consider now the N = 2 supersymmetric gauge theory for a general simple gauge
algebra G and a hypermultiplet of mass m in the adjoint representation.
8.1 The General Case
Then, we have the following results, established in [74]
• the Seiberg-Witten curve of the theory is given by the spectral curve Γ = {(k, z) ∈
C×Σ; det(kI−L(z)) = 0} of the twisted elliptic Calogero-Moser system associated to the
Lie algebra G. The Seiberg-Witten differential dλ is given by dλ = kdz.
• The function R(k, z) = det(kI−L(z)) is polynomial in k and meromorphic in z. The
spectral curve Γ is invariant under the Weyl group of G. It depends on n complex moduli,
which can be thought of as independent integrals of motion of the Calogero-Moser system.
• The differential dλ = kdz is meromorphic on Γ, with simple poles. The position
and residues of the poles are independent of the moduli. The residues are linear in the
hypermultiplet mass m. (Unlike the case of SU(N), their exact values are difficult to
determine for general G).
• In the m→ 0 limit, the Calogero-Moser system reduces to a free system, the spectral
curve Γ is just the producr of several unglued copies of the base torus Σ, indexed by the
constant eigenvalues of L(z) = p · h. Let ki, 1 ≤ i ≤ n, be n independent eigenvalues, and
Ai, Bi be the A and B cycles lifted to the corresponding sheets. For each i, we readily
obtain
ai =
1
2πi
∮
Ai
dλ =
ki
2πi
∮
A
dz =
2ω1
2πi
ki
aDi =
1
2πi
∮
Bi
dλ =
ki
2πi
∮
B
dz =
2ω1
2πi
τki (8.1)
Thus the prepotential F is given by F = τ
2
∑n
i=1 a
2
i . This is the classical prepotential
and hence the correct answer, since in the m → 0 limit, the theory acquires an N = 4
supersymmetry, and receives no quantum corrections.
• The m→∞ limit is the crucial consistency check, which motivated the introduction
of the twisted Calogero-Moser systems in the first place [59, 60]. In view of Theorem 2 and
subsequent comments, in the limit m→∞, q → 0, with
x = X + 2ω2
1
h∨G
ρ
m = Mq
− 1
2h∨
G (8.2)
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with X and M kept fixed, the Hamiltonian and spectral curve for the twisted elliptic
Calogero-Moser system with Lie algebra G reduce to the Hamiltonian and spectral curve
for the Toda system for the affine Lie algebra (G(1))∨. This is the correct answer. Indeed,
in this limit, the gauge theory with adjoint hypermultiplet reduces to the pure Yang-Mills
theory, and the Seiberg-Witten spectral curves for pure Yang-Mills with gauge algebra
G have been shown by Martinec and Warner [44] to be the spectral curves of the Toda
system for (G(1))∨.
• As in the known correspondences between Seiberg-Witten theory and integrable
models [66], we expect the following equation
∂F
∂τ
= H twistedG (x, p), (8.3)
to hold. Note that the left hand side can be interpreted in the gauge theory as a renor-
malization group equation.
• For simple laced G, the curves R(k, z) = 0 are modular invariant. Physically, the
gauge theories for these Lie algebras are self-dual. For non simply-laced G, the modular
group is broken to the congruence subgroup Γ0(2) for G = Bn, Cn, F4, and to Γ0(3) for
G2. The Hamiltonians of the twisted Calogero-Moser systems for non-simply laced G
are also transformed under Landen transformations into the Hamiltonians of the twisted
Calogero-Moser system for the dual algebra G∨. It would be interesting to determine
whether such transformations exist for the spectral curves or the corresponding gauge
theories themselves.
Spectral curves for certain gauge theories with classical gauge algebras and matter in
the adjoint representation have also been proposed in [71] and [72], based on branes and
M-theory. Some generalizations of the construction by Witten [71] for SU(N) were given
in [75], [76] and [77]. Relations between the dynamics of gauge theories from branes and
integrable systems were proposed and analyzed in [78]. A possible role in Seiberg-Witten
theory for Ruijsenaars-Schneider and related relativistic systems has been investigated in
[79].
8.2 Spectral Curves for Low Rank
In the case of G = Dn, the trigonometric limit (q → 0) of the spectral curve R(k, z) = 0
can be written down explicitly and takes a particularly simple form (see (8.16) below).
Now the equation R(k, z) = 0 for the spectral curve is polynomial in pj, ℘, g2, g3, and
∆, where g2, g3 are the usual Eisenstein series of weights 4 and 6, and ∆ = g
3
2 − 27g23
is the discriminant. In the limit q → 0, only ∆ vanishes. Since the weight of ∆ is 12
and the degree of the spectral curves is 2n, the spectral curves are determined by their
trigonometric limit when n ≤ 5.
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The derivation of the trigonometric limit is as follows. Let Z be the spectral parameter
defined by
1
Z
=
1
2
coth
z
2
− 1
z
(8.4)
Then in the trigonometric limit τ → i∞, the elliptic functions ℘(z) and Φ(x, z) reduce to
℘(z) → 1
Z2
− 1
6
(8.5)
Φ(x, z) → 1
2
coth
x
2
− 1
Z
(8.6)
Now the spectral curve Γ depends on the dynamical variables pi, xi, but only through n
combinations ui = ui(m). At m = 0, ui(m) are just the n independent Casimirs of G,
which are polynomials in p of degrees γi + 1. As m is deformed away from 0, the ui(m)
are still recognizable by their leading p behavior. Thus we may carry out our calculations
with any choice of the variables xi. A particularly convenient choice is
x = ξρ∨, α · x = ξ l(α), ξ →∞. (8.7)
Then
Φ(α · x, z)→ − 1
Z
+
{
+1
2
, if α > 0
−1
2
, if α < 0.
(8.8)
Let P = diag(p1, · · · , pn), µ = µ+ + µ−, with µ± given by
µ+ij =
{
1, if i < j
0, if i ≥ j µ
−
ij =
{
1, if i > j
0, if i ≤ j (8.9)
Then the function R(k, z) can be expressed as
R(k, z) = det
(
kI − P + m
Z
µ− m
2
(µ+ − µ−) (m
Z
− m
2
)µ
(m
Z
+ m
2
)µ kI + P + m
Z
µ+ m
2
(µ+ − µ−)
)
(8.10)
By taking column and row linear combinations, we find
R(k, z) = det[(kI + P −mµ−)(kI − P −mµ+) + k(m+ 2m
Z
)µ] (8.11)
Although each of the two factors in the above determinant is triangular, the determinant
is still difficult to evaluate due to the presence of the third term k(m + m
Z
)µ. It is here
that we must introduce the rank 1 matrix µ+ I, and make a shift similar to the key one
in the study of SU(N) Calogero-Moser systems: defining a new variable A by
0 = A2 +mA + 2k
m
Z
− k2 (8.12)
we can write
R(k, z) = det[(AI + P −mµ−)(AI − P −mµ−) + (mA + 2km
Z
)(µ+ I)] (8.13)
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Since µ+ I = uuT with uT = (1, · · · , 1), and det(M + uuT ) = detM(1 + uTM−1u) for any
invertible matrix M , () can be expressed as
R(k, z) =
n∏
j=1
(A2 − p2j) + (mA + 2
m
Z
)
n∑
j=1
j−1∏
i=1
((A+m)2 − p2)
n∏
i=j+1
(A2 − p2i ) (8.14)
In analogy with the SU(N) case, we introduce a polynomial H(A) by
H(A) =
n∏
j=1
(A2 − p2j ) =
n∑
j=0
(−1)n−jA2ju2n−2j. (8.15)
The final expression for R(k, z) is in terms of H(A)
R(k, z) =
m2 +mA− 2km
z
m2 +mA
H(A) +
mA+ 2km
Z
m2 + 2mA
H(A+m). (8.16)
The similarity with the equation (7.5) for the SU(N) Calogero-Moser spectral curves is
now manifest. Just as in the case of SU(N), the parameters pj can be identified with the
classical vacuum parameters of the gauge theory.
We derive now explicit formulas for R(k, z) for n ≤ 5. Let
R(k, z) =
n∑
j=0
(−1)n−jP2ju2n−2j (8.17)
Then (8.16) implies the following recursive relation
0 = P2(j+1) − (2k2 +m2 − 4km
Z
)P2j + k
2(k − 2m
Z
)2P2(j−1) (8.18)
with P0 = 1, P2 = k
2. This works out to
P4 = k
4 − 4k2m
2
Z2
+m2k2 (8.19)
P6 = k
6 − 12k4m
2
Z
2
+ 16k3
m3
Z3
− 4k3m
3
Z
− 4k2m
4
Z2
+ 3k4m2 + k2m4 (8.20)
P8 = k
8 − 24k6m
2
Z2
+ 6k6m2 + 64k5
m3
Z3
− 16k5m
3
Z
− 48k4m
4
Z4
(8.21)
−8k4m
4
Z2
+ 5k4m4 + 32k3
m5
Z3
− 8k3m
5
Z
− 4k2m
6
Z2
+ k2m6 (8.22)
P10 = k
10 − 40k8m
2
Z2
+ 160k7
m3
Z3
− 240k6m
4
Z4
+ 128k5
m5
Z5
(8.23)
+m2[10k8 − 40k7m
Z
+ 160k5
m3
Z3
− 160k4m
4
Z4
] (8.24)
+m4[15k6 − 48k5m
Z
+ 12k4
m2
Z2
+ 48k3
m3
Z3
] (8.25)
+m6[7k4 − 12k3m
Z
− 4k2m
2
Z2
] +m8k2. (8.26)
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Let now 0 = R(k, z) =
∑n
j=0Q2j(k)u2n−2j be the equation of the spectral curve for general
q. Using the limit of ℘ and its derivatives, we may identify the functional dependence on
℘(x) which gave rise to each of the terms in (8.18). The result is
Q0 = 1 (8.27)
Q2 = k
2 (8.28)
Q4 = k
4 − 4k2m2℘ (8.29)
Q6 = k
6 − 12k4m2℘− 8k3m3℘′ (8.30)
Q8 = k
8 − 24k6m2℘− 32k5m3℘′ − 48k4m4℘2 + 64g2k2m6℘ (8.31)
Q10 = k
10 − 40k8m2℘− 80k7m3℘′ − 240k6m4℘2 − 64k5m5℘℘′ (8.32)
+704g2k
4m6℘+ 512g2k
3m7℘′ − 768k2m8g3℘. (8.33)
This completes our derivation of the spectral curves for Dn for n ≤ 5.
8.3 Perturbative Prepotential for SO(2n)
With the parametrization (8.16) in terms of the polynomialH(A), it is now easy to evaluate
the logarithmic terms of the prepotential F . We have already shifted the variable k to
the variable A defined by (8.12). A complete shift of the variables (k, z) to new variables
(A, u) is obtained by setting
eu =
k2 − (A +m)2
k2 − A2 (8.34)
The equation () of the curve becomes
eu =
H(A+m)
H(A)
. (8.35)
It remains to determine the Seiberg-Witten differential dλ = kdz in terms of A and u.
Evidently, k can be solved in terms of A and u using (8.34). To write z in terms of A and
u, we note that z can be expressed in terms of Z by (8.4), which can be solved in terms
of A and k using (8.12). The final outcome is
ez =
2
Z
+ 1
2
Z
− 1 =
(k − A)(k + A+m)
(k + A)(k − A−m) (8.36)
dλ = −Adu−md ln(k2 − (A+m)2) (8.37)
This is now essentially the same set-up as the spectral curves and Seiberg-Witten dif-
ferential for the SU(N) Calogero-Moser system. The same methods used earlier give
immediately the logarithmic terms in the prepotential
F1−loop = − 1
8πi
∑
α∈R(Dr)
(α · a)2 ln(α · a)2 − (α · a+m)2 ln(α · a +m)2 (8.38)
These are the logarithmic singularities expected from field theory considerations.
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9 Appendix A : Notations and Conventions
Vector indices run over the following values µ, ν, · · · = 0, 1, 2, 3 and i, j, · · · = 1, 2, 3.
The flat Minkowski space-time metric is given by −η00 = η11 = η22 = η33 = 1, which
is invariant under translations and under the Lorentz group SO(1, 3). Three- and four
dimensional totally anti-symmetric Levi-Civita symbols are defined by
ǫijk = ǫ
ijk, ǫ123 = 1; ǫµνρσ = −ǫµνρσ , ǫ0123 = 1 . (9.1)
The Poincare´ dual of an anti-symmetric rank 2 tensor is defined by
F˜µν =
1
2
ǫµνρσF
ρσ (9.2)
and the duality operation squares to minus the identity : ˜˜F = −F .
9.1 Spinors
The Pauli matrices are defined by
σ0 =
(−1 0
0 −1
)
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
(9.3)
and their “conjugates” are given by σ¯0 = σ0 and σ¯i = −σi. The Clifford-Dirac γ matrices
obey the Clifford algebra relations
{γµ, γν} = γµγν + γνγµ = −2ηµνI (9.4)
with γ0 anti-Hermitian and γi Hermitian. The matrix γ5 obeys
{γ5, γµ} = 0 γ5 = γ5 = (γ5)† = iγ0γ1γ2γ3 (γ5)2 = I . (9.5)
Representation matrices for the (reducible) spinor representation of the Lorentz group
SO(1, 3) are defined by
Σµν =
i
2
[γµ, γν ] with [γ5,Σ
µν ] = 0 . (9.6)
The charge conjugation matrix C is defined by
CγµC
−1 = −(γµ)T (9.7)
which implies the useful identities
CΣµνC
−1 = −(Σµν)T , Cγµγ5C−1 = (γµγ5)T , Cγ5C−1 = (γ5)T (9.8)
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9.2 Dirac matrices in a Weyl basis
In a Weyl basis γ5 is chosen to be diagonal; this basis is convenient for chiral fermions.
γµ =
(
0 σµ
σ¯µ 0
)
, γ5 =
(
1 0
0 −1
)
C = iγ2γ0 (9.9)
9.3 Dirac matrices in a Majorana basis
In a Majorana basis all γµ matrices are chosen to be real. This basis is particularly conve-
nient when dealing with Majorana fermions, or when converting from the two-component
notation.
γ0 =
(
0 iσ2
iσ2 0
)
γ1 =
(−σ3 0
0 −σ3
)
γ2 =
(
0 iσ2
−iσ2 0
)
γ3 =
(
σ1 0
0 σ1
)
γ5 =
(
σ2 0
0 −σ2
)
C =
(
0 −iσ2
iσ2 0
)
(9.10)
9.4 Two-Component Spinors
The correspondence between two-component and four-component spinors will be made
in the Weyl basis, given previously. Left-handed spinors transform under the (1/2, 0)
representation of the Lorentz group and are denoted by χα or their transpose by χ
α.
Right-handed spinors transform under the (0, 1/2) representation of the Lorentz group
and are denoted by ψ¯α˙ or their transpose by ψ¯α˙. One has the following relations
χα = ǫαβχβ χα = ǫαβχ
β
ψ¯α˙ = ǫα˙β˙ψ¯β˙ ψ¯α˙ = ǫα˙β˙ψ¯
β˙ (9.11)
with the following conventions for ǫ :
ǫ12 = ǫ21 = −ǫ21 = −ǫ12 = 1, ǫ11 = ǫ22 = 0; ǫαβǫβγ = δαγ
ǫ1˙2˙ = ǫ2˙1˙ = −ǫ2˙1˙ = −ǫ1˙2˙ = 1, ǫ1˙1˙ = ǫ2˙2˙ = 0, ǫα˙β˙ǫβ˙γ˙ = δα˙γ˙ (9.12)
Contraction conventions are
ψχ = ψαχα, ψ¯χ¯ = ψ¯α˙χ¯
α˙
χσmψ¯ = χασmαα˙ψ¯
α˙, χ¯σ¯mψ = χ¯α˙σ¯
mα˙αψα (9.13)
Transposition Identities
ψχ = χψ (χψ)† = χ¯ψ¯ = ψ¯χ¯
χσmψ¯ = −ψ¯σ¯mχ, (χσmψ¯)† = ψσmχ¯
χσmσ¯nψ = ψσnσ¯mχ (χσmσ¯nψ)† = ψ¯σ¯nσmχ¯ (9.14)
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Fierz Identity
(ψϕ)χ¯β˙ = −
1
2
(ϕσmχ¯)(ψσm)β˙ (9.15)
Relating Four-component Spinors and Two-component Spinors in a Weyl basis
Left Weyl : ΨL =
(
χα
0
)
Dirac : ΨD =
(
χα
ψ¯α˙
)
Right Weyl : ΨR =
(
0
ψ¯α˙
)
Majorana : ΨM =
(
ψα
ψ¯α˙
)
(9.16)
Transposition identities in four-component form
ψ¯1Γψ2 = ψ¯2Γ˜ψ1 with Γ = +Γ˜ Γ = 1, γ5, γ
mγ5
Γ = −Γ˜ Γ = γm, γ[µγν] (9.17)
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10 Appendix B : Lie Algebra Theory
In Figure 1, we give the Dynkin diagrams for the finite dimensional simple Lie algebras;
for the untwisted affine Lie algebras (left column) and for the twisted affine Lie algebras
(right column). The simple roots are labeled following Dynkin notation, and are given in
an orthonormal basis in Table 9, where we also list the dimension, the Coxeter and dual
Coxeter numbers (to be defined below). We list the set of all roots in Table 9, and of the
highest roots in Table 10. Below we provide additional notations and definitions [63].
Let G be one of the finite dimensional simple Lie algebras of rank n, let αi, and
α∨i ≡ 2αi/α2i , i = 1, · · · , n be its simple roots and coroots respectively. The coroot α∨ of
any root is defined by α∨ = 2α/α2. Any (co-)root admits a unique decomposition into a
sum of simple (co-)roots, with integer coefficients li and l
∨
i .
α =
n∑
i=1
liαi α
∨ =
n∑
i=1
l∨i α
∨
i . (10.1)
The coefficients li and l
∨
i are either all positive or all negative according to whether α (or
α∨) is positive or negative respectively. They are related by
l∨i =
α2i
α2
li, i = 1, · · · , n. (10.2)
The highest root α0 and co-root α
∨
0 play special roles. The extension of the simple root
system of an algebra G by α0 generates the untwisted affine Lie algebra G(1), while the
extension of the simple coroot system of G by α∨0 generates the dual affine Lie algebra
(G(1))∨. When G is non-simply laced, (G(1))∨ coincides with one of the twisted affine Lie
algebras. The Dynkin diagrams of these various Lie algebras are given in Table 1. The
decompositions of α0 and α
∨
0 onto roots or coroots
α0 =
n∑
i=1
aiαi α
∨
0 =
n∑
i=1
a∨i α
∨
i . (10.3)
define the marks ai and the comarks a
∨
i , which are given in Table 4. The Coxeter number
hG and the dual Coxeter number h∨G are defined by
hG = 1 +
n∑
i=1
ai h
∨
G = 1 +
n∑
i=1
a∨i , (10.4)
and their values are given in Table 9. For simply laced Lie algebras, for which all roots have
the same length (normalized to α2i = 2), we have a
∨
i = ai and hG = h
∨
G . The dual Coxeter
number equals the quadratic Casimir operator in the adjoint representation, h∨G = C2(G).
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A
n
(1)
0 1 2 n – 1 n
...×
2 3 4 n – 1 n
...
1
0 ×
B
n
(1)
C
n
(1)
0 1 2
×
0 1 2 3 4
×
0 1 2 3 4 5 6 7
8
×
0 6 5 4 3 2 1
7
×
0 6 3 4 5
1
2
×E6(1)
E7(1)
E8
(1)
F4
(1)
G2(1)
0 1 2 3 4
×E6
(2)
 = (F4(1))v
D4
(3)
 = (G2(1))v
A(2)
   
   = (B
n
(1))v
D(2)
    
 = (C
n
(1))v
...
1 2 3 n – 1 n
×
0
D
n
(1) 2 3 4 n – 2
1
0
n – 1
n
...
×
0 1 2
×
2 3 4 n – 1 n
...
1
0 ×
BC
n
 = A2n(2) ...
Table 1. Dynkin diagrams, with labeled simple roots, for Affine Lie Algebras:
untwisted on the left; twisted on the right. Dynkin diagrams for finite
dimensional Lie algebras are obtained from the untwisted algebras by
deleting the affine root, with label 0 and indicated with a cross.
2n – 1
n + 1
0 1 2 n – 1 n
...×
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G all roots
An ±(ei − ej), 1 ≤ i < j ≤ n+ 1
Bn ±(ei − ej); ± (ei + ej), 1 ≤ i < j ≤ n; ± ei, 1 ≤ i ≤ n
Cn ±(ei − ej); ± (ei + ej), 1 ≤ i < j ≤ n; ± 2ei, 1 ≤ i ≤ n
Dn ±(ei − ej), ± (ei + ej), 1 ≤ i < j ≤ n
E6 ±(ei − ej), ± (ei + ej), 1 ≤ i < j ≤ 5;±12(
√
3e6 +
∑5
i=1 ǫiei),
∏
i ǫi = +1
E7 ±(ei − ej), ± (ei + ej), 1 ≤ i < j ≤ 6;±12(
√
2e7 +
∑6
i=1 ǫiei),
∏
i ǫi = −1
E8 ±(ei − ej), ± (ei + ej), 1 ≤ i < j ≤ 8; 12
∑8
i=1 ǫiei,
∏
i ǫi = +1
G2 ±(ei − ej), 1 ≤ i < j ≤ 3; ± (ei − 13(e1 + e2 + e3)), i = 1, 2, 3
F4 ±(ei − ej), ± (ei + ej), 1 ≤ i < j ≤ 4; ± ei, 1 ≤ i ≤ 4;±12
∑4
i=1 ǫiei
Table 9: Root system of finite dimensional simple Lie algebras
G marks (ai) comarks (a∨i ) exponents γi
An (1,1,1,· · ·,1,1) (1,1,1,· · ·,1,1) 1,2,3,· · · ,n
Bn (1,2,2,· · ·,2,2) (1,2,2,· · ·,2,1) 1,3,5,· · ·,2n-1
Cn (2,2,2,· · ·,2,1) (1,1,1,· · ·,1,1) 1,3,5,· · ·,2n-1
Dn (1,2,· · ·,2,1,1) (1,2,· · ·,2,1,1) 1,3,5,· · ·,2n-3,n-1
E6 (1,2,3,2,1,2) (1,2,3,2,1,2) 1,4,5,7,8,11
E7 (2,3,4,3,2,1,2) (2,3,4,3,2,1,2) 1,5,7,9,11,13,17
E8 (2,3,4,5,6,4,2,3) (2,3,4,5,6,4,2,3) 1,7,11,13,17,19,23,29
G2 (2,3) (2,1) 1,5
F4 (2,3,4,2) (2,3,2,1) 1,5,7,11
Table 10: Marks, Co-marks and Exponents
The highest weight vectors λj, j = 1, · · · , n of the fundamental representations (also
called fundamental weights) of G are defined by
α∨i · λj = δij . (10.5)
The highest weight vector λ of any finite dimensional representation Λ of G is then uniquely
specified by positive or zero integers qi, i = 1, · · · , n, with
Λ ≡ (q1, · · · , qn) λ =
n∑
i=1
qiλi (10.6)
The Weyl orbit of the highest weight vector of (q1, · · · , qn) is denoted by [q1, · · · , qn].
The level l(λ) and the co-level l∨(α) are defined by
l(λ) = λ · ρ∨, l(αi) = 1, i = 1, · · · , n;
l∨(λ) = λ · ρ, l∨(α∨i ) = 1, i = 1, · · · , n. (10.7)
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Here, the level vector ρ∨ is related to the Weyl vector ρ by exchanging weights λi and
coweights λ∨i = 2λi/α
2
i . Both are uniquely determined by the above normalization, and
may be expressed in terms of the fundamental weights and coweights by
ρ =
n∑
i=1
λi =
1
2
∑
α∈R+(G)
α
ρ∨ =
n∑
i=1
λ∨i =
1
2
∑
α∨∈R+(G)∨
α∨. (10.8)
Here, we have provided the relation between the Weyl vector and the half sum of all positive
roots, and its dual relation. It is clear from (A.3), (A.4) and (A.8) that the Coxeter and
dual Coxeter numbers are related to the level of the highest root and the co-level of the
highest coroot
hG = 1 + α0 · ρ∨ = 1 + l(α0)
h∨G = 1 + α
∨
0 · ρ = 1 + l∨(α∨0 ). (10.9)
As α (resp. α∨) ranges through R(G) (resp. R(G)∨), the maxima of l(α) and l∨(α∨) are
hG − 1 and h∨G − 1 respectively.
The exponents γi, i = 1, · · · , n are such that the numbers γi + 1 are the degrees of the
independent Casimir operators of the algebra G. Their values are also listed in Table 4.
110
11 Appendix C : Elliptic Functions
In this appendix we review some basic definitions and properties of elliptic functions on an
elliptic curve of periods 2ω1 and 2ω2 and modulus τ = ω2/ω1, Imτ > 0. The half periods
are ω1, ω2 and ω3 = ω1 + ω2. For a useful source, see [81].
11.1 Basic Definitions and properties
The Weierstrass function is defined by
℘(z; 2ω1, 2ω2) ≡ 1
z2
+
∑
(m1,m2)
6=(0,0)
{
1
(z + 2ω1m1 + 2ω2m2)2
− 1
(2ω1m1 + 2ω2m2)2
}
. (11.1)
The function ℘ is related to the Weierstrass functions ζ and σ by
℘(z; 2ω1, 2ω2) = − d
dz
ζ(z; 2ω1, 2ω2) = − d
2
dz2
log σ(z; 2ω1, 2ω2). (11.2)
These functions satisfy
℘(−z) = ℘(z), ℘(z + 2ωa) = ℘(z) a = 1, 2, 3
ζ(−z) = −ζ(z), ζ(z + 2ωa) = ζ(z) + 2ηa
σ(−z) = σ(z), σ(z + 2ωa) = −σ(z)e2ηa(z+2ωa), (11.3)
where ηa = ζ(ωa) and
σ(z) = z +O(z5)
ζ(z) =
1
z
+O(z3)
℘(z) =
1
z2
+O(z2). (11.4)
The function σ may be expressed in terms of the Jacobi ϑ-function
σ(z; 2ω1, 2ω2) = 2ω1 exp
(
η1z
2
2ω1
)ϑ1( z2ω1 |τ)
ϑ′1(0|τ)
, (11.5)
which in turn is defined in terms of
q = e2πiτ v =
z
2ω1
(11.6)
by
ϑ1(u|τ) = 2q 14 sin πu
∞∏
n=1
(1− qne2πiu)(1− qne−2πiu)(1− qn). (11.7)
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An identity basic to the theory of θ-functions is
ϑ′1(0|τ) =
2π
2ω1
q1/8
∞∏
n=1
(1− qn)3 (11.8)
The function ℘ satisfies the differential equation
℘′(z)2 = 4(℘(z)− ℘(ω1))(℘(z)− ℘(ω2))(℘(z)− ℘(ω3)). (11.9)
These and additional properties of elliptic functions may be found in [81]. To evaluate
scaling limits, the following formula for ℘(z; 2ω1, 2ω2) [52] is more useful
℘(z; 2ω1, 2ω2) = − η1
ω1
+ (
π
2ω1
)2
∞∑
n=−∞
1
sinh2 iπ
2ω1
(z − 2nω2)
, (11.10)
where
η1
ω1
= − 1
12
+
1
2
∞∑
n=1
1
sinh2 iπnτ
. (11.11)
Since a proof of this formula is not given in [52], we provide a proof here for the convenience
of the reader. First observe that
(1− qne2πiu)(1− qne−2πiu) = 4q2nsin (πu+ nπτ)sin (πu− nπτ) . (11.12)
It follows that
ϑ1(u|τ) = 2q1/8sin (πu)
∞∏
n=1
(1− qn)3
∞∏
n=1
(4q2)n
∞∏
n=1
sin (nu+ nπτ) sin (nu− nπτ) (11.13)
However,
ln
∞∏
n=1
(4q2) = 2 ln 2
∞∑
n=1
1 + ln q
∞∑
n=1
n = 2 ln 2ζ(0) + ln qζ(−1) , (11.14)
where ζ(s) is the Riemann zeta function. Since ζ(0) = −1
2
and ζ(−1) = − 1
12
, we find
ln
∏∞
n=1(4q
2) = 1
2
q−
1
12 . In view of the identity (11.8), we arrive at
ϑ1(u|τ)
ϑ′1(0|τ)
=
ω1
π
q−
1
12
∞∏
n=0
sin π(u− nτ). (11.15)
It follows that
σ(z) =
2ω21
π
exp (η1
z2
2ω1
− iπτ
6
)
∞∏
n=−∞
sin π(
z
2ω1
− nτ) (11.16)
Differentiating twice, we obtain
ζ(z) =
η1
ω1
z +
π
2ω1
∞∑
n=−∞
cotan π(
z
2ω1
− nτ) (11.17)
℘(z) = − η1
ω1
+
π2
4ω21
∞∑
n=−∞
1
sin2π( z
2ω1
− nτ) . (11.18)
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The constant η1/ω1 can be easily determined. If we choose ω1 = −iπ, Reω2 > 0, and
compare the expansion (10.15) with the fact that ℘(z) = 1
z2
+ 1
20
z2g2 +O(z
4), we find
η1
ω1
= − 1
12
+
1
2
∞∑
n=1
1
sh2nω1
. (11.19)
11.2 Half and Third Period Functions
Elliptic functions at half and third period (which are the only ones that we shall need here,
since the order of twisting is at most 3) are expressible in terms of the original periods
using Landen’s transformations [81]. It is convenient to make a definite choice for the
period that is to be twisted; we shall choose this period to be ω1. It is straightforward to
adapt these formulas when an arbitrary period 2ωa, a = 1, · · · , 3 is twisted.
Formulas for Twists of Order 2 : Elliptic Functions with Half Periods
Henceforth, we shall reserve the notation ℘(z), ζ(z) and σ(z) for the corresponding
Weierstrass functions with periods 2ω1 and 2ω2, as defined in §B (a). The elliptic functions
at half period ω1 are given by
℘2(z) = ℘(z;ω1, 2ω2) = ℘(z) + ℘(z + ω1)− ℘(ω1)
=
1
℘(ω1)
[℘(z)℘(z + ω1)− (℘(ω1)− ℘(ω2))(℘(ω1)− ℘(ω3))]
ζ2(z) = ζ(z;ω1, 2ω2) = ζ(z) + ζ(z + ω1) + z℘(ω1)− η1
σ2(z) = σ(z;ω1, 2ω2) =
σ(z)σ(z + ω1)
σ(ω1)
e
1
2
z2℘(ω1)−zη1 (11.20)
This gives rise to the duplication formula
4℘(2z) = ℘(z) + ℘(z + ω1) + ℘(z + ω2) + ℘(z + ω1 + ω2). (11.21)
Formulas for Twists of order 3 : Elliptic Functions at Third Periods
Similarly, we have the following formulas for the third period elliptic functions
℘3(z) = ℘(z; 2ω1/3, 2ω2) = ℘(z) + ℘(z + 2ω1/3) + ℘(z + 4ω1/3)
−℘(2ω1/3)− ℘(4ω1/3)
ζ3(z) = ζ(z; 2ω1/3, 2ω2) = ζ(z) + ζ(z + 2ω1/3) + ζ(z + 4ω1/3)
+z℘(2ω1/3) + z℘(4ω1/3)− η1
σ3(z) = σ(z; 2ω1/3, 2ω2) =
σ(z)σ(z + 2ω1/3)σ(z + 4ω1/3)
σ(2ω1/3)σ(4ω1/3)
e
1
2
z2℘(ω1)−zη1 (11.22)
This gives rise to the triplication formula
9℘(3z) =
2∑
j,k=0
℘(z + j
2ω1
3
+ k
2ω2
3
). (11.23)
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All of the above formulas may be established by identifying singularities in z and estab-
lishing that the remainder must be independent of z by Liouville’s theorem.
The functions at half and third periods, defined above are related to one another in a
way analogous to (B.4)
℘ν(z; 2ω1, 2ω2) = − d
dz
ζν(z; 2ω1, 2ω2) = − d
2
dz2
log σν(z; 2ω1, 2ω2), (11.24)
where ν = 1, 2, 3.
11.3 The Function Φ
We define the function Φ by
Φ(x, z) = Φ(x, z; 2ω1, 2ω2) =
σ(z − x)
σ(z)σ(x)
exζ(z), (11.25)
where σ(z) and ζ(z) are the Weierstrass functions of (B.4) and (B.7). As a function of
z, Φ(x, z) is periodic with periods 2ω1 and 2ω2, is holomorphic except for an essential
singularity at z = 0, and has a single zero at z = x. As a function of x, Φ(x, z) has
multiplicative monodromy, given by
Φ(x+ 2ωa, z) = Φ(x, z)e
2ωaζ(z)−2ηaz, (11.26)
is holomorphic in x except for a simple pole at x = 0, and has a single zero at x = z. Some
useful asymptotics are given as follows
Φ(x, z) =
1
x
− 1
2
x℘(z) +O(x2)
Φ(x, z) = {−1
z
+ ζ(x) +O(z)}exζ(z) z → 0. (11.27)
Products of the function Φ(xα, z), with
∑n
α=1 xα = 0, are periodic in z, with periods 2ω1
and 2ω2, and meromorphic in z since the essential singularities cancel. As a result, they
satisfy
n∏
α=1
Φ(xα, z) = Pn[℘(z); xα] + ℘
′(z)Qn[℘(z); xα], (11.28)
where Pn and Qn are polynomials of degrees [
n
2
] and [n−3
2
] in ℘(z) respectively, with xα-
dependent coefficients. The simplest case is
Φ(x, z)Φ(−x, z) = ℘(z)− ℘(x) (11.29)
In general, the polynomials P and Q may be determined by the fact that the r.h.s. of
(B.19) has a simple zero at each point z = xα, and that the pole highest order in z has
coefficient (−1)n.
The function Φ(x, z) satisfies a fundamental differential equation,
Φ(x, z)Φ′(y, z)− Φ(y, z)Φ′(x, z) = (℘(x)− ℘(y))Φ(x+ y, z), (11.30)
where Φ′(x, z) denotes the derivative with respect to x of Φ(x, z).
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11.4 The Functions Λ, Φ1, Φ2
The functions Λ and Φ2 are defined by
Λ(2x, z) = Φ2(x, z) =
Φ(x, z)Φ(x + ω1, z)
Φ(ω1, z)
. (11.31)
The essential singularity in z and the monodromy in x of Λ(2x, z) coincide with those of
Φ(x, z). We shall need the following two basic differential equations,
Λ(2x, z)Λ′(2y, z)− Λ′(2x, z)Λ(2y, z) = 1
2
(℘2(x)− ℘2(y))Λ(2x+ 2y, z),
Φ2(x, z)Φ
′
2(y, z)− Φ2(y, z)Φ′2(x, z) = (℘2(x)− ℘2(y))Φ2(x+ y, z), (11.32)
as well as differential equation that involves both Φ and Λ,
Λ(2x, z)Φ′(−x− y, z)− Λ′(2x, z)Φ(−x − y, z)
−Λ(−2y, z)Φ′(x+ y, z) + Λ′(−2y, z)Φ(x+ y, z) = 1
2
(℘2(x)− ℘2(y))Φ(x− y, z).(11.33)
By letting y → x in (B.23), and taking into account the known zeros of Λ, we derive
another useful formula
Λ(2x, z)Λ(−2x, z) = ℘2(z)− ℘2(x). (11.34)
Actually, Φ2(x, z) may be viewed as the function Φ(x, z) associated with a torus of periods
ω1 and 2ω2.
The function Φ1(x, z) is defined by
Φ1(x, z) = Φ(x, z) + f(z)Φ(x+ ω1, z) (11.35)
f(z) = −eπiζ(z)+η1z. (11.36)
It obeys the monodromy relation Φ1(x + ω1, z) = f(z)
−1Φ1(x, z), as well as the following
differential equations
Φ1(x, z)Φ
′
1(y, z)− Φ′1(x, z)Φ1(y, z) = (℘2(x)− ℘2(y))Φ1(x+ y, z) (11.37)
Φ1(x, z)Φ
′(y, z)− Φ(y, z)Φ′1(x, z) = {℘(x+ ω1)− ℘(y)}Φ1(x+ y, z)
+{℘(x)− ℘(x+ ω1)}Φ(x+ y, z), (11.38)
and
Φ(2x, z)Φ′1(−x− y, z) − Φ′(2x, z)Φ1(−x− y, z)− Φ(−2y, z)Φ′1(x+ y, z) (11.39)
+ Φ′(−2y, z)Φ1(x+ y, z) = (℘(2x)− ℘(2y))Φ1(x− y, z),
Λ(2x, z)Φ′1(−x− y, z) − Λ′(2x, z)Φ1(−x− y, z)− Λ(−2y, z)Φ′1(x+ y, z) (11.40)
+ Λ′(−2y, z)Φ1(x+ y, z) = 1
2
(℘2(x)− ℘2(y))Φ1(x− y, z).
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