The distortion of neural signals by powerline noise from recording biomedical devices has the potential to reduce the quality and convolute the interpretations of neural data. State of the art electrophysiology employs band-stop filters with which powerline noise are attenuated to low-amplitudes. Due to the instability of neural signals, the distribution of signals filtered out may not be centered at \(50/60Hz\). As a result, self-correction methods are needed to optimize the performance of these filters. Since powerline noise is additive in nature, it is intuitive to model powerline noise in a raw electrophysiological recording and subtract it from the raw data in order to obtain neural data. This paper proposes a method that utilizes this approach by decomposing the recorded signal and extracting powerline noise via blind source separation and wavelet analysis. The performance of this algorithm was compared with that of a band-stop finite impulse response filter. The proposed method was able to expel sinusoidal signals within powerline noise frequency range with higher fidelity in comparison with the mentioned band-stop finite impulse response filter, especially at low signal-to-noise ratio.
INTRODUCTION
In order to understand the function and dysfunction of the nervous system, it is essential to employ approaches with which electrical signals within nervous tissue can be read with a high degree of accuracy. Powerline noise from recording biomedical devices have been known to introduce distortion to recorded neural signals and, as a result, compromise on their integrity and negatively affect their interpretations. Without this first neuroinformatic pre-processing step, powerline noise elimination, recorded electrical signals from neural tissue are virtually meaningless. As a result, fields such as neural engineering (Oweiss et al., 2007; Chapin et al., 1999; Boppart et al., 1992; Tong et al., 2010; Serruya et al., 2002; Guggenmos et al., 2013) , neurosurgery (Finnis et al., 2003; Guridi et al., 1999; Schramm et al., 1990) and drug discovery (Cui et al., 2006; Jones et al., 2011; Jain and Muthuswamy, 2008) would have to depend on other modalities to obtain equivalent information. For this reason, the elimination of powerline noise has been a vigorous field of investigation (Kelly et al., 2014; Keshtkaran and Yang, 2014; Agrawal and Gupta, 2013; Van Alste and Schilder, 1985; Levkov et al., 2005; Poungponsri and Yu, 2013; Keshtkaran and Yang, 2012) .
Powerline noise is characterized by a chronic sinusoidal 50/60Hz element which can be observed in raw recordings of neural data. The sinusoidal component is usually a result of the use of devices that employ alternating current as a source of power. Alternating current has been used in the design of biomedical devices because it has been demonstrated to possess the quality of being relatively stable, especially over long distances, as opposed to direct current. In the past, powerline noise was removed by low-pass filters with cut-off frequencies below 50/60Hz. Although this approach solves the problem of extinguishing powerline noise, it is inapplicable with respect to neural data because local field potentials have frequencies spanning between 1Hz and 250Hz, although action potentials do occur with high instantaneous frequencies (Oweiss, 2010) . For the extraction of action potentials, this pitfall can be potentially avoided by employing a high-pass filter with a cut-off frequency above 250Hz. However, it has been shown by Molden et al. (2013) that to obtain an accurate action potential waveform, it is imperative to record signals with frequencies as low as 12.5Hz. Further, for local field potentials -which are extracted by low-pass filtering below 250Hz (Buzsáki et al., 2012; Oweiss, 2010; Bedard et al., 2006 )this approach completely fails in removing powerline noise. Band-stop filters have been used to attenuate powerline noise to inconspicuous levels. Nevertheless, due to the instability of neural signals, band-stop filters sometimes fail in reducing noise with 50/60Hz center frequency and thus may have to rely on correction methods Barr, 1994, 1990; Hamilton, 1996) .
In this paper, I propose an algorithm which uses blind source separation and wavelet analysis to detect and remove powerline noise in neural signals. This unsupervised machine learning approach is fully automatable and void of the need to apply adaptive self-correction mechanisms.
METHODS
In this section, a robust method with which the elmination of powerline noise can be easily implemented is proposed. The algorithm is summarized as follows:
1. Define a specific time window.
Within each window:
• apply ensemble empirical mode decomposition on the signal.
• employ a wavelet-based extraction of the frequency properties of each independent signal and select signals that will undergo independent component analysis. • use independent component analysis to obtain statistically independent signals.
• reconstruct the denoised signal by subtracting the independent signal which corresponds to powerline noise from the original signal.
The following subsections describe how the algorithm is designed.
Data Source
The data was obtained from the Collaborative Research in Computational Neuroscience initiative (Mizuseki et al., 2009) . The recordings were made in the Cornu Ammonis 1 layer of the right dorsal hippocampus of Long Evans rats during open field foraging.
Sliding Time Window
For the purpose of computational speed, a sliding window of ω t:n , where t represents the start point and n represents the end point, was used. Since there is no overlap involved, in each iteration, the window ω t:n slides across t − n points and evaluates the next series of data starting at n and with length t − n (or with length less than t − n, if the terminal point of the temporal data set is reached).
Decomposition of Raw Signal into Amplitude-Frequency Modulations

Empirical Mode Decomposition
Suppose we want to eliminate a chronic sinusoidal xHz noise from a signal y(t) in a single channel. We can employ empirical mode decomposition (EMD) to split the time series signal into narrowband amplitude-frequency sections (Huang et al., 1998) . These sections, called intrinsic mode functions (IMFs), are obtained by an iterative sifting procedure. Initially, the local maxima and minima of the signal are detected and are connected by cubic splines to form the upper and lower envelopes respectively. The mean of the envelopes is then subtracted from the original signal to give rise to the first IMF. Subsequently, the first IMF is subtracted from the original signal to result in the residue. This process is repeated k times with the residue obtained at the end of each iteration serving as the input for the next. Ultimately, k IMFs and one residue will be obtained. The signal y(t) can be reconstructed by a summation of the IMFs c i (t) and the residue r(t):
The local maxima α max and minima α min are found by the following:
where y max = y(t), i f y(t) > y(t −1) ∧ y(t) > y(t +1), y min = y(t), i f y(t) < y(t −1) ∧ y(t) < y(t +1) and x(t) = t. As noted previously, α max and α min serve as the nodes for cubic spline interpolation to extract the upper and lower envelopes respectively. Cubic splines connect nodes such that the first and second derivatives of the interpolation between each node are continuous. The cubic spline function used to connect each node in an interval (y n , y n+1 ) is as follows:
Ensemble Empirical Mode Decomposition
The ensemble empirical mode decomposition algorithm (EEMD) is an extension of EMD which is aimed at making the extraction of IMFs a robust process (Wu and Huang, 2009) . In this algorithm, Gaussian noise of zero mean and a specified standard deviation is added to the input signal before EMD is applied. For the extraction of each IMF, the addition of Gaussian noise to the input is done over a specified number of ensembles and the mean extract in all the ensembles of putative IMFs is selected as the true IMF. This is a truly noise assisted method of blind source separation because Gaussian noise forces the EMD algorithm to consider all options when sifting. With a high enough number of ensembles for each EEMD iteration, it can be inferred by central limit theorem that the mean of the ensembles is representative of the most likely IMF; thus, the fittest survive. The input signal for each ensemble can be summarized as follows:
where nl is the desired inverse signal-to-noise ratio of the input signal and e h in is the input signal for each ensemble h.
Powerline Noise Detection
Due to the fact that IMFs obtained via EEMD have the attribute of being amplitude-frequency modulations, it is essential to un-mix the cocktail into their statistically independent sources. In principle, independent constituents of y(t) with specific frequencies -such as a chronic sinusoidal xHz noise -can be extracted with the aid of c i (t) and r(t). However, due to the high level of variability in the frequency spectrum for each IMF, it is more efficient to select which IMFs will undergo independent component analysis. Each IMF selected should be a putative powerline noise in accordance with the properties of its frequency.
IMF Selection via Wavelet Analysis
A wavelet ϕ (a,b) (t) is square-integrable function that can be dilated (or constricted) along a and translated along b; it is written in the following form:
For this framework, the real component of the consecutive Morlet wavelet was employed:
where f and j represent the center frequency (scale) and translation respectively. In order to describe the frequency properties of each independent component, a projection of the Morlet wavelet unto c i (t) = [c 1 (t), . . . , c k (t), r(t)] T was used. This projection p(F, i) was by accomplished by finding the frequency f in the set of frequencies F = { f i } 80 f i =20 that maximizes a pseudo-convolution between ϕ ( f , j) (t) and c i (t) and a summation of the power at all translations j and temporal locations t:
where j k , t k and f k are integers representing the k th translation, time and frequency evaluated respectively. From equation 7, if xHz − bHz <= p(F, i) <= xHz + bHz (with bHz serving as a threshold for IMF selection), then ∃i such that i is the index that defines c i (t) as a putative xHz powerline noise. For simplicity, let us denote any c i (t) that satisfies the mentioned condition as n q (t).
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Independent Component Analysis
Independent component analysis (ICA) is a data-driven approach to blind source separation of mixed input signals into their independent components. The premise of ICA is the assumption that each vectorial input signal n q (t) in n = [n 1 (t), . . . , n k (t)] T is an observed signal which is a linearly mixed representation of its intrinsic source component s i (t) and components of statistically independent origin (Hyvärinen et al., 2004) . This assumption infers the following:
where A is the mixing matrix and the source component s = [s 1 (t), . . . , s k (t)]. Inevitably, finding the unmixing matrix R to obtain a matrix of output signals u which are estimates of s i (t) is the essence of ICA:
In this implementation of ICA, R was determined by an approximate simultaneous diagonalization of the third and fourth order cumulant tensors. In accordance with the initial assumption that ∀s i (t) are statistically independent of each other, u can be described by its cumulants C u ... to reveal its statistical properties. As an extension, the off-diagonal elements erode and the cumulant tensors of all orders are diagonal if and only if ∀u i (t) are independent of each other. Since the first order cumulant tensor does not have off-diagonal elements and the second order cumulant tensor can be diagonalized by whitening n, u can be represented as follows:
where W is the whitening matrix and Q is an orthogonal transformation matrix that approximately diagonalizes the third and fourth order cumulant tensors simultaneously. Consequentially, it is integral to employ an optimization framework to find the orthogonal matrix Q that maximizes the following contrast function:
Without loss of generality, the Givens rotation for two components µ and ξ with rotation angle θ and Kronecker delta δ αβ can be evaluated in the following manner:
This extends the optimization procedure to find θ which maximizes an equivalent of the contrast function laid out in equation 11:
where d ni represents constants that depend on the cumulants prior to rotation; these constants have been explicated by Blaschke and Wiskott (2004) . From this decomposition, it is evident that a reversal of this unique θ gives rise to the coveted orthogonal transformation matrix Q and, as a consequence, provides estimates of s i (t).
Powerline Noise Recognition
The powerline noise in u is recognized by extending the method outlined in equation 7. By searching for the u i whose frequency properties resemble that of xHz powerline noise the most, the best approximation of the features of powerline noise is extracted (if and only if xHz powerline noise exists in the signal): where x represents the expected frequency of the powerline noise (50Hz or 60Hz). In essence, the u i (t) that satisfies equation 14 is the most appropriate approximation of powerline noise. Let us denote this unique u i (t) as d(t).
Signal Reconstruction
In view of the fact that the amplitude information is lost with ICA, it is important to recover it for the optimization of the denoising procedure. Similar to equation 14, the amplitude of n q (t) which satisfies the following is projected onto d(t):
Let d scale (t) represent this unique n q (t). The mentioned projection is accomplished as follows:
In the same light as equation 1, the denoised signal y(t) can be reconstructed in the following manner:
RESULTS AND DISCUSSION
Signal Decomposition and Noise Extraction
In this subsection, the behavior of the proposed algorithm is explored by running it on sample neural data that has been adulterated with 60Hz sinusoidal noise to depict raw neural recordings from biomedical devices. The resulting signal-to-noise ratio, with the 60Hz sinusoid being the noise, for the implementation in this subsection was 2.2597dB. From Fig. 1 , it can be observed that the EEMD algorithm was able to decompose the input signal into amplitude-frequency modulations. As expected, each consecutive IMF had characteristically lower frequencies. It can also be observed that, although a summation of the IMFs and the residue results in the input signal, the IMFs and the residue extracted do not have the slightest propensity towards linearity, stationarity nor time-invariance (Echeverria et al., 2001; Huang and Shen, 2005; Shi and Law, 2007) . This approach to signal decomposition is effectively dynamic and is void of a priori assumptions of the characteristics of the input data.
After IMF selection and a final round of blind-source separation via the described cumulant based ICA, a close approximation of the alternating current noise within the noisy signal was obtained (Fig. 2) . Since the pseudo-convolution between the extracted alternating current noise peaks at about 60Hz on all translations, it implies that the summation of the pseudo-convolution values on every translation should result in a function that also peaks at about 60Hz. Thus, which ever independent component that has its summed pseudo-convolution peak closest to 60Hz, for this case, is indeed the desired powerline noise. Although the final round of blind-source separation in this algorithm requires prior knowledge about the statistical properties of the source data being approximated, it is plausible that this constraint is not a hindrance but, in contrast, facilitates the process. With the assumption of statistical independence, at least one of the resulting approximations of the source data is forced to look undeniably unique. Signals of this form are usually some fluctuations that are chronically present in the mixed data (Calhoun et al., 2008) . For this reason, ICA effectively serves as a helper for the extraction and identification of the desired powerline noise to be removed.
The powerline noise added to the neural data was extracted with a high level of fidelity. In Fig 3, it can be noticed that the recovered signal is very similar in morphology to the original data. In the same figure, a peak in the Fourier transformation of the noisy signal at 60Hz is conspicuous. In some cases, however, this does not hold. If the amplitude of the sinusoid is small enough, it might go unnoticed after Fourier transformation. Further, in order to obtain an accurate view of how a biomedical signal behaves under various frequency specifications, it is better to employ the wavelet transform (which is a convolution between a wavelet and a signal) rather than the Fourier transform. This is due to the fact that the Fourier transform assumes the signal being transformed is of a sinusoidal origin (Bloomfield, 2004) , which is not true in most cases. Although the short-term Fourier transform is used to avoid this pitfall, the wavelet transform (which handles frequencies in a logarithmic fashion) adapts better to highly variable signals (Daubechies, 1990) . The suggested algorithm employed a transformation analytically quite similar to the wavelet transform. By the same token, the frequency properties revealed by a summation of the pseudo-convolution between the real component of the Morlet wavelet and the signals were reliable in extracting powerline noise.
Performance of Proposed Approach Relative to a Finite Impulse Response Filter
In this subsection, the performance of the suggested algorithm is compared with that of a band-stop finite impulse response (FIR) filter. In all cases, the band-stop FIR filter was designed to expel signals between 54.5Hz and 65.4Hz.
As shown in Fig. 4 , the Manhattan distance between the original signal and the signal recovered with the band-stop FIR filter had its maximum value, for the 50ms period observed, four times as much as the maximum value for the Manhattan distance between the recovered data via the proposed algorithm and the original signal. Additionally, the temporal Manhattan distance between the signal extracted via the band-stop FIR filter and the original seems to be much more noisy compared with the results obtained via the algorithm suggested in this paper. After a brief observation of the output using this algorithm, it was noted that the sinusoidal signal extracted was not a perfect sine wave (Fig. 3) . In reality, the sinusoidal noise that infiltrate any biomedical signal comes trailing along with it some distortion. For this reason, it is near impossible to model and eliminate every piece of powerline noise. Due to this difficult problem of modelling the exact trace of powerline noise, this 50/60Hz signal is eliminated by observing center frequencies. Thus, the eliminated signal should have a mean frequency of 50/60Hz. Although the algorithm outlined in this paper does not model the exact morphology of powerline noise, it has been able to recover the signal with a high degree of fidelity in comparison with the band-stop FIR filter.
From Fig. 5 , while the amplitude probability distribution of the results obtained using a band-stop FIR filter was relatively dissimilar to the original data and that of the proposed procedure, the method suggested in this paper seemed to have its probability distribution resemble that of the original data. The probability distribution for the results obtained via band-stop FIR filtering visually seems to have a relatively normal distribution. This is an indication that the signal is most-likely unpolarized; this phenomenon is usually not true for neural signals. The Pearson product-moment correlation coefficient revealed that the results obtained from the suggested algorithm was highly correlated with the original data (r = 0.9668565), compared with that of the band-stop FIR filter (r = 0.3314144). This result validates further that the proposed approach is superior to the band-stop FIR filter when it comes to the elimination of powerline noise.
The two approaches were compared with each other by a perturbation of the signal-to-noise ratio (SNR) of the input. It was observed that the approach using a band-stop FIR filter was consistently negatively correlated with the SNR (r = −0.8226625) and the performance of the proposed approach had very little correlation with the SNR (r = −0.2881484). The Wilcoxon rank-sum test was used to compare the probability distributions of the performance of the FIR filter and that of the proposed algorithm. With the significance level less than 0.0001 and the Euclidean distance between the output via band-stop FIR filtering and the original data being, on average, three times as much as that of the suggested algorithm, it can be concluded that the framework being proposed is highly efficient. Interestingly, the performance of the band-stop FIR filter was borderline weakly correlated with that of the approach being established (r = 0.4389062). This is due to the fact that less work is needed to obtain a high level of performance as signals with higher SNRs are evaluated.
In spite of the presence of outliers in the performance of this algorithm (Fig. 7) , the proposed method performs better on average than the band-stop finite impulse response filter. The proposed method works better under low SNRs because the features of powerline noise in signals with low SNRs are much more pronounced and easier to detect. This implies that this framework is suitable for the analysis of recordings that are extremely sensitive to amplitude changes. With neuroinformatic algorithms such as spike sorting (Oweiss et al., 2013; Quiroga et al., 2004; Vargas-Irwin and Donoghue, 2007; Lewicki, 1998) and current source density analysis (Freeman and Nicholson, 1975; Potworowski et al., 2012) , an accretion of minor fluctuations may go a long way in rendering the interpretations of neural signals erroneous.
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PeerJ PrePrints | http://dx.doi.org/10.7287/peerj.preprints.758v1 | CC-BY 4.0 Open Access | rec: 23 Dec 2014, publ: 23 Dec 2014 CONCLUSION A novel framework for the elimination of powerline noise in neural signals has been introduced. This adaptive method does not make assumptions on linearity, stationarity nor time-invariance and is virtually void of the need for self-correction mechanisms. Pattern recognition of the extracted features by wavelet analysis provides an enhancement to this procedure by making it fully automatable and completely unsupervised. In intricate recordings of small amplitudes, this algorithm is the most suitable method to powerline noise elimination because it works best for signals with relatively low SNRs. The MATLAB code used to run this algorithm has been made freely available at www.akweisek.com/software/powerlinenoise-elimination-emd-wavelet. 
This provides a generalized view of how the independent component which has the morphology of powerline noise is detected. Note that the pseudo-convolution value for for all translations peaks at circa 60Hz. Figure 3 . This is a depiction of the outcome from the proposed method on the mentioned noisy signal. A: This part shows the original signal (blue) and this signal impurified with 60Hz powerline noise (red). B: Here, the power spectrum (obtained via the Fourier transform) shows a dominant peak in the noisy signal (red) at 60Hz compared with that of the orignal neural data (blue). C: The powerline noise extracted after running the proposed algorithm. D: The recovered signal (black) from the proposed algorithm can be visually observed as similar to that of the orignal in A. The sinusoidal behavior of the noisy signal (red) can also be noticed. Figure 4 . This figure is a visual comparison between the performance using an FIR filter and the proposed approach for a sample neural signal with 60Hz noise (signal-to-noise ratio is 2.2597dB). A: The blue line is the original signal. The green line is the estimated original signal obtained using the proposed approach. B: This shows the Manhattan distance between the original and the estimated signal after employing the proposed algorithm. C: The blue line is the original signal. The orange line is the recovered signal using an FIR filter. D: The Manhattan between the original signal and the estimated signal using an FIR filter.
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PeerJ PrePrints | http://dx.doi.org/10.7287/peerj.preprints.758v1 | CC-BY 4.0 Open Access | rec: 23 Dec 2014, publ: 23 Dec 2014 Figure 5 . The figure is a scatterplot matrix (with linear regressions, local regressions, and confidence intervals) of the signal extracted by the proposed algorithm and an FIR filter, and the original signal. The diagonal elements are depictions of the kernel probability density of the amplitudes for the signal extracted via the proposed method, the original signal, and the signal obtained using an FIR filter respectively. The off-diagonal elements are scatterplots that compare the mentioned variables. With a signal-to-noise ratio of 2.2597dB the extract from the proposed method was highly correlated with the original signal (r = 0.9668565) as opposed to that of the FIR filter (r = 0.3314144). It can be readily observed that the FIR filter, for this procedure, failed quite miserably in comparison with the suggested method.
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PeerJ PrePrints | http://dx.doi.org/10.7287/peerj.preprints.758v1 | CC-BY 4.0 Open Access | rec: 23 Dec 2014, publ: 23 Dec 2014 Figure 6 . The initial and terminal diagonal elements represent of histograms for the amplitudes of the Euclidean distance between the original signal, the signal recovered using the proposed framework and the signal obtained using an FIR filter. The middle diagonal element is the histogram of the signal-to-noise ratio (dB) used to test the robustness of both approaches. The off-diagonal elements are scatterplots that compare the afore variables. Figure 7 . A comparison between SNR and the resulting logarithm of the Euclidean distances for the FIR filter and the suggested approach. The linear interpolation reveals that the algorithm being introduced in this paper eliminates powerline noise with higher fidelity, especially for signals with low SNRs.
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