Bridging Inertial and Dissipation Range Statistics in Rotating
  Turbulence by Rathor, Shailendra K. et al.
Bridging Inertial and Dissipation Range Statistics in
Rotating Turbulence
Shailendra K. Rathor,1, a) Manohar Kumar Sharma,1, b) Samriddhi Sankar Ray,2, c)
and Sagar Chakraborty1, d)
1)Department of Physics, Indian Institute of Technology Kanpur, Uttar Pradesh 208016,
India
2)International Centre for Theoretical Sciences, Tata Institute of Fundamental Research,
Bangalore 560089, India
We investigate the connection between the inertial range and the dissipation range
statistics of rotating turbulence through detailed simulations of a helical shell model
and a multifractal analysis. In particular, by using the latter, we find an explicit
relation between the (anomalous) scaling exponents of equal-time structure func-
tions in the inertial range in terms of the generalised dimensions associated with
the energy dissipation rate. This theoretical prediction is validated by detailed
simulations of a helical shell model for various strengths of rotation from where
the statistics of dissipation rate, and thus the generalised dimensions, as well as
the inertial range, in particular the anomalous scaling exponents, are extracted.
Our work also underlines a surprisingly good agreement—such as in the spatial
structure of the energy dissipation rates and the decrease in inertial range intermit-
tency with increasing strengths of rotation—between solutions of the Navier–Stokes
equation in a rotating frame with those obtained from low-dimensional, dynamical
systems such as the shell model which are not explicitly anisotropic. Finally, we
perform direct numerical simulations of the Navier–Stokes equation, with the Cori-
olis force incorporated, to confirm the robustness of the conclusions drawn from
our multifractal and shell model studies.
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I. INTRODUCTION
Turbulent flows are amongst the more well-known problems where the use of standard
tools of statistical physics and analysis has met with limited success. One of the factors
contributing to this is the intermittent nature of the flow1,2 which, in turn, leads to non-
Gaussian distributions of observables such as velocity gradients as well as the multiscaling of
(suitably-defined) q-th order moments of the spatial increments of the velocity field: Higher-
order moments (and their exponents ζq) are not trivially (linearly) related to lower-order
moments3–5. We recall that these moments, referred to as equal-time structure functions,
and the associated exponents, for a velocity field v(x) are defined as Sq(r) ≡ 〈δv q〉 ∼ rζq ,
where δv ≡ [v(x + r) − v(x)] · rˆ. The angular brackets denote an average over the spatial
points x; the separation r over which this velocity difference is taken (and then projected
along that vector rˆ to obtain the longitudinal component) is assumed to be within the
inertial range of scales of turbulence. In other words L  r  η, where L is the largest
scales where energy is injected and η is the smallest (Kolmogorov) length scales where en-
ergy is dissipated. Several experiments and direct numerical simulations (DNSs) of the
three-dimensional, incompressible Navier-Stokes equation for fully-developed, statistically
homogeneous and isotropic turbulence have now established beyond doubt that not only are
distributions of velocity-gradients and fluid acceleration characterised by non-Gaussianity
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2and fat tails6,7 but the scaling exponents ζq are non-linear, concave, monotonically increas-
ing functions of q.
While the inertial range exponents display multiscaling, there is also overwhelming ex-
perimental and numerical evidence8 that the energy dissipation rates show strong temporal
and spatial fluctuations9 characterized by periods of intense bursts and calmness. An im-
portant question is to find rigorous estimates for the statistics of the energy dissipation rate
 which is, within the Kolmogorov picture, on average equal to the constant energy flux
across the inertial range of scales. A popular candidate to model the statistics of  is to
use a log-normal form to fit the probability distribution function of the energy dissipation
rate5. Subsequently, this issue of the statistics of the dissipation rate has been revisited
and the problems associated with the log-normal assumption10,11 eventually gave way to
fractal models12,13 culminating in the Frisch–Parisi multifractal formalism14. One of the
great successes of the latter was the rationalization of the observed multiscaling of velocity
structure functions1,15.
This connection between the statistics of the dissipation and inertial ranges has been
studied extensively for turbulence which is homogeneous and isotropic. However, a similar
analysis and its consequences when isotropy is explicitly broken is far from obvious. In
this work, we explore this question in some detail by studying turbulent flows in a setting
where isotropy is explicitly broken. A natural choice for this is the problem of rotating
turbulence16–18 whose ubiquity ensures that our study is not merely an academic exercise
but an important addition in areas of fluid dynamics, geophysics, and astrophysics19–22.
Indeed there are several examples of turbulent flows which are inevitably associated with
the Coriolis force that, while doing no work or additional energy injection, reorganizes the
structure of the flow, introduces anisotropy and hence leads to physics quite distinct (often
mediated by large-scale columnar vortices) from non-rotating turbulent flows23–28. Thus,
unsurprisingly, the last few decades have seen major theoretical and experimental studies
on the different Lagrangian and Eulerian aspects of rotating turbulence24–46. Surprisingly,
though, the issue of the statistics of the Eulerian dissipation field (beyond a recent work on
Lagrangian irreversibility) and its connections with the observed modifications of the statis-
tics of the inertial range, quantified via the scaling exponents of the equal-time structure
functions, has not been studied in-depth for such flows47–50.
In this paper, we tackle this question. In particular, we (a) show how with increasing rota-
tion rates not only does the energy dissipation field appear less intermittent with associated
changes in its multifractal spectrum, and (b) establish a relation between the anomalous
exponents of equal-time velocity structure functions, measured in the inertial range to the
Rényi scaling exponent obtained from partition functions of the dissipation field ε(x).
Experiments and DNSs are of course primary sources on which theoretical and phe-
nomenological ideas are built. Nevertheless, synthetic models still serve as useful tools to
develop insights on the origins of intermittency and the curious nature of energy dissipa-
tion51–59. A particularly useful example of this is the class of cascade models known as
shell models. Remarkably such models which have very little in common (beyond the for-
mal structure) to the Navier–Stokes equations, are shown, for homogeneous and isotropic
turbulence, to mimic the multiscaling of two-point correlation functions with remarkable
accuracy and hence have, over the years, proved a remarkable testing ground for theories
of various correlation functions which were inaccessible to full-scale simulations or experi-
ments.
Rotating turbulent flows are however inherently anisotropic. Therefore, for such systems,
understandably, the use of shell models have been sparse. Therefore, in this work, beyond
our theoretical (multifractal) analysis, we resort to extensive simulations of a shell model
which incorporates the effect of the Coriolis force without explicitly resolving the anisotropy
which manifests itself through structural differences in the flow in planes parallel and per-
pendicular to the axis of rotation. Nevertheless, as we find, such a shell model is still robust
enough to (a) pick out the relevant Zeman scales and hence the two power-law regimes in
the energy spectrum, (b) predict the scaling exponents of the equal-time structure func-
tions (without, of course, distinguishing the planes parallel and perpendicular to the axis of
3rotation) in the inertial range with significant accuracy, and (c) allow an extraction of the
spatial profile of the energy dissipation rate, through a method due to Lepreti, Carbone,
and Veltri60. The last of these allows us to extract the generalised dimension Dq for the
dissipation rate statistics which, coupled with measurements of ζq, serves to independently
verify the validity of our theoretical prediction bridging the statistics of the inertial and the
dissipation ranges. In the end, we finally resort to full-scale direct numerical simulations of
the Navier–Stokes equation, with rotation, as well as results from DNSs reported by others
in the past, to validate of the central results of our shell model study. This agreement
between the two approaches not only underlines one of the objectives of this work, viz.,
the extent and usefulness of modeling rotating turbulence as a low-dimensional dynamical
systems model, but it also serves as an additional confirmation of the theoretical predictions
borne out of the multifractal approach.
II. A HELICAL SHELL MODEL FOR ROTATING TURBULENCE
We begin with the incompressible (∇ · u = 0) Navier–Stokes equation for the velocity
field u of a three-dimensional flow, with density ρ and a kinematic viscosity ν small enough
to generate turbulence, under a solid body rotation Ω:
∂u
∂t
+ (u.∇)u = −1
ρ
∇p+ ν∇2u− 2Ω× u + f . (1)
The pressure p includes the effect of the centrifugal force and the Coriolis force −2Ω × u
results from the solid body rotation. Furthermore, an external, large-scale, force f ensures
that the (turbulent) flow remains in a statistically stationary state through the injection
of an energy  = 〈u · f〉. Unlike non-rotating three-dimensional turbulent flows, helicity
plays an important role in rotating turbulence; a natural source of helicity is the Coriolis
force which results in a helicty injection 〈2u · ∇(Ω · u)〉; similarly the external drive can
also inject helicity at large-scales via helicity 〈ω · f + u · (∇× f)〉. (The angular brackets in
these definitions imply suitable averaging in space or in time for non-equilibrium stationary
states.)
The solution of Eq. (1) is characterized not only by its Reynolds number Re (as would
be the case for non-rotating flows) but by a second non-dimensional number, the Rossby
number Ro = urms/(2LΩ), which is a measure of the relative importance of the Coriolis
and inertial terms in flow; L is the characteristic length of the domain (typically, 2pi in
numerical simulations) and urms is the root-mean-square velocity.
Rotating turbulent flows in nature or in laboratories have often a non-zero helicity. This
non-zero helicity, in turn, affects the statistical properties of the flow principally through a
modification of the fluxes. Given that in this paper we bridge inertial to dissipative range
statistics, it is useful to avoid possible (non-essential) contributions coming in via a mean
helicity. Thus, we are careful in ensuring a zero mean-helicity injection in the model we
simulate (see below); we have nevertheless checked that small to moderate mean helicities
do not change the central results of this paper.
Shell models are essentially low-dimensional dynamical systems which mimic the spectral
Navier–Stokes equation without being actually derived from it1,15,61,62. The dynamical sys-
tem is constructed by replacing the three-dimensional Fourier space with a one-dimensional
logarithmically-spaced shell-space. We associate with each shell n in this lattice, corre-
sponding to a wavenumber kn = k0λn, a dynamical, complex variable un which mimics
the velocity increments over a scale r ∼ 1/kn in the Navier–Stokes equation. The actual
structure of this shell-space is determined by the constant k0 and λ. It is this logarithmic
construction on a one-dimensional lattice and restricting the non-linear interactions to just
the nearest and next-nearest neighbours which allows shell models to achieve extremely high
Reynolds numbers—and hence inertial ranges—well beyond those possible through DNSs.
Curiously, shell models seem to give very reliable measurements of the anomalous, due
to intermittency, scaling exponents of structure functions and the energy spectrum; how-
ever not much is known about the dissipation statistics of such models. Thus such models
4have been used extensively in the past for problems which ranged from studies of static
and dynamic multiscaling in fluid, passive-scalar, binary fluids and magnetohydrodynamic
turbulence63–71, turbulent flows with polymer-additives and elastic turbulence72–74 as well
the equilibrium solutions of such dynamical systems75–77. However, the application of such
low-dimensional models for rotating turbulence is both sparse and fairly recent32,78.
To this end, we simulate a helical shell model (to ensure a zero mean helicity for the
reasons mentioned before), for rotating turbulence, constructed by decomposing the velocity
field in the basis corresponding to the eigenvectors of the curl operator79,80:
u(x) =
∑
k
u(k) exp(ik · x)
=
∑
k
[u+(k)h+ + u
−(k)h−] exp(ik · x). (2)
Here u± are the velocity components along the unit eigenvectors h± of the curl operator
ik×h± = ±kh±. Such a decomposition is adapted to a shell model framework to yield the
following set of ordinary differential equations
d
dt
u±n = N± − νk2nu±n + F±m − iΩu±n . (3)
The non-linear terms N± are defined as
N± = i [akn+1u∓n+2u±n+1 + bknu∓n+1u±n−1
+ckn−1u∓n−1u
∓
n−2
]∗ (4)
with real coefficients a, b and c, the superscript * denoting a complex conjugate, and the
effective velocity associated with each shell un =
√
|u+n |2 + |u−n |2. We set the coefficient a
to unity and the coefficients b = −λ−1+λλ+1 and c = λ
−1+1
λ+1 to ensure the conservation (ν = 0)
of energy (a+ b+ c = 0) and helicity (a+ bλ− cλ2 = 0). The structure of the shell model
allows an easy identification of the viscous dissipative term and a forcing term on the mth
shell with F±m = ±(1+ i)/(u±m)∗; ± is the energy input rate to the mode u±m and we choose
m = 3. The helicity injection rate is given by km(+ − −); by choosing + = − we ensure
that there is no injection of kinetic helicity in the system. Finally, the last term— where Ω
is the rotation rate—mimics the Coriolis force and is made explicitly imaginary to ensure
that it does not explicitly inject energy into the system.
In our simulations, we use a total of N = 32 shells (with k0 = 1/16 and λ = 1.62),
ν = 10−7 (Re ∼ 107), and for time-marching an exponential fourth-order Runge-Kutta
scheme, with a time-step δt = 10−4, to factor in the stiffness of these coupled ordinary
differential equations. We initialise our velocity field (u±n =
√
kn exp(iθ), for n ≤ 4 and
u±n =
√
kn exp(−k2n) exp(iθ) for n ≥ 5, where θ ∈ [0, 2pi] is a random phase) and force the
system to a statistically steady state before turning on the Coriolis term.
Analogous to the case of turbulence generated in a rotating fluid governed by the Navier–
Stokes equation, the Rossby number is defined as Ro := Urms/ΩL0, where Urms = (
∑
n |
un |2)1/2 is the root-mean-square velocity and L0 = 1/k0 is the integral length scale62. We
perform simulations with several different values of Ro; in this paper, for clarity, we present
results mostly for the cases Ro = ∞ (no rotation), 0.004, 0.003, and 0.002 (corresponding
to Ω = 0, 10, 15, and 20, respectively).
III. STRUCTURE FUNCTIONS IN ROTATING TURBULENCE
The Coriolis force plays a significant effect on the statistics of turbulence. Dimensionally,
rotation sets an (inverse) time-scale in the problem resulting in a characteristic (Zeman)
scale lΩ ∼
√
/Ω3 (or wavenumber kΩ ∼
√
Ω3/) where the rotational and fluid (eddy)
turnover time-scales match31. For finitely small values of the Zeman scale (corresponding to
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FIG. 1. Loglog plots of the compensated energy spectrum k5/3n E(kn) versus the wavenumber kn for
different Rossby numbers (see legend) from our simulations of the helical shell model. For Ro =∞,
the plateau (over several decades and shown by the shaded region) confirms the Kolmogorov scaling
E(kn) ∼ k−5/3n for non-rotating, homogeneous and isotropic turbulence. As the Rossby number
decreases, corresponding to an increased level of rotation, the compensated spectrum to the left of
the Zeman scale (shown by vertical lines with colors corresponding to the respective Ro numbers)
departs from the plateau with an additional scaling factor which asymptotes to k−1/3n , and hence
E(kn) ∼ k−2n , as Ro 1 and for wavenumbers lower than the Zeman wavenumber.
Ro 1), the two-point statistics, most usefully characterized by the (Fourier space) kinetic
energy spectrum E(k) = |u(k)|2, shows a dual-cascade31,32,36,81–84: For wavenumbers k <
kΩ, E(k) ∼ k−2 and for k > kΩ, the usual Kolmogorov spectrum E(k) ∼ k−5/3. The
dual cascade energy spectrum phenomenology is central to theories of rotating turbulence.
It is tempting to now ask if low-dimensional dynamical systems, which mimic the formal
structure of the Navier–Stokes equation but are neither rigorously derived from them nor
sensitive to the geometrical reorganisation of flows under rotation, show any evidence of this
new rotation-induced scaling regime. Remarkably, simulations of the shell model—which is
devoid of geometry but only respects the formal structure of the Navier–Stokes equation—
shows the exact same scaling behaviour. (For the shell model, the energy spectrum is
defined as E(kn) = |u(kn)|2/kn with an associated Zeman scale defined as above.)
A convenient way to see the point and extent of departure from the Kolmogorov k−5/3
scaling is to look at plots of the compensated spectrum k5/3n E(kn) versus kn, for different
strengths of the Coriolis force. In Fig. 1, we present representative plots of this compensated
spectra for different values of the Rossby number. For clarity, we show by vertical lines, the
Zeman wavenumber corresponding to different values of Ro and shade the inertial range
which would have been present in the absence of rotation; for easy comparison we also show
results from simulations of non-rotating, homogeneous, isotropic turbulence corresponding
to Ro =∞. We immediately note the flatness of the compensated spectrum—before falling-
off in the deep dissipation range—for all values of Ro as long as kn > kΩ. This is in sharp
contrast to the steeper slopes of the spectrum, as evidenced by the departure from the
plateau, for finite rotation (Ro 6= ∞) at scales kn < kΩ. In the limit of strong rotation
Ro  1, the compensated spectrum reaches a slope E(kn) ∼ k−1/3n (indicated by the
black-solid line), for kn < kΩ, corresponding to prediction of the secondary scaling regime
E(k) ∼ k−2 for wavenumbers smaller than the Zeman wavenumber. The dual-scaling
behaviour observed in our spectrum is consistent with those observed earlier in fully resolved
direct numerical simulations for the so-called isotropic energy spectrum36,82,85, which is
obtained by ignoring the rotation-induced anisotropy and averaging over spherical Fourier
shells; interestingly, earlier results also suggest that the scaling of this isotropic spectrum
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FIG. 2. Compensated plots of the equal-time structure functions (compensated by the dimensional
prediction q/2 for Ro→ 0) of various orders for Ro = 0.002. The shaded region marks the range of
inertial scales (lower than the Zeman wavenumber) where rotation modifies the scaling behaviour.
The departure from a plateau, especially for higher orders, shows the existence of intermittency
corrections to the dimensional prediction. (Inset) A plot of the flatness versus the wave-number as
a measure scale-by-scale intermittency for the same value of the Rossby number.
is identical to the one obtained from just considering the wavevectors perpendicular to the
axis of rotation48,85.
The nature of the energy spectrum from our shell model is consistent with the phe-
nomenology and dimensional predictions which ignore any corrections due to intermittency.
Indeed it is well-known that intermittency corrections in the energy spectrum, that is essen-
tially related to the second-order structure function through a Fourier transform, is notori-
ously hard to detect1. Hence we must turn our attention to higher-order structure functions
and calculate the scaling exponents ξq (for kn < kΩ), defined via Sq(kn) ≡ 〈|un|q〉 ∼ k−ξqn ,
for different values of Ro. If we ignore the effects of intermittency, we obtain ξq = q/2 as
Ro → 0 (strong rotation limit) and ζq = q/3 as Ro → ∞ (the familiar Kolmogorov result
for non-rotating, homogeneous and isotropic turbulence). Measurements24,25, as we also
show below, suggest that for any finite Rossby number ξq(6= q/2) is a non-linear, concave
function of q (multiscaling stemming from the intermittency effects) and it is only in the
limit Ro → 0, that the scaling exponents get close to the dimensional prediction. (Such a
definition of structure functions in a shell model is consistent with those defined for longi-
tudinal velocity increments in the Navier–Stokes equation and DNSs; with the addition of
rotation, as we see later in this paper, the shell model definition is consistent with the struc-
ture functions evaluated for the longitudinal velocity increments evaluated in the direction
perpendicular to the rotation axis in direct numerical simulations. There is, of course, no
rigorous way to prove this.)
In order to get a sense of how close the structure functions are to the dimensional pre-
diction Sq(kn) ∼ k−q/2n (as Ro → 0), we first adopt a strategy similar to that used more
traditionally for the energy spectrum (Fig. 1), namely to look at plots of the compensated
structure function kq/2n Sq(kn) for a sufficiently small value of the Rossby number. In Fig. 2,
we plot these compensated structure functions for several orders for Ro = 0.002. The shad-
ing region marks the inertial range of scales smaller than the Zeman wavenumber. These
plots suggest that there is a clear departure from the dimensional prediction, especially for
higher orders, due to the familiar intermittency corrections. Indeed, in the inset of the
same figure and for the same Rossby number, we plot the flatness S4/S22 as a function of
the wavenumber to illustrate more clearly the issue of scale-by-scale intermittency for such
systems.
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FIG. 3. The scaling exponents ξq (with error bars and connected by lines as a guide to the eye),
from our shell model simulations, of the equal-time structure function for different Rossby numbers
(see Table I and, for comparison with direct numerical simulations, Table II), including the case
of no rotation (Ro = ∞). For finite values of rotation, the exponents differ significantly from
those obtained for non-rotating turbulence as well (lower set of data points, in blue, with the
Kolmogorov scaling q/3 shown by a black solid line) as the dimensional prediction ξ = q/2 (black
dashed line) for rotating flows. Nevertheless as Ro  1, the exponents seem to asymptote to the
dimensional prediction suggesting a suppression of intermittency in the flow and consequently a
loss of multiscaling.
All of these suggests that it is vital now to make our observations more quantitative
by actually measuring the equal-time exponents for different values of the Rossby number.
As is common to such measurements, we use the extended-self-similarity (ESS) procedure
to extract more reliable estimates of the scaling exponents86–88. Furthermore, given the
spacing of wavenumbers in a shell model a local slope analysis, a natural choice for data
from direct numerical simulations, is not as useful. We therefore use a different statistical
measure of the errors on our measurement. We obtain Sq(kn), and thus ξq, after averaging
over several large eddy turn over times. We then repeat this for 49 other statistically
independent measurements to obtain 50 statistically independent measurements of ξq. The
mean of these yield the final exponents that we quote and their standard deviations become
our error bars.
In Fig. 3, we plot the equal-time scaling exponents ξq as a function of q (also listed in Table
I for different (small) values of Ro), from our shell model simulations, for different strengths
of the Coriolis force. For comparison, we also show the exponents ξq for non-rotation
turbulence (Ω = 0;Ro =∞) and the associated black solid line indicating the q/3 prediction
of Kolmogorov. The black dashed line corresponds to the dimensional prediction q/2 and
our measurements clearly show ξq 6= q/2, with the effect becoming more pronounced83,84 for
q > 3. For rotating flows, we of course present results in Fig. 3 for sufficiently low Rossby
numbers. This is because for weak rotation (large Rossby numbers), the Zeman wavenumber
is small leading to a shrinking inertial range (see Fig. 1) not amenable to the extraction
of higher order scaling exponents. Hence, we do not show the exponents for such high
Rossby numbers in Fig. 3. However, as Ro → 0, the scaling exponents tend to asymptote
to values more consistent with the dimensional prediction showing a strong depletion of
intermittency effects. This behaviour has been noted in earlier studies24,25,47 that showed
that strong rotation leads to a depletion of intermittency effects in turbulent flows. What
is intriguing is that this feature is faithfully reproduced in a low-dimensional dynamical
system—shell model—which is insensitive to any geometrical effects and the proliferation
of columnar vortices in real flows or solutions of the Navier–Stokes equation. Furthermore,
the exponents from our shell model simulations (Fig. 3 and Table I) are in agreement with
8those reported, for similar Rossby numbers, from direct numerical simulations of earlier
studies, such as the work of Thiele and Müller48 (see Table II). We note, in passing, that
measurements of equal-time exponents for wavenumbers k > kΩ (but smaller than the
dissipation range) yield exponents which are consistent with what is known for non-rotating,
homogeneous and isotropic, three-dimensional turbulence.
IV. ENERGY DISSIPATION RATE
The three-dimensional Navier–Stokes equation is known to be invariant under suitable
scaling transformations1 with a scaling exponent h which allows us to write the (scalar) ve-
locity increments δur across a scale r as δur ∼ rh. Phenomenologically, the scale-dependent
mean kinetic energy dissipation rate (r) ∼ δu3rr ∼ rα−1, where α = 3h. For homogeneous
and isotropic turbulence, Kolmogorov theory, in the absence of intermittency or multifractal
statistics, predicts h = 1/3 which ensures, in the inertial range, a scale-independent dissi-
pation rate equal to the constant energy flux across these scales. Real turbulence, though,
is multifractal. Thus the dissipation field cannot be characterized by a unique choice of α
but rather by its singularity spectrum f(α) and the mass function of Renyi dimension τ(q),
both of which we define precisely later.
In a three-dimensional flow the local energy dissipation rate
ε(x) =
ν
2
∑
i,j
(∂iuj + ∂jui)
2, (5)
is a function of all three spatial directions. For shell models, given its lack of spatial
structure, obtaining the analogue of such a scalar dissipation field amenable to a multifractal
analysis is less obvious. Let us nevertheless assume that the shell model describes the flow
in a spatial domain of size L and that the energy dissipation rate can be defined at any
spatial position x ∈ [0, L]. Thus, keeping in mind the Richardson picture of energy cascade,
it is natural to assume that beginning with the largest eddy of size ∼ L, an energy cascade
is set up in the system such that each eddy in a given generation m of the cascade breaks
up into 2 to provide the eddies of the next generation. This suggests a hierarchical transfer
of energy, scale-by-scale, such that at each scale m ∈ {0, 1, 2, · · · ,K}, the number of eddies
is 2m and the typical size of each eddy is lm = L/2m ∼ 1/km (since the wave-numbers
in a shell model correspond to the inverse of the spatial scales). The smallest scales, set
by K, correspond to the viscosity-dominated Kolmogorov scale of the flow. Let us now
focus on the i-th eddy (of size lm = L/2m ∼ 1/km) out of the 2m eddies of generation m.
Denoting the energy of this eddy by E(m)i , the total energy at scale lm must correspond
to the kinetic-energy of the m-th shell in our shell model: |um|2 ≡ 2
∑2m
i=1E
(m)
i with an
associated energy density E(m)i /lm in the i-th eddy. Thus we adapt the multifractal cascade
ideas of Meneveau and Sreenivasan89 and construct it for our shell model. Furthermore,
we choose different fractions p ∈ (0.5, 0.9] of the energy distribution amongst the daughter
eddies and find that our results are qualitatively insensitive to the particular choice of p; in
this paper we report results for p = 0.7.
With these definitions, following Lepreti et al.60, the kinetic energy density e(x) at a
spatial location x ∈ [0, L] is given by the contributions from eddies of all scales which have
their imprints on a specific point x: e(x) =
∑K
m=0E
(m)
sm(x)
/lm where sm(x) := d(x− 1)/lme
and thence the one-dimensional energy dissipation rate
ε(x) = 2ν
K∑
m=0
k2mE
(m)
sm(x)
/lm (6)
in the shell model. We refer to the reader to Lepreti et al. (2006)60 for a detailed description
on how (x) is evaluated in the shell model at any given instant of time from the knowledge
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FIG. 4. Reconstructed cuts of the energy dissipation rate following Lepreti et al.60 (see text) from
our simulations of the helical shell model. It suggests a suppression of intermittency when the flow
is strongly rotating.
of the energy content of the eddies in the previous time step. In our calculations, we choose
the largest length scale L as the one associated with the forcing shell, i.e., n = 3, andK = 23
to obtain a grid resolution L/220. Finally, to obtain reliable statistics, we extract the spatial
distribution (x) from 100 different, statistically-independent velocity configurations in the
steady state.
In Fig. 4, we show a representative plot of ε(x), obtained from our shell model data as
described above, for the case of the non-rotating flow and one with Ro = 0.002. Fig. 4
suggests that the behaviour of a spatial trace of the energy dissipation rate, at any given
instant in time, obtained from the low-dimensional model is consistent with what is seen in
direct numerical simulations of such flows (see also Fig. 7 in Appendix A, obtained from our
DNS). It is clear though that given the much higher Reynolds number that our shell model
achieves (as well as the more intermittent nature of such cascade models), the intensity of
the intermittent peaks in the dissipation rate in Fig 4 are much stronger than what is seen
in DNSs. Furthermore, when we compare the cuts of these dissipation rates for the rotating
and non-rotating cases, we do see a suggestion—the relatively calmer traces of ε—that
intermittency is suppressed (along with the degree of multifractality) as soon as we have
a small enough Rossby number. However, this visual evidence is hardly compelling and in
order to substantiate our claim, we must resort to a more quantitative characterization of
this phenomenon through a full multifractal analysis.
V. MULTIFRACTAL ANALYSIS
We set the stage for this analysis by defining, through the 1D cuts of the dissipation field
ε(x), a scale-dependent energy dissipation εr ≡
∫
x∈Ir ε(x)dx integrated in an interval Ir of
size r. If we choose the interval all the way up to the integral scale L, this gives a reference
scale-dependent dissipation εL which allows us to define the Rényi scaling exponent τq via
〈qr〉 ∼ qL
( r
L
)τq
(7)
for L  r  η. By using this exponent τq, we can define the generalised dimension90
Dq = τq/(q−1) and the multifractal singularity spectrum91,92 through a Legendre transform
of τq as f(α) = minq(qα − τq) where α = dτq/dq. As is traditional in this field, we
characterize intermittency93 through the exponent µ = −(d2τq/dq2)q=0 (µ ≈ 0.26 for the
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FIG. 5. Signatures of decreasing intermittency with increased rotation. The figure depicts (a)
the Rényi scaling exponents τq (inset: the intermittency exponent µ as a function of Ro), (b) the
generalised dimension Dq, and (c) the singularity spectrum f(α) (inset: widths ∆α as a function
of Ro), for different values of Ro, of the energy dissipation obtained from our simulations of the
helical shell model and with p = 0.7 (see text).
non-rotating case) and the width of the singularity spectrum ∆α = αmax−αmin, where αmin
and αmax are the strongest and weakest singularities, respectively: Self-similar solutions are
naturally characterised by ∆α = 0 and q-independent generalised dimension.
From our simulations of the helical shell model we first calculate τq via Eq. 7, directly90,91
from the statistics of dissipation and from there the generalised dimension Dq as well as the
intermittency exponent µ. The singularity spectrum f(α) is obtained independently using
the method proposed by Chhabra and Jensen94,95; we have confirmed that a numerical
calculation of f(α) from Dq by using the Legendre transform yields similar results but with
larger error bars. In practice, we choose a long time series for the dissipation rate (Fig. 4)
from which we are able to compute τq for q ∈ [−5, 5]. Such a large range of q is important
to ensure that the the generalised dimensions (computed through τq) and the singularity
spectrum shows definite signs of convergence: Namely, Dq reaching a plateau for the largest
|q| with an associated infinite slope of the singularity spectrum for the largest and smallest
measured α (which corresponds to the extremal values of Dq as q → −∞ and q → ∞,
respectively). Finally, we calculate Dq, f(α), and τq (and thus the intermittency exponent
µ), from several independent runs; in Fig. 5 we plot the means of these measurements and
show their standard deviations as error bars.
In panel (a) of Fig. 5 we show plots of τq as a function of q for different strengths of
rotations. We notice, visually, a diminishing of the curvature of τq around q = 0 suggesting
a depletion of intermittency. This is confirmed by measuring µ for different values of Ro
(inset, Fig. 5(a)); as Ro→ 0, there is a significant decrease in µ compared to the Ro =∞
(non-rotating) value for homogeneous and isotropic turbulence. This observations if further
strengthened by looking at plots of Dq vs. q in Fig. 5(b) which plateau (as |q|  1) to
values much closer to 1 as the Rossby numbers decrease. This is confirmed in in panel (c)
where we show the singularity spectrum f(α) and the widths ∆α as insets. With increasing
rotation, the spectrum narrows, quantified by ∆α which shows a monotonic decrease with
Ro.
Thus our multifractal analysis on the shell model data strongly suggests that the lack
of self-similarity (and intermittent behaviour) in the statistics of the dissipation rate—as
measured through the generalised dimension Dq, the singularity spectrum f(α) and the
exponent τq—weakens considerably with increasing strengths of rotation. Indeed in the
limit Ro → 0, it may be argued that the dissipation range statistics may well recover a
truly self-similar form which would be consistent with the dimensional (non-intermittent)
prediction of the inertial range (anomalous) scaling exponent ξq.
All of this then naturally brings us to an important question: For rotating turbulence
(especially in the limit Ro  1), is there a way to bridge the statistics of the dissipation
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FIG. 6. The scaling exponent h versus the Rossby number Ro from our shell model simulations.
The exponent saturates to h = 1/2 in the strong rotation limit Ro 1 and to h = 1/3 in the case
of no rotation Ro =∞.
rates, characterised by generalised dimension Dq with the (anomalous) inertial range scaling
exponents ξq? In other words, what would be the analogue of the familiar ζq = q/3+(q/3−
1)(Dq/3 − 1) result96 for non-rotating, homogeneous and isotropic turbulence?
To answer this question, we make the following ansatz when Ro 6=∞:
ξq = hq + (hq − 1)(Dhq − 1) (8)
which can be re-arranged in the more useful form (for what is to follow):
ξq − 1
Dhq
+ 1 = hq. (9)
(For Ro =∞ or Ω = 0, the scaling exponent h = 1/3.)
By using our measurements of the scaling exponents ξq and Dq, we use Eq. (9) to obtain
the scaling exponent h as a function of Ro; our results are shown in Fig. 6. Indeed, as
we would expect from phenomenology (and also consistent with Fig. 1), as Ro → 0, the
exponent h → 1/2 while, in for the case of no rotation (Ro = ∞), h = 1/3. This leads us
to conjecture, in the limit Ro→ 0, the following relation bridging the dissipation range and
the inertial range statistics:
ξq = q/2 + (q/2− 1)(Dq/2 − 1); Ro→ 0. (10)
Furthermore, this relationship shows how the emergence of an approximate self-similarity
(∆α → 0 and a q-independent generalised dimension) as Ro → 0, leads to a progressively
simple scaling (and not multi-scaling) of the exponents of the equal-time structure functions
as shown in Fig. 3. It is worth emphasizing that, in the limit Ro → 0, the Zeman scale
is pushed all the way up to the dissipation scale as indicated in Fig. 1 making the K41
(k−5/3) scaling no longer discernible: The k−2 spectral scaling dominates all the way up to
the dissipation scale. It is in this limit, of course, that our relation (10) holds.
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Ro q ξq q/2 + (q/2− 1)(Dq/2 − 1)
1 0.513 ± 0.007 0.513 ± 0.001
2 1 1.0 ± 0.0
0.004 3 1.44 ± 0.03 1.463 ± 0.003
4 1.85 ± 0.05 1.905 ± 0.007
5 2.25 ± 0.07 2.31 ± 0.01
6 2.63 ± 0.09 2.70 ± 0.02
1 0.516 ± 0.004 0.512 ± 0.002
2 1 1.0 ± 0.0
0.003 3 1.45 ± 0.03 1.469 ± 0.004
4 1.88 ± 0.07 1.92 ± 0.01
5 2.3 ± 0.1 2.35 ± 0.02
6 2.7 ± 0.2 2.77 ± 0.03
1 0.516 ± 0.008 0.510 ± 0.001
2 1 1.0 ± 0.0
0.002 3 1.45 ± 0.03 1.471 ± 0.003
4 1.87 ± 0.04 1.913 ± 0.007
5 2.29 ± 0.07 2.35 ± 0.01
6 2.7 ± 0.2 2.78 ± 0.02
TABLE I. Summary of results from simulations of our shell model for different Rossby numbers.
The excellent agreement between columns 3 (ξq, the left hand side of Eq. (10)) and 4 (q/2 + (q/2−
1)(Dq/2 − 1), the right hand side of Eq. (10)) is evidence for the central theoretical prediction of
this work.
Our theoretical prediction, while similar in spirit to earlier results of the homogeneous
and isotropic turbulence, still needs an independent check from numerical data. A con-
vincing way to do this is to independently evaluate the left-hand-side (ξq, corresponding to
inertial range statistics) and the right-hand-side (q/2 + (q/2 − 1)(Dq/2 − 1), correspond-
ing to dissipation range statistics) of Eq. (10) from our simulations of the shell model and
check if the equality holds for sufficiently small values of Ro and several values of q. Given
that we have already calculated the equal-time exponents ξq (Fig. 3) and the generalised
dimensions Dq (Fig. 5(b)) for different values of q, it is straightforward now to carry out
this validation. In Table I, we show values of the left-hand-side (column 3) right-hand-side
(column 4) of Eq. (10) for q = 1, 2, ..., 6; furthermore we present results for 3 different, but
sufficiently small, values of Ro. A comparison of columns 3 and 4, for any given q (and Ro),
leaves little doubt as to the validity of our prediction bridging the inertial range and the
dissipation range statistics.
Before we conclude, it is tempting to validate Eq. (10) against data from actual direct
numerical simulations. Although DNSs are not the central focus of this study, such an
exercise is useful in this case for the sake of completeness. We use data for the equal-time
exponents of the axis-perpendicular longitudinal velocity structure functions from the work
of Thiele and Müller48 who used similarly small values of Rossby numbers. However in
order to compute the generalised dimensions Dq and thence the right-hand-side of Eq. (10),
we perform DNSs (see Appendix A for details) corresponding to the Rossby numbers used
by Thiele and Müller48. In a manner exactly similar to Table I, we show, in Table II, the
left-hand-side and right-hand-side of our bridge relation by using data from DNSs. Once
again, a comparison of columns 3 and 4 suggests clearly for small enough Rossby numbers,
it is indeed possible to bridge the statistics of the inertial and the dissipation ranges.
VI. CONCLUSION
Equation (10) captures the key result in this study by bridging, in the limit of strongly
rotating (Ro → 0) turbulence, the statistics of the energy dissipation rate characterised
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Ro q ξq q/2 + (q/2− 1)(Dq/2 − 1)
1 0.52 ± 0.003 0.528 ± 0.006
2 1 1.0 ± 0.0
0.005 3 1.43 ± 0.006 1.42 ± 0.02
4 1.82 ± 0.02 1.80 ± 0.04
5 2.15 ± 0.03 2.13 ± 0.08
6 2.42 ± 0.05 2.4 ± 0.1
1 0.52 ± 0.002 0.522 ± 0.005
2 1 1.0 ± 0.0
0.001 3 1.43 ± 0.007 1.43 ± 0.01
4 1.80 ± 0.02 1.82 ± 0.02
5 2.13 ± 0.03 2.17 ± 0.04
6 2.42 ± 0.05 2.48 ± 0.05
TABLE II. A summary of results from direct numerical simulations confirming the validity of
Eq. (10) for two different values of the Rossby number (column 1). The equal-time exponents ξq
(column 3) for the plane perpendicular to the axis of rotation, are those reported, from the DNS
studies by Thiele and Müller48; the generalised dimension Dq (column 4) are from our dissipation
rate statistics for the plane perpendicular to the axis of rotation (Fig. 7a). The excellent agreement
between columns 3 and 4 is compelling evidence for the validity of Eq. (10).
by the generalised dimension Dq with the scaling exponents ξq of the moments of velocity
increments over scales r in the inertial range. Furthermore our analysis provides a more
complete description of the depletion of intermittency in flows affected strongly by the Cori-
olis force. Furthermore, our work shows that even for anisotropic system such as rotating
turbulence, shell models, while being insensitive to the spatial reorganisation of the flow
due to the Coriolis force, are nevertheless able to capture the scaling laws of two-point cor-
relation functions in a way consistent with direct numerical simulations. Indeed, our work
shows that following Lepreti et al.60 (see also Meneveau et al.89), it is possible to extract a
spatial profile of the dissipation rates in such shell models that can be used for future studies
of the small-scale statistics of different forms of turbulence for whom such a low-dimensional
dynamical systems representation exists. In this context, it is worth mentioning that there
is another useful method78,97–99 of generating a synthetic real space velocity field from the
shell models; it could provide complementary insights in such studies.
Finally, we remind ourselves that this paper studies the problem of bridging inertial and
dissipative statistics in the limit where the mean helicity vanishes. Although we have some
evidence that for small values of the mean helicity our results and conclusions are unaltered,
it would be important to study in future the problem of non-zero helicity and how it should
modify the central result captured in Eq. (10); the helical shell model used in this paper
is particularly useful from this point of view as it allows us to introduce a mean helicity
in a controlled way. Furthermore, Eq. (10) is an asymptotic result valid in the vanishing
Rossby number limit; we leave for future work possible Rossby number corrections to this
prediction.
DATA AVAILABILITY
The data that support the findings of this study are available from the corresponding
author on request.
ACKNOWLEDGMENTS
SKR thanks Arijit Kundu for financial support through research grant no. ECR/2018/001443
of the SERB (Govt. of India). The simulations were performed on HPC2010, HPC2013, and
14
Chaos clusters of IIT Kanpur, India. A part of this work was facilitated by a program orga-
nized at ICTS, Bengaluru: “Summer Research Program on Dynamics of Complex Systems
2016” (ICTS/Prog-dcs2016/06). SSR acknowledges support of the DAE, Govt. of India,
under project no. 12-R&D-TFR-5.10-1100 and DST (India) project MTR/2019/001553.
The authors are grateful to Mahendra K. Verma for letting MKS use TARANG for the
direct numerical simulations.
Appendix A: Direct Numerical Simulations
Our direct numerical simulations, which were performed to provide additional support for
our theoretical predictions, were performed with a standard fully de-aliased pseudo-spectral
method to solve Eq. (1) on a 2pi periodic cubic box, with N3 = 5123 collocation points,
and a fourth-order Runge-Kutta scheme for time-marching. In our simulations, an adaptive
time-step δt consistent with the Courant–Friedrich–Lewy (CFL) condition is employed and
the viscosity ν = 10−3 is chosen to obtain Taylor-scale based Reynolds numbers Reλ = 50
and 58, corresponding to rotation rates Ω = 8 and 32 (or equivalently, Ro = 0.005 and
0.001), respectively. As is the case in the simulations of our shell model, we use a forcing
f(k) =
u(k)
nf [u(k) · u∗(k)] , (A1)
which allows for a constant-energy injection (and no kinetic-helicity) at wavenumber
kf ∈ [40, 41] (nf is the number of modes at this wavenumber) to drives the system to a
statistically stationary, isotropic and homogeneous, turbulent regime. Once we reach such
a stationary state, we turn on the Coriolis force. We then wait a sufficiently long time
for the rotating system to reach a statistically stationary state before measuring the local
energy dissipation rates (Figs. 7(a) and (b)) and from there the generalised dimension Dq
necessary for the verification of Eq.(10) (see Table II). A convenient way to carry out a
multifractal analysis of energy dissipation field is to take several one-dimensional (1D) cuts
of ε(x) parallel and perpendicular to the direction of rotation (z−axis). These 1D cuts
along the axis of rotation yield ε(z) = ε(x0, y0, z); similarly, for the plane perpendicular
to the axis of rotation, we obtain ε(x) = ε(x, y0, z0) and ε(y) = ε(x0, y, z0). For reliable
statistics, we choose 49 cuts along each direction with different values of x0, y0 and z0 lying
in the interval [pi/4, 3pi/4]. Considering that the data size for a cut is small, we employ a
wavelet100 leaders based method101,102 to calculate the Rényi scaling exponents, and thence
the generalized dimensions.
In Figs. 7(a) and (b) we show representative plots of one such cut for the reconstructed
ε(x) and ε(z), respectively, normalised by the global mean, at a single instant of time
for the non-rotating case and one with Rossby number Ro = 0.001 which illustrates that
highly intermittent nature of the dissipation field persists even for such 1D cuts. It is worth
remarking that such fields are strikingly similar (with less extreme excursions) to the ones
reported in the paper from our shell model simulations. Finally, we mention in passing,
that the singularity spectrum f(α) and the exponent τq from these DNSs are in excellent
agreement to those reported in this paper from our shell model study.
Our DNSs were performed by using the open-source code “Tarang”103,104 developed at
IIT Kanpur.
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