All relevant data are available at <https://github.com/sfrosenb/sfrosenb-Immunization_Strategies_in_Networks_with_Missing_Data>.

Introduction {#sec001}
============

The spread of infectious diseases \[[@pcbi.1007897.ref001]\], computer viruses \[[@pcbi.1007897.ref002]\], and "fake news" \[[@pcbi.1007897.ref003]\] pose serious threats to the health and well-being of an increasingly connected society. Thus, one of the most important questions in public health and network science is how to curtail contagions. If dangerous contagious pathogens or content spread over network connections, what kinds of interventions will be most effective at inhibiting outbreak size \[[@pcbi.1007897.ref004]--[@pcbi.1007897.ref009]\]? For example, prior work has shown that when the population's contact structure can be modeled as a complex network, immunization (broadly defined) of certain actors can prevent contagion considerably more effectively than randomized immunization \[[@pcbi.1007897.ref010]--[@pcbi.1007897.ref021]\]. With targeted immunization, actors are immunized based on their potential role in future outbreaks, which is determined by their position in a contact network \[[@pcbi.1007897.ref022], [@pcbi.1007897.ref023]\]. More applied work has demonstrated the utility of network based intervention \[[@pcbi.1007897.ref024]\]. For example, researchers have leveraged network properties to maximize the impact of their interventions in a diverse set of contexts including smoking interventions in schools \[[@pcbi.1007897.ref025]\], HIV spread among men who have sex with men (MSM) \[[@pcbi.1007897.ref026]\], and disease spread in needle sharing networks \[[@pcbi.1007897.ref027]\].

Here, the term "immunization" refers to anything that reduces the probability of infection to zero for a particular actor for the entire duration of a particular "contagion". In practice, this could be a vaccine, but other interventions, such as rehabilitation or pre-exposure prophylaxis, could also conceivably permanently reduce risk of infection at near 100% effectiveness. Targeted immunization is particularly attractive in cases where resources, like vaccines, are limited, as only a small proportion of the population must be immunized to effectively reduce wider contagion \[[@pcbi.1007897.ref028]\].

An extensive literature on networks and immunizations has focused on evaluating selection strategies \[[@pcbi.1007897.ref011], [@pcbi.1007897.ref029], [@pcbi.1007897.ref030]\]. The basic question is how to pick which actors in the network should be treated. A common choice is to evaluate immunization strategies using simulation (as we do in this paper), where a researcher stochastically spreads an infection through the treated network, recording the outbreak size under different strategies of node-immunization. The goal is to identify immunization strategies that will reduce the spread of infection the most, given the number of actors that can be treated (with limited time, money and so on).

One potential complication to identifying important actors is missing data. Many of the network-based immunization strategies suggested by existing research rely on global network measures, like betweenness and degree centrality, which assume that a researcher can map out the full network of relations on the population of interest. This is often not realized in practice, as studies are often subject to missing data \[[@pcbi.1007897.ref031], [@pcbi.1007897.ref032]\]. Missing data will potentially alter the measurement of the network \[[@pcbi.1007897.ref033], [@pcbi.1007897.ref034]\], and consequently, the identification of important actors \[[@pcbi.1007897.ref012], [@pcbi.1007897.ref013]\].

This article addresses the effectiveness of different targeted immunization strategies under conditions of missing data, see Refs. \[[@pcbi.1007897.ref035]\] and \[[@pcbi.1007897.ref036]\] for recent calls to address related problems. This is a pressing problem as some of the best immunization strategies in fully-observed networks \[[@pcbi.1007897.ref012], [@pcbi.1007897.ref014], [@pcbi.1007897.ref016]\] are based on measures that are sensitive to missing data \[[@pcbi.1007897.ref033], [@pcbi.1007897.ref034], [@pcbi.1007897.ref037]\]. For example, past work has found that measures like betweenness, which are dependent on the full network structure, are often badly biased when nodes are missing \[[@pcbi.1007897.ref033], [@pcbi.1007897.ref038]\]. Thus, we may think that betweenness will be effective at finding important actors to immunize when missing data is low, but may not fare so well when levels of missing data are high. Alternatively, a strategy that is less effective in a true (completely observed) network may be robust to missing data, making it a potentially attractive option when missing data is a known problem. A strategy is effective to the extent that it reduces outbreak size at a given level of missing data. A strategy is robust to the extent that its effectiveness is not reduced with increasing levels of missing data. Thus, we suggest that most researchers 'on the ground' face a tradeoff between effectiveness and robustness. This tradeoff has been largely downplayed by past work, which has focused on the effectiveness of different options under the assumption of complete (or full) network information. In this article, we address the tradeoff between robustness and effectiveness directly by examining the robustness of different immunization strategies to varying levels of missing data.

We begin the article by discussing the existing research on targeted immunization strategies. We then turn to a simulation-based test of immunization strategies under conditions of missing data.

Network-based immunization strategies {#sec002}
-------------------------------------

Immunization strategies work by identifying key nodes and immunizing them against infection (thereby preventing them from infecting others). Different strategies use different criteria to select the nodes to immunize. The question is which strategies are most effective in terms of preventing, or mitigating outbreaks of contagion on a population.

Two of the most commonly evaluated immunization strategies are degree and betweenness immunization. With degree immunization, nodes are immunized if they have many connections, or high degree centrality, and thus a higher chance of spreading the infection to their neighbors \[[@pcbi.1007897.ref011], [@pcbi.1007897.ref012], [@pcbi.1007897.ref014], [@pcbi.1007897.ref015]\]. Betweenness immunization selects actors for removal based on how crucial the actor is in connecting different communities (or groups), directly measuring how many shortest transmission chains can be broken via immunization \[[@pcbi.1007897.ref012], [@pcbi.1007897.ref014], [@pcbi.1007897.ref017]\].

Other studies have explored the effectiveness of stochastic approaches to identifying important actors in the network. Stochastic immunization algorithms rely on the local network, or neighborhood, of sampled nodes, rather than on global network data \[[@pcbi.1007897.ref018], [@pcbi.1007897.ref039]\]. One commonly tested stochastic strategy is acquaintance immunization, which immunizes those nodes frequently found to be neighbors of randomly selected nodes \[[@pcbi.1007897.ref014], [@pcbi.1007897.ref018], [@pcbi.1007897.ref040]\]. This strategy locates high degree nodes by relying on the proportional relationship between the degree of a node and the probability that it will be the randomly selected neighbor of a randomly selected node \[[@pcbi.1007897.ref041]\]. Acquaintance immunization is thus useful as it allows the researcher to find hubs in the network without a costly and sometimes infeasible network census.

The problem of missing data in choosing an immunization strategy {#sec003}
----------------------------------------------------------------

Past tests of these immunization strategies have almost uniformly assumed ideal conditions, where there is no missing data. In the case of global network measures like betweenness, this means having information on all nodes and all ties between nodes. In the case of stochastic processes, like acquaintance immunization, this means having a complete sampling frame and complete local network information for each sampled node. However, in many cases it will be difficult to obtain complete network data. Missing data can arise for a number of reasons. For example, a researcher may not have sufficient time or resources to find and gather information about everyone in the network, particularly if the network is large. Even respondents that are interviewed may offer incomplete information about their social contacts, being prone to forgetfulness and fatigue \[[@pcbi.1007897.ref031], [@pcbi.1007897.ref042], [@pcbi.1007897.ref043]\]. These issues are amplified in hidden, difficult to reach populations, such as a network of drug users or sex workers \[[@pcbi.1007897.ref044]--[@pcbi.1007897.ref050]\].

Missing data may have important consequences for choosing an immunization strategy. First, missing nodes will generally be unavailable for immunization, even if they could be identified (which would be difficult for most strategies). This is a problem endemic to network intervention studies and is built in to our exploration of the effect of missing data on immunization effectiveness. Second, missing data can affect the measurement of network properties, like degree and betweenness \[[@pcbi.1007897.ref034]\]. The rank order of nodes (from least to most important) may deviate from the true rank order on the complete, but unknown, network \[[@pcbi.1007897.ref051], [@pcbi.1007897.ref052]\]. Thus, among the set of nodes that can be immunized (i.e., those who actually participate) one runs the risk of picking a sub-optimal target set to be immunized.

We see similar issues with the stochastic strategies, like acquaintance immunization. While stochastic strategies do not require global network data, and are thus often touted as robust to missing data \[[@pcbi.1007897.ref014], [@pcbi.1007897.ref019], [@pcbi.1007897.ref040]\], implementing these algorithms in practice still requires a comprehensive list of nodes from which to sample, as well as perfect local information about the neighborhood of each sampled node. Thus, critical nodes that would be selected by these local strategies can still be overlooked either because they are missing from the local information of sampled nodes (and thus undiscoverable) or because some of their neighborhood is missing and they are thus less likely to be identified as critical compared to nodes whose neighborhoods are more heavily represented. Therefore, even a "robust" strategy, like acquaintance immunization is potentially affected by missing data.

These two ways that missing data may appear need not occur together. In certain data collection scenarios, it may be be feasible to obtain a complete sampling frame and accurate local information; in others, it may be possible to obtain one of these but not the other, and in some scenarios it may impossible to obtain complete data for either one. We will explore the effectiveness (in terms of reduction in outbreak size) of this approach under different assumptions about data availability.

Accounting for missing data in immunization strategies {#sec004}
------------------------------------------------------

A limited number of studies have considered missing data problems related to network contagion and immunization. Most of these studies have not tackled the problem of targeted immunization problems directly, however. Hébert-Dufresne et al. \[[@pcbi.1007897.ref012]\], for example, investigate the effectiveness of immunization strategies and their robustness separately, testing effectiveness under the assumption of perfect data, and using the Jaccard coefficient to test robustness of targeting. Gong et al. \[[@pcbi.1007897.ref020]\] address how the effectiveness of an immunization strategy is affected by random network changes, but still assumes perfect data about the modified network when calculating immunization targets.

Another line of work examines the effect of missing data on objectives and metrics related, but not equivalent to, targeted immunization. These include attack robustness of networks \[[@pcbi.1007897.ref053], [@pcbi.1007897.ref054]\], influence maximization \[[@pcbi.1007897.ref055]\], and identification of influential spreaders \[[@pcbi.1007897.ref056]\]. See Ref. \[[@pcbi.1007897.ref057]\] for a discussion on the differences between influence maximization and targeted immunization.

The two studies that are most closely related to our own both investigate the effectiveness of targeted immunization strategies under specific sampling schemes. The first is a study by Yang et al. \[[@pcbi.1007897.ref021]\] who examine the potential of immunization strategies in the case of Fixed Choice Design (FCD) sampling. Fixed Choice Design puts limits on the number of neighbors a node can have, creating bias in the observed network. Measurement error of this sort can affect the targeting strategies, but only in a limited way, as all nodes in the network are still assumed to be present and available for immunization. In this way, Yang et al. capture the effect of missing edges but not missing nodes, the focus of this study.

Chen and Lu \[[@pcbi.1007897.ref013]\] similarly consider immunization strategies under a particular sampling scheme, Respondent Driven Sampling (RDS) \[[@pcbi.1007897.ref047]\]. With RDS, a set of initial seeds are recruited into the study; these initial seeds recruit others into the study, who recruit others into the study and so on. Chen and Lu develop an algorithm to identify which actors should be immunized under such sampling conditions. The analysis is limited, however, to data collected via RDS, which does not cover the more general problem of missing network data; additionally, they assume rather ideal conditions of the RDS chain, where there is wide coverage of the population and no actors refuse to participate.

In sum, past work has focused on specific sampling schemes, while relying on the complete portion of the data to originate from an accurate process free from complications. In this article, we move past previous research by directly examining the effectiveness of targeted immunization strategies in reducing outbreak size under conditions of missing data. We allow the missing data to exist anywhere in the network, mimicking the scenario where pieces of the network are unobserved as actors are unwilling or unable to participate in the study---rather than consider data based on well-behaved sampling schemes. We also extend past work by considering the mechanisms under which stochastic strategies are subject to missing data. More substantively, we focus on the effectiveness/robustness tradeoff of different immunization strategies, making it possible to see under what conditions different strategies will be most effective at reducing outbreak size.

We now turn to testing the robustness and effectiveness of different immunization strategies. We consider a range of missing data scenarios, from the ideal case of complete information to more difficult cases where much of the network is not available.

Materials and methods {#sec005}
=====================

There are six basic steps to testing the robustness of different immunization strategies: 1) select a known, true network as a test case; 2) remove nodes from the network to simulate conditions of missing data; 3) take partially-observed networks (from step 2) and identify nodes to immunize under different strategies; 4) run multiple outbreak simulations through the true network (from step 1) with selected nodes immunized (from step 3); 5) repeat steps 1-4 many times for each condition of interest; 6) compare the resulting estimates of outbreak size under each immunization strategy and level of missing data.

Select known network as test case {#sec006}
---------------------------------

Following past work on epidemics \[[@pcbi.1007897.ref039], [@pcbi.1007897.ref058]\], we use synthetic networks to test the validity of different immunization strategies. We consider synthetic (generated) networks with similar properties as the well known Colorado Springs high risk network \[[@pcbi.1007897.ref059]\]. The population of interest in the Colorado Springs network included at-risk individuals for HIV and HCV transmission, including drug injectors and sex workers. Researchers attempted to identify the entire at-risk population in the city and include them in their study. Ties are defined across several relationships: including close friendship, sexual contact, and drug co-use \[[@pcbi.1007897.ref059]\]. Disease risk networks of persons who inject drugs are of particular interest for several reasons. The sharing of injection drug apparatus is one of the most prevalent transmission routes for HIV both in terms of transmission rate \[[@pcbi.1007897.ref060]\] and also in terms of incidence rate among persons who inject drugs (PWID) \[[@pcbi.1007897.ref061]\]. Therefore, the threat to life caused by outbreaks within these populations is greater than for many other types of outbreaks in other populations. Additionally, PWID are known to be a hidden population \[[@pcbi.1007897.ref047], [@pcbi.1007897.ref062], [@pcbi.1007897.ref063]\], thus the missing data treatment approach we present here is of special interest in regards to immunizations within these populations.

In addition, we replicate our analyses using synthetic school networks. We generated these school networks to have properties that match the friendship network structure of a typical school collected as part of the well known National Longitudinal Study of Adolescent to Adult Health (Add Health) \[[@pcbi.1007897.ref064]\]. Ties are based on self-reported friendship nominations that were collected in the classroom \[[@pcbi.1007897.ref065]\]. The Add Health network provides a case where the pathogen of interest requires close social contact, like drink sharing or hand holding; this would fit infections like streptococcus or mononucleosis.

We use synthetic networks to control relevant features, while systematically varying key network properties. From the Colorado Springs data, we generate three sets of networks sharing some basic features (e.g., composition, degree distribution, strength of homophily on key attributes like gender and race), but each with different levels of transitivity between sets. Transitivity is defined as the proportion of two-paths (*i* → *j* → *k*) that also have a direct path (*i* → *k*). Transitivity is negatively related to contagion potential \[[@pcbi.1007897.ref066], [@pcbi.1007897.ref067]\] and the Colorado Springs network we set out to emulate has particularly high transitivity. We generate five thousand "high" transitivity networks, each with transitivity constrained around 0.30, close to the true Colorado Springs network, five thousand "medium" transitivity networks, with transitivity constrained around 0.155, and five thousand "low" transitivity networks with transitivity constrained around 0.01.

Synthetic networks are generated using exponential random graph models (ERGM) \[[@pcbi.1007897.ref068]\]. All networks are undirected, unweighted, and have 1000 nodes. In each case, the degree distribution is pulled from the original network, plotted in [Fig 1A](#pcbi.1007897.g001){ref-type="fig"}. For each of the three network types ("low", "medium" and "high" transitivity), we generate 5000 networks from the underlying model. In the [S1 Appendix](#pcbi.1007897.s001){ref-type="supplementary-material"} section 1, we replicate our analysis with other classes of synthetic networks selected from the targeted immunization literature, to demonstrate comparable results and exemplify the generality of our methodology.

![Degree Distribution and Network Structures Based on the Colorado Springs (A-B) and Add Health (C-D) Networks.\
In the visualization, a node's color corresponds to some additional individual attribute---gender for the Colorado Springs network and school grade for the Add Health network---while a node's size is fixed by their degree. The Colorado Springs network is relatively well described through its heterogeneous degree distributions with some additional structure (e.g. clustering) due in part to gender. The Add Health network has a more homogeneous degree distribution, but a clear modular structure that emerges since connections are more likely within than across school grade. Note that the degree distributions are based on the two empirically observed networks, one for Colorado Springs and one for Add Health.](pcbi.1007897.g001){#pcbi.1007897.g001}

Remove nodes to simulate conditions of missing data {#sec007}
---------------------------------------------------

To simulate conditions of missing data, we followed the standard procedure in the literature: for each true network, *G* (five thousand per transitivity level), we removed a portion of the nodes at random to form the observed network, *G*′. The removed nodes were not present in the observed network \[[@pcbi.1007897.ref037], [@pcbi.1007897.ref038]\]. The observed network (*G*′) is the network from the point of view of the researcher and serves as input into the immunization strategies.

Identify nodes to immunize under different strategies {#sec008}
-----------------------------------------------------

In general, an immunization algorithm works by identifying the nodes which are most central to the network or have a particular structural position which is considered to be important for the flow of contagion. The nodes identified with the highest scores will be the ones targeted for immunization in the subsequent outbreak simulations (with ties broken randomly). We considered eight different immunization strategies. There were three global strategies---degree, self-reported degree and betweenness---and one stochastic strategy, acquaintance immunization, was used in four different variants. We also considered random immunization as a baseline, where nodes were randomly selected to be immunized. In addition, we also run simulations with no immunization, to provide another point of comparison.

### Random immunization {#sec009}

Random immunization selects nodes at random from the given node list of *G*′, which, from the perspective of an interventionist, should be considered the sampling frame. Since nodes are missing from *G*' at random, and random immunization selects a random selection of nodes to immunize from the random sample of observed nodes, random immunization of nodes from *G*' is equivalent to random immunization of nodes from the true network, *G*. Note that this would not be the case with a non-random sample of observed nodes.

### Degree immunization {#sec010}

Degree immunization selects nodes based on their network degree in *G*′---the number of ties each node receives/sends according to observed network data.

### Betweenness immunization {#sec011}

Betweenness immunization targets nodes with the highest betweenness centrality in *G*′. Betweenness centrality is the proportion of the shortest paths between nodes in the network (geodesics) upon which a node lies (counting as fractions of paths when there are multiple shortest paths between the same pairs of nodes) \[[@pcbi.1007897.ref069], [@pcbi.1007897.ref070]\]. This can be formally written as: $$\begin{array}{r}
{BC\left( v \right) = \sum\limits_{\{ u,w\mspace{360mu}\epsilon\mspace{360mu} V\mspace{360mu}|\mspace{360mu} u \neq v,w \neq v\}}\frac{\sigma_{u,v,w}}{\sigma_{u,w}}} \\
\end{array}$$ where *v* is an arbitrary node, {*u*, *w ϵ V* \| *u* ≠ *v*, *w* ≠ *v*} is the set of all pairs of nodes *u*, *w* where neither *u* nor *w* equals *v*, *σ*~*u*,*w*~ is the total number of shortest paths between *u* and *w*, and *σ*~*u*,*v*,\ *w*~ is the number of those paths which pass through *v*.

### Self-reported degree immunization {#sec012}

Self-reported degree is an obvious strategy that is frequently overlooked, yet it can often be straightforwardly implemented and can directly tackle missing data in degree immunization. Self-reported degree immunization targets nodes in the sample (the node list of *G*′) based on their true degree (their degree in *G*), assuming nodes know their neighbors and faithfully report their number of connections. This describes a scenario, where by survey or other query, a limited amount of accurate egocentric data on a sampled subset of nodes can be collected. This is a common assumption among most social network studies, including those which explicitly acknowledge the difficulty of obtaining a network census and thus do not presuppose complete network data, such as RDS studies \[[@pcbi.1007897.ref013], [@pcbi.1007897.ref071], [@pcbi.1007897.ref072]\] and egocentric studies \[[@pcbi.1007897.ref073], [@pcbi.1007897.ref074]\]. With complete data, this strategy is perfectly equivalent to the degree immunization described above. With missing data, we do not have access to the nodes outside of the sampling frame (and thus cannot immunize them) but missing nodes are still counted as connections by their neighbors (as they would be on a personal survey). Note also that access to this information does not require any contact with nor information about the sampled nodes' neighbors other than their existence.

### Acquaintance immunization {#sec013}

We used acquaintance immunization to test stochastic immunization strategies. We offered a test with four different versions of acquaintance immunization, with different assumptions about the information available to the researcher. Each variant makes different assumptions about the completeness of the sampling frame (*G* for true graph and *G*′ for known graph), as well as the level of local information (again, *G* for true graph and *G*′ for known graph).

Acquaintance immunization operates under the "friendship paradox", the principle that if one randomly samples the network, nodes that are highly connected are more likely to be neighbors of randomly sampled individuals \[[@pcbi.1007897.ref018], [@pcbi.1007897.ref075]\]. Consequently, to identify important nodes, the algorithm randomly samples a node, *r*, then randomly samples a neighbor of *r*, node *n*, and adds one to the acquaintance score of *n*. If this score increment causes *n*'s acquaintance score to go above some chosen threshold (usually 1 or 2), then n is added to the list of structurally important nodes to immunize. This process is iterated until *v*% of nodes have been identified as structurally important, where *v* is the desired immunization level \[[@pcbi.1007897.ref040]\]. Following previous research \[[@pcbi.1007897.ref014]\], we used a threshold of 2 for adding nodes to the list of nodes to immunize.

### (*G*, *G*) Variant {#sec014}

We defined the (*G*, *G*) version of acquaintance immunization as the case where both the node set for sampling and the local neighborhood information for each sampled node come from the true network, *G*. The (*G*, *G*) version of the algorithm is directly comparable to those used in existing literature without consideration of missing data. The (*G*, *G*) version is applicable in certain limited cases where missing data is a problem for global strategies, when there is neither the time nor resources to conduct collect fully saturated network data, but a complete sampling frame exists and a limited number of surveys can be conducted accurately, such as in a school or a small government with an accurate census. Regardless, including this variant allows us to compare the best-case scenario of stochastic strategies to the global strategies.

### (*G*′, *G*′) Variant {#sec015}

In the (*G*′, *G*′) variant, both the randomly sampled nodes and their local neighborhood information come from the observed, incomplete network, *G*′ (not the true network, *G*). Thus, only nodes in the observed network, *G*′, are available to be sampled and are listed as neighbors of the sampled nodes. This also means that only nodes in the observed network are able to be immunized. The (*G*′, *G*′) variant is the most comparable to the global algorithms, as the process only depends on information from the observed network data. More generally, we see the (*G*′, *G*′) variant as the most realistic version of acquaintance immunization, especially with hidden populations.

### (*G*′, *G*) Variant {#sec016}

The (*G*′, *G*) version tests the scenario where no complete sampling frame exists, but perfect local information is attainable. Thus, the node set for a (*G*′, *G*) version is incomplete, but the local information about the sampled nodes' neighborhood comes from the true network, *G*, which has complete information. This means that the researcher is able to identify and immunize any neighbor of nodes in the sampling frame, even if that node is not in the observed network, *G*′ (meaning no refusal of treatment). This scenario exemplifies an ideal, theoretical case of using acquaintance immunization for hidden or hard to reach populations. For instance, settings where the neighbors for each node can be uniquely identified (even if they are not initially in the study, e.g. with a phone number), where the sampled nodes' trust, memory, and knowledge does not restrict information about their neighbors, and where the locatability and trust of the sampled nodes' neighbors does not restrict the ability to treat those neighbors (neither through absence nor refusal).

### $\left( \overline{G},G \right)$ Variant {#sec017}

The $\left( \overline{G},G \right)$ variant is similar in concept to the (*G*′, *G*) version above and assumes that the researcher's sampling frame is initially incomplete, but since their network information is valid it can be used to supplement the sampling frame. For example, a researcher following an acquaintance immunization scheme is initially limited to the incomplete sampling frame when selecting a random node, but that node (who is undergoing a surveying process already) can inform the researchers of their neighbors. In the $\left( \overline{G},G \right)$ variant, we allowed nodes queried in the process to add their neighbors to the sampling frame for the subsequent discoveries and immunizations. This variant therefore leverages the immunization procedure to continue data collection and continuously uncover missing data (if any).

Immunization and SIR infection model {#sec018}
------------------------------------

The next step in the test took each version of the true network, *G* (from step 1), immunized the nodes identified by each strategy for that version of *G* (from step 3) and simulated epidemic dynamics through the treated (static) network. We considered 3 immunization levels: 5%, 10%, and 15%. For example, with the 10% immunization level, 100 people in a network with 1000 nodes were immunized, determined by the rank ordering of important actors specific to that immunization strategy (if global), or the selection of important nodes through random exploration (if stochastic). This immunization is assumed to be 100% effective on the single contagion being modeled.

Once the important actors were immunized in their own copies of the original network, we used Monte Carlo calculations of the Susceptible-Infectious-Recovered (SIR) model to estimate the final outbreak size for each immunization strategy (for a particular parameter set) by running multiple groups of simple SIR simulations through the treated networks. In SIR simulations, every infected node infect their susceptible neighbours at rate *β* and recover at rate *γ*. The SIR model runs until there are no longer any infected nodes. We assume the infection runs its course without further intervention. This model was chosen for its simplicity and applicability to varied scenarios.

For our simulations, we made use of the exceptionally fast implementation by St-Onge et al. \[[@pcbi.1007897.ref076]\]. For simplicity, we set time units to be equal to the expected recovery time (such that *γ* = 1) and vary *β* over a large enough range to explore outbreaks of varied sizes. In addition to these parameters, we also report the corresponding *R*~0~ values defined as the average number of secondary cases by an infectious individual in an otherwise susceptible population (the simulation software \[[@pcbi.1007897.ref076]\] uses the average number of secondary cases caused by the second infectious individual).

More generally, the goal of our analysis is to examine the effect of missing data on immunization strategies for a generalized outbreak model. Thus, our results are not based on a single infection (e.g., HIV) but instead, we look at a range of cases where each case could be thought of as a different type of infection, with its own infectiousness and recovery rate. The epidemiological case could thus be anything transmitted over network connections. The input parameters in the simulation are consistent with a range of infections, such as HCV and HIV (lower infection potential) to varicella or mumps (higher infection potential).

One common approach in the targeted-immunization literature is to consider only large-scale outbreaks during this simulation process \[[@pcbi.1007897.ref012], [@pcbi.1007897.ref014]\]. This method avoids issues related to the frequently bimodal nature of SIR outbreak distributions, see Ref. \[[@pcbi.1007897.ref077]\] and section 2.2 of the [S1 Appendix](#pcbi.1007897.s001){ref-type="supplementary-material"}, but fails close to the epidemic threshold when there is no systematic threshold to be used. Instead, we were able to reach a tight confidence bound on the mean outbreak size for each set of parameters we tested, despite the extreme variability of many outbreak size distributions, by using 10^7^ Monte Carlo simulations for each parameter set. We spread these 10^7^ simulations out over 5000 separate networks that we generated with similar characteristics to reduce the risk of spurious results that can occur from only testing on a single network or a small number of individual networks. Each of these 5000 networks was sampled to simulate missing data before removing nodes for each strategy and for every immunization level; 2000 SIR simulations were then run for each of these treated networks and the mean of these 2000 simulations was recorded and placed in a distribution of means over all 5000 networks. The values we report are the grand mean of these 5000 means. We separately recorded the size of each individual outbreak and display some of these in section 2.2 of the [S1 Appendix](#pcbi.1007897.s001){ref-type="supplementary-material"} (Fig H through Fig O). We ran this process with the SIR model for each new level of missing data, recalculation of centrality (or relevant measure), and immunized target nodes, each time recording the size of the SIR outbreak. The means are then compared between strategies at given levels of missing data to determine their relative effectiveness. All comparisons discussed in the results were verified with t-tests using the distributions of means (full significance tests in section 2.1 of the [S1 Appendix](#pcbi.1007897.s001){ref-type="supplementary-material"}, Fig E through Fig G).

Results {#sec019}
=======

Simulations on the Colorado Springs network {#sec020}
-------------------------------------------

Our first set of results is based on the synthetic "medium transitivity" Colorado Springs network. We found unsurprisingly that random immunization was the worst strategy at every level of missing data and immunization coverage (see [Fig 2](#pcbi.1007897.g002){ref-type="fig"}). All targeted strategies reduce outbreak size further than random immunization, despite random immunization being perfectly robust to missing data (as a random choice of nodes to immunize from a random sample of nodes is still perfectly random). This is an important finding: even at extremely high levels of missing nodes (e.g., 80% missing), targeted immunization was still preferable to random immunization by a considerable margin. In fact, random immunization had significantly higher outbreak levels than every other strategy, under every possible condition.

![Effectiveness of Immunization Strategies at Different Levels of Missing Data and Immunization Coverage.\
Data points represent the difference in the mean final outbreak size of random immunization and each targeted immunization strategy (in percent of the population). Error bars were omitted because marker size was larger than 95% confidence intervals on the mean (5000 individual networks with 2000 SIR simulations for each). With *β* = 0.95, this ensemble of networks had a measured *R*~0~ value of 4.85 (computationally assessed \[[@pcbi.1007897.ref076]\]). When no immunization was applied, the mean outbreak size was 58.12% of the population. Data points were omitted if a strategy was ever unable to converge to that level of immunization coverage, i.e., when there were not enough candidates to immunize. The legend lists all strategies tested: betweenness (Bet), degree (Deg), self-reported degree (S.R.D), and all variants of acquaintance immunization (Acq(*G*′, *G*′), Acq(*G*′, *G*), Acq($\overline{G},G$), and Acq(*G*, *G*)).](pcbi.1007897.g002){#pcbi.1007897.g002}

Degree, self-reported degree, and betweenness immunization all outperformed random immunization, but also showed deteriorating effectiveness as missing data levels increased. These strategies were effective (i.e., low outbreak size) when missing data were low, with worse performance as missing data increased (see any panel in [Fig 2](#pcbi.1007897.g002){ref-type="fig"}). For example, at 5% immunization, the expected outbreak size under degree immunization went from around 43% with no missing data to 50% with 80% missing; with 15% immunization, the outbreak size increased from 11% to 42%. This also meant that the benefit of increasing immunization coverage (e.g., moving from 5% to 15% coverage) was higher when missing data were low.

The global strategies of betweenness, degree and self-reported degree outperformed the stochastic strategies, based on acquaintance immunization, only at low levels of missing data. Indeed, the global strategies were initially superior relative to acquaintance immunization, but rapidly became less effective as missing data increased, whereas (*G*′, *G*) lost its effectiveness more slowly, the (*G*, *G*) lines were flat and $\left( \overline{G},G \right)$ strategy actually improved slightly. The crossover point differed across the different values of immunization coverage, but all fell between 40% and 80% missing data. As the proportion of immunization coverage was reduced, the stochastic measures did not surpass the global strategies until higher levels of missing data were reached since the effect of missing data on the global strategies was weaker. In general, however, we saw that the relative ranking of the strategies was quite consistent at the highest and lowest levels of missing data.

[Fig 2](#pcbi.1007897.g002){ref-type="fig"} also highlights a more surprising result: $\left( \overline{G},G \right)$, which starts with an initially incomplete sampling frame but updates it when acquaintance immunization leads to the discovery of new nodes, was as effective or better than (*G*, *G*), the equivalent strategy with complete information. This result held even at extremely high levels of missing data and low levels of immunizations. In fact, the $\left( \overline{G},G \right)$ variant was found to actually increase in effectiveness as levels of missing data increase. This most likely stems from the fact that, by coupling data discovery with acquaintance immunization, $\left( \overline{G},G \right)$ discovers important nodes that were initially missed while ignoring lower degree nodes. Indeed, if the initial data collection missed a central node of high degree, the acquaintance immunization is likely to find that node even when starting with an incomplete sampling frame. Therefore, while an updating $\left( \overline{G},G \right)$ with 5% level of immunization is unlikely to fully recover an 80% level of missing data, it will recover the most important pieces of missing data. For example, with the medium transitivity networks at 80% missing data, we observed that by the point in the $\left( \overline{G},G \right)$ acquaintance process where the desired 10% of nodes to target had been identified, the sample of nodes had become positively biased towards high degree nodes, with a mean degree of 9.7 compared to the overall mean degree of the network of 8.46.

The results for the low and high transitivity networks, presented in [Fig 3](#pcbi.1007897.g003){ref-type="fig"}, were generally consistent with the medium transitivity results. One key difference was that $\left( \overline{G},G \right)$ did not improve with missing data on networks with low transitivity, suggesting the relevance of transitivity and/or outbreak size for targeted data recovery. Still, all targeted strategies outperformed random immunization, while degree and betweenness were the optimal strategies up to a threshold of missing data between 40% and 80%, where acquaintance immunization, (*G*′, *G*), (*G*, *G*), or $\left( \overline{G},G \right)$, became the best choice.

![Effectiveness on High and Low Transitivity Networks.\
We use the same visualization scheme as in [Fig 2](#pcbi.1007897.g002){ref-type="fig"} and show results for the medium immunization coverage of 10% on networks based on the Colorado Springs data with high and low transitivity. For the value of *β* = 0.95 used in these tests: the ensemble of high transitivity networks (A) had a measured *R*~0~ value of 4.64 and a mean outbreak size of 52.58% of the population with no immunization; the ensemble of low transitivity networks (B) had a measured *R*~0~ value of 6.98 and a mean outbreak size of 65.87% of the population with no immunization. The legend lists all strategies tested: betweenness (Bet), degree (Deg), self-reported degree (S.R.D), and all variants of acquaintance immunization (Acq(*G*′, *G*′), Acq(*G*′, *G*), Acq($\overline{G},G$), and Acq(*G*, *G*)).](pcbi.1007897.g003){#pcbi.1007897.g003}

Altogether, the results so far summarize two of our main findings. First, there exists a threshold of missing data over which local stochastic strategies like acquaintance immunization outperformed global strategies based on network centrality metrics. Second, acquaintance immunization strategies which discover missing nodes adaptively are just as effective or better than equivalent strategies with complete data.

Additional analyses {#sec021}
-------------------

Our first set of additional analyses studied the low, medium, and high transitivity variants of the Colorado Springs network over a wide range of input parameters. We systematically varied the level of transmissibility in the simulation, allowing *β* to range from 0.2 to 1.7, a range of values higher and lower than that used in the main results (0.95). These *β* values lead to *R*~0~ values in line with infections as diverse as hepatitis C to mumps. The results, presented fully in section 2.3 of the [S1 Appendix](#pcbi.1007897.s001){ref-type="supplementary-material"}, suggest that the level of infectiousness does not dramatically affect the relative ranking of the immunization strategies.

The second set of additional analyses extends the results using the Add Health network of friendships between adolescents in school. The analysis allows us to generalize the results to networks with very different structural features, and where different kinds of pathogens (such as mononucleosis) might spread. As shown in [Fig 1C](#pcbi.1007897.g001){ref-type="fig"}, the Add Health networks lack a long tail for the degree distribution; unlike the Colorado Springs networks, a few actors do not disproportionately determine the structure of the school networks.

Results using the Add Health network are shown in [Fig 4](#pcbi.1007897.g004){ref-type="fig"} and feature some important differences from our previous results. The targeted immunization strategies still all improved on the performance of random immunization, but here the reduction in outbreak size was smaller than in the Colorado Springs networks. For example, in the Add Health network with 10% immunized, 40% missing and *β* set to 0.95, degree centrality yielded a 5% lower final outbreak size than random immunization; compare this to a 13% difference in the Colorado Springs network (medium transitivity). This is the case, in part, because the Add Health network has few (or no) extremely central nodes. This means that the most central nodes have only marginally higher centrality than less central nodes. Thus it can be harder to select who should be immunized (especially with missing data), reducing the returns to targeted immunization in such cases.

![Effectiveness on Add Health Networks over a Range of Transmission Rates.\
We use the same visualization scheme as in [Fig 2](#pcbi.1007897.g002){ref-type="fig"} and the medium immunization coverage of 10% on networks based on a typical school network from the Add Health study. We varied *β* to produce both small and large outbreak sizes. For panel (A), the measured value of *R*~0~ was 1.40, and the mean outbreak size with no immunization was 11.12% of the population. For panel (B), the measured value of *R*~0~ was 3.34, and the mean outbreak size with no immunization was 75.68%. For panel (C), the measured value of *R*~0~ was 3.84, and the mean outbreak size with no immunization was 86.23%. The legend lists all strategies tested: betweenness (Bet), degree (Deg), self-reported degree (S.R.D), and all variants of acquaintance immunization (Acq(*G*′, *G*′), Acq(*G*′, *G*), Acq($\overline{G},G$), and Acq(*G*, *G*)).](pcbi.1007897.g004){#pcbi.1007897.g004}

The structure of the Add Health network also affected some of the specific findings related to $\left( \overline{G},G \right)$. In the Add Health network, the $\left( \overline{G},G \right)$ strategy sometimes performed worse than (*G*, *G*), specifically at higher levels of infectiousness. This observation again suggests that low infectiousness might be a key criteria for the targeted $\left( \overline{G},G \right)$ to outperform the complete information of (*G*, *G*), but also stresses the importance of central hubs and degree heterogeneity.

Finally, an extensive comparison of the relative performance of $\left( \overline{G},G \right)$ and (*G*, *G*) under different values of infectiousness and under different network structures is shown in [Fig 5](#pcbi.1007897.g005){ref-type="fig"}. These results confirmed our previous observations: The targeted data recovery scheme implemented by $\left( \overline{G},G \right)$ performed better when infectiousness was low and the network structure featured significant degree heterogeneity. Most likely, this stems from the fact that targeted data recovery will find central nodes if those are also high-degree nodes, and that weak epidemics will be concentrated around these central hubs. When facing an outbreak close to its epidemic threshold on heterogeneous networks, we therefore expect that an intervention using an incomplete sampling frame and the targeted data recovery scheme of $\left( \overline{G},G \right)$ would outperform an equivalent intervention using a known and complete census. That being said, at extremely low transmission rate (*β* → 0) both strategies must be equivalent since outbreaks are simply impossible.

![Comparative Effectiveness of the Updating-sample Strategy (Acq($\overline{G},G$)) Versus the Strategy with Access to Complete Census (Acq(*G*, *G*)).\
Examined in terms of the difference in their outbreak size (both measured in percent of network infected). This comparison is assessed at the highest level of missing data, over a range of *β* to see how this comparative effectiveness varies with the regime of transmission probability. The immunization level for all tests shown here is 10%. In panel (A), the measured value of *R*~0~ ranged from 1.40 to 3.84. In panel (B), the measured values for *R*~0~ ranged from 2.91 to 5.15. In panel (C), the measured values for *R*~0~ ranged from 3.49 to 7.79. In panel (D), the measured values for *R*~0~ ranged from 2.81 to 4.95.](pcbi.1007897.g005){#pcbi.1007897.g005}

To summarize our results, the rank ordering of the strategies at different levels of missing data was found to be mostly independent of network structure and transmission rate. Similarly, acquaintance immunization strategies were found to be significantly more robust to missing data than the typical benchmark strategies requiring global information. In particular, acquaintance immunization that leverage the intervention for targeted data recovery were found to improve with higher levels of missing data, unlike any other approaches.

Discussion {#sec022}
==========

In this paper, we have produced and implemented a method of comparing both global and stochastic targeted immunization strategies under conditions of imperfect data. Nearly two decades of research suggest that these types of strategies would be of considerable help in reducing the spread of contagion. Our research represents an important step in reconciling past research with the common reality of imperfect network census coverage---introducing a method to formally examine the intuitive notion that strategies which perform well under perfect conditions may be ineffective when there is missing data. While missing data is ubiquitous in network science, this reconciliation is especially important in contexts where data collection is difficult, such as when dealing with vulnerable hidden populations, networks based on unobtrusive observation, and in projects with limited resources.

Our most consistent finding is the clear superiority of targeted immunization over random immunization, even at very high levels of missing data (e.g., 80% missing nodes). This suggests that targeted immunization strategies are useful even in cases where the prospects for complete network data are relatively poor---a positive sign for the applicability of targeted immunization strategies.

We also find that missing data generally leads to higher outbreak levels, with some strategies more affected by missing data than others. For example, betweenness and both degree strategies perform best at low levels of missing data, but tend to converge with other strategies as missing data increases. Additionally, at very high levels of missing data, our three variants of acquaintance immunization---(*G*′, *G*), (*G*, *G*) and $\left( \overline{G},G \right)$---outstrip both degree strategies and betweenness immunization and have the lowest outbreak sizes relative to other strategies.

Importantly, the variant $\left( \overline{G},G \right)$ which couples immunization with additional data collection, often performs as well or better than acquaintance immunization with complete data (*G*, *G*), while relying on nodes in the incomplete sampling frame. This important result stems from the fact that the targeted immunization procedure is leveraged by $\left( \overline{G},G \right)$ as a targeted data recovery scheme. Moreover, this strategy was the only one that was able to perform better with higher levels of missing data. This result opens up a promising new avenue of research for targeted data recovery in networks with missing data, an idea which could be powerful even beyond immunization problems. And at the very least, this idea stresses the importance of at least acknowledging that the available data might be incomplete.

Overall, while some strategies are more sensitive to missing data, they still may be an optimal choice over more robust strategies. This is the case as the less robust strategies tended to be more effective when missing data were low. We claim the following. First, the relative effectiveness of an immunization strategy with full network knowledge does not accurately predict its relative effectiveness with incomplete data. Second, immunization strategies which do not need global data may still be affected by incomplete sampling frames and local data. Third, even when stochastic strategies use perfect information, a less robust strategy, like betweenness, may be more effective at many levels of missing data and immunization coverage. Finally, the relative effectiveness of a robust strategy compared to a non-robust strategy is context specific. The choice is rarely so simple as global versus stochastic, with the optimal strategy depending heavily on the level of missing data and the immunization coverage.

Our results are based on a wide range of scenarios, but we hope to see future work extend our analysis, considering other immunization strategies, different network topologies, different outbreak models, coevolution of outbreaks and interventions, missing data related to the infection status of participants, and other different types of missing data including non-random missing nodes and edges \[[@pcbi.1007897.ref032]\]. Our method is designed with versatility in mind, and can be easily generalized to have the complete portion of the data originate from any sampling process. It is also easy to accommodate a wide variety of biases and other complications. This allows our method to address the larger problem of immunization of partially-observed networks. Betweenness centrality, for example, is difficult to measure accurately when the network is small and the missing nodes are central to the network \[[@pcbi.1007897.ref078]\], and may prove ineffective as an immunization strategy under such conditions. Future work should thus consider the effect of missing central nodes on the effectiveness of different immunization strategies.

There are a number of practical implications for our study. Researchers "in the field" should, ideally, pay attention to both the effectiveness and robustness of the proposed immunization strategy. A researcher should not necessarily avoid a strategy that is affected by missing data (like degree or betweenness) as it still may be the best overall choice, better than more robust strategies. While our model still involves a number of simplifications, a researcher could use our results as a rough guide to consider this tradeoff. Armed with local knowledge of their particular population, sampling methods, and immunization logistics, including how the contagion spreads, the nature of the missing data, and the nature of what constitutes an immunization, one could adapt our methodology with more specific models for the outbreak (e.g. Refs. \[[@pcbi.1007897.ref079], [@pcbi.1007897.ref080]\]), for the missing data (e.g. types \[[@pcbi.1007897.ref032], [@pcbi.1007897.ref048], [@pcbi.1007897.ref081]\] or estimates \[[@pcbi.1007897.ref045], [@pcbi.1007897.ref082], [@pcbi.1007897.ref083]\]), and for an immunization campaign (e.g. incorporating imperfect immunization and ongoing immunization during an epidemic) to determine an optimized subset of nodes to immunize. The hope, more generally, is that a team designing an intervention in a real-world scenario could use our results (and similar/future work) to inform both the data collection and intervention campaign. To this end we have made the code used to produce these simulations publicly available.

Supporting information {#sec023}
======================

###### Supporting information.

**Additional analyses and figures to support the results of the paper**.

(PDF)

###### 

Click here for additional data file.
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**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: This manuscript examines the spread of contagious elements in a network population. This is a simulation based study in which the authors examine eight different immunization strategies over a network with variable vaccination rate, transitivity, and information on the network itself. They then apply an epidemic model over many stochastic realizations to assess mean final epidemic size. They find tradeoffs, particularly in acquaintance immunization between information required and robustness to missing data. These results could be applicable to a number of epidemic settings.

Between the main text and supplement, this is a very dense manuscript. This is somewhat the manuscript's weakness as there is a good amount of notation, while the manuscript strives to provide a general approach to contagion phenomena. However, there were multiple times in the manuscript where I was uncertain what exactly was being modeled and, therefore, the key implications of the results. My main reservations are based on how the epidemic model was formulated over the network, and what approximate disease and population were being examined. Honing in on modeling a specific setting would strengthen the manuscript.

Major points:

1\. In section 2.4 and beyond, it was unclear to me what situation / disease was being modeled. There is a substantial discussion about HIV spread in section 2.1, and the networks utilized seem based on that, so I assumed the disease being modeled was HIV. However, a Susceptible-Infected-Recovered model was used. Disease-specific time units aren't mentioned here, but if one supposes they are in days the infectious period is 5 days which would indicate more of a childhood disease or a flu-type pathogen. The authors do utilize a range of parameters, but they are not so drastically different. Depending on this, it's unclear how appropriate the chosen base network is. For example, childhood diseases will require more information on classroom, household location and sibling, age, and school (see Hagelloch data and manuscripts from Groendyke & Welch). These networks will certainly be different given children vs adults mixing patterns. Without knowing how R0 was calculated, it was unclear how transmissible a pathogen was being discussed, which was then hard to reconcile with the vaccination levels of 2.5% to 10%. For some diseases / populations / eras this could be possible, but given something like a flu or measles, we may expect these to be much higher, up to 50% or even \> 90%. I also wasn't sure if these vaccination levels were sustained throughout the epidemic duration. Lastly, I assumed vaccinated nodes were moved to the 'Recovered' class of the model, but then is everyone assume to be susceptible at the start of the epidemic? Overall in this section I had trouble following what specific pathogen / population was being modeled and it was thus hard for me to interpret the results of epidemic final size.

2\. I understand plotting constraints given the many scenarios, but it seems necessary to add some measure of variability to these final size estimates given the stochastic nature of network epidemic models. From a practical point of view, this is important as if a particular strategy leads to a particularly long distribution tail, e.g., "super-spreaders" a la Lloyd-Smith, 2005, that may be an undesirable result for those planning an intervention strategy. A relatively simple summary static such as fitting negative binomial distributions to the epidemic final sizes would be beneficial as a result. The caption for Figure 2 does mention that 95% CIs were smaller than the marker size which, given the stochastic epidemic model on a network, seems slightly unusual.

3\. The problem of missing data seems two-fold. There is the case where information on particular nodes in the network are missing, which is discussed here. But there is also the case of missing epidemic information. This may be incorporated into missing node information itself, but it seems there could be a very likely scenario where you have information on node X in terms of their contacts and connectivity, etc. However, in a real world setting you may not necessarily know if X gets infected and then spreads. Could this be incorporated into this model? I'm not necessarily suggesting to do that here, as there are many results discussed, but a discussion, and more clear description of the assumptions (e.g., 100% reporting), of this topic in the discussion section may help target the manuscript to the type of epidemic scenarios for which these results would be most applicable.

Minor points:

Line 23: Unclear phrasing at the start of the sentence: pathogens are not inherently negative.

Line 33: Immunization maybe should be changed to intervention if reduction of contact is included

Line 216: Unclear what 'attempted to saturate the population' means

Line 231-238: It would be helpful to give a real world example of what a low transitivity (0.01) network would represent

Line 246: Does clustering mean the same as transitivity here? If so I would use consistent language

Line 383: How was vaccination implemented into the SIR model? Is there vaccination during the course of the epidemic? If so, is it targeted? If not, it may be worthwhile to mention that in the discussion section as a limitation.

Line 383: The actual model uses immunization as vaccination, but the language in the introduction states that immunization is any intervention. This language should be standardized throughout the manuscript

Line 395-399: What are the time units here? What is the R0 of the pathogen, and how is it calculated?

Description of the SIR model: when does the epidemic end?

Figure 2 caption: What does it mean for a strategy to not be able to converge to an immunization level?

Figure 2: What was the epidemic size in the absence of any intervention strategy? If it was for example 90% of the population, then the random intervention may be still somewhat impressive. But again this depends on what disease is being modeling here.

Final paragraph for the discussion: will code be made available to adapt this analysis to other situations, networks, and models?

Reviewer \#2: This paper examines the optimal way of allocating vaccinations among a population when the transmission network over which the disease spreads is known, but with error. A large body of previous work over the past 20+ years has focused on optimal vaccination strategies when resources are limited, but has always assumed that everything about the network is known. In parallel, a large body of work from network sciences has focused on estimating network properties in an unbiased way when there is missing data and different biases in sampling strategies. This paper combines these two ideas to understand what network-based vaccine distribution schemes are optimal when networks are imperfectly sampled.

Overall I think this is a really nice addition to the field. The authors clearly show that some network-based vaccination strategies are still way better than random allocation strategies even under realistically high levels of missing data. They show how the optimal strategy depends on some properties of the network, the nature of the missing data, and the details of how the network is used to allocate the vaccine. Their methods are easy to follow and the introduction is a very thorough review of the field. This paper is an important step in connecting the mainly theoretical work done on vaccine allocation with the real-world constraints of mapping out risk networks for real diseases.

I have a few specific comments that are included below. Overall, my more major concerns are the following:

1\. Some parts of the paper are really wordy and it takes a really long time to get through. This includes the introduction (Section 1) and the Materials & Methods (Section 2). And the Results section reads more like a Figure caption than an appealing narrative of some very nice findings! I think that all of this could be a lot more concise and reader-friendly with some careful editing.

2\. The results section of the paper is pretty small compared to the lead up. I don't think the conclusions are adequately explored for their relevance in slightly different scenarios. I think that the authors could easily explore a few more scenarios to fill out this section to the size normally expected in a PLoS Computational Biology paper. For example, why not explore some other network structures that are very different from the Colorado Springs network? Why not consider some other infection models, like SIS? These are mentioned in the Discussion as future work but would be more appropriately included in this manuscript

More specific (minor) comments:

\* The Author Summary is just as technical as the Abstract - not appropriate for a lay scientific audience

\* Introduction:

\* This section is VERY long

\* Line 25 - Papers from year 2000 would not be characterized as "recent work" by most people

\* Most of these citations are to extremely theoretical papers by physicists. Do you have any examples of people in the field of infectious disease epidemiology considering network-based immunization strategies? Can you convince the reader that there any real world practicality to such ideas? I'm not sure just citing papers of immunizing healthcare workers counts. This is an entire group of people, and doesn't really use any specific concept of networks.

\* Materials & Methods

\* Overall this section is very wordy. Could be shorted by just writing more concisesly, and with some details moved to figure captions

\* Figure 1. Caption needs more details. Does a degree here correspond to either a close friendship, sexual contact, or drug co-use, or just one of these relationships? Also there is a big enough population size that it would be clearer to have each degree as its own bin instead of two degrees per bin, so it would be clear how many individuals have zero vs one vs two degree, etc. It would also be nice to show an image of the graph structure. Degree distribution doesn't fully capture the structure of a network, like how much clustering there is.

\* It would be also worth mentioning re the Colorado Springs network that HIV is only one of the many infections that is commonly spread by persons with infection drug use; Hep A, B, and C, as well as other STDs, are also common in these populations

\* And PWID stands for "PERSONS who inject drugs"

\* Line 292 - Degree immunization - It's not totally clear what you mean when you say "selects nodes based on network degree". Do you rank based on network degree then choose the top X? What if there are ties? Or is selection random but proportional to degree? Directly proportional to degree or on a log or other scale? Same question for some of the other strategies

\* Section 2.3: Are there ever scenarios in which edges are missing at random, even though the nodes they may be connecting are in the network?

\*

Nice descriptions of the different immunization strategies

\* Do you also consider immunization under FCD and RDS, as the previous papers you cited around line 170 did? Just to repeat their results and compare to yours to be as comprehensive as possible?

\* Section 2.4: I'm a bit confused by the description of the SIR model. First, you say individuals \"pass the infection to all of their nearest neighbors in the network". However, that is not a correct way to simulate a stochastic infection model. Each infected node should have a constant probability (gamma) of recovery per unit time, and each susceptible node should have a probability dependent on its number of infected neighbors (beta\*n_infected) of becoming infected. The exponentiated equations the authors write involving time period Delta only hold if time Delta is very small, such that the probability that more than one event happening in the same time interval is negligible (e.g. there is no chance that an infected neighbor will recover before it infects you)

\* Results

\* This section reads like a figure caption. It would be much clearer to describe the FINDINGS, not narrate the graphics (e.g. what is on the x vs y axes)

\* Figure 2 caption: Include explanation of abbreviations in legend, e.g. S.R.D = Self-reported degree

\* Figure 2/3/4 all look really similar. Is there not a more creative way to show some of these trends? For example, if you want to show the effect of changing transitivity, make a graph with transitivity as the x axis. Same could be said for % immunized. I personally would find it more intuitive if the y axis on all the graphs was not final infection size but the opposite, e.g. % not infected, so that higher values would be "better". It seems like the main trend of interest to someone designing a vaccination strategy is % reduction in infection vs % immunized, and how this trend depends on details of missing data, immunization strategy, and network structure, so it might be more intuitive to present the data this way.

\* I think there are many times when you cite Figure 3 but you really mean to cite Figure 2.

\* I found the results section rambling and hard to follow. Instead of starting each paragraph with "Figure X shows ...", start with a topic sentence summarizing a finding you observed, e.g. "Random immunization was the worst strategy at every level of immunization coverage and missing data". If the finding is seen in a particular figure, add it as a reference, e.g. "(Fig X)".

\* Discussion

\* Overall, very nice

\* Line 609: I don't think you have defined yet what you mean by robust vs efficacious

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: No: I could not find an attachment or link to the data.

Reviewer \#2: No: This is a modeling paper, so not really much data. However data for the Colorado Springs network used should be provided.
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If you choose "no", your identity will remain anonymous but your review may still be made public.
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22 Apr 2020

Dear Dr. Hebert-Dufresne,

We are pleased to inform you that your manuscript \'Immunization Strategies in Networks with Missing Data\' has been provisionally accepted for publication in PLOS Computational Biology. Please do note, however, that both reviewers had a few minor suggestions and recommendations. Although acceptance does not hinge on your implementation of these suggestions, we encourage you to consider them carefully.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Corina E. Tarnita

Associate Editor

PLOS Computational Biology

Rob De Boer

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: This manuscript examines the spread of contagious elements in a network population. This is a simulation-based study in which the authors examine eight different immunization strategies over a network with variable vaccination rate, transitivity, and information on the network itself. They then apply an epidemic model over many stochastic realizations to assess mean final epidemic size. They find tradeoffs, particularly in acquaintance immunization between information required and robustness to missing data.

This revision contains a substantial reworking of the text as well as additional analyses. The supplement is very complete with multiple transmission and network scenarios. In particular, the focus of the manuscript has been made much clearer and the Intro, Methods, and Results section have been streamlined to this end. Methods section 2.4 is much clearer. The inclusion of R0 in each scenario is useful. In particular, I appreciate the addition of section 2.2 Analysis of variability of outbreak sizes in the Supplement. The 50% immunized scenario is useful as well. The very different Add Health network is a useful comparison.

Overall, all of my concerns have been addressed. I only have a few minor points, mostly issues of clarity in the introduced text, as follow:

Minor points:

Line 33 in intro: It would be helpful define "MSM" here

Line 373: The extra information on calculating R0 is helpful (both in the text and response letter), I would just add a reference to the software itself at the end of line 374.

Line 425: "were" should be "was"

Line 462: "summarizes" should probably be "summarize"

Line 470: "transmissibility" may be more accurate than "infectiousness" since beta is being varied

Line 594: I noted, and understand, that processing the new code at publication quality prior to the resubmission was a time consuming task --- hopefully this still possible for the final version of the manuscript. A reference or link to the code here would help the research community further utilize these results.

Figure 1 caption: If I'm understanding correctly, the last sentence seems redundant with the first

Supp Fig 23 caption: The last sentence of this caption is unclear

Reviewer \#2: The authors have addressed all of my concerns from the first round of reviews, and I believe they have adequately addressed all the other reviewer\'s concerns as well. The paper now looks great.

The only remaining suggestion I have is that it is strange to have a section title including the phrase \"SIR diffusion model\", because the SIR model is an infection model, which is not mathematically the same as a diffusion model, so this is quite confusing

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: No: There is no new data in this paper, but authors should probably provide a link to a repository with the code used to generate the main results, as well as the network structures

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No
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30 Jun 2020
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Dear Dr Hebert-Dufresne,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol

[^1]: The authors have declared that no competing interests exist.
