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               玖珠川水系の流量予測の試み
                                    荒 畑 恵美子
 九州の福岡県，大分県，熊本県にまたがる玖珠川水系の流量予測を試みた．流量に関連するデータは，
ダムおよび河川の水位，発電量等である．連接水系のすべての河川の水位を観測しているわけではない
ので，流量の推定に困難が生じる．
 各時点で，各々のダム貯水池での流量の入出力関係をモデル化すると，パラメータ数がデータ数より
多くだる．この不足するデータから流量を推定するために，スムースネス・フライヤを導入して，ベイ
ズモデルを構成した．この推定法を実装化するため，モデルを状態空間表現し，カルマンフィルタを用
いて計算するプログラムを作製した．このとき，観測データ不足を補うため，2次の階差を観測方程式に
加えダミー・データとして，零を与え，推定の安定化を計った．
 これは，統計数理研究所，九州電機製造株式会社，大阪大学との共同研究の一部分である．
山下法とFremd法について
                                    土 谷   隆
 Karmarkar［1コが線形計画問題に対する射影変換を用いた多項式オーダーの内点法を提案して以来，
線形計画問題の内点法に関して精力的な研究が進められている．いわゆる標準形の線形計画問題の双対
問題＜D〉（m変数m制約式）：
             min c㌦一。o，     subject to 〃κ≦ろ，
                A∈R”xm，κ，C∈”，ろ∈Rm
（m〉mでλのrankはm；制約領域は空でなく有界；解は非退化で目的関数の最小値。。をOとする．）
については，山下とFreundによって，独立に，射影の概念を用いた多項式性を持つ解法が提案されてい
る（［2コ，［3］）．これら2つの方法は，＜D〉を解くことを＜D〉に対する1og potentia1関数
              ！（κ）＝m109（0㌦一0o）一109π（λ㌦一ろ）
（πoでベクトル。の各要素の積を表す．）の最小化として捉え，最小化問題を解くために射影を用いて
＜D＞を変換する（1ogpOtentia1関数の値を不変に保つような射影変換）点において類似しているが，そ
の変換，方向の導出法は全く異なる．しかし，山下法を（その本質は損なわずに）若干修正したものと
Fremdの方法とは同一の方向を与える．本発表ではその事情を明らかにし，2つの方法が，r＜D〉を同
次化した線形計画問題＜DH〉：
     min c土z－o．z。，     subject to 〃z≦加。，     z∈”， 励∈沢
に関する1og potentia1関数
            ム（2，zo）＝m1o9（ofz－oo宕。）一109■（λ‘z一ろzo）
に対し，＜DH〉に関する1ogbarrier関数109n（〃2－5z。）のHesse行列を計量とする最急降下法を行っ
ている．」あるいは，r〈DH〉に対してAd1er－Karmarkar法を適用している．」と考えることによって統
一的に捉えられることを示した（［4コ）．さらに，これらの方法とKarmarkar法自身とのより直接的た対
応を見いだし，山下法，Fremd法がKarmarkar法自身と，ある意味で等価なものであることも明らか
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にした．また，同次化した問題＜DH〉に対するAd1er－Karmarkar法の微分方程式版の平衡点について
考察し，もとの問題＜D〉が非退化であれば，原点を除く〈DH〉の解（これを知ることは＜D〉の解を
知ることと等価である．）の各点が安定平衡点になっていることも示した．
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LPの新解法の実装化
                                    上 田 澄 江
 線形計画問題の実装化について述べる．
  主問題： Max o土κ
       subject toλκ＝ろandκ≧O
  双対問題：Minがツ
       subject to．4‘ツー。≧O
       （ここでλ∈児舳η，κ，0∈”，ツ，ろ∈Rm，m＜m）
の解法においては次のような線形方程式を解くことが必要となる（Tanabe（1987））．
（．∵）（宝）一一（二）
f列えばD，∫，9は
            D＝〔〃y－o〕／／κ〕∈沢舳，  〔〕：対角行列
            ∫＝〃ツー。∈”
            £＝ろ一ル∈Rm
の形をしている．
 通常のプログラミング手法によればこの係数行列に対して（m＋m）2のメモリと，分解と求解に際し
て（（m＋m）3＋2（m＋n）一3）／3と（m＋m）2回の計算を要する．これはλ＝〔γ：0〕Z－1とQR，LU，SVD
分解などによってλをnu11space decompositionすれば（Tanabe（ユ98ユ，1988）），mmのメモリとたか
だかm3＋m2（m－m）十m（m－m）2＋（m－m）3回の計算量となる．特にλがスパースであるときには，行
列の積形式を用いてLU分解を行うことによりスパース性がかたり保存され，リスト構造による需要素
のアクセス回避に伴って演算量・精度の面で，大規模問題の場合には効果的である（大附他（1976））．ピ
ボット選択は，新たたm－inが起こりにくく，また精度の低下を招かたいようにすることが重要となっ
てくる．ここでは非零要素数が最小の列で，かつその中の絶対値最大の要素をピボットとして選択した．
 行列λが蜜の場合には，一般的なハウスホルダー変換やグラム・シュミット法による分解を用いるの
が得策である．
例：M・・（貞灼）
subject toλκ＝ろandκ≧0
