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We prove tightness of C,,, capacities on a Banach space E. These capacities are 
defined in terms of measures on E which are not necessarily Gaussian. Our methods 
are purely analytic and completely different from earlier approaches which were 
implemented under more restrictive assumptions, ‘0 1992 Academic Press, Inc. 
In this paper we prove the tightness for each member of a family 
{C, : 1 < p < 00 } of capacities over a separable, infinite dimensional 
Banach space E. These generalize (for r = 1) the C,, capacities over 
Wiener space introduced by Malliavin [ 171. The C, p capacities are, in 
turn, infinite dimensional analogues of Bessel capacities on R”. For a 
reference on Bessel capacities, we direct the reader to the recent book by 
Ziemer [24]. 
The tightness of C, is a powerful property which compensates for the 
fact that E is not locally compact if E is infinite dimensional. For example, 
using the tightness of C,. on Wiener space, Sugita l-211 proved that every 
positive generalized Wiener functional is a measure, which is the analogue 
of the theorem that every positive Schwartz distribution on R” is a 
measure. For further recent work related to the tightness of capacities on 
Wiener space we refer to [ 1, 21 and, in particular, to [9, lo] including the 
references therein. When p = 2, our capacity is precisely the capacity 
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associated to a Dirichlet form as in the work of Fukushima [ 111. In 
[ 1543, the tightness of this capacity has been used in an essential way to 
extend Fukushima’s construction of an associated diffusion process to 
possibly non-locally compact state spaces E. In fact, this tightness is 
essentially equivalent to the existence of an associated diffusion; cf. [4, 
Theorem 2.7; 16, Theorem 1.11 and see also [3]. As an application one 
obtains solutions of certain stochastic differential equations in infinite 
dimensions [S]. The proof of tightness in [ 151 required a considerable 
amount of work and was only possible under additional technical assump- 
tions. In [20], however, the associated diffusion was constructed directly 
without using tightness explicitly and avoiding any additional assumptions. 
On the other hand, it has been shown in [ 161 by probabilistic means that 
the existence of an associated diffusion always implies tightness for p = 2, 
thus giving tightness of C2 in the general situation considered in [20]. In 
this paper we generalize the latter result in essentially two ways: First, we 
prove tightness directly by analytic means, without assuming the existence 
of an associated diffusion. Secondly, our approach entails the tightness of 
C, for arbitrary p > 1. Our means are close to those in [20] and are 
entirely different from those in [ 151. We expect that our method can be 
adapted and used to prove rigorously the existence of certain diffusions on 
loop spaces (cf. [ 131). 
We note that in finite dimensions, there are two approaches to defining 
the Sobolev space W’,p, one involving a convolution kernel and the other 
directly in terms of the gradient [24]. These lead to the same space with 
two distinct but equivalent norms, and hence also to two distinct but 
equivalent capacities. On Wiener space we also have two approaches to 
Sobolev space, one via convolution with the Ornstein-Uhlenbeck semi- 
group and the other in terms of a gradient. The fact that both ways lead 
to equivalent norms (and capacities) is known as Meyer’s equivalence 
[23]. In general, when the underlying measure is non-Gaussian it is not 
known whether these two approaches always result in the same space (see 
however the discussion in [ 191, in particular Section 3). In this general 
setting, the semigroup method and corresponding capacities are considered 
in [ 12, 14,221, while in the present work we take the gradient approach. 
1. THEP NORM 
Let E be a separable Banach space and p a finite measure on (E, c49), 
where g is the collection of Bore1 subsets of E. We let E* denote the 
topological dual of E. We suppose that there is a Hilbert space 
(H, ( ., . )H) continuously embedded into E, so that by duality we have 
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E*T.H*- ‘v H, for some continuous linear map T. Notice that T is a 
one-to-one map if H is dense in E. 
We define a core of smooth functions on E by setting 
SC; = {u: u(z) =f(Z,(z), . . . . Zk(z)) for some k 2 1, 
f~ CT(R?) and 1,, . . . . I, E E*}, 
where CT(@) denotes the set of infinitely differentiable functions with all 
partial derivatives bounded. The space 9F is the corresponding set of 
equivalence classes, where two functions are equivalent if they are equal ,D 
almost everywhere. We define a gradient V on 9;CF by setting 
(vu)(z) = i (~,f)(l,(z), . . . . b(z)) Tl,, 
i=l 
so Vu: E + H is again a smooth bounded function. Notice that if we define 
the partial derivative in the direction k E H, as 
u(z + sk) - u(z) 
z E E, 
s (1.1) 
then Vu(z) is the unique element in H such that ((Vu)(z), k)“= 
((8/8k) u)(z), for all k E H. This shows that V is well-defined, as (1.1) is 
independent of the representation used for u E SC:. In order that our 
gradient be well-defined on /q we also need the following assumption, 
u = v ,u-a.e. implies Vu = Vu p-a.e. 
This will hold, for example, when the support of p is the whole space E. 
Now suppose A is a fixed measurable function from E into Y(H) (:= all 
bounded linear operators on H) such that j IIA(z)ll S(H) I < co. We 
define the operator D: FT-+ LP(E+ H; p) by 
(Du)(z) = A(z) Vu(z). 
We assume that the operator D is closable on Lp(p), and let D, be the 
domain of its smallest closed extension D. We will continue to express 
(h)(z) as A(z)%(z) for UE D,, although we don’t give any separate 
meaning to the gradient VU for functions u outside of the core G. For 
sufficient conditions for the closability of D we refer to [6] and in 
particular to [S, Sect. 31, if p = 2. For p # 2 and A = id,, see [ 15, end of 
Sect. l] which generalizes as in [S, Sect. 31 to A # idH. 
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Since d is closed, the space D, is complete with respect to the graph 
norm, 
l141p={jEl.(4 
VP 
p + llA(z) Wz)ll “H AdzI 
1 
Thus U, is convergent in D, if and only if u,, is convergent in LP(E; p) and 
AVu, is convergent in LP(E + H, p). Here, and for the remainder of the 
paper, we assume that 1 < p < co. 
The next two lemmas are about the functional calculus for the p-norm, 
and will be used in proving our main result. We start with establishing a 
chain rule whose proof is similar to the finite dimensional case. We include 
the proof for the reader’s convenience. 
LEMMA 1.1. Zf 4 is a C’ function on R with bounded derivative, and 
UE D,, then qS(u)eD, and 
-4(z) V4(u)(z) = d’(u)(z) A(z) Vu(z) p-a.e. 
Proof: The result is certainly true for u E SC;, our task is to extend it 
to functions in the closure D,. To that end, let us take an arbitrary u E D, 
and a sequence {u,} E SC; so that IIu,, - uI\ p + 0. By taking a sub- 
sequence we may assume that u, + u p-a.e. Now consider the sequence 
{#(Us)}. Since 4 has bounded derivative we have Ib(x)-4(y)l <c Ix- yl 
for some constant c and thus 
Mu,) - 4(dl G c I% - GIL 
and so {4W> converges in Lp to 4(u). Also, 
V4(U”) --V&4 = {tf(un, - d’bL?H vu, + 4’h?JPk -%I1 
so 
Let’s look at the first term on the right hand side. Since u, converges 
pointwise and 4’ is continuous, we see that @‘(u,) -&(u,)lp converges 
boundedly pointwise to zero. Since IjAVu,II $, converges in L’, the product 
zp-’ W(u,) - ~‘(hn)l p II-JmIlI Tf converges to zero in L’, which takes care 
of the first term. The second term is bounded by a constant times 
Il4Vun -%Jll 5, which by hypothesis, converges to zero in L’. Thus 
d(u,) is Cauchy in Lp and AVd(u,) is Cauchy in LP(E -+ H, /J) and so 
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{$(u,,)} is Cauchy in D,. Since 4 is closed, we conclude that 4(u) E D, and 
almost everywhere we have 
AVd(u) = lim AV&u,) 
n 
= lim #‘(u,) AVu,, 
n 
= d’(u) AVu. 1 
LEMMA 1.2. Zf u, u E D,, then (u v u) E D, and 
IIAV(u v o)ll pH< sup{ IIAW pH, IlAW $,I. 
The same result holds for (u A v). 
Proof. The result is obtained by considering smooth approximations to 
the “sup” function It/(x, y) =x v y, and taking limits. Notice that we can 
express (x v y) as (1/2)(x + y) + (l/2) Ix - yl, so it will suffice to find a 
smooth approximation to the absolute value function. 
Let f: R + R be the absolute value function, i.e., f(x) = 1x1 and set 
f6=jd * f for 6>0 where j,~c,“(R), jjb= l,j,(x)=j,( -x), and j, has 
support in the interval 1x1~ 6. We note that as 6 -+ 0, f b converges 
boundedly pointwise to the function x H sign x. 
Finally we define I++&: R*+ R by 
ICla(x, Y) = 4(x + y) + if& - y). 
Notice that l$Jx, y) - (x v y)l < 6 everywhere. 
By the previous lemma, we know that if U, u E D,, then tja(u, u) E D,. Let 
6, be a sequence of positive numbers converging to zero. We want to show 
that { $a,(~, u)} is 11 .I1 ,-Cauchy. 
Since IJ/a,(u, u)- (u v v)l < 6,, it follows that rja,(u, u) converges to 
(U v u) in LP(E; p) as n -+ co. Also we note that again by Lemma 1.1, 
IlAW&> u) - AWa,(u, ~111 T, 
= ; {f;n(u-u)-f;,(u-I:)}(AVu-AVu)l~p 
I/ H 
which goes to zero in L’ as n, m + co. Therefore { t,Gb,(u, II)} converges in 
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D, and since its pointwise limit is (U v u) we conclude that (U v u) E D,. 
Now, for any n 2 1, 
AV~&,v)=~{AV24+AVo}+~{f&“(24-v)(AV24-AVo)} 
= (f + ff&,(u - u)) AVu + (4 - &(u - 0)) AVv. 
Letting n + co we see that AV(u v v) is a convex combination of AVu and 
AVv, and conclude that 
IIAVu v u)ll T, G IlAW T, v IIAWI 5. I 
The geometry of the Banach space D, will enter into our proofs in the 
next section, what we’ll need is the fact that D, is uniformly convex. Now, 
it is known [ 181 that LP(E, p) and LP(E+ H; p) are uniformly convex 
for p> 1, and also [8] that the product space LP(E; p)x LP(E+H;p) 
equipped with the norm 
Ilk Y)ll = 1 II-d PLP + IIYII pLP(E4p 
is uniformly convex. Since (D,, 11.11) is a closed linear subspace of the 
above product space it is also uniformly convex. In particular, the 
Banach-Saks property holds: If (un} is bounded in D,, there exists a 
subsequence of {u,} whose arithmetic means converge strongly in D,. 
2. THE ~-CAPACITY 
The capacity associated with the p-norm is defined first on open sets U 
by 
C,(U) = inf{ llz4ll c: u E D,, u 3 1 p-a.e. on U}, 
and on arbitrary subsets B of E by 
C,(B) = inf{ C,( U): U open, U 1 B}. 
The fact that the capacity of B can be approximated from above by the 
capacity of open supersets will be referred to as the right continuity of C,. 
Since the constant function 1 belongs to 5CF and hence D,, and satisfies 
Vl = 0, we find that CJ U) < II 111; = 1 for any open set U. By right 
continuity, the same is true for any set B, i.e., C,(B) < 1. 
We will now explore the properties of the set function C,. For reasons 
mentioned in the Introduction we cannot use the results in [12] directly. 
Therefore, we include some details below. Our first result shows that C, is 
finitely subadditive. 
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LEMMA 2.1. If B, and B2 are subsets of E, then 
CPU4 u 4) G C,(4) + C,(Bd. 
Proof Let U, and U, be open sets containing B, and B,, respectively, 
and f,, fi E D, so that fi 3 1 p-a.e. on U,, fi 3 1 ,u-a.e. on U, and 
Ilfill; G C,(B,)+G IIfiIIP<q~Z)+~. ’ 
By Lemma 1.2, the function f, v fi E D, and clearly f, v f2 2 1 p-a.e. on 
U, v U, which is an open superset of B, v B,. Also, 
Ifi vf21PG If,l”+ IfA" 
and by Lemma 1.2, 
Il‘wf, v fiJII”,< II~VIIP, v llmll”, 
6 IImf*ll”,+ llmfill”,. 
Adding these inequalities together and then integrating with respect to p 
yields 
Ilfi vf2Il::G Ilf,ll::+ llf,llg? 
and so 
C,(B, u &I d II fl v fill ; 
6 llfill;+ llfill; 
<C,(B,)+E+C,(B,)+E. 
Since E > 0 is arbitrary this gives the desired result. 1 
LEMMA 2.2. If U, t U, where U, are open then 
Cp(Un)T C,(U). 
Proof: For every n > 1, let f,, E D, so f, 2 1 p-a.e. on U, and I/ f,ll; 6 
Cp(Un)+c,, where a,,>0 and s,-+O. 
We have C,(U,)d Ilfnll~< C,(U,)+c, so that IIfnl/;+sup, CJU,) as 
n + 00. In particular, the sequence { fn} is bounded, so by passing to a 
subsequence, we may assume that the arithmetic means w, = (l/n) x;= I f, 
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converge in D,. Let w denote the limit. We see that w > 1 p-a.e. on U, 
and so 
C,(U)6 Ilwll;=lim IIwJ; 
n 
= sup C,( U,). 
n 
Since the opposite inequality is trivial, we get the result. 1 
LEMMA 2.3. Zf B, are arbitrary subsets of E, then 
ProoJ: A combination of the previous two lemmas gives the result for 
open subsets and the general case follows easily from right continuity. i 
We now find that C, is a Choquet capacity, i.e., 
(i) If B, E B,, then C,(B,)< CJB,). 
(ii) If B, t B, then CJB,) f C,(B). 
(iii) If K,, are compact and K,, 1 K, then C,(K,) 1 C,(K). 
Property (i) is trivial and (iii) follows easily from right continuity. Proper- 
ty (ii) is not so easy (because of the lack of “strict subadditivity”) but can 
be proved using the same steps as in [12]. In order to use the arguments 
of Fukushima and Kaneko we must use the fact that C, is subadditive and 
that the space D, has a dense subset of continuous functions, namely 
9z Indeed, as a bonus, these continuous functions give Lemma 2.4 
below on quasicontinuous functions, again using the arguments in [ 111 (cf. 
Theorems 3.1.3, 3.1.4) or [lo, 121. 
DEFINITION. A function u on D, is said to be p-quasicontinuous if, for 
any E > 0, there exists a open set U with C,(U) < E so that u restricted to 
E\U is continuous. 
LEMMA 2.4. Each u E D, has a p-quasicontinuous modification, denoted ii. 
Furthermore if u, is a sequence of p-quasicontinuous functions converging to 
TIGHTNESS OF CAPACITIES 9 
u in D,, then there exists a subsequence u,,~ so that jbr any E > 0, there exists 
an open set U with C,(U) < E, so that u,,~ converges uniformly to u on E\U. 
3. TIGHTNESS OF C, 
The fact that C, is a finite right continuous Choquet capacity on a 
Polish space implies that every Bore1 set is capacitable (cf. [7, Chap. IX, 
Sect. 6, Theorbme 6 and Proposition l]), i.e., for every Bore1 set B we have 
C,(B) = sup{C,(K): Kcompact, KGB}. 
Applied to the whole space, this says that 
C,(E) = sup(C,(K): Kcompact}. 
However, in certain applications (for instance, the construction of an 
associated diffusion when p = 2), it is essential to have the stronger result 
that for any E > 0, there exists a compact set K, so 
In other words, there is a sequence of compact sets which exhausts the 
space in capacity. This property is known as the tightness of the set 
function C,. Our main result is Proposition 3.1 where we show that C, is 
always tight on E. 
PROPOSITION 3.1. C, is tight. 
ProoJ Since E is separable, we may choose a fixed countable dense 
collection { yk} in E. For each k B 1 choose lke E* so lIlkIIE. = 1 and 
Ik(yk)= lIy,ll,. It follows that ll&=s~p,~. l,(z). Let ~EC,“(R) be an 
increasing function which satisfies q(x) = x for - 1 <x < 1 and whose 
derivative cp’ is bounded by 1. Fix k and define for each n > 1, an element 
of D, by 
u~(z)=siP cP(lj(z-Yk)) 
j=l 
(cf. Lemma 1.2). Now since E* --% H is continuous there is a constant 
c>O so that IIZYjlj,<c l)IjIIE.=c for all ja 1. Thus by Lemma 1.2 and 
induction 
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IIAVunII pHGsiP lIAVV(~j('- Uk))ll "H 
j= I 
G cp IIA II G(H). 
Now u, converges pointwise and in Lp to 
U&(Z) = dllz - Ykll EL 
and combined with the above estimate on IIAVu,,(I $ this tells us that {u,} 
is bounded in D,. Therefore by passing to a subsequence we may assume 
that the arithmetic means (l/n) x;= r uj converge to vk in D,. Since the 
functions u, are continuous, we apply Lemma 2.4 and conclude that 
vk E D,, vk is p-quasicontinuous, and 
P 
IIAVujllH 
Now for n > 1 define W, = inf;= 1 ok E D,. Using Lemma 1.2 applied to “inf” 
and induction, we again find that 
IIAVw,II “H G cp IIAII c?(H)’ 
and so { w,} is bounded in D,. Again by taking a subsequence we may 
assume that W, := (l/n) xi”= r wj converges in D,. But W, converges 
pointwise on E to zero, since w, decreases pointwise on E to 
izf cp(llz-~~lld=Q 
&=I 
So, by Lemma 2.4 we know that for any E > 0 there is a closed set Fe with 
CJE\FJ<c on which the convergence of a subsequence of (GJ,),,~ is 
uniform. Since { wj> is a decreasing sequence, w, < (l/n) CT= r w,. and so 
w, -+ 0 uniformly on F,. 
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Forany0<6<1/2pickn>l sow,66onF,.Then 
where B(x, 6) = {YE E: [Ix - ~11~6 ). This shows that F, is totally 
bounded and since E is a Banach space, F,: is compact. This gives the 
tightness of C,. 1 
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