Abstract. Let w ∈ L 1 loc (R n ) be a positive weight. Assuming that a doubling condition and an L 1 Poincaré inequality on balls for the measure w(x)dx, as well as a growth condition on w, we prove that the compact subsets of R n which are removable for the distributional divergence in L ∞ 1/w are exactly those with vanishing weighted Hausdorff measure. We also give such a characterization for L p
Introduction
In the past years, removable singularities of bounded vector fields satisfying div v = 0 in the distributional sense have been studied, e.g. by the first author [26] , Silhavy [33] and Phuc and Torres [30] . It has been shown, in particular, that a compact set S ⊆ R n can contain a non void support of the distributional divergence of a bounded vector field on R n , if and only if its (n − 1)-dimensional Hausdorff measure is positive. As a matter of fact, all those results have immediate counterparts for vector fields defined on an open subset Ω of R n , satisfying the equation div v = f , where f is a locally integrable function on Ω, in case the latter equation admits at least one solution in L ∞ (Ω). Given n/(n − 1) < p < ∞, Phuc and Torres in [30] showed a corresponding result for L p -vector fields. More precisely, given an open set Ω ⊆ R n and a locally integrable function f in Ω for which the equation div v = f is solvable in L p (Ω), their results imply that a compact set S ⊆ Ω contains a non void support of the distributional divergence of an L p -vector field in R n , if and only if cap p ′ (S) > 0, where cap p ′ is the capacity associated to the Sobolev space W 1,p ′ (R n ) (see Definition 4.4 below) and p ′ is the conjugate exponent to p verifying 1/p + 1/p ′ = 1. On the other hand, given a (bounded) domain Ω ⊂ R n , it may happen that it is not possible to find a constant C > 0 such that given any f ∈ L ∞ (Ω), the equation
In fact, the existence in this context of an integrable weight w > 0 such that the divergence operator acting from the weighted Lebesgue space L ∞ 1/w (Ω, R n ) to the usual space L ∞ (Ω), admits a continuous right inverse, has been shown by Duran, Muschietti, the second author and Tchamitchian in [13] to be equivalent to the integrability of the geodesic distance (in Ω) to a fixed point x 0 ∈ Ω. Under the latter integrability 1 property, a similar invertibility result also holds when L ∞ 1/w (Ω, R n ) and L ∞ (Ω) are replaced by L p 1/w (Ω, R n ) and L p (Ω), respectively, with 1 < p < ∞. In order to get some understanding of how the introduction of a (locally) integrable weight w influences, in the associated weighted Lebesgue spaces, the set of singularities of a vector field having a prescribed divergence, we shall assume here that Ω = R n and f = 0 in the sequel (leaving the case where Ω is a bounded domain for a future work), and study first (see section 3) the possible sets of singularities of vector fields in L ∞ 1/w (R n , R n ) solving div v = 0 (or div v = f for some locally integrable function f on R n yielding at least a solution in L ∞ 1/w (R n , R n )), and make a similar study in appropriate weighted L p spaces. More precisely, calling L p 1/w -removable any compact subset of R n that does not support any nonzero distributional divergence of a vector field v ∈ L p 1/w (R n , R n ), we show the following result (which combines our Theorems 3.24 and 4.19). In the previous statement, we mean by saying that a weight is 1-admissible, that it is doubling and satisfies a (1, 1)-Poincaré inequality (see Definition 2.2 below), while A p ′ stands for the Muckenhoupt class introduced (see Definition 2.3). Note that any A 1 weight is 1-admissible (see Remark 2.4). Note that H h is the classical (spherical) Hausdorff measure of dimension n − 1 is case w = 1.
A first remark about the previous theorem is that we recover, when w = 1, the result mentioned above stating that L ∞ -removable (compact) sets are exactly those satisfying H n−1 (S) = 0, and similarly in L p . An interesting case covered by our results is the one when the weight w equals +∞ on a "large" set (e.g. on a set of positive Hausdorff dimension) -allowing the vector fields in L ∞ 1/w to have singular pointwise behaviour on this "large" set. More precisely, as an interesting complement to [Theorem 1.1, (i)], we provide examples of A 1 weights w of the form w(x) := dist(x, C) −α , with α > 0, whose singular set C has positive Hausdorff dimension yet is L ∞ 1/w -removable for the equation div v = 0 for some values of α related to the Hausdorff dimension of C and that of the ambient space. This is our Example 3.26.
The proof of both parts of Theorem 1.1 follow the same structure. Sufficient removability conditions are obtained by truncation arguments as in De Pauw [12] and [26] (case p = ∞) and [30] (case 1 < p < ∞), but extra care is needed for we cannot, in this weighted context, rely on straightforward estimates relating the (weighted) perimeter of a ball B of radius r to the integral 1 r B w. Showing those conditions are also necessary for a set S to be removable is done by solving the
for some suitable measures µ supported in S, and showing it might admit non trivial solutions in case S does not satisfy the conditions in question. This is done, as in Bourgain and Brezis [8] and [30] , by using a simple version of the closed range theorem. Note that the case where p = +∞ cannot be dealt with using capacity arguments, see Remark 3.25 below.
The paper is organized as follows. In Section 2, we give definitions and basic properties of p-admissible weights and introduce the notations used in the paper. In Section 3, we study the removability question for the divergence equation for weighted L ∞ -vector fields. In the proofs, we need theory of functions of bounded variation in the weighted case, the weighted Hausdorff measure of co-dimension one, the boxing inequality and a version of Frostman's lemma. Those, as well as some technical lemmas are presented before the main results of the section. Section 4 contains characterization of removable sets for the divergence equation for weighted L p -vector fields. In this section, important tools are weighted Sobolev spaces, different capacities and some tools from the general theory of L q -capacities, discussed before the main results.
Weights and notation
A locally integrable function w : R n → R is a weight if w(x) > 0 for almost every x ∈ R n . We say that the weight w is doubling if there exists a constant C D 1 (called the doubling constant of w) such that for any x ∈ R n and any r > 0 one has:
where B(x, r) denotes the Euclidean (open) ball with center x and radius r in R n and where one integrates with respect to Lebesgue measure. An iteration of the doubling inequality then ensures that one has, for all t > 0:
where s D := log 2 C D is the doubling dimension of the weighted space (R n , w).
, and we let:
In the sequel we shall denote by Lip c (R n ) the set of all compactly supported (real valued) Lipschitz functions in R n . For a weight w, the weighted Euclidean space endowed with the Euclidean metric and the measure dµ = w dx is denoted by (R n , w).
Definition 2.1. Let 1 p < +∞ be a real number. We shall say that the weighted space (R n , w) supports a weighted (1, p)-Poincaré inequality in case that there exist constants C P > 0 and τ > 1 such that for any ϕ ∈ Lip c (R n ), any x ∈ R n and any r > 0 we have:
where we letφ x,r := B(x,r) ϕw and where B ϕw denotes the mean value An important class of p-admissible weights are the A p -weights, which were defined by Muckenhoupt in [28] , where he showed that when 1 < p < ∞, the HardyLittlewood maximal operator is L 
where the supremum is taken over all balls B ⊂ R n . Note that the
w ess sup
Remark 2.4. The fact that A p -weights are p-admissible has been proved in [16, Theorem 15.21] in case p > 1 and in [7, Theorem 4] in case p = 1. The doubling property follows easily from the A p -condition but the validity of a weighted (1, p)-Poincaré inequality requires more work.
For further properties of A p -weights, see for example [11] , [18] , [32 For a set A ⊂ R n , M + (A) is the set of locally finite (nonnegative) Radon measures supported in A.
3. The case of weighted L ∞ vector fields
In this section, we study the removability question for the divergence equation for weighted L ∞ -vector fields. We start by defining some tools and proving results needed in the proofs -those include weighted Hausdorff content and measure of codimension 1 and functions of bounded variation in the weighted setting. Our main results in this section hold for doubling weights that satisfy a (1, 1)-Poincaré inequality. In Theorem 3.17, we show that any compact set S ⊆ R n with H h (S) = 0, is L According to the usual Carathéodory construction (see [23, Section 4 .1]), we also define a weighted co-dimension 1 (spherical) Hausdorff outer measure (as in Turesson [34, Section 2.3] and Nieminen [29] ) by letting first, for 0 < δ ∞ and E ⊆ R n :
where the infimum is taken on all countable coverings of E by balls (B(x j , r j )) j∈J satisfying r j δ for all j ∈ J. We define then
It follows from [34, Proposition 2.3.3] that H h δ is an outer measure for any 0 < δ ∞, and that H h is a Borel regular outer measure. The following straightforward lemma will be useful in the sequel.
Lemma 3.1. Let h be associated to the weight w as above and assume that the compact set S ⊆ R n satisfies H h (S) = 0. Then S is Lebesgue-negligible.
Proof. If η > 0 is an arbitrary positive number, let (B(x j , r j )) j∈J be a finite family of balls covering S, verifying r j 1 for each j ∈ J as well as:
We then compute:
so that one has S w = 0, since η > 0 is arbitrary. It follows that the set {x ∈ S : w(x) > 0} is Lebesgue-negligible, and hence that S itself is Lebesgue-negligible for we assumed than one has w > 0 a.e. on R n .
When R n is endowed with a doubling weight which grows fast enough, we have the following version of Frostman's lemma, which is a particular case of [34, Theorem 3.4.27].
Lemma 3.2. Assume that w is a doubling weight on R n . If moreover, for any x ∈ R n :
and if B ⊆ R n is a Borel set verifying H h ∞ (B) > 0, then there exists a nontrivial measure µ ∈ M + (B) satisfying the following inequality:
for any x ∈ R n and r > 0.
3. An easy computation shows that the weight w η defined in Example 2.5 also satisfies condition (3.1) in case 1 − n < η 0.
In fact, assuming the growth condition (3.1) only for x = 0, it is equivalent for a bounded set B to satisfy
Lemma 3.4. Assume that w is doubling and that one has:
For any bounded set B ⊆ R n , the equalities
we are allowed to choose R > R 0 such that f (r) > 3 s D C D for all r > R, where C D > 0 and s D := log 2 C D are the doubling constants of w (see (2.1) above).
Fix now δ > 0 and let:
Choose then ε > 0 with:
Since one has H h ∞ (B) = 0, there exists an (at most countable) family of balls (B(x j , r j )) j∈J covering B and satisfying:
One may assume that, for all j ∈ J, one has B(x j , r j ) ∩ B = ∅, so that one computes |x j | r j + R 0 . By the doubling property (2.1), we get for any j ∈ J such that r j > R 0 :
w, so that:
We hence get r j R for all j ∈ J, for the latter inequality is obvious in case j ∈ J is such that one has r j R 0 < R. Assume now that j ∈ J is such that r j > δ. If moreover one has r j > R 0 , the computations above show that:
In case one has δ < r j R 0 , we compute using again (2.1):
Hence in both cases we have B(0,r j ) w c
We hence get:
which is impossible. Therefore r j δ for each j ∈ J, so that we get:
Since ε is arbitrary small, this yields H 
3.2.
Miranda's BV -functions. In the more general context of metric measure spaces, M. Miranda introduced in [25] the notion of function with bounded variation. We shall in the sequel particularize some results obtained by Miranda to the context where R n is endowed by an appropriate weight; to this purpose, we need to introduce some terminology.
Following Miranda [25] , read in this weighted context by Camfield [9] , define the metric (weighted) variation of u ∈ L 1 w (R n ) by:
The following Theorem, stated here for reader's convenience but unnecessary for our purposes, is a direct consequence of two deep results by Camfield [9, Theorems 3.2.6 and 3.4.5]. It shows that, under some regularity conditions on the weight w, the metric variation of a Lipschitz function is identical to the L 1 w norm of its gradient.
Theorem 3.6 (Camfield). Assume that w is locally integrable and lower semicontinuous. If moreover there exists an H h -negligible set E outside which w is continuous and (strictly) positive, then for any ϕ ∈ Lip c (R n ) we have:
For 1-admissible weights, the equality (3.3) can be replaced by a comparison between the two quantities involved, at least for Lipschitz functions (see [25, p. 992, (19) and below]). Proposition 3.7. Assume that the weight w is 1-admissible. Then for any ϕ ∈ Lip c (R n ) we have: c ∇ϕ 1,w Dϕ w ∇ϕ 1,w , where c > 0 is independent of ϕ.
The following proposition is a particular case of M. Miranda's Coarea formula [25, Proposition 4.2] . The (weighted) perimeter of a Borel set B, denoted by P w (B), is defined by:
Proposition 3.8. Assume that w is a 1-admissible weight. Then, for any u ∈ L 1 w (R n ) verifying Du w < +∞, we have:
We shall also make use of the following boxing inequality, due (in the more general framework of measure metric spaces) to Kinnunen, Korte, Shanmugalingam and the third author [20, Theorem 3.1].
Theorem 3.9 (Boxing inequality). Assume that w is a 1-admissible weight. There exists a constant C B = C B (C D , C P ) > 0 such that for any open set U ⊆ R n verifying U w < ∞, we can find sequences (x i ) ⊆ U and (r i ) ⊆ (0, +∞) satisfying the following conditions:
We are now ready to study removable singularities of divergence-free vector fields 3.3. Removable singularities. Assume in this whole section that w is a weight. Given vector field v ∈ L ∞ 1/w (R n , R n ) and ϕ ∈ Lip c (R n ), it is clear that we have, a.e. on R n :
Since w is locally integrable, one can define the (extended) distributional divergence of v by:
for any ϕ ∈ Lip c (R n ) with supp ϕ ∩ S = ∅ (which we shall abbreviate "div v = f outside S") implies that (3.4) also holds for any ϕ ∈ Lip c (R n ) (which we shall abbreviate "div v = f in R n ").
Remark 3.11. Assume that w is an A 1 weight. According to the fact that given 
and assume that div v = f outside S. Since it is clear that one has div(v − v 0 ) = 0 outside S, the removability assumption made on S ensures that one has div(v − v 0 ) = 0 in R n ; we hence get div v = f in R n , and S is L ∞ 1/w -removable for the equation div v = f . Conversely, one shows in a similar fashion that any L ∞ 1/w -removable set for div v = f is also removable for div v = 0. Hence we shall assume in the sequel that f = 0.
3.4.
A sufficient condition for a set to be L ∞ 1/w -removable. Let us observe first that it suffices, in order to show that a set is removable, that one is able to construct, in any of its neighborhood, an appropriate Lipschitz approximation of its characteristic function. Lemma 3.13. Assume that S is compact and that for any ε > 0, there exists a neighborhood U of S satisfying U w ε together with a Lipschitz function χ ∈ Lip c (R n
, let ε > 0 and let χ be associated to U and ε as in the above assumption. Observe that one has, by hypothesis:
It then follows that div v, ϕ = 0 for ε > 0 is arbitrary. This establishes that S is L Proof. Start by choosing ψ ∈ Lip c (R n ) satisfying χ V ′ ψ χ V . Choose, according to the definition of P w (V ), a sequence (ϕ k ) ⊆ Lip(R n ) converging in L 1 w (R n ) to χ V and such that for any k ∈ N, one has:
Replacing if necessary ϕ k by min[1, max(ϕ k , 0)] (which does not increase the norm of the gradient of ϕ k on the complement of a negligible set), one can assume that one has 0 ϕ k 1 for each k. Replacing if necessary ϕ k by θϕ k for k ∈ N, where θ ∈ Lip c (R n ) satisfies 0 θ 1, as well as θ = 1 on V and θ = 0 outside U, and observing that one has, for any k ∈ N:
we may also assume that supp ϕ k ⊆ U for any k ∈ N. Define now, for k ∈ N:φ k := ψ + (1 − ψ)ϕ k . It is clear thatφ k is Lipschitz and has compact support for any k ∈ N; moreover one computes, for a.e. x ∈ R n (recall that one has |∂V ′ | = |∂V | = 0):
We hence get, a.e. on R n , for any k ∈ N:
Since we have
, there exists k ∈ N such that:
We can hence take ϕ :=φ k , and the proof is complete.
The next lemma, taken from [21, Lemma 6.2], will be of some help. We include its proof for the sake of clarity.
Lemma 3.15. Assume that w is a 1-admissible weight. Given x ∈ R n and r > 0, there exists ρ ∈ [r, 2r] such that one has:
where C > 0 is independent of x and ρ.
Proof. Fix x ∈ R n and r > 0. Define ϕ ∈ Lip c (R n ) by the formula:
for y ∈ R n . It is clear that one has |∇ϕ| 1 r χ B(x,2r)\B(x,r) on R n . Hence we get, using M. Miranda's coarea formula (Proposition 3.8) and Proposition 3.7: , r) ).
If we now choose ρ ∈ [r, 2r] such that one has
we get:
and the lemma is proved.
The next proposition is a first step towards showing H h -negligible sets are removable.
Proposition 3.16. Assume that w is a 1-admissible weight. If S is compact and satisfies H h (S) = 0, then for any ε > 0 and any neighborhood U of S, one can find an open subset V ⊂⊂ U, satisfying S ⊆ V as well as:
Moreover V can be chosen to be a finite union of balls.
Proof. Fix η > 0. Let 0 < δ < 1 4 dist(S, ∁U) and observe that H h δ (S) = 0. Hence there are balls B(x j , r j ) for some x j ∈ R n , r j > 0, j ∈ J covering S (since S is compact we can assume J to be finite), satisfying r j δ for each j ∈ J and: j∈J h(B(x j , r j )) η.
According to Lemma 3.15, choose for each j ∈ J a radius ρ j ∈ [r j , 2r j ] for which one has:
observe that the doubling property of w yields, for any j ∈ J:
Letting V := j∈J B(x j , ρ j ) ⊂⊂ U, we hence get, using the subadditivity of the weighted perimeter ([25, Proposition 4.7]):
from which the desired inequality readily follows.
The previous proposition together with Lemma 3.13 and Proposition 3.14, yield a sufficient removability condition.
Theorem 3.17. Assume that w is a 1-admissible weight. Then any compact set S ⊆ R n verifying H h (S) = 0, is L ∞ 1/w -removable for div v = 0. Proof. According to Lemma 3.1, the set S is Lebesgue-negligible. So we may fix ε > 0, and let U be a neighborhood of S for which one has U w ε (we may moreover assume that U consists of a finite union of balls). Start, according to Proposition 3.16, by choosing an open set V ⊂⊂ U satisfying P w (V ) ε 4 as well as S ⊆ V (and consisting of a finite union of balls). Choose, according to Proposition 3.14, a Lipschitz function ϕ ∈ Lip c (R n ) equal to 1 in a neighborhood V ′ ⊂⊂ V of S and verifying ∇χ 1,w ε 2 + 2P w (V ). One now computes:
and it follows from Lemma 3.13 that S is L ∞ 1/w -removable for div v = 0. 3.5. A necessary condition for a set to be L ∞ 1/w -removable. We first state the following estimate for measures satisfying a weighted-Frostman condition. It is similar to [34, Theorem 2.6 .3], although we do not require here w to be A 1 .
Proposition 3.18. Assume that w is a 1-admissible weight. Let µ be a (nonnegative) Radon measure on R n and assume that for any x ∈ R n and any r > 0, we have :
µ(B(x, r)) Ch(B(x, r)).
Then for any ϕ ∈ Lip c (R n ) we have:
where M > 0 is independent of ϕ.
Proof. Fix t > 0 and let U t be the bounded open set defined by U t := {x ∈ R n : |ϕ(x)| > t}. According to the weighted boxing inequality (Theorem 3.9), there exists (x i ) ⊆ U t and (r i ) ⊆ (0, ∞) satisfying conditions (i) to (iii) in Theorem 3.9, with U t instead of U. Write then
Now we have, using Cavalieri's principle and Miranda's coarea formula (Proposition 3.8):
According to Proposition 3.7, we have
since one has |∇|ϕ|| = |∇ϕ| almost everywhere. This finishes the proof since one can take M := CC B > 0.
The following lemma, of functional analytic nature, avoids unnecessary technicalities in the sequel, and has been suggested by J. Boël. Lemma 3.19. Let X and Y be two normed spaces, and assume that T : X → Y is linear and isometric, i.e. that one has T (x) Y = x X for every x ∈ X. Then its adjoint map T * : Y * → X * is surjective.
Remark 3.20. Observe that one does not need, in the above statement, any kind of completeness to be satisfied, neither by X nor by Y .
Proof. Fix f ∈ X * . It is clear by assumption that T is injective; hence the formula:
for any x ∈ X. The Hahn-Banach Theorem hence ensures the existence of g ∈ Y *
verifying g ↾ T (X) = g 0 , meaning that one has:
for any x ∈ X. This shows that T * g = f and establishes the surjectivity of T * .
We are now able to show that any Radon measure satisfying a weighted Frostman condition is the divergence of a vector field in L 
in particular, div v = µ holds on R n , in the distributional sense.
Proof. It is inspired by [30, Theorem 3.3] . Denote by X the space Lip c (R n ) endowed with the norm ϕ X := ∇ϕ 1,w , and define an operator
Since T is clearly isometric, its adjoint operator
is surjective. Yet Proposition 3.18 ensures that we have µ ∈ X * . The proof is complete.
Yet the function h := gw belongs to L
We now have a necessary condition on a compact set S for it to be L ∞ 1/w -removable. Theorem 3.23. Assume that w is a 1-admissible weight that satisfies condition
To show this, assume that one has H h ∞ (S) > 0. According to the above weighted version of Frostman's lemma (Lemma 3.2), there exists a nontrivial Radon measure µ on R n supported in S and satisfying:
for any x ∈ R n and r > 0. Since Theorem 3.21 ensures the existence of a vector field
According to Lemma 3.4, Theorems 3.17 and 3.23 give a complete characterization of L ∞ 1/w -removable (compact) subsets of R n for the equation div v = 0, in case w satisfies (3.1).
Theorem 3.24. Assume that w is a 1-admissible weight and that w satisfies condition (3.1). Let S ⊆ R n be compact. Under those assumptions, S is L ∞ 1/w -removable for div v = 0 if and only if one has H h (S) = 0.
Remark 3.25. The reader may wonder why we did not use the capacity theory to establish Theorem 3.24. Indeed, recall that in the classical unweighted case, H n−1 , Hausdoff measure of dimension n − 1 and 1-capacity cap 1 (defined by (4.2) below) have same zero sets, see [14, Theorem 3, p. 193] . A corresponding result holds in the setting of metric spaces: by [20, Theorem 3.5] Hausdorff content of codimension 1 and 1-capacity are comparable for compact sets. The reason why we cannot use this result here is that, in [20] , admissible functions for 1-capacity belong to the Sobolev space defined using weak upper gradients, and it is not known if |∇u| is a 1-minimal weak upper gradient of each locally Lipschitz function u, see [6, Appendix A2].
Before discussion on L p -analogues of the previous results, let us mention an interesting example.
Example 3.26. Given a cube Q, we denote by σ(Q) the length of its edges. For 0 < λ < 1/2, we let E (Q, λ) stand for the collection of 2 n cubes contained in Q whose edges have length λσ(Q), arranged in such a way that each cube of E (Q, λ) has a common vertex with Q.
Fix a sequence λ = (
. . , λ k ) (or briefly E k and E k when the underlying sequence is clear). In particular, each cube in E k has edges of length σ k := λ 1 . . . λ k . We finally let
Associated to λ, we choose a nondecreasing function h : [0, ∞) → [0, ∞) satisfying h(0) = 0 and h(σ k ) = 2 −kn for each k 1. Recall that the Hausdorff h-measure of E(λ) is positive and finite (see [23, Section 4.9] ).
If for example we fix a real number 0 < s < n and take λ k = 2 − n s for each k, this yields σ k = 2 − kn s for each k, and we may take h(t) = t s . Hence in this case the set E := E(λ) has Hausdorff dimension s and is s-Ahlfors regular according to [22, Theorem 8.3 .2] (see also [27] and [17] ). It hence follows from [5, Theorem 7] that for any 0 γ < 1, the map w γ defined for a.e. x ∈ R n by
is an A 1 -weight. Observing now that E k consists of 2 kn cubes of side length σ k , compute, for any one of those cubes Q and B ⊇ Q, the smallest ball containing Q having the same center:
where A γ > 0 is a constant associated with the A 1 -property of w γ . Since the set:
has positive Lebesgue measure, this yields:
.
Since 2 kn of those balls suffice to cover E k , we compute:
The last expression tends to zero for k → ∞, provided that one has:
This yields H h (E) = 0 if inequality (3.6) is satisfied. In particular, the set E is then L 
is well defined by the formula:
Removability in the L p -case is defined similarly as for L ∞ -vector fields. 4.2. Potentials and capacities. We need three different capacities: Sobolev capacity and the weighted versions of Riesz and Bessel capacity. The capacity theory in weighted Sobolev spaces has been developed to study nonlinear potential theory, see [16] , [2] and [34] . For the properties of Riesz and Bessel potentials, we refer, in the classical case to [3] , [31, Chapter V] and [35] and in the weighted case to [2] , [4] , [34] . As in the unweighted Euclidean space, Riesz and Bessel potentials and the corresponding capacities are closely related to Sobolev spaces. 
where the infimum is taken over all functions ϕ ∈ A(E), where we let:
where as usual C ∞ c (R n ) denotes the space of all compactly supported smooth functions in R n .
Remark 4.5. Assume that E is compact and that w ∈ A p . We claim that
where the infimum is taken over all functions ϕ ∈ B(E), defined by
Taking R = ∞ gives the usual Riesz potential as defined in [3] and [34] (note that usually the integrals above are multiplied by a constant γ(n); since we are not interested in the exact values of potentials and capacities, we omit the constant). 
, then we say that measure µ has a finite weighted (p, w; R)-energy (or finite weighted (p, w)-energy in case R = ∞).
Bessel potential and capacity. The Bessel kernel G 1 is the tempered distribution whose Fourier transform isĜ 1 (x) = (1 + |x| 2 ) −1/2 . It is actually a function with the same singularity at 0 as the Riesz kernel I 1 (x) = |x| 1−n , but has more rapid decay at infinity. Similarly as for Riesz potentials, the Bessel potential of a measurable function u is convolution G 1 u = G 1 * u and of measure µ ∈ M + (R n ), G 1 µ = G 1 * µ. Riesz potentials are easier to handle but Bessel potentials have better mapping properties. The most important properties for us are the inequality
for all x ∈ R, the fact that
as x → 0 (for these two facts, see [34, for all compact sets K ⊂ R n .
Remark 4.12. We could use the general theory for L q -capacities and dual definitions of capacity from [3, Chapter 2] for weighted Riesz capacities, see also [2] and [34, Chapter 3] . We do not repeat the details of the theory because the only property we need is that for each (compact) set S ⊆ B(0, R) ⊆ R n of positive weighted (3R)-localized Riesz capacity, there is a nonnegative non-zero measure supported in S with finite energy.
Indeed, by [3, Theorem 2.5.3], for each compact set K ⊂ R n , there is a measure
where 1 < q < ∞, 1/q + 1/q ′ = 1, capacity Cap g,q is defined using a kernel function g(x, y) and ν is a positive measure in R n .
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