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ABSTRACT
In this thesis, we introduce a novel model order reduction framework for harmon-
ically and randomly forced dynamical systems. Specifically, we emphasize the
usage of spectral proper orthogonal decomposition (SPOD), recently revived by
Towne et. al. (2018), which results in sets of orthogonal modes, each oscillat-
ing at a single frequency, that are said to optimally represent coherent-structures
evolving in space and time. However, reduced-order models (ROMs) using SPOD
modes have not yet been developed. Hence, in this study we investigate the poten-
tial of a novel approach utilizing SPOD modes to construct the lower-dimensional
subspace for ROMs. Upon the discrete-time Fourier-transform (DFT) of the gov-
erning ordinary differential equation (ODE) system, an orthogonal projection onto
the SPOD modes is performed, analogous to Proper Orthogonal Decomposition
(POD) Galerkin ROMs, but compressing the system at each discrete frequency
within the frequency domain. The ROM is solved at each frequency and after
the inverse DFT of the spectral solution matrix we obtain the entire solution for
a given timespan at once, with no time integration necessary. This new approach
is illustrated using the example PDE of steady passive scalar transport in an inho-
mogenous, time-invariant flow field. Finally, we compare the performance of our
ROM with the standard POD-Galerkin ROM in terms of accuracy and computa-
tional speedup.
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CHAPTER 1
INTRODUCTION
Many physical processes are described accurately by partial differential equations
whose solutions are obtainable generally only through numerical methods. Some
examples include but are not limited to fluid flow and turbulence, quantum me-
chanics, electrodynamics, gravitational models from general relativity and many
more. Upon semi-discretization of the governing partial differential equations
(PDEs), these physical laws take the form of large systems of ordinary differential
equations. In the advent of high performance computing, solving these systems
in direct numerical simulations (DNS) has become possible and is often done for
research purposes but it continues to be computationally prohibitive for indus-
trial processes that are mostly time-critical and parametric, such as design opti-
mization, model predictive control, uncertainty quantification (UQ) and design of
experiments (DoE).
Simultaneously, with a lot of readily available simulation data from high-fidelity
models (HFMs) in the modern data age, the data-driven analysis of these systems
with methods from modal decomposition has gained immensely in popularity –
especially in fluid mechanics and the turbulence research field. Specifically, in
the turbulent flows where the dynamics are governed by the mechanisms of co-
herent structures, characteristic flow-features that often drive the turbulence by
persisting or re-appearing in the flow, research efforts have been directed towards
developing techniques to reduce these structures. These techniques decompose
spatio-temporal data by a chosen optimization criterion, such that the most rele-
vant information based on that criterion can be extracted and the dominant under-
lying physical mechanisms can be exploited most effectively from the data [1–3].
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Recent reviews by Taira et al. [4] and Rowley and Dawson [5] present a collection
of important modal decomposition techniques among which the following three
methods will be introduced in this work.
Proper Orthogonal Decomposition (POD), originally introduced by Sirovich
[6] and Aubry et al. [7], Aubry [8], is a method for the identification of coherent
structures that contain the spatially most energetic information. POD for that
reason has dominated literature and application [1] and become popular because
it captures the most energetic flow features, while being relatively straightforward
to compute from data. It decomposes the data into a set of orthonormal spatial
modes and a set of time-dependent, mixed-frequency expansion coefficients that
are orthogonal in time.
Dynamic Mode Decomposition (DMD), developed and introduced by Schmid
[9], offers alternative coherent structures to the ones identified by POD. Its fo-
cus lies on delivering modes that aim to optimally describe the time dynamics of
the flow. As such, DMD is the optimal decomposition an operator that maps a
certain set of input data to its output data in time in a linear fashion. Recent in-
novations in this field have combined DMD with concepts from multi-resolution
analysis for the characterization of dynamics at multiple time-scales [10]. Gen-
erally, the modes identified by the standard DMD algorithm are not orthogonal.
Therefore, studies have been made lately to remedy this by an additional orthog-
onalization [11] in space.
Spectral Proper Orthogonal Decomposition (SPOD) is the original POD method
introduced by Lumley [12, 13] and has since been overshadowed by POD due a
lack of computational resources at the time it was developed [1], as well as exper-
imental limitations associated with hot wire measurements [14]. However, since
computational capabilities have increased over the last few decades, the former is-
sues can be overcome nowadays and thus it has lead to a revived interest in SPOD.
This decomposition returns space-time modes – coherent structures oscillating at
a single frequency – that are both orthogonal in space and in time, across all time
levels. This method that seemingly combines the benefits of POD and DMD has
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recently been applied to various flow physics, such as predominantly turbulent
jets [2, 3, 14–16] but also pipe flow [17], boundary layer flows [18], flow around
airfoils [19], mixing layers [20, 21], and wake flows [22, 23].
The construction of reduced-order models based on aforementioned coherent
structures can then be regarded as the next step after the modal decomposition of
flow data. Projection-based model reduction makes use of the relevant information
identified by these modes to construct reduced-order models (ROMs). The aim is
to accurately reproduce and predict the most dominant dynamics of the HFMs,
while being orders of magnitude less computationally expensive. Projection-
based model reduction techniques fall into a broader category of surrogate model-
ing that includes, for instance, data-fit models based on machine learning [24, 25]
and hierarchical, low-fidelity models that make simplifying assumptions regard-
ing the physics of the HFM. For the field of projection-based model reduction,
one area of focus in recent years has been the efficient reduction of nonlineari-
ties, in particular generic, non-polynomial nonlinearities. Those require an addi-
tional layer of reduction, often referred to as “hyperreduction”. Recently devel-
oped methods for this purpose include the discrete-empirical interpolation method
(DEIM) [26], Gauss-Newton with approximated tensors (GNAT) [27] or iteration-
dependent test bases [28] but also methods that approximate the local trajectory
of the state in a piecewise manner, such as the trajectory piecewise linearization
(TPWL) [29] and the trajectory piecewise quadratic (TPWQ) [30]. Newer ap-
proaches directly employ DMD, whose properties allow it to be utilized as a data-
driven, non-intrusive method, to model the nonlinear term with a linear operator,
regardless of its exact structure [31]. Research in model reduction of systems
with polynomial nonlinearities, which can in general be precomputed, has mainly
focused on the development of stable ROMs for the Navier-Stokes equations to
model turbulent flows [32–35]. The stability issues of standard POD-based ROMs
for turbulent flows originate in the natural tendency towards large energy-carrying
scales that typically do not contain information about smaller scales that may be
needed for the dissipation of energy [33].
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1.1 Motivation
Spectral proper orthogonal decomposition (SPOD) has recently been advocated
as the optimal modal decomposition technique for statistically steady turbulent
flows [1]. However, reduced-order models using SPOD modes have not yet been
developed. Hence, in this work, we provide the first step towards developing
ROMs of complex dynamical systems, built on SPOD modes – with the future
goal of a ROM for the full Navier-Stokes equations in mind.
1.2 Thesis accomplishments and outline
The major contribution of this work is the development of a new model reduction
framework built on SPOD modes for the governing system of equations in the
frequency domain – from now on referred to as the “SPOD-ROM”.
Due to the properties of SPOD modes, the spatial dimensionality of the HFM is
compressed by an orthogonal projection at each discrete frequency onto a low-
dimensional subspace consisting of the few leading SPOD modes at that fre-
quency. The resulting low-dimensional system solves for a set of reduced-order
variables that each approximate the variation of same frequency Fourier modes, as
they evolve through different flow realizations. This system can be further reduced
with a harmonic balance algorithm that, upon training on an input frequency spec-
trum (e.g. the SPOD modal energy spectrum), a priori computes all possible n-th
order super- and subharmonic frequencies, detects a relevant frequency range and
reassembles the system at this reduced range.
This thesis is organized as follows. Chapter 2 provides an overview of several
commonly used modal decomposition techniques. Chapter 3 reviews methods
for constructing projection-based reduced-order models and lays out a training
algorithm for an n-th order harmonic balance method. Chapter 4 presents the
framework for the construction of a projection-based ROM using SPOD modes
and details its derivation for a linear time-invariant HFM. In Chapter 5, numerical
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experiments are carried out to compare SPOD-ROM and traditional POD-based
Galerkin ROMs. In Chapter 6, conclusions and prospects for future work are laid
out.
Finally, in Appendix A, preliminary derivations for the construction of SPOD-
ROMs for time-variant systems are briefly summarized and connections to a quadratic
nonlinear system are made.
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CHAPTER 2
MODAL DECOMPOSITION
In projection-based model reduction, modal decomposition methods are com-
monly used to generate the subspace on which the solution of the reduced-order
dynamical system evolves. Generally, both the affine trial subspace, on which the
system’s state is approximated, and the test subspace, onto which the HFM of our
system is projected, can be generated by these methods – the details of which will
be elaborated in Chapter 3 and 4. Here, we focus on three methods: the commonly
used Proper Orthogonal Decomposition (POD), the increasingly popular Dynamic
Mode Decomposition (DMD) and the recently revived [1] Spectral Proper Or-
thogonal Decomposition (SPOD) that combines approaches from the first two
methods. Other important decomposition methods include for instance Krylov
subspace methods [36], commonly used for solving particularly large sparse sys-
tems or their eigenvalue problems, and the Koopman operator [37] that acts on
any scalar observable of a nonlinear dynamical system to approximate it with an
infinite-dimensional linear system, as generalization of the DMD method [38].
For the sake of brevity, we have to limit our discussion to the POD, DMD and
SPOD methods.
In the following we want to consider the decomposition of a snapshot matrix
X = [x1, ...,xM ] ∈ RN×M , (2.1)
consisting of a set of M observations, snapshots {xn}Mn=1, of the spatio-temporally
evolving state x ∈ RN of a dynamical system x˙ = F(x, t).
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2.1 Proper Orthogonal Decomposition (POD)
POD as a general information compression technique has a variety of names de-
pending on the discipline: principal component analysis, Karhunen-Loe´ve de-
composition, empirical orthogonal functions are only a few of them but they all
refer to the same method. The physical interpretation of POD, when applied to
our spatio-temporal matrix X that for example consists of snapshots {un}Mn=1 of
our flow variables, is that it optimally captures the spatially most energetic infor-
mation.
Mathematically, this is based on the optimization criterion of minimizing the
L2 norm error between the original snapshots and any (low-rank) spectral recon-
struction using spatial and temporal basis functions
min
φi,ai
∫
T
||u(x, t)−
∑
i
φi(x)ai(t)||22dt
s.t. 〈φi(x),φj(x)〉x =
∫
Ω
φi(x)
>φj(x)dx = δij
〈ai(t), aj(t)〉t = 1
T
∫
T
ai(t)aj(t)dt = λiδij
(2.2)
within the spatial domain x ∈ Ω and the time window t ∈ [0, T ]. Here, 〈·, ·〉x
denotes the spatial and 〈·, ·〉t the temporal inner product with the Kronecker delta
δij and λi as square of the i-th singular value. In the discrete equivalent, POD is
the minimization of the Frobenius norm error between original snapshot matrix
and any (lower-rank) reconstructed matrix
min
Φ,A
||X−ΦA||F .
s.t. Φ>Φ = I
AA> = Λ.
(2.3)
Herein, the minimization constraints are to return an orthonormal set of spatial
modes, “POD modes” Φ ∈ RN×k, and an orthogonal set of modal coefficients,
“temporal modes/coefficients” A ∈ Rk×M , that evolve over time – the evolu-
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tionary parameter here. Λ ∈ Rk×k is a diagonal matrix storing the squares of
singular values. The appropriate spatial inner product, on which the POD modes
are orthogonal to each other, is given above for incompressible flows and uniform
spatial discretization but can be generally defined as
〈u(x, t),v(x, t)〉x =
∫
Ω
v>(x, t)W(x)u(x, t)dx. (2.4)
with a positive-definite weighting matrix W(x) that can account for both non-
uniform numerical discretization and compressible energy norms. Computing the
POD for discrete data sets is equivalent to performing the singular value decom-
position (SVD) on the snapshot matrix X
X = ΦΣV> (2.5)
where Φ ∈ RN×k and V> ∈ Rk×M are orthonormal matrices and Σ ∈ Rk×k is
a diagonal matrix that stores the singular values in descending order σ1 ≥ σ2 ≥
. . . σk. Here, the parameter k ∈ {1, . . . ,min(N,M)} can be chosen to be as high
as the lower one of the two dimensions of X ∈ RN×M , in which case the SVD
reconstruction is full rank, or lower than that, in which case the reconstruction
would be low-rank.
Now, Φ is identically the orthonormal matrix that stores POD modes in its
columns and the product ΣV> = A ∈ Rk×M is identically the matrix that stores
the temporal coefficients in its rows.
8
Figure 2.1: Illustration of the (low-rank) SVD for the case where N > M .
2.2 Dynamic Mode Decomposition (DMD)
DMD, being closely connected to Koopman theory [39, 40], is a specific case
of the Koopman operator, a theoretically infinite-dimensional linear operator that
describes the evolution of any scalar observable of a nonlinear dynamical sys-
tem [41]. Koopman theory reduces to DMD, when the observable is simply the
state of the system itself [31]. DMD is an equation-free, data-driven and non-
intrusive method [31] that approximates the evolution of a state y(t) with the
best-fit linear system Ay ∈ CN×N to the input output pair
X = [y1, . . . ,yM−1] Y = [y2, . . . ,yM ], (2.6)
where X,Y ∈ CN×M−1, regardless of the actual structure of the dynamical system
(HFM) that has produced the data in the first place. The DMD procedure is then
to compute the optimal approximate eigen-decomposition of the linear operator
Ay that optimally maps a certain series of input data to its respective output data
in time, in a least-squares sense.
In principle, Ay could therefore always be exactly constructed by computing a
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normal equation from input to output
AyX = Y
AyXX∗ = YX∗
Ay = YX∗(XX∗)−1 = YX†,
(2.7)
assuming invertibility of (XX∗)−1, with X† ∈ CM−1×N as the pseudoinverse of X.
Here, a superscript * denotes the conjugate transpose.
Thus, the linearly approximated state evolution y˜(t) follows the equation
dy˜
dt
= Ayy˜ (2.8)
with its general solution
y˜(t) =
k∑
i=1
ψie
ωitbi = Ψ
DMDdiag(eω
DMDt)b (2.9)
where ψi and ωi are the (approximate) eigenvectors (“DMD modes”) and eigen-
values (“DMD eigenvalues”) of the matrix Ay and b ∈ Rk×1 is a respective initial
condition. The number of modes used, k, can theoretically be as high as the state
dimension N itself. In practice however, computing Ay – an often ill-conditioned
matrix – and its eigen-decomposition directly is often computationally intractable,
especially for large state dimensions. Hence, the DMD framework instead con-
siders a compressed, POD-projected version, A˜y ∈ Ck×k with k  N .
The algorithm is outlined in the following:
(1) Compute a low-rank SVD to input X:
X = ΦΣV∗ (2.10)
with Φ ∈ RN×k, Σ ∈ Rk×k, V∗ ∈ Rk×M−1.
(2) Define
A˜y := Φ∗AyΦ = Φ∗YVΣ−1 (2.11)
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(3) Compute eigenvalues and eigenvectors of:
A˜yW = WΛ (2.12)
with W ∈ Ck×k storing the eigenvectors in its columns and Λ ∈ Ck×k a
diagonal matrix of eigenvalues.
(4) Perform the back-projection:
ΨDMD = ΦW (2.13)
and obtain the DMD modes in the columns of ΨDMD ∈ RN×k.
The DMD modes ψi are generally not orthogonal in the spatial inner prod-
uct 2.4. However, it can be shown that the construction of linear operator Ay
inherently leads to a so-called “orthogonalization in time” [42] – i.e. an isola-
tion of distinct frequencies – under certain circumstances. This orthogonality is
showcased by the temporal state evolution eωit modes, that are orthogonal in the
temporal inner product from 2.2
〈eωit, eωjt〉t = δij, (2.14)
in case the eigenvalues ωDMDi lead to no growth or decay rate, that is, when they
are purely imaginary. It is then easy to show [43] that for uniformly sampled
data with zero mean, which is generally achievable by subtracting the mean from
the snaphots, DMD is formally equivalent to the discrete-time Fourier transform
(DFT) of the data.
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2.3 Spectral Proper Orthogonal Decomposition
(SPOD)
SPOD, as the frequency domain version of POD, goes back to the original work
of Lumley (1970) [13] and was historically the ‘original’ POD method [1], before
it became overshadowed by the now commonly used form of POD, also referred
to as “snapshot POD” or “space-only POD” [1]. The physical interpretation of
SPOD for statistically stationary flow data is the extraction of the most dominant
coherent structures at each frequency from an ensemble of flow realizations. This
is realized by combining the approaches of orthogonalization in time, via win-
dowed DFT/ensemble DMD of a series of data blocks, with an orthogonalization
of the resulting sets of Fourier modes in space, via POD/SVD. This has been
found to capture second-order space-time correlations in a statistically station-
ary flow optimally [1]. Specifically, the space-time norm on which SPOD modes
ψi(x, f)e
i2pift are orthogonal is defined as
〈u,v〉x,t =
∫ ∞
−∞
∫
Ω
v∗(x, t)W(x)u(x, t)dxdt. (2.15)
In the discrete equivalent, the orthogonality of SPOD modes in this norm is given
by
(Ψfke
i2pifkt)∗W(Ψfke
i2pifkt) = e−i2pifkt
>
Ψ∗fkWΨfke
i2pifkt = I (2.16)
We note that SPOD modes are similarly orthogonal in the spatial inner product 2.4,
such that the identity Ψ∗fkWΨfk = I holds. The time-discrete harmonic modes
ei2pifkt
> , for any discrete time vector t> = [t0, t1, . . . ], are orthogonal in the tem-
poral inner product 2.14.
Same as in case of POD, the spatial weight matrix W(x) is equal to an identity
matrix for incompressible flow and uniform spatial discretization. The key dif-
ference to POD here is that SPOD modes are orthogonal in this norm at any time
lag τ , such that a pair of time-shifted modes ψi(x, f)ei2pif(t+τ), ψj(x, f)ei2pif(t)
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equally fulfills orthogonality in 2.15. This is not the case for POD – its temporal
modes are only orthogonal in time at zero time shift, i.e. τ = 0, when they evolve
simultaneously at the same time level. This all is a consequence of the single fre-
quency nature of SPOD modes versus the mixed-/broadband frequency nature of
POD temporal coefficients [1].
The SPOD procedure is outlined in the following:
(1) Starting with a long snapshot matrix
Q = [q1, ...,qM ] ∈ RN×M , (2.17)
Figure 2.2: Schematic illustration of the SPOD algorithm with Welch’s method.
(2) We use Welch’s (1967) method [12] (depicted in Fig. 2.2) and divide Q into
a set of smaller, overlapping, equally sized blocks of size N ×Nf
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Q(n) = [q(n)1 , ...,q
(n)
Nf
] ∈ RN×Nf . (2.18)
Each “window” represents one flow realization, where superscript n ∈
{1, ..., Nb} is the realization count within Nb blocks. With No as the block
overlap number, the k-th entry in the n-th block is then q(n)k = qk+(n−1)(Nf−No).
(3) Then the DFT is applied to each of these blocks
Qˆ
(n)
= [qˆ(n)1 , ..., qˆ
(n)
Nf
] ∈ CN×Nf , (2.19)
where Nf is the number of frequencies in one block for the Nf -point DFT.
By doing so, we achieve a separation of frequencies.
(4) From each Fourier transformed block (flow realization), group all same fre-
quency Fourier modes chronologically into new data matrices
Qˆfk =
√
κ[qˆ(1)k , ..., qˆ
(Nb)
k ] ∈ CN×Nb , (2.20)
where Nb is the total number of blocks, i.e. flow realizations, and κ =
∆t/(Nb) a constant for normalization of the DFT. Each of these matrices
now store the evolution of the Fourier mode of frequency fk as it changes
shape throughout the realizations. In this thesis we name this the Fourier
mode realizations (FMR) matrix.
(5) Perform a POD on every Qˆfk matrix
Qˆfk = ΨfkΛ
1/2
fk
Θfk (2.21)
to optimally account for the variations of Fourier modes among the real-
izations and obtain the most dominant structures Ψfk ∈ CN×Nb , the SPOD
modes at frequency fk, in ranked order. Hereby, we also obtain the singular
values Λfk and Θfk , the modes that describe the evolution of Fourier modes
of frequency fk throughout the realizations. It must be noted that the POD
reduces to the SVD here only in the case where W = I, so for incompress-
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ible flow with uniform discretization. For the general case of compressible
flows on non-uniform grids, the weighted inner product Qˆ
∗
fk
WQˆfk of FMR
matrices must be eigen-decomposed into its right eigenvectors
Qˆ
∗
fk
WQˆfkΘfk = ΘfkΛfk (2.22)
such that the SPOD modes are obtained by Ψfk = QˆfkΘfkΛ
−1/2
fk
.
In this work, the product
Λ
1/2
fk
Θfk := Afk ∈ CNb×Nb , (2.23)
the expansion coefficients for the Fourier mode realizations, are from now on
referred to as “SPOD modal evolution coefficients” or in short “evolution modes”.
As it is seen, the SPOD optimization criterion is a different one from the pre-
vious two decomposition methods. Unlike POD that acts on the snapshot matrix
Q directly, SPOD optimally minimizes the L2-norm (Frobenius) error between a
full rank FMR matrix Qˆfk and any low-rank reconstruction of it.
min
Ψfk ,Afk
||Qˆfk −ΨfkAfk ||F
s.t. Ψ∗fkΨfk = I
AfkA
∗
fk
= Λfk
(2.24)
It therefore optimally captures a modal energy, the diagonal entries in Λfk
(physically different from the turbulent kinetic energy defined in POD), of every
single-frequency structure as they evolve through the realizations. The authors
from [1] have called this property space-time coherence and hence SPOD modes
optimally space-time coherent structures.
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CHAPTER 3
PROJECTION-BASED MODEL
REDUCTION
This chapter reviews the fundamentals of POD-Galerkin projection-based model
reduction and makes a connection with an equivalent process in time, frequency
domain (reduced-order) models, that describe the evolution of periodic (or period-
ically approximated) systems. The latter is a necessary fundamental to understand
the SPOD-ROM derived in Chapter 4. Finally, we introduce a new algorithm to
the harmonic balance method for systems that are excited with multiple frequen-
cies.
3.1 The standard POD-Galerkin reduced-order model
We begin with the HFM, a dynamical system that may arise from semi-discretization
of a time-dependent PDE for u(x, t), of general form
u˙(t) = F(u, t;µ)
u(t0) = u0(µ)
(3.1)
where u ∈ RN is the high-dimensional state, t ∈ [t0, T ] ⊂ Rt is the evolutionary
parameter time within a time window. Generally, µ ∈ P ⊆ Rp is a vector of
possible parameters - i.e. initial/boundary conditions, material/geometry proper-
ties (e.g. viscosity, Young’s modulus) or non-dimensional numbers (e.g. Reynolds
number) - from a feasible set P . Thus, function F : RN × Rt × Rd −→ RN is a
coupled and generally nonlinear system of equations describing the evolution of
the state. In this work we focus only on the evolution of the state with time as
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the varying parameter so, although important for parametric model reduction, µ
is treated as fixed from now and absorbed into F .
The first step to a projection-based ROM is to approximate the state vector u(t)
by u˜(t) with the spectral discretization
u(t) ≈ u˜(t) = u0 +
k∑
i=1
φiai(t) = Φka(t) + u0 (3.2)
using a known, a priori determined, spatial basis Φk and temporal basis functions
a(t). We now say that the state is approximated by a global affine trial subspace
of lower dimension k  N spanned by the columns of Φk ∈ RN×k with the gen-
eralized coordinates a(t) ∈ Rk that become the reduced-order variables aROM(t)
to solve for in our ROM. An often utilized option for the lower-dimensional sub-
space are the orthogonal spatial modes constructed by POD. The constant vector
u0 is optional here but often represents a known time-average of u(t) (for turbu-
lence modeling applications) or the initial condition of the process or any vector
that contains the boundary conditions of the HFM.
Inserting this approximation into the HFM yields
Φka˙ROM(t) = F(ΦkaROM(t) + u0), (3.3)
an underconstrained system of equations withN equations and k unknowns. There-
fore, we must additionally constrain this equation to obtain a solvable system. One
way is to enforce the residual r(t) = Φka˙ROM(t) − F(ΦkaROM(t) + u0) to be
orthogonal to a test subspace Ψk ∈ RN×k such that
ΨTk r(t) = 0 (3.4)
is satisfied at all times. This leads to the Petrov-Galerkin ROM
ΨTkΦka˙ROM(t) = Ψ
T
kF(ΦkaROM(t) + u0) (3.5)
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through general Petrov-Galerkin projection.
In the special case where the test subspace is chosen to be the same as the
trial subspace, Ψk = Φk, this is called Galerkin projection and if these modes
are orthonormal, ΦTkΦk = I, as in case of the POD modes, we obtain the POD-
Galerkin ROM:
a˙ROM(t) = Φ
T
kF(ΦkaROM(t) + u0) (3.6)
The result is a compressed square k-by-k system where the to be solved reduced-
order variables aROM(t) assimilate the same role as the POD temporal modes
aPOD(t), as coefficients that describe the temporal evolution of spatial structures
given by POD modes, but are generally not the same. The discrepancy between
aROM(t) and aPOD(t) will converge under certain stability conditions [44] within
the reproductive time span [t0, T ], as the number k of POD modes used to con-
struct the subspace is increased. The rate of convergence with respect to k depends
on how rapid the decay of POD singular values is, i.e. when the system displays a
dominant low-rank behavior, only few k modes have to be used to reproduce the
full-order dynamics accurately.
Lastly, we note that the POD turbulent kinetic energy (TKE) is defined as the
sum of squared temporal modes
TKE(t) =
k∑
i=1
1
2
a2POD,i(t). (3.7)
and this converges towards the actual turbulent energy of the flow as k is in-
creased. For Galerkin-POD ROMs of high Reynolds number flows, a divergence
of aROM(t) from aPOD(t) is often observed [32, 33]. In particular, the TKE re-
produced by aROM(t) diverges from the POD-TKE and can even go out of bound
when k is reasonably small [33]. Efforts in recent years for the subscale turbulence
modeling of the truncated Galerkin system have gone towards the stabilization of
these quantities [32–35, 45] using various empirical and a priori methods.
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3.2 Galerkin projection in time and frequency domain
models
Analogous to a projection of an equation onto a test subspace that consists of
a spatial basis constructed by POD modes the same procedure can be applied
to a temporal basis. In case of statistically steady/stationary systems, such as
periodic and randomly forced systems or turbulent flows that result in a steady
time- averaged mean, one approach is to model the temporal evolution of the state
as a superposition of harmonics. It is then practical to consider the frequency
domain representation of the system. The temporal basis herewith becomes a set
of harmonic modes that are orthogonal in the temporal inner product 2.14.
3.2.1 Solving systems using time-spectral Fourier methods
Since we consider the frequency domain form of all equations here, we need to
Fourier-transform all time-dependent variables into the frequency domain, which
is practically equivalent to inserting a Fourier time-series expansion
q(t) =
Nf∑
k=−Nf
qˆke
i2pifkt = Qˆei2pift (3.8)
for those variables. The Fourier modes of each discrete frequency
fk ∈ [f−Nf , . . . f0 . . . , fNf ] are given by qˆk and stored in the columns of matrix
Qˆ ∈ CN×(2Nf+1) for compact notation. The time-dependent vector ei2pift contains
the harmonic functions ei2pifkt as entries in its column of size 2Nf+1. Immediately
we obtain the first time derivative by
q˙(t) =
Nf∑
k=−Nf
i2pifkqˆke
i2pifkt = i2piQˆFei2pift (3.9)
with F ∈ R(2Nf+1)×(2Nf+1) as the diagonal matrix that has the entries of f (all
discrete frequencies) on its diagonal.
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Useful for later sections, we introduce the time-discrete view in which t can
be discretized into steps of size ∆t within a period of interest [t0, T ] so that we
obtain a time vector t> = [t0, t1, . . . tM−1] ∈ R1×M . In doing so, the above time-
dependent harmonics vector can be rewritten into a harmonic matrix
ei2pift
>
=

ei2pif−Nf [t0,t1,...tM−1]
...
ei2pifNf [t0,t1,...tM−1]
 := E ∈ C(2Nf+1)×M (3.10)
that stores the time-evolution of the harmonics in its rows. It is noted that, due
to orthogonality of the harmonic modes in the temporal inner product 2.14, we
obtain the equivalent discrete identity
EE> = I(2Nf+1)×(2Nf+1). (3.11)
The time-discrete evolution of any variable and its derivative is then given by the
sampling
q(t>) = Qˆei2pift> = QˆE
q˙(t>) = i2piQˆFei2pift> = i2piQˆFE.
(3.12)
Inserting a respective version of 3.12 for each time-dependent variable u(t>) =
UˆE into the uniformly time-sampled version of HFM 3.1, u˙(t>) = F(u, t>),
yields
i2piUˆFE = F(UˆE, t>) (3.13)
which is a residual equation in a similar sense to 3.3 but in this case only one un-
derconstrained equation in time, i.e. over M samples, with 2Nf+1 unknowns - the
Fourier modes. Therefore, we must additionally constrain the residual equation
in time to a obtain a solvable system of equations. Due to the properties of 3.11,
a convenient method is the Galerkin projection in time onto the same harmonic
modes
i2piUˆF = F(UˆE, t>)E> (3.14)
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by which we are enforcing orthogonality of the error onto the harmonic test sub-
space at all times. The result is hence a (2Nf + 1)-by-(2Nf + 1) system where
the to be solved unknowns are the Fourier modes – the modal coefficients to the
respective harmonic modes. It has to be noted that this method is in general not
a model reduction technique. The strategy outlined above can be used to solve a
HFM exactly, when the response of the system is in fact purely harmonic. This
method will in general also solve not purely periodic HFMs exactly within the
period of interest, if the solution can be well-approximated by harmonics within
that time span.
For the latter, the structure of the HFM typically includes terms that provoke
a partially harmonic response in the variables, such as a forcing f(t) that can be
divided in both harmonic and random components
f(t) =
Nf∑
k=−Nf
cˆke
i2pifkt + (t) = Cˆei2pift + (t) (3.15)
where (t) is a random perturbation with bounded magnitude, such as white noise.
We note: the non-periodic component (t) is typically absorbed into the zeroth
frequency component of Cˆ.
Model reduction comes into play, when the Fourier solution Uˆ has an efficient
representation in the frequency domain, i.e. when there are only few frequencies
fk whose Fourier modes uˆk have a significant amplitude while others are negli-
gible. This is an advantage that can be used to reduce the system’s size in 3.14
significantly. One such method is the harmonic balance method [46] that uses a
priori knowledge of fundamental forcing frequencies and solves the resulting sys-
tem only at the sub- and superharmonics. We outline a training algorithm for a
harmonic balance method with multiple input frequencies in the following.
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3.2.2 An n-th order harmonic balance algorithm for model
reduction of frequency domain systems
The goal of this algorithm is to a priori compute all possible n-th order super- and
subharmonic frequencies (for polynomial convolutions in the HFM), detect an
optimal relevant frequency range and reassemble the system 3.14 at this reduced
range. In doing so, we are able to avoid computations at frequencies that are
physically irrelevant (e.g. noise) or not contributive to the large-scale dynamics.
The procedure is as follows:
1. Begin by acquiring the set of known-input/forcing frequencies
{f i1, f i2, f i3 . . .} (3.16)
either by a priori knowledge or through training on the DFT spectrum of the
known-input/forcing functions.
2. Compute all n-th order sub- and superharmonic frequencies based on the
structure of the highest-order polynomial convolution product in the HFM
of 3.14.
For instance, a time-variant system with a product between a known-input/
forcing function f(t, f i1, f i2, f i3) (containing three input frequencies) and the
unknown variable u(t) itself leads to the set S of possible linear frequency
sum combinations:
S = {n1f i1 + n2f i2 + n3f i3} (3.17)
where the coefficients n1, n2, n3 ∈ [−n, n] are integers in a range up to the
order n, the maximum order of combinations to be considered. Post-process
this set of combinations by taking the magnitude, removing duplicate values
and sorting in ascending order. Return the range of all possible n-th order
sub- and superharmonic frequencies S to be considered for computation.
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3. Optional: Detect a maximum relevant frequency fmax,ε based off training
on the DFT spectrum of the HFM solution u(t) and a minimum amplitude
criterion ε, such that all fSk > fmax,ε in S can be truncated.
This is based on the observation that for most practical applications Fourier
mode amplitudes generally decrease towards higher frequencies, since dom-
inant flow features tend to have low frequency content.
4. Write all considered frequencies from the set S into a reduced frequency
vector f r ∈ RNfr . Reassemble the system 3.14 at the reduced frequency
range to obtain
i2piUˆ
r
Fr = F(UˆrEr, t>)Er> (3.18)
by removing respective rows and columns whose frequencies do not coin-
cide with f r. 3.18 is now a smaller Nfr-by-Nfr system, approximating the
exact Fourier solution of equation 3.14.
5. Compute the ROM error with respect to the HFM. If the error meets a min-
imal desired threshold, end the algorithm. If not, go back to step 2 (and/or
step 3) and increase the order n (and/or decrease the minimum amplitude
criterion ε).
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CHAPTER 4
A NOVEL APPROACH TO
PROJECTION-BASED MODEL-ORDER
REDUCTION IN THE FREQUENCY
DOMAIN: THE SPOD-ROM
In our SPOD-ROM approach, we utilize the statistically stationary property of
our system in the following way: Rather than applying one long-time Fourier
transform, which inherently assumes periodicity of the entire time span, we treat
the system window-wise periodically, i.e. periodic within multiple realizations.
Just like SPOD itself, we consider several overlapping time windows over the
entire simulation time span, each representative of one flow realization, in which
the system is then Fourier-transformed.
4.1 The SPOD Modal Evolution Coefficients as the
SPOD-ROM variable
We recall from Chapter 2 that Afk , the SPOD modal evolution coefficients, is
the Nb-by-Nb matrix storing modal coefficients that describe the evolution of a
particular Fourier mode of frequency fk as it evolves through the Nb number of
flow realizations
ΨfkAfk =
√
κ[qˆ(1)k , ..., qˆ
(Nb)
k ] = Qˆfk . (4.1)
This is – we imagine the limit of a continuously moving DFT-window for the
SPOD (such that Nb approaches M -Nf ) – in analogy to the temporal coefficients
APOD in space-only POD that describe the modulation of the spatial modes over
time:
ΦPODAPOD = [q1, ..., qM ] = X. (4.2)
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Inspired by the Galerkin-POD ROM that solves for aROM(t) a reduced-order ap-
proximation of APOD, an approximate version to Afk , denoted A
ROM
fk
, is now
precisely the reduced-order variable that will be solved for in the SPOD-ROM.
The ROM-approximation to the FMR matrix Qˆfk becomes:
Qˆ
ROM
fk
= ΨbkfkA
ROM
fk
(4.3)
where bk ∈ {1, . . . , Nb} is the chosen number of SPOD modes at frequency fk,
with the SPOD mode matrix Ψbkfk that is truncated up from mode bk+1. Herewith,
we seek to develop equations for our unknown, reduced-order modal evolution
coefficients AROMfk .
4.2 Derivation of the SPOD-ROM
In the following section we derive SPOD-ROMs for a linear time-invariant (LTI)
system. Preliminary results for deriving the proposed approach for time-variant
dynamical system with known dynamics over time are presented in Appendix A.
4.2.1 Linear time-invariant systems
The key point for LTI systems is that there is no coupling (convolution) of fre-
quencies; this simplifies the system to only one equation for every frequency fk
that is decoupled from all equations of other frequencies. Thus AROMfk at each
frequency fk can be computed independently.
(1) We start with a general linear version of HFM 3.1:
q˙(t) = Lq(t) + f(t) (4.4)
where the right-hand side structure F(q, t) reduces to a constant coefficient
matrix L ∈ RN×N multiplied by the state q(t) with a known forcing f(t).
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(2) For every realization n ∈ {1, . . . , Nb}, such that
t(n)> = [t1+(n−1)(Nf−No), . . . , tNf+(n−1)(Nf−No)], Fourier-transform the time-
discrete version of 4.4 into the frequency domain with the procedure elabo-
rated in subsection 3.2.1. by inserting 3.12 along with 3.10 into equation 4.4
i2piQˆ
(n)
FE = LQˆ
(n)
E + Cˆ
(n)
E (4.5)
where Cˆ
(n)
in particular can be obtained by respective windowed DFTs of
our know forcing f(t). We then Galerkin-project in time, like in 3.14:
i2piQˆ
(n)
F = LQˆ
(n)
+ Cˆ
(n)
, n ∈ {1, . . . , Nb} (4.6)
This ensemble of systems could now be exactly solved for every realization
n. Thus, it would lead to multiple variations of Fourier solutions that differ
slightly from each other due to aperiodicity or randomness in f(t) (different
forcings within each window).
(3) Block the same frequency Fourier modes from all Nb realizations into a
FMR matrix form such that
i2pifkQˆfk = LQˆfk + Cˆfk (4.7)
and whe obtain Nf number of equations for every Fourier mode evolution
throughout the realizations.
(4) Insert the SPOD-ROM approximation 4.3 for the FMR matrices. The trial
subspace at each frequency is spanned by the SPOD modes. The gener-
alized coordinates are AROMfk and describe the state evolution (change of
Fourier modes throughout each realization) on that subspace.
i2pifkQˆ
ROM
fk
= LQˆ
ROM
fk
+ Cˆfk
i2pifkΨ
bk
fk
AROMfk = LΨ
bk
fk
AROMfk + Cˆfk
(4.8)
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We thus have an underconstrained residual equation at each frequency fk
with N equations and bk unknowns.
(5) Perform a Galerkin projection in space at each frequency fk by left multi-
plication of the conjugate transpose of the SPOD modes Ψbk∗fk
i2pifkAROMfk = Ψ
bk∗
fk
LΨbkfkA
ROM
fk
+ Ψbk∗fk Cˆfk (4.9)
with the identity Ψbk∗fk Ψ
bk
fk
= Ibk×bk . We obtain a solvable bk-by-bk system
at each frequency. For compact notation we denote L˜bk := Ψ
bk∗
fk
LΨbkfk as the
compressed system matrix and C˜bk = Ψ
bk∗
fk
Cˆfk as the compressed forcing.
(6) For every frequency fk, solve above bk-by-bk system for all Nb realization
of the forcing at that frequency, i.e. solve ;
(i2pifkI− L˜bk)AROMfk = C˜bk (4.10)
for every column of C˜bk and respectively obtain every column of A
ROM
fk
.
To acquire the ROM-solution back in time, perform the next two steps.
(7) Back-project the solution into the N -dimensional space by
Qˆ
ROM
fk
= ΨbkfkA
ROM
fk
(4.11)
and obtain the ROM-approximated FMR matrix.
(8) Permute all ROM FMR matrices back into their respective realizations and
apply an inverse DFT to every realization to obtain the ROM solution in
time.
It must be noted that this framework will return the solution for every single
realization, as defined by the SPOD, so the ROM solutions will overlap by No as
a consequence of the defined blocks.
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The immediate difference to other ROM methods is that no time-stepping is
necessary to advance the ROM solution, which can, under certain circumstances,
be an advantage since the solution is obtains via the inverse DFT.
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CHAPTER 5
NUMERICAL EXPERIMENTS
To demonstrate the methods outlined in the previous chapters, we apply the SPOD-
ROM procedure to the HFM for harmonically and randomly forced two-dimension-
al (2D) passive scalar transport in a steady (time-averaged) velocity field.
This problem, despite being linear and time-invariant, is capable of producing
a variety of different length and time scales due to high gradients in the spatially
varying velocity field combined with high amplitudes of random (broadband) ex-
citation. It thus represents a challenging case for data decomposition methods and
their respective reduced-order models. With this, we illustrate both the efficacy
of SPOD itself, as data-driven tool to extract the most dominant single frequency
structures, and the computational efficiency of the SPOD-ROM as an accurate
method to low-rank reproduce the flow-data. Finally we compare its performance
in terms of speedup and accuracy to the standard POD-Galerkin ROM of the same
system.
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5.1 The High-Fidelity Model
5.1.1 Steady passive scalar transport in a lid-driven cavity
We consider the forced 2D passive scalar transport equation given by
∂q
∂t
+ u
∂q
∂x
+ v
∂q
∂y
= νq(
∂2q
∂x2
+
∂2q
∂y2
) + f(x, y, t)
(x, y) ∈ [0, L]× [0, L], t ∈ [0, T ]
q(0, y, t) = q(x, 0, t) = q(L, y, t) = q(x, L, t) = 0
q(x, y, 0) = 0
(5.1)
on the square unit domain (L = 1) with homogeneous Dirichlet boundary condi-
tions and zero initial conditions for the scalar field q(x, y, t). The constant νq is
the scalar diffusivity and set to 1× 10−3 here.
The u = u(x, y) and v = v(x, y) velocity fields are taken from a high-fidelity
spectral-in-space Navier-Stokes solver for a regularized lid driven cavity at a
Reynolds number of Re = 3 × 104 and time-averaged over 100 snapshots after
reaching a statistical steady state (approximately after 100 seconds). The Dirich-
let boundary conditions for the velocity field are thus utop = (1− x2)2 for the lid
and 0 for the left, right and bottom walls. Both velocity fields are then multiplied
by a factor 10 for the sake of faster scalar transport.
The harmonic and random forcing source term f(x, y, t) given by
f(x, y, t) =r1(x, y)(cos(2pif1t) + ε(x, y, t))+
r2(x, y)(cos(2pif2t) + ε(x, y, t))
r1(x, y) =30
(
e−(
x−0.8
0.07
)8−( y−0.2
0.07
)8 − e−(x−0.750.07 )8−( y−0.250.07 )8
)
r2(x, y) =30
(
e−(
x−0.8
0.05
)8−( y−0.8
0.05
)8 − e−(x−0.850.05 )8−( y−0.850.05 )8
)
(5.2)
is constructed on two spatial functions r1 and r2 that have higher-order Gaussian
functions at specific locations in the domain and are effectively zero everywhere
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Figure 5.1: Velocity magnitude plot of time-averaged flow field.
else. The excitation frequencies are chosen to be f1 = 1 and f2 = 2 here.
As shown in Figure 5.3, the random noise ε(x, y, t), consisting of pseudo ran-
dom numbers (generated by the rand function in MATLAB) within the interval
[−10, 10], is effective only where the spatial functions have a significant value and
decays to zero quickly outside of those regions.
Upon semi-discretization of equation 5.1 and writing the system in a matrix
vector representation, we obtain the following form
q˙(t) = u (Dxq(t)) + v  (Dyq(t)) + νq(Dxxq(t) + Dyyq(t)) + f(t)
q˙(t) = Lq(t) + f(t)
(5.3)
which, after precomputation of the Hadamard product (element-by-element prod-
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Figure 5.2: Surface contour of spatial functions r1 in upper and r2 in right corner.
Figure 5.3: Contour plot of spatial functions superposed with one instance of noise.
uct) between the velocity vectors u, v and the first differential matrices Dx, Dy
shows that this problem reduces to a linear system with a forcing term. Second
differential matrices are given by Dxx and Dyy. The matrix L accounts for all
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transport velocities and spatial derivatives and the vector f(t) accounts for the all
forcing terms.
Details of the HFM can be summarized below:
• We discretize spatially using a uniform mesh with 100 × 100 grid points,
such that the grid spacing is ∆x = ∆y = L/(N − 1)
• The numerical discretization schemes used for the derivatives are respec-
tively second order finite differences for all spatial derivatives and fourth-
order explicit Runge-Kutta (solved using the MATLAB function ODE45) for
the time integration.
• For the given mesh, the velocity field was interpolated from the original
Chebyshev grid of the high-fidelity spectral simulation to a uniform spacing
using the function interp2 in MATLAB.
• The simulation was computed for a timespan of [0, 40] (sec), while snap-
shots were sampled in ∆t = 0.02 (sec) increments, leading to 2000 snap-
shots in total.
Finally, since SPOD is only applicable to statistically steady flow data, it is
important to identify when the system reaches steady state. For this reason, we
will limit the SPOD-ROM to simulating the system at its steady state. A good
way to estimate the duration of the transient and the convergence to steady state
is to plot the time evolution of the POD TKE which converges to the true TKE of
the flow as we choose to include all modes.
As illustrated in Figure 5.4, the TKE approaches steady state after approxi-
mately 2 seconds. Transient solutions of the HFM are illustrated in Figure 5.5.
In order to ensure steady state data, only snapshots between 4 sec and 40 sec are
used for the SPOD and the construction of the SPOD-ROM.
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Figure 5.4: (POD) TKE plotted over time (with k=M=2000 all available modes.
Figure 5.5: Snapshots of the transient and from time 0 to 3.4 seconds.
34
5.1.2 SPOD computation of the flow data
The metrics for a converged SPOD computation in this study are:
• Nf = 1000 (number of DFT frequencies/snapshots per block)
• No = 942 (94.2 % block overlap)
• Nb = 15 (number of blocks/realizations across the entire snapshots)
With the given time-increment ∆t = 0.02 (sec) between snapshots, we obtain a
discretization of the frequency range [-25,25] (Hertz) in discrete frequency steps
of ∆f = 0.05 (Hertz).
Figure 5.6: SPOD modal energy spectra of the 15 modes at each frequency.
SPOD reveals the significant low-rank behavior of the flow at frequencies 1
and 2 that is observable in Figure 5.7 by the high decay of the modal energies
from mode 1 to mode 2 (from first to second column) and visible through the
dominant peaks at these frequencies in Figure 5.6. This is perhaps unsurprising,
since the harmonic frequencies in the forcing term f(t) are chosen as f2 = 1
and f1 = 2 in the HFM. However, it is still reassuring that SPOD, as a purely
data-driven technique, succeeds to identify the inherent low-rank behavior of data
that is simultaneously heavily superposed with noise, without having information
about the physics of the system or the equation structure. Besides the frequencies
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Figure 5.7: The leading three SPOD modes at the dominant frequencies f = 0, 1, 2.
The subscripts denote their entry positions in the discrete frequency vector.
at 1 and 2 (Hertz) that have their origin in the forcing harmonics, we interestingly
also observe a general large drop in modal energies throughout all frequencies
between the energy spectra of the modes 1, 2 and 3 by recognizing the relatively
large gap between each of those lines.
Lastly, we note that two particular modifications in the current SPOD algo-
rithm were made (compared to the SPOD implementation that Towne et al. [1]
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have made available on Github): Firstly, the mean is not be subtracted from the
snapshots. Secondly, instead of a hamming window, a uniform window is used
for the window-wise DFT. This is for reasons of easier implementation and com-
putation of the SPOD-ROM, since the derivation was made with a uniform DFT
window.
Figure 5.8: Location of distributed checkpoints in the domain for the comparison of
HFM and SPOD-ROM DFT spectra.
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5.2 SPOD-ROM results and reproduction of the flow
data
We apply the SPOD-ROM algorithm outlined in subsection 4.2.1 to equation 5.1
and obtain equation 4.10 for our passive scalar transport case to solve at every
discrete frequency fk. Here, we are able to precompute the system matrices
(i2pifkI− L˜bk) at each frequency. The results are presented in Figures 5.9 to 5.12
for the case where we choose bk = Nb = 15.
Figure 5.9: DFT spectra (amplitudes) of the scalar field q at the 9 checkpoints on
semi-log plot.
In Figure 5.9, we observe an overall good agreement in most cases, especially
towards the center for frequencies within -5 to 5 Hertz. The trends towards higher
frequency regions seems to match well when the HFM signal is affected by noise
at those frequency ranges, but does not always match well when it is not affected
by noise (DoF #4724).
Figure 5.10 illustrates the lower frequency parts of 5.9 and shows that the high
amplitude peaks appear to be in very good agreement. This is desirable since
these correspond to high amplitude structures that, once inverse Fourier trans-
formed, are likely to overshadow most disagreements in the higher frequency ran-
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Figure 5.10: DFT spectra (amplitudes) of the scalar field q at the 9 checkpoints on
semi-log plot. Zoomed view.
dom noise.
Most important is the result in Figure 5.11. It shows that the evolution coef-
ficients AROMfk calculated by the SPOD-ROM do in fact follow the trend of the
ones computed from data Adatafk from SPOD. This was not trivial, since it was
not clear whether the SPOD-ROM will have good agreement with the general-
ized coordinates of the subspace (similar to the fact that generally aROM(t) is not
guaranteed to match aPOD(t)). However, the result in Figure 5.11 demonstrates
that the SPOD-ROM approximation (equation 4.3) can in fact generate low-rank
approximations of the state (the evolution of Fourier modes) on an affine trial sub-
space spanned by the SPOD modes, evolved by the evolution coefficients AROMfk .
Since the SPOD modes have converged here (given the large overlap of 94,2%)
their shapes and modal energies will not change when the given data is partitioned
into more blocks. Therefore, better agreement may only be expected with higher
resolutions of the frequency range, i.e. increasing Nf (the number of snapshots in
one realization/DFT-window) while computing the SPOD, which becomes com-
putationally more costly for the SPOD. An improvement of this kind is a property
of the SPOD itself rather than a property of the SPOD-ROM and will not be dis-
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Figure 5.11: Evolution modes AROMfk versus A
data
fk
for bk = 15. Depicted are the modes
of frequencies 0, 0.5, 1, 1.5 and 2 Hertz in this order – frequencies that contribute most
based on the modal energy spectrum – evolving over the n realizations.
cussed here. Error and speedup statistics for different values of bk are summarized
in the next section.
Lastly, we note that the harmonic balance procedure (for the further reduction
of the system across frequencies) has not been applied here for a few reasons:
• We are interested in how well the SPOD-ROM reproduces the noise re-
sponse.
• Removing non-harmonic frequencies leads to the removal of all but two
frequencies (namely the ones corresponding to 1 and 2 Hertz). This is
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an enormous reduction of computational cost that cannot be expected for
non-linear or time-variant systems (future applications of the SPOD-ROM)
which produce a wide range of sub- and super-harmonics.
• To create a “not-too-favorable” appearance of the SPOD-ROM for an ap-
propriate comparison with the non-Fourier POD-Galerkin ROM that does
not benefit from isolation of single frequencies.
Figure 5.12: Three instances of the SPOD-ROM compared to the HFM.
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5.3 Comparisons with the standard POD-Galerkin
ROM
In this section, SPOD-ROMs are compared to standard POD-Galerkin ROMs.
Hence, the standard procedure outlined in Section 3.1 is applied to equation 5.1
and we obtain the linear form of equation 3.6.
a˙ROM(t) = Φ
>
k LΦkaROM(t) + Φ
>
k f(t) (5.4)
Similarly, we are able to precompute the k-by-k system matrix Φ>k LΦk and solve
the POD-Galerkin ROM to obtain solutions in the same time frame (2000 snap-
shots between 0 and 40 sec).
The results are presented in Figures 5.13 to 5.14 for the case k = 15.
Figure 5.13: Decay of the 15 largest singular values for construction of the ROM,
marked with the symbol (*).
From Figure 5.13 we can observe that the decay in singular values is generally
slow. The POD energy content percentage defined by
E(k) =
∑k
i=1 σ
2
i∑M
i=1 σ
2
i
× 100% (5.5)
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(where k = 15 andM = 2000 here) covered by the first 15 modes is merely 2.59%
in this case. This could be due to the high amplitudes in the broadband frequency
forcing. Since POD temporal modes are mixed (to broadband) frequency struc-
tures, each mode tends to represent the dynamics of multiple different time scales.
This may be a disadvantage in a case like the current one, where the separation
of dominant coherent structures at certain frequencies from noisy broadband fre-
quency signals seems beneficial, as shown by the SPOD modal energy spectra 5.6.
Figure 5.14 shows the non-single frequency nature of temporal coefficients.
Figure 5.14: Temporal modes aROM (t) versus aPOD(t) for k = 15. Depicted are the
first 4 temporal modes each, evolving over up to 10 sec.
In order to make an accuracy comparison between SPOD-ROM and POD-
ROM, we define the error metric as
error =
||XHFM − XROM ||F
||XHFM ||F × 100% (5.6)
the relative Frobenius norm error between the HFM snapshot matrix and the re-
spective ROM snapshots. In case of the POD-ROM, the entire data matrix from
front (4 sec, after transient) to end (40 sec) is used. In case of the SPOD-ROM,
since ROM solutions are computed for every realization with certain overlap be-
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tween the solutions, the relative error is computed for every realization (containing
1000 snapshots each) and then averaged over all 15 realizations.
# modes SPOD-ROM POD-ROM
used: k/bk error % error %
5 16.3% 63.5%
10 13.5% 61.3%
15 12.8% 59.6%
Table 5.1: ROM error.
The ROM computational speedup is defined as
speedup =
tHFM
tROM
(5.7)
where tHFM and tROM are the wall times of the HFM and ROM, respectively. We
only consider the computation times of steady state solutions and all simulations
were performed in MATLAB using an 8th generation Intel Core i7 quad-core
processor. The ROMs are each timed one thousand times and then averaged.
# modes SPOD-ROM POD-ROM
used: k, bk speedup speedup
5 5000 800
10 3500 250
15 2500 200
Table 5.2: ROM computational speedups.
As shown in Tables 5.1 and 5.2, the SPOD-ROM is both more accurate and
faster compared to the standard POD-based Galerkin ROMs.
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CHAPTER 6
CONCLUSIONS
6.1 Summary
In summary, the SPOD-ROM algorithm developed in this work is a new model
reduction framework for the governing system of equations in the frequency do-
main. The spatial dimesionality of the HFM is compressed here by the orthogonal
Galerkin projection onto the SPOD modes at each discrete frequency. Hereby,
the statistically stationary property of the system was used by treatment of the so-
lution within the frequency domain at multiple realizations, represented by win-
dowed DFTs. The evolution of Fourier solutions across different realizations is
then what the SPOD-ROM describes.
We have demonstrated that the SPOD-ROM approximation with its reduced-
order variable, the evolution modes, can be used to approximate the state – the
evolution of Fourier modes – on the affine trial subspace spanned by SPOD modes.
Due to its frequency domain nature, it returns the solution at all times at once
via inverse DFT, hence it is not a system of ODEs that is integrated in time but
a system of algebraic equations at each frequency. Drawbacks of this method
are the computational offline costs associated with converging the SPOD modes
and constructing the system matrices at each frequency. Results in Chapter 5
for a harmonically and randomly forced, steady 2D passive scalar transport have
shown that this ROM is able here to benefit from the favorable properties of the
SPOD modes, such that very few number of modes are needed to compress the
algebraic systems for reasonable accuracy. In this test case, the SPOD-ROM has
out-performed the standard POD-Galerkin ROM in both accuracy and speedup.
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6.2 Future work
The SPOD-ROM framework itself should be soon improved by incorporating var-
ious non-uniform DFT window functions, such as the Hamming window, for the
reduction of spectral leakage due to non-periodicity [1]. Also, efforts should go
to the development of an optimal way to average overlapping ROM solutions.
Furthermore, in future studies the SPOD-ROM framework shall explore several
advancements such as the application to time-variant and nonlinear systems and
testing prediction capabilities for future times and parameter variations. A con-
sistency and optimality study of the ROM itself shall be conducted and finally we
aim to develop error bounds or error estimates for UQ purposes.
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APPENDIX A
PRELIMINARY DERIVATIONS
A.0.1 Derivations for a linear time-variant system
We begin this derivation by applying the procedure in Section 3.2.1 to a scalar
time-variant ordinary differential equation (ODE)
q˙(t) = νu(t)q(t) + f(t) (A.1)
where u(t) is a known time-dependent variable and f(t) is a scalar forcing. It is
noted that any method used here for the time-spectral analysis similarly applies to
systems of ODEs, since a coupling in time, i.e. a convolution over the frequen-
cies, does not influence any coupling of the degrees of freedom in space (through
differential matrices or other wise) and so a time-variant version of HFM 3.1 can
be solved analogously.
For the frequency domain representation, we again consider the time-discrete
version of all variables and insert a discrete Fourier series for both q(t) and u(t)
q(t>) =
Nf∑
n=−Nf
qˆne
−i2pifnt> = qˆ>e−i2pift
>
= qˆ>E
u(t>) =
Nf∑
n=−Nf
uˆne
−i2pifnt> = uˆ>e−i2pift
>
= uˆ>E
(A.2)
into A.1 which yields
i2piqˆ>FE = ν(qˆ>E) (uˆ>E) + cˆ>E. (A.3)
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The Hadamard product  can be rewritten as
(qˆ>E) (uˆ>E) = (qˆ> ⊗2 uˆ>)(E⊗1 E) (A.4)
using the horizontal (column-wise) ⊗2 and vertical (row-wise) ⊗1 versions of the
Kronecker matrix product.
Following the Galerkin projection in time
i2piqˆ>F = ν(qˆ> ⊗2 uˆ>)(E⊗1 E)E + cˆ> (A.5)
we can precompute the product
(E⊗1 E)E = E2G (A.6)
where E2G ∈ C(2Nf+1)2×(2Nf+1) is the Galerkin-projected quadratic harmonic ma-
trix. This matrix has a multi-diagonal form, as depicted for the case (2Nf+1) = 8
in Figure A.1.
It can therefore be precomputed with the preceding product of Fourier coeffi-
cients such that
(qˆ> ⊗2 uˆ>)E2G = qˆ>Uˆ
>
(A.7)
where the matrix Uˆ ∈ C(2Nf+1)×(2Nf+1) is the a multi-diagonal matrix that stores
the Fourier coefficients of uˆ> on its diagonal in a structured way. The whole
system can then be transposed and we obtain
i2piFqˆ = νUˆqˆ + cˆ (A.8)
an (2Nf +1)×(2Nf +1) algebraic system for the solution of the unknown Fourier
coefficients qˆ>. It is noted that this system should be efficiently reduced using the
harmonic balance algorithm in Chapter 3.
Given this, it is then easy to show that for a spatially expanded, time-variant
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system
q˙(t) = u(t)Dxq(t) + f(t) (A.9)
the same algebra in the frequency domain persists. Instead of a vector of Fourier
coefficients qˆ> we have a matrix of unknown Fourier modes Qˆ and similarly the
known Fourier modes of a transport velocity u(t), that can be written as blocks
onto the diagonals of a large block-diagonal system matrix UˆB. In this case, any
constant coefficient differential matrix Dx can be precomputed with UˆB. Then,
the same process as in Chapter 4 with the SPOD-ROM approximations 4.3 can
be applied to the unknown Fourier modes and that system can then be Galerkin-
projected with the SPOD-modes of each frequency.
In case of a quadratically non-linear system such as the Burgers equation
u˙(t) = u(t)Dxu(t) + f(t) (A.10)
the same algebra as above applies, but we do not have a structured system ma-
trix UˆB, we instead obtain a block matrix of convolved frequency SPOD modes
that can be precomputed in a similar fasion as UˆB. In that case we must solve
a nonlinear algebraic system simultaneously at all frequencies for all evolution
modes.
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Figure A.1: Galerkin-projected quadratic harmonic matrix.
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