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ОЦЕНКА ПАРАМЕТРА ПОСТОЯННОГО СИГНАЛА 
ПРИ УСЕЧЕННОМ ОЦЕНИВАНИИ ПАРАМЕТРОВ 
АДДИТИВНОЙ НЕГАУССОВСКОЙ ПОМЕХИ 
канд. техн. наук, доц. А.В. ГОНЧАРОВ 
канд. техн. наук В.В. ФИЛИПОВ 
(Черкасский государственный технологический университет, Украина) 
Традиционно построение систем оценивания параметров базируется на класси-
ческих методах, где на практике широкое распространение получило применение 
классического гауссовского распределения для описания случайных величин, что 
во многих случаях делает невозможным отображение реальных процессов с необхо-
димой адекватностью [1–3]. Использование такого подхода при исследовании и разра-
ботке систем оценки параметров негауссовских величин характеризуется существен-
ными ограничениями, связанными с низкой эффективностью конечных алгоритмов 
оценки, что приводит к соответствующим трудностям при создании качественных 
программно-алгоритмических и аппаратных средств обработки сигналов. 
Профессором Ю.П. Кунченком предложен другой подход [4], основанный 
на моментно-кумулянтном описании случайных величин, что позволило применить 
метод максимизации стохастического полинома (метод Кунченка) и получить асимпто-
тически-эффективные оценки параметров негауссовских случайных величин. В данном 
направлении проведен ряд исследований [5–6], где синтезированы алгоритмы оценки 
параметров сигналов на фоне негауссовских помех и показана их асимптотическая 
эффективность. 
Вместе с тем точность оценки достигается за счет увеличения степени стохасти-
ческого полинома, что приводит к усложнению алгоритмов нахождения оценок. Соот-
ветственно для случаев, когда в исследованиях наряду с высокой точностью оценива-
ния, важную роль играет скорость вычисления оценки, которая непосредственно свя-
зана со сложностью вычислительных алгоритмов, необходимо применять метод мак-
симизации усеченного стохастического полинома [7, 8]. Данный метод позволяет упро-
стить алгоритмы нахождения оценок параметров и при этом находить оценки с мини-
мальной дисперсией, используя упрощенный стохастический полином. 
Также следует обратить внимание на то, что часто при нахождении оценок 
параметров сигнала рассматривается случай, когда параметры помехи известны зара-
нее. Но на практике параметры помехи часто неизвестны. Поэтому актуальной является 
задача нахождения совместной оценки параметра сигнала и параметров, описываю-
щих помеху. В качестве сигнала в работе рассматривается сигнал, который имеет 
постоянное значение на протяжении времени наблюдения. 
Таким образом, в работе рассматривается актуальная научно-техническая зада-
ча, состоящая в разработке метода совместного оценивания параметров постоянного 
сигнала и негауссовских помех, что позволяет варьировать алгоритмической сложно-
стью процедуры оценки исследуемых параметров и одновременно находить оценки 
с минимальной дисперсией. 
Постановка задачи. Пусть имеется выборка объемом n независимых одинаково 
распределенных выборочных значений { }n21 x,...x,xx =







значений случайной величины η+ϑ=ξ )(S . В качестве постоянного сигнала ϑ=ϑ S)(S  
рассматривается некоторая функция от параметра ϑ , которая имеет постоянное зна-
чение на протяжении времени наблюдения. Негауссовская помеха η  описывается 
кумулянтом второго порядка 2χ  и последовательностью кумулянтых коэффициентов iγ  
s2,3i = . При синтезе алгоритмов совместного оценивания параметров ϑ , 2χ  и 3γ  рас-
смотрим случай, когда значения коэффициентов асимметрии и эксцесса отличные от 
нуля ( )0,0 43 ≠γ≠γ , а другие равны нулю. Описанная случайная величина называются 
асимметрично-ексцессной случайной величиной второго типа [4]. 
Решение задачи. Особенностью предложенного метода оценки является то, 
что для оценки параметра постоянного сигнала используется метод максимизации по-
линома, предложенный профессором Ю.П. Кунченком [4], а для оценки параметров 
помехи применяется метод максимизации усеченного стохастического полинома [7], 
который основан на использовании усеченных обобщенных стохастических полиномов 
высших порядков. 
Соответственно о параметре сигнала ϑS  мы получим максимум информации 
(в соответствии с заданной степенью полинома s точностью), а о параметрах помехи 
(дисперсии 2χ  и коэффициенте асимметрии 3γ ), которые являются мешающими пара-
метрами, получим минимум необходимой информации, достаточной для оценки ука-
занных параметров. Этот принцип позволяет обеспечить высокую точность оценивания 
и регулировать скорость получения совместной оценки. 
В общем виде совместная оценка параметра сигнала ϑ , дисперсии 2χ  и коэф-
фициента асимметрии 3γ , находится из совместного решения системы уравнений при 
априорно известных значениях кумулянтных коэффициентов iγ , s2,4i=  





















∑∑  3,1r = , (1) 
 
где vx  – одинаково распределенные выборочные значения из случайной величины ξ , 
n – объем выборки x ; im  – начальные моменты порядка i, случайной величины ξ , 
( )l,...,e,c  – целые числа, определяющие степень усечения стохастического полинома, 
( )s  – индекс, показывающий степень полинома, ( )[ ]rsih , 3,1r =  – оптимальные  коэффи-
циенты, в общем виде находятся из решения системы линейных алгебраических урав-
нений: 







= , s,1i= , (2) 
























= , s,1i= , ( )l,...,e,ci≠ , (3) 







где jijij,i mmmK ⋅−= +  – центрированные корелянты случайной величины ξ . Значения 
коэффициентов ( )[ ]rsih , 3,1r = , получаемые из решения систем (2), (3) имеют следую-
щий вид: 
 ( )[ ]








= , s,1i= , 3,1r = , (4) 
где ( )( ) j,i32s Kdet,, =γχϑ∆ , s,1j,i =  – объем частичного тела стохастического полинома 
размером s [4], ( )[ ]( )32rs ,, γχϑΛ , 3,1r =  – определители, получаемые из ( )( )32s ,, γχϑ∆  
путем замены i-го столбца столбецом свободных членов систем (2), (3) соответственно. 
Коэффициенты (4) обеспечивают минимум дисперсии совместных оценок ϑˆ , 2χˆ  
и 3γˆ , найденных с помощью предложенного метода совместного оценивания. 
Поскольку кумулянтный коэффициент 3γ  возможно оценить начиная со степени 
полинома 3s =  [4], то соответственно и синтез алгоритмов совместного оценивания 
параметра постоянного сигнала, а также дисперсии и коэффициента асимметрии поме-
хи, начинается со степени полинома 3s = . 
Подставляя аналитические выражения коэффициентов (4) в систему уравнений 
(1), получим систему степенных уравнений, относительно параметра сигнала ϑS  














































































1 , s,0i=  и априорно известных параметров негауссовской помехи 
(кумулянтных коэффициентов s23 γ−γ ). 
Из общего решения уравнений системы (5) получается оценка сигнала ϑS , при 
усеченном оценивании дисперсии 2χ  и коэффициента асимметрии 3γ  негауссовской 
помехи. В общем случае зависимость сигнала ϑS  от параметра может быть линейной, 
квадратичной или любого другого вида, поэтому выражение совместной оценки ϑˆ , 2χˆ  
и 3γˆ , находится с учетом обратного функционального преобразования оценки от ϑSˆ : 







Выводы. Главный научный результат данной работы заключается в том, что ис-
пользуя метод максимизации усеченного стохастического полинома при совместной 
оценке параметра постоянного сигнала и параметров негауссовской помехи, мы полу-
чаем упрощенные алгоритмы для нахождения оценок по сравнению с использованием 
метода максимизации полинома. Соответственно при увеличении степени стохастиче-
ского полинома, синтезируются алгоритмы, которые сравнительно просто реализовать 
с помощью современной цифровой техники. 
Авторы данной работы выражают искреннюю благодарность профессору, кото-
рый сформулировал постановку научной задачи, рассмотренной в этой работе и в це-
лом основателю научного направления, в рамках которого проводятся исследования, 
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