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We report a robot system with vision which follows企eemotion target by 
recognizing it in real time. We employ Genetic Algorithm (GA) and the gray-scale 
image termed here as raw-image. GA is used to perform the search for a target 
object in the raw-image by an exploration of the search space and exploitation of the 
best solutions of this search process. And GA is used in a way that we named 1 
-step GA Evolution since for every generation， that is， every step of GA evolution， 
GA searching results which are position and orientation of recognized target object 
are output for the robot controller as position/orientation servoing command. This 
GA search is based on a concept of model fi1tering which is proposed in this report. 
In order to determine which object-model is the best， that is， which one provides 
the best recognition resu1ts criteria， three object-models， namely a企amemodel， a 
surface model， and a surface-strips model are examined in this research. From an 
analysis of the object-models sensitivity to position and orientation variations， the 
surface-strips model happened to provide more accurate and reliable recognition 
results. But the surface-strips model， when compared to the surface model from 
the view point of the convergence speed， has been found to have a slower 
convergence speed. Therefore the surface model can be seen in a certain way to be 
suitable for real time control. Our experimental servoing system with a hand-eye 
camera works effectively to track its eye position to a swimming fish in noisy 
environment with water plants. Furthermore， we improved the tracking 
performance by adding local searching mode around the target object in GA， which 
is inspired from gazing action of human. 
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ここで Xmax，Ymaxは正の定数である.次にある閉曲線で表された対象物のモデ、ルの輪郭を
s(rs) = 0， rs= (xs， Ys)で定義する.またその内部をs(rs)三0と表す.図3にs(rs)= 0で定義された
対象物を示す.図3に示すモデ、ルはその代表点が原点と一致し， L:cのz軸回りの回転角が零の状態と仮
定する.モデ、ル内の座標の集合Sを次式で与える.
n = {r = (x， y)I 0~ X壬Xmax，0三U三Ymax}
と定義する.
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，s:(r" <e) = {…E21 i' =肌+1: I rs E S刊)
と表すことができる.ただし，
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? ??????、 ， ，????? ?? ? (5) 
である.
次にS内のモデルの立体形状を
m = m(rs) I rs E S (6) 
と定義する.モデル乏についても Sと同じ立体形状を




p = p(r) ， r E n (8) 
と表す. r は，カメラ座標系 ~c で表した画素の位置であり ， p はその位置における輝度値を表す.入力
された画像の中に存在する対象物と移動モデル領域s.との相関を表す関数Fを，
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θ2p(r) θ2p(r) _， 1 fh2十ヲ示T 回 ;E(pt-1J+piaj-1+pt+1，j+ptJ+1-4pt，j) (11) 
と近似される.ここでPi，jはPi，j= p(ri，j) ， ri，j = (Xi，Yj)εn ， Xi = f:i ， Yj = f:jε:画素聞の距
離， i，j = 0，1，"'，π， XO，Yo = 0， Xn = Xmax， Yn = Ymax)である.ここでは簡単のためXmax= Ymax 
を仮定している.これを用いた 1つの離散型ラプラシアンフィルタは，
F(i，j) =→占恥，j+P仇向tω3一斗l+P防伽仰t件川+刊川1
と表され，図4に示す.図4(a)は，前節のp(r)，rE S1 n~ を意味し， (b)は物体モデルとして，モデル
領域集合SがS= {f:U，f:V I U，匂 =-1，0，1}と定義され，モデル形状m(rs)が
(…/t2 ml，O = mO，l = mO，-l = m-l，O = 1/ε2 
ml，l = ml，-l = m-l，l = m-l，-l = 0 
と与えられた場合の移動モデル領域丘に相当する.すなわち， rsu，v = (Xsu， Ysv) = (f:U， f:V)εS， P.i，j，k = 
(~i ，l1.j' fhc) = (f.i， f:j，ムOk)εr，Etaj=(ぉ，勾)と与えられるとき，丘は丘(r叫 V，P.i，jk)= {ri，jES1CE2 I 
ri，j = T(弘)rsu，v + !:i，j}と表され，図4(b)の丘は， fb = 0の場合である.ラプラシアンフィルタは式
(9)のモデルフィルタが，
(13) 
dhQnzP(T)E(仇坐))ds 乞 p(ri，j) ・盟(ri，j(rsω金引)) 
T・山ri，jεnu芝





mf = mf(rs) 
mf(rs) = 1 ， rsεSf 
面モデル
ms = ms(rs) 
ms(rs) =1 ， rsεSs 
面ー帯モデル
mss = mss(rs) 
mss(rs)三 1， rsE Sssl 
mss(rs) = -1 ， rsε Sssl 











たモデ.ル領域Sと式(6)で定義したモデル形状m(rs)は，それぞれフレームモデルの場合Sf， mf(rs) = 
l(rs E Sf)， 面モデルの場合 Ss， ms(rs) = 1 (rs E Ss)，面ー帯モデ、ルの場合 Sss，mss(rs) 1 (rsε 
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凡s(坐 I_ p(r). m(子(rS!坐)ds
Jr，rεnn(i 
112 
図 7 面モデル領域 Ss(面・帯モデル領域 Sss)の定義
ムsMF)Ess(子)d.'3













のモデル別に表したものである.(b) f'J (d) のグラフ底面は画像領域Q を表し，縦軸に Ff(坐)，Fs (坐)，凡s(~)
を示している.ここで使用したモデノレは魚の形に合わせた三角形のモデルである.各図から魚の実際位置φp
に移動モデルの位置φが近づけば近づくほど関数値が高くなる様子がわかる.(b)のフレームモデルについ



















































(d)面ー 帯モデ‘ル (ft= 0と固定)
た場合の (Ff(φp)-Ff(生)/ムft，(Fs{φp) -Fs{坐)/ムft，(Fss(φp) -凡s(坐)/ム皇を表す.これらの結果
からこの数値の最も大きい面ー帯モデ、ルが一番感度が高く，より正確に対象物の位置/姿勢を探し出せる
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J(q)ij + C(q， q)q + G(q) = 'T (19) 
ここで目標関節角度qdはGAによる経路計画によって得られる η から逆動力学的 =1-1 (rd)により
決定される.また qdは図 13に示されるパスプランニングの出力である.ロボットの順運動学関係より
町 =I(qd) ， r = I(q)であり fは独立なベクトノレ関数であるから， rd -rを零にするロボットの位











d I qcl-q I I -q 
dt 1 q 1-1 J(q)一l[Kp(qcl-q) -K"q -C(q，q)q] 1 
ここで，次式に示すリアプノフ関数の候補を使用する.
1 







す(qd-q， q)= qT J(q)ij + ~qT j(q)q -(qd -q)TKpq 
2 
式(21)の解軌道に沿った Vの変化を調べるため，上式に式(21)を代入すると，
す(qd-q， q)= qT J(q)(J(q)-l[Kp(qd -q) 




V(qd -q， q)= q"l"[-Kvq + (~J(q) -C(q，q))守]
2 
行列μ(q)-C(q， q)はロボットの直鎖リンク構造より skewsymmetric[6]であり，
吋j-C(州 ]q= 0 'v山況況
を満たす.さらに (26)式を (25)式に代入すると次式を得る.









I q d -q I T.' I " 1 f2L = < I -za. -z I : V(qd -q， q)= 0 > 
I I q 
= { [ qd; q] = [qd ~ qd ] E 3l2n }， (28) 
である.式(21)より q=qdでない限り q(t)は0にとどまることはできないから，式(28)の最大不変集合

































の適合度と横軸に X，Y方向の指示値を示す.ここで，取り込み画像のサイズが 126x 120[画素]である
ので，中央値(63，60)がハンドに指示された場合，ハンドは静止し対象物体の直上にサーボイングされた











































図 16 Improved GA sow 
品 38仁二ムJ ごーっ 3適
量igPL・-13J2
ぬ r-x方向の指示値~ O:4 
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図 18 注視範囲制限付GA探索
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