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Introduction 69
In conventional univariate functional Magnetic Resonance Imaging (fMRI) analysis, the 70 objective is to find brain regions that show reproducible activation with the repetition of 71 specific experimental conditions (Friston et al., 1994) . In contrast, in Multi-Variate 72
Pattern Classification (MVPC) approaches, the pattern of responses across multiple brain 73 voxels that together carry information about different experimental conditions is sought 74 (Haxby et al., 2001) . In MVPC, the functional relationship between across-voxel patterns 75 of activation and the experimental conditions is modeled using discriminative pattern 76 recognition techniques; the experimental conditions are then predicted from the fMRI 77 signal (see (Haynes, 2015) review of MVPC). 78
A potential advantage of the MVPC approach over classical univariate analysis methods 79 is that a fixed HRF model does not need to be assumed or estimated. However, this 80 benefit from MVPC is yet to be realized fully because event-related decoding studies 81 generally extract features at fixed temporal delays, which are themselves determined 82 based on a canonical HRF, following the stimulus onset (e.g. Douglas et al. (2011)) . 83
Even in the context of block designs, it may be critically important to take into account 84 fMRI temporal dynamics in addition to multivariate spatial information in MVPC. There 85 is strong temporal correlation in the fMRI time series, especially due to the delay and 86 smoothing from the HRF. Mourao-Miranda et al. (2007) studied the temporal dynamics 87 for MVPC by training and testing a classifier using all temporally contiguous acquisitions 88 in each block, effectively treating time as spatial information, to produce SpatioTemporal 89 (ST) signals. They found a localized peak of response in the amygdala only at a specific 90 time point in the block suggesting that temporal averaging of fMRI activity in a block 91 (i.e. assuming that hemodynamic responses to the same stimulus are a stationary process) 92 averaged out the effect of specific discriminating times in specific regions, and ignored 93 the temporal profiles caused by the hemodynamic response. 94
One study investigated the effect of entire-trial ST temporal embedding on MVPC 95 accuracy of slow event-related fMRI data (Fogelson et al., 2011) . It was found that the 96 accuracy of classification using ST-embedded fMRI data (i.e. entire-trial ST embedding) 97 is higher than using individual, temporally distinct spatial-only observations (In the 98 current study the aforementioned technique is referred to as single TR observations). ST 99 embedding was also investigated for another type of stimulus classification in (Rao, 100 Garg, & Cecchi, 2011) applying the same methods discussed by Fogelson and colleagues 101 (Fogelson et al., 2011) . Another study investigated the variability of temporal dynamic 102 classification performance across single TR observations within the slow event-related 103 trails (Kohler et al., 2013) . Their timepoint-by-timepoint MVPC showed that the peak of 104 classification accuracy was around the peak of region-average HRF; in some regions 105 prior to and in some regions after the region-average HRF peak. However, it was not 106 clear whether all of the temporal dynamics of a voxel activity within a trial carry stimulus 107 specific information. 108
On the other hand, most of the multivariate pattern recognition based studies applied to 109 fMRI data, modeling the pairwise relationship between the brain activity at separate time 110 points and the experimental condition. Although considering the shape of HRF for 111 modeling brain activity, they assign the same stimulus label to the dynamic brain 112 response that is changing over time. The temporal dynamics of the BOLD signal to 113 stimuli of different classes, and within different brain regions are very likely different 114 (Chu et al., 2011; Kohler et al., 2013) . Not considering such these differences may reduce 115 the sensitivity of the classifier and reduce the decoding accuracy. 116
ST feature selection of fMRI finds the time points that carry the highest condition 117 specific information for MVPC (Choupan et al., 2014) . The effect of ST feature selection 118 initially was tested on a block-design experiment (Choupan et al., 2014) . We (Choupan et 119 al., 2014) found that ST feature selection could improve prediction accuracy even on a 120 block-design experiment. To study ST feature selection thoroughly, however, a slow 121 event-related design is preferred because it provides a "cleaner" temporal pattern in 122 which the neural response is less affected by the temporal overlapping of consecutive 123 stimuli responses that occurs in block or rapid event-related design. Particularly when the 124 BOLD signal is allowed to return to baseline before the next stimulus is presented. In 125 comparison to block designs, by randomizing condition/stimuli order, slow event-related 126 experiments minimize effects of strategy expectation and cognitive set (which affect the 127 temporal dynamics) (Pilgrim, Fadili, Fletcher, & Tyler, 2002; Strayer & Kramer, 1994) . 128
In addition, slow event-related designs reduce the neuronal habituation that has been within the trial are informative for the MVPC, and that a shorter sequence of time points 138 might still possess the most discriminative activity across stimulus conditions, possibly 139 around the peak of the HRF ( The task paradigm was implemented in MATLAB (Mathworks, Inc.) using the 162 Psychophysics Toolbox, Version 3.0 (Brainard, 1997) . Stimuli were projected onto a 163 screen behind the scanner bore which participants watched through a mirror installed on 164 the head coil. Participants engaged in six 11-minute fMRI scans. Each run consisted of 165 twenty slow event-related trials, yielding a total of 120 trials per participant. During each 166 fMRI run, participants viewed 10 pictures of human faces (five were females) and 10 167 pictures of houses. The pictures, which were borrowed from publicly available stimulus 168 set used in the Haxby and colleagues paper (Haxby et al., 2001) , were displayed in 169 random order, different for each subject and trial. In each trial, participants viewed a 170 single stimulus picture for 500 ms, which was always followed by an inter-stimulus 171 interval of 25s (the stimulus onset times were jittered at each trial to avoid anticipatory 172 brain activations). In each run, three random trials were followed by their content 173 photographed from different angle. We asked the participants to perform a one-back 174 repetition detection task. The participants were provided with an MRI compatible button 175 box to indicate their responses. In the case of similar consecutive trials (identical re-176 oriented pictures), participants were instructed to press the right button of the button box, 177 and the left button for the dissimilar pictures. The similar trials, which were employed 178 solely to ensure that subjects remained awake and engaged, were excluded from the 179 analysis. We chose a long Inter Stimulus Interval (ISI) of 25 seconds in considering the 180 standard double gamma HRF function characteristics (Friston et al., 1994 ) that requires 181 ~25 seconds for BOLD signal to get back to the baseline after observing a stimuli (Cohen 182 M. S., 1997). 183 184
Data acquisition 185
We acquired images were using the Siemens 3T Tim Trio scanner with a 32-channel head 186 We pre-processed the functional images using Statistical Parametric Mapping software 203 (SPM8; http://www.fil.ion.ucl.ac.uk/spm). Because we used multi-band acquisition, no 204 slice-timing correction was applied (Glasser et al., 2013) . Each fMRI volume was first 205 realigned to its mean image using the 4 th degree B-spline interpolation for head motion 206 correction. The anatomical volume was segmented to gray matter, white matter, and 207 cerebrospinal fluid. We registered the functional data from each run to the anatomical 208 volume, then spatially normalized the data into standard stereotaxic space with voxel size 209 of 2x2x2 mm 3 , using the Montreal Neurological Institute (MNI) template. Warping to 210 MNI was performed to assure that the input data for each subject has the same 211 size/dimension across subjects. 212 At each separate fMRI run, we linearly-detrended the voxels time course to reduce the 215 effects of signal drifts during the course of fMRI experiment, then, we normalized the 216 detrended voxels time course across the entire run to zero mean and unit variance across 217 observations. 218
Field map data was not collected at the time of data collection, and field map 219 inhomogeneity distortion correction was not performed. Regardless, visual inspection 220 showed that the fMRI images were registered to structural image with minimal distortion. mask, were defined in the MNI space, and the derived mask was applied to the 230 preprocessed functional images. In total there were 7547 voxels in IT, using 231
WFU_PickAtlas. 232
Training the classification algorithms on total number of voxels in IT in spatiotemporal 233 form was computationally intensive. Therefore, we decided to perform spatial feature 234 selection. Random Forest (RF) (Breiman, 2001 ) was utilized as a spatial feature selection 235 method to further reduce the size of the already masked data, discarding the voxels that 236 do not improve category specific classification. RF feature selection calculated the voxels 237 importance for the training data. Voxels importance was calculated based on the mean 238 error of bootstrap tree samples in the forest. During the bootstrapping procedure, the 239 voxel is randomly permuted in the Out Of Bag (OOB) cases. The aim of this permutation 240 is to eliminate the existing association between voxels and the stimuli, and then to test the 241 effect of this elimination on the RF model among trees built on these bootstrap samples. 242
A voxel is considered to be in a strong association with the stimuli if the mean error 243
decreases. 244
For each subject, the spatial feature selection was applied on IT voxels (containing 7547 245 features), on 100 trials as training samples. 1000 trees were utilized to train the RF 246 model. After training, voxels in the top 1% of maximum OOB importance were selected, 247 resulting 115 voxels for each subject. All subjects were registered to MNI space, which 248 results in same number of voxels after feature selection. (1) 260
where 3 were the BOLD signals at volume ∈ {1,2, … ,45}, = 1, 2, … , − 1, = 261 2, 3, … , < . Therefore, each ':) was the result of concatenating voxels 262 activity in ' … ) . Utilizing such a concatenation routine, the temporal information was 263 embedded together with the spatial information, forming an ST observation. The 264 prediction accuracies of entire cases were explored to investigate the informative duration 265 of BOLD signal for classification relative to the stimulus onset. The concatenation 266 process in ST is illustrated in Figure 1 . For comparison purposes, we used single TR spatial observation (utilizing the spatial 280 information acquired during one Time to Repeat or (TR)). The maximum accuracy of 281 single TR observation in slow event-related fMRI was reported to be around the peak of 282 HRF at ~5 seconds, but with a small jitter across regions (Kohler et al., 2013) . The HRF 283 peak has also been found to be jittered across people (~ 4 to 7 seconds) (Handwerker, 284 Ollinger, & D'Esposito, 2004). Therefore, single TR classifications were performed for 285 all TRs in the above range (1 second before and 2 seconds after the HRF peak) and only 286 the highest performances were reported. This approach assured that our ST combinations 287
were compared with the highest performance of the single TR approach. It should be 288 noted that the high temporal resolution of the acquired fMRI data allowed us to perform 289 this rigorous investigation. This test was repeated 6 times, with each of the different runs serving once as a test set. 310
Finally the prediction accuracies were reported to quantify how accurately the classifiers 311 were able to distinguish between faces and houses. where, is the reconstructed pattern, is the weight vector, ∑ is the n-by-p covariance 327 matrix of the data (with n voxels and p samples), and ∑ K is the source covariance, 328 defined as L × . 329
RF is an ensemble classifier that employs decision trees as base learners (Breiman, 
that is the number of correctly predicted positive instances over all positive instances. 347
When measuring sensitivities, the category of interest was considered as positive instance. 348
When comparing different techniques, the mean of derived cross-validation runs was 349 reported. We obtained the same results when looking at specificity (or precision). 350
Therefore, we only reported sensitivity for readability. The ST embedding based techniques resulted in higher cross-validated prediction 395 accuracy in comparison to single TR techniques. This improvement was consistent across 396 separate stimuli categories for the two studied classification methods. 2007), performed slightly higher than chance. However, by using ST-SVM, sensitivity to 405 independent stimuli were 80% or higher. 406
When looking at the best prediction outcome of different classifiers, we noticed that RF 407 outperformed SVM in most of the instances. The superiority was consistent across all 408 runs and categories, where RF results were almost always higher than SVM and ST-RF 409 results were always equal or higher than ST-SVM. It should be noted that here only the 410 highest achieved prediction accuracies and sensitivities were reported. Therefore, the 411 reported results in Figure 2 A, B and C are not from the same ST combination. It can be 412 seen that the overall accuracy is mainly lower than the highest accuracy achieved in 413 detecting either faces or houses. Using ST-RF, a trend in prediction accuracy was observed (Figure 4) . The high accuracy 455
was mainly concentrated in the left side of the maps, which is associated with ST 456 combinations that started at the early time points from stimuli onset. A noticeable drop in 457 prediction accuracies was seen when the beginning of ST-RF was 6s or later. In some 458 runs or categories, most of 45 TRs were included in the ST leading to high accuracy, but 459 their accuracy never exceeded the ST combinations ST5:20, including TRs from ~2 460 seconds to ~11 seconds. 461 The results were dominant dependent on the selected ST combination, especially within 494 stimuli categories. For example, in run 2, the prediction accuracy of face stimuli was as 495 high as 90% or as low as 10% depending on the selected ST combination. 496 is the ST combination that starts from TR of 2 (on X axis) and ends at 18 (on Y axis). 504
The columns represent overall prediction accuracies and sensitivity to faces and houses, 505 respectively. Different color map ranges were used for each map, to assist visual 506 inspection of most informative intervals. 507 508 The tri-second maximum TR influence indices were higher in the first quarter of TRs 525 compared to the later TRs ( Figure 6) . A pattern observed in the tri-second maximum 526 temporal influence across the studied categories using the RF classifier. The interval with 527 highest tri-second maximum influence index contains the peak of the HRF, and the most 528 influential was the 10 th TR that is around the peak of HRF, 5.68 seconds. Another peak in 529 the tri-second maximum TR influence index was observed around the 40 th TR (~22 530 seconds from the stimulus onset), which was consistent across all categories. 531 In contrast to the tri-second maximum TR influence of ST-RF, there was no specific 551 trend in the tri-second maximum temporal influence across the two categories using ST-552 SVM. It should be noted that the classification performance for ST-SVM was relatively 553 poor comparing to ST-RF. For the face category, the first TR (0.568 seconds after the 554 stimulus onset) has been selected with a high mean influence level compared to the other 555
TRs across six runs. In the same category, the second best tri-second maximum TR is at 556 the 34 th TR (19 seconds after the stimulus onset). The most tri-second maximum 557 influential TR in house category happened after the HRF peak in the 16 th TR. 558 559
Temporal length in best SpatioTemporal combinations 560
The top ten accurate ST combinations were from the beginning half intervals (i.e. ~ the 561 20 th TR) (with the exception of run 5). The ST-RF with highest overall prediction 562 accuracy always contained the peak of HRF across the six runs (the 10 th TR). Using ST-563 SVM, in run 5, an unexpected temporal region appeared to be most informative (around 564 40 th TR). Similarly, using ST-RF in runs 3 and 5 the later temporal domain seemed to be 565
informative. 566
The most accurate ST-SVMs are no longer than 19 TR and are mainly short in duration 567 across runs (Figure 9 ). The lengths of ST-RF across the top 1% trials (top ten ST 568 combinations) were longer than ST-SVM on average across cross-validation runs. The 569 measured duration was ~9s for RF and ~5s for SVM. 570 were close to the highest performance, with a small standard deviation (Figure 10) . Table  586 2 showed that the average classification accuracy of ST-RF technique was consistently 587 higher than single TR-RF in four participants across cross-validation runs. 588
Note that in some cases both single TR and ST settings resulted in poor classification 589 accuracies (e.g. run 2 and 5 of participant 2). Monitoring the skin conductivity (not 590 included here) showed different level of conductance in the aforementioned runs, 591
suggested that the poor performances were most likely due to the decreased engagement 592 of the participant. Note that in some cases the ST combination resulted in a dominant 593 improvement in the prediction accuracy, which was not observed in participant 1. For 594 example, in run 4 of participant 4, ST resulted in 20% improvement of prediction 595 accuracy, compared with 55% prediction accuracy in single TR. 596
Using RF classifier, the highest overall performance of participant 1, when the first 11 597 seconds after the stimuli onset was utilized ( Figure 10) , was similar to when all 25 598 seconds were used in Figure 2 , except for runs 2 and 5. This finding indicates that there is 599 temporal information in between 11 seconds until 25 seconds from the stimulus onset that 600 assist on increasing the MVPC performance. 601 
