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市场风险的量化工 具 , 如 VaR, 只 有 对 风 险 测量
的计算方法及其风险衡量与实际业绩的关系都进行了
充分的考虑时, 才具有指导意义。




展的过程。模型验证 ( model validation) 是指检验一个
模型是否正确 , 它可以通过一系列的工具 , 如回顾测
试等来完成。
回顾测试是用来检测实际损失与预期损失是否一
致的有效的统计方法 , 它是将 VaR 的历史预测与相关
的资产 ( 组合) 收益率进行系统的比较。由于金融市




测能力的 VaR 使用者和风险管理者来说 , 回顾测试是
至关重要的。
对于商业银行系统来说 , 从决策的角度来看 , VaR
风险预测的不精确性可能导致两个重要方面的影响:
第一 , 如果风险预测不准确 , 商业银行的业务 决
策包括目标设定、风险定价、风险资产组合构造以及
套期策略等 , 也将变得不准确 , 从而可能影响商业银
行的盈利。






基于失效率 ( failure rate) 的巴塞尔规则、Kupiec 统计





验 证 模 型 准 确 性 的 最 简 便 的 方 法 是 记 录 失 效 率 。
失效率是在给定样本中 , VaR 被超越的次数比率 。假




须 选 择 第 一 类 错 误 率 , 即 模 型 正 确 却 被 拒 绝 的 概 率 。
当这类错误发生时 , 银行只能怪自己运气不好 , 因为
它们不应当受到这个错误引起的不适当的惩罚。因此 ,
一般说来 , 应该选择一个较低的第一类错误率。巴塞
尔 规 则 认 为 , 在 250 个 观 测 值 中 , 99% 的 置 信 水 平




( 厦门大学 金融系 , 福建 厦门 361005)
摘 要 : 2004 年 Hong & Li 提出了用非参数方法来检验时间序列动态模型设定的正确性 , 我们以此来研
究商业银行使用的各种 VaR 模型的正确性。通过实证研究我们发现 , 当前商业银行模型风险管理工具回顾测试
中 , 常用的巴塞尔规则、Kupiec 统计检验量及 Christofferson 统计检验量方法可能具有一定的误导性。这种误导可
能使商业银行的风险预测能力受到影响 , 从而影响盈利能力 , 甚至危及整个金融系统安全性。因此 , 商业银行在
利用 VaR 模型时 , 需要仔细地选择合适的方法。
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例外 的 个 数 大 于 或 等 于 5, 银 行 便 会 进 入“ 黄 灯 ” 或
“红灯”区域 , 并因此遭受乘数因子从 3 到 4 的累进惩
罚, 如表 1 所示(菲利普·乔瑞 , 2000)。[1]













表示回顾测试中 T 个观测值样本的 VaR 例外个数。如




N!"pN(1- p)T- N ( 1)
这里, p=1- VaR 置信水平, 简称 VaR 水平。
Kupiec 在零假设即 VaR 模型是正确的情况下 , 构
造了一个统计量 ( 以下简称 PF 统计量) :





N# $ ( 2)
在零假设下 , PF 统计量渐近服从自由度为 1 的 x2
分布。表 2 给出了不同 VaR 水平以及 PF 统计量不同显
著水平下拒绝零假设的 VaR 例外个数。
表 2 250 个观察样本下 PF 统计量的零假设拒绝区间






我们注意到 , Kupiec 检验仅仅关注 VaR 例外个数 ,
而没有考虑 VaR 例外发生的时间变化。而如果 VaR 模
型是正确的话 , 那么 , VaR 例外的发生应该是独立的、
同 分 布 的 。 因 此 , 假 若 VaR 例 外 表 现 出 某 些 团 簇
( clustering) 现象 , VaR 模型则可能在一定条件下很难
捕捉到资产变化的波动特性。
Christoffersen 统计检验量方法(Christoffersen, 1998)[3]
的主要贡献在于它对 PF 进行了扩充 , 以保证 VaR 例外
在 每 一 时 刻 都 是 独 立 的 , 也 就 是 联 合 检 验 失 败 率 和
VaR 例外的独立性。
Christoffersen 构造了零假设为 VaR 模型是正确条件
下的统计量:










其中 , pij=p(It=j|It- 1=i), 表示两天之间 VaR 例外的跃迁几
率; 哑变量 It 表示若没有 VaR 例外发生时 , It=0, 否则
It=1。ni,j 表示回顾测试样本期间内 , 发生状态 i 的后一
天发生状态 j 的天数。统计上 , pij 可以用p! ij= ni,j(ni,j- ni,j- 1)
来
估计。
在零假设下 , Christoffersen 统计量渐近服从自由度




果; 然而应用 Hong & Li 统计量对实证数据进行检验 ,
发现巴塞尔规则、Kupiec 统计检验量及 Christofferson 统
计检验量方法在回顾测试中可能具有一定的误导性。
( 一) 实证分析
我们采用上海综合指数 , 时间自 2000 年 1 月 4 日
至 2006 年 12 月 29 日。收益率 rt 定义为:
rt=100·(logpt- logpt- 1) ( 4)
这里, pt 表示第 t 天指数值。








这里 , zt 是随机扰动项 , 按照 zt 是否服从 i.i.d. N(0,1)分
布、i.i.d. student t 分布和 i.i.d. GED 分布模型 , 可以分
为 GARCH(1,1)、 t- GARCH(1,1)与 GED- GARCH(1,1)三





























, !(·)是 Gamma 函数。
2. EGARCH(1,1)类模型
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rt=!t






这里 , zt 是随机扰动项 , 按照 zt 是否服从 i.i.d. N(0,1)分
布、i.i.d. student t 分布和 i.i.d. GED 分布模型 , 可以分











t- 1 +’( !t- 1 - %!t- 1 )
&
这里 , zt 是随机扰动项 , 按照 zt 是否服从 i.i.d. N(0,1)分
布、i.i.d. student t 分布和 i.i.d. GED 分布模型 , 可以分
为 APARCH(1,1)、t- APARCH(1,1)与 GED- APARCH(1,1)
三个模型。
我们用前 1432 个数据估计模型的参数 , 用后 250
个数据作 VaR 模型回顾测试。模型参数估计结果见表 3。
表 3 九个模型参数估计结果
























































































































































注 : 每个参数估计栏中第一行为参数估计值 , 圆括号中是参
数估计的标准差 , 最后一行表示参数估计 t 统计量 p 值。
在 VaR 框 架 下 , 给 定 日 收 益 率 rt 与 条 件 波 动 率
ht! , 则 t+1 时刻的 VaR 值是:
VaRt+1(p)=Zp ht+1! ( 10)
这 里 , ht+1! 是 前 面 一 天 预 测 的 条 件 标 准 方 差 , 由
( 5) 、(8)与(9)得到。而 p 是 VaR 水平 , Zp 是假设分布的









通过计算 , 我们得到 PF 统 计 量 、Christoffersen 统
计量在各显著水平下的 p- 值及 VaR 例外数 ( 见表 4) 。
表 4 回顾测试中 PF 统计量、Chris toffersen 统计量的
p- 值及 VaR 例外数
模型 VaR 水平 VaR 例外数 N PF 统计量 p 值 Christoffersen 统计量 p 值
GARCH(1,1)
1% 3 0.7580 0.9083
5% 9 0.2860 0.3893
10% 17 0.0751 0.0549
t- GARCH(1,1)
1% 2 0.7419 0.9245
5% 6 0.0366* 0.0947
10% 11 0.0010* 0.0026*
GED- GARCH(1,1)
1% 0 0.0000* 0.0000*
5% 2 1.7086e- 004* 8.3520e- 004*
10% 8 3.6943e- 005* 1.4933e- 004*
EGARCH(1,1)
1% 5** 0.1619 0.3325
5% 13 0.8853 0.4582
10% 19 0.1884 0.0808
t- EGARCH(1,1)
1% 2 0.7419 0.9245
5% 10 0.4529 0.4766
10% 16 0.0435* 0.0406*
GED- EGARCH
(1,1)
1% 1 0.2781 0.5508
5% 4 0.0042* 0.0154*
10% 13 0.0058* 0.0102*
APARCH(1,1)
1% 8** 0.0054* 0.0155*
5% 18 0.1331 0.0738
10% 19 0.1884 0.0808
t- APARCH(1,1)
1% 2 0.7419 0.9245
5% 10 0.4529 0.4766
10% 19 0.1884 0.0808
GED- APARCH
(1,1)
1% 1 0.2781 0.5508
5% 6 0.0366* 0.0947
10% 14 0.0121* 0.0176*
注 : * 表示在通常使用的 5%显著水平下 , 模型被拒绝; ** 表
明模型处在巴塞尔规则的“绿灯”区外。
与 表 1 相 比 较 , 我 们 发 现 除 APARCH (1,1) 与
EGARCH(1,1)外 , 所有模型回顾测试结果都落在巴塞尔
规则的“绿灯”区 ; 但是在“绿灯”区的模型中 , 只
有GARCH(1,1)与 t- APARCH(1,1)模型在 VaR 水平为 1%、
5%与 10%同时在通常使用的 5%显著水平下, 模型被接受。
在接下来的分析中 , 我们将集中于 GARCH(1,1)与
t- APARCH(1,1)这两个模型。从图 1 和图 2 中 , 我们可
以很直观地观察这两个模型的回顾测试结果。
( 二) Hong & Li 统计量分析
我们将进一步应用最近发展起来的模型验证工具 ,
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图 1 GARCH(1,1)模型在 VaR 水平分别为1%、5%与 10%时的
回顾测试结果。VaR 例外数 N=3、9、17。
图 2 t- APARCH(1,1)模型在 VaR 水平分别为 1%、5%与10%时
的回顾测试结果。VaR 例外数 N=2、10、19。
Rosenblatt(1952)证明了如果模型设定是正确的 , 那
么广义残差序列{Zt}服从 i.i.d.U[0,1]。[4]这里 , Zt≡
rt
- ∞" p(r|
I# t - 1,t)dy。 I# t - 1 表 示 直 到 (t- 1)时 刻 的 信 息 集 , Diebold 和
Elerian(1998)、Chib & Shephard(2001)将 它 广 泛 应 用 于
计量经济学中。[5- 6]p(r| I# t- 1,t)表示 t时刻可观测变量 r 在 t 时
刻的条件密度函数。







释能力的变量 , 就不可能被当作最好的模型。Hong &
Li 检验统计量因此可以被看作是衡量模型正确性的一
个标准。此外 , Hong & Li 统计量显示 , 若检验统计
量越小, 表明模型就越接近正确性设定。
具体地讲, Hong 等使用估计核:













































其中 , h=!" zn- 1/6, !" z 是广义残差{Zt}
n
t=1 的标准差 , k(·)是
预设的对称密度函数。
Hong & Li 统计量Q" (j)构造如下:






























如 果 模 型 设 定 正 确 , 则 当 样 本 数 n→∞ 时 , Hong
& Li 统计量Q" (j)→N (0,1); 否则 , Q" (j)→∞。这里 j 表示
计算统计量时所用到的滞后阶数。Hong 证明了当 n≥
500 时 , 该统计量具有相当的验证模型正确性的效力。
当我们使用全部观测值时, 计算得到的Q" (j)如表 5 所示。
表 5 Hong & Li 统计量Q! (j)的相应各阶滞后项的统计值
j=1 j=5 j=10 j=15
GARCH(1,1) 15.0304 13.2340 12.0320 12.9196
t- APARCH(1,1) 15.5231 14.3917 14.7672 14.7376
更直观地 , 我们将计算得到的各阶Q" (j)表示如图 3
与图 4。这里 j=1, 2, ⋯, 50。
图 3 GARCH(1,1)模型的 Hong & Li 统计量Q! (j)直观图
( 横轴表示滞后阶数 , 纵轴表示统计量的值)
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图 4 t- APARCH(1,1)模型的 Hong & Li 统计量Q! (j)直观图
( 横轴表示滞后阶数 , 纵轴表示统计量的值)
我 们 从 表 5 与 图 3、 图 4 中 看 到 , GARCH ( 1,1)
与t- APARCH(1,1)模型都被显著拒绝。因此 , 我们可以





风险时 , 常用的回顾测试方法 ( 如巴塞尔规则、Kupiec
统计检验量及 Christofferson 统计检验量) 可能带有一定
的误导性。这种误导可能使商业银行的风险预测能力
受到影响 , 从而影响盈利能力 , 甚至危及整个金融系
统的安全性。
仔细分析 , 我们可以看到这些常用的回顾测试是





起合理的回顾检验样本数不够的问题 ( 比如 , Hong &
Li 统计量Q! (j)需要至少 500 个数据) 。此外 , 由于一切
计 量 经 济 学 模 型 都 是 “ 错 误 ” 模 型 , 如 何 在 “ 错 误 ”
模型与设定正确的苛刻要求之间作出选择 , 商业银行
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商业银行 VaR 模型预测能力的验证
Testing the Forecasting Ability of the VaR Model of the Commercial Banks
LIU Xiao- shu, ZHENG Zheng- long
( Xiamen University, Xiamen, 361005)
Abstract: In 2004 Hong & Li proposed the use of non- parameter method to test the validity of the time series
dynamic model. In this paper we use the same method to test the validity of the VaR model used in commercial
banks. We empirically find that the current back- test tools including Basle test, Kupiec test and Christofferson test
used in the business banks’ model risk management can be somewhat misleading. So, business banks should choose
appropriate back- test method carefully.
Key words: VaR, backtest, model validation
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