Event memories are stored in hippocampal-cortical networks. In this issue of Neuron, two studies, Cowansage et al. (2014) and Tanaka et al. (2014) , tag active cells during memory encoding and optogenetically manipulate the activity of these ''engram'' cells during subsequent recall to reveal how hippocampal and cortical cell ensembles interact during retrieval.
While there is plenty of debate in the memory field, the classical view is that memory traces for events are laid down in cell ensembles across distributed hippocampal-cortical networks. The hippocampus is considered necessary, at least temporarily after encoding, for successful retrieval of these event memories via reinstatement of the patterns of activity within these cortical ensembles. According to this view, the hippocampus contains indices or pointers to cortical cell assemblies that collectively represent a given event (e.g., Eichenbaum, 2000) .
Observations of retrograde amnesia following hippocampal damage in human patients (such as H.M.), as well as in experimental animals, provide broad support for this view (Squire et al., 2004) . However, they tell little about how hippocampal and cortical cell ensembles interact to support memory retrieval. Two studies published in the current issue of Neuron, Cowansage et al. (2014) and Tanaka et al. (2014) , shed light on this interaction. Both studies used a genetic strategy to tag active cells at the time of memory encoding with light-sensitive opsins and then optogenetically manipulate the activity of these ''engram'' cells during retrieval.
In the first study, Tanaka et al. (2014) used a Fos-driven reporter mouse to tag active cells as mice learned an association between a shock and a context. The formation and maintenance of contextual fear memories engages distributed networks, and, as expected, training tagged ensembles of cells throughout the hippocampus and cortex. Usually, when mice return to the original training context, they exhibit conditioned fear responses, including freezing behavior, indicating that they recognize this as the place in which they previously received a shock. By expressing the inhibitory opsin (ArchT) in tagged cells in the CA1 region of the hippocampus, Tanaka et al. (2014) examined the impact of silencing engram cells just in this region (rather than the whole hippocampal-cortical network) on fear memory retrieval (Figure 1 ). When these tagged CA1 cells were silenced, mice no longer froze in the conditioning context. Using a comparable tag and manipulate approach, a recent study showed that silencing engram cells in either the dentate gyrus or CA3 regions of the hippocampus similarly impaired retrieval of a contextual fear memory (Denny et al., 2014) .
While these data suggest that reactivating ensembles of hippocampal cells that were active at the time of encoding is required for successful retrieval, there is an alternative explanation. Perhaps silencing any population of hippocampal cells (and not necessarily the engram cells) produces a more general disruption of hippocampal function and impairs retrieval. Tanaka et al. (2014) designed a clever experiment to test this idea. They first tagged CA1 cells with the inhibitory opsin when exposing mice to a different environment. They subsequently fear conditioned these mice in the regular training context while silencing this population of tagged cells (and presumably preventing these tagged cells from becoming part of the contextual fear memory engram). They then placed mice back into the fear conditioning context and silenced this population of ''excluded'' cells. Silencing had no effect on the retrieval of the fear memory, indicating that their disruption was specific to the target memory and did not affect other contextual memories presumably stored in the hippocampus.
Why don't the mice remember? While fear memories like these are thought to be represented in distributed hippocampal-cortical networks, silencing just the engram neurons in the CA1 was sufficient to impair retrieval. According to the classical view, preventing reactivation of a hippocampal index should prevent reactivation of the entire hippocampal-cortical network. The tagging system used by Tanaka et al. (2014) allowed them to address this issue in ways not possible previously. After CA1 silencing on the retrieval test, they evaluated the likelihood of reactivation for tagged engram cells in the cortex. While overall activation levels (measured by expression of the immediate-early gene Fos) were similar with or without hippocampal silencing, silencing CA1 encoding cells led to a selective reduction in reactivation of tagged cells in the cortex.
Therefore, these data suggest that silencing CA1 engram cells induces retrieval failure because, at least in part, it prevents the reactivation of engram cells in the cortex. If so, is it possible to bypass the hippocampus (and its index) and artificially express a fear memory by directly driving these cortical engram cells? This is the question addressed by Cowansage et al. (2014) . Using a similar tag-and-manipulate approach, they first fear conditioned mice and, as Tanaka et al. (2014) observed, found that engram cells were tagged throughout the hippocampus and cortex. Now, instead of turning off tagged cells in the CA1, Cowansage et al. (2014) directly reactivated engram cells in the retrosplenial cortex after placing mice in a neutral context (where freezing isn't normally observed). Artificial reactivation of this component of the memory trace induced freezing. This suggests that reactivation of tagged retrosplenial cells alone was sufficient to artificially express the fear memory.
Focal stimulation of a population of engram cells in the retrosplenial cortex was effective in retrieving the memory possibly because it led to activation of a much broader network of engram cells in the cortex. Indeed, the retrosplenial cortex reciprocally connects with many hippocampal and cortical regions and, during contextual fear memory retrieval, activity of the retrosplenial cortex is coordinated with activity in many other cortical regions (Wheeler et al., 2013) . Consistent with the idea that the retrosplenial cortex acts as a hub within a broader memory network, Cowansage et al. (2014) found that ''natural'' and ''artificial'' expression of a fear memory activated similar populations of cells in subregions of the amygdala and entorhinal cortex. It is worth noting that the artificially expressed memory is weaker than naturally expressed fear memories, with freezing levels hovering between 15%-20% following activation of retrosplenial engram cells. This is not surprising given that it is unlikely that all engram cells were reactivated. Furthermore, optical stimulation cannot recapitulate the precise temporal patterning observed during the natural retrieval of fear memories, leading to further information loss.
While the hippocampus is necessary for retrieval of contextual fear memories soon after encoding, eventually these types of memories may be expressed independently of the hippocampus (Frankland and Bontempi, 2005) . Cowansage et al. (2014) next asked whether hippocampal activity was necessary for artificial recall of a fear memory, when tested just a few days after encoding. To do this, they pharmacologically inhibited the hippocampus while mice ''naturally'' expressed a contextual fear memory or ''artificially'' expressed a contextual fear memory (induced by driving retrosplenial engram cells). As expected, shutting down the hippocampus blocked natural recall of the memory. However, shutting down hippocampal activity had no effect on artificial expression of the memory. This surprising finding suggests that driving cortical engram cells alone is sufficient for memory expression, even soon after training. Presumably, whereas under normal conditions the only way to reactivate cortical engram cells is via reactivating the appropriate indices or pointers in the hippocampus, accessing cortical engram cells directly circumvents this requirement.
The creative application of this ''tagand-manipulate'' approach allowed these studies to interrogate this classical model of consolidation in ways not previously possible. In particular, the ability to selectively manipulate cells that were active during encoding allowed Tanaka et al. (2014) to provide support for the widely held view that the successful retrieval depends upon reinstatement of cortical patterns of activity that occurred at the time of learning via activation of hippocampal indices. Complementing this discovery, Cowansage et al. (2014) showed that it is nonetheless possible to completely bypass the hippocampus and artificially express a fear memory by targeting engram cells in the cortex directly.
However, as elegant as these studies are, one major issue remains unresolved. What is the nature of the index? This is a fundamental issue that divides opinion. At one extreme, hippocampal cell ensemble activity is thought to provide little more than an index, with Tanaka et al. (2014) demonstrate that reactivation of tagged CA1 cells is necessary for the recapitulation of cortical engram cells. When the tagged CA1 cells are inhibited, a different population is recruited in the cortex, impairing memory retrieval. (B) A memory successfully expresses via optogenetic reactivation of a distinct cortical ensemble (i.e., the retrosplenial cortex), even when pharmacologically inhibiting the hippocampus (Cowansage et al., 2014) . Importantly, the engram cells in other cortical regions reactivate during this artificial retrieval. (C) Previous results demonstrate that reactivation of tagged hippocampal cells is sufficient for successful memory retrieval, presumably via reactivation of cortical engram cells (Liu et al., 2012) . memory content stored in the cortex (Teyler and DiScenna, 1986) . According to this account, memories expressed via activation of hippocampal indices or, artificially, via direct activation of cortical engram cells should not differ in quality. That is, the same content is being accessed, albeit via different routes. Alternatively, others argue that, along with containing an index, the information in the hippocampus necessarily includes at least some content that is not present in the cortex (for example, contextually dense or highly spatial details) (Winocur and Moscovitch, 2011) . Therefore, according to this account, whether or not the hippocampus contributes to expression does make a difference in the quality of the retrieved memory. A fear memory expressed via activation of hippocampal indices should retain its contextually rich and detailed nature. In contrast, direct activation of cortical engram cells will lead to expression of a fear memory that is necessarily less detailed and more gist-like in quality. In fear conditioning studies, memory quality has most often been assessed by comparing freezing levels in trained versus similar contexts. However, since the artificial recall is already assessed in a neutral context in the Cowansage et al. (2014) study, these types of context generalization experiments are not possible here. This particular debate is destined to continue, and it is our hope that the creative application of new tools will also shed light on this question.
Membrane potential recordings in awake mice have correlated cortical state with locomotion and whisker movements. In this issue of Neuron, Reimer et al. (2014) now reveal that pupil dilation in stationary mice equally signals a change in cortical state and an enhancement of visual processing.
Sensory processing and perception are not simply a passive detection of stimuli by the nervous system; in animals that are awake and behaving, it is an active process and a highly integrative one. The peripheries of our sensory systems are constantly engaged, whether we realize it or not: eyes scan, hands manipulate, noses sniff, tongues roll. Although we rarely use them, we even have muscles to move our ears-maybe the vestige of some ancient mechanism to reposition them and capture more sound. When sensory input reaches the CNS, it is integrated with sensory signals of other modalities and a wide range of internally generated signals including copies of motor commands, memories, arousal, and attention. Understanding where, how, and why sensory integration occurs in the brain is a grand challenge for neuroscience.
Nowhere is the integration of external and internal neural signals more apparent than in the mammalian neocortex. The very first electroencephalogram (EEG) recordings of electrical activity from awake animals and the human brain revealed patterns of spontaneous activity that correlated to different behavioral states but seemed unrelated to direct sensory input. This suggested that the neocortex would be a good place to study changes in brain states and their relation to sensory integration, in the hope of finding cellular correlates possibly in identified populations of neurons. This was theoretically possible, but anesthesia was typically used to immobilize the animal. It was a dilemma if you were interested in waking brain states.
The head-restrained mouse preparation came to the rescue and is now in widespread use. This provides the stability
