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A local optimization method based on Bayesian Gaussian Processes is developed and applied to
atomic structures. The method is applied to a variety of systems including molecules, clusters, bulk
materials, and molecules at surfaces. The approach is seen to compare favorably to standard opti-
mization algorithms like conjugate gradient or BFGS in all cases. The method relies on prediction
of surrogate potential energy surfaces, which are fast to optimize, and which are gradually improved
as the calculation proceeds. The method includes a few hyperparameters, the optimization of which
may lead to further improvements of the computational speed.
One of the great successes of Density Functional The-
ory (DFT) [1, 2] is its ability to predict ground state
atomic structures. By minimizing the total energy the
atomic positions in solids or molecules at low temper-
atures can be obtained. However, the optimization of
atomic structures with Density Functional Theory or
higher level quantum chemistry methods require sub-
stantial computer resources. It is therefore important
to develop new methods to perform the optimization ef-
ficiently.
Of key interest here is that for a given atomic structure
a DFT calculation provides not only the total electronic
energy, but also at almost no additional computational
cost the forces on the atoms, i.e. the derivatives of the en-
ergy with respect to the atomic coordinates. This means
that for a system with N atoms in a particular config-
uration only a single energy-value is obtained while 3N
derivatives are also calculated. It is therefore essential to
include the gradient information in an efficient optimiza-
tion.
A number of well-known function optimizers explor-
ing gradient information exists [3] and several are imple-
mented in standard libraries like the SciPy library [4] for
use in Python. Two much-used examples are the conju-
gate gradient (CG) method and the Broyden–Fletcher–
Goldfarb–Shanno (BFGS) algorithm. Both of these rely
on line minimizations and perform particularly well for a
nearly harmonic Potential Energy Surface (PES). In the
CG method, a series of conjugated search directions are
calculated, while the BFGS method gradually builds up
information about the Hessian, i.e. the second derivatives
of the energy, to find appropriate search directions.
The Gaussian Process (GP) method that we are going
to present has the benefit that it produces smooth sur-
rogate potential energy surfaces (PES) even in regions of
space where the potential is non-harmonic. This leads
to a generally improved convergence. The number of al-
gebraic operations that has to be carried out in order
to move from one atomic structure to the next is much
higher for the GP method than for the CG or BFGS
methods, however, this is not of concern for optimiz-
ing atomic structures with DFT, because the electronic
structure calculations themselves are so time consuming.
For more general optimization problems where the func-
tion evaluations are fast, the situation may be different.
Machine Learning for PES modelling has recently at-
tracted the attention of the materials modelling commu-
nity [5–16]. In particular, several methods have focussed
on fitting the energies of electronic structure calculations
to expressions of the form
E(ρ) =
n∑
i=1
αi k
(
ρ(i), ρ
)
. (1)
Here, {ρ(i)}ni=1 are some descriptors of the n atomic
configurations sampled, k
(
ρ(i), ρ
)
is known as a kernel
function and {α}ni=1 are the coefficients to be determined
in the fit. Since there are n coefficients and n free pa-
rameters, the PES determined by this expression has the
values of the calculations at the configurations on the
training set.
Here we note that expression (1) can easily be extended
to:
E(ρ) =
n∑
i=1
αi k
(
ρ(i), ρ
)
+
n∑
i=1
3N∑
j=1
βij
∂k
(
ρ(i), ρ
)
∂r
(i)
j
, (2)
where {r(i)j }3Nj=1 represent the coordinates of the N atoms
in the i−th configuration. The new set of parameters
βij together with αi can be adjusted so that not only the
right energy of a given configuration ρ(i) is predicted, but
also the right forces. This approach has two advantages
with respect to the previous one: (i) the information in-
cluded in the model scales with the dimensionality, (ii)
the new model is smooth and has the right gradients.
In the case of systems with many identical atoms or
similar local atomic structures it becomes advantageous
to construct PESs based on descriptors or fingerprints
characterizing the local environment [5–11]. The descrip-
tors can then be constructed to obey basic principles as
rotational and translational symmetries and invariance
under exchange of identical atoms. Here we shall de-
velop an approach based on Gaussian Processes which
works directly with the atomic coordinates and effectively
produces a surrogate PES of the type Eq. (2) aimed at
relaxing atomic structures.
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2We use Gaussian Process Regression with derivative
information to produce a combined model for the energy
E and the forces f of a configuration with atomic posi-
tions x = (r1, r2, . . . , rN ):
U(x) = (E(x),−f(x)) ∼ GP (Up(x),K(x,x′)) , (3)
where Up(x) = (Ep(x),∇Ep(x)) is a vector-valued func-
tion which constitutes the prior model for the PES and
K(x,x′) is a matrix-valued kernel function that models
the correlation between pairs of energy and force values
as a function of the configuration space.
In this work, we choose the constant function Up(x) =
(Ep,0) as the prior function. For the kernel, we use
the squared-exponential covariance function to model
the correlation between the energy of different config-
urations:
k(x,x′) = σ2fe
−‖x−x′‖2/2l2 , (4)
where l is a typical scale of the problem and σf is a
parameter describing the prior variance at any configu-
ration x. The full kernel K can be obtained by noting
that [17, 18]:
cov (E(x), E(x′)) = k(x,x′) (5)
cov
(
E(x),
∂E(x′)
∂x′i
)
=
∂k(x,x′)
∂x′i
≡ Ji(x,x′)
(6)
cov
(
∂E(x)
∂xi
,
∂E(x′)
∂x′j
)
=
∂2k(x,x′)
∂xi∂x′j
≡ Hij(x,x′),
(7)
and assembling these covariance functions in a matrix
form:
K(x,x′) =
(
k(x,x′) J(x,x′)
J(x′,x)T H(x,x′)
)
. (8)
The expressions for the mean and the variance for
the posterior distribution follow the usual definitions in-
corporating the additional matrix structure. Let X =
{x(i)}ni=1 denote the matrix containing n training inputs
and let Y = {y(i)}ni=1 = {
(
E(x(i)),−f(x(i)))}ni=1 be the
matrix containing the corresponding training targets. By
defining
K(x, X) =
(
K(x,x(1)),K(x,x(2)), . . . ,K(x,x(n))
)
(9)
and
(K(X,X))ij = K(x
(i),x(j)), (10)
we get the following expressions for the mean:
U¯(x) = Up(x)+K(x, X)
[
K(X,X) + Σ2n
]−1
(Y−Up(X))
(11)
and the variance:
σ2(x) = K(x,x)−K(x, X) [K(X,X) + Σ2n]−1K(X,x)
(12)
of the prediction, where we have assumed an additive
Gaussian noise term with covariance matrix Σn [17]. This
term corrects only for the self covariance of the points in
the training set, and thus, it is a diagonal matrix that
models the self correlation of forces with a hyperparam-
eter σn and the self correlation of energies with σn × l2.
We note that even for computational frameworks where
the energy and forces can be computed with very limited
numerical noise, small non-zero values of σn are advanta-
geous since they prevent the inversion of the covariance
matrix K(X,X) to be numerically ill-conditioned [13].
The GP regression provides a PES that can be min-
imized using a gradient-based local optimizer. For this
purpose, we have used the L-BFGS-B algorithm as im-
plemented in SciPy [19]. The prior value for the energy is
initially set as the energy of the initial configuration and
then the expression (11) is used to produce a PES from
that data point alone. This model is then minimized, and
the evaluation at the new local minimum generates new
data that is then fed into the model to produce a new
PES that will have a different local minimum. Before
generating each new PES the prior value for the energy is
updated to the maximum value of the energies previously
sampled. This process is then iterated until convergence
is reached. A more detailed description of the algorithm
can be found in the Appendix in the form of pseudocode.
The method has been tested on a variety of differ-
ent systems using two different calculation methods.
The DFT tests have been performed using GPAW [20],
whereas the Effective Medium Theory (EMT) calcula-
tions have used the implementation in ASE [21, 22]. All
DFT calculations have been performed using the local
density approximation (LDA) exchange-correlation func-
tional and double zeta polarized (DZP) linear combina-
tion of atomic orbitals (LCAO) basis set [23]. The Bril-
louin zone has been sampled using the Monkhorst-Pack
scheme with a k-point density of 2.0 A˚. The PAW setup
with one valence electron has been used for the sodium
cluster for simplicity. All systems have been relaxed until
the maximum force of the atoms was below 0.05 eVA˚
−1
.
The default values of the hyperparameters should be
chosen such that the algorithm performs well for atomic
systems. For this purpose, we have chosen a training
set consisting of two different structures: (i) a 10-atom
sodium cluster with random atomic positions and (ii) a
carbon dioxide molecule on a (111) surface with 2 layers
of gold and 2 × 2 unit cell. The training configurations
are relaxed using DFT energies and forces.
It is easy to see from expressions (4) and (11) that σf
and σn play the same role in predicting the PES. For
this reason, we set σf to 1 and vary only σn. We also
note that the distance to the closest local minimum of
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Figure 1. Number of potential energy evaluations needed to
relax an atomic structure as a function of the two hyperpa-
rameters: the length scale l, and the regularization parameter
σn. The label NC (Not Converged) indicates that the relax-
ation did not converge. The default choice for the hyperpa-
rameters is indicated by a circle.
the model PES from an isolated sampled point (this is, a
point whose distances to all other points in the training
set are much larger than l) is related both to the prior
energy Ep and the scale of the kernel. We therefore keep
the value for the prior energy fixed at the one of the
initial configuration when we determine the scale.
For each pair of the hyperparameters (l, σn), we relax
the two training systems and count the number of DFT
evaluations the optimizer needs to find a local minimum.
The results are shown in Figure 1. The plot shows that
the metallic cluster benefits from relatively large scales of
0.6A˚ or more while the regularization parameter should
be small. For the CO on gold system, the tight CO bond
requires a shorter scale and a larger regularization pa-
rameter. A too long scale might even imply that the op-
timizer does not converge. The set of hyperparameters
l = 0.4A˚ and σn = 5 meVA˚
−1
seems to be a good com-
promise between the two cases and these are the default
values we shall use in the following.
The length scale l does not have to stay constant during
the energy minimization, but can be updated by using
the data already sampled. The updated scale, l, can be
determined by maximizing the marginal likelihood.
l = arg max
`
P (Y |X, `, σn, Ep) (13)
In the update-version of the optimizer we update the
scale every 5th iteration. For the sake of robustness, if
such optimization fails (for example, because there is not
enough evidence and the marginal likelihood is very flat),
the previous scale is kept. This allows the algorithm to
find its own scale as it collects more information, produc-
ing a model that self adapts to the problem at hand.
In the following we test the performance of the local
GP minimizer, which we shall denote GPMin, as com-
pared with other common gradient-based methods. For
this purpose, we have generated 1000 random configu-
rations of a 10-atom gold cluster. The configurations
have been generated by sequencially applying three uni-
form displacements for each atom in a cubic box with
side 4.8A˚ and only keeping those that lie further than
1.7 times the atomic radius of gold away from any of the
other atoms already present in the cluster. Each con-
figuration is then optimized using an Effective Medium
Theory PES with six different optimizers: the ASE im-
plementations of FIRE [24] and BFGS Line Search, the
SciPy implementations of BFGS and the GC, and the two
GP methods with and without the update of the length
scale.
The statistics of the number of energy evaluations are
shown in Figure 2. The GP optimizers are seen to be
the fastest on average: 32.1 ± 0.3 energy evaluations for
the updated version and 38.9 ± 0.4 for the not-updated
one, as compared to 43.4 ± 0.3 and 47.4 ± 0.4 for the
BFGS implementations in SciPy and ASE, respectively.
CG exhibits 64.8±0.5 average number of steps and FIRE,
93.4±0.7. Both GP optimizers are also among the fastest
for the best case scenario, with 14 evaluations for the
regular GPMin optimizer and 15 for the updated version,
compared to 15 for ASE BFGS, 23 and 24 for the SciPy
implementations of BFGS and CG respectively and 51
for FIRE. We further note that the updated version has
by far the best worst-case performance. All the 6000
relaxations succeeded to find a local minimum.
We have further investigated the performance of the
Bayesian optimizer for 6 different systems with DFT: a
CO molecule on a Ag(111) surface, a C adsorbate on a
Cu(100) surface, a distorted Cu(111) surface, bulk cop-
per with random displacements of the atoms with gaus-
sian distribution and width 0.1 A˚, the H2 molecule, and
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Figure 2. Statistics of the number of energy evaluations for
1000 relaxations of a 10-atom gold cluster. The initial con-
ditions have been randomly generated. The optimizers have
been sorted according to their average number of function
evaluations.
the pentane molecule. All surfaces are represented by 2
layer slabs with a 2 × 2 unit cell and periodic bounday
conditions along the slab. The bulk structure is repre-
sented by a 2 × 2 × 2 supercell with periodic boundary
conditions along the three unit cell vectors. For each of
the systems we have generated ten slightly different ini-
tial configurations by rattling the atoms by 0.1 A˚. The
resulting configurations are then relaxed using the ASE
and SciPy optimizers, together with the GP optimizer.
Some optimizers failed to find a local minimum: they
suggested an atomic configuration for which GPAW
raised an error when it attempted to compute the po-
tential energy. Both SciPy optimizers failed in this way
to converge 5 of the 10 copper slabs. They failed to find a
local minimum because they tried to place an atom close
to the limits of the simulation box. ASE’s BFGS Line
Search did not converge for CO on silver. It evaluated
the energy 200 times without finding the minimum.
The results are collected in Figure 3. GPMin is on
average faster than the other optimizers for 5 of the 6
systems. For the bulk Cu system, the GP optimizer per-
forms only slightly worse than the BFGS implementation
in ASE, which is the optimal one in this case.
We ascribe the overall good performance of the GP op-
timizer to its ability to predict smooth potential energy
surfaces covering both harmonic and anharmonic regions
of the energy landscape. Since the Gaussian functions
applied in the construction of the surrogate PES all have
the scale l, the surrogate PES will be harmonic at scales
much smaller than this around the minimum configura-
tion. If the initial configuration is in this regime the
performance of the optimizer can be expected to be com-
parable to BFGS, which is optimal for a harmonic PES,
and this is what is for example observed for the Cu bulk
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Figure 3. Number of DFT evaluations required to optimize a
given structure. For each structure 10 different initial config-
urations have been generated and optimized. The error bar
represents the error on the average.
system. Here GPMin and ASE BFGS Line Search use
essentially the same number of minimization steps. We
believe that the relatively worse performance of the SciPy
implementation of BFGS can be attributed to an initial
guess of the Hessian that is too far from the correct one.
The current version of the algorithm still has room for
improvement. For example, the hyperparameters l and
σn could both be updated based on new data points as
exemplified with the update of the scale alone in the op-
timizations of the 10-atom gold cluster. Another maybe
even more interesting possibility is to use a more ad-
vanced prior PES than just a constant. The prior PES
could for example be obtained from fast lower-quality
methods. We also note that the choice of the Gaussian
kernel, even though encouraged by the characteristics of
the resulting potential [17] and its previously reported
success for similar problems [13], is to some extent ar-
bitrary. It would be worthwhile to test its performance
against other kernel functions. In particular, the Mate´rn
kernel has been reported to achieve better performance
for somewhat similar problems [25, 26].
The probabilistic aspect, including the uncertainty as
expressed in Eq. (12), is presently only used in the up-
date of the scale. It could potentially lead to a further
reduction of the number of function evaluations [13]. The
uncertainty provides a measure of how much a region of
configuration space has been explored and can thereby
guide the search also in global optimization problems
[25, 27].
Finally a note on the limitations of the present version
of the optimizer. Currently, we only use a single length
scale l ≈ 0.4 A˚ in the construction of the surrogate PES.
This seems to be sufficient for the atomic systems investi-
gated here, but situations may arise where several length
5scales are needed. Furthermore, the construction of the
surrogate PES involves the inversion of a matrix (Eq. 11)
which is a square matrix, where the number of columns is
equal to Nc ∗(3∗N+1), where N is the number of atoms
in the system and Nc the number of previously visited
configurations. For large systems, where the optimiza-
tion also requires many time steps, the matrix inversion
can be very computationally time consuming, and the
current version of the method will only be efficient if this
time is still short compared to the time to perform the
DFT calculations.
The GPMin optimizer is implemented in Python and
available in ASE [21].
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APPENDIX
The optimization algorithm can be represented in
pseudocode as follows:
Input:
Initial structure: x(0) = (r1, r2, . . . , rN )
Hyperparameters: l, σn,
Tolerance: fmax
E(0), f (0) ←Calculator(x(0))
Ep ← E(0)
while maxi |f (0)i | > fmax do
X,Y ← Update(x(0), E(0), f (0))
Ep ← maxYE
x(1) ← l-bfgs-b(GP(X,Y ), start from = x(0))
E(1), f (1) ←Calculator(x(1))
while E(1) > E(0) do
X,Y ← Update(x(1), E(1), f (1))
Ep ← maxYE
x(1) ← l-bfgs-b(GP(X,Y ), start from = x(0))
E(1), f (1) ←Calculator(x(1))
if maxi |f (1)i | > fmax then break
end if
end while
x(0), E(0), f (0) ← x(1), E(1), f (1)
end while
Output: x(0), E(0)
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