Abstract-We examine the effect of air pollution on school absences using administrative data for elementary and middle school children in 39 of the largest school districts in Texas merged with air quality information maintained by the Environmental Protection Agency. We address potentially confounding factors with a difference-in-difference-in-differences strategy that controls for persistent characteristics of schools, years, and attendance periods. Of the pollutants considered, we find that high carbon monoxide (CO) levels, even when below federal air quality standards, significantly increase absences. Our results suggest that the substantial decline in CO levels over the past two decades has yielded economically significant health benefits.
I. Introduction
A LTHOUGH substantial policy initiatives are aimed at reducing air pollution, uncertainty remains about the nature and extent of benefits from these actions. Existing epidemiological studies point to a variety of health impacts, but it remains difficult to assess the economic or social values of these impacts. It is also difficult to be confident that existing studies separate the causal impacts of pollution from correlated effects of neighborhoods, poverty, and a variety of household choices. We focus on how pollution affects school absences. By matching detailed schooling records with variations in the level of specific pollutants, we are able to establish a strong link to school absences.
A large literature links child health and human capital attainment. Grossman and Kaestner (1997) summarize this literature and point to school absences as a major causal link in this relationship: children who miss a lot of school achieve poorer grades, are less engaged with school, and are more likely to drop out. Absences are also of concern to parents, who have to miss work, and to school districts, because state funding frequently depends on attendance. In states where funding depends on student attendance, schools can lose as much as $50 per day per unexcused absence. Nonetheless, policy interventions that might reduce absences are less clear.
Air pollution is a possible cause of school absence for some children. Children with respiratory problems such as asthma could be absent because the pollution provokes an attack or because parents keep the child home in order to avoid pollution exposure. While absences are of interest in their own right, epidemiologists focus on absences as a possibly more sensitive proxy for health status than alternative measures such as emergency room visits or hospital admissions. Children are particularly sensitive to pollution given their small size, high metabolic rates, and developing systems, making it important to have measures of the effects of pollution that capture its impact on the ability of children to perform their daily activities. This paper estimates the causal effect of air pollution on elementary and middle school absences using unique administrative data on schooling attendance in 39 of the largest school districts in Texas. These data are merged with information about air quality from monitors maintained by the Environmental Protection Agency (EPA).
It is difficult to identify a causal relationship between pollution and school attendance because of the influences of a number of potentially confounding factors. Absenteeism is affected by parental commitment to schooling, the opportunity cost of a child's remaining at home, school policies, and health. Given extensive residential sorting-based not only on wealth but also on preferences for school quality, environmental quality, peer characteristics, neighborhood amenities, and more-geographical differences in pollution levels are correlated with family characteristics that may in turn be related to absenteeism. For example, pollution tends to be higher where people are poorer, and poor children may be more likely to be absent. In addition, seasonal differences in the prevalence of colds and flu, as well as in pollution levels, raise doubts about the use of seasonal variation in pollution levels to identify effects on absenteeism.
In order to overcome these problems and try to identify causal effects, we adopt a difference-in-difference-indifferences (DDD) strategy, in which we hold characteristics of schools, years, attendance periods, and interactions of these variables constant, and focus on variations in pollution by school-year-attendance period cells. 1 Hence, our models control not only for all stable characteristics of schools, years, and attendance periods but also for characteristics of school-specific variations in particular years (such as unusual variations in the student body), school-specific patterns in particular attendance periods (such as higher rates of illness in winter), and systematic variations in particular years and attendance periods (such as unusual weather patterns affecting multiple school districts). In addition, we control for precipitation and temperature, two factors that affect air pollution levels and may also affect student health directly.
Our evidence suggests that pollution affects school attendance. High levels of carbon monoxide (CO), including levels below the regulatory threshold set by the EPA, increase absenteeism. This result is robust to alternative specifications, including models that permit the effects of pollution to vary by attendance period and grade level and models that include both leads and lags in pollution. Our results suggest that reductions in the number of days with high CO levels between 1986 and 2001 in areas with particularly high CO levels, such as El Paso, reduced absences by 0.8 percentage points, indicating a significant effect on school attendance.
The rest of the paper is laid out as follows. Section II gives some background information about the health effects of pollution. Section III describes our data. Section IV describes the methodology. Section V presents results, and section VI summarizes the analysis and discusses implications for policy.
II. Background

A. Pollution and Health
Attention to air quality by the EPA is focused on six primary, or criteria, air pollutants: ozone, carbon monoxide, nitrogen dioxide, sulfur dioxide, particulate matter (PM), and lead. We focus on the three pollutants (ozone, CO, and PM) that are most commonly tracked by air quality monitors. We dropped separate consideration of nitrogen dioxide because there is no federal standard for these emissions, but nitrogen dioxide is one of several nitrogen oxides that are key components of ozone formation, which we do examine. Data on lead were not available for this study, and airborne lead levels during the 1990s tended to be quite low. 2 Although data on sulfur dioxide (SO 2 ) were available, SO 2 levels are low enough now that it is not a primary concern. In addition, many of the SO 2 monitors have been removed over time.
Although pollution levels in the United States are dropping, high levels remain in many localities. The EPA estimates that 160 million tons of pollution are emitted into the air each year in the United States and that 146 million people were exposed to air that was considered unhealthy at times in 2002 (EPA, 2003 . Many more people are routinely exposed to levels that fall below EPA thresholds but might still cause adverse health effects, as there remains uncertainty over the appropriate threshold levels. 3 Relatively little is known about the exact mechanisms underlying any health effects, although most pollutants affect the respiratory and cardiovascular systems. Even less is known about the effects of pollutants on children, although it is thought that children are more susceptible to the effects of pollution than adults because their bodies are developing and they have higher metabolic rates. For example, a child exposed to the same air pollution source as an adult would breathe in proportionately more air and suffer proportionately greater exposure. Children also typically spend more time outdoors than adults do, increasing their total exposure.
Most studies exploring correlations between air pollution and health focus on particulate matter, a catch-all term for pollution particles that come from many different sources and can be of different sizes and compositions. Because only small particles can be inhaled into the lungs, the standard is to look at particulate matter less than 10 micrograms per cubic meter of air (g/m 3 ) in aerodynamic diameter (PM10), and that will be our focus here. 4 PM10 has been shown to aggravate and increase susceptibility to respiratory and cardiovascular problems, including asthma. Children and people with existing health conditions are most affected. The leading theory about why PM10 affects health is that it provokes an immune system response. If, however, immune responses take time to develop, it may be difficult to detect any effect of short-term movements in PM10 on health outcomes (Dockery et al., 1993; Hansen & Selte, 2000; EPA 2004b; Samet et al., 2000; Seaton et al., 1995) .
Ozone (O 3 ) is a secondary air pollutant formed by nitrogen oxides and volatile organic compounds in the presence of heat and sunlight. These compounds come from exhaust, combustion, chemical solvents, and natural sources. Ozone has been associated with many respiratory problems and is known to seriously aggravate asthma. Levels rise with the temperature, peaking on hot summer afternoons. There is a considerable amount of within-day variation in ozone levels as the temperature and sunlight change, with higher levels occurring during the hours people are most likely to be outside. Children who play outside are especially susceptible to ozone. Ozone poses less of a threat indoors, since it quickly reacts with surfaces and becomes harmless. After rising for some time, ozone levels have dropped dramatically in recent years, falling back to their 1980 their level in 2003 their (EPA, 2003 Lippmann, 1992) .
Carbon monoxide is emitted from incomplete combustions occurring in fires, internal combustion engines, appliances, and tobacco smoke. Cars account for as much as 90% of CO in some urban areas. By bonding with hemoglobin in the blood, CO impairs the transport of oxygen in the body, leading to cardiovascular and respiratory problems. People with preexisting cardiovascular or respiratory problems appear to be most susceptible to exposure. Levels are highest during cold weather (Lippmann, 1992; EPA, 2004a) .
The large clinical literature regarding the health effects of pollution has focused primarily on showing associations between air pollution and adverse health outcomes among adults. Nonetheless, because the health of adults reflects a lifetime of exposures in various locations, exposure in their current area of residence may not be a good measure of the effects of pollution.
A smaller literature examines health effects among infants and children, who are more likely to have lived in their current location since birth. This literature has shown associations between air pollution and infant mortality, as well as hospitalizations for respiratory conditions. However, causal interpretations of these estimates may still be confounded by the fact that pollution tends to be higher in poor and minority areas. Hence, one might expect people in high-pollution areas to have worse health for other reasons.
In two important and innovative works, Chay and Greenstone (2003a, 2003b) used changes in regulation to identify the effects of pollution on infant mortality. They argue that the 1970 and 1977 Clean Air Acts caused exogenous changes in pollution levels and that the changes varied across areas. These changes can be used to examine the effects of pollution on housing markets and infant mortality. They find that a 1 g/m 3 reduction in total suspended particulates (a common measure of overall pollution at that time) resulted in 5 to 8 fewer infant deaths per 100,000 live births. Currie and Neidell (2005) examine the effects of air pollution on infant deaths in more recent data. They use individual-level data and within-ZIP code variation in pollution over time to identify the effects of pollution. They include ZIP code fixed effects to account for omitted characteristics like groundwater pollution and socioeconomic status and find that reductions in two pollutants, CO and PM10, in the 1990s saved over 1,000 infant lives in California.
Pollution has also been shown to have effects on morbidity as well as mortality. In a recent study, Neidell (2004) uses within-ZIP code variation in pollution levels to show that air pollution affects child hospitalizations for asthma. In particular, he finds that if CO levels had been at their 1992 levels in 1998, hospital admissions for asthma would have been 5% to 14% greater among children aged 1 to 18. This is one of the only preceding studies to establish a causal relationship between current levels of pollution and child health. 5
B. Pollution and Absenteeism
Absences can be viewed as a proxy for child health that is more sensitive to pollution-induced diseases than hospitalrelated measures. There may be a great deal of illness that is not severe enough to send a child to a hospital, and absence data offer a window on these illnesses. Moreover, there is a long tradition of using absence from school to define disability among children.
Of course, pollution is not the only reason for school absences, making it imperative to account for other causes that might confound the estimates. Most absences are due to illness and are attributable to either respiratory infections or gastroenteritis (Gilliland et al., 2001) . However, given the many other factors that can cause absences, it is clearly important to control adequately for a wide range of variables. For example, low socioeconomic status might be correlated with both high exposure to pollution and high absence rates. Cold, wet weather contributes to both higher illness and lower pollution levels.
A key difference between economic models and epidemiological models of the effects of pollution is that economists anticipate that parents can respond to potential air pollution through locational choices. Parents can avoid air pollution by moving to neighborhoods with cleaner air, making neighborhood choice an element to consider in modeling the impacts of pollution. Parents and schools can also respond to pollution by keeping children indoors when the air is particularly unhealthful. The decision to keep a child home from school directly adds to absences, and school decisions to keep children indoors may indirectly increase absenteeism if recess indoors contributes to the spread of colds and flu.
We cannot distinguish between absences caused by the direct health effects of pollution and absences caused by avoidance behavior. Nonetheless, to the extent that children miss school in order to avoid pollution, they and their parents still incur a cost, and it is useful to capture this type of avoidance behavior as well as the direct effect of pollution on illness in assessing the total costs of pollution.
The recent literature examining the link between absenteeism and pollution is summarized in table 1. 6 Most studies focus on associations between pollution and absences rather than on the identification of causal linkages and control for omitted variables in only a limited way.
One of the most convincing studies is by Ransom and Pope (1992) , who examine the impact of PM10 on absenteeism in the Utah Valley. Their data encompass a period from August 1986 to September 1987 when a steel mill, the major polluter in the valley, shut down, and pollution levels fell dramatically. That is, much of the variation in pollution over their sample was due to an event that families had little control over and were unlikely to have responded to in the very short run. They find that absences were 54% to 77% higher when PM10 increased from 50 to over 100 g/m 3 . These estimates imply that about 1% of students in their sample were absent each day as a result of particulate pollution exposure. In addition, they find that the effect of high PM10 levels on absenteeism persisted for three to four weeks. This persistent effect may complicate attempts to measure responses to short-term fluctuations in this pollutant. One important concern with this analysis is the possibility that the job loss following the steel mill closure directly affected absences by reducing the cost of taking care of a child home from school or adversely affecting families and children in ways that reduced school attendance.
A second notable study is by Gilliland et al. (2001) , who use data from the Children's Health Study to investigate the effects of pollution on absences due to a number of causes, including respiratory illness. The authors monitored a cohort of 2,081 fourth-grade children in twelve southern California communities from January through June 1996. They focus on the relationship between absence rates and within-community deviations in pollution, and allow for lagged effects of pollution. They find that a 20 parts per billion (ppb) increase in O 3 was associated with a 63% increase in absences for illness and an 83% increase in absences for respiratory illnesses. Absences reached a peak five days after exposure.
They also find that while average PM10 levels were associated with higher absence rates, daily increases were associated only with nonillness-related absences. They find this result puzzling, but it could reflect insufficient controls for differences in family background or other variables that are correlated with higher pollution levels. Another possibility is that small cell sizes make the results sensitive to outliers.
The other studies included in table 1 have weaker designs for identifying causal impacts. Chen et al. (2000) , however, is notable because it is the only previous study to have examined CO. Although CO is known to be dangerous (exposure to high levels is fatal), it has been largely ignored in the epidemiological literature on the effects of pollution and health. Chen et al. find that an increase of 1 part per million in CO increased absence rates by almost 4%. Like Gilliland et al. (2001) , they also find a curious negative correlation between PM10 levels and absences.
Our study is the first to use panel data methods in a large sample in order to try to estimate the causal effect of air pollution on absenteeism. As we describe in detail, identification in our models is based on school differences in the year-to-year variation in pollutant and absence levels within attendance periods. Because we control for seasonal patterns in attendance at each school, idiosyncratic factors affecting a particular school and year, and special factors affecting all schools in a particular year and attendance period, the remaining pollutant differences provide a plausibly exogenous source of variation with which to identify the causal effects of the respective pollutants.
III. Data
Our analysis centers on Texas, a large industrial state that is a major producer of pollution. In 1998, Texas ranked first in the nation in emissions of nitrogen oxides and volatile organic compounds (the two components of ozone) and second in emissions of CO and PM10 (EPA, 1998) . According to the American Lung Association, the Houston and the Dallas-Fort Worth metropolitan statistical areas rank fifth and tenth, respectively, in listings of areas with the worst ozone pollution in the country. With high and variable levels of pollution, Texas provides a good environment in which to examine the effects of air pollution on school attendance. This paper uses panel data for schools within 10 miles of pollution monitors in 39 of the largest school districts in Daily absences regressed against daily pollutant levels using a Poisson regression.
Note: ϩ and Ϫ indicate significant positive and negative effects respectively, 0 indicates no effect, NA indicates no estimate was made.
Texas-accounting for roughly 40% of the students in grades 1 through 8 in the Texas public school system-for the academic years 1996 through 2001. There are 1,512 schools with pollution information in this sample. Two sources of data are used: one for pollution and one for attendance. Schools are matched with the closest pollution monitor using the latitude and longitude of each school and monitor. The absence data are available only in aggregated six-week attendance period blocks, so the hourly pollution data are also aggregated into six-week blocks based on school-specific dates for the attendance periods. 7 The school data in this paper come from the Texas Schools Project of the University of Texas, Dallas. The database combines data from a number of sources and contains student-level information for all public school students and teachers in Texas, along with information about the schools themselves. In addition to information about absenteeism, we use data on gender, family income, and ethnicity. 8 Because all students in a school are exposed to the same pollutants, we aggregate the data by school, attendance period, and year to produce the school average absentee rates and demographic characteristics for each six-week attendance period in each year. In preliminary work, we examined the possibility that pollution effects differed by ethnicity or family income but found no evidence of significant differences. All regressions are weighted by the number of student observations in the cell. The final sample contains over 12 million studentby-attendance period-by-year observations.
The pollution data come from the Texas Commission on Environmental Quality (TCEQ), formerly the Texas Natural Resource Conservation Commission (TNRCC). Individual monitors for each pollutant are set up all over the state and take hourly readings of the pollution levels at each location. 9 In order to allow nonlinear effects of pollution, we measure pollution relative to EPA thresholds and allocate each day into one of five categories separately for each pollutant: 0-25%, 25-50%, 50-75%, 75-100%, and greater than 100% of the relevant threshold. We then calculate the shares of days in each category for all six-week attendance periods. 10 Figures 1 to 3 provide descriptive information about patterns of absences and pollution levels by attendance period for CO, ozone, and PM10. The statistics are calculated using data aggregated to the state, year, and attendance period level and are weighted by cell sizes for the 21,791 cells. These figures report mean absence rates and the percentage of days each pollutant exceeds 75% of the threshold by attendance period.
Absences and pollution levels vary systematically across attendance periods. Absences reach their highest level in the fourth attendance period (winter) and are lowest in the first attendance period (early fall). CO generally follows this pattern, though the profile has changed over time. In 1995, the second attendance period had the highest pollution levels, while the highest in 2000 was in the fourth period. Ozone displays the reverse pattern, peaking at the beginning of the school year and dropping during the winter. PM10 peaks in the second attendance period (late fall), but is also relatively high in the fourth and fifth periods (late winter or early spring). Figures 1 and 2 also demonstrate that CO and PM10 levels fell considerably over the study period. The largest decline was in CO, which fell by a substantial 42%. O 3 levels surprisingly increased from the previous year in three of the six years (not shown) and showed no overall trend. Figure 4 displays a comparable plot but focuses on Bowie High School in El Paso, one of the most polluted school districts. 11 The figure illustrates that some areas had much higher pollution levels than the averages seen in figures 1 to 3. For example, in the second attendance period in 1995, one out of every eight days at Bowie High School had CO over 75% of threshold. By 2000, the situation had improved substantially: no days were over the 75% threshold. This school is 0.16 mile from a CO/ozone monitor and 1.6 miles from a PM10 monitor, so pollution is accurately assigned. The highest CO cells in our data were located in El Paso, Laredo, and Houston, and the highest PM10 cells were located in Galveston and Hidalgo counties.
The data indicate that O 3 consistently moves in the same direction as temperature, so that differences in ozone pollution from year to year are primarily based on changes in average temperature. This highlights the importance of controlling for temperature in the analysis, since temperature might have independent effects on illness and absences. Precipitation is also likely to be important. On the one hand, it cleanses pollutants from the air. On the other hand, rainy weather may be associated with increased absence for illness regardless of the level of pollution.
7 Since school calendars vary by district, each district was contacted in order to establish beginning and ending dates for each six-week period in each year.
8 By using school absences, we are necessarily limited to days when school is in session and therefore omit a large share of the summer period. Although ozone is highly correlated with temperature, it typically peaks in Texas in late August and September when children have returned to school, so we still capture the time of year when ozone levels approach or exceed AQS, as table 2 indicates.
9 Over the years of this analysis, the numbers of monitors for each pollutant changed as some were moved online and off-line. In our sample, the number of O 3 monitors increased from 29 to 41 and the number of CO monitors ranged between 20 and 24 between the 1996 and 2001 school years. The number of PM10 monitors fell from 38 to 26 between the 1996 and 1998 school years, before rising to 31 in the 2001 school year. Changes in the sample composition over time due to changes in the number of monitors are one of the factors that will be controlled by the inclusion of school-by-year fixed effects. 10 Attendance periods with fewer than 25 days of CO and ozone data and 5 days of PM10 data are excluded from the sample. We set the PM10 threshold lower because PM10 readings are recorded roughly every sixth day in many locales rather than daily.
11 Due to confidentiality requirements, attendance data cannot be displayed for an individual school. Table 2 shows the share of child-level observations in each absence or pollution category cell, by the child's race and by whether the child was receiving a subsidized school lunch (the best available measure of a child's socioeconomic status in the data). 12 Blacks and Hispanics have somewhat more absences on average than non-Hispanic whites, and school lunch children have more absences than those who do not participate in the program. Turning to the pollution measures, Hispanic children are more likely to be exposed to high CO and PM10 days than either blacks or whites but are less likely to be exposed to high ozone days. Similarly, school lunch children are more likely to be exposed to CO and PM10 and somewhat less likely to be exposed to high values of ozone. This table suggests that poor and minority children are generally more likely to be affected by CO and PM10 exposure.
IV. Methods
A number of factors complicate efforts to identify the causal effect of pollutants on absenteeism. The variables that determine pollution levels and those that determine the distribution of families among communities can directly affect absenteeism, making it necessary to account for a number of potentially confounding influences. For instance, if poor or minority families are more likely to live in heavily polluted areas and also have higher absence rates due to factors other than air pollution, such as less access to preventative medical care, then we may obtain spuriously large positive effects of pollution on absences. Given limited information on both family background and pollution determinants, it is unlikely that OLS regression models attempting to control for these other influences would produce valid causal estimates.
To remove the influences of key confounding factors, we exploit the panel nature of our data to account for unobserved differences in schools, seasons, and years by estimating the following DDD model: ( 1) where absence is the average percentage of days that students are absent in the school, year, and period; pollution is a vector of measures of the three pollutants; X is a vector of 12 Families with incomes less than 130% of the federal poverty line are eligible for free school lunches, and families with incomes less than 185% of the poverty line are eligible for reduced-price meals. This is the best measure of household economic status available in these administrative data. Attendance Period CO 1995 CO 2000 CO All Absences student demographic characteristics, including the shares of students who are Asian, Hispanic, and black (whites are the omitted category), the share of students eligible for a subsidized lunch; and the share of females in each school-byattendance period-by-year cell; weather includes measures of temperature and precipitation; grade is a vector containing the shares of students in each grade omitting one; school is a vector of school fixed effects; year is a vector of year dummies; period is a vector of attendance period fixed effects; and period ϫ year, school ϫ period, and school ϫ year are vectors of interactions between these variables. Because all students in a school receive identical pollution treatments and because attendance data are available only at the level of the attendance period, we aggregate over students, making the unit of observation a school, year, and attendance period cell. All regressions are weighted using cell sizes, and standard errors are clustered at the monitor, attendance period, and year level to account for common shocks within the cluster. In order to allow nonlinear pollution effects and examine the link between federal threshold levels for pollution and absenteeism, we measure pollution using a series of dummy variables for the fraction of days in the attendance period in which pollution lay between 25% and 50% of the threshold, 50% and 75% of the threshold, 75% and 100% of the threshold, or was greater than 100% of the threshold, with 0% to 25% the omitted category. The aggregation of pollution within an attendance period precludes identification of the precise timing of pollutant effects since the pollutant coefficients provide the cumulative effects of a pollution event on absences regardless of time after exposure.
The inclusion of X and the school fixed effects helps to account for persistent differences in average student characteristics that might be correlated with absences. The grade shares account for any systematic differences in absenteeism related to age. Year dummies control for trends in attendance rates, and period dummies control for seasonal effects. The pairwise interactions between school, year, and period control for many other factors that might be related to absences. For example, school ϫ year effects account for changes over time in student populations, the degree of attendance enforcement efforts, and annual local weather variation, while period ϫ school effects help to account for distinctive seasonal patterns within schools (e.g., schools with high immigrant enrollments might routinely experience high absences surrounding the Christmas vacation period). Finally, year ϫ period effects help to account for unusual seasonal effects common to all districts, such as an unusually bad flu season.
Given this extensive set of controls, the causal effect of pollution is identified by variation at the year-school-period level. Consider first absences and pollution levels at a single school. The inclusion of school-by-year fixed effects accounts for year-specific factors common to all attendance Attendance period p
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periods, while the inclusion of school-by-attendance period fixed effects accounts for attendance period-specific factors common to all years. This can be viewed as a differencein-differences model, where the "effect" of pollution is identified by differences across attendance periods in the year-to-year differences in pollution levels. One potential problem with this model is the possibility that statewide factors could introduce attendance period-specific changes in absences over time that could contaminate the estimated pollution effects. Fortunately, the availability of data for a number of schools enables us to control for average periodby-year effects across all schools to account for unobserved Attendance Period CO Ozone PM differences by attendance period and year common to all schools that could bias the estimates. The inclusion of school-by-year, school-by-attendance period, and attendance period-by-year fixed effects and other variables that differ by school, attendance period, and year (DDD model (1)) thus controls for myriad potentially confounding factors. The DDD models generate consistent estimates of the effects of pollution as long no other factors systematically affect both pollution and absences at the school-year-period level. An example of something that would violate this identification assumption would be a natural disaster (such as a forest fire) that increased air pollution levels and also resulted in increased absences in a particular school, year, and period. We are not aware of incidents of this type within our sample period.
Understanding what drives the residual variation in pollution, and whether it is orthogonal to omitted variables that cause absences, is essential for understanding how our procedure identifies the effect of pollution. The vast majority of emissions are relatively stable over short time periods and are not driven by changes in local economic conditions. Therefore, the variation in ambient pollution levels is driven primarily directly and indirectly by changes in environmental conditions, such as weather. For example, in colder weather, CO levels increase because the cold air slows its conversion to carbon dioxide. Additionally, people may idle their cars for longer periods of time or use more fuel to heat their homes, further increasing CO levels. While we control for weather, it is likely that the same weather pattern and the same individual responses will lead to substantially different pollution outcomes in different areas. In a rural area with few sources of emissions, the incremental pollution is unlikely to push measured pollution above any threshold. In a dense area, however, where considerably more emissions exist, the same changes could substantially worsen overall air quality. Similarly, differences in topography, such as mountains that trap pollutants, can interact with changes in weather to create different levels of air quality.
A key feature of our identification strategy is the assumption that individuals in different areas react to changes in weather in a similar way regardless of the implications of their actions for overall air quality. Under this assumption, relevant changes in behavior are uncorrelated with idiosyncratic changes in air quality, and we can focus on how absences relate to these exogenous variations in pollution. Table 3 reports estimates of variants of equation (1) for all schools within 10 miles of a pollution monitor, with standard errors clustered at monitor, attendance period, and year level. The first column shows OLS estimates of models similar to (1) except it excludes the interactions between period and year, school and period, and school and year. These estimates suggest that air pollution is positively associated with school absences. More specifically, CO levels between 75% and 100% of the Air Quality Standard (AQS), ozone levels over 100% of AQS, and PM10 levels between 75% and 100% are associated with a statistically significant increase in absences. Although we find some positive associations, a concern with these estimates is that we do not find a monotonically increasing relationship between the pollutants and absences. For example, the effect of CO is larger in the 75% to 100% category than in the over 100% category, suggesting the possibility of unobserved confounding.
V. Results
A. Main Results
The second column of table 3 shows our preferred DDD estimates. These estimates also indicate higher pollution levels associated with more absence (though only for CO) but provide evidence of a more consistent relationship. In these models, both CO levels between 75% and 100%, and those above 100% of AQS are associated with significantly higher absence rates. We do not, however, find a statistically significant association between absences and either ozone or PM10 in the upper pollution categories. For CO, we also find evidence of a monotonically increasing pattern consistent with a causal relationship between CO and absences: the coefficient in the over 100% category exceeds the coefficient in the 75% to 100% category, which exceeds that in the 50% to 75% category. Since we did not find this pattern in the OLS estimates, this finding strengthens the case for preferring our DDD estimates. In terms of magnitude, the estimates for CO imply that an additional day between 75% and 100% of the threshold increases absenteeism by 5 percentage points, while an additional day with a CO level above the AQS increases absenteeism by almost 9 percentage points. 13 Although such high levels of CO are not commonplace during this period, 66 school-by-attendance period-by-year cells had levels above 75% at least 10% of the time. Thus, the estimates imply increases in the average absenteeism rate in a period of roughly one-half a percentage point in these cells. This is a significant effect but much smaller than that reported by Chen et al. (2000) , who did not control as thoroughly for potential confounders.
The DDD estimates in column 2 also suggest a few anomalous findings for ozone and PM10. For example, we find ozone levels between 25% and 50% or 50% and 75% of the threshold have significant negative effects on absences relative to the omitted 0 to 25% of threshold category. Moreover, only PM10 level between 50% and 75% of the EPA threshold has a statistically significant effect on absences, while higher levels do not, suggesting a possible nonmonotonic relationship between PM10 and absences. While it is possible that these estimates may reflect omitted variable bias, the estimated coefficients in all of these anomalous cases are very small-an order of magnitude smaller than those discussed above for CO.
Another possibility is that dividing each level of each pollutant into five categories asks too much of the data. Hence, in columns 3 and 4 of table 3 we estimate models with dichotomous cutoffs. Column 3 focuses on pollution levels over 75% of the threshold, and column 4 focuses on pollution levels over 100% of the threshold. The estimated effects of pollution levels above these cutoffs are very similar to those shown in column 2, providing further support that only high levels of CO affect school absences.
The fifth column of table 2 shows additional estimates of equation (1) for models in which we add each pollutant separately. That is, while each of the previous columns shows estimates from a single equation, column 5 shows estimates from three separate models-one for each pollutant. The estimates are very similar to those in column 2, suggesting that multicollinearity is not having an impact on our analysis and that we obtain many of the same results from single pollutant models.
B. Robustness Checks
Since we primarily find an association between CO and school absences, we focus our specification checks only on CO. Table 4 shows that our results are robust to several changes in specification. In order to investigate the potential effects of measurement error in pollution, we assume that pollution is more accurately measured in schools that are closer to a monitor. Column 1 shows estimates based on a sample of schools within 5 miles of a monitor. Although imposing this restriction reduces the number of observations considerably, the estimates remain statistically significant for the two highest CO categories and are similar to those shown in table 3.
Since attendance periods 2, 3, 4, and 5 had a relatively high number of days with CO above 75% of the threshold, columns 2 to 5 show separate estimates for these attendance periods from specifications estimated separately for each attendance period. 14 Note that these are differencein-difference models, not DDD models. The coefficients for CO levels between 75% and 100% of the threshold are all positive and fairly similar in magnitude to those shown in table 3 (with the exception of attendance period 2, where the estimate is much smaller). The estimates for attendance periods 3 and 4 are significant at the 90% level of confidence.
The coefficients on the share of days above the threshold are positive and significant in period 2, and not statistically significant in any other periods. This is not surprising given the very small number of days above the threshold in the other attendance periods.
Columns 6 and 7 show separate estimates for children in grades 1 to 3 and in grades 4 to 8. As discussed above, the previous literature suggests that the effects of a given level of pollution may be greater for smaller children. We find that the effect of violating the standard is 1.5 times greater for younger children, while the estimated effect of CO levels between 75% and 100% of the standard is 1.3 times larger for older children. However, we cannot reject the null hypothesis of similar effects for both younger and older children, though we recognize that this crude test ignores many other differences between younger and older children that might affect these estimates. More important for our analysis, the consistent estimates of a positive effect of CO on absences provide further evidence of the robustness of our estimates.
As a final robustness check, table 5 shows estimates of models that include two leads and two lags of CO in addition to current values. Lead values of pollution should not affect current absences, so finding an effect of leads would suggest misspecification. Lagged values may have a positive effect if the biological effects of CO are cumulative or long term or a negative effect if parents respond to previous absences by reducing current absences.
The first panel shows estimates from specifications similar to column 2 of table 3. The estimated effects of current CO exposure are very similar to those discussed above. Among the lags, we find a statistically significant negative coefficient on CO levels between 75% and 100% of the threshold, consistent with the possibility that the behavioral channel dominates the biological one: high pollution levels in the last period that increased absences in that period led parents to reduce absences in the current period. We also find a statistically significant coefficient on the second lag of CO levels between 25% and 50% of the threshold, but this coefficient is very small. Among the leads, there is only one coefficient (the oneperiod-lead of CO between 75% and 100% of threshold) that is statistically significant and it is negative. The coefficient on the one-period-lead of CO above 100% is of a similar magnitude and positive, though it is not statistically significant. This pattern of sign switching suggests that including 10 leads and 10 lags may be too demanding on the data.
In the second panel of table 5, we show models with three pollution categories in which the top category is pollution over 75% of the threshold. In this specification, none of the leads is statistically significant. The lagged value of CO levels over 75% is significant and negative, which is consistent with the notion that parents whose children were absent in the last period try to avoid absences in the current period. The coefficient for current CO levels over 75% of the threshold is also quite similar to that shown in table 3. This pattern of results supports the evidence that high current CO levels have a causal effect on absences.
VI. Conclusion
Obtaining convincing estimates of the causal impact of air pollution on health is difficult. Two major obstacles to this effort are the presence of confounding factors brought about through residential sorting and the lack of health measures that capture the range of morbidities purportedly related to pollution. By merging administrative school-level panel data with pollution monitor data, we hold fixed school, year, and attendance period characteristics constant in order to control for many potentially confounding factors. Furthermore, by linking air quality directly with school absences, we focus on a sensitive measure of children's health and morbidity.
Our major finding is a significant and robust effect of CO on school absences, both when CO exceeds AQS and when CO is 75% to 100% of AQS. Although the number of days where CO approaches these levels is quite low in most jurisdictions over the time period we study, this has not always been the case. For example, in 1986 in El Paso, an area with particularly high CO levels, CO exceeded AQS on sixteen days, and CO was between 75% and 100% of the threshold on nineteen days. The respective numbers in 2001, the last year for which we have attendance data available, are 1 and 6 days. Based on our econometric estimates, this decrease in high CO days decreased absences in the 2000-01 school year by 0.8 percentage points, a significant change compared to the baseline absence rate in all of Texas of 3.58%. Since improvements in air quality over time are largely due to air quality regulations (Henderson, 1996; Chay & Greenstone, 2003b) , this suggests that air quality regulations are having a positive impact on children's health.
These effects become more pronounced if we consider the effects of pollution on vulnerable segments of the population, such as asthmatics. Although we cannot identify asthmatic children in our data, we provide the following back-of-the-envelope calculation to assess the possible magnitude of effects for asthmatics in El Paso. The asthma prevalence rate in 2002 for school-age children in the United States is 14.0% and, conditional on being absent, the probability the child has asthma is 28.3%. 15 Based on the mean absence rate in our sample of 3.58%, this implies an absence rate of 7.2% among asthmatics. If all of the 0. Results are from regression including one and two lags and leads of CO. Panel 1 shows estimates from a single regression that contained four measures of the share of days CO values fell between 25% and 50% of the threshold at times t Ϫ 2, t Ϫ 1, t ϩ1, and t ϩ 2, as well as similarly defined measures for pollution at 50% to 75%, 75% to 100%, and over 100% of the EPA threshold. Panel 2 shows estimates from a single regression with measures for values between 25% and 50%, 50% to 75%, and over 75% of the EPA threshold.
percentage point reduction in absences in El Paso occurred among asthmatics, this would imply that the absence rate among asthmatics was reduced by roughly 44%.
Our findings for CO, combined with those of previous studies documenting a robust effect of CO on different populations and health outcomes (Currie & Neidell, 2005; Neidell, 2004) , is relevant for the continuing debate over regulations concerning automobile emissions (Barnes & Eilperin, 2007) . Automobiles are a major source of CO in urban areas, contributing as much as 90% of CO emissions. There are continuing discussions about the relative merits of the primary approaches for reducing CO emissions: technological innovations in fuel combustion, such as catalytic converters; development of alternative fuels that do not emit CO, such as ethanol, biodiesel, and fuel cells; and reductions in vehicle miles traveled. Our findings cannot address the efficacy of these alternatives, but they do point to significant additional channels for obtaining benefits from reductions in CO emissions.
