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JANTZEN COEFFICIENTS AND RADICAL FILTRATIONS FOR
GENERALIZED VERMA MODULES
JUN HU AND WEI XIAO
Abstract. In this paper we give a sum formula for the radical filtration of
generalized Verma modules in any (possibly singular) blocks of parabolic BGG
category which can be viewed as a generalization of Jantzen sum formula for
Verma modules in the usual BGG category O. Combined with Jantzen co-
efficients, we determine the radical filtrations for all basic generalized Verma
modules. The proof makes use of the graded version of parabolic BGG cat-
egory. Explicit formulae for the graded decomposition numbers and inverse
graded decomposition numbers of generalized Verma modules in any (possibly
singular) integral blocks of the parabolic BGG category are also given.
1. Introduction
The Jantzen filtration and Jantzen sum formula of Verma module are powerful
tool for determining the simplicity of Verma modules and computing the character
formulae of simple modules in the usual BGG category O. Each Verma module
in O is rigid in the sense that its radical filtration coincides with its socle filtra-
tion. The work [BB] of Beilinson and Bernstein shows that the Jantzen filtration
of each regular Verma module coincides with its radical filtration (and hence its
socle filtration). For parabolic version of BGG category O ([R]), the generalized
Verma module in singular blocks is in general not rigid anymore. Though Jantzen
has also introduced a filtration for each generalized Verma module and developed
a determinant formula for the contravariant form in [J1], it is unclear whether it
could play any parallel role as in the usual BGG category O case, not to say the re-
lationship between this “Jantzen filtration” and the radical filtration of generalized
Verma module in this parabolic setting.
In this paper we prove a sum formula (Theorem 4.8) for the radical filtrations of
generalized Verma modules in any (possibly singular) blocks of parabolic BGG cat-
egory Op. Our starting point is to develop an efficient method to determine radical
filtrations of generalized Verma module with singularity. The radical filtrations of
generalized Verma modules present critical information of related problems, such as
homomorphism between generalized Verma modules [Bo, BC, BEJ, L1, L2, Mat1,
Mat2, Mat3, X1, X2] and representation types of blocks [BN, P]. Normally, one can
apply the Uα-algorithm to compute the radical filtration of a Verma module or gen-
eralized Verma module with regular highest weight ([V2, GJ, J3, CC, De, I3, BN]).
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It depends on some recursive relations of Kazhdan-Lusztig polynomials. This algo-
rithm also works for generalized Verma modules which are not “too singular” [BN].
In general, the radical filtration of a singular generalized Verma module can be cal-
culated through a regular one [I2, BN]. However, even when the singular category
is small, this process might need information of a very large regular category and
trigger a great many recursive computations. The sum formula which we obtained
can be viewed as a generalization of Jantzen’s sum formula for Verma modules. It
gives an evidence that the Jantzen filtration and the radical filtration of generalized
Verma module might coincide (Remark 4.11). The proof makes essential use of the
Z-graded representation of the parabolic BGG category. We present explicit for-
mulae (Theorems 3.8 and 3.14) for the graded decomposition numbers and inverse
graded decomposition numbers of generalized Verma modules in any (possibly sin-
gular) integral blocks of the parabolic BGG category. By the Koszul duality of
the parabolic BGG category, the grading filtration and radical filtration on each
generalized Verma module coincide. Those graded decomposition numbers encode
all the information about the radical filtration of generalized Verma modules. Com-
bined with the Jantzen coefficients [XZ] and other results, we can efficiently obtain
the radical filtrations of generalized Verma modules with singularity in many cases.
As an application, we give radical filtrations of basic generalized Verma modules
defined and classified in [XZ]. Those modules are induced from maximal parabolic
subalgebras and have maximal nontrivial singularity. The sum formula can also be
used to determine the blocks of category Op [HXZ, X3] and representation types
of the blocks [XZhou].
The paper is organized as follows. The notations and definitions are presented in
Section 2. In Section 3, we use the graded BGG resolution (Lemma 3.4) to derive
the graded decomposition numbers for generalized Verma modules with singularity
(Theorem 3.8), and use the known formulae of the inverse graded decomposition
numbers of Verma modules ([BGS, Theorem 3.11.4]) in the usual BGG category O
to derive the inverse graded decomposition numbers (Theorem 3.14) for generalized
Verma modules with singularity. The sum formula for the radical filtrations of
generalized Verma modules (Theorem 4.8) is proved in Section 4. As an application,
we describe the radical filtrations of all the basic generalized Verma in the final
section.
2. Notations and definitions
We mainly adopt the notations in [H3]. Let g be a complex semisimple Lie
algebra with a fixed Cartan subalgebra h contained in a Borel subalgebra b. Denote
by Φ ⊂ h∗ the root system of (g, h). Let Φ+ be the positive system corresponding
to b with a simple system ∆ ⊂ Φ+. Every subset I ⊂ ∆ generates a subsystem
ΦI ⊂ Φ with a positive root system Φ
+
I := ΦI ∩ Φ
+. Denote by W (resp. WI)
the Weyl group of Φ (resp. ΦI) with longest element w0 (resp. wI). Let ℓ(−) be
the length function on W . The action of W on h∗ is given by sαλ = λ − 〈λ, α∨〉α
for α ∈ Φ and λ ∈ h∗. Here 〈−,−〉 is the bilinear form on h∗ induced from the
Killing form and α∨ := 2α/(α, α) is the coroot of α. We say λ ∈ h∗ is regular
if 〈λ, α∨〉 6= 0 for all roots α ∈ Φ. Otherwise we say λ is singular. We say λ is
integral if 〈λ, α∨〉 ∈ Z for all α ∈ Φ. An integral weight λ ∈ h∗ is dominant (resp.
anti-dominant) if 〈λ, α∨〉 ∈ Z≥0 (resp. 〈λ, α∨〉 ∈ Z≤0) for all α ∈ ∆.
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Let pI be the standard parabolic subalgebra of g corresponding to I with Levi
decomposition pI := lI ⊕ uI , where lI is the standard Levi subalgebra and uI the
nilpotent radical of pI . For simplicity, we frequently drop the subscript when I is
fixed. Put
Λ+I := {λ ∈ h
∗ | 〈λ, α∨〉 ∈ Z>0 for all α ∈ I}.
For λ ∈ Λ+I , let F (λ − ρ) be the finite dimensional simple lI -modules of highest
weight λ− ρ, where ρ := 12
∑
α∈Φ+ α. The generalized Verma module is defined by
MI(λ) := U(g)⊗U(pI) F (λ− ρ),
where F (λ − ρ) has trivial uI -actions viewed as a pI -module. The highest weight
of MI(λ) is λ − ρ. Let L(λ) be the unique simple quotient of MI(λ). They share
the same infinitesimal character χλ, where χλ is an algebra homomorphism from
the center Z(g) of U(g) to C so that z · v = χλ(z)v for all z ∈ Z(g) and v ∈MI(λ).
Moreover, χλ = χµ when µ ∈ Wλ. For a fixed p = pI , let Op be the category of
all finitely generated g-modules M , which is semisimple under l-action and locally
p-finite. These MI(λ) are the fundamental objects of Op. In particular, if I = ∅,
then M(λ) :=MI(λ) is the Verma module with highest weight λ− ρ and Op = Ob
is the usual Bernstein-Gelfand-Gelfand category O [BGG1]. For λ ∈ h∗, let Opλ be
the full subcategory of Op containing modules M on which z−χλ(z) acts as locally
nilpotent operator for all z ∈ Z(g). We also write Oλ = O
b
λ for simplicity.
When I ⊂ ∆ is fixed, define
IW := {w ∈ W | ℓ(sαw) = ℓ(w) + 1 for all α ∈ I}.
For µ ∈ h∗, set
Φµ := {β ∈ Φ | 〈µ, β
∨〉 = 0}.
The singularity of µ is measured by this subsystem Φµ of Φ. If µ is integral, there
exists a unique anti-dominant weight λ ∈Wµ. Put J = {α ∈ ∆ | 〈λ, α∨〉 = 0} and
W J := {w ∈W | ℓ(wsα) = ℓ(w) + 1 for all α ∈ J}.
Every integral weight µ ∈Wλ∩Λ+I can be uniquely written in the form µ = wIwλ
for some w ∈ IW J , where
IW J = {w ∈ IW | ℓ(w) + 1 = ℓ(wsα) and wsα ∈
IW, for all α ∈ J}.
Let K(O) be the Grothendieck group of the category O. In particular, [M ] ∈
K(O) is the element corresponding to M ∈ O. The module M has a composition
series with simple subquotients isomorphic to some L(λ). Denote by [M : L(λ)] the
multiplicity of L(λ). The radical filtration of M satisfying RadiM = M for i ≤ 0
and RadiM = Rad(Radi−1M) for i > 0. Similarly, the socle filtration satisfying
SociM = 0 for i ≤ 0 and Soc(M/SociM) = SociM/Soci−1M for i > 0. The
subquotient RadiM = Rad
iM/Radi+1M is semisimple.
3. Graded decomposition numbers and the inverse graded
decomposition numbers
In this section, we recall the graded decomposition numbers and the inverse
graded decomposition numbers for generalized Verma modules. We express those
numbers explicitly in terms of the original Kazhdan-Lusztig polynomials. The re-
sults in the regular cases are already given in [BGS, Theorem 3.11.4]. The formulae
we present here, which works also for the singular cases, seems not explicitly pre-
sented in any papers elsewhere.
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3.1. Koszul algebras and graded BGG resolutions. Let p = pI be the stan-
dard parabolic subalgebra of g as before, where I ⊂ ∆. Let µ be an anti-dominant
integral weight such that
(3.1) I =
{
α ∈ ∆
∣∣ 〈µ, α∨〉 = 0}.
Let λ be an anti-dominant integral and we define
(3.2) J :=
{
α ∈ ∆
∣∣ 〈λ, α∨〉 = 0}.
We shall denote the subcategory Opλ simply by O
µ
λ .
The non-isomorphic simple objects in the subcategory Oµλ are indexed as follows:{
L(wIwλ)
∣∣ w ∈ IW J}.
For each w ∈ IW J , we use Pµ(wIwλ) to denote the projective cover of L(wIwλ) in
Oµλ . Then the minimal projective generator ofO
µ
λ is given by P
µ
λ := ⊕w∈IWJP
µ(wIwλ).
We set
Aµλ := Endg(P
µ
λ ).
Then we have an equivalence of categories: Oµλ
∼= mod-A
µ
λ.
By [BGS] and [Bac], we know that the C-algebra Aµλ is Koszul. The correspond-
ing graded module category (with morphisms being degree 0 homomorphisms) is
denoted by Aµλ-gmod. For any M,N ∈ A
µ
λ-gmod, we use homO(M,N) to denote
the space of homomorphisms fromM to N in Aµλ-gmod. For each w ∈
IW J , we use
L(wIwλ) to denote the graded lift of L(wIwλ) in A
µ
λ-gmod which is concentrated
in degree 0. Let Pµ(wIwλ) to denote the projective cover of L(wIwλ) in A
µ
λ-gmod
which gives a graded lift of Pµ(wIwλ). We use ∆
µ(wIwλ) to denote the graded lift
ofMI(wIwλ) in A
µ
λ-gmod such that the canonical surjection ∆
µ(wIwλ)։ L(wIwλ)
is a degree 0 map.
Let q be an indeterminate over Z and v := q1/2. Let K0(A
µ
λ) be the enriched
Grothendieck group of Aµλ-gmod, which naturally becomes a Z[v, v
−1]-module via
vkM := M〈k〉 for any M ∈ Aµλ-gmod, where M〈k〉 is equal to M upon forgetting
its Z-grading and (M〈k〉)j :=Mj−k for any j ∈ Z.
By definition, Oµλ is a full subcategory of Oλ. There is a parabolic truncation
functor (i.e., Zuckerman functor) Zp : Oλ → O
µ
λ by
Zp(M) := the maximal quotient of M which is locally finite over p.
In particular,
Zp(M(wIwλ)) =
{
MI(wIwλ), if w ∈ IW ;
0, otherwise.
Let ǫ :M(wIwλ)։MI(wIwλ) be the canonical surjection.
Recall that wI is the unique longest element in WI . For each 1 ≤ k ≤ m :=
ℓ(wI) = |Φ
+
I |, we set W
k
I = {w ∈ WI | ℓ(w) = k}. For any w ∈
IW J , wIwλ ∈ Λ
+
I .
Thus F (λ − ρ) is a finite dimensional irreducible representation of the reductive
Lie algebra lI . By [H3, Chapter 6], the irreducible finite dimensional lI -module
F (wIwλ − ρ) has a BGG resolution in the category of finite dimensional U(lI)-
modules (see [BGG2]). Since every lI -module can be viewed as a pI -module with
trivial uI -action, we can apply the exact functor U(g) ⊗U(pI) − on the resolution
and get the exact sequence
(3.3) 0→ Cm
δm−→ . . .
δk+1
−→ Ck
δk−→ . . .
δ1−→ C0 =M(wIwλ)
ǫ
−→MI(wIwλ)→ 0,
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where Ck =
⊕
z∈Wk
I
M(zwIwλ).
By [Bac, §2.2], Aµλ can be realized as a Z-graded quotient of Aλ by a homogeneous
ideal a. It follows that the Zuckerman functor Zp(−) allows a Z-graded lift Zp :
M 7→ M/aM, ∀M ∈ Aλ-gmod, and the surjection M(wIwλ) ։ MI(wIwλ) is
unique up to a scalar. Hence the surjection ǫ admits a Z-graded lift ǫˆ : ∆(wIwλ)։
∆µ(wIwλ) which is homogeneous of degree zero.
For any x, y ∈ W , we have dimHomO(M(xλ),M(yλ)) ≤ 1. It follows that each
map δk has a Z-graded lift δˆk which is homogeneous of degree one. As a result, we
get the following lemma (compare [HM, Proposition A.2] and [M, Appendix]).
Lemma 3.4 (Graded BGG resolution). Let w ∈ IW J and λ an anti-dominant
integral weight. There is an exact sequence of homomorphisms in Aλ-gmod:
(3.5) 0→ Cm
δˆm−→ . . .
δˆk+1
−→ Ck
δˆk−→ . . .
δˆ1−→ C0 = ∆(wIwλ)
ǫˆ
−→ ∆µ(wIwλ)→ 0,
where Ck =
⊕
z∈WkI
∆(zwIwλ), ǫˆ is homogeneous of degree zero and each map δˆk
is homogeneous of degree one.
Since Aµλ can be realized as a Z-graded quotient of Aλ, the Grothendieck group
K0(A
µ
λ) becomes a Z[v, v
−1]-submodule of K0(Aλ).
Corollary 3.6. Let w ∈ IW J and λ an anti-dominant integral weight. Then in
the Grothendieck group K0(Aλ) we have
[∆µ(wIwλ)] =
∑
z∈WI
(−1)ℓ(z)vℓ(z)[∆(zwIwλ)].
Proof. This follows directly from Lemma 3.4. 
3.2. Graded decomposition numbers and graded inverse decomposition
numbers. For any x, y ∈ W with x ≤ y, we use Px,y to denote the corresponding
Kazhdan-Lusztig polynomial introduced in [KL]. For convenience, set Px,y = 0
when x  y as in [H2]. Let λ be an anti-dominant integral weight. By [BGS,
Theorem 3.11.4(ii)], we know that for any x ∈ W J we have
(3.7) [∆(xλ)] =
∑
y∈WJ
Pxw0,yw0(v
−2)vℓ(x)−ℓ(y)[L(yλ)].
The following theorem gives the graded decomposition numbers for arbitrary
(possibly singular) integral blocks of the parabolic categoryOp (see [BGS, Theorem
3.11.4(ii),(iv)]) for the case of regular blocks).
Theorem 3.8. Let x ∈ IW J and λ an anti-dominant integral weight. Then in the
Grothendieck group K0(A
µ
λ) we have
(3.9) [∆µ(wIxλ)] =
∑
y∈IWJ
∑
z∈WI
(−1)ℓ(z)vℓ(x)−ℓ(y)PzwIxw0,wIyw0(v
−2)[L(wIyλ)].
Proof. Applying (3.7) to Corollary 3.6, we get that
[∆µ(wIxλ)] =
∑
z∈WI
∑
y∈WJ
(−1)ℓ(z)vℓ(z)+ℓ(zwIx)−ℓ(y)PzwIxw0,yw0(v
−2)[L(yλ)]
=
∑
y∈WJ
∑
z∈WI
(−1)ℓ(z)vℓ(wIx)−ℓ(y)PzwIxw0,yw0(v
−2)[L(yλ)].
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For y ∈ W J and w ∈ IW J , we know that [MI(wIwλ) : L(yλ)] 6= 0 only if y ∈
wI
IW J . Thus we can restrict the summation on the righthand side of the above
equality to those y ∈ wI IW J . Finally, note that ℓ(wIx)− ℓ(wIy) = ℓ(x)− ℓ(y) for
any x, y ∈ IW . This proves the theorem. 
Definition 3.10. Let x, y ∈ W J and λ an anti-dominant integral weight. Define
the Kazhdan-Lusztig-Vogan polynomials ([BGS, Theorem 3.11.4])
(3.11) P Jx,y(q) =
∑
i≥0
dimExtiO(M(xλ), L(yλ))q
(ℓ(y)−ℓ(x)−i)/2.
By [BGS, Theorem 3.11.4] (and translating it into our notations), we have for
any x, y ∈W J ,
P Jx,y(q) =
∑
z∈WJ
(−1)ℓ(z)Pxz,y(q).
Since Aλ is Koszul, each simple module L(yλ) has a linear injective resolution.
It follows that
[L(yλ)] =
∑
x∈WJ
(∑
i≥0
(−v)i dimExtiO(M(xλ), L(yλ))
)
[∆(xλ)].
Applying [BGS, Theorem 3.11.4(iv)] we can deduce that ExtiO(M(xλ), L(yλ)) 6= 0
only if i ≡ ℓ(y)− ℓ(x) (mod 2). As a result, we get the following lemma.
Lemma 3.12. Let y ∈ W J and λ an anti-dominant integral weight. Then in the
Grothendieck group K0(Aλ) we have
[L(yλ)] =
∑
x∈WJ
(−1)ℓ(y)−ℓ(x)vℓ(y)−ℓ(x)P Jx,y(v
−2)[∆(xλ)]
=
∑
x∈WJ
∑
z∈WJ
(−1)ℓ(y)+ℓ(z)−ℓ(x)vℓ(y)−ℓ(x)Pxz,y(v
−2)[∆(xλ)].
By Brauer-Humphreys reciprocity, [P(yλ) : ∆(xλ)〈k〉] = [∆(xλ) : L(yλ)〈k〉] for
any k ∈ Z. We can deduce from Lemma 3.12 that for any x ∈ W J ,
(3.13) [∆(xλ)] =
∑
x∈WJ
∑
z∈WJ
(−1)ℓ(y)+ℓ(z)−ℓ(x)vℓ(y)−ℓ(x)Pxz,y(v
−2)[P(yλ)].
The following theorem gives the graded inverse decomposition numbers for arbi-
trary integral blocks of the parabolic categoryOp (see [BGS, Theorem 3.11.4(i),(iv)]
for the case of regular blocks). It seems that this might be known to some experts
(cf. [CPS, Appendix]), but we couldn’t find a suitable reference anywhere.
Theorem 3.14. Let y ∈ IW J and λ an anti-dominant integral weight. Then in
the Grothendieck group K0(A
µ
λ) we have
[L(wIyλ)] =
∑
x∈IWJ
∑
z∈WJ
(−1)ℓ(y)+ℓ(z)−ℓ(x)vℓ(y)−ℓ(x)PwIxz,wIy(v
−2)[∆µ(wIxλ)].
Proof. Let x ∈ IW J . Using [CM, Theorem 4.14] and applying the derived Zucker-
man functor to (3.13) with x replaced by wIx, we get that
[∆µ(wIxλ] =
∑
x∈IWJ
∑
z∈WJ
(−1)ℓ(y)+ℓ(z)−ℓ(wIx)vℓ(y)−ℓ(wIx)PwIxz,y(v
−2)[Zp(P(yλ))].
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Note that Zp(P(yλ)) 6= 0 only if y ∈ wI IW J , and Zp(P(wIwλ)) ∼= Pµ(wIwλ) for
w ∈ IW J . It follows that
[∆µ(wIxλ)] =
∑
x∈IWJ
∑
z∈WJ
(−1)ℓ(w)+ℓ(z)−ℓ(x)vℓ(w)−ℓ(x)PwIxz,wIw(v
−2)[Pµ(wIwλ)].
Equivalently, we get that
[L(wIyλ)] =
∑
x∈IWJ
∑
z∈WJ
(−1)ℓ(y)+ℓ(z)−ℓ(x)vℓ(y)−ℓ(x)PwIxz,wIy(v
−2)[∆µ(wIxλ)].

Definition 3.15. Let x, y ∈ IW J . We define
IP Jx,y(q) =
∑
z∈WJ
(−1)ℓ(z)PwIxz,wIy(q),
IQJx,y(q) =
∑
z∈WI
(−1)ℓ(z)PzwIxw0,wIyw0(q).
It follows from Theorems 3.8 and 3.14 that
[∆µ(wIxλ)] =
∑
y∈IWJ
vℓ(x)−ℓ(y)IQJx,y(v
−2)[L(wIyλ)],
[L(wIyλ)] =
∑
x∈IWJ
(−1)ℓ(y)−ℓ(x)vℓ(y)−ℓ(x)IP Jx,y(v
−2)[∆µ(wIxλ)].
As a result, we get the following corollary.
Corollary 3.16. Let I, J ⊂ ∆ and x, y ∈ IW J . Then∑
z∈IWJ ,x≤z≤y
(−1)ℓ(z)+ℓ(y)IP Jx,z(q)
IQJy,z(q) = δx,y.
Specializing v to 1, we can get the ungraded decomposition number and inverse
decomposition number of the parabolic category Op as follows:
[MI(wIxλ)] =
∑
y∈IWJ
∑
z∈WI
(−1)ℓ(z)PzwIxw0,wIyw0(1)[L(wIyλ)],
[L(wIyλ)] =
∑
y∈IWJ
∑
z∈WJ
(−1)ℓ(y)−ℓ(x)+ℓ(z)PwIxz,wIy(1)[MI(wIxλ)].
The polynomial IP Jx,y(q) is the so-called generalized Kazhdan-Lusztig-Vogan
polynomials ([BH], §9.2). That says,
(3.17) IP Jx,y(q) =
∑
i≥0
q(ℓ(y)−ℓ(x)−i)/2 dimExtiOp(MI(wIxµ), L(wIyµ)).
In particular, Px,y :=
∅P ∅x,y is equal to the ordinary Kazhdan-Lusztig polynomial
(see for example Theorem 8.11 in [H3]), while IPx,y :=
IP ∅x,y is equal to the relative
(or parabolic) Kazhdan-Lusztig polynomials ([CC]). We also set P Jx,y :=
∅P Jx,y.
Similarly set Qx,y :=
∅Q∅x,y,
IQx,y :=
IQ∅x,y and Q
J
x,y :=
∅QJx,y.
Lemma 3.18 ([Dy, Lu, De, So1, I2, BH]). Let I, J ⊂ ∆. Then
(1) Px,y = Px−1,y−1 = Pw0xw0,w0yw0 , where x, y ∈W .
(2) IPx,y = PwIx,wIy, where x, y ∈
IW .
(1) Qx,y = Pxw0,yw0 = Pw0x,w0y, where x, y ∈ W .
(2) QJx,y = Qx,y, where x, y ∈W
J .
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Let x ∈ IW J and λ an anti-dominant integral weight. By [BGS] and [Bac], Aµλ
is Koszul. The grading filtration on ∆µ(wIxλ) coincides with its radical filtration
up to a shift. Hence we get the following corollary.
Corollary 3.19. Let λ be an anti-dominant integral weight and x, y ∈ IW J . Then
we have
(3.20) IQJx,y(q) =
∑
i≥0
[RadiMI(wIxλ) : L(wIyλ)]q
(ℓ(x)−ℓ(y)−i)/2.
We need the following result about IW J .
Proposition 3.21 ([BN, Proposition 2.4.2]). Let I, J ⊂ ∆.
(i) There is a bijection IfJ : IW J → JW−w0I given by IfJ(w) = wJw−1wIw0.
(ii) There is a bijection IgJ : IW J → −w0JW I given by IgJ(w) = w0wJw−1wI .
Corollary 3.22. Let x, y ∈ IW J . Then
IQJx,y =
−w0JP IIgJ (x),IgJ (y).
Proof. Let J ′ = −w0J . Then J ′ ⊂ ∆. By Lemma 3.18 and Definition 3.10 we have
IQJx,y =
∑
z∈WI
(−1)ℓ(z)PzwIxw0,wIyw0 =
∑
z∈WI
(−1)ℓ(z)Pw0x−1wIz,w0y−1wI
=
∑
z∈WI
(−1)ℓ(z)PwJ′w0wJx−1wIz,wJ′w0wJy−1wI
=
∑
z∈WI
(−1)ℓ(z)PwJ′ IgJ (x)z,wJ′IgJ (y) =
J′pIIgJ (x),IgJ (y).

By Definition 3.10, IQJx,y is a polynomial in q. Combining this with Corollary
3.19, we obtain the following parity property on the radical filtration of generalized
Verma modules.
Lemma 3.23. Let x, y ∈ IW J and λ an anti-dominant integral weight. The rad-
ical filtrations of generalized Verma modules satisfy the parity property, that is,
[RadiMI(wIxλ), L(wIyλ)] = 0 unless ℓ(x) − ℓ(y) ≡ i(mod 2).
Suppose that ν ∈ Λ is a regular anti-dominant integral weight. Let T λν (−),
T νλ (−) be the translation functors as defined in [J2] and [H3, §7.1]. By [Str], we
know that those translation functors allow Z-graded lifts. Let Θλν (−), Θ
ν
λ(−) be
their corresponding graded lift respectively. We choose these graded lifts in the
same way as [Str] and [CM, §2.2]. In particular,
(3.24) Θλν (L(xν)) =
{
L(xλ)〈−ℓ(wJ )〉, for x ∈ W J ;
0, for x 6∈ W J .
We also have Θνλ(P(xλ)) = P(xν) for x ∈W
J .
Proposition 3.25 ([CM, Theorem 4.3]). Let λ, ν be defined as above and let z ∈
IW . Then
Θλν (∆
µ(wIzν)) =
{
∆µ(wIyλ)〈ℓ(x) − ℓ(wJ )〉, if z = yx, y ∈ IW J , x ∈WJ ;
0, otherwise.
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Proof. We need to explain the notation difference. First assume that z = yx for
y ∈ IW J and x ∈WJ . Denote y′ = wIyw0 and x′ = w0xw0. Thus x′ ∈WJ′ , where
J ′ = −w0J . Proposition 3.21 implies that y′ ∈ IW J
′
wJ′ . It is easy to see that
ℓ(x′) = ℓ(x) and ℓ(wJ′) = ℓ(wJ ). Set z
′ = wIzw0, ν
′ = w0ν and λ
′ = w0λ
′. Then
ν′ is a regular dominant weight and λ′ is a dominant weight with Φλ′ = ΦJ′ . With
z′ν′ = wIzν and z
′ = y′x′, [CM, Theorem 4.3] yields
Θλν (∆
µ(wIzν)) = Θ
λ
ν (∆
µ(z′ν′)) = ∆µ(y′λ′)〈ℓ(x′)−ℓ(wJ′)〉 = ∆
µ(wIyλ)〈ℓ(x)−ℓ(wJ )〉.
The above argument also shows that z = yx for y ∈ IW J and x ∈ WJ if and only
if z′ = y′x′ for y′ ∈ IW J
′
wJ′ and x
′ ∈ WJ′ , which implies the second part of the
Proposition. 
We remark that Theorem 3.14 can also be deduced by applying Proposition 3.25
to the formulae of the graded inverse decomposition numbers in the regular case
([BGS, Theorem 3.11.4]).
Define a map tλν : K(Oν) → K(Oλ) such that t
λ
ν ([M ]) = [T
λ
νM ] for M ∈ Oν .
The exactness of T λν insures that t
λ
ν is a linear transformation on K(Oν). Thus
(3.24) and Proposition 3.25 gives the following corollary, which we need in the next
section.
Corollary 3.26. Let λ, ν be defined as above. Then
(1) tλν ([Rad
iM(zν)]) = [RadiM(zλ)] for i ∈ Z and z ∈W J .
(2) tλν ([M(zν)]) = [M(zλ)] for z ∈W .
Proof. (1) We consider the graded functor T := Θλν 〈ℓ(wJ)〉. Applying Proposition
3.25, we see that T (∆(zν)) = ∆(zλ) and T (L(zν)) = L(zλ). Since T is a Z-graded
functor and the grading filtrations of ∆(zν) and ∆(zλ) coincide with their radical
filtration up to a shift, it follows that for any j ≥ 0,
T
(
Radi(∆(zν))
)
= T
(
⊕j≥i∆(zν)j
)
⊆ ⊕j≥i∆(zλ)j = Rad
i(∆(zλ)).
Combining this with the equality T (∆(zν)) = ∆(zλ) and the fact that T is an exact
functor, we can deduce that all the above inclusion are actually equalities. This
proves T
(
Radi(∆(zν))
)
= Radi(∆(zλ)) which implies (1).
(2) This is an easy consequence of Proposition 3.25 or Theorem 7.6 in [H3]. 
The above results can also be found in [I2].
4. The sum formula of radical filtrations
In this section, we shall give a sum formula about radical filtrations of generalized
Verma modules. It can be viewed as generalization of the Jantzen sum formula for
Verma modules. For µ, ν ∈ h∗, we write ν ≤ µ if HomO(M(ν),M(µ)) 6= 0. This
gives a partial ordering which can be viewed as the Bruhat ordering on h∗ ([ES,
§2]).
Since each Verma module in the regular block of the usual BGG category O is
rigid, its Jantzen filtration coincides with its grading filtration up to a shift [BB].
When µ ∈ h∗ is regular, the following proposition is essentially equivalent to Jantzen
sum formula ([J2]) for Verma moduleM(µ) in the usual BGG category O. We need
more effort when µ is singular.
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Proposition 4.1. Let µ ∈ h∗.∑
i>0
[RadiM(µ)] =
∑
β∈Φ+,sβµ<µ
[M(sβµ)].
Proof. Obviously sβµ < µ is equivalent to 〈µ, β∨〉 ∈ Z>0 (see for example [H3]).
With Soergel’s result ([So2, Theorem 11], see [H3, Theorem 11.13] for a English
translation), it suffices to consider the integral case. When µ is regular, the Jantzen
filtration of M(µ) coincides with its radical filtration [BB]. This is exactly the
Jantzen sum formula [J2, B] for regular Verma modules. If µ is singular, there
exists anti-dominant weight λ ∈ Wµ so that µ = wλ for some w ∈ W J , where
J = {α ∈ ∆ | 〈λ, α∨〉 = 0}. Let ν be a regular integral anti-dominant weight (e.g.,
ν = −ρ). In view of Corollary 3.26, we obtain∑
i>0
[RadiM(µ)] =
∑
i>0
tλν ([Rad
iM(wν)])
=
∑
β∈Φ+,sβwν<wν
tλν ([M(sβwν)])
=
∑
β∈Φ+,sβwν<wν
[M(sβwλ)]
=
∑
β∈Φ+,sβµ<µ
[M(sβµ)],
where the second equality follows from the regular case, the fourth equality follows
from the fact that sβwν < wν if and only if w
−1β < 0 and if and only if sβwλ < wλ.
To see this, it suffices to show that sβwλ 6= wλ for β ∈ Φ+ when sβwν < wν.
Otherwise β = wα for some α ∈ Φ+J (note that wα > 0 for w ∈ W
J ). This forces
0 < 〈wν, β〉 = 〈ν, α〉 < 0, a contradiction. 
Lemma 4.2. Let i ∈ Z≥0 and µ ∈ Λ+I . Then
[RadiMI(µ)] =
∑
w∈WI
(−1)ℓ(w)[Radi−ℓ(w)M(wµ)].
Proof. We only need to consider the integral case in view of Soergel’s category
equivalence ([So2, Theorem 11]). Then the lemma is an immediate consequence of
Proposition 3.6. 
Setting i = 0 in Lemma 4.2, we obtain the following result (which also follows
from Corollary 3.6).
(4.3) [MI(µ)] =
∑
w∈WI
(−1)ℓ(w)[M(wµ)].
This is Proposition 9.6 in [H3].
Definition 4.4. For any µ ∈ h∗, we define
θ(µ) :=
∑
w∈WI
(−1)ℓ(w)[M(wµ)].
These are the character formulae defined in [J1], which can be used to determine
the simplicity of generalized Verma modules.
Proposition 4.5 ([J2, Mat1, Ku]). Let µ ∈ h∗.
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(1) θ(wµ) = (−1)ℓ(w)θ(µ) for w ∈WI .
(2) If 〈µ, α∨〉 = 0 for some α ∈ ΦI , then θ(µ) = 0.
(3) If 〈µ, α∨〉 ∈ Z\{0} for all α ∈ ΦI , there exists w ∈ WI so that wµ ∈ Λ
+
I
and θ(µ) = (−1)ℓ(w)[MI(wµ)].
Lemma 4.6. Let µ ∈ Λ+I . Then∑
w∈WI
(−1)ℓ(w)
∑
β∈Φ+
I
,sβwµ<wµ
[M(sβwµ)] =
∑
w∈WI
(−1)ℓ(w)+1ℓ(w)[M(wµ)].
Proof. For any w ∈ WI and β ∈ Φ
+
I with sβwµ < wµ, denote w
′ = sβw. Then
(w′)−1β ∈ ΦI and
〈µ, ((w′)−1β)∨〉 = 〈w′µ, β∨〉 = 〈sβwµ, β
∨〉 = −〈wµ, β∨〉 ∈ Z<0.
One has (w′)−1β < 0 since µ ∈ Λ+I . The number of β ∈ Φ
+
I with such a property
is exactly ℓ(w′) (see for example [H2]). Since l(w) ≡ l(w′) + 1 (mod 2), we obtain∑
w∈WI
(−1)ℓ(w)
∑
β∈Φ+I ,sβwµ<wµ
[M(sβwµ)] =
∑
w′∈WI
(−1)l(w
′)+1ℓ(w′)[M(w′µ)].

Definition 4.7. We define
Ψ+µ = {β ∈ Φ
+\Φ+I | 〈µ, β
∨〉 ∈ Z>0}.
The following theorem gives a sum formula for the radical filtration of the gen-
eralized Verma module, which can be viewed as a generalization of Proposition
4.1.
Theorem 4.8. Let µ ∈ Λ+I . Then
(4.9)
∑
i≥1
[RadiMI(µ)] =
∑
β∈Ψ+µ
θ(sβµ).
Proof. Note that 〈µ, β∨〉 = 〈wµ, (wβ)∨〉. Thus for any w ∈ WI , β ∈ Ψ+µ if and only
if wβ ∈ Ψ+wµ. In view of Lemma 4.2, one has∑
i>0
[RadiMI(µ)]
=
∑
i>0
∑
w∈WI
(−1)ℓ(w)[Radi−ℓ(w)M(wµ)]
=
∑
w∈WI
(−1)ℓ(w)
∑
i>ℓ(w)
[Radi−ℓ(w)M(wµ)] +
∑
w∈WI
(−1)ℓ(w)ℓ(w)[M(wµ)]
=
∑
w∈WI
(−1)ℓ(w)
∑
β∈Φ+,sβwµ<wµ
[M(sβwµ)] +
∑
w∈WI
(−1)ℓ(w)ℓ(w)[M(wµ)]
=
∑
w∈WI
(−1)ℓ(w)
∑
β∈Ψ+wµ
[M(sβwµ)]
=
∑
w∈WI
(−1)ℓ(w)
∑
w−1β∈Ψ+µ
[M(wsw−1βµ)]
=
∑
γ∈Ψ+µ
θ(sγµ),
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where the third equality follows from Proposition 4.1 and the fourth equality follows
from Lemma 4.6. 
Note thatMI(µ) is simple if and only if Rad
iMI(µ) = 0 for i ≥ 1. With Theorem
4.8, we can recover the famous Jantzen’s simplicity criteria for generalized Verma
modules obtained in [J1].
Theorem 4.10 ([J1, Collar 1]). Let µ ∈ Λ+I . Then MI(µ) is simple if and only if∑
β∈Ψ+µ
θ(sβµ) = 0.
Remark 4.11. If µ is regular, (4.9) can be found in [I3, Corollary 7.1.4]. The Jantzen
filtrations for Verma modules in the usual BGG category O are well-known in the
literature. As pointed out in Remark 9.17 of [H3], Jantzen introduced a similar
“Jantzen filtration” for generalized Verma modules in [J2]. In fact, with Lemma
3, Satz 2 and the observation in the Bemerkung before Lemma 4 in [J2], along
Jantzen’s line for Verma modules (see [J1] or [H3]), one can obtain the following
generalization: Let µ ∈ Λ+I . Then MI(µ) has a filtration by submodules
MI(µ) =MI(µ)
0 ⊃MI(µ)
1 ⊃MI(µ)
2 ⊃ . . .
with MI(µ)
i = 0 for large i, such that
(1) Every nonzero quotient MI(µ)
i/MI(µ)
i+1 has a nondegenerate contravari-
ant form.
(2) MI(µ)
1 is the unique maximal submodule of MI(µ).
(3) There is a formula:∑
i>0
[MI(µ)
i] =
∑
β∈Ψ+µ
θ(sβµ).
With (4.9), one might expect MI(µ)
i = RadiMI(µ), i.e., the Jantzen filtration of
MI(µ) coincides with its radical filtration (though MI(µ) is in general not rigid
anymore). Our Theorem 4.8 gives a strong evidence in support of this speculation.
This seems to be true when µ is regular ([BB, Sh]). The singular case is not known.
5. Radical filtration for generalized Verma modules
In this section, we will use the sum formula (4.9) and other results to determine
the radical filtration of basic generalized Verma modules defined in [XZ].
5.1. Jantzen coefficients and Gelfand-Kirillov dimension. First recall the
Jantzen coefficients defined in [XZ].
Definition 5.1. Let µ ∈ Λ+I . We can write (see Proposition 4.5)
(5.2)
∑
β∈Ψ+µ
θ(sβµ) =
∑
µ>ν∈Λ+
I
c(µ, ν)[MI(ν)],
where for each ν ∈ Λ+I , c(µ, ν) ∈ Z is called the Jantzen coefficients associated to
(µ, ν).
The Jantzen coefficients can be calculated through a reduction process ([XZ,
§4]). In particular, given µ ∈ Λ+I , c(µ, ν) is nonzero for only finitely many ν ∈ Λ
+
I .
The following result follows directly from Proposition 4.5.
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Lemma 5.3. Let µ, ν ∈ Λ+I with µ > ν. Set
(5.4) Ψ+µ,ν := {β ∈ Ψ
+
µ | ν = wβsβµ for some wβ ∈WI}.
Then c(µ, ν) =
∑
β∈Ψ+µ,ν
(−1)ℓ(wβ).
Example 5.5. Let g = sl(3,C) and I = {e1−e2}. Put µ = (1, 0,−1), ν = (1,−1, 0)
and ζ = (0,−1, 1). Then Ψ+µ = {e1 − e3, e2 − e3}. So∑
β∈Ψ+µ
θ(sβµ) = θ(ν) + θ(se1−e2ζ) = [MI(ν)]− [MI(ζ)].
Therefore c(µ, ν) = 1 and c(µ, ζ) = −1. Similarly c(ν, ζ) = 1, while the other
Jantzen coefficients are vanished.
Recall that RadiM := Rad
iM/Radi+1M for each M ∈ O and i ∈ Z. Theorem
4.8 implies the following result.
Corollary 5.6. Let µ ∈ Λ+I . Then
(5.7)
∑
i≥1
i[RadiMI(µ)] =
∑
µ>ν∈Λ+I
c(µ, ν)[MI(ν)].
The following example shows how to use (5.7) to get the radical filtration of a
generalized Verma modules.
Example 5.8. Using notations in Example 5.5, (5.7) yields∑
i≥1
i[RadiMI(ζ)] = 0.
This forces RadiMI(ζ) = 0 for i ≥ 1, that is, MI(ζ) = Rad0MI(ζ) = L(ζ). Simi-
larly, ∑
i≥1
i[RadiMI(ν)] = c(ν, ζ)[MI(ζ)] = [L(ζ)].
We must have Rad1MI(ν) = L(ζ) and RadiMI(ν) = 0 for i > 1. At last,∑
i≥1
i[RadiMI(µ)] = c(µ, ν)[MI(ν)] + c(µ, ζ)[MI(ζ)] = [L(ν)]
implies Rad1MI(µ) = L(ν) and RadiMI(ν) = 0 for i > 1. To summarize:
MI(µ) =
L(µ)
L(ν)
MI(ν) =
L(ν)
L(ζ)
MI(ζ) = L(ζ)
In order to determine the radical filtration of more generalized Verma modules,
we might need the following results about Gelfand-Kirillov dimension. Details can
be found in [V1]. Suppose M is a U(g)-module generated by a finite-dimensional
subspace M0. For each n ∈ N, we define ϕM,M0(n) = dim(Un(g)M0), where Un(g)
is the C-subspace of the universal enveloping algebra U(g) of g spanned by all the
products y1y2 · · · ys with s ≤ n and yi ∈ g for each i.
Lemma 5.9 ([V1, Lemma 2.1]). There exists a unique polynomial ϕM,M0(v) ∈ Q[v]
such that ϕM,M0(n) = ϕM,M0(n) for large n. The leading term of ϕM,M0(v) is
c(M)
(dM)!
vdM , where c(M), dM are nonnegative integers independent of M0.
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The integer dM is the Gelfand-Kirillov dimension of M . We write dM =
GKdim(M), while c(M) is called the Bernstein degree of M . For d ∈ Z≥0, de-
note by cd(M) the coefficient of v
d/d! in the polynomial ϕM,M0(v).
Lemma 5.10 ([V1, Lemma 2.4]). Suppose 0 → A → B → C → 0 is an exact
sequence of finitely generated U(g) modules A,B,C. Then dB = max(dA, dC) and
cd(B) = cd(A) + cd(C), where d = dB.
The following result is well known.
Lemma 5.11. For λ ∈ Λ+I , set d = GKdim(MI(λ)). Then d = |Φ
+\ΦI | and
cd(MI(λ)) = dimF (λ− ρ).
When I is fixed, a weight µ ∈ Λ+I is called socular if it appears as a summand
in the socle of some generalized Verma modules. The following result can be found
in [I3, §1, §4.6].
Lemma 5.12. Let µ ∈ Λ+I . Then
(1) µ is socular if and only if GKdim(L(µ)) = |Φ+\ΦI |.
(2) If µ is socular, the set {ζ ∈ Λ+I | [MI(ζ) : L(µ)] > 0} contains a unique
maximal element m(µ). Moreover, MI(m(µ)) has simple socle L(µ) and
[MI(m(µ)) : L(µ)] = 1.
From now on in this section, we will apply the previous results to obtain the
radical filtration of basic generalized Verma modules.
5.2. basic generalized Verma modules. Let Φ be an irreducible system and
denote by ∆ = {α1, . . . , αn} the simple roots corresponding to the standard num-
bering of vertices in the Dynkin diagram of Φ ([H1, §11.4]). Let λ be an integral
anti-dominant weight with J = {α ∈ ∆ | 〈λ, α∨〉 = 0}. Denote K = −w0J and
ν = w0λ. Then K ⊂ ∆ and ν is dominant. If rank ΦI = rank ΦK = rank Φ − 1,
then we call each MI(µ) with µ ∈ Wλ ∩ Λ
+
I a basic generalized Verma module,
and call the weight µ is a basic weight. We can assume that I = ∆\{αi} and
K = ∆\{αk} for some i, k ∈ {1, . . . , n}. Thus the category O
p
λ with p = pI is
determined by the triple (Φ, i, k) which we called a basic system. One of the main
result in [XZ] is the following classification of basic systems.
Theorem 5.13 ([XZ, Theorem 5.8]). A basic system (Φ, i, k) must be one of the
following cases.
(1) (A1, 1, 1), (A2, 1, 1), (A2, 1, 2), (A2, 2, 1), (A2, 2, 2), (A3, 2, 2);
(2) (B2, 1, 1), (B2, 1, 2), (B2, 2, 1), (B2, 2, 2), (B3, 2, 2), (B3, 2, 3), (B3, 3, 2),
(B4, 3, 3);
(3) (C2, 1, 1), (C2, 1, 2), (C2, 2, 1), (C2, 2, 2), (C3, 2, 2), (C3, 2, 3), (C3, 3, 2),
(C4, 3, 3);
(4) (D4, 2, 2), (D5, 3, 3);
(5) (E6, 4, 4), (E7, 4, 4), (E7, 4, 5), (E7, 5, 4), (E8, 3, 4), (E8, 4, 3), (E8, 4, 4),
(E8, 4, 5), (E8, 5, 4), (E8, 5, 5);
(6) (F4, 2, 2), (F4, 2, 3), (F4, 3, 2), (F4, 3, 3);
(7) (G2, 1, 1), (G2, 1, 2), (G2, 2, 1), (G2, 2, 2).
When the category Opλ associated with (Φ, i, k) is semisimple, the Jantzen coef-
ficients of the corresponding basic generalized Verma modules are zero. It suffices
to consider the non semisimple cases [XZ, §6]: (A1, 1, 1), (B3, 2, 2) and (C3, 2, 2),
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(E7, 4, 4), (E8, 4, 5), (E8, 5, 4) and (E8, 4, 4). Their basic weights and Jantzen coef-
ficients are given in [XZ]. By [XZ, Lemma 5.2], all the basic weights of the basic
system (Φ, i, k) are of the form cw̟k for some c ∈ Z>0 and w ∈ IWK . Note that
cw̟k and w̟k lie in the same facet, it follows from [H3, Theorem 7.8] and the fact
that Zuckerman functors commute with the translation function functors that there
is an equivalence of categories which sends MI(cw̟k) to MI(w̟k) so that their
radical filtration are in bijective correspondence. Therefore, it suffices to determine
the radical filtration of those MI(w̟k) for w ∈ IW J . For convenience, the basic
weights are parameterized as λj = xj̟k, where xj ∈ IWK for 1 ≤ j ≤ l. Here we
adopt the ordering in [XZ, §5] which makes s < t whenever λs > λt. We also have
λj = wIyjλ with yj = wIxjw0 ∈ IW J and λ = w0̟k in view of Proposition 3.21.
Moreover, one has s < t and xs < xt whenever ys > yt.
If the category Opλ associated with (Φ, i, k) is not semisimple, then Φ is one of
A1, B3, C3, E7 and E8. It follows that −w0 fix every simple root and K = J . For
convenience, denoteMs =MI(λ
s), Ls = L(λ
s), cs,t = c(λ
s, λt), IP Js,t =
IP Jys,yt and
IQJs,t =
IQJys,yt .
5.3. Radical filtrations associated with (A1, 1, 1), (B3, 2, 2) and (C3, 2, 2).
These three basic systems share the same number of basic weights. The categoryOpλ
contains two generalized Verma modules. The unique nonzero Jantzen coefficient is
c1,2 = 1 (see [XZ, §6]). In view of (5.7), we have
∑
i≥1 i[RadiM2] = 0. This forces
RadiM2 = 0 for i ≥ 1, that is, M2 = L2 is a simple module. Similarly, we obtain∑
i≥1
i[RadiM1] = [M2] = [L2].
One must have RadiM1 = 0 for i > 1 and Rad1M1 = L2. The radical filtration of
M1 is
L1
L2
. The Ext1 poset of the categories is given in Figure 1.
❧
❧
2
1
Figure 1. Ext1 posets for (A1, 1, 1), (B3, 2, 2) and (C3, 2, 2)
With the classification of basic weights in [XZ], one has ℓ(y1) = 1 and ℓ(y2) = 0.
Therefore IQJ1,2 = 1 =
IP J2,1 by (3.20) and Corollary 3.22.
Evidently, λ2 is the unique socular weight and m(λ2) = λ1 (see Lemma 5.12).
5.4. Radical filtrations associated with (E7, 4, 4). Now the category O
p
λ con-
tains 6 generalized Verma modules. All the nonzero Jantzen coefficients are given
in Table 1 (see [XZ, §6]).
First (5.7) implies that M6 = L6 and M5 = L5. Next consider M4. One has∑
i≥1
i[RadiM4] = c(4, 5)[M5] + c(4, 6)[M6] = [L5] + [L6].
This forces Rad1M4 = L5 ⊕ L6 and RadiM4 = 0 for i > 1. Then consider M3.∑
i≥1
i[RadiM3] = c(3, 4)[M4] = 2[L4] + 2[L5] + 2[L6].
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i {j | ci,j = 1} {j | ci,j = −1} {j | ci,j = 2}
1 3 5 6
2 3 6 5
3 4
4 5, 6
Table 1. Nonzero Jantzen coefficients of (E7, 4, 4)
We need to apply the parity property of radical filtrations (see Lemma 3.23) of
generalized Verma modules. The length of yi can be calculated from the weights
λi. They are given in Table 2.
i 1 2 3 4 5 6
ℓ(yi) 32 26 25 18 17 11
Table 2.
The parity property show that L4 must stay in the odd layers and L5, L6 must
stay in the even layers of M3. This forces Rad1M3 = L4 ⊕ L4, Rad2M3 = L5 ⊕ L6
and RadiM3 = 0 for i > 2. More effort are needed to deal with M2 and M1. With∑
i≥1
i[RadiM2] = [M3] + 2[M5]− [M6] = [L3] + 2[L4] + 3[L5],
the parity property shows that Rad2M2 = L4 and L3 is direct summand of Rad1M2.
There are two possibilities for the position of L5. Either the first layer Rad1M2
contain three copies of L5, or Rad3M2 contains one copy of L5. We are in a position
to invoke the tool of Gelfand-Kirillov dimension. The basic weights λ1, . . . , λ6 are
presented in Table 3 (see [XZ, §5]).
i λi i λi
1 (12 ,
3
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,−
3
2 ,
3
2 ) 4 (
1
2 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,−
1
2 ,
1
2 )
2 (0, 1,−2,−1, 0, 2,−1, 1) 5 (0, 1,−3,−1, 0, 1, 0, 0)
3 (0, 2,−2,−1, 0, 1,−1, 1) 6 (12 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
1
2 ,−
1
2 )
Table 3. Basic weights of (E7, 4, 4)
Using Lemma 5.11, we can get d = 53. Weyl’s dimension formula [H3] yields
cd(M1) = cd(M6) = 2, cd(M2) = cd(M5) = 4 and cd(M3) = cd(M4) = 6. The
previous argument and Lemma 5.10 imply cd(L6) = 2, cd(L5) = 4, cd(L3) =
cd(L4) = 0 and
cd(Rad1M2) ≤ cd(M2) = 4 < 3× 4 = 3cd(L5).
So Rad1M2 can not contain three copies of L5. This means Rad1M2 = L3 and
Rad3M2 = L5. Similarly, we can obtain the radical filtration ofM1. To summarize:
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M1 =
L1
L3
L4
L6
M2 =
L2
L3
L4
L5
M3 =
L3
2L4
L5L6
M4 =
L4
L5L6
M5 = L5 M6 = L6
Here 2L4 stands for L4⊕L4 and L5L6 for L5⊕L6. Evidently, λ5 and λ6 are socular
weights, while m(λ5) = λ2 and m(λ6) = λ1.
❧ ❧
❧
❧
❧ ❧
 
 
❅
❅
 
 
❅
❅
5 6
4
3
1 2
Figure 2. Ext1 poset for (E7, 4, 4)
5.5. Radical filtrations associated with (E8, 5, 4) and (E8, 4, 5). The argument
for the case (E8, 5, 4) is relatively easy. The Jantzen coefficients [XZ, §6] and parity
property are enough for us to determine all the radical filtrations:
L1
L2L5
L3
L2
L3L4L8
L6
L3
L5L6
L7
L4
L6
L11
L5
L7
L9
L6
L7L8L11
L10
L7
L9L10
L12
L8
L10
L15
L9
L12
L14
L10
L11L12L15
L13
L11
L13
L12
L13L14
L16
L13
L15L16
L17
L14
L16
L15
L17
L16
L17
L18
L17
L18
L18
There are many socular weights in this case. They are described in Table 4.
Socular weight λi λ3 λ6 λ7 λ9 λ10 λ11 λ12 λ13 λ14 λ15 λ16 λ17 λ18
m(λi) λ1 λ2 λ3 λ5 λ6 λ4 λ7 λ10 λ9 λ8 λ12 λ13 λ16
Table 4.
For the dual case (E8, 4, 5), we have to use the powerful tools of generalized
Kazhdan-Lusztig polynomials. Note that I = ∆\{α4} and J = ∆\{α5}. Define
the map g on the set {1, . . . , 18} such that g(9) = 9, g(10) = 10 and g(i) = 19 − i
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otherwise. Corollary 3.22 yields IP Ji,j =
JQIg(i),g(j) (as in §5.3, we need the basic
weights described in [XZ, §5] to get yi). In view of Corollary 3.16, one has
(5.14)
∑
i≤k≤j
(−1)ℓ(yk)+ℓ(yi)JQIg(j),g(k)
IQJi,k = δi,j ,
The length function on yi is described in Table 5. This is also the corresponding
table for (E8, 5, 4). We can easily determine
IQJi,j from (3.20), (5.14) and the
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
ℓ(yi) 70 61 60 54 53 53 50 46 45 45 44 40 37 37 36 30 29 20
Table 5.
radical filtrations associated with (E8, 5, 4). For example, if i = 1, j = 2, one has
IQJ1,2 =
JQI17,18 = x
4. If i = 2, j = 3, we have Q2,3 =
JQI16,17 = 1. Moreover,
Q1,3 =
JQI17,18Q2,3 −
JQI16,18 = x
4 − x4 = 0.
We can eventually get the full table of IQJi,j in this fashion. With (3.20) and Table
5, the radical filtrations follows immediately:
L1
L2
L4
L10
L12
L14
L18
L2
L3L4
L5L6L10
L7L8L12
L10L13L14
L11L16L18
L17
L3
L5L6
L7L8
L10L13
L11L16
L17
L4
L6L10
L7L8L12
L9L10L13L14
L11L12L16L18
L13L17
L15
L5
L7
L10
L11
L17
L18
L6
L7L8
L9L10L13
L11L12L16
L13L17
L15
L7
L9L10
L11L12
L13L17
L15L18
L8
L10L13
L11L12L16
L13L14L17
L15L16L18
L17
L9
L12
L13
L15
L10
L11L12
L13L14L17
L15L162L18
L17
L11
L13L17
L15L16L18
L17
L12
L13L14
L15L16L18
L17
L13
L15L16
L17
L14
L16L18
L17
L15
L17
L18
L16
L17
L17
L18
L18
The socular weights are λ15, λ17 and λ18, while m(λ15) = λ4, m(λ17) = λ2 and
m(λ18) = λ1.
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Figure 3. Ext1 poset for (E8, 4, 5) and (E8, 5, 4)
5.6. Radical filtrations associated with (E8, 4, 4). The category O
p
λ contains
47 generalized Verma modules. See the length ℓ(yi) in Table 6. One can determine
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
ℓ(yi) 74 67 66 66 60 59 59 58 57 57 56 52 52 52 51 51
i 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
ℓ(yi) 50 50 50 49 49 46 46 46 46 46 43 43 42 42 42 41
i 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
ℓ(yi) 41 40 40 40 36 35 35 34 33 33 32 26 26 25 18
Table 6.
the radical filtrations for most generalized Verma modules (from M47 to M18, in-
cluding M16 and M14) by the previous methods although the process is quite time
consuming. We might save some time if computer programs are used to take care of
some tedious calculations. In order to further simplify the argument and finish the
full table, we have to apply the powerful algorithm of duCloux [Duc1] and the latest
version of his computer program Coxeter3 [Duc2]. For the large Weyl group of E8,
it is not reasonable to obtain the Kazhdan-Lusztig polynomials directly. Even the
leading coefficients of Kazhdan-Lusztig polynomials (the µ-function [KL]) are very
difficult to calculate when ℓ(yi) is large. Fortunately those µ-functions which can be
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obtained by the program Coxeter3 in an ordinary PC, provide enough information
of the radical filtrations:
L1
2L2L6L9
L3L4L5L13L14
L7L10
L17L18
L28L33
L36L37L40
L39
L47
L2
L3L4L5L13L14
L62L7L92L10
L8L11L13L142L172L18L22
L15L16L202L282L33
L24L25L30L312L362L372L40
L32L33L382L39L41
L35L44L452L47
L46
L3
L6L7L9L10
L8L11L13L14L17L18L22
L15L16L20L28L33
L24L25L30L31L36L37L40
L32L33L38L39L41
L35L44L45L47
L46
L4
L6L7L9L10
L8L11L13L14L17L18L22
L15L16L20L28L33
L24L25L30L31L36L37L40
L32L33L38L39L41
L35L44L45L47
L46
L5
L6L7
L8L17L18L22
L15L20L28L33
L22L24L25L30L31L36L37L40
L27L32L33L38L39L41
L35L37L44L45L47
L41L46
L43
L6
L8L22
L15L20
L22L24L25L30L31
L27L32L33L38L41
L35L37L44L45
L41L46
L43
L7
L8L11L13L14L17L18L22
L9L102L15L162L20L28L33
L11L12L13L17L18L222L242L252L302L31L36L37L40
L15L16L20L21L27L282L323L332L38L392L41
L18L19L23L25L30L312L35L362L37L402L442L45L47
L21L28L33L38L392L412L46
L26L40L43L44L45L47
L42
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L8
L9L10L15L20
L11L12L13L17L18L22L24L25L30L31
L15L16L20L21L27L28L322L33L38L41
L18L19L23L25L30L31L35L362L37L40L44L45
L21L28L33L38L392L41L46
L26L40L43L44L45L47
L42
L9
L11L12L13
L15L16L20L21
L18L19L23L25L30L31
L21L28L33L38L41
L26L40L44L45
L42
L10
L11L13L14L17L18
L152L16L20L21L28L33
L18L19L23L242L25L30L31L36L37L40
L21L28L322L33L38L39L41
L26L35L40L44L45L47
L42L46
L47
L11
L15L16L20L21
L18L19L22L23L242L25L30L31
L21L27L28L322L33L38L41
L26L35L37L40L44L45
L41L42L46
L43L47
L12
L15L20
L17L18L22L23L25L30L31
L20L21L272L282L33L38L41
L23L25L26L30L31L362L372L40L44L45
L27L28L32L33L38L392L41L42
L29L30L35L37L40L43L44L45L47
L32L38L41L46
L34
L13
L15L16
L18L19L24L25L30L31
L21L28L322L33L38L41
L26L35L36L37L40L44L45
L39L41L42L46
L43L44L452L47
L46
L14
L16
L24L25
L32L33
L35
L46
L47
L15
L17L18L22L24L25L30L31
L20L21L272L28L323L33L38L41
L23L25L26L30L31L352L363L372L40L44L45
L27L28L32L33L382L393L41L42L46
L29L30L35L37L402L432L442L453L47
L32L38L412L46
L34
L16
L18L19L24L25
L21L28L322L33
L26L35L36L37L40
L39L41L42L46
L43L44L453L47
L46
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L17
L20L28L33
L23L25L30L31L36L37L40
L27L28L32L33L38L39L41
L29L30L35L37L40L44L45L47
L32L38L41L46
L34
L18
L20L21L28L33
L23L25L26L30L31L36L37L40
L27L28L32L33L38L392L41L42
L29L30L35L37L40L432L442L452L47
L32L38L412L46
L34
L19
L21
L26
L41L42
L43L44L45L47
L46
L20
L22L23L25L30L31
2L27L28L32L33L38L41
L29L30L352L37L40L44L45
L32L382L41L46
L34L43
L21
L23L25L26
L27L28L32L33L41L42
L29L30L35L37L40L43L44L45L47
L32L38L412L46
L34L47
L22
L27
L37
L41
L43
L23
L27L28
L29L30L37L40
L32L38L41
L34
L24
L32L33
L35L36L37
L39L41L46
L43L44L452L47
L46
L25
L27L28L32L33
L29L30L35L362L37L40
L32L38L392L41L46
L34L43L44L452L47
L46
L26
L28L33L41L42
L30L31L35L36L37L40L43L44L45L47
L32L332L38L392L412L46
L34L35L37L402L442L452L47
L38L39L412L46
L40L43L44L45L47
L42
L27
L29L30L37
L32L382L41
L34L43L44L45
L46
L28
L30L31L36L37L40
L32L332L38L392L41
L34L35L37L402L442L45L47
L38L39L412L46
L40L43L44L45L47
L42
L29
L32
L34
L46
L47
L30
L32L33L38L41
L34L35L37L40L44L45
L38L39L412L46
L40L43L44L452L47
L42
L31
L33L38L41
L35L37L40L44L45
L38L39L41L46
L40L43L44L45L47
L42
L32
L34L35L37
L38L392L412L46
L402L432L442L453L47
L42L46
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L33
L35L36L37L40
L382L39L41L46
L40L432L442L453L47
L42L46
L34
L38L41L46
L40L43L44L45L47
L42
L35
L38L39L41L46
L40L432L442L452L47
L42L46
L36
L39
L44L45L47
L46
L37
L38L39L41
L40L432L442L45L47
L42L46
L38
L40L44L45
L42
L39
L40L44L45L47
L42L46
L47
L40
L41L42
L43L44L45L47
L46
L41
L43L44L45
L46
L42
L43L44L45L47
2L46
L47
L43
L46
L47
L44
L46
L47
L45
L46
L47
L46
2L47
L47
There are five socular weights λ34, λ42, λ43, λ46 and λ47, while m(λ34) = λ12,
m(λ42) = λ7, m(λ43) = λ5, m(λ46) = λ2 and m(λ47) = λ1.
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Figure 4. Ext1 poset for (E8, 4, 4)
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Remark 5.15. The Jordan-Ho¨lder length of M7 is 83. It is the longest basic gener-
alized Verma module.
It is well-known that Hom spaces between Verma modules are at most one-
dimensional. This is not the case for generalized Verma modules. The first coun-
terexample was given in [I1]. It is easy to see from the radical filtration of M46
that
dimHomOp(M47,M46) = 2.
Since the Jordan-Ho¨lder length of M46 is 3, it is the shortest generalized Verma
module with this property.
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