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ABSTRACT 
Inversion algorithms of order N” for N X N matrices with recursive structure are 
derived in a unified way. Several known algorithms as well as some new ones for 
Toeplitz type, Hilbert type, and Vandermonde type matrices are given. 
INTRODUCTION 
In the present paper we consider linear systems of equations 
s 
c rijxj=$, i=O ,..., N. (0.1) 
j=O 
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It is well known that the solution of such systems requires O(N”) arithmetic 
operations, or flops, where a flop is used here to denote one multiplication or 
division and one addition or subtraction. Since in many applications N can be 
very large (we are aware of systems with thousands and tens of thousands of 
unknowns), it becomes important to develop algorithms that will reduce the 
computational burden. There is a substantial literature on such techniques for 
large matrices that are also sparse. However, in many applications, such as 
statistical signal processing, system theory, and inverse scattering, the as- 
sumption of sparseness cannot be made (e.g. the matrix may be positive 
definite and Toeplitz). Fortunately the applied problems often impose some 
structure on these matrices, and this can be used to reduce the complexity 
of computation. For example, in digital signal processing one encounters 
Toeplitz and close to Toeplitz matrices [4, 13, 171; in discrete inverse 
scattering, Toeplitz, Toeplitz plus Hankel, and close to Toeplitz matrices 
[2, 31; in linear system theory, Hankel, Toeplitz, and semiseparable matrices 
[6, 71; and in polynomial interpolation, Vandermonde matrices [l]. 
For some special classes of structured matrices fast algorithms are known 
that allow their inversion in 0(N2) arithmetic operations. A well-known 
example in signal processing is the Levinson-Durbin algorithm for Toeplitz 
matrices R = { ri _ j}i\jj=o ([17], 1949; [4], 1960). This algorithm was gener- 
alized for block-Toeplitz matrices by Whittle ([18], 1963) and Wiggins and 
Robinson ([ 191, 1965) and in more generality by Gohberg and Heinig ([9], 
1974), and for close to Toeplitz matrices (for the definition see Section 1 
below) by Kailath and his colleagues ([5], [14], 1979). Algorithms of 0( N’) 
are also known for Hankel matrices R = { ri+j}~j=o (Lanczos [16], 1952; 
Gragg [6], 1974) and Vandermonde matrices R = { rij}Fjco (Bjorck and 
Pereyra [l], 1970). A recent reference describing several related results is the 
book by Heinig and Rost [ 121. 
Matrices of the above classes have some structure, which has a different 
meaning in each case, and is recursive in the sense that it is preserved when 
the system is updated by a new unknown. In this paper we introduce a 
general notion of recursive structure, which allows the derivation of 0( N”) 
algorithms in a unified way. Although each special case must be treated 
separately, the general scheme is the same for all of them. In this way we 
obtain the known O(N2) algorithms for the abovementioned classes of 
matrices, as well as some new ones. The method is based on certain recursive 
relations (see Section 1) for the last columns and rows of the inverses of the 
principal leading minors of R. Let 
k=O,l,..., N, 
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and let 
R,Y, = ek and Risk = e,, 
where e k = [0, . . . , 0, 11 r, T denotes transpose, and, generally, boldface sym- 
bols will denote column vectors. The mentioned relations and the recursive 
structure imply that the vectors Yk and wk (k = 0, 1, . . . , N) can be computed 
recursively without inverting the principal leading minors R,, and thus at the 
expense of O(N’) arithmetic operations. These vectors Yk and wk determine 
recursively the solution of (0.1) as well as the UDL factorization of the inverse 
R-‘, 
R-‘=UDL, (0.2) 
where D is a diagonal matrix with the diagonal entries 
d, = Yktk) = @ktk)> k = 0,. . , N, (0.3) 
the matrix U is a unit upper triangular matrix 
1 Y,(O)/Y,(l) . . . YNWYNW) 
UC [ 0 1 . . . YNWYNW) (0.4) . . . 
0 0 . . . 1 
1 
and the matrix L is a unit lower triangular matrix 
I 4):4) 0 . . 0 1 . . . L 0 = . . . (0.5) 
YV(O~J,(N) w,(l)/w,(N) . . . 1 
1. 
All these results are contained in the first section of the paper, in which 
we treat matrices with nonsingular principal leading minors. In the second 
section we indicate one way of treating the case of singular minors by 
replacing the original system (0.1) with the so-called normal system of 
equations 
R*Ry, = R*f. (0.6) 
The numerical performance of algorithms introduced in this paper re- 
quires additional study. 
a4 I. GOHBERG, T. KAILATH, AND I. KOLTRACHT 
The concept of recursive structure that influenced the present work was 
suggested by a similar concept used for Fredholm integral equations in [ 111. 
1. FAST ALGORITHMS FOR STRONGLY REGULAR MATRICES WITH 
RECURSIVE STRUCTURE 
Let a square matrix R = { l;j}~j=a be strongly regular, i.e. have nonsingu- 
lar principal leading minors R, = { I; j } F, j=O, and let the vectors yk and ok 
denote respectively the last columns and rows of the inverses of R,. In other 
words let 
R,Y, = ekp (l.la) 
R;tik = ek, (l.lb) 
where 
ek = [O ,..., O,llT. 
If the vectors yk are known, one can find the solution of the equation 
Rx=f (1.2) 
in the following way. Let xk denote the solutions of the equations 
R,Xk = fk, k = 0,. . . , N, 
where f k = [f(O), . . . , f( k )] ? Then clearly 
Rk[“;-l] = [,:;Ypk]. 
where 
k-l 
pk=f(k)- c rkjXk-I(j). 
j=O 
Therefore 
XkLI 
Xk= 
[ 1 0 + pkyk. 
(1.3b) 
(1.3a) 
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Similarly, if for k = 0, 1,. . . , N 
then also 
where 
85 
(1.4a) 
(1.4b) 
and the vectors ok are defined in (l.lb). 
For a general matrix R the vectors yk and wk can be found by recursive 
inversion of the principal leading minors R,, as they are the last column and 
row of RF’ respectively. Such inversion will cost O(N”) arithmetic oper- 
ations. In some cases, when the matrix R has additional structure, one can 
use it to compute yk and wk directly without inverting R,. We shall base a 
general analysis of this phenomenon on the following definition of a recursive 
structure. 
DEFINITION. A strongly regular (N + 1) x (N + 1) matrix R = { r, j }~j=o 
is said to have a recursive structure if there exist vectors g’, . . . ,g” and 
h’ , . . . , h” E C”+ ’ such that for the solutions of the equations 
R kd=& i=l,...,a, (1.5a) 
and 
R;+; = hk, i=l,...,a, (1.5b) 
there exist operators Ik and W, such that for k = 1,. . . , N: 
(1) We have 
where yk and wk are defined in (1.1). 
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(2) The computation of the vectors yk and wk via (1.6) requires a number 
of arithmetic operations bounded by 2/3k, where /I is a fixed integer indepen- 
dent of N. 
If a matrix R has a special recursive structure in the above sense with 
(Y and /I substantially smaller than N (or fixed for increasing N), then 
the vectors yk and wk can be found in 0( N 2, arithmetic operations. 
Indeed, the computation of yk and wk from (1.6) will take 2bk operations, 
while the computation of (pi, +A, i = 1,. . . , a from (1.3) will take (2a + 2)k 
operations. Therefore the whole cost of the computation of yk and wk for 
k = l,..., N will be bounded by 
We remark also that computing the vectors yk and ok, we simultaneously 
get the triangular factorization of R ’ via (0.2)-(0.5). 
Many important classes of matrices turn out to have recursive structure as 
defined above. In the following subsections we shall illustrate the choice of 
operators Ik and W, for these classes. 
A. Toeplitz Matrices 
Let a Toeplitz matrix R = { 1; j}~j=o be strongly regular, and let _lk be 
the matrix 
of the order (k + 1) X (k + 1). It follows from the Toeplitz structure of R that 
@k = R;J,, k = 0,. . . , N. (A.1) 
Let (Pi and Gk denote solutions of the equations 
R kqk = e. (A.21 
and 
where 
e, = [l,O ,..., OIT. (A.3) 
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Then it follows from (A.l) that 
(Pk - &ok = 0 (A.41 
and 
J/k - Jkyk = O. (A.51 
These relations can be solved together with (1.3) and (1.4) for Yk and wk in 
the following way: 
(A.6) 
k-1 
pk= - c rj+lwk~,(j>~ 
j=O 
(A.7) 
and similarly, from (A.5) and (1.4) it follows that 
yk = yk~l + vk.fkwka 
[ I 
k -I 
vk=- c T-j-lYkpl(j)’ 
j = 0 
The equations (A.6) and (A.8) can be put together as 
Let us show that 
Substituting (A.8) into (A.6), we get 
(A.8) 
(A.9) 
(A.10) 
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Thus, if vkpk = 1 we get yk _ r( k - 1) = 0. This would imply that 
which contradicts the invertibility of R, 2. 
The coefficient matrix in (A.lO) can now be easily inverted: 
I, -vk& -’ 
-pkIk Ik 1 
and hence 
where 
The number of flops needed here for computation of yk and wk is 6k + 1. 
Therefore the whole computation will take 3N 2 + O(N) flops. Summarizing 
the above results, we get the following algorithm for solution of a Toeplitz 
system. 
ALGORITHM A. Let R= (ri_j}~j=o b e a strongly regular Toeplitz ma- 
trix. Then one can find the solution x of the equation 
Rx=f (A.ll) 
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in the following way: 
1. Start with ~~(0) = o”(O) = l/r,, x0(O) = h/r,. 
2. Find recursively vectors yk, wk, and xk for k = 1,. . . , N via 
k-l 
‘k=- c r-j-lYk-l(j)> 
j = 0 
k-l 
hk=_f-(k)- 1 %jXk-l(j) 
j=O 
XkpI 
Xk= 
[ 1 0 + XkYk. 
(A.12a) 
(A.12b) 
(A.12~) 
(A.12d) 
(A.12e) 
(A.12f) 
3. The last vector xh: gives the solution of the equation (A.ll). 
The computation of Xk via (A.12) will take 4 N2 + O(N) flops. In case the 
matrix R is symmetric, i.e. 
rj= r_ j' j=l ,..*a N, 
the vectors yk and tik coincide. Thus 
(A.13a) 
k-1 
Pk=- C rj+lYk-l(j). 
j=O 
(A.13b) 
The computation of xN in the symmetric case will take 2 N 2 + O(N) flops. 
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REMARK. This is one of several versions corresponding to different 
“normalizations” of the celebrated Levinson-Durbin algorithm [ 17, 41. 
B. Hankel Matrices 
In this subsection we shall derive the well-known Lanczos [16] algorithm 
and an alternative O(N’) algorithm for strongly regular Hankel matrices. Let 
and let 
It is straightforward to check that 
where 
k-l 
pk=- c rk+jYk-l(j)> 
j=O 
k-l 
vk= - c rk+l+jYk-l(j). 
j = 0 
As in the Toeplitz case, it follows from Yk _ l(k - 1) f 0 that vk - vk _ i - (pk 
- pk _ i)pk f- 0. Hence 
where 
1 
rk(Ykpl,YkLS) = 
vk-l-Vk+jlk(pk-l-pk) 
and we get the Lanczos [16] algorithm. 
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ALGORITHM Bl. Let R = {r,+ j}i\ij=O be a strongly regular Hankel ma- 
trix. Then one can find the solution of the equation 
RX=f (B-1) 
in the following way: 
1. Start with ~~(0) = l/r,, x0(O) = f(O)/r,, ~1~ = - rr/rO, vr = - r2/r0, 
yl= ___!__ - rl 
r,r, - r; [ 1 
1 f(O)% - f(l)5 
r0 ’ x1= r,r, - r: i 1 f(l)rO - f(O>rl ’
2. Compute recursively for k = 2,. . . , N 
k-l 
pk= - c rk+jYk4(j)T 
j=O 
k-l 
Vk=- C rk+l+jYkpl(j)a 
j=O 
(B.2a) 
(B.2b) 
1 
Yk = 
vk-l-vk+~k(~k-l-~k) 
k-1 
‘k=dk)- c ‘ktjxk-l(j)> 
j=O 
(B.2d) 
Xkp1 
Xk= 
[ 1 0 + x,&. (B.2e) 
3. The vector xN gives the solution of (B.l). 
This algorithm will take 3N2 + O(N) flops. 
An Alternative Solution. We shall now derive another operator rk for 
R,, this time using solutions of the equations 
R k(Pkzeo, k = l,...,N. 
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It is straightforward to check that for pLk, vk, and uk defined in (B.6a)-(B.6c) 
below. 
(B.3) 
Hence if 0,~~ + vk + 0, we can define 
Yk = - ’ ([ ’ ]+"k[yk;l])* 
Vk+(I,#k qk-1 
Suppose now that ukpk + vk = 0. We note that this holds if and only if 
U k 1 = 0. The invertibility of R, yields uk # 0 and hence qk _ 1( k - 1) = 0. It 
follows from (1.3a) that 
(Pk-2 
(Pk-1= 0 
[ 1 + ukplYk-l. 
Since qk ~ J k - 1) = 0 and yk 1( k - 1) # 0, we have (Ik _ 1 = 0. It now follows 
from (B.3) that 
R 
0 
[ 1 k-’ (Pk-2 
=-vk-lek-lj 
implying that vk _ 1 + 0 and that 
l 0 
Yk-1= - 
[ 1 vk_, ‘?kp2 
From (B.3) it also follows that 
(Pk-2 
(Pk-1= 0 . 
[ 1 
It is interesting to remark that crk _ 1 = 0 if and only if the matrix 
r2 ... l.k - 1 
T3 . ’ . Tk 
. . . . . . ..*........ 
rk-1 rk *” r2k - 3 1 
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is singular. In this case we do not compute yk _ 1 and qk _ I from Yk 2 ad 
‘pk 2 (there is nothing to compute), but directly find Yk and (Pk. We note 
that 
where 
k-2 
7 k-l=- c ‘k+jyk-2(j), 
j = 0 
k-2 
Pk-l= - c ‘k+j+2(Pkp2(j)’ 
j=O 
Denoting ~k~~=-[Pk_~f~k_17k~1-~k-l(~k-l+yk~I~k~1)1~ we get 
from 9)k_2(k-2)=-Yk~l(k-1)/Vk~1#Othat qk_,fO.Thus 
where 
= \ if a,=O, 
and we have the following new algorithm for Hankel matrices. 
94 I. GOHBERG, T. KAILATH, AND I. KOLTRACHT 
ALGORITHM B2. Let R = { ri + j } rjCO be a strongly regular Hankel ma- 
trix. Then one can find the solution of the equation 
RX=f 
in the following way: 
1. Start with ~~(0) = l/r,, r&O) = l/r,, x0(O) = fo/rO. 
2. For k=1,2 ,..., N&&ate 
k-l 
Ok=- c rk+j’Pk-l(j)’ 
j=O 
If uk f 0, find 
k-l 
*k= - c ‘k+j+l(Pk-l(j), 
j=O 
k-l 
pk=- c ‘k+jYk-l(j)? 
j=O 
k-l 
Ak=_fIk)- C Tk+jXk-l(j)> 
j=O 
1 0 
[ 1 akpk+vk qk-1 ’ 
qk-1 
(Pk = 
[ 1 0 + akYk > 
Xk= +k 
[ 1 0 + hkYk. 
If uk = 0 and k < N, find additionally 
k-l 
7Tk= - c rk+j+2’Pk-I(j)7 
j=O 
k-l 
Pk=- c ‘k+j+39)kpI(j)t 
j=O 
(B.5) 
(B.6a) 
(B.6b) 
(B.~c) 
(B.6d) 
(B.6e) 
(B.6f) 
(B .6g) 
(B.6h) 
(B.6k) 
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k-1 
‘k=- c ‘k+j+lYk-l(j)? 
j=O 
k-1 
x k+l=f(k+l)- c ‘k+j+l~k-l(~)+~, 
j=O 
(Pk-1 
(Pk+l= 0 
[ 1 + YkYk+ 17 
Xk+l= ~~‘j-::~~~~l]+~k+~~k+, 
If uk = 0 for k = N, find 
95 
(~.61) 
(B.6m) 
(B.6n) 
(B.6r) 
(B.6,) 
(B.6t) 
3. The last vector xh’ gives the solution of the equation (B.5) 
The total number of operations in this algorithm is 4N2 + 0( N ). 
C. Matrices with Displacement Structure 
According to the definition given in [ 141 an (N + 1) X (N + 1) matrix R is 
said to have displacement rank (Y if it admits the representation 
R= 2 L,u, 
i=l 
where L, are lower triangular Toeplitz matrices 
cc.11 
i=l,...,a, (C-2) 
96 I. GOHBERG, T. KAILATH, AND I. KOLTRACHT 
and U, are upper triangular Toeplitz matrices 
(C.3) 
Let us introduce the lower shift matrix 
0 
[ 1 
0 ... 0 0 
z= 0 ... 0 0. 1 (C.4) 6. .o.. ::.. . .i. .d 
The reason for the phrase “displacement structure” is that it is shown in [14] 
that the matrix R defined in (C.l) provides the unique solution to the matrix 
equation 
where r,;. = [ rd . . . r,;,]“ and s:v = [sb . . . sh-]‘, for i = 1,. . , a. Matrices 
rank (Y substantially smaller than N are also called R with displacement 
“close to Toeplitz.” 
It is clear that the relation (C.5) also holds for all leading minors of R, 
R, - Z,R,Zf = 5 r: [Sk] T, 
I=1 
CC.61 
where Z, denotes the lower shift matrix of size k + 1. It is easy to see that 
Z,R,Zz yp =ek. 
[ 1 I 
Therefore 
where 
R 
[ 1 ’ =ek- k Yk-1 
k-l 
p.k= - c s;+lYk-lw 
j=O 
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Introducing solutions of the equations 
R k(p; = ri, i=l ,...,a, k = 0,. . . , N, 
we get 
yk = ykT, + ;j+‘PL [ 1 
This equation can be solved together with (1.3) for yk in the following way. 
From (1.3) we get 
where 
k-l 
vl = ri _ 
k k C 'kj'Pik- 1t.i)’ 
j=O 
Thus 
The coefficient Ey= rpixik cannot be equal to 1, because otherwise Yk r( k - 
1) = 0, which contradicts the invertibility of Rk s. Thus Yk = 
rk(~k~l,~):_l,...,(pak_l), where 
i=l 
Let us remark that if the matrix R is given in the form (C.l), the entries 
rko,. . . , r,, for k = 1,. . . , N can be recursively computed in 0( N ‘) operations. 
Indeed, applying both sides of (C.6) to the vector [0, . . . ,O, l] T with 1 on the 
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k + 1 position, we get 
i=l 
Summarizing the above results, we arrive at the following algorithm for 
solution of close to Toeplitz systems. 
ALGORITHM C. Let R = IX:= rLitJ be a strongly regular close to Toeplitz 
matrix. Then one can find the solution x of the equation 
Rx=f ((3.8) 
in the following way: 
1. Start with roe = E~=lr$~, Yom = l/r,, cphm = Qr;"> x0(0) =
f(O)/%? 
2. Find recursively vectors yk, (P:, and xk via 
k-l 
&= c s;+lYk-l(j)> i=l ,...,a, 
j=O 
(C.9a) 
+ f r;[s;,...,s;], 
i=l 
(C.9b) 
v;=r,f- c rkj(Pk-l(j)> i=l,...,a, (C.9c) 
j=O 
k-l 
h=f(k)- c rkjXk-l(j), 
j = 0 
(C.9d) 
Yk = 1_ ; ..([Y:ll+ .g*[ y-q)> ccgf) 
i=l 
EFFICIENT SOLUTION OF LINEAR SYSTEMS 
i=l ,...,a, 
Xk-1 
Xk= 
[ 1 0 + hkYk* 
99 
cc .w 
(C.9h) 
3. The last vector x,,~ gives the solution of the equation (C.8). 
The computation of xh’ via (C.9) will take i(3 +5a)N” + O(N) flops. 
A Toeplitz matrix R = { ri j}yj=o can be represented in the form (C.l) 
with (Y = 2: 
and it is straightforward to check that the algorithm (C.9) reduces in this case 
to (A.13). 
D. Hilhert Type Matrices 
The Hilbert matrix R = {l/( i + j + l)}Tj=, belongs to the more general 
R= 
1 1 1 
to - s0 to - s1 t, - s,v 
1 1 1 
t1- sn t, - s1 t, - s,h+ 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
1 1 1 
t, - 80 t,V - s1 t,&? - s,, 
It was pointed out in [12] that the matrix (D.l) satisfies the relation 
diag{ to,..., tN} R - Rdiag{ s0 ,..., s,v} 
CD.11 
= [l)...) l]r[l)...) 11. (D-2) 
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We use this property to formulate the following generalization. Given sets of 
numbers { t,, . . . , t,,; } and { so,. . . , sh.} such that t, z tj and si f si for i f j, a 
matrix R satisfying the relation 
diag{t,,..., t,}R-Rdiag{s,,...,s,} = e g’[h’]r (D.3) 
i=l 
is said to be of Hilbert type. 
Hilbert type matrices will appear in quadrature formulas for singular 
integral equations of the first kind of the form 
s 1 2 g’(tW(s) i=l x(4~s=f(t), o<t<1. t-s 0 
Indeed, if we choose a grid t,,,. . . , t,, so,. , . , s,~ E [0, l] such that ti # tj, 
si f sj for i # j, but allow the possibility that t, = sj if Cq,,g’(t,)h’( sj) = 0, 
then we get a linear system 
RX=f 
with 
ilflle.(tk)h'(sj) 
rkj = 
t, - sj 
if t,# sj 
and rkj arbitrarily chosen if t, = sj. Such a matrix R will obviously satisfy the 
relation (D.3). 
It is clear that if a matrix R satisfies (D.3) then its leading minors satisfy a 
similar relation 
a 
diag{ to,..., t,}R,-R,diag{s,,...,s,} = c gi[hk]r. (D.4) 
i=l 
Applying R k ’ to both sides of (D.4), we get 
R~‘diag{tO,...,t~}-diag{sa,...,s~}R~l= C ~p’k[\l/Llr, (D.5) 
i=l 
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where 
R k@k = do R:+: = tik, 
Applying both sides of (D.5) to ek, we get 
101 
i=l ,...,a. 
Thus 
(D.6) 
and similarly applying both sides of (D.5) to ek, we get 
Substituting the expressions for cpi and J/i in (1.3) and (1.4) into (D.6) and 
(D.7) and using that yk(k) = a,Jk), we get 
diag { t, - sO . . . t, -Sk } yk = yk( ) 5u: $I I 1 + Ykck) i !+iYk r=l i=l 
diag{ tO - Sk . . . t,--s,} d,,k=‘dk(k) 5 & ‘,;,, +‘dk(k) f &+‘,k, 
i=l [ 1 I=1 
where 
k-l 
pLik=gi(k)- c rkj’Pk-I(j)> 
j = 0 
v; = h’(k)- c rjk$k_l(j). 
j=O 
102 
If t, Z sk, we get 
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Yktk) = Wk(k) = 
tk - sk 
If t, = sk, we must have E~=l~~~: = 0, which implies that 
[Yk(“)v**~ yk(k-l)lT=yk(k) t vf *,..., q;,“r;,yt’ 
1 
03.8) 
i=l 0 
and 
[wk(o)r-, Wk(k-l)]T=Wk(k) 2 dk qk ~ do> Gk-ltk -l) t_t >**.> 
i=l 0 k tk - I - tk I. 
(D.9) 
Note that t, = sk # sj, j = 0 ,..., k - 1, and sk = t, # tj, j = 0 ,..., k - 1. Let 
us introduce 
Then applying both sides of (D.lO) to [ rka.. . rk k ~ 1], we get 
k-l a 
C ‘kjYk(j) = Yk(k) C f’:rk; 
j=O i=l 
thus 
(D.lO) 
1-rk/&(k)=Yk(k) t +;, 
i=l 
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and hence 
h(k) = : . (D.11) 
rkk + c v;77; 
i=l 
Since ak(k) = yk(k), the rest of yk and wk can be found from (D.8) and 
(D.9). 
Thus, for t, # sk we have 
and 
i=l 
and if t, = sk, the operators rk and W, are given by the same formulas with 
yk( k) defined via (D.ll). 
ALGORITHM D. Let R = ( I;~}~~+ be a strongly regular Hilbert type 
matrix (D.3). Then one can find the solution of the equation 
in the following way: 
1. Start with 
Rx=f (D.12) 
Y,(O)= 40)=l/hl cph(0)=g’(0)/h7 Mo)=WO)/h~ xo(0)=f(O)/r,,. 
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2. Compute recursively for k = 1,. . . , N 
k-l 
Pk=gi(k)- C rkj(PiLl(j)’ i=l,...,a, 
j=O 
k-’ 
v;=h’(k)- -frjkJl;pl(j). i=l,...,a, 
j=O 
k-l 
‘k=f(k)- C'rkjXk-l(j)' 
j=O 
If t, # Sk, set 
tk - sk 
h(k)= a = +#); 
otherwise compute 
lip1 'kj'Pk-l(j) c ) i=l,..., (Y, 
j-0 Sk--j 
and set 
1 
Yk(k) = a = Ok(k)> 
rkk + c $!?: 
i=l 
(D.13a) 
(D.13b) 
(D.13~) 
(D.13d) 
(D.13f) 
(D.13g) 
T 
[Yk(“)>..*? yk(k-#-=yk(k) f v; 
(Pk-dk -l> 1 > i=l Sk-Sk-l 
(D.13h) 
[(J-$(O)>-, Wk(k-l)]T=Wk(k) i:,& 
+kdC-l) T 
> 
i=l 
t _ _t 
kl k 1 
(D.13k) 
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Xk-1 
Xk= [ 1 0 
+ XkYk. 
3. The last vector xiv gives the solution of (D.12). 
The above algorithm will take (4a + 1)N2 + O(N) flops. 
E. Vundermmde Type Matrices 
It was noticed in [12] that the Vandermonde matrix 
satisfies the relation 
Rdiag( t,..., i} - ZR=e”[ i9...T i]. 
(D.131) 
(D.13m) 
(D.13n) 
(E.1) 
Therefore matrices which satisfy a relation of the form 
Rdiag{ t,,..., t,}-ZR= f gi[h’lT (E.2) 
i=l 
will be said to be of Vandermonde type. We shall always assume that tj f 0 
for j = 0,. . . , N and ti # tj for i # j. It is clear that the relation (E.2) holds 
also for the leading minors of R 
R,diag{ to,..., tk} - Z,R, = $ g; [h;] ‘. (E.3) 
i=l 
Applying R,,J’ to (E.3) from both sides, we get 
diag{t,,...,t,} R;‘-R;lZk= (E.4) 
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where R,cp’, = g: and Rk$i = hi. Similarly 
RiTdiag(t,,...,tk} - ZIRFT= 
Using (1.3) and (1.4), it is not hard to show that 
(E-5) 
where 
(E.6) 
k-l 
pL’k=gi(k)- c 'kj'Ptk-l(j)T 
j=O 
k-l 
v;=h’(k)- c TjkgL_,(j) 
j=O 
and that 
j=o ,...,k-1, 
‘d>=%(k) i P:+i,-,(j-1>> j=l ,...,k-1, 
i=l 
If gi = e, for some i (which is the case when R is Vandermonde), then we 
also have 
w&8 = cp’,W 
Assuming without any loss of generality that g, = e,, we have 
i=l 
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and 
ALGORITHM E. Let R be a Vandermonde type matrix with nonsingular 
minors, satisfying the relation 
Rdiag{t, ,..., t,}-ZR= 5 g’[h’]‘. 
i=l 
Then one can find the solution of the equation 
Rx=f (E.7) 
in the following way: 
1. Start with ~~(0) = w,(O) = l/r,, cpb(O) = gj(0)/r,, cph(O) = h’(O)/r,, 
x0(0) = f(Wb 
2. Find recursively for k = 1,. . . , N 
k-1 
PLk=gi(k)- C rkj(Pik-l(j)’ 
j=O 
k-l 
vL=h’(k)- C ‘jk$i!l(j)> 
j = 0 
k-l 
Xk=f(k)- C rkjXk-l(j)’ 
j=O 
Yk(k)=‘Jk(k)= a tk 
x1 4J4 ’ 
i = l,...,a, 
i=l,...,a, 
(E.8a) 
(E.8b) 
(E.~c) 
(E.8d) 
j=o ,...,k-1, (E.8f) 
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Ok(j) = Wk(k) f &L(j -I>, j=l ,...,k-1, (E.8g) 
i=l 
ok(()) = - j=l ) (E.8h) 
r&l 
(pi= PL-1 f&Yk, 
ii 1 
i=l,...,cu, (E.8k) 
+;= +:-1 +Y;wk, 
1 1 i=l,..., cr, 0 (~.81) 
xk= “0” [ 1 + XkYk. (E.8m) 
3. The last vector xhT will give the solution of (E.7). 
This algorithm will thus take (3a + 3)N2 + O(N) flops. It can be simplified in 
the case (Y = 1, giving the Bjorck-Pereyra [l] algorithm for Vandermonde 
matrices. 
The same algorithm can be used for the solution of the transposed system 
Fx = f. 
Indeed, it is enough to change (E.8c) to 
k-l 
Ak=f(k)- c ‘jkXk-l(j)> 
j=O 
and (E.8m) to 
Xk-1 
Xk= 
[ 1 0 + h,w,. 
F. Summary 
In the Table 1 we compare the complexities of the derived algorithms for 
three equation types by displaying the leading coefficient c in cN 2 + 0( N ). 
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TABLE 1 
COEFFICIENT c IN COMPLEXITY cN2 + O(N) 
R R Y,, = eh 
Equation 
Rx=% Rx=f 
Toeplitz 3 3 4 
Toeplitz symmetric 1 1 s 
Hankel 1 2 3 : 
Hankel2 3 3 4 
Close to Toeplitz” +(1+5oL) i(3+5a) i(3+5a) 
Hilbert type” 4a 4o+1 401+1 
Vandermonde type” 3a+2 3o+3 3a+3 
“Order (Y. 
2. MATRICES WITH POSSIBLY SINGULAR MINORS 
If the matrix R is not strongly regular, then all the algorithms derived in 
Section 1 break down. However, it is interesting to note that this case can be 
handled by replacing the original system 
RX=f (2.1) 
with the so-called normal system of equations 
R*Rx = R*f. (2.2) 
It will be indicated below that the O(iV’) complexity is preserved for 
(2.2) in all cases, though one should exercise some care, as the transition to the 
equations (2.2) squares the conditioning of the original problem. 
It is shown in [5] that a product of two close to Toeplitz matrices is again 
close to Toeplitz. Since a Toeplitz matrix R is in particular close to Toeplitz, 
it follows that R*R is close to Toeplitz, and Algorithm C can be used for the 
solution of (2.2) with Toeplitz R. If R is Hankel, then RJ is Toeplitz and 
hence R*R = (R*J)(JR) is close to Toeplitz. 
For a Hilbert type matrix R it is easy to see that if 
Rdiag{t,,...,t,}-diag{s,,...,s,}R= f g’[p]‘, 
i=l 
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then, denoting the complex conjugate with a bar, we have 
R*Rdiag{ t, ,..., tN} -diag{ t, ,..., t,,.} R*R 
= ~~r([R*gi][hi]‘-6i[R’gi]‘), (2.3) 
and again Algorithm D can be used for the solution of (2.2). 
For a Vandermonde type matrix R such that 
Rdiag{t,,..., t,,,}-ZR= 5 g’[h’]‘, 
i=l 
one can show that 
diag{& ,..., t,} R*R-R*Rdiag{&P’,..., ii’} 
= i$‘lh’[~gi]‘- 5 [R*ZTg’][diag{t,-‘,...,t,~‘}h’]7 
i=l 
Thus R*R is of a Hilbert type and one can use Algorithm D for the solution 
of (2.2). 
Let us conclude this paper with a description of Algorithm C for R*R 
with a Toeplitz R. 
ALGORITHM A.2. Let R be a nonsingular Toeplitz matrix, with possibly 
singular minors. Then one can find the solution of the equation 
RX=f (2.4) 
in the following way: 
1. Start with 
(2.5a) 
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2. Find recursively vectors Yk, cp;, i = L&3, xk via 
k-1 
Pi= c r-j-lYk- I(j)> 
j=O 
k-1 
4=- c 
j = 0 
h,= i: ykr,, 
j=l 
k-l 
+ [gk o,...,o17 
+i-k[o rpl,...,rmk]’ 
2 
~~=-r,~_k+~- C rkj&l(j)> 
j = 0 
xk= c ikmjf(j)- c ‘kjXkml(j)> 
j=O j=O 
111 
(2Sb) 
(2.5c) 
(2.5d) 
(2.5e) 
(2.5f) 
(2.5g) 
(2.5h) 
(2.5k) 
(2.51) 
(2.5m) 
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cp; i(O) 
(P;Z ! i = 1,2,3, (2.50) 
9+-1@-1) 
+ +yk, 
0 
(2.5~) + Akyk. 
3. The last vector x,,, gives the solution of the equation (2.4). 
This algorithm will take lOiN + O(N) flops. 
It is a pleasure to thank Professor P. Lancaster for helpful comments. 
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