Abstract. Diffuse downward shortwave irradiance at the surface arises from the scattering of radiation by molecules and aerosol particles. Recently, we reported that pyranometer-measured diffuse solar irradiance in cloud-free atmospheres is overestimated by radiative transfer models at two low-altitude sites by an amount that exceeds modeling and measurement uncertainties but is correctly estimated within these uncertainties at two high-altitude sites [Halthore et al., 1998 ]. Here we explore this phenomenon in detail, with more cases and improved uncertainty analysis, confirming that the excess in modeled diffuse irradiance cannot be explained by uncertainties in measurements or aerosol-scattering properties that are input into the radiative transfer models or by errors in multiple-scattering schemes. The phenomenon is observed for all comparisons with data obtained intermittently over a 5-year period at the low-altitude sites. Model computations also exceed radiometer-measured sky radiance along the solar almucantar. Despite the inconsistencies between measured and modeled diffuse irradiance, atmospheric transmittance models correctly compute direct normal solar irradiance at all sites. These results indicate that at low altitudes a continuum atmospheric absorption process accounting for 0.022 q-0.01 in vertical optical thickness at 550 nm, corresponding to 4 q-2% absorptance, may need to be included in radiative transfer models and in models that retrieve aerosol optical thickness from extinction measurements. This is a substantial excess absorption with major implications for climate modeling and weather forecasting. In remote sensing studies, neglect of this excess absorption would lead to substantial errors in satellite sensor calibration and satellite inferred top-ofatmosphere flux. An agent or process for this absorption has not yet been identified.
Irradiance Measurement With Pyranometers
The diffuse downward irradiance measurements reported here are obtained with pyranometers that are ventilated and shaded (precision shaded pyranometers, Eppley Laboratory, Inc., Newport, Rhode Island). The sensing element in a pyranometer is a flat thermopile detector that has been blackened to absorb the shortwave radiation when exposed to the hemispherical sky. Two hemispherical fused silica glass domes above the sensing element provide wavelength selectivity (0.29 to 2.9 gm) and keep the detector free of precipitation, dew, and dust. Ventilation by forced airflow over the outer dome provides control over convective and conductive heat losses and prevents condensation. In the unshaded mode the pyranometer measures total or global surface irradiance; in the shaded mode (where a shadow band or a shadow disk obstructs the Sun's disk) it measures diffuse surface irradiance. Anisotropy in the sensor response to hemispherical downward irradiance is a major source of uncertainty, preferentially affecting measurements in the unshaded mode, in which the direct beam contributes the bulk of the irradiance.
An ideal detector would exhibit a perfect cosine response for illumination at different zenith angles and would not exhibit sensitivity to azimuth angle. In reality, all surfaces have imperfections resulting in deviations from an ideal cosine response and, furthermore, reflect an increasing fraction of incident radiation at large zenith angles. Thus the actual response must be characterized fully, and calibration must account for this lack of ideal cosine response.
2.1.1.
Calibration. The basis of absolute calibration of
pyranometers is the use of the electrical substitution devices such as active or absolute cavity radiometers (ACRs) which measure the direct solar irradiance in a narrow field of view (-5 ø) to an accuracy of about 0.3%. In the so-called sunshade technique a pyranometer is alternatively shaded and unshaded to obtain diffuse and total, or global, components of irradiance, respectively; the difference between them is the downward component of the direct-normal irradiance, which is then compared with that measured by the ACR. This technique has been used to calibrate pyranometers at SGP (T. Stoffel, National Renewable Energy Laboratory, Golden, Colorado, private communication, 1997) and Baseline Radiation Network (BSRN) Sites at SGP, MLO, and SPO [Forgan, 1996] . An alternative method can also be used whereby the response of a pyranometer to be calibrated is compared to a reference or primary pyranometer, which has itself been calibrated by the sunshade technique in comparison •vith the response of a group of ACRs comprising a core group of standard irradiance measurement devices at Davos, Switzerland [Forgan, 1996] .
A critical shortcoming of the sunshade technique is its inability to determine zero offset, i.e., the pyranometer response in the absence of shortwave irradiance (see below). Such a zero offset is manifested (Figure 1 ) as negative apparent irradiance values at night, when the shortwave irradiance is essentially zero. In Figure 1 , pyrheliometer-measured E• and shaded pyranometer-measured E•if are plotted as a function of time for a cloud-free day. The instruments belong to two groups of instrumentation at SGP with independent calibration protocols (BSRN), a worldwide network maintained at SGP by NOAA, and solar and infrared radiation system (SIRS), a local network maintained by ARM. Throughout the night, and even at and after sunrise identified by a rapid increase in E•, the apparent Ecur values obtained by both pyranometers are negative, contrary to observation that diffuse skylight precedes sunrise by about half an hour. Analysis at sunset shows that Edit is likewise negative during dusk. Thus the mechanism responsible for the nighttime offset is apparently operative not just at night but also under conditions when shortwave irradiance is incident on the detector. This zero offset must be correctly accounted for in estimating Edit. If the offset is not properly accounted for, especially at low apparent AOTs, measurements may indicate a so-called Rayleigh problem (R. D. Cess 
where R' is the calibration coefficient in volts/(W m -2) and Vo' is the offset voltage composed of three components: (1) an electrical component unrelated to electromagnetic radiation or to heat balance, (2) a component due to all forms of instrmnent cooling that is shortwave independent, and (3) a component due to all forms of instrument cooling that is shortwave dependent. Thus assuming that the zero offset is a constant plus a term that is linearly dependent on irradiance to first order,
where V0, the constant, represents the shortwave-independent portions (1) and (2), and (zE represents the shortwave-dependent portion (3). In general, both terms on the right-hand side of equation (2) depend on factors that affect cooling, specifically, longwave cooling. Substituting for •/})' in (i) we obtain, V= (R' + ct ) E + Vo = R E + Vo .
Here R -R'+ ct, from which it is seen that E = (V-Vo)/R. ]. In one method, net longwave downward irradiance as measured by an uplooking pyrgeometer is taken to be a surrogate for the longwave instrumental cooling to the atmosphere and is used to estimate the magnitude of the offset. The construction of the pyrgeometer is similar to that of a pyranometer except that the instrument is sensitive to the thermal IR region of the spectrum rather than the shortwave. Net longwave downward irradiance becomes more negative during the day (Figure 2a) , indicating increased cooling to the atmosphere when the instrument and the substrate absorb shortwave radiation and, consequently, heat up. Use of the pyrgeometer signal as a surrogate is suggested by observed correlated variations in the net longwave irradiance and pyranometer offset signal at night under cloudless skies. In Figure 2b , nighttime pyranometer offset signal is plotted against pyrgeometermeasured net longwave downward irradiance for cloudless nights bracketing a day in December 1997 at MLO. The observed linear relationship between the two variables (r2=0.4, where r is the correlation coefficient) is then applied to the observed daytime net longwave flux to infer the daytime offset. Estimates of the daytime offsets by this approach were performed for all the measurements at SGP and MLO on days for which the previous and/or successive nights had cloudless periods. Cloudless periods were ascertained by inspection of nighttime traces of both net longwave irradiance and pyranometer signal. surrogates to estimate daytime offsets such as the temperature difference between the sensor and the dome, have recently been proposed [Bush et al., 1999] . Pyranometer response, and therefore, the offset, is found to be sensitively dependent on whether or not the instrument is ventilated [Ohrnura and Schroff, 1983] ; all the data discussed in this work are from pyranometers with ventilation. Figure 1 shows that two independent pyranometers would yield the same daytime measurements of Edit using the procedure outlined in the previous paragraph (Figure 2) , leading to the conclusion that the mechanism giving rise to the offsets is the same for both instruments and does not depend on differences in the details of the construction or characteristics of the components of these instruments. [Holben et al., 1998 ] are used here to measure the atmospheric total vertical optical thickness to an accuracy of +0.01 in eight discrete wavelength channels of 10 nm width centered at 340, 380, 440, 500, 670, 870, 940, and 1020 nm. In all channels, except the one at 940 nm coinciding with a water vapor absorption band, the apparent vertical aerosol optical thickness (AOT), defined as the total optical thickness minus optical thickness contribution from Rayleigh scattering and known gaseous absorption, all referred to vertical, was derived using extinction due to Rayleigh scattering and current knowledge of molecular band and continuum absorption. The nonwater vapor Sun photometer channels were chosen to avoid gaseous absorption bands other than Chappuis ozone bands, which are broadly distributed throughout the visible spectrum but whose absorption properties are thought to be well characterized. [Marshall et al., 1995] . The uncertainty in the estimates of to0 is expected to be no more than 6% [Anderson et al., 1999] . For g the uncertainty is assumed to be 0.1 (J. Ogren, NOAA, Boulder, private communication, 1998). Because in situ measurements of aerosol optical properties were not available at other sites, values for these quantities were assumed for model simulations; for the cases considered here, aerosol loading was minimal at BOREAS and the high-altitude sites, and consequently, the calculations are insensitive to these parameters.
Atmospheric and Surface Properties
At SGP and BOR, radiosondes were launched frequently to measure temperature and relative humidity (RH) as a function of pressure. At MLO, such data are available only at 0000 UT and 1200 UT; for other times, Sun photometer-measured PW is used.
Climatological values are used for the SPO siteø PW measured by radiosondes agrees with that measured by Sun photometer (using the 940-nm channel) and microwave radiometer to within +10% [Halthore et al., 1997b] . Ozone column abundance was described as above. In many cases, reported in paper 1, the discrepancy between models and ACR measurements of Edit could be completely explained by the uncertainty in ozone column abundance. Table 1 and associated discussion, below). 
Diffuse irradiance at the surface

Results and Discussion
Results for forty-three cases are summarized in Table 1. In this  table, Results show that (Table 1) Table 1 ) and summarized in Table 2 (columns 3, 5, and 6). Also summarized in Table  2 is the sensitivity to change in AOT itself (column 4). The sensitivity of Edit to PW and fi (not shown in Table 2 Comparison of the product of the sensitivity and the uncertainty for each component shows ( Table 2 ) that for high AOT, uncertainty in Edit is dominated by the uncertainty in to0 (Sro0 = 6%) followed by the uncertainty in g (Sg = 0.1), and then by the contribution due to fir (=0.01). For low and intermediate AOT, contribution to •Wdi t due to the uncertainties in AOT and to0 are comparable. If a measurement of co0 is available, it is likely to represent the lower limit, as discussed in section 2. However, to be conservative in estimating the magnitude of the discrepancy between modeled and measured Edit, we use symmetric error bars about the measured value of co0 to estimate uncertainty in the calculated Edit. In all the simulations we have used to0 as a it is estimated to be + 5.8 W m '2. At MLO, Edit was corrected for offsets using simultaneously measured longwave irradiance, as described above. If the actual daytime offsets were substantially greater than the offsets obtained by this procedure, then the measured Edit would correspondingly exceed the modeled values. As the extinction due to Rayleigh scattering is accurately estimated (using the surface pressure), the only way to increase the irradiance in the models would be to increase AOT. However, such an increase in AOT would upset the excellent closure in Edit that is achieved at MLO. Thus it is unlikely that the daytime zero offsets are much greater than the scaled nighttime offsets. In The absence of a readily identifiable gaseous source for a continuum absorption in the 300-600 nm region points to the possibility of particles as the cause (paper 2) [Fu et al., 1998 [Fu et al., , 1999 Richiazzi et al., 1999] . Absorption by aerosols greater than that indicated in Table 1 is apparently excluded by measurements of to0 at the ARM site and elsewhere. However, it is necessary to revisit this conclusion in light of the fact that small aerosol particles of radius <0.05 •tm may possibly contribute to this excess absorption. It is well known [e.g., Twomey, 1977 ] that for small particles, close to the Rayleigh limit, aerosol absorption is proportional to volume r 3 (where r is radius) and scattering to r 6 (square of the polarizability). Thus as the size of the particles reduces, w0 goes to zero. However, as noted before, w0 for continental aerosols measured at the ARM site and elsewhere typically has a value around 0.90. The relevant questions here are whether it is reasonable to expect low w0 values when the aerosol loading is low and whether sufficient concentrations of small particles could exist and persist to account for the excess absorption. It is necessary to reconcile an affirmative answer to either or both of these questions with the apparent lack of detection of aerosols having these properties with current measurement schemes. Clearly more work needs to be done to examine whether a sufficient concentration of highly absorbing small particles can and does exist with the ubiquity suggested by the present Africa extending over a 5-year period. This period is not significantly influenced by volcanic aerosols at the locations studied. It was observed that as the wavelength decreases, the lower limit increases, consistent with the wavelength dependence of AT exhibited in the BOREAS data. In the past this minimum apparent AOT has been interpreted as background aerosol optical thickness [Forgan, 1987] . This minimum in apparent AOT could represent a nonscattering contribution to atmospheric extinction that is uniformly present at low altitude. . This means that current GCMs may also underestimate allsky atmospheric absorption, therefore raising concern regarding climate simulations using these models. The consequences of the omission of excess absorption indicated here on climate modeling and atmospheric circulation might be considerable.
Excess absorption over that predicted by current radiative transfer models might be expected also to affect remote sensing. First, it would affect satellite sensor calibration because atmospheric absorption must be adequately represented in models to compute at-sensor radiance. Most satellite sensors require accurate ground-look calibration after launch to supplement onboard calibration systems. Second, a satellite sensor with the wrong calibration would infer erroneous at-sensor radiance (and all that depends on it such as TOA irradiance). Third, it would affect accuracy in surface properties estimated from satellite data. The errors would be substantial. For example, an excess absorp- 
