A common approach to solving multi-label learning problems is to use problem transformation methods and dichotomizing classifiers as in the pair-wise decomposition strategy. One of the problems with this strategy is the need for querying a quadratic number of binary classifiers for making a prediction that can be quite time consuming, especially in learning problems with a large number of labels. To tackle this problem, we propose a Two Stage Architecture (TSA) for efficient multi-label learning. We analyze three implementations of this architecture the Two Stage Voting Method (TSVM), the Two Stage Classifier Chain Method (TSCCM) and the Two Stage Pruned Classifier Chain Method (TSPCCM). Eight different real-world datasets are used to evaluate the performance of the proposed methods. The performance of our approaches is compared with the performance of two algorithm adaptation methods (Multi-Label k-NN and Multi-Label C4.5) and five problem transformation methods (Binary Relevance, Classifier Chain, Calibrated Label Ranking with majority voting, the Quick Weighted method for pair-wise multi-label learning and the Label Powerset method). The results suggest that TSCCM and TSPCCM outperform the competing algorithms in terms of predictive accuracy, while TSVM has comparable predictive performance. In terms of testing speed, all three methods show better performance as compared to the pair-wise methods for multi-label learning.
Introduction
The traditional problem of single-label classification is concerned with learning from examples, each associated with a single label λ i from a finite set of disjoint labels L = {λ 1 , λ 2 , ..., λ Q }, Q > 1. For Q > 2, the learning problem is referred to as a multi-class classification. On the other hand, the task of learning a mapping from an example x ∈ X (X denotes the domain of examples) to a set of labels Y ⊆ L is referred to as a multi-label classification. Thus, in contrast to multi-class classification, alternatives are not assumed to be mutually exclusive such that multiple labels may be associated with a single example i.e., each example can be a member of more than one class. The set of labels Y are called relevant, while the set L\Y represents irrelevant labels for a given example.
Label ranking studies the problem of learning a mapping from a set of examples to rankings over a finite number of predefined labels. It can be considered a natural generalization of conventional (multi-class) classification, where instead of requesting only a single label (a top label), a ranking of all the labels is performed.
Besides the concept of multi-label classification, the multi-label learning introduces the concept of multi-label ranking [1] , which is understood as learning a model that the query example x associates both with a (label) ranking of the complete label set {λ 1 , λ 2 , ..., λ Q } and a bipartite partition of this set into relevant and irrelevant labels.
The issue of learning from multi-label data has recently attracted significant attention from many researchers. They are motivated from an increasing number of new applications, such as semantic annotation of images and video (news clips, movies clips), functional genomics (gene and protein function), music categorization into emotions, text classification (news articles, web pages, patents, emails, bookmarks, ...), directed marketing and others.
In recent years, many different approaches have been developed to solve the multi-label learning problems. Tsoumakas and Katakis [2] summarize them into two main categories: a) algorithm adaptation methods, and b) problem transformation methods. Algorithm adaptation methods extend specific learning algorithms to handle multilabel data directly. Examples include lazy learning [3] [4] [5] , neural networks [6] [7] , boosting [8] [9] , classification rules [10] , etc. Problem transformation methods, on the other hand, transform the multi-label learning problem into one or more single-label classification problems. The single-label classification problems are solved with a commonly used single-label classification approach and the output is transformed back into a multi-label representation via some reverse process. A common approach for problem transformation is to use class binarization methods, i.e. decomposition of the problem into several binary sub-problems that can then be solved using a binary base classifier. The simplest strategies in the multi-label setting are the one-against-all and one-against-one strategies, also referred to as the binary relevance method [2] and pair-wise method [11] [12] respectively. The computational complexity of the pair-wise learning approach to the multi-label scenario is large, especially in learning problems with a large number of labels.
In this paper, we propose a novel architecture for efficient pair-wise multi-label learning, named Two Stage Architecture (TSA). We analyze three different methods/implementations of this architecture the Two Stage Voting Method (TSVM), the Two Stage Classifier Chain Method (TSCCM) and the Two Stage Pruned Classifier Chain Method (TSPCCM). The two stage architecture and its three methods belong to the group of the problem transformation methods. Their main idea is to reduce the computational complexity of pair-wise methods and increase their predictive accuracy. We evaluate the performance of these methods on a selection of multi-label datasets that vary in terms of problem domain, number of labels and label cardinality. The obtained results demonstrate that our approaches outperform the competing methods (five problem transformation and two algorithm adaptation methods) in terms of predictive accuracy. Also, in terms of testing speed our architecture shows better performance as compared to the pair-wise methods for multi-label learning.
For the readers' convenience, Section 2 surveys some previous work in multi-label learning. The Two Stage Architecture and its computational complexity are presented in Section 3. Section 4 presents the experimental results, that compare the performance of the proposed approaches (TSVM, TSCCM and TSPCCM) with other competing methods. The conclusion and directions for further work are given in Section 5.
Related Work
In this section, we will give an overview of different methods for solving multi-label learning problems. These methods can be summarized in two main categories: Algorithm adaptation methods and problem transformation methods. Additionally, the problem transformation methods can be grouped in three subcategories: Binary relevance methods, label power-set methods and pair-wise methods.
Algorithm adaptation methods
AdaBoost.MH and AdaBoost.MR [8] are two extensions of AdaBoost for multi-label data. While AdaBoost.MH is designed to minimize Hamming loss, AdaBoost.MR is designed to find a hypothesis which places the correct labels at the top of the ranking. A combination of AdaBoost.MH with an algorithm for producing alternating decision trees [9] has been proposed, with the motivation of producing multi-label models that can be understood by humans.
Clare et al. [13] adapted the C4.5 algorithm for multi-label data (ML-C4.5). They modified the formula of entropy calculation (equation 1) in order to solve the multi-label problem. They also allowed multiple labels in the leaves of the tree. The modified entropy sums the entropies for each individual class label.
p(c i ) log p(c i ) + q(c i ) log q(c i )
where S is the set of examples, p(c i ) is the relative frequency of class c i and q(c i ) = 1 − p(c i ). ML-kNN [3] is based on the popular k Nearest Neighbors (kNN) lazy learning algorithm. The first step in this approach is the same as in kNN, i.e., retrieving the k nearest examples. It uses the maximum a posteriori principle in order to determine the label set of the test example, based on prior and posterior probabilities i.e. the frequency of each label within the k nearest neighbors. Other kNN based approaches for multi-label learning also exist [4] [5] .
Neural networks have also been adapted for multi-label classification [6] [7] . BP-MLL [7] is an adaptation of the popular back-propagation algorithm for multi-label learning. The main modification to the algorithm is the introduction of a new error function that takes multiple labels into account. labels are not determined, i.e., until the returned label is the artificial label λ 0 , which means that all remaining labels will be considered to be irrelevant.
Several ensemble approaches have been developed based on the common problem transformation methods. Good examples are the RAKEL system by Tsoumakas et al. [15] and ensembles of classifier chains (ECC) [14] . Note that binary methods are occasionally referred to as ensemble methods because they involve multiple binary models. However, none of these models is multi-label itself and therefore we use the term ensemble strictly in the sense of an ensemble of multi-label methods.
The Calibrated Label Ranking method (CLR) often demonstrates better prediction accuracy as compared to the other non-ensemble methods for multi-label learning. Its major problem is the need for querying a quadratic number of classifiers for making a single prediction. That can be very time consuming especially in learning problems with a large number of labels. In this paper, we propose a novel Two Stage Architecture (TSA) for efficient pair-wise multi-label learning that is related to the CLR algorithm [20] . The main idea of this architecture is to reduce the number of classifiers that are needed to be consulted in the prediction phase of the CLR algorithm and increase the predictive accuracy. We first introduce the architecture and then present three different methods/implementations of this architecture: the Two Stage Voting Method (TSVM), the Two Stage Classifier Chain Method (TSCCM) and the Two Stage Pruned Classifier Chain Method (TSPCCM). This section concludes with an analysis of the computational complexity of these methods.
The conventional pair-wise approach learns a model M i j for all combinations of labels λ i and λ j , 1 ≤ i < j ≤ Q. In this way Q * (Q − 1) /2 different pair-wise models are learned. Each pair-wise model M i j is a traditional oneagainst-one binary classifier and is learned with the λ i examples labeled as positive and the λ j examples labeled as negative. This means that, for a given training set S = (
where X denotes the domain of examples and L = λ 1 , λ 2 , ..., λ Q is a finite set of labels), each model M i j is trained with the examples (x r , Y r ) (0 < r ≤ p) where Y r is defined as:
This transformation of the dataset is known as the two-label transformation. If the training example x r is labeled with the labels λ i and λ j at the same time, it is not involved in the learning process of the model M i j . It cannot be used to distinguish between labels λ i and λ j and cannot be viewed as either a positive or a negative example. In the prediction process the other pair-wise models M il (i < l ≤ Q and l j) and M li (1 ≤ l < i and l j) for label λ i and M jl ( j < l ≤ Q and l i) and M l j (1 ≤ l < j and l i) for label λ j are expected to make the decision on whether these labels are relevant or not. The model M i j only votes about which label (λ i or λ j ) should be better ranked. The main disadvantage of this approach is that in the prediction process a quadratic number of base classifiers (models) have to be consulted for each test example.
As a result of introducing the artificial calibration label λ 0 in the calibrated label ranking algorithm [20] , the number of the base classifiers is increased by Q i.e., an additional set of Q binary preference models M k0 (1 ≤ k ≤ Q) is learned. The models M k0 that are learned by a pair-wise approach to calibrated ranking, and the models M k that are learned by conventional binary relevance are equivalent. By definition, for the binary relevance (traditional oneagainst-all) approach, the training example x is a positive example in the training set for the model M k , if the label λ k is a relevant label for the training example x. Similarly, if the label λ k is irrelevant for the training example x, x is negative example for learning the model M k . Using the same notation as in the case of the pair-wise models (M i j ), each model M k0 is trained with the examples (x r , Y r ) (r ∈ 1...p) where Y r is defined as:
This transformation of the datasets is addressed as single-label transformation.
The binary relevance models M k (1 ≤ k ≤ Q) almost always have higher time complexity than pair-wise models M i j (1 ≤ i < j ≤ Q) because they are learned with all the examples from the training set, while the pair-wise models M i j are learned only with the examples labeled with labels λ i and λ j . In the standard voting algorithm for calibrated label ranking, each test example needs to consult all the models (classifiers) M k (1 ≤ k ≤ Q) and M i j (1 ≤ i < j ≤ Q) in order to rank the labels by their order of preference.
As a result of the increased number of models, the CLR method leads to more accurate prediction, but also leads to slower testing and higher computational complexity, especially when the number of the labels in the problem is large.
The Two Stage Architecture is organized in two layers ( Figure 1 ). The first layer has Q binary relevance models M k0 , while the second layer has Q * (Q − 1)/2 pair-wise models M i j . Each model M k0 from the first layer is connected to Q − 1 models M i j from the second layer, where
It is responsible for learning and predicting the probability association of label λ k . On the other hand, each model of the second layer M i j is connected to exactly two binary relevance models from the first layer (M i0 and M j0 ) and is responsible for learning and predicting the probability associations of label λ i and label λ j (p(λ i ) = 1 − p(λ j )). In the following subsections, we present three different implementations of this architecture (Two Stage Voting Method -TSVM, Two Stage Classifier Chain Method -TSCCM and Two Stage Pruned Classifier Chain Method -TSPCCM). All of them have the same organization of the binary relevance and the pair-wise models in the two layers. Each method itself introduces a different approach for training and testing the classifiers from the architecture. All three methods improve the testing speed in comparison to the pair-wise methods. TSCCM and TSPCCM also improve the predictive accuracy, as a result of the classifier chain which will be explained in the next subsection, while the TSVM has comparable predictive performance to the competing methods.
Two Stage Voting Method -TSVM
The training phase of TSVM is the same as in the CLR method. Each model of the architecture is trained with the corresponding examples of a given training dataset. The training procedure of the first and the second layer is outlined in Table 1 . Recall the notation for a training example (x, Y), where Y ⊆ L (L = {λ 1 , λ 2 , ..., λ Q }), and x is an instance feature vector. 
TRAINING FIRST LAYER -TSVM
S k0 = S ingleLabelT rans f ormation(S , λ k ) 3:
for j ∈ i + 1, ..., Q do
3:
S i j = T woLabelT rans f ormation(S , λ i , λ j ) 4 :
In the prediction phase, each model M k0 tries to determine the relevant labels for the corresponding test example. Each model M k0 gives the probability (the output value of model M k0 is converted to probability) that the test example is associated with the label λ k . If that probability is appropriately small (under some predetermined threshold), we can conclude that the artificial calibration label λ 0 is preferred over the label λ k , i.e., the label λ k belongs to the set of irrelevant labels. In that case, we conclude that, the pair-wise models of the second layer M i j where i = k or j = k, do not need to be consulted for the corresponding test example, because the binary relevance model M k0 from the first layer has suggested that the label λ k belongs to the set of irrelevant labels. For each label λ k that belongs to the set of irrelevant labels, the number of pair-wise models that should be consulted decreases of Q − 1.
In order to decide which labels belong to the set of irrelevant labels i.e., which pair-wise models M i j from the second layer do not have to be consulted, a threshold t (0 ≤ t ≤ 1) is introduced.
As previously described, every test example first consults all binary relevance models M k0 of the first layer of the two stage architecture. For each corresponding model M k0 (1 ≤ k ≤ Q) its output is converted to probability and compared to the threshold t.
• If the prediction probability is above the threshold, the test example is forwarded to all the models M i j of the second layer of the architecture that are associated to the model M k0 .
• If the prediction probability is under the threshold, the test example is not forwarded from M k0 to any model of the second layer of the architecture.
From the viewpoint of the pair-wise models M i j , if we consider the prediction probabilities of the binary relevance models M i0 and M j0 of the first layer, three distinct cases in the voting process can appear:
1. The prediction probabilities of both binary relevance models M i0 and M j0 that are connected to the pair-wise model M i j are above the threshold t. 2. The prediction probability of only one of the binary relevance models (M i0 or M j0 ) is above the threshold t. 3. The prediction probabilities of the binary relevance models M i0 and M j0 are both under the threshold t.
In the first case, the model M i j is consulted and its prediction is decoded into a vote for one of the labels λ i or λ j . In the second case, M i j is not consulted and its vote goes directly to the label whose binary relevance model prediction probability is above the threshold t. In the third case M i j is not consulted and it does not vote at all. The votes of all M k0 models and M i j models (where at least one prediction probability of the models M i0 and M j0 is above the threshold t) are then aggregated to obtain the final prediction by majority voting. The classification process is outlined in Table 2 .
By increasing the value of the threshold, the number of pair-wise models that should be consulted decreases. For t = 1 no example is forwarded to the second layer of the architecture and the decision is made by the classifiers of the first layer. On the other hand, for t = 0, for each test example all pair-wise models of the second layer are consulted and TSVM becomes CLR.
Two Stage Classifier Chain Method -TSCCM
In this subsection we propose a modification of the Two Stage Voting Method (TSVM) that uses a classifier chain in order to improve the predictive accuracy. In this context, the term classifier chain can be explained as extending the feature space of each example involved in the learning and in the testing process of the model M i j from the second layer with the probability predictions of all binary relevance models M k0 (the models from the first layer) for that example. This means that the feature space of each link which connects the binary relevance models and the pair-wise models is extended with the probability predictions of all models of the first layer. This approach will be referred to as Two Stage Classifier Chain Method (TSCCM).
All models (M k0 ) in the first layer of the architecture in TSCCM are learned in the same way as in TSVM. The only difference between TSVM and TSCCM is in the learning phase of the models from the second layer of the architecture. In this phase, all training examples consult the models M k0 first, and then the feature space of each example is extended with the probability predictions of those models. The training examples with extended feature vectors are used in the learning phase of the models from the second layer of the architecture in TSCCM. In the 
if probability(M i0 ) > t & probability(M j0 ) > t then 10: // f irst case 11: probability(M i j ) = classi f y(M i j (x)) 12: if probability(M i j ) > 0. testing phase, before an example is forwarded to the models in the second layer, its feature space is extended with the probability predictions of all models from the first layer.
TSCCM reduces the number of base classifiers that need to be consulted in order to make a final prediction for a given test example in the same way as TSVM. Besides, it also improves the predictive performance as a result of the introduced classifier chain. The training procedure of TSCCM is outlined in Table 3 , while the classification process is outlined in Table 4 . We use the same notation as for TSVM.
Two Stage Pruned Classifier Chain Method -TSPCCM
As mentioned above, the feature space of each link which connects the binary relevance and the pair-wise models in TSCCM is extended with the probability predictions of all binary relevance models (all models of the first layer). In this subsection we propose a modification of the TSCCM in which the feature space of each example, involved in the learning and testing process of the model M i j of the second layer, is extended not by all but only with the probability predictions of the binary relevance models M i0 and M j0 , i.e., the models that are directly connected to the model M i j . These predictions are the most relevant for the model M i j because the model M i j tries to distinguish the label λ i from the label λ j . This approach will be called the Two Stage Pruned Classifier Chain Method (TSPCCM). The training procedure of TSPCCM is outlined in Table 5 , while the classification process is outlined in Table 6 . We use the same notation as for TSVM and for TSCCM.
Computational Complexity
The computational complexities of the calibrated label ranking method and the two stage voting method (TSVM) in the learning phase are equal, because the models learned by both methods are practically the same. On the other hand, in spite of the equal number of learned models, the computational complexity of the two stage classifier chain and the two stage pruned classifier chain methods (TSCCM and TSPCCM) in the learning phase is slightly higher than CLR, as a result of the increase in the feature vector size in each model of the second layer of the architecture. 
TRAINING FIRST LAYER -TSCCM
for k ∈ 1, ..., Q do 8:
x ← x ∪ (probability(M k0 )) 10 :
3:
S i j = T woLabelT rans f ormation(S , λ i , λ j ) 4 : 
if probability(M k0 ) > 0.5 then x ← x ∪ (probability(M k0 )) 9 : for i ∈ 1, ..., Q − 1 do 10:
// f irst case 13: //second case 20: if probability(M i0 ) > t then 21: votes[λ i ]++ 22: if probability(M j0 ) > t then 
TRAINING FIRST LAYER -TSPCCM
for (x, Y) ∈ S do 5:
x ← x 6:
x ← x ∪ (probability(M i0 )) 8:
x ← x ∪ (probability(M j0 )) 10 :
S i j = T woLabelT rans f ormation(S , λ i , λ j ) 12 :
The increase of the computational complexity in the learning phase of TSCCM as compared to CLR, depends on the number of labels in the multi-label learning problem. If this number is small, as compared to the number of features in the learning problem, then the computational complexity of the learning phase of TSCCM is similar to the computational complexity of the learning phase of CLR. In most classification problems, the number of features is significantly larger (more than 10 times) than the number of labels, so the training times of TSCCM are inconsiderably longer than those of CLR. The computational complexity in the learning phase of TSPCCM is practically the same as that of CLR, because in this case the feature vectors of the training examples are extended by only two additional features for each model located in the second layer of the architecture. However, the computational complexity of the training phase of the pair-wise approaches for problems with a large number of labels, remains the main drawback of the methods proposed here as well, as a result of the quadratic number of models that should be learned.
In the rest of this section, we analyze the computational complexity of the TSA comparing to the computational complexity of the CLR method in the prediction phase. Since the main idea of the proposed architecture is to reduce the number of consulted models in the prediction process, the biggest advance is expected here. In the following, we use the term computational complexity, strictly in the sense of a computational complexity in the prediction phase.
The computational complexity of TSA significantly differs from the computational complexity of CLR. The computational complexity of the calibrated label ranking method (O CLR ) can be defined as the sum of the computational complexity of the binary relevance models (O BR ) and the pair-wise models (O P ):
The computational complexity of TSA can be defined as the sum of the computational complexity of the models located in the first layer of the architecture (O FL ) and the computational complexity of the models located in the second layer of the architecture (O S L ):
The computational complexity of the first layer of the TSA and the computational complexity of the binary relevance models of the CLR method are equal (O BR = O FL ). In both methods, the models are the same and each test example must consult all of these models in order to predict the class the example belongs to. 
CLASSIFY(x) -TSPCCM
1: for k ∈ 1, ..., Q do 2:
if probability(M k0 ) > 0.5 then 4:
else 6:
// f irst case 11: x ← x 12:
x ← x ∪ (probability(M i0 )) 13: x ← x ∪ (probability(M j0 )) 14 : //second case 21: if probability(M i0 ) > t then 22: votes[λ i ]++ 23: if probability(M j0 ) > t then 24: votes
The main difference in computational complexity between CLR and TSA (TSVM, TSCCM and TSPCCM) is in the computational complexity of the pair-wise models of CLR and the second layer of TSA. As noted in the previous section, if the threshold is set to zero (t = 0), in the TSA method, all models of the second layer are consulted and we have O S L = O P for TSVM. For TSCCM and TSPCCM this equality is only approximal O S L ≈ O P as a result of the extended feature vector that adds some complexity to the classifiers themselves. If the threshold is set to one (t = 1), no models of the second layer will be consulted, so O S L will be 0 and O T S A = O FL = O BR . For threshold values 0 < t < 1, O S L = r * O P where r is a reduction parameter specific for each multi-label dataset (0 < r < 1). The reduction parameter r is related to label cardinality (l c ) [2] , i.e., the average number of relevant labels per example in a given multi-label dataset.
As mentioned in the previous section, if the binary relevance model of the first layer of TSA predicts a value that is above the threshold t, the test example will be forwarded to the second layer. If all of the models from the first layer of TSA forward the test example to the second layer, all pair-wise models from the second layer will be consulted and the number of consulted pair-wise models becomes Q * (Q − 1)/2 (TSVM becomes CLR). If only one model M k0 (1 ≤ k ≤ Q) from the first layer of TSA forwards the test example to the second layer, it means that only the label λ k is preferred over the calibration label λ 0 and all the votes from the pair-wise models M ik and M k j (1 ≤ i < k, k < j ≤ Q) go to λ k . In this case, the pair-wise models M ik and M k j are not consulted and the O S L is still equal to 0. If two models M m0 and M n0 (1 ≤ m ≤ Q, 1 ≤ n ≤ Q, m n) from the first layer of TSA forward the test example to the second layer, only one pair-wise model M mn (m < n) or M nm (n < m) is consulted and the label that will win the vote from this model will be the top ranked label, while the other label of the model will be ranked second. If we assume nearly ideal prediction by the binary relevance models from the first layer of the TSA, the number of pair-wise models consulted for one test example becomes rl * (rl − 1)/2, where rl is the number of relevant labels, i.e., the number of labels that are preferred over the calibration label λ 0 for the corresponding test example. This means that, the average number of pair-wise models consulted for each test example from the dataset, becomes l c * (l c − 1)/2, where l c is the label cardinality of the multi-label dataset mentioned above. In this (ideal) case (prediction accuracy of 100% by the binary relevance models), the reduction parameter r can be determined as:
However, for a real world problem the reduction parameter r real will be:
where a brm f is the average number of binary relevance models located in the first layer of TSA that give a probability that is above the threshold t in the prediction process. The value of the parameter r real is always greater than or equal to the value of the parameter r (r real ≥ r).
Experiments
In this section, we present the results of our experiments with several algorithms on a number of multi-label classification problems. The problems come from the areas of classification of text, music, images and gene function. We compare the performance of the proposed methods (TSVM, TSCCM and TSPCCM) to the performance of two algorithm adaptation methods (Multi-Label k-NN -ML-kNN [3] and Multi-Label C4.5 -ML-C4.5 [13] ) and five problem transformation methods (Binary Relevance -BR [2] , Classifier Chain -CC [14] , Calibrated Label Ranking with majority voting -CLR [20] , the Quick Weighted method for pair-wise multi-label classification -QWeightedML [19] and the Label Powerset -LP method [2] ).
Evaluation metrics
For a given training set S = (
where X denote the domain of examples and L = {λ 1 , λ 2 , ..., λ Q } is a finite set of labels, the goal of the learning system is to output a multi-label classifier h : X → 2 L . In most cases, the learning system will also produce a real-valued function of the form f : X × L → R. It is supposed that, for a given example (x i , Y i ), a successful learning system will tend to output larger values for labels in
Performance evaluation for multi-label learning systems thus differs from that of classical single-label learning systems. Four different multi-label evaluation metrics (Hamming Loss, One Error, Coverage and Average Precision) proposed in [8] are used in this paper. The first one, Hamming Loss is defined in terms of the function h(x) that predicts the set of labels for a given example x. The definitions of the other three metrics are based on the real-valued function f (•, •) that takes into account the ranking quality of different labels for each example. One Error is a simple generalization of classification error for multi-label problems, while the other two evaluation metrics (Coverage and Average Precision) are based on measures used in information retrieval and are used to evaluate the performance of the various learning algorithms in terms of their label rankings. We summarize their definitions below.
1. Hamming loss evaluates how many times an example-label pair is misclassified, i.e., throughout a label not belonging to the instance is predicted or a label belonging to the instance is not predicted. The smaller the value of hamming loss(h), the better the performance. The performance is perfect when hamming loss(h) = 0. This metric is defined as:
where ∆ stands for the symmetric difference between two sets and Q is the total number of possible class labels.
2. One Error evaluates how many times the top-ranked label is not in the set of relevant labels of the example. The metric one error( f ) takes values between 0 and 1. The smaller the value of one error( f ), the better the performance. This evaluation metric is defined as:
where λ ∈ L = λ 1 , λ 2 , ..., λ Q and [[π]] equals 1 if π holds and 0 otherwise for any predicate π. Note that, for single-label classification problems, the One Error is identical to ordinary classification error. 3. Coverage evaluates how far, on average we need to go down the list of ranked labels in order to cover all the relevant labels of the instance. The smaller the value of coverage( f ), the better the performance.
where rank f (x i , λ) maps the outputs of f (
The smallest possible value for coverage( f ) is l c , i.e., the label cardinality of the given dataset. 4. Average Precision is the average fraction of labels ranked above an actual label λ ∈ Y i that actually are in Y i .
The performance is perfect when avg precision( f ) = 1; the larger the value of avg precision( f ), the better the performance. This metric is defined as:
where
is defined as in coverage above.
Experimental questions
The goal of the experiments is to answer the following questions:
1. Does the Two Stage Architecture improve the predictive performance and computational complexity in the prediction phase over the CLR method? 2. Are the TSCCM and the TSPCCM better than the TSVM as a result of the additional information in the feature vector in each model of the second layer of the architecture? 3. Is the TSPCCM more accurate and efficient in the prediction phase than TSCCM? 4. Is there a dependence between the answers of the previous three questions and the properties of the datasets (such as number of labels and label cardinality)? 5. What is the dependence between the predictive performance and the testing time of the proposed methods and the values of the threshold t? 6. What are the predictive performance and testing times of the ten different methods?
In order to answer these questions, we evaluate the predictive performance and the computational complexity in the prediction phase of the ten methods. The evaluation is conducted on a selection of multi-label datasets that vary in terms of problem domain, number of labels and label cardinality (question 4). To address questions 1, 2 and 3, we have employed the non-parametric Wilcoxon test for statistical significance [21] and we discuss in detail the results obtained by the proposed methods and CLR.
To access the dependence of the predictive performance and the computational complexity in the prediction phase on different values of the threshold t (question 5), the performance in terms of the four metrics defined above and testing times were recorded for the threshold values 0.0 to 1.0 with step 0.1, for each proposed method. To answer the question 6, we compare the performance of the proposed and competing methods in terms of predictive accuracy and testing speed. The corrected Friedman test [22] and the post hoc Nemenyi test [23] were employed to assess whether the differences in performance between the different approaches are statistically significant.
Datasets and experimental setup
In our experiments, eight different multi-label classification problems were addressed by each of the mentioned multi-label learning methods. The predictive performance in terms of the metrics defined above and testing times were recorded for every method for each classification problem. The problems considered in the experiments include:
1. image classification: scene [24] and corel5k [25] ; 2. gene function classification: yeast [26] ; 3. text classification: enron [27] , medical [14] , bibtex [28] and tmc2007 [29] ; 4. music classification: emotions [30] ;
The complete description of the datasets in terms of the number of training (#tr.e.) and test (#t.e.) examples, the number of features (# f.), the total number of labels (#l.) and label cardinality (l c ) are shown in Table 7 . The training and testing of the proposed methods were performed using a custom developed application that uses the MULAN library 1 for the machine learning framework Weka [31] . We also implemented the ML-C4.5 and CC methods under the same library. The other considered methods are already implemented in MULAN.
The LIBSVM library [32] , and in particular SVM with a radial basis kernel, were used for solving the partial binary classification problems for all datasets in all problem transformation methods. The kernel parameter gamma and the penalty C for the datasets were determined by 5-fold cross validation using only the training sets. The outputs of the SVM classifiers are converted to probabilities using the LIBSVM implementation for extending SVM with probability estimates [32] . In all classification problems the classifiers were trained using all available training examples and were evaluated by recognizing all test examples from the corresponding dataset. Table 8 shows the values of the threshold t for each dataset separately, for which the presented results of the proposed methods are obtained. The value of the threshold t for each dataset for TSVM, TSCCM and TSPCCM was determined by 5-fold cross validation on the training set. This was done in order to achieve optimal performance (trade off) in terms of the four evaluation metrics and the computational efficiency. The values 0.005 to 0.01 with step 0.001, 0.01 to 0.1 with step 0.01 and 0.1 to 1.0 with step 0.05 were considered for t. Tables 9 to 13 give the performance of each method on each of the datasets measured in terms of the four performance metrics and testing speed. The first column of the tables lists the method, while the remaining columns show the performance of each method for every dataset. Tables 9 to 12 show the predictive performance in terms of Hamming Loss, One Error, Coverage and Average Precision, irrespectively. The best results per dataset in these tables are shown in boldface. The testing time of each method on each of the datasets measured in seconds, are given in Table 13 . The testing times of the algorithm adaptation methods (ML-kNN and ML-C4.5), binary relevance methods (BR and CC), label power-set method (LP) and the pair-wise methods (CLR, QWeightedML, TSVM, TSCCM and TSPCCM) are visually separated. This is done in order to make an easier and better comparison between the results obtained by the methods from these four groups and the methods from each group separately (such as the group of the pair-wise methods that attracts the most attention).
Results
The results in Tables 9 to 12 clearly show that among the ten tested approaches, TSCCM and TSPCCM offer better predictive performance than the other algorithms, in almost every evaluation metric for all multi-label classification problems. TSPCCM is significantly better (according to the non-parametric Wilcoxon test for statistical significance) than CLR (with a significance level p < 0.018) in terms of One Error and (p < 0.012) in terms of testing time. TSCCM is also significantly better than CLR (p < 0.012) in terms of One Error and testing time. The CLR method shows better predictive performance than the proposed methods in terms of Coverage for the datasets with large number of labels (enron, bibtex and corel5k) and in terms of Average Precision for the enron dataset. For the other datasets, for all evaluation metrics, the proposed methods are statistically better. Comparing to the other methods, TSVM, TSCCM and TSPCCM are 2% to 15% better than the CC method, 2% to 12% better than ML-kNN, 1.5% to 17% better than ML-C4.5 and about 5% better than QWeightedML. The classifier chain method shows better predictive performance than the binary relevance and the label powerset methods.
The results in Table 13 show that the proposed methods (TSVM, TSCCM and TSPCCM) are 2 to 50 times faster (at prediction time) than the calibrated label ranking algorithm with majority voting for all datasets. Also, the proposed methods are 10% to 220% faster than the QWeightedML method for all datasets, except for the corel5k dataset where TSPCCM and TSCCM showed 2 and 2.5 times slower testing time, respectively. The testing time of the BR method is actually the same as the time spent in the testing process for the models located in the first layer of the proposed methods. The testing time of the CC method is slightly longer than the testing time of the BR method as a result of the increase in the feature vector size in each binary relevance model (classifier) of the classifier chain.
The results also show that the ML-C4.5 method is the fastest. The testing time of the ML-kNN method is shorter than the testing time of the problem transformation methods except for the LP method that showed similar testing speed. The intent of including algorithm adaptation methods, as ML-C4.5 and ML-kNN, in the experiments was to show that the proposed methods, that belong to the group of problem transformation methods, can achieve comparable or even better predictive accuracy. However, their performance and computational complexity depend strongly on the type of the base classifier that is used for solving the partial classification problems.
It is obvious that the introduced classifier chain in TSCCM and TSPCCM improves the prediction performance of the TSA. These classifier chain methods outperform the TSVM in all evaluation metrics. In terms of computational complexity in the prediction phase, TSCCM show higher complexity than the TSVM, while TSPCCM show comparable testing times to the TSVM.
TSCCM and TSPCCM show similar predictive performance for the eight multi-label classification problems. Statistically, TSPCCM shows better results than TSCCM in all evaluation metrics, except in Coverage where TSCCM is better but not significantly. In terms of testing time, TSPCCM is significantly better than TSCCM with significance level p = 0.0117. So, from the results obtained by the experiments and the analysis made above, we can conclude that the TSPCCM slightly outperforms the TSCCM. Table 8 also shows the values of the reduction parameter (r real ) from equation 7 and the values of the parameter a brm f . It should be noticed that for smaller values of the reduction parameter r real the testing time of the proposed methods (TSVM, TSCCM and TSPCCM) is close to the testing time of the binary relevance method (BR).
To assess whether the overall differences in performance across the ten different approaches are statistically significant, we employed the corrected Friedman test [22] and the post hoc Nemenyi test [23] as recommended by Demsar [21] . The Friedman test is a non-parametric test for multiple hypotheses testing. It ranks the algorithms according to their performance for each dataset separately, thus the best performing algorithm gets the rank of 1, the second best the rank of 2, etc. In case of ties, it assigns average ranks. Then, the Friedman test compares the average ranks of the algorithms and calculates the Friedman statistic χ 2 F , distributed according to the χ 2 F distribution with k − 1 degrees of freedom (k being the number of algorithms). Iman and Davenport [33] show that the Friedman statistic is undesirably conservative and derive a corrected F-statistic that is distributed according to the F-distribution with k − 1 and (k − 1) × (N − 1) degrees of freedom (k being the number of algorithms and N being the number of datasets).
If a statistically significant difference in the performance is detected, than we can proceed with a post hoc test. The Nemenyi test is used to compare all the classifiers to each other. In this procedure, the performance of two classifiers is significantly different if their average ranks differ more than some critical distance. The critical distance depends on the number of algorithms, the number of datasets and the critical value (for a given significance level -p) that is We present the result from the Nemenyi post hoc test with average rank diagrams as suggested by Demsar [21] . These are given on Figures 2 to 6. The ranks are depicted on the axis, in such a manner that the best ranking algorithms are at the right-most side of the diagram. The algorithms that do not differ significantly (at the significance level of p = 0.05) are connected with a line. In the average ranks diagrams, two groups of algorithms are clearly separated. The first contains the pair-wise methods CLR, QWeightedML and our TSA methods (TSVM, TSCCM and TSPCCM). The second contains the algorithm adaptation methods ML-C4.5 and ML-kNN, LP, BR and CC. The methods in the first group have better performance in terms of all evaluation metrics. The methods in the second group are faster at testing time. The CC variant of the BR method from the second group has comparable performance to the methods from the first group in terms of Coverage. The QWeightedML method from the first group is only better than the methods in the second group in terms of Hamming Loss and One Error, and worse in terms of the other two metrics.
The separation between the two groups is clearest in terms of the Average Precision and One Error metrics but less clear in terms of Coverage. The statistical tests we use are conservative and the differences in performance for methods within the same group are not significant. However, the best method from the first group is typically significantly better than (most of) the methods from the second group (e.g., TSPCCM and TSCCM in terms of One Error and Average Precision).
The dependence of the predictive performance of the proposed approaches on the different values of the threshold t (0 ≤ t ≤ 1) are shown on Figures 7 to 14 for each dataset separately. The same figures also show the testing times of the methods (TSVM, TSCCM and TSPCCM) as a function of the selected threshold t. It can be seen, as t increases, computational efficiency also increases, but performance decreases. One can thus make a trade-off between predictive performance and testing speed by selecting appropriate threshold.
Overall, Coverage varies mostly with t, followed by One Error and Average Precision. Hamming Loss shows the least variance. Testing times decrease significantly as t increases, but the rates of decrease vary across the datasets. For the datasets with a smaller number of labels, the decrease is not very sharp and for small values of the threshold t (0.0 -0.2) the predictive performance of TSVM, TSCCM and TSPCCM changes only slightly, while the testing time decreases significantly (often for more than 40%). For the datasets with a large number of labels (medical -45, enron -53, bibtex -159 and corel5k -374), testing times decrease sharply between t = 0.0 and t = 0.1, so the reduction of the testing time of the TSA over the CLR becomes even more notable. The testing time of TSA is ten times shorter than the testing time of CLR for medical, four times for enron, fifty times for bibtex and eight times shorter for corel5k datasets for the corresponding chosen threshold shown in Table 8 .
It should be noted that for t = 1, the predictive performance of the BR method is better as compared to the predictive performance of the proposed methods. This difference appears because the BR method orders the labels according to the probability association of each label from each model M k , while the proposed methods order the labels by the number of votes that can only be 0 or 1. 
Conclusions
A two stage architecture (TSA) for efficient pair-wise multi-label learning and its three implementations (TSVM, TSCCM and TSPCCM) were presented. The architecture is organized in two layers with binary relevance models in the first layer and pair-wise models in the second layer. Introducing a threshold that dynamically affects the number of pair-wise classifiers consulted in the prediction phase, a significant reduction in the computational complexity was achieved while keeping comparable performance. Utilizing a classifier chain the performance was even improved in the TSCCM and TSPCCM implementations. The proposed architecture offers a possibility of fine grain control of the trade-off between the speed and the predictive performance (of the classifier) by varying the threshold.
The performance of the proposed methods are compared with two algorithm adaptation methods (Multi-Label k-NN and Multi-Label C4.5) and five problem transformation methods (Binary Relevance, Classifier Chain, Calibrated Label Ranking method with majority voting, the Quick Weighted method for pair-wise multi-label learning and the Label Powerset method) on eight different real-world datasets (enron, yeast, scene, emotions, tmc2007, medical, bibtex and corel5k). The TSCCM and the TSPCCM outperform the calibrated label ranking algorithm in terms of calibrated label ranking algorithm and up to 2.2 times faster than the QWeightedML method. As compared to the binary relevance method (BR), TSVM, TSCCM and TSPCCM show better predictive performance, while the testing times were always larger than the testing time of the BR method, because of the testing time of the models of the second layer of the architecture. The testing times of TSVM, TSCCM and TSPCCM approach the testing time of the BR method as the value of the reduction parameter r real decreases. In comparison to the algorithm adaptation methods (ML-kNN and ML-C4.5), the proposed methods show better predictive performance, while their computational complexity is higher. Statistically TSPCCM shows better predictive results than TSCCM in all evaluation metrics except in Coverage. Also, its testing time is shorter than the TSCCM. Let us conclude with some ideas for further work. The original implementations of the two stage architecture involve one global threshold that is determined by cross validation. In our future work, we plan to investigate a new threshold calibration method that establishes a strong connection between the label cardinality of the training data and the predictions for the testing data in the first layer of the architecture. By introducing the label cardinality in this calibration threshold method, we believe that independent thresholds can be introduced for each binary relevance model, leading to improvements in the predictive performance and the computational complexity of the architecture.
