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Abstract 
After a brief introduction to the problem of directed polymers in a random 
medium, several aspects of the problem are addressed in more detail. 
It is possible to show that, in high enough dimension and above a certain temper- 
ature, a phase exists in which the free energy is given by the annealed free energy,. 
with probability one. The proof of this statement is extended to obtain upper and 
lower bounds on the temperature of the transition between this phase and a low 
temperature phase and hence prove the existence of the phase transition. 
The mean field solution is reviewed and a method of obtaining high dimension 
expansions around it is presented. The method uses the idea of "n -tree approx- 
imations" as a systematic way of including the correlations present in finite di- 
mensions. Using this approach 1/d expansions are obtained for the free energy, 
transition temperature, transverse fluctuations and overlaps. The results are con- 
sistent with the existence of a finite upper critical dimension above which the 
behaviour is of a mean field nature. 
Directed polymers are then considered on disordered hierarchical lattices. On 
these lattices the problem reduces to the study of the stable laws that occur 
when one combines random variables in a nonlinear way. Recursion relations for 
various properties of the system are obtained, which are studied using numerical 
and analytical techniques. It is possible to obtain a perturbative expansion for 
the free energy, overlaps and non -integer moments of the partition function. 
Finally, a generalisation of the standard directed polymer problem is considered, 
in which one allows the walks to contribute positive and negative weights to the 
partition sum. The solution of the mean field limit of this problem is obtained 
indirectly, by using the relationship between the mean field directed polymer prob- 
lem, the random energy model (REM) and the generalised random energy model 
(GREM). Numerical simulations are presented which give good confirmation of 
the analytical predictions. It is observed that in solving this generalised polymer 
problem one has also obtained a formula for the largest Lyapounov exponent of a 
product of large, sparse random matrices. 
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The problem of directed polymers in a random medium has recently become the 
focus of a great deal of research. The interest in this particular disordered system 
has yielded many new results over the last few years. This thesis seeks to explore 
a few of these advances. 
This introductory chapter aims to set the problem of directed polymers in a ran- 
dom medium in context, prior to the more detailed discussion of several aspects 
of the problem in the following chapters. 
1.1 Formulation of the problem 
The problem of directed polymers in a random medium can be defined either on 
some regular lattice or in the continuum. 
1.1.1 Directed polymers on a lattice 
The directed polymer problem can be formulated on a lattice as follows. For each 
bond, ij, of some regular lattice one chooses a random energy, eii, according to 





Figure 1.1: One walk, shown in bold, directed along the (1,1) direction of the 
square lattice. 
of length L emanating from a fixed origin on the lattice. A directed walk is, by 
definition, one stretched along a single longitudinal direction, with fluctuations in 
the transverse directions only. For example, suppose that one chooses the regular 
lattice to be the square lattice. It is then convenient to select the (1, 1) direction 
to be that along which the walks are directed. This is illustrated in Figure 1.1. 
The bold line shows one example of a directed walk of nine steps on a square 
lattice and the dotted line indicates the direction along which the walks are to be 
directed. One can see that the directed walk can only move up or to the right, 
not down or to the left. The energy, Ew, of a given directed walk, w, is defined to 
be the sum of the energies associated with all the bonds visited by walk w, i.e. 
Ew = E Ei,j (1.1) 
iiEw 
where the summation runs over all the bonds, ij, contained in the directed walk 
w. It is now possible to define a partition function for the problem as the sum of 
the Boltzmann weights of all the directed walks of length L, 
ZL(r) _ > exp [ -Ew /T ]. (1.2) 
The summation includes all directed walks of length L emanating from the point 
r and T is the temperature. 
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In this formulation of the problem the quenched random variables (the energies, 
e.ii) are associated with the bonds of the lattice. One could equally well choose 
to place the random energies on the sites of the lattice instead. In this case the 
energy of a given directed walk, w, would be the sum of the random energies 
associated with each site visited by the walk w. 
1.1.2 Directed polymers in the continuum 
It is possible to dispense with a lattice and formulate the problem in the contin- 
uum. Let Zt(r, y) be the partial partition function for all directed walks of length 
t commencing at the point r and terminating at y. This can be written as a 
path integral, by combining the usual Wiener measure for random walks in d -1 
spatial dimensions with a random potential, Vt(x). The direction along which the 
polymers are directed corresponds to the time parameter in the random walk. 
Zt(r, Y) = f ((t)r Dx(s) eXp L- Jot ds { _X2(s) - V(x(s)) } ] (1.3) 
The potential V,(x) should have no correlations in x or s. However, it is convenient 
to choose the potential to be Gaussian with a variance 
(V,(x)V,i(x')) = K(x - x')S(s - s') (1.4) 
where K(x) has a behaviour at x = 0 and when lxi -* oo that ensures a well - 
defined path integral. The condition that the potential be white noise (i.e. that 
K(x) = 7j2S(x), with i a constant) will be imposed later. Throughout, ( ) will be 
used to denote an average over disorder, as distinct from an ensemble or thermal 
average, which will be denoted by -. The total partition function for all directed 
polymers of length t emanating from r, Zt(r), can be obtained by summing over 
all the possible end points, y 
Zt(r) = fdyzt(r,y). 
Notice that the partial partition function, Zt(r, 0), satisfies the equation for dif- 
fusion in a random potential, 
az (r, 0) 
2 V2Zt(r, 0) + Vt(r)Zt(r, 
0). (1.6) 
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So, Zt(r, 0) could also be thought of as the wavefunction of a particle in a random 
potential in imaginary time. 
1.2 Quantities of interest 
Now that the problem of directed polymers in a random medium has been defined, 
one needs to consider what properties of the system will be of interest. These can 
be grouped into three categories: thermal properties, geometrical properties and 
overlaps. 
The thermal properties of the system can be obtained from the partition function. 
To construct the phase diagram, one is interested in calculating the free energy, 
F 
F lim T(l LL) (1.7) 
where L is the length of the polymer. Notice that, as one is dealing with quenched 
random variables, one has to average the logarithm of the partition function, 
not the partition function itself. Once one has the free energy, other thermal 
properties, such as the specific heat, can be obtained from its derivatives with 
respect to temperature. Another quantity which one can consider is the sample - 
to- sample fluctuation of the ground state energy. This is found to scale, for large 
L, as the length of the polymer to an exponent w, 
(Ecs) - (Ec5)2 LZ" (1.8) 
where the ground state energy of the polymer, ( -T In ZL)T -o, is denoted by EGS 
Although directed walks of length L always take a fixed number of steps in the 
direction along which they are directed, they are free to fluctuate in the transverse 
directions. Hence, when exploring the geometrical properties of the system, one 
should consider the transverse displacement, R,,,, of a given directed walk, w. This 
is illustrated in figure 1.2 for two directed walks, w1 and w2, in the geometry of 
figure 1.1 (i.e. the square lattice directed along the diagonal). The average trans- 
verse displacement, (R ), will always be zero for reasons òf symmetry. However, 











Figure 1.2: The transverse displacements, 11 and R,,,,, of the two walks /DI and 
w2. 
types of fluctuations of the transverse displacement can be defined: thermal and 
disorder fluctuations. The thermal fluctuations are defined as 
(R2)- (R2),L. (1.9) 
These will always scale as the length of the polymer, L (see section 3.3.3). The dis- 
order transverse fluctuations, on the other hand, scale with a non -trivial exponent, 
(i(Rw 
2 
( R 1) - exp [-E/T ) . L2v. (1.10) 
Lastly, one can consider the overlaps for such a system. Let q(wl, w2) be the 
fraction of their lengths that two directed walks, wl and w2, of length L spend 
together. The overlap, q, between two polymers can then be defined as 
q 2 2_, E q(wl f w2) exp [-Ew1 /T - 
ZL w1 w, 
This overlap is analagous to the overlaps that occur in the mean field theory of 
spin glasses [1], and should provide one with information about the statistical 
properties of the energy landscape. A useful quantity to be able to compute is 
the probability distribution of the overlaps, P(q). If this distribution becomes 
5 
trivial (i.e. a single delta function) in the thermodynamic limit (L -> oo), the 
overlaps are self -averaging. However, if P(q) remains non -trivial this indicates 
that the system has a complex many -valley energy landscape and broken replica 
symmetry [1]. It is possible to define overlaps between more than two walks. For 
example, if one considers m directed walks and defines gm(wl, w2, ... , w,,,) to be 
the fraction of their length that the m walks spend together, an overlap q(m) can 
be constructed in a similar way to eq.(1.11), 
q(m) 
1 
Zr E E...Egm(wi,w2,...,w,n) WI W3 wm 
x exp [-E,IT - Ew2/T - .. - EwmlT ]' 
1.3 Motivations 
(1.12) 
Before embarking upon a summary of what is known about the problem of di- 
rected polymers in a random medium, it is reasonable to ask why this particular 
disordered system might be of interest. , 
The recent attention devoted to the directed polymer problem has probably been 
partly inspired by the many other systems to which it is closely related. To 
see the relationships between these different systems it is convenient to consider 
the continuum version of the problem, eqs.(1.3)-(1.5) [2,3]. As was pointed out 
in section 1.1.2, the partial partition function for directed walks commencing at 
a point r and terminating after a length t at the point 0, Zt(r, 0), satisfies an 
imaginary time Schrödinger equation. As the total partition function, Zt(r), is a 
linear combination of these partial partition functions this remains true for Zt(r) 
â át(r) = 
2 
V2Zt(r) -}- Vt(r)Zt(r). (1.13) 
If r is taken to be one - dimensional (i.e. r = r), then this equation can be in- 
terpreted as describing a one -dimensional interface, without overhangs, in a two - 
dimensional Ising model with random nearest -neighbour interactions [4,5]. The 
quantity t then parametrizes the distance along the interface and r gives the dis- 
placement of the interface from some reference line. o can then be interpreted 
as a surface tension, favouring a flat interface, whilst V (r) represents the effect 
6 
t 
r = 0 r 
Figure 1.3: Diagram to show how eq.(1.13) can be interpreted as the equation 
describing an interface in a two - dimensional Ising model. 
of the random bonds, which tend to roughen the interface. In this interpretation 
Zt(r) is a measure of the probability of finding the interface at the point (r, t), see 
figure L3. So the directed polymer problem in dimension 1 + 1 is equivalent to an 
interface in a two -dimensional random -bond Ising .model. (The spatial dimension 
of the polymer problem will always be specified in the form 1+1, 2 + 1, 3+1, etc., 
where the first digit denotes the number of transverse directions and the 
indicates the direction along which the polymers are directed.) 
If one makes the substitution 
Zt(r) = exp [ ht(r)/a1 
« +1» 
(1.14) 
in eq.(1.13) one obtains the equation 
a 
átr) = 2 V2ht(r) + 2(Vht(r))2 + crVt(r). 
(1.15) 
This equation, known as the Kardar- Parisi -Zhang (KPZ) equation [2], was intro- 
duced in an attempt to describe the profile of a growing surface. It is believed 
to apply to many models of surface growth, including the Eden model [6] and 
ballistic deposition [7]. The quantity ht(r) is now interpreted as the height of the 
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surface above some reference. r defines the position along the surface and t is now 
the time. In the KPZ equation the rate of change of the height of the growing 
surface depends upon three effects. Firstly, there is the surface tension term, as in 
eq.(1.13), which tends to flatten the surface. The second term in eq.(1.15) allows 
for a surface growth velocity that depends on the inclination of the surface and 
the last term describes the random addition of matter to the deposit. The term 
relating the growth velocity to the surface inclination is necessary to take account 
of the lateral growth that occurs in models such as Eden growth and ballistic 
deposition. The inclusion of this nonlinearity changes the characteristics of the 
profile of the growing surface. If one defines the surface to have a width, W, 
given by the root - mean - square fluctuation of the surface height around its average 
position, then this width is found to have a non -trivial scaling behaviour [8,9] 
h 
W = N°`f(ÑZ) 
f (x) -> const. for x -> o0 
f (x) Z for x --> 0 (1.16) 
where N indicates the length of the substrate on which the growth occurs. If the 
nonlinear term is omitted, the equation can be solved by Fourier transforms [10], 
and in dimension d' + 1 (i.e. a d'- dimensional substrate) one can show that the 
exponents a and z are given by 
2-d' 
for d' < 2 (1.17) 
z = 2. (1.18) 
However, the inclusion of the nonlinearity changes the exponents. The exponents 
characterising the width of the growing surface, a and z, are related to the expo- 
nents w and v which characterise the fluctuations of the ground state energy and 
disorder transverse fluctuations respectively. 
a w= - 
z 
(1.19) 
v = 1 (1.20) 
z 
These relationships can be understood when one notices that the average height of 
the growing surface corresponds to the logarithm of the partition function of the 
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polymer, see eq.(1.14), and therefore scales as the polymer length. The relevant 
scale for the height is h ' NZ. The substrate size, N, corresponds to transverse 
displacements of the polymer, which scale as the polymer length to an exponent v. 
This gives eq.(1.20). The width of the growing surface corresponds to the sample - 
to- sample fluctuations of the logarithm of the partition function for the polymer, 
which scale as the polymer length to an exponent w. Hence, from the scaling form, 
one recovers eq.(1.19). The problem of directed polymers in a random medium 
is therefore essentially equivalent to many models of surface growth. In studying 
the former, one might hope to gain valuable information about the latter problem. 
In particular, if one can obtain the polymer exponents w and v, one immediately 
knows the scaling behaviour of the width of the growing surface, and if one knows 
the free energy of the polymer problem, one knows the average growth velocity of 
the growing surface. (A recent review of the kinetic roughening of surfaces and its 
relation to the problem of directed polymers in a random medium can be found 
in [11].) 
If one returns to the KPZ equation and makes the substitution 
vt(r) = ,- Vht(r) , 





D vt - vVVt. 
(1.21) 
(1.22) 
Burgers's equation is well -known in fluid dynamics as describing vorticity -free 
compressible fluid flow. The added noise term acts as a random stirring force. 
Burgers's equation is interesting in itself, as it is one of the simplest types of non- 
linear evolution equations and can be solved exactly, the nonlinearity producing 
shock wave solutions. A variant of Burgers's equation with added noise is also 
believed to describe the long time limit of the Sivashinski equation for flame fronts 
[13]. 
In addition to these direct mappings of the directed polymer problem on to prob- 
lems of interfaces, surface growth and fluid dynamics, there are several other in- 
teresting aspects. Directed polymers in a random medium are a simple and easily 
formulated example of a disordered system. One might hope to be able to learn 
more about disordered systems in general by studying this particular case. As will 
9 
be shown later (chapter 3), the mean field limit of the directed polymer problem 
can be solved [14], yielding an unexpectedly simple form for the thermal proper- 
ties. It is possible to obtain the exact solution, which has broken replica symmetry, 
without recourse to the replica method [15]. The problem is therefore an ideal 
candidate with which to try to investigate whether Parisi's scheme of replica sym- 
metry breaking [16,17] is relevant in finite dimensional systems. Although Parisi's 
mean field theory for spin glasses is now well accepted, its relevance to the spin 
glass in finite dimension remains controversial. It is believed by some [18], that, a 
Parisi -type solution with broken replica symmetry should be valid above some fi- 
nite upper critical dimension. Others [19,20], however, hold the view that a Parisi 
solution is only relevant in the mean field limit, there being no finite upper critical 
dimension. Attempts at obtaining a high dimension expansion for spin glasses are 
hampered by the complexity of the mean field solution itself [21,22]. A first step 
towards a better understanding of finite dimensional spin glasses could be to try 
to understand the directed polymer in finite dimension, which has a much simpler 
mean field solution. 
The mean field directed polymer problem is related to a travelling wave equation 
[14]. Similar travelling wave equations occur in problems of pattern formation 
[23,24]. It would be interesting to have an improved understanding of these equa- 
tions representing the invasion of an unstable phase by a stable phase. Also the 
mean field version of directed polymers in a random medium has come to the 
attention of probability theorists, under the guise of the "first death" problem 
[25]. One constructs a family tree beginning with a single progenitor who dies at 
time t = 0. Each person on the tree has a lifetime u, distributed with some given 
distribution function. On dying, each person is replaced by j newly -born offspring 
with probability pi. One takes all the members of the tree to be independent. The 
rth generation consists of the offspring of the (r - 1)th generation, the progenitor 
being the Oth generation. The "first death" problem is to calculate at what time 
a death first occurs in the rth generation. This can be viewed as the optimisation 
problem of finding the shortest possible time to reach the r' generation. 
Recently, a generalisation of the directed polymer problem has been introduced 
[26] in an attempt to understand the properties of hopping conductivity in random 
media. Consider the Nguyen, Spivak and Shklovskii (NSS) model of hopping con- 
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Figure 1.4: The geometry of the NSS model . Two directed walks between A and 
B are shown. 
ductivity [27,28]. This is an Anderson tight- binding model, with the Hamiltonian 
71 = E eiatai + V E(ata; + aiat) (1.23) 
i (iâ) 
on a square lattice. The on -site energies ei are assumed to be independent random 
variables, taking the value +U with probability p and -U with probability 1 - p. 
The hopping term in eq.(1.23) is taken to be the same for all nearest -neighbour 
pairs. Suppose one is interested in finding the conductivity between two sites A 
and B, as shown in figure 1.4. This will be proportional to the square modulus 
of the matrix element, I, connecting these sites (see [28]). Each step along the 
path from A to B introduces a factor V/U into the overall matrix element, so if 
one takes the limit V « U, the matrix element will be dominated by the walks 
directed along the line AB. Two such directed walks are shown in figure 1.4. 
Hence, one can write the matrix element I as 
I= Tr( )L- 1EIICi (1.24) 
U w iEw 
where A and B are separated by L steps, the summation includes all directed 
walks from A to B and 1i = U /ei = +1 [28]. Eq.(1.24) looks very similar to 
the definition of the partition function for the polymer problem (eq.(1.2)). In the 
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directed polymer case, each walk contributes its Boltzmann weight, exp [-E,17'1, 
to the sum, whereas here each walk contributes VLU1-L {hew c . So this hopping 
conductivity problem is essentially the directed "polymer problem generalised to 
include positive and negative Boltzmann weights. The effect of this generalisation 
will be explored in chapter 5. 
1.4 Review of some recent work 
With the exception of the mean field limit, the problem of directed polymers in 
a random medium is probably best understood in 1 + 1 dimensions. In this case 
a replica solution [29] and the mapping on to Burgers's equation [5] show that 
the exponents w and v take the values 1/3 and 2/3 respectively, the system al- 
ways being in a strong coupling phase. An exponent identity, connecting w and 
v, is known to be valid in all dimensions [3,30,31]. Hence, once one knows one 
of these two exponents, the other can be inferred. A dynamic renormalisation 
group analysis of Burgers's equation with noise [32] and the KPZ equation [31] 
has tried to investigate the problem in dimensions above 1 + 1, as has a recent 
functional renormalisation group approach [33,34,35]. In addition to these ana- 
lytic approaches, there have been several numerical investigations of the problem 
aimed at evaluating the exponents w and v [36,37,38], or calculating the thermal 
properties of the system [39]. This section presents a summary of some of these 
approaches to the problem of directed polymers in a random medium. 
1.4.1 The replica approach in 1+1 dimensions [29] 
In order to obtain the free energy of the system one wants to perform the disorder 
average of the logarithm of the partition function. This difficulty is often avoided 
in disordered systems by using the replica trick [15], 
n 
(1n Zt ) = lim 
Zt - 1 
n 0 n 
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(1.25) 
In fact one can sometimes obtain more information from (Zr) than just the free 
energy by using its cumulant expansion, 
(Z;') =exp [ 
ni 
Ci(ln Zt) ] (1.26) 
i 2. 
where Ci is the ith cumulant. Using the definition of the partition function in 
the continuum, eqs.(1.3)-(1.5), one can perform the Gaussian integrals over the 
random potential, Vt(r), to obtain 
(Zt (r)) = 
fxi(0)=r 
Dxl(s) r DX2(s) . . % Dx(s) 
.las(0)=r fxn(o)=r 
¡t 1 2 nK(0) exp[ - 
J o 
ds {- (i4 -- ...+x) 
-E K(xi(s) - x;(s)) } ]. (1.27) 
i<i 
(Notice that this path integral is not well- defined if K(x) = 8(x).) From eq.(1.27) 
one can see that (Zt (r)) satisfies an n- particle imaginary time Schrödinger equa- 
tion, 
a(Zatr)) - -2 Di -E K(xi - xj) (41(r) ). (1.28) 
s =1 i<3 
In the thermodynamic limit (t -* oo) the ground state will dominate, with (Zt (r) ) 
behaving as 
(4'(r) ) exp [ -Ent] (1.29) 
where En is the ground state energy of the Schrödinger operator, 7-[, on the right - 
hand side of eq.(1.28). If we now take the random potential to have no spatial 
correlations, i.e. K(x) = 7/28(x), this Schrödinger operator becomes 
(1.30) 
i =1 i<j 
In 1 + 1 dimensions, the ground state energy and wavefunction of this operator 
can be found using the Bethe ansatz [29], to yield 
4 
En 24o- n(n2 - 1). (1.31) 
So, comparing egs.(1.26),(1.29) and (1.31), one sees that the first three cumulants 
of the logarithm of the partition function are given by 
lim 1 C1(ln Zt ) 
t 
lim 1 C2(ln Zt) t.t 









One can write ln Zt as 
ln Zt = at + btu , 
where a is a constant of order one, b is a fluctuating quantity of order one and w 
is the energy fluctuation exponent. Substituting this form for In Zt into eqs.(1.32) 
one can conclude that the exponent w must take the value 1/3. The other expo- 
nent, y, can then be inferred using the exponent identity eq.(1.48), to be discussed 
later. 
Recently there have been attempts to extract more information from this method 
[40,41], but one is hampered by not knowing the other eigenfunctions of the oper- 
ator 7-1 of eq.(1.30). In higher dimension the ground state energy of this operator 
cannot be found using the Bethe ansatz and is not known. 
1.4.2 The Burgers's equation mapping in 1 +1 dimen- 
sions [5] 
In section 1.3 it was noticed that the continuum version of the directed polymer 




O2vt - rOVt. (1.33) 
In 1 +1 dimensions (vt(r) = vt(x)), this equation possesses an invariant probability 
distribution, P( {vt(x) }), given by Gaussian white noise, 
P( {vt(x) }) cc exp J dx q(x)1. (1.34) 
One way to see this is to discretize eq.(1.33) in the form 
vt+ot(x) - vt(x) = 2(0 )2 ( vt(x + Ax) - 2vt(x) + vt(x - Ox) ) 
At 
60x [ 
vt(x + Ox) (vt(x) + vt(x + Ox)) - vt(x - Ox) (vt(x - Ax) + vt(x)) ] 
At 
Ox (V 
(x + Ox) -V (x) ) (1.35) 
and hence derive the Fokker -Planck equation that corresponds to this Langevin 
equation. One can then show that a discretized version of eq.(1.34) is a stationary 
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probability distribution. Once one knows this invariant distribution, one can 
calculate the fluctuations of the free energy of the polymer problem, by noticing 
that from eqs.(1.21) and (1.14) 
v = -ax In Zt(x) (1.36) 
and that in the steady state vt(x) will be Gaussian white noise of variance a-772. 
From this one can conclude that 
2 
((in Zt(x) - ln Zt(x'))2 ) = x - (1.37) 
As the transverse displacement fluctuations and ground state energy fluctuations 
scale as the polymer length, t, to exponents v and w respectively, eq.(1.37) relates 
these exponents, to give 
2w = v. (1.38) 
Together with the exponent identity to be discussed in the next section this shows 
that in 1 + 1 dimensions w = 1/3 and v = 2/3. 
1.4.3 Dynamic renormalisation group analysis of the KPZ 
equation [31, 32] 
Dynamic renormalisation group calculations have been carried out on both Burg - 
ers's equation with noise and the KPZ equation. Here the case of the KPZ equation 
will be discussed. (The calculation for Burgers's equation would follow in exactly 
the same way.) It is convenient to use the KPZ equation in d = d' + 1 dimensions 




(V ht(r))2 + oV (r) (1.39) 
where the parameter a has been introduced in front of the nonlinear term (a = 1 
in eq.(1.15)). After a Fourier transform, introducing a cutoff A 
ht(r) = 
J L<A 
dSl dd'k h(k, cl) ei(-nt) (1.40) 
0o (2x)d 
eq.(1.39) becomes 
h(k, S2) = crGo(k, SZ)V(k, S2) 
- 2 Go(k, SZ) f 1 dS2' dd`g (2)d q.(k - q) h(q, S2') h(k - q, S2 - S2')(1.41) 
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has been introduced. Eq.(1.41) can now be solved perturbatively in the strength 
of the nonlinearity, A. In doing so one obtains perturbation expansions for an ef- 
fective propagator, an effective nonlinearity strength and an effective width for the 
random potential. The one -loop terms in these expansions are found to diverge if 
d' < 2. However, the perturbation expansions can be turned into a renormalisa- 
tion by integrating out wavevectors in the shell e -tA < q < A. One then needs to 
rescale the wavevectors, time and heights according to : 
k ->e-tk t ->etl"t ht(r) --> et/vhexp[t/vlt (etr) (1.43) 
This enables one to obtain flow equations for the renormalisation of the surface 
tension, o-, the width of the random potential, 772, and the nonlinearity strength, 
A, which read to one loop: 
dcr [2- A2712 Kdi(2 - d') 1 
dl v 
-2 + 
cr3 d' J 
dl 
772 
L v d' 
2cv 








One now wants to find the fixed points of these equations, egs.(1.44)- (1.46). One 
way to do this is to adjust w and v so that o- and 772 are left unchanged, leaving 
one with the following flow equation for the nonlinearity strength, 
da 2 - d' 2d' -3 A3772 
dl 2 
a -{ Kd 
d' cr3 
(1.47) 
The fixed points of this equation can now be investigated. There is a fixed point 
at A = O. If d' > 2 (d > 2+1) this fixed point is attractive and one expects a weak 
coupling phase where the nonlinearity is irrelevant. No attractive strong coupling 
fixed point ofeq.(1.47) exists ifd>2 +1. If d'<2(d<2 +1) the A =Ofixed 
point is repulsive and one expects that A should flow to a strong coupling fixed 
point, controlled by the nonlinearity of the KPZ equation. If d = 1 + 1, eq.(1.47) 
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possesses such an attractive strong coupling fixed point, at which the exponents 
take the values w = 1/3 and v = 2/3. One must remember that these results are 
perturbative in the nonlinearity strength, a, and so will only hold provided that 
A is small enough. 
From eq.(1.46) one can see that at any strong coupling fixed point one has an 
exponent identity 
w + 1 = 2v. (1.48) 
This identity is a consequence of an invariance of the KPZ equation. The KPZ 
equation is invariant under an infinitesimal tilting of the surface through an angle 
a 
h-h+a.r r ->r - ata t->t. (1.49) 
This invariance is preserved under the renormalisation and this causes corrections - 
to equation (1.46) to vanish to all orders in perturbation theory [31], so that the 
flow equation for A, eq.(1.46), is, in fact, exact. The identity eq.(1.48) is, therefore, 
exact in all dimensions. This identity can also be obtained by assuming a contin- 
uum elastic description for the polymers [3] or by a mode- coupling approximation 
on the KPZ equation [30]. 
1.4.4 Functional renormalisation of the replicated system 
[33,34,35] 
Another method used to try to extract information about the exponents w and v 
is that of functional renormalisation. In this approach one assumes that the ran- 
dom potential of the continuum formulation is Gaussian with a variance given by 
eq.(1.4) and one examines the flow of the function K(x) under a renormalisation. 
The first step in the calculation is to evaluate the effective action of the replicated 
Hamiltonian, eq.(1.27), to one -loop order. This effective action can be expressed 
in terms of an effective Gaussian variance or replica interaction strength, Keff. 
The second step is then to perform a renormalisation on Keff, integrating out 
the Fourier modes with frequencies between e -IA and A (A is the cutoff in the 
Fourier space conjugate to the length of the polymer t), and then carrying out the 
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e(3 -401 ZK(evi 
x) (1.50) 
Hence one can obtain an approximate flow equation for the renormalisation of the 
variance of the random potential. This is given by 
ô(g2K) 
ai 









where the prime denotes differentiation with respect to the modulus of x, x. The 
result is given here for the product v2K, as this corresponds to the quantity 
considered in [33 -35]. 
The aim is now to determine the fixed point (FP) functions of eq.(1.51). For large 
values of x one can neglect the nonlinearities and consider only the linear terms 
in eq.(1.51). The resulting linear equation has two independent solutions, which, 
for large x, are of the form 
62KFP(x) ti x(3/v -3 -d) exp and a-2K(x) x4 -31 ". (1.52) {2'(o)J 
Halpin -Healy [33] has adopted the procedure of matching the algebraic decays of 
these two solutions to obtain the exponent v, 
(1.53) 
d) 
which reproduces the correct answer when d = 1 + 1, but vanishes as d -> oo, 
instead of giving the known result v = 1/2. One interpretation of these results [35] 
is that eq.(1.53) should be a valid approximation to v when y > 1/2 (d < 4 + 1) 
and that above this upper critical dimension the exponent sticks at the value 1/2 
in both weak and strong coupling phases. 
1.4.5 Numerical simulations 
As the analytic approaches of sections 1.4.1 - 1.4.4 have yielded little information 
about the strong coupling phase outside the mean field limit and dimension d = 
1 + 1, numerical calculations have proved particularly valuable. 
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Dimension w v Reference 
2 +1 0.22 + 0.02 0.66 + 0.06 t Wolf and Kertész [36] 
3 +1 0.146 ± 0.015 0.61 ± 0.08 t 
2 +1 0.250 + 0.005 0.63 ± 0.02 t Kim and Kosterlitz [37] 
3 +1 0.20 ± 0.01 
2 +1 0.240 + 0.001 0.623 ± 0.009 t Forrest and Tang [38] 
3 +1 0.180 + 0.005 0.60 ± 0.03 f 
2 +1 0.225 ± 0.005 0.613 ± 0.005. Renz [42] 
3 +1 0.165 + 0.010 0.585 + 0.010 
4 +1 0.1 ± 0.1 0.55 ± 0.02 
Table 1.1: Some recent results on the exponents w and v (f indicates that the 
errors have been estimated from errors given on the exponents of the growth 
problem). 
The principal effort has been directed at trying to determine the exponents w and 
v. Some of the current best estimates of these exponents are given in table 1.1. 
It was pointed out in section 1.3 that there exists a mapping from the continuum 
directed polymer problem to the KPZ equation, eq.(1.15), believed to describe 
many models of surface growth. This link allows one to obtain the exponents w 
and v from the knowledge of the exponents characterising a growing surface (see 
eqs.(1.19)-(1.20)). The estimates of w and v due to Wolf and Kertész [36], Kim 
and Kosterlitz [37] and Forrest and Tang [38] were obtained using this approach. 
(Wolf and Kertész simulated a noise -reduced Eden model, Kim and Kosterlitz a 
restricted solid -on -solid model and Forrest and Tang a hypercubic stacking model.) 
The data due to Renz [42] were obtained directly from a study of the directed 
polymer problem. If ZL(r) is the partition function for directed polymers of length 
L emanating from r, one can write a transfer matrix equation connecting the set 
of partition functions for all the sites {r} on the lattice, {ZL(r) }, to that at the 
next time step {ZL.4_1(r) }. This allows one to study the directed polymer problem 
using transfer matrix methods. Renz exploited this approach to determine the 
exponents up to dimension d = 4 + 1. From their numerical data, Wolf and 
Kertész and Kim and Kosterlitz have made conjectures on the behaviour of w and 
v with dimension. These are 
Wolf and Kertész [36] : w = 
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2d 1 2d v 1 (1.54) 




v = (1.55) 
These both agree with the known results in the mean field and d = 1 +1. However, 
neither agrees with the recent accurate results of Forrest and Tang [38]. 
The transfer matrix method has also been used to investigate the thermal proper- 
ties of directed polymers in a random medium. Derrida and Golinelli [39] evaluated 
the specific heat and third derivative of the logarithm of the partition function 
with respect to inverse temperature by transfer matrix techniques. Their results 
clearly show a phase transition when d = 3 + 1, with the expected behaviour ob- 
served in the high temperature phase (the nature of the high temperature phase 
will be discussed in the next chapter), and no transition in dimension d =1+ 1, 
as expected. The data in dimension d = 2+ 1 indicate a possible phase transition, 
although the nonlinearity is found to be marginally relevant in the dynamical 
renormalisation treatment in this dimensionality [31]. 
1.4.6 Outline of the work to be presented in the following 
chapters 
In addition to the work outlined above, several other results have been obtained on 
the directed polymer problem and these will be discussed in the following chapters. 
The nature of the high temperature or weak coupling phase is well understood 
[43,44] and it is possible to prove the existence of a phase transition for the system 
in dimension d> 3 + 1 [44]. This is discussed in chapter 2. It has been mentioned 
earlier that the mean field limit of the problem can be solved exactly [14]. This 
solution, and the high dimension expansion [45,46] that can be performed around 
it, will be dealt with in chapter 3. One can often gain insight into a statistical 
mechanical system by the use of real space renormalisation group techniques. 
This approach has been used, by taking the regular lattice on which the directed 
polymers exist to be a hierarchical lattice [47,44]. The results obtained on these 
lattices, on which real space renormalisation is exact, are presented in chapter 4. 
Finally the problem of directed polymers in a random medium is generalised, as 
was briefly discussed in section 1.3, to allow positive and negative "Boltzmann 
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Bounds on the transition temperature 
It has been shown by Imbrie and Spencer [43], that, for the problem of directed 
polymers in a random medium in sufficiently large dimension and above a certain 
temperature, there exists a phase characterised by two properties. Firstly it is 
diffusive, i.e. -the disorder transverse fluctuation exponent v, eq.(1.10), is equal 
to 1/2 and secondly, with probability one, its free energy is equal to the annealed 
free energy, i.e. 
i 1n ZL = i In (T z) with probability 1. (2.1) 
In this chapter a slightly different demonstration of eq.(2.1) is given [44]. By 
extending this calculation, one can obtain bounds on the transition temperature 
between the low temperature, or strong coupling, phase and the high temperature, 
or weak coupling, phase in dimension d > 3 + 1 and hence prove the existence of 
the transition [44]. 
2.1 Nature of the high temperature phase 
Consider the directed polymer problem defined on some regular lattice, as de- 
scribed in section 1.1.1. To determine the nature of the high temperature phase 
one needs to evaluate the ratio (4,)/(ZL)2. This can be written as 
(Zr) [ ((exP[_2c/T]))? 
(ZL)2 
.O (eXp [ - /T ] ) 
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(2.2) 
where Pn is the probability that two directed walks have exactly n sites in com- 
mon. (Here the site randomness version of the problem is considered, but the 
calculation would follow similarly for bond randomness.) When the two walks 
occupy the same site they contribute (exp [-261T]) to (Z1), whereas when they 
occupy different sites they contribute (exp [ -e /T ] )2. In the limit L oo the 
quantity Pn will always take the form 
Pn A"-1(1 - A) 
Po = 0 (2.3) 
where A is the probability that the two directed walks meet at least twice. The 
two walks must always meet at least once, as they start from the same point, so 
P0 = O. A is a lattice -dependent quantity, and is less than one for all regular 
lattices in dimension d > 3 + 1 [49]. Using egs.(2.2)- (2.3), one can show that, if 
d > 3 + 1 and the temperature exceeds some value T2, 
i (( L) B (2.4) 
where 
B 
(1 - A)(exp [-2e/T])/(exp [-e/T])2 
(2.5) 
1 - A(exp [ -2e /T ]) /(exp [-ea] )2 
The temperature T2 is given by the temperature at which B diverges. So, T2 is 
the solution of 
(exp [-2E/T2] ) 1 
(2.6) 
(exp [-E1712])2 A 
Notice that B diverges at T2 and decreases as the temperature is raised, towards 
the limiting value of B = 1. If the dimensionality is less than or equal to 2 -I. 1, 
A = 1 and B will diverge at all temperatures. 




CI )= B- 2C +C2. 
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One can see this by noting that 1C- ZL /(ZL) I < D means that C -D < ZL /(ZL) < 
C + D. So, taking the logarithm, dividing by L and letting L -+ oo gives one 
eq.(2.9). By maximising the right -hand side of eq.(2.8), one can maximise the 
probability that eq.(2.9) is true. This is done by letting D approach C from below 
and setting C = B. One then sees that eq.(2.9) is true with a probability of at 
least 1 /B. 
So far this has been valid for any regular lattice in sufficiently high dimension, 
the lattice- dependence being contained in A. Let us now consider a particular 
example. Suppose the problem is defined on a d = d' + 1 dimensional lattice, such 
that at each step the polymer occupies one site of a d'- dimensional hypercubic 
lattice. For a polymer of length L one therefore has a series of L d'- dimensional 
hypercubic lattices. If the polymer occupies the site r on the d'- dimensional 
lattice at step 1, it is allowed to visit any of the 2d' neighbours of site r on the 
d'- dimensional lattice at step 1+ 1. The random energies, e, are placed on the sites 
of the d- dimensional lattice. In this geometry one can calculate A using random 
walk theory [49], to yield 
1 1 
1- A (2x)d, f dgi f dgd 1- (1/d12)(Eµ= 1 cos (2.10) 
So for this lattice, one can show that eq.(2.9) is true with at least a probability 
1 /B, where B is given by eq.(2.5) and eq.(2.10). 
In fact one can improve on this, by showing that the free energy is given by the an- 
nealed free energy with a probability arbitrarily close to one. This can be achieved 
by removing the first steps of the polymers. For clarity only the specific case de- 
fined above will be considered. If Y(l, n) is the partition function of the directed 
walks of l steps commencing anywhere within a finite d'- dimensional hypercube of 
linear size 2n and one assumes that the support of the energy distribution, p(e), 
is bounded, with < a, one has the inequality 
exp [ -na /T] Y(L - n, 
d' 
) < ZL < (2d')n exp [na /T] Y(L - n, n). (2.11) 
The upper bound is obtained by noting that exp [na /T] cannot be smaller than 
the energy contribution of the first n steps of each walk. Also, after n steps each 
walk commencing at the origin has to be contained within the d'- dimensional 
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hypercube of linear size 2n centred at the origin and the number of walks reaching 
each point of this hypercube is certainly less than (2d')n. The lower bound can 
be derived similarly: the energy contribution of the first n steps of the walks is 
not smaller than exp [ -na /T] and there is at least one walk reaching each point 
of the hypercube of linear size 2n /d' centred at the origin. 
Now (Y2(L,n)) /(Y(L,n))2 can be computed in the same way as (ZL) /(ZL)2, to 
give, for T > T2, 
(Y2(L, n)) i (Y(L,n))2 - Bn 
where 
(2.12) 
Bn = 1 - Qn + (exp [ -2 /T] )/(exp [ -E /T] )2 Qn (2.13) 
1 - A(exp [-2E/T])/(exp [ - /T.] )2 
and Qn is the probability that two-directed walks starting at two randomly selected 
points in a d'- dimensional hypercube of linear size 2n will ever meet. If d > 3 + 1 
the further apart the starting points are, the smaller the probability that the two 
directed walks will ever meet. So, by making n large enough, one can make Qn 
as small as required, and hence make Bn as close to one as one wishes. So, using 
reasoning parallel to that behind eq.(2.4) and eqs.(2.7)-(2.9), one can show that 
for T > T2 (see eq.(2.6)) 
lim In Y(L, n) = i m In (Y(L, n)) with prob. at least 1 /Bn (2.14) L -4L 
It only remains to notice that 
(Y(L, n) ) = (2n)di (ZL) (2.15) 
and use the inequality eq.(2.11) and eq.(2.14) to prove, by taking n to be as large 
as desired, that, for d > 3 + 1 and T > T2 (see eq.(2.6)) 
i in ZL m ln (ZL) with probability 1. (2.16) L L 
So, one has demonstrated that the free energy in the high temperature phase is 
given, with probability one, by the annealed free energy. 
Knowing the analytic form of the free energy, one can compute other thermal 
properties in the high temperature phase, such as the specific heat and entropy, 
with probability one. For example, differentiating the free energy with respect to 
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temperature, one sees that the entropy, S, is given for the geometry defined above 
by 
S = In (2d') + In (exp [ - + /T]) 
Te(exp[ -e /T ]) with probability 1 . (2.17) 
2.2 Obtaining the bounds 
In the preceding section, the nature of the high temperature phase has been es- 
tablished and it has been shown that a high temperature phase exists above a 
temperature T2, given by eq.(2.6), when the dimension d > 3 + 1. Notice that 
this does not imply that there is a phase transition at T2. It is perfectly possible 
for the high temperature phase, characterised by eq.(2.16), to extend below this 
temperature. 
It has been shown above that the entropy of this high temperature phase is given, 
for the particular case under discussion, by eq.(2.17). The entropy of any lattice 
model cannot be negative. One can therefore conclude that a phase with free 
energy given by eq.(2.16) cannot exist below the temperature, T1, at which the 
entropy given by eq.(2.17) vanishes. 
So, in dimension d > 3 + 1 one has bounds on the transition temperature, Tc, 
between a low temperature phase and the high temperature phase characterised 
by eq.(2.16). For d > 3 + 1 
T1 < T,, < T2 (2.18) 
where T2 is given by eq.(2.6) and T1 is the temperature at which the annealed 
entropy vanishes. One has therefore proved the existence of a phase transition in 
d > 3 + 1 dimensions. In dimension d = 2 + 1 one can only conclude that if a 
transition to this high temperature phase exists, it must lie above T1. 
It has been assumed above that there exists a T1 > 0 for all choices of p(e). This 
will be so for most, but not all, distributions. Clearly if one chooses a single delta 
function for p(e), and so has no disorder, the annealed entropy will not vanish. 
Also, if one considers a percolation distribution, p(e) = pS(e + J) + (1 -p)b(e - J), 
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for values of p above the percolation threshold the annealed entropy will not vanish 
and one has no lower bound on the transition temperature. 
The proof leading to eq.(2.18) can, in principle, be extended to any lattice re- 
alisation of the directed polymer problem. Changing the lattice and particular 
distribution of random energies would merely alter the precise values of T1 and 
T2. As an example, consider the geometry defined in section 2.1 and take the 
random energies to have a Gaussian distribution of unit width. One can then 
obtain explicit values for T1 and 7'2 in different dimensions [49]. One finds that 
0.6 
0.528 





T< < (ln (2(0) -1 /2 
ifd =2 +1 
if d = 3 + 1 
for d = d' + 1 large (2.19) 
In the limit d - oo (mean field) one finds that the true value of T, is equal to the 
lower bound [14]. 
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Chapter 3 
The mean field limit and the 1/d expansion 
The - problem of directed polymers in a random medium can be solved exactly in 
the mean field limit [14], yielding relatively simple expressions for the thermal 
properties of the system. The solution can be obtained without recourse to the 
replica method, despite the fact that the low temperature phase is characterised by 
broken replica symmetry. Using the novel idea of " n- tree " approximations [45,46], 
it is possible to expand about this mean field limit and obtain 1/d expansions for 
many properties of the system. This chapter is principally concerned with the 
method and results of the 1/d expansion for the directed polymer problem. As a 
prelude to this, the mean field solution itself is first considered. 
3.1 The mean field limit 
A mean field version of the problem of directed polymers in a random medium 
can be solved exactly [14], for any distribution of disorder, by taking the regular 
lattice to be a branch of a tree (see fig. 3.1). Let the tree have a coordination 
number K 1 (K = 2 in fig. 3.1). As usual, for each bond, ij, of the lattice 
one chooses a random energy, eij, according to a given distribution p(eij). (The 
discussion will be restricted to bond randomness, although site randomness could 
be treated similarly.) This mean field problem can be solved using an analogy with 
travelling waves [14,46], or by a replica method [50]. Both of these approaches are 
outlined below. The solution can also be obtained by using results known on the 
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Figure 3.1: A directed walk, shown in bold, on a tree with K = 2. 
generalised random energy model (GREM)[51]. The close relationship between 
the mean field directed polymer problem and the GREM will be discussed in 
chapter 5. 
3.1.1 Travelling wave approach 
Consider the mean field problem as defined above. If ZL(0) is the partition func- 
tion of the KL directed walks of length L starting at 0, defined by eq.(1.1) and 
eq.(1.2), one can write a recursion relation connecting ZL and ZL +l 
ZL +1(o) = e- oiiTZL(i) (3.1) 
i=1 
where ZL(i) is the partition function of the walks in the ith branch and eoi is the 
energy of the bond connecting the origin to the ith branch. The energies, ei are 
independent random variables and so the partition function itself is random. It is 
therefore natural to consider a generating function of ZL, HL(x), defined by: 
HL(x) _ (exp [-e-yTZL1) . (3.2) 
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Using HL(x) the recursion eq.(3.1) takes the simple form 
HL +1(x) = [ f p(e)HL(x -F e) dd 
iC 
(3.3) 
where it has been noticed that Eoi, ... , eok and ZL(1), ... , ZL(K) are indepen- 
dent random variables. Notice that eq.(3.3) is independent of temperature. The 
temperature dependence only remains in the initial condition, 
Ho(x) = exp [-e-x/7.]. (3.4), 
It can easily be seen from eqs.(3.2) and (3.4) that 
HL(x) -> 1 when x -; +-oo 
HL(x) -> 0 when x - -oo. (3.5) 
Hence HL(x) has the shape of a wave front. Equation (3.3) is a travelling wave 
equation, belonging to a class of nonlinear equations of the diffusion- reaction 
type, and has properties similar to those of the K.P.P. (Kolmogorov- Petrovsky- 
Piscounov) equation [52], 
aH 52H 
aL - ax2 + H2 -H (3.6) 
Finding the solution of the travelling wave equation, eq.(3.3) or eq.(3.6), for large 
L, is not simple. However, it has been shown, by Hammersley [25] for eq.(3.3) 
and by Bramson [52] for eq.(3.6), that for large L, the solutions of these equations 
become travelling waves, W, which move with velocity y, 
HL(x) = W(x - vL - c(L)) (3.7) 
where c(L)/L-OasL oo. 
In general the exact form of W is not known, but the analytic expression of the 
velocity is easy to obtain. The velocity of the wave, y, depends upon the initial 
condition. For an initial condition of the form 




with Ho(x) a monotonic function, it has been shown [52,25] that the velocity is 
given by 
v = G1(7) 
= G1(y) = Vmin 
where 
if -y <7min 
if -y > 7min (3.9) 
Gl(7) = 1 
7 
ln [K f p(e)e-"' del (3.10) 
and -yin is the value of -y that minimises the velocity, i.e. 
7min 
= 0. (3.11) 
(G1(7) has a single minimum: this can be shown by using the fact that the second 
derivative of 7Gí(7) with respect to 7 is always positive.) From eqs.(3.9)-(3.11), 
one sees that the exponential decay, 7, of the initial condition controls the velocity 
of the travelling waves. If -y < 'ymn the velocity varies continuously with 'y, whereas 
if 7 > the velocity remains fixed at its minimal value, vmm. 
These properties of the travelling waves (eqs.(3.7)-(3.11)) can .be mapped on to 
properties of the partition function. From eq.(3.2), one sees that the distribution 
of In ZL is concentrated near the place where the wave front is located. This 
implies, from eq.(3.7), that -v can be identified with the free energy per unit 
length of the system, and so 
where 
lim L (lnZL) = G1(1/T) 
= Gl(7min) 
T,7min = 1. 
T>T, 
T <T, (3.12) 
(3.13) 
From eq.(3.12), one sees that the entropy vanishes in the whole of the low tem- 
perature phase, so that the system is completely frozen. One can conclude from 
eq.(3.7) that the width of the probability distribution of In ZL must be of order 
one and this means that the energy fluctuation exponent, defined by eq.(1.8), 
w = 0. It is not, however, possible to obtain an explicit expression for the ground 
state energy fluctuations, as this would require the knowledge of the shape of the 
travelling wave. 
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3.1.2 Replica approach 
One can consider the same mean field problem using a replica approach. The free 
energy will be calculated using the replica trick [15], 
n 
lim lim 
In (ZL) (ln ZL 
(3.14) 
L-+oo n- .O nL L -*co L 
(Zr) can be thought of as the average of the partition function for n walks or n 
replicas of the system. Following the Parisi scheme [16,17], one assumes that the 
arrangements of the n walks which give the leading contribution to (Zr), for large 
L, are organised as follows: 
- the n walks remain together initially for a length LQ1 
- the walks then split into m1 groups of n/mi walks each and remain so for a 
length L(q2 - q1) 
- the walks then split into mj groups of n /mi walks each, remaining so for a length 
L(qj +1 - qj) 
- the walks finally separate into mm = n individual walks, a length L from the 
starting point. 
Therefore one has 
qo = 0<Q1< - . <qj <...<qM =1 
1 = mo <ml <... <mj <... <mM =n. 
(3.15) 
(3.16) 
Then for large L, (Zr) is dominated by 
((ZL)n) maxmax ]J exp {L(qji - gj)mj In [Kfp(e)exp(_nE/miT)de]} 
(3.17) 
To evaluate (Zr) for large L, one has to find the set {qj }, {mil which maximises 
the exponent in eq.(3.17). In the limit n -* 0, required in eq.(3.14), following 
Parisi [16,17], eq.(3.16) is inverted to give 
1 =mo >ml >... > raj >... >mM =n =O (3.18) 
and the limit M -* co is taken by defining a function, x(qj), such that 
n 
m, xgJ ( ) ' 
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(3.19) 
with qi becoming a variable that is continuous on the interval [0,1] and 0 < x(q) < 
1. Then using eq.(3.14) and eq.(3.17) one obtains 
f1 
i m extr. (q) In [KJp(E)exp(_ex(q)/T)] (3.20) 
where "extr." indicates that one must take the extremum over all possible func- 
tions x(q). 
As there is no explicit q- dependence in eq.(3.20), x(q) must be a constant. Hence 
one finds that 
x(q) = 1 T>T, 
= Tymin = Tc . 
where ymin is defined by 
T< T, ( 3.21) 
(dCl()) = 0 (3.22) 
with 
1 In Gi(y ) = 
y 
7min 
K f p(e)de] [e-" (3.23) 
So one can conclude from egs.(3.20) and (3.21) that 
i m L (ln ZL) = TG1(1 /T) T > T, 
= TG1(y) T < Tc. (3.24) 
This is the same as egs.(3.10)- (3.13), which were derived using the travelling wave 
analogy. 
One can also determine the overlaps from this replica calculation. (These were 
defined in section 1.2, eq.(1.11).) The probability distribution of the overlap 
between two walks, P(q), can be calculated using the identification [53,54] 
P(q) - `'á(q) (3.25) 
q 
Hence, from eq.(3.21), one can see that, for T < TT, P(q) is composed of two delta 
functions 
P(q) = Tyminb(q) + (1 - Tymin)b(q - 1) 
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T < Te. (3.26) 
Above TT, P(q) is a single delta function at q = O. 
P(q) = s(g) T > T (3.27) 
In the low temperature phase P(q) is not a single delta function, q is not self - 
averaging and one can conclude that the phase has broken replica symmetry. 
This is analogous to the overlaps in the low temperature phase of the mean field 
spin glass [1]. 
One can, in addition, extract some information about the valley structure of the 
energy landscape from eq.(3.26). The replica symmetry breaking indicates a many - 
valley energy landscape. Assume one has a certain number of valleys, each valley 
a having a weight Sla. If two walks fall in the same valley they have an overlap 
of unity and if they are in different valleys they have a zero overlap. Hence, from 
eq.(3.26), it follows that 
(ES1.2) =1-Trymin 
a 
T < (3.28) 
(This result will be useful in the 1/d expansion of the transverse fluctuations, see 
section 3.2.3.) 
3.2 The n -tree approximation and the 1/d ex- 
pansion 
In this section the method of " n- tree " approximations will be presented and it will 
be shown how this can be used to develop 1/d expansions for various properties of 
the directed polymer on a d- dimensional hypercubic lattice [45,46]. The geometry 
considered is as follows. For each bond of the d- dimensional hypercubic lattice 
one chooses a random energy, e1 according to a given probability distribution 
p(esg) . The walks will be directed along the (1,1, ... , 1) direction of the lattice. 
This means that at each step one coordinate must increase by one, so that if the 
walks commence at the point r = (x1, x2, ... , xd) they can end after L steps at 
any point r' = (x1 + ni, x2 + n2, ... , xd + nd) with n1 + n2 + + nd = L. 
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The idea of n -trees is introduced and the free energies of the first few (n = 1, 2,3) 
n -tree approximations to the polymer problem are derived in section 3.2.1. Then, 
in section 3.2.2, it is explained how these n -tree approximations can be turned 
into high dimension expansions for some of the thermal properties of the system. 
Sections 3.2.3 and 3.2.4 deal with the 1/d expansions for the transverse fluctu- 
ations and overlaps respectively. For ease of calculation the results presented in 
sections 3.2.2 -3.2.4 assume an exponential distribution for the random energies. 
The generalisation of these results to other distributions is considered in section 
3.2.5. Finally, in section 3.2.6, the validity of the n -tree approach to obtaining 
1/d expansions is tested, by applying the method to some problems for which the 
results can be obtained by other means. 
3.2.1 The n -tree approximation method 
Consider the partition function ZL(r), for directed walks of length L emanating 
from the point r in the geometry defined above. A recursion relation can be 
constructed for ZL(r), 
d 




ai(r) = exp L- Err +e: /T] (3.30) 
where ei are the unit vectors of the lattice in the directions in which a step is 
allowed, and the initial condition is 
Zo(r) = 1. (3.31) 
Equation (3.29) is very similar to the recursion, eq.(3.1), which was valid for the 
tree. The main difference is that, in eq.(3.29), the ZL(r + ei) are correlated. For 
example, ZL(r + ei) and ZL(r + e;) are correlated because they both depend on 
ZL- 1(r +ei +e3). 
The n -tree approximations cope with these correlations in a systematic way. These 
approximations become exact in the limit n -3 00.` To obtain the n -tree approx- 
imation to the problem, one iterates eq.(3.29) n times exactly and then neglects 
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a) I - tree 
b ) 2 - .tree 
c) 3- tree 
Figure 3.2: (a) the 1 -tree, (b) the 2 -tree, (c) the 3 -tree drawn for d = 2. 
the remaining correlations. In other words, one takes account of the correlations 
on the first n steps of the lattice exactly and then constructs a tree from this 
motif, by neglecting other correlations. Diagrams of the 1 -tree, 2 -tree and 3 -tree 
are shown, for d = 2 = 1 + 1, in figure 3.2. 
The 1 -tree approximation 
The first approximation, a 1 -tree, neglects all correlations on the right -hand side of 
.eq.(3.29). This gives the mean field problem of eq.(3.1), with K = d, the solution 
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of which has been discussed in section 3.1. If F,ti(T) is the free energy per unit 
length of the n -tree, then from egs.(3.10)- (3.13) 
F1(T) _ -G1¡(1/T) 
= -G1(7min) 
where 
and 7n,ln is given by 
G1(7) = 1 
7 




As before, ( ) denotes an average over disorder, so that 




(e-"E) _ % P(E)e-"Ede. (3.35) 
As will become clear later, the calculations are greatly facilitated by choosing the 
distribution of energies to be exponential, 
P(e) = exp [-E] e > 0. (3.36) 
For this distribution, one sees that 
G1(7) = n 
1-7+11. 
(3.37) 
If d is large, one can expand the free energy, given by eqs.(3.32) and (3.37), in 
powers of 1 /d, to yield 
Fi(T) = ed + e d2 O(d-4) 
= T ln [(1 T)/Td] 
T<T, 
T > (3.38) 
and one finds that the transition temperature, TT, is given by 
T 
= 1 d + e2d2 + e3d3 + O(d -4). 7min 
The 2 -tree approximation 
(3.39) 
All of the correlations in eq.(3.29) have been neglected in the 1 -tree approxima- 
tion. To extend the theory beyond the mean field limit one must consider the 
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correlations neglected so far. The 2 -tree approximation starts to do this. The 
2 -tree approximation is obtained by iterating eq.(3.29) twice, to give 
d 
ZL+2(r) 
[ _ ai(r)ai(r + ei)ZL(r + 2ei) 
i=1 
d-1 d 
+ E E [ai(r)aj(r+ ei) +aj(r)ai(r+ei)]ZL(r+ei+ei) 
icl j>i 
(3.40) 
and now neglecting the correlations between the ZL on the right -hand side of 
eq.(3.40). Again one ends up with a tree (see fig. 3.2b), but now it has d + d(d - 
1)12 branches, rather than d branches. The branches are of two types: d branches 
have an energy which is the sum of two random energies ei ej, and the other 
d(d - 1)/2 branches have an effective energy, eeff, given by 
eeff = -T ln [ai(r)aj(r + ei) + aj(r)ai(r + ei)]. (3.41). 
The effective energy on these d(d - 1)/2 branches depends upon the temperature 
and represents the fact that these branches are composed of two paths. 
As a tree structure still remains, the 2 -tree can be solved as before (egs.(3.32)- 
(3.34)). If one defines 
G2(7) = 
2 
In I d (e- r(El +E2)/ 
d(d2 1) ((e_(12)/T e- (ES +E4)/T) "T\ (3.42) 
then the free energy per unit length of the 2 -tree is given by 
F2(T) = -G2 (11T) T > T 
= T < Te 





The extra factor of 1/2 in eq.(3.42) appears because when one iterates eq.(3.40) 
L times the polymer is of length 2L, not L. One sees that ymin now depends 
upon the temperature, because the effective energy on d(d - 1)/2 of the branches 
is temperature- dependent. Tc is still given by eq.(3.13), i.e. is the solution of 

























Figure 3.3: fi is the sum of the weights of all the directed walks connecting the 
two marked points on the diagram i. 
The 3 -tree approximation 
To get successively better approximations to the d- dimensional lattice one can 
consider in turn a 3 -tree, 4 -tree, etc.. For example, for the 3 -tree 
G3(7) = 3y 
ln f d (e_") d(d - 1)(d - 2) /f3( + d(d - 1) f2(T)7T) + T)ryTJ 
(3.45) 
where 
f2(T) = ala2a3 + a4a5a3 + a4a6a7 
and 
(3.46) 
f3(T) = ala2a7 + aia6aio + a4a3a7 + a4asaii + asaeaio + a5a12a11 (3.47) 
where a; = exp [ -et /T1 . One can see that f2(T) and f3(T) are the partition 
functions associated with the directed walks linking the two marked points on 
diagrams 2 and 3 of figure 3.3 respectively. It is clear that as the number of 
energies that must be averaged over increases, the problem becomes much harder. 
So, although the aim would be to proceed to successive n -tree approximations, 
the complexity of the calculations that would be involved makes this approach 
impossible. However, for large dimension the problem is tractable. 
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3.2.2 From n -trees to the 1/d expansion 
To see how one can deal with successive n -tree approximations in high dimension, 
and hence obtain 1/d expansions, it is useful to consider first how the 2- and 3 -tree 
approximations, discussed above, simplify when d is large. 
The 2 -tree for large d 
When the tree solution was expanded for large d, eqs.(3.38) and (3.39), one saw 
that T, was of order 1 /d. The key to obtaining the 1/d expansion is to keep in 
mind that, for large dimension, is small, of order 1 /d, and ymia is large, of order 
d. 
It is the fact that the relevant temperatures are small 1 /d) that simplifies the 
situation. To see this, consider eq.(3.42). One needs to calculate 
(1(T)1 ((e_12»1T + e- (E3+E1) ) (3.48) 
corresponding to diagram 1 of fig. 3.3. As T is at most of order 1/d in the low 
temperature phase, the leading contribution to eq.(3.48) will result from the region 
in the space of 61, E2, e3, E4 where one of the two terms on the right -hand side of 
eq.(3.48) is much larger than the other. One can rewrite eq.(3.48) as 
(f1(T)-rT) = 2 (e + {((e_1 2)/T + e- (E3 +E4) /T) "T) -2 (e -i2} . (3.49) 
Using eq.(3.36), one sees that the first term on right -hand side of eq.(3.49) is 
2(7 + 1) -2, whilst the second is only of order y -4. For example, it is easy to 
show that at T = 0 the second term is -2(37 + 4)(7 + 1) -2(y + 2)-3. Using the 
rearrangement of eq.(3.49), one can recast G2(7) in the form 
[d2 ( 
d(d - 1) + e-(E3+E,)/T)T/ 2 \e-ryE>2}1 G2(7) = 
2y 




The 3 -tree for large d 
To see how the high dimension simplification works in a more complex case, con- 
sider G3(7), given in eq.(3.45). This was complicated because one had to evaluate 
(f2 (T )ryT) and (f3(T )ryT) . However, when d is large these quantities simplify in 
the same way as (fl(T)7T) in eq.(3.49). Take first (f2(T)7T) defined in eq.(3.46). 
As T is small this is dominated by cases in which one of the three terms in eq.(3.46) 
is much larger than the other two. The next largest contribution comes from the 
situations when either the first pair or the last pair are much larger than the other 
term. Smaller again is the contribution due to cases when the first and last terms 
are of similar size, much greater than the middle term, and smallest of all is the 
effect of having all three terms of the same magnitude. Thus one can write 
(f2(T)7T) = 3(a77)3 +2(aryT ) {((aia2 + a3a4)T) -2(aT)2} 
+ {((aia2as + a4a5a6)7T) -2 (aryT )3} + {((aia2a3 + a4a5a3 + a4a6a7)7T ) 
(ala2a3 + a4a5a6)7T ) -2 (all ) 
3 -2 (aryT ) [((aia2 + a3a4)ryT) - 2 (aryT ) 
- 3 (eT)3} . 
2] 
(3.51) 
The leading term is now 3(-y -F 1) -3, using eq.(3.36), the second of order y-5, the 
third of order 7 -6 and the last of order y -7. Similarly, one can rewrite (f3(T)ryT ) 
as 
(f3(T)ryT) = 6 (a:77 )3 + 6 (aryT ) {((aia2 + a3a4)ryT ) -2 (aryT )2} 
+ 9 {((aia2a3 + a4a5a6)ryT ) -2 (aryT )3} 
+ 6 {((aia2a3 + a4a5a3 + a4a6a7)7T) - [((aia2a3 + a4a3a6)ryT ) -2 (aryT 
)3J 
2 (aryT ) [((ala2 + a3a4)ryT ) -2 (a1T)2J - 3 (e7 )3} + 0(7-8). (3.52) 
In eq.(3.52), the first term, of order -y -3, results from cases when one of the six 
walks comprising f3(T) dominates eq.(3.47). The second and third terms (of order 
7 -5 and 7 -6) represent cases when two of the six terms are of similar size, much 
larger than the rest and when these two dominant walks have one or no bonds in 
common respectively. The fourth term is the effect of having three of the terms 





Figure 3.4: The first six diagrams connecting points n steps apart. 
one bond with each of the other two dominant walks. Further contributions to 
(f3(T)YT) are of order 7-8 or smaller. 





( e\ 3 
/ 
-f d2(d - 1) (e-i {((e_1 2)/T e-(E3+E1)/T)7T) -2 (e-7E)2} 
d(d -1)(3d- 4) {((e_123»T + e-(E.+E6+6)/T)7T) 2 (e,)3J 
2 
+ 0(7-4)j (3.53) 
The n -tree approximation for large d 
Comparing eq.(3.50) and eq.(3.53), for large dimension, each of the terms in the 
argument of the logarithm on the right -hand side of the equations can be identified 
with a diagram in figure 3.4, and this allows one to obtain an expression for Gn(y) 
valid for arbitrary n. The first term in eq.(3.50) and eq.(3.53) represents a single 














2(n - 1)dn 
Z(n - 2)dn-2(d 
(n - 2)dn 
8(n - 2)(n 





-1(d - 1) 
- 1)(3d -4). 
- 1)2 
- 3)dn -2(d - 1)2 
-3(d - 1)(13d2 - 40d + 33) 
B(diagram) 







+ e-(EI+E5+Ee)/T)7T\ -2 (e-re)3] 
(e-yE)n-3 {((e_(6123)/T + e-(E8+E6+E3)/T + e-(EI+E6+E7)/T)ryT) 
- {((C_ i+2+63)/T + e-(E4-FE5+Ee)/T)ryT/ 2 (e-1E)3} 
-2 (e-7E) {((e_(e12)/T + e-(E3+E4)/T)ryT\ - 2 (e71E)2l - 3 (e-1E)3 
(e-7E)n-4 
[((e_(12)/T + e-(E3+E4)/T)ryT ) - 2 (e-1i2] 2 
f 
(e-7E)n-4 
[((e_f1+e2+3+4vT + e-(e6+E6+E7+E8)/T)1,T\ -2 (e-1141 
Table 3.1: The embedding counts, A, and energy factors, B, of the diagrams of 
fig. 3.4 for the diagrammatic expansion (n > 3). 
fig. 3.4. Its contribution is a product of the embedding count, A(a), times the 
energy factor, B(a), given in table 3.1. The next term in eq.(3.50) and eq.(3.53) 
corresponds to diagram b, in which two walks bifurcate and rejoin immediately 
afterwards. The contribution is again the product A(b)B(b) of table 3.1. Notice 
that an extra factor of two appears when n = 3, as the bifurcation can occur at the 
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first or second step. These two diagrams constitute all the possible arrangements 
of walks linking two points two steps apart. The third term in eq.(3.53) can be 
identified with diagram c, in which two walks split and rejoin three steps later. 
Again its contribution is given by A(c)B(c) in table 3.1. 
Hence, to be able to evaluate Gn(y), one need only consider all the different ways 
of linking two points n steps apart, starting by utilising as few bonds as possible 
and gradually increasing the number of bonds used by the walks to obtain higher 
orders in the expansion. For each diagram one has to determine the number of 
ways of embedding it in the lattice, A(diagram), and the corresponding energy 
factor, B(diagram). The diagrams of fig. 3.4 have previously been used to calculate 
the high dimension expansion of the directed bond percolation threshold [55]. 
Using table 3.1, Gn(y) can be written as 
Gn(y) = 7 ln [ern (e-1')n 
(n - 1) 1 / ,yE n-Z (El+E])/ (E3+E4)/T ryT\ tiE 
2 
dn- (d - 1) \e- (e- T + e- ) ) - 2 e- 
2 
) } 
-I- (n - 2)dn-2 (d - 1)(3d - 4) 
` 
-7 
n-3 l \ (e-(E1+EZ+E3)/T 2 
e-(Ed+E6+EB)/T)ryT \ -2 Ce-ryE\ 3} O( ,),-4)] 
-1 A(diagram) B(diagram) . (3.54) 
ny diagrams 
In general, a diagram will contribute at order y -p in the argument of the logarithm 
in eq.(3.54) if this diagram contains p extra bonds compared with diagram a. So, 
to expand eq.(3.54) to a given order in 1/-y = O(1 /d), one needs to consider a 
finite number of diagrams. Having obtained Gn(y), the free energy per unit length 
then follows as before (e.g. egs.(3.10)- (3.13)) 
Fn(T) = -Gn (1/T) 
= -Gn(ymin) 
with 






T <T, (3.55) 
= 0 (3.56) 
Using the expansion for Gn(^y), computed from table 3.1 (eq.(3.54)), with the 
energy distribution eq.(3.36), one can show that in the low temperature phase 
1 1 3 1 1 
ed +e2d2 + 2e3d3 e3d3 
n- 
) 
[g(Ted) - 3] O(d -4) 
with g(t) = t du(2 + tu) [(1 + e -u)t -1] (3.57) 
and in the high temperature phase (to all orders in 1 /d) 
Fn(T) =T in 
Ç Tdl) T >Tc. (3.58) 
Fn(T) 
Notice, eq.(3.38) and eq.(3.57), that the first correction to the tree calculation for 
T < TT occurs at order d -3, not d -2, because the first corrective diagram includes 
two extra bonds. Also, one sees from eq.(3.58) that in the high temperature 
phase the quenched and annealed free energies are equal [43,44]. From eq.(3.57) 
the specific heat per unit length, Cn(T), in the low temperature phase can be 
shown to be 
Cn 
11 g"(Ted) + C 61) 
T n - 1 2r2 
ed\ n ) 3 for T small. (3.59) 
The low temperature phase is no longer frozen as it was in the mean field limit [14]. 
Instead one finds a specific heat linear in temperature at low temperature. The 
transition temperature, Tc, can be calculated using eqs.(3.36),(3.54) and (3.13) to 
yield 
Tc ed + e2d2 + e3d3 l2 + n l l g(1)] + 0(d-4) 
where g'(1) = 7.527827... (see eq.(3.57)). 
(3.60) 
These results, eqs.(3.57)-(3.60), were obtained using diagrams a and b of figure 
3.4. One can go to higher orders in 1/d by including the next diagrams. For 
example, if one includes all the diagrams of figure 3.4, one obtains for the ground 
state energy per unit length 
1 1 19 -31 
ed + (ed) + (ed) 2 n + EGS 
+ (ed)5 
L 
1 24 7- 74e + 
n 
(144e 
(ed)4 130 3e + ñ (3e - 64)] 
- 1369) + 
n2 21 I + O (k). (3.61) 
(Notice that eq.(3.61) is only valid for n > 3, because the embedding counts of 
table 3.1 are only valid for n > 3.) 
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(7 + 1)n 
-(6-y + 8) 
(7 + 1)71(7 + 2)3 
-(2072 + 507 + 32) 
(-y + 1)n(7 + 2)5 
d 7174 + 55573 + 158172 + 19377 + 864 
e 
(7 + 1)71(7 + 2)5(7 + 3)3 
(67 + 8)2 
(-y + l)n(7 + 2)6 
-(7073 + 25272 + 3087 + 128) 
(7 + 1)71(7 + 2)7 
Table 3.2: The energy factors, B, of table 3.1 calculated at T = 0 for the expo- 
nential distribution eq.(3.36). 
The calculation of the ground state energy in powers of 1/d is technically simpler 
than that of the free energy, because all the energy factors B, of table 3.1, can 
be calculated explicitly in the limit T - 0 (see table 3.2) for the exponential 
distribution eq.(3.36). 
All the results, eqs.(3.54)-(3.61), obtained so far are 1/d expansions valid for the 
n -tree problems. As the n -tree problem is identical to the hypercubic lattice in 
the limit n -> oo, one expects these results to be valid for the hypercubic lattice 
in the limit n -+ oo. So the 1/d expansion of the free energy, the specific heat and 
the ground state energy for the hypercubic lattice are given by putting n = oo in 
egs.(3.57), (3.59) and (3.61). 
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For these results to be correct, one needs the limits n -> oo and d -* oo to com- 
mute. It has not been possible to prove that these two limits commute. However, 
the coefficients in all the 1/d expansions that have been obtained by this method 
are always simple rational functions of n which have a finite limit when n -p oo. 
So there is no indication that the limit n - oo is singular for large d. Moreover, 
in section 3.2.6, some cases will be discussed which can be solved without the 
n -tree approximation and in these systems the exchange of these limits n -> o0 
and d -> oo gives the correct answer. 
3.2.3 The fluctuations of the transverse displacement 
As was noted in section 1.2, one can define two types of transverse fluctuation 
for directed polymers: thermal and disorder fluctuations (eq.(1.9) and eq.(1.10)). 
It is possible to relate these two types of fluctuation if one has a tree structure 
as the underlying lattice. By the use of a chemical potential, one can obtain the 
thermal fluctuations as a derivative of the free energy. (This is the reason why 
the thermal fluctuations, eq.(1.9), necessarily scale as the length of the polymer.) 
In this section these two points are discussed and used to obtain a 1/d expansion 
for the disorder transverse fluctuations at T = 0, eq.(3.75). 
The relation between thermal and disorder fluctuations on a tree 
Although the notion of transverse displacement has no a priori meaning in a tree 
problem, one can identify each direction i, 1 < i < d, of a tree of d branches with 
one direction on a d- dimensional hypercubic lattice and say that a walk on a tree 
has a transverse displacement Ri if it takes Ri L/d steps along the ith branch. 
Let us now attempt to evaluate the fluctuations, eq.(1.9) and eq.(1.10), for the 
mean field problem in the low temperature phase. It has been shown, eq.(3.26), 
that in the low temperature phase, the overlaps are either zero or one. This implies 
that there are well defined energy valleys and that the thermal fluctuations inside 
a valley vanish. Therefore it is legitimate to think of a landscape composed of a 
number of valleys. Each valley a is characterised by some transverse displacement, 
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R1 = ca, in direction 1 and by a weight Sta. The overlap between two walks 
inside the same valley is one, so all the walks inside the same valley a have 
the same transverse displacement ca. Moreover, since the overlap between two 
different valleys is zéro, the displacements, ca and cß, for two different valleys are 
uncorrelated. Therefore one expects that the ca satisfy 
(ca) = 0 ; (cacp) = (ca) (co) if a Q . (3.62) 
Since the only thermal fluctuations are due to the relative weights, SZa, of the 
valleys, one has 
Rl = E CaSZa 
a 
R1 = E casta. (3.63) 
To obtain the thermal and the disorder fluctuations, one now needs to average 
over disorder. The weights Oa satisfy 
E SZa = 1 (3.64) 
KES2a2) = 1 -T yn,;n. (3.65) 
Equation (3.64) expresses the fact that the weights of the valleys must add up to 
unity and eq.(3.65) was obtained in section 3.1.2 (eq.(3.28)). If the ca and the SZa 
are not correlated, one sees that 
o 
= (z Qa)(d) _ (c2.) 
_ \ n:) (c) = (1 - T^ymin ) (c) 
a 
which give, for the thermal fluctuations 
( Ri.) - R12) = (Ca) T ymin 
and for the disorder fluctuations 
(R )= (cá)(1 -Tye) 
(3.66) 
T < (3.67) 
T < Te (3.68) 
The disorder and thermal fluctuations take on similar forms, their ratio being 
(1 - Tymin) /Tymin. The disorder fluctuations vanish at Tc. This result is rem- 
iniscent of the fact that at Tc the quenched and annealed free energies become 
identical. 
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Calculation of the thermal fluctuations 
A 1/d expansion for the thermal transverse fluctuations on the d- dimensional 
hypercubic lattice defined earlier can be obtained by adding a chemical potential, 
µ, to count the number of steps taken in direction 1, i.e. 
ZL (r) Ee- EWIT +µ(Ri(w) +LId) (3.69) 
w 
where the sum runs over all walks of length L emanating from the point r and 
(Ri(w) + L /d) is the number of steps taken by walk w in direction 1. 
The average number of steps taken in the direction marked by µ, direction 1, is 
then given by 
(Rl)+ d = (ln ZL) 
µ µ=0 
(3.70) 
and the thermal fluctuation of R1 is given by the second derivative of (ln ZL), 
-2 z (Rl) - = 7µz (Rl ) (ln ZL ) 
=0 
(3.71) 
The method of n -tree approximations and the resulting 1/d expansion can be 
Used, as in section 3.2.2, to calculate the free energy of the problem of eq.(3.69), 
providing that care is taken to include an extra factor, ell', for each step taken in 
the marked direction. For example, the free energy per unit length of the 1 -tree 




where the exponential distribution, eq.(3.36), has again been used. The inclusion 
of the chemical potential has changed the embedding count of diagram a (fig. 3.4) 
from do to (d - 1 + erT)n. The embedding counts for the diagrams of fig. 3.4, 
obtained using the chemical potential, are given in table 3.3. Combining the new 
embedding counts (table 3.3) with the energy factors (table 3.1), as in eq.(3.54), 
it is then possible to find Gn(y) and hence the 1/d expansion for the free energy, 
Fn(T, ) 
From Fn(T, µ) one can calculate the thermal fluctuations on the n -tree, eq.(3.71), 
by 
z 








(d- 1 +e``7T)n 
(n - 1)(d - 1) (d - 1+ eµryT -2 +2ewYT) 
2(n - 2)(d - 1) (d - 1 + e7T)n - 13d + 14 
+(9d - 16)eml'T + 2e2wYT) 
d (n-2)(d-1)(d-1+erT)n-3(d2-4d+4 
+(3d-5)eµa+e2wyT) 
e 8(n - 2)(n - 3)(d - 1)2 (d - 1+ eµ7T)n-4 (d -2+ 2e7T)2 
f (n-3)(d-1)(d-1+ewrT)n-4(Z3d3-46d2+109d-86 
+ (26d2 - 105d + 107)eµn'T + (yd- 22) e2ktiT + e3µryT) 
Table 3.3: The embedding counts, A, for the diagrams of fig. 3.4 when a chemical 
potential, µ, is included to count the number of steps in a marked direction. 
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This formula is valid at all temperatures. 
The disorder fluctuations in the low temperature phase 
Combining the results just derived, eqs.(3.67),(3.68) and (3.73), one can obtain 
the disorder fluctuations. 
2 (i_ T7n)L d Fn(Tµ) 
) T2yn dµ2 µ=0 
(3.74) 
Notice that eq.(3.74) is only valid for a tree problem, since eqs.(3.67) and (3.68) 
only apply to this case. 
From eqs.(3.73) and (3.74), one can obtain the complete temperature dependence 
of both the thermal and disorder fluctuations. Here the results are only given at 
zero temperature. At T = 0 the thermal fluctuations vanish, whereas the disorder 




[ 1 6 (n-1l (136-6e)n-276-6e = L 1- 
d+e2d3 \ n / + ne3d4 
(3384 - 376e)n -I- 756e - 10454 4- (108/n) 
O (d-6)1 
ne4d5 J 
Taking the limit n --> oo, one gets a 1/d expansion for the disorder transverse 
fluctuation at zero temperature for the hypercubic lattice. As with the free energy, 
each term in the expansion has a regular n- dependence when n -* oo and so it is 
reasonable to assume that the limits d -* oo and n -> oo can be exchanged. 
One sees, from eq.(3.75), that the 1/d expansion does not change the value of v 
which remains 1/2. This would be consistent with v remaining 1/2 above a certain 
upper critical dimension, dc, at which the coefficient of L (on the right -hand side 
of eq.(3.75) and for n - oo) would diverge. The series in eq.(3.75) is, however, 
too short to make any reliable prediction for 4. Moreover, it could happen that 
the 1/d series, eq.(3.75) (for n = oo), has a zero radius of convergence, as is the 
case in some 1/d expansions [56]. 
The transverse fluctuations have an interesting temperature dependence. From 
eqs.(3.72)-(3.74), one finds that the thermal fluctuations are given, to order 1 /d, 
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Figure 3.5: The temperature dependence of the disorder (- ) and thermal (- - - ) 
transverse fluctuations, eqs.(3.76) and (3.77). 
by 
d 
R= - L(1 -d)T +O(1) forT<T 
L(1 -d) 
and the disorder fluctuations are given by 
E (Ri2> 
d) (1_)+oQ.) i=1 
(see figure 3.5). 
for T > T (3.76) 
for T < TC 
= 0 for T > T (3.77) 
The fact that there are two kinds of transverse fluctuations in, this problem is 
reminiscent of the susceptibility of spin glasses, for which one can define two 
susceptibilities (d.c. susceptibility and a.c. susceptibility, in the limit of zero 
frequency). 
The inclusion of a chemical potential, as in eq.(3.69), also enables one to consider 
the problem of polymers in a random medium in different geometries. For example, 
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one can consider the problem in which the partition sum, eq.(1.2), runs over all 
walks with a fixed number of steps, N, in a given direction, rather than over 
all walks of fixed length L. This problem is related to a problem considered 
by Dhar [57], who showed that, on a d- dimensional hypercubic lattice and with 
the exponential energy distribution of eq.(3.36), the ground state energy of this 
fixed -N problem, is given to leading order for large d, by In d /d. Using the 1/d 
expansion method based on the n tree approximation, it is possible to recover this 
leading mean field term and calculate corrections to it. 
3.2.4 The overlaps 
As mentioned in the introduction, the problem of directed polymers in a random 
medium has a close analogy with spin glasses. The mean field spin glass [16,17] 
and the mean field polymer problem [14] both have low temperature phases char- 
acterised by broken replica symmetry. This is displayed in the polymer problem 
by the probability distribution of overlaps, P(q), being the sum of two delta 
functions (see eq.(3.26)). The question of replica symmetry breaking in the finite - 
dimensional spin glass remains controversial and for this reason it is interesting 
to examine the overlaps for the polymer problem in finite dimension. Here, the 
overlaps on a d- dimeñsional hypercubic lattice are considered by extending the 
n -tree approach to obtain the probability distribution of the overlap between two 
walks (eqs.(3.83) and (3.84)). 
The n -tree approximations to the directed polymer problem retain a general tree 
structure. Hence, if one performs the replica calculation of section 3.1.2 on the 
n -tree, one will see that, below TT, P(q) remains a sum of two delta functions with 
weights T-ymin and 1 - Tym;n: However, in the n -tree approximation, some of the 
branches of the tree structure are composed of two or more paths. Consider what 
can occur when two walks pass down such a branch. The walks can both take 
the same path, giving an overlap of 1 for this section, or they can take different 
routes, giving an overlap less than 1. So, instead of having one delta function at 
q = 0 and the other at q = 1, the latter will be shifted to a lower value of q. 
To explain how one can calculate the position of the shifted delta function, let us 
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consider as an example a polymer of length L in the 2 -tree approximation. Here 
one only has two kinds of branch (see fig. 3.2b): those which consist of only one 
path (type A), and so contribute 2/L to the overlap q and those which are made 
up of two paths (type B), which contribute between 1/L (at T = oo) and 2/L 
(at T = 0) to q, depending on the temperature. To determine the distribution 
function of the overlaps, one therefore needs to know the fraction of each type of 
branch used by the walks and the contribution to the overlap from the type B 
branches, both as functions of temperature. 
As is shown in appendix A, the typical fraction of branches used in the walk that 
are of type B and have energies el + e2 and e3+ 4 on the constituent links is given, 
in the low temperature phase, by 
d(d - 1) 
2 
(El +E2) /T + e- (E3 +E4) /T)T"mi. P(e1)P(E2)P(E3)P(e4) exp [ -2y G2 (ymin)] 
(3.78) 
where G2(y) is given by eq.(3.50). 
It now remains to calculate the contribution of such a branch to the overlap, q. 
This is simply given by 
e- 2(E1 +E2) /T + e- 2(e3+E4) /T 
(e-(f1 (E3 
(3.79) 
as one has an overlap 1 if both walks go through the same path and zero overlap 
otherwise. Combining eqs.(3.78) and (3.79), one can conclude that P(q) for the 
2 -tree consists of two delta functions, one at q = 0 with weight Tye and the 
other at 
q = [d ` / e-Erymin \ 
z 
d(d2 1) `(e-(E1+E2)/T + e-(E3+E4)/T)T7min-2 + e-2(E3+E4)/T)) 
x exp [-27mi11G2 ( /min)J (3.80) 
Having seen how the calculation proceeds for the 2 -tree, it is easy to generalise to 
the n -tree. The relative contribution to q from each branch like diagram a (fig. 3.4) 
is always 1. The relative contribution from branches like diagram b (fig. 3.4) will 
be 








This is just the direct generalisation of eq.(3.79): the walks have to be together 
for a fraction 1 - ñ of the branch and can take two paths for a fraction ñ of the 
branch. So for the n -tree, the average overlap (q) takes the form 






((e(d1+62)IT + e- (E3 +E4) /T) T7mi -2 
(e- 2(1 
+E2) /T e- 2(63 
+E4) /T) / 1 
+ O (d -e) ] x (1 - T7min) (3.82) 
where -min is given by egs.(3.54) .and (3.56). 
Evaluating the averages, using eq.(3.36), and taking the limit n - oo (again 
assuming the commutativity of limits), yields that the delta function in P(q) at 
non -zero overlap is shifted from q =1 to q = q2, where 
4Ted Ted e' 
q2 = 1 o du (2 + Tedu) (1 + e 
-u) 
2 + O(d -3). (3.83) 
(ed) ° (1 + e -u) 
The distribution, function, P(q), remains non -trivial in finite dimension in the low 
temperature phase, 
P(q) = T7mm8(g) + (1 - T7mm) 6 (q - q2) (3.84) 
where q2 is given by eq.(3.83) and 7min is 
7>»n = ed - 2 + 
ed 
[-T19 + 3 g(Ted) - Ted g'(Ted)] + O (d -2) (3.85) 
with g(t) given by eq.(3.57). 
So, the 1/d expansion predicts broken replica symmetry in the low temperature 
phase in the finite - dimensional directed polymer problem. 
3.2.5 Generalisation to other distributions 
In sections 3.2.2 -3.2.4 the high dimension expansions were derived using the en- 
ergy distribution eq.(3.36), p(E) = exp [ -e]. This choice facilitated the calculation 
of the averages in table 3.1 (see table 3.2). It is possible to perform the same 
calculations using other distributions, p(e), for the disorder. However, for most 
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choices of p(e), it is not possible to express the mean field results, egs.(3.32)- 
(3.34), in a simple way in powers of d and it is difficult to calculate the energy 
factors required for the diagrammatic expansion (table 3.1). To examine the effect 
of using different energy distributions let us therefore limit ourselves to: 




This choice allows one to study changes produced by varying the parameter a, 
whilst still keeping the calculations relatively simple. 
a > O, e > O. (3.86) 
Let us first consider how the value of a affects the mean field results. Using p(e) 
given by eq.(3.86) with eqs.(3.32)-(3.34), one can show that, for large d, the mean 
field energy in the low temperature phase and transition temperature are given 
by 
F1(T) 




T < (3.87) 
T` edli" + (ed ")2 + O (d -3 /a) . (3.88) 
One can see that, in general, one has an expansion in powers of d/a rather than 
d. However, when one moves away from the mean field, by evaluating the energy 
factors of table 3.1 for the diagrammatic expansion, one sees that these still behave 
as powers of d, not dl /a. For example, the energy factor corresponding to diagram 
b of figure 3.4 is given by 
((e-(1-1-62)/T + e-(0+E4)/T)ryT ) - (e_1,)2 - 
where 
r(4a) +2ga(t) (41) ar2(2a)4a 
ga(t) = r2(2a) ¡ dxdy x2 "- le-x(x + ty)2a -1 [(1 + e -v)t - 1] . (3.89) 
So it still behaves as d -4. (When a = 1, ga(t) = g(t), defined in eq.(3.57).) Hence, 
for general a, one has an expansion in terms of y-" and y -1 (or d' and d -lia ) 
to deal with. This makes calculations rather complicated, so here only the leading 
behaviour of the specific heat will be considered. 
The specific heat can still be found easily for arbitrary a. To do this in the low 
temperature phase the behaviour of the function ga(t) must be known for small t. 
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This behaviour changes at a = 1/4. In the range 0 < a < 1/4, ga(t) behaves as 
t4a +1 for small t, whereas for a > 4 this changes to a t2 dependence. This produces 
two possible behaviours for the low temperature specific heat of the n -tree : 
7r2 I'(4a - 1) n- 1 T Ca - - 
6 P2(2a) n (edlia)2a 
= 4a(4a + 1)r22 )) 
(n n (edl/a)2a 
where 
1 a>4 
< a < 
4 
(3.90) 
00 2a -1 J(a) = dxdy x4a -1 (y + y2) In (1 + e-x). (3.91) 
Notice that for a > 4 one obtains a linear behaviour at low temperature, whilst 
for 0 < a < 4 one has a T4a behaviour. The low temperature behaviour of the 
specific heat clearly depends on the nature of the disorder. 
One should not be surprised by this . change of behaviour for small values of a 
because one expects, from eq.(3.86), that the density of excitations around the 
ground state will increase as a becomes small. 
3.2.6 Tests of the validity of the n -tree approximation 
method 
The basic premise of the high dimension expansion method, which has been pre- 
sented in the preceding sections, is that results valid for the d- dimensional hy- 
percubic lattice can be obtained by expanding the n -tree approximation for high 
dimension and then taking the limit n -; oo. As was discussed in section 3.2.2, 
this procedure entails exchanging the limits n -* oo and d -+ oo. Although the 
quantities calculated so far have a finite limit for n -- oo when one uses this 
method, there is, as yet, no proof that these limits commute. This section, there- 
fore, discusses a few problems for which the results can be tested (either against 
a solution obtained by a different approach or against the results of simulations). 
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The percolation threshold for large d 
The first problem to be considered, that of directed bond percolation, is simply 
the directed polymer problem with the random energies, e;?, chosen according to 
the distribution 
P(E) = pb(e) + (1 - p)b(e - 1) (3.92) 
with 0 < p < 1. Again let us look at the problem on a d- dimensional hypercubic 
lattice, directing the walks, which emanate from the origin, along the (1, 1, ... , 1) 
direction. If the weight p exceeds the percolation threshold, pc, the ground state 
energy per unit length is zero. The aim is to calculate this threshold, pc, as a 
function of dimension, for d large. 
Using the diagrammatic expansion method of section 3.2.2, one sees, from egs.(3.54)- 
(3.56), that the ground state energy per unit length, EGg, of the n -tree approxi- 
mation is given by 
EGS = -Gn (7min)1T=0 
where 
Gn(7) I T =o = 1 in [d'i ( 7)n + n 2 1 d'a --(d - 1) e 1"n ( (e- (1+" )1 1 n-y 
e- (E3 +E4) -)} 
) 
-2 (e 
and 7y is defined, as usual, by eq.(3.56). 
Using the percolation distribution of equation (3.92), the averages can be per- 








+ 41)(1 - P)Ze-ry + (1 - p)4e z7 -2 (p + - p)e-12 (3.95) 
To obtain the percolation threshold, pc, one requires that when p > pc the ound 
state energy is zero. So, when p ? pe, the value of 7 that minimises Gn(7) is 
= -rmin = CXD. It is possible to show that 7 = as long as the argument of 
the logarithm in eq.(3.95) is larger than 1 for = oc. Therefore the percolation 
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Table 3.4: The energy factors, B, for the diagrams of fig. 3.4 for the percolation 
distribution, p(e) = p8(e) 4- (1 - p)b(e - 1), in the limit y = oo. 
threshold is given by the condition that the argument of the logarithm be 1 when 
y = oo. This implies that 
crp 
L1 (n 2 
11 
(1 dJ pc + 0 (pc), = 1 (3.96) 
which becomes, when one includes higher order diagrams, 
A(diagram)B(diagram) = 1 (3.97) 
diagrams 
where the embedding counts, A, are the same as in table 3.1 and the energy 
factors, B, are given for the percolation distribution, eq.(3.92), by table 3.4. As 
one only needs Gn(y = oo) for the distribution eq.(3.92), the energy factors B 
depend only on p and are related to the percolation probability of each diagram. 
The solution, pc, of eqs.(3.96) and (3.97) can be expanded in 1/d and one gets 
1 (n -1l 1 2n -51 1 99 5 l 1 
Pc 
d + ( 2n ) d3 + ( 2n ) d4 + (3 
- 
8n + 8n21 d5 + 
O (d -s) . (3.98) 
Taking the limit n --> oc, one recovers the result obtained by Blease [55]. So, in 
this case, the n -tree approximation method gives the correct 1/d expansion. 
The percolation problem in dimension d = 2 
To further test the validity of the n -tree approximation method, consider the 
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Figure 3.6: The n -tree approximation for the ground state energy of the percola- 
tion problem in dimension 1 + 1. 
distribution eq.(3.92), on a hypercubic lattice of dimension 1 + 1, directed along 
the (1,1) direction. A direct Monte Carlo simulation, done on polymers of length 
106, leads to E(0.1) = 0.5537 + 0.0005 and E(0.2) = 0.3719 ± 0.0005. 
By calculating the prediction, En(p), of the n -tree approximation to this problem 
one obtains the results shown in fig. 3.6 for 1 < n < 8. When plotted versus 
n -113 the results seem to converge linearly to the results of the simulation. So 
here again, the n -tree approximation seems, in limit n --> oo, to converge to the 
right answer. (There is probably a way of relating the convergence rate to the 
known exponents w = 1/3 and y = 2/3, in dimension d = 1 + 1, but it has proved 
elusive.) 
The simplex problem 
Another model that can be considered as a test of the n -tree approximation is a 
simplified model of directed polymers in a random medium, the simplex model 
(see fig. 3.7). In the transverse direction the lattice is a simplex and at each step 
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Figure 3.7: The geometry of the simplex model 
along the preferred direction the polymer is allowed to jump from any corner of 
the simplex to any other corner. 
So, in the simplex model, the lattice consists of L planes, with K points in each 
plane. Each point in a given plane is connected to all points in the previous and 
next planes. Therefore, there are K2 links between two consecutive planes. As 
always, for each link between two planes one chooses a random energy, e, according 
to a given distribution p(). A directed walk is one which visits a single site in 
each plane, so the energy, Ew, of a walk of L steps is the sum of the energies of 
the bonds visited by the walk. 




ZL+1 l2 ) 
E (L)lT ZL (7 ) 
;-1 
(3.99) 
where ZL(i) is the partition function of the walks that reach the ith point on 
plane L. So, the calculation of the free energy is the same as finding the largest 
Lyapounov exponent of a product of K x K matrices, the elements of which are 
random, positive, independent and identically distributed. The answer to this 
problem is not known for a general distribution p(e). However, in the particular 
61 
case of zero temperature, large K and the percolation distribution of eq.(3.92), 
the solution can be found. For large K it is convenient to use, instead of the 
parameter p (in eq.(3.92)), the parameter x related to p by 
p = K -x. (3.100) 
Let us first show that the ground state energy per unit length, E, of this simplex 
problem is given by 
E (1+ J/_1 x > 1 (3.101) 
where here the square brackets denote the integer part of the argument. It is 
possible to derive this result by writing a Master equation for the probability, 
PL (El, ... , E,.. . , EK), that the ground state energies of the walks of length L 
which reach the points 1, ... , i, ... , K of plane L are E1, ... , Ei, ... , EK. This Mas- 
ter equation can be solved using the fact that the differences in energy -E; 
can only be zero or one, leading to eq.(3.101) for large K. 
There is a simple argument which leads to eq.(3.101). It is easy to calculate the 
typical number of points in the plane L = m that are connected by a path of 
zero energy to the plane L = 0. This typical number is Kl +m(1 -s) As long as 
1+ m(1 - x) is positive there is a path of zero energy from plane zero to plane m. 
So, if m is the largest integer such that 
1 +m(1 -x)>0 and 1 +(m +1)(1 -x) <0 (3.102) 
the minimum energy to go from plane zero to plane m --+ 1 is 1. Therefore, for 
large L, the ground state energy is L /(m + 1) where m satisfies eq.(3.102) and so 
one gets eq.(3.101). 
Let us now consider the n -tree approximation for this simplex problem. As in 
section 3.2.2, the ground state energy En of the n -tree approximation will be 
given by 
En = - min Gn(7) IT -o (3.103) 




ln [K (K- + (1- K-x) e-11 




so one has, for large K, 
E1 = (x - 1)/x 
= (3.105) 
Going to the 2 -tree approximation, one can show that for large K 
G2(7) ti 
217 
in [K2 -2x + 2K2 -xe -ry + K e-2-y] (3.106) 
This follows because the average number of points which can be reached after two 
steps, starting from a given point, behaves like: K2-2z for zero energy, K2-x for 
energy 1 and K for energy 2. Minimising over -y (eq.(3.103)), one finds that for 
large K 
E2 = 0 
= (x -1)/x 




Already with this 2 -tree approximation, one sees an improvement toward the true 
answer, eq.(3.101). 
A simple way of solving the n -tree approximation for arbitrary x could not be 
found. However, for x > 2, one can generalise the reasoning which led to the 
expression of G2(-y) to arbitrary n. For example, for odd n, one gets for x > 2 
Gn(y)ti 
1 
ln (nE /2 bn+Kn-nx-r" 
-mry E b K2n+1-2m-nx+mxe-mry - m 
ny m=0 m=(n+3)l2 
where b,n are constants, independent of K. 
This leads to 
1 
En = 
1 n(x - 2) 
(3.108) 
for x > 2n /(n - 1) 
for 2n /(n - 1) > x > 2 (3.109) 
which converges to the exact result, E = .1 (see eq.(3.101)), in the limit n oo. 
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Similarly, for even n and x > 2, one gets 
1 
En = 1 - n(x - 2) for x > (2n - 2) /(n - 2) 
(2x - 3)/2(x - 1) for (2n - 2) /(n - 2) > x > 2. (3.110) 
So with this example one again sees that the limits K -* oo and n -> oo commute, 
at least for x > 2, and, since K plays a similar role to d for the hypercubic lattice, 
it supports the idea that these limits commute in general. 
3.3 Summary of chapter 3 
In sections 3.1.1 and 3.1.2, the mean field solution of the problem of directed 
polymers in a random medium has been presented. The mean field solution is 
obtained by formulating the problem on a tree. One finds two phases: a high 
temperature phase, in which the free energy is equal to the annealed free energy 
with probability 1,. and a low temperature, frozen phase, characterised by broken 
replica symmetry. 
Section 3.2.1 introduced the idea of n -tree approximations, as a method of system- 
atically taking into account the correlations present in the system in any finite 
dimension. When the dimension is large, these n -tree approximations simplify, 
and one can use them to obtain 1/d expansions for the polymer problem on a d- 
dimensional lattice. In doing so, however, one has to exchange the limits n - 00 
and d oo and although this presents no obvious difficulties and one can show 
that it is legitimate in certain cases (see section 3.2.6), there is no proof that these 
limits commute in general. 
Sections 3.2.2 -3.2.4 presented the high dimension expansions of the free energy 
(eq.(3.57)), transition temperature (eq.(3.60)), ground state energy (eq.(3.61)), 
disorder transverse fluctuations (eq.(3.75)) and the distribution of overlaps (eqs. 
(3.83)- (3.85)). In contrast to the mean field case, one finds that the low tem- 
perature phase is no longer frozen in finite dimension. However, within the 1/d 
expansions, the distribution of overlaps is found to remain non -trivial and the 
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exponent v to remain 1/2. This would be consistent with the idea that there 
exists a finite upper critical dimension, above which the low temperature phase 
has broken replica symmetry and mean field exponents. 
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Chapter 4 
Directed polymers on disordered hierarchical 
lattices 
Real space renormalisation group techniques have often been used in the field of 
statistical mechanics, by considering models defined on hierarchical lattices (see, 
for example, [58 -60]). The problems then reduce to the study of relatively simple 
renormalisation transformations. For disordered systems, when one is interested in 
the behaviour of some distribution under the renormalisation, one is still left with 
a formidable problem and one generally has to resort to numerical or perturbative 
methods of solution [61 -63]. 
In this chapter, the problem of directed polymers in a random medium is consid- 
ered on a hierarchical lattice which is constructed by an iterative procedure. One 
obtains recursion relations for the polymer problem, in which random variables 
are combined in a nonlinear way. These can then be investigated numerically (see 
section 4.2.2) or by a perturbative technique (sections 4.3.1 -4.3.3). 
4.1 Construction of the hierarchical lattice and 
the recursion relations 
The family of hierarchical lattices that will-be considered here are constructed by 












Figure 4.1: The iterative construction of (a) the diamond hierarchical lattice and 
(b) the generalised lattice. 
by replacing each bond of the lattice at the nth generation by a motif of 2b bonds, 
as shown in figure 4.1. The diamond lattice (which is the particular case b = 2) is 
shown in figure 4.1a and its generalisation to arbitrary b is shown in figure 4.1b. 
Since at each new generation the number of bonds is multiplied by 2b, the hier- 
archical lattice at the nth generation consists of (2b)n-1 bonds. As in the other 
lattice formulations of the polymer problem, one assigns a random energy, eis, 
chosen according to a given probability distribution, p(ei;), to each bond íj of the 
lattice. On this hierarchical lattice (fig. 4.1), one considers all the directed walks 
starting from point A and ending at point B. On a lattice at generation n, there 
are ben 
-1_1 
such walks and the length of each of these walks is L = 2n -1. Although 
several of the results that will be presented here could be obtained for arbitrary 
distributions p(E), this discussion will be limited to the Gaussian distribution 
p(E) _ (27r)-1/2 exp (-e2/2). (4.1) 
The lattice at generation n+1 can always be viewed as a combination of 2b lattices 




41)42) + ... + 426- 1)Z(2b) (4.2) 
where Zn +1 is the partition function of a lattice at the n + l' generation and the 
Z,i) are the partition functions of 2b (different) lattices at generation n. 
All the partition functions which appear in eq.(4.2) are random, so the quan- 
tity one needs to consider is the probability distribution, irn(Z), of the partition 
function Z of a lattice at the nth generation. Clearly eq.(4.2) implies that 
rn +1(Z) = f...f (Z1) dZ1 ...7rn(Z2b) dZ2b S (Z - [Z 1Z2 + ... + Z2b- 1Z2ó }) 
(4.3) 
Since at the first generation the lattice consists of a single bond, one can write 
that 
iri(Z) = f de p(e) S(Z - e'IT) = p(-Tln Z). (4.4) 
So, the problem of calculating the free energy is reduced to the study of the 
recursion, eq.(4.3), for the probability distribution, irn(Z), and the average free 
energy per unit length of the walk on a lattice at the nth generation, Fn(T), will 
be given by 
Fn(T) _ -T (ln nZ1) - 
211- 
dZ 7rn(Z) ln Z. (4.5) 
It is interesting to notice that this particular formulation of the directed polymer 
problem is closely related to a problem in probability theory: that of finding stable 
laws when one combines random variables in a nonlinear way. For example, if one 
takes eq.(4.2), one wants to know the shape of a distribution of Z which remains 
unchanged when one goes from the ZS,i) to Zn +1. 
Apart from the thermal properties of the walk (i.e. the energy, specific heat etc.), 
which can be computed from the derivatives of Fn(T) with respect to temperature, 
it is interesting to study other properties of the walk, such as the overlaps (see 
section 1.2 for their definition). 
It is possible to obtain the average overlap (q) from a recursion relation. To do 
this, it is convenient to introduce the following generating function, Xn(T, y), for 
a lattice at the nth generation: 
Xn(Tf y) = E E eXP [-E;1 - 
ET2 




Then one can write the following recursion formula for X : 
Xn+1 = x(1) x(2) X(2b-1)X(2b) 
+ (41)42) + Z(2b-1)Z(26))2 
- 
[(K1)42)) 
2 + (Z(2b-1)Z(26)) (4.7) 
The origin of this relation is very similar to that of equation (4.2): the lattice 
at the n + lth generation is composed of 2b lattices at the nth generation. If one 
considers two walks on the lattice at the n+ lth generation, either they go through 
the same branch (first term of the right -hand side of eq.(4.7)) or they go through 
different branches (last two terms of eq.(4.7)). 
In principle, one should consider the probability distribution Frn(X, Z) of X and 
Z and write an iterative formula similar to eq.(4.3) with the following initial 
condition 
Fr1(X, Z) = f de p(e) b (X - ev -2EIT) 8 (Z - e-EIT) , (4.8) 
which expresses the fact that, at the first generation, the lattice consists of a single 
bond and that two walks on this lattice are identical and have the same energy. 
If one can calculate Trn(X, Z), then the average (Xn(T, y)/Zn(T)) can be obtained 
and one can deduce the average overlap, (q), from 
1. d ( 
(q) = 2n-1 
) 
) J v- -o 
(4.9) 
This procedure for the calculation of (q) can easily be extended to obtain other 
overlaps, such as (q(m)) (see eq.(1.12)). To calculate (q(m)) one would define a 
quantity Xn(m; T, y) by 
Xn(m;T,y) _ E...e 
wl w2 wm 
[ET1 EZ,m -I- y2n-1gn,.(wl, . . . , win)] . 
One can then write a recursion very similar to eq.(4.7) 
Xn+1 = x(1) x(2) + . . . + X(2b-1)X(26) 
+ (z(1) 42) 42b-1)420)m 
r(Z(1)Z(Z))m + . . . + (426-1)426))m] 






One sees, from eqs.(4.2), (4.7) and (4.11), that the problem of a polymer on a 
random hierarchical lattice can be understood if one knows how to describe the 
probability distribution of variables such as Xn +1 or Zn +1 which are obtained by 
combining other random variables (the X,i) and the Z$ ») in a nonlinear way. Of 
course, if b = 1, In Zn is a sum of random variables and the solution is given by 
the central limit theorem. However, as soon as b > 1, the problem is much more 
complex and the shape of the limiting distribution of Zn when n -> co is not 
known. 
At zero temperature, the recursion relation eq.(4.2) becomes a recursion relation 
for the ground state energy, En, of a lattice at the nth generation 
En+1 = min [ES» + E2), E(2b-1) + .K,26)] (4.13) 
Then one can write the following recursion for the probability distribution of En, 
Pn(En) 
P +1(E) = bPn(E) [fEdE,pE1)]l 
Pn(E) = f dE'Pn(E')Pn(E - E'). (4.14) 
This recursion was studied numerically and analytically by Derrida and Griffiths 
[47]. It was observed numerically that Pn(E) takes the following form for large n, 
Pn(E) CES 
rynl 
where -y, and On both depend on the initial distribution P1(E) = p(E) but Fb 
does not. Moreover, for n -* oo, the ratio On +1 /On was found to have a limit Ab, 
independent of the initial distribution P1(E). This implies that the fluctuations 
of the ground state energy increase with the length, L, of the polymer as a power 
law 
RE!) - (En)2] 1/2 On 
(Ab)n r L" (4.16) 
with 
(4.15) 
w = In ab/ In 2 (4.17) 
see eq.(1.8). The ground state energy per unit length of the polymer, (Ea) /2n-1, 
and the scaling ' factor Ab were measured numerically for several values of b and 
it was shown that one could develop a perturbative approach for b close to 1, 
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which gives analytic expressions for these two quantities. In sections 4.3.1 and 
4.3.3 these results will be recovered as the zero temperature limit of a study of 
recursion eq.(4.2). 
4.2 Studies of the recursions for general b 
First let us see what one can conclude about the system when the parameter`b is 
arbitrary. 
4.2.1 The integer moments and the overlaps 
For most disordered systems, the calculation of the integer moments of the parti- 
tion function is much easier than that of the average free energy. For the problem 
of directed polymers on these hierarchical lattices, it is easy to see that the calcula- 
tion of the integer moments can be reduced to the study of simple iterations. From 




= b (Zn)2 
= b(Z)2 + b(b - 1) (Zn)4 
(Zñ+1) = b (Zñ)2 + 3b(b - 1) (Zn)2 (Zn)2 
+ b(b - 1)(b - 2) (Zn)s (4.20) 
(Z,4,4.1) = b (Z,1)2 + 4b(b - 1) (Z,3,)2 (Zn)2 + 3b(b - 1) (Zri)4 
-} 6b(b - 1)(b - 2) (Z,2,)2 (Zn)4 + b(b - 1)(b - 2)(b - 3) (Zn)8 (4.21) 
with the initial condition 
(Zi ) = J 
p(e)e-pEITdE. (4.22) 
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To calculate the pth moment of Zn, one needs to study a simple dynamical system 
in a p- dimensional space, since the calculation of the pth moment at the n + lth 
generation only requires the knowledge of the first p moments at the nth generation. 
This dynamical system can be simplified further by considering the following ratios 
zp(n) = (Za)p / (Zn) (4.23) 
so that the recursions, eqs.(4.19)-(4.21), become 
z2(n + 1) = b [z2(n)]2 [1 + (b - 1)(z2(n))2] (4.,24) 
(Z3(fl) 2 
-1 
z3 (n+ 1) = b2 [z3(n)12 [1 + 3(b - 1) + ( b - 1)(b - 2)(z3(n))2 (4.25) 
2 
z4(n + 1) = b3 [z4(n)12 1 + 4(b - 1) (Z4(fl) 
3 
3(b - 1)(z4(n))2(z2(n))4 
+ 6(b - 1)(b - 2) z4(n) 2 
-1 
l 1)(b - 2)(b - 3)(z4(n))2 
These recursions possess several attractive fixed points and each possible phase of 
(Z") corresponds to one of these attractive fixed points. 
(4.26) 
To describe the phase diagram of (Z2), it is sufficient to study the recursion 
eq.(4.24). Equation (4.24) has three fixed points: z2 = 1, z2 = 0 and z2 = 1 /(b -1). 
For b < 2, z2 = 0 is attractive and z2 = 1 is unstable, whereas z2 = 1 /(b - 1) is 
unreachable if 0 < z2(1) < 1 (see eq.(4.23)). So, any initial z2(1) 1 converges 
to z2 = O. For b > 2, the two fixed points, z2 = 1 and z2 = 0, are attractive and 
the fixed point z2 = 11(b - 1) is unstable. Depending on the initial value z2(1), 
the point z2(n) converges to one of these two attractive fixed points: z2(n) -> 0 
if z2(1) < 1 /(b - 1) and z2(n) -j 1 if z2(1) > 1 /(b - 1). So, one sees that in the 
plane (b, T ), the line T2(b) given by 
z2(1) - [f p(e) exp( -E /T2) 
de]2 1 (4.27) 
f p(E) exp(- 2e /T2) de b - 1 
is a transition line for (Z2). For the Gaussian distribution, eq.(4.1), this line T2(b) 
is given by 
T2(b) = [ln (b - 1)] -1 /2 (4.28) 
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Figure 4.2: The transition temperatures T2(b), T3(b) and T4(b) of the moments 
(Z2), (Z3) and (Z4) versus b. 
(Z2) is always in its low temperature phase. For T > T2(b), z2(n) --> 1 as n - oo, 
and so one knows that (Zn2) / (Zn)2 -> 1. This implies that the distribution of Zn 
becomes very narrow around (Zn). As a consequence, for T > T2(b), one has 
lim 1 ln Zn = lim 1 ln (Zn) noo 2n-1 n-000 2n-1 (4.29) 
with probability 1. As in section 2.2, one can use this to determine bounds on the 
transition temperature of the free energy. One finds that the bounds are given by 
(21n b)-1/2 < Te(b) < [ ln (b - 1)1-112 . (4.30) 
Notice that the parameter b plays a role similar to the dimension of the hypercubic 
lattice, see eq.(2.19). 
By looking at the two -dimensional mapping (z2(n), z3(n)) - (z2(n +1), z3(n +1)), 
eq.(4.25), one can obtain the phase diagram of (Zn3). The analytic form of the 
transition line T3(b) is not as simple as eq.(4.28): one can show that for b < 
2.303..., T3(b) = T2(b), whereas for b > 2.303, T3(b) is obtained by the condition 
that the point (z2(1), z3(1)) lies on the stable manifold of the fixed point (z2 = 
1, z3 = 1 /(b2 - 1)). The transition line T3(b) versus b is shown in figure 4.2. 
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In a similar way, the transition temperature of (Z4) can be obtained by studying 
the three - dimensional mapping (z2(n), z3(n), z4(n)) -* (z2(n+ 1), z3(n + 1), z4(n + 
1)). One finds a transition température T4(b), shown in figure 4.2. As for T3(b), 
T4(b) coincides with T2(b) for b close enough to 2 and then it is given by the 
condition that the point (z2(1), z3(1), z4(1)) lies on the stable manifold of the 
fixed point (z2 = 1, z3 = 1, z4 = 1 /(b3 - 1)). 
Looking at figure 4.2, one expects that higher integer moments would have higher 
transition temperatures TP(b). 
The main reason why it is interesting to calculate the moments (Zñ) is to try to 
use a replica approach. In principle, if one could calculate lYP(n), defined by 
Tp(n) = 21 1 ln ((Znyi. 
(4.31) 
for all p, the replica approach would give the average free energy, F(T), by 
Fn(T) = - 
T 
(ln Zn) = -T 
p 
m T (n) (4.32) 
From the previous relations, eqs.(4.18)-(4.26), one can get expressions for Tp(n) 
for p = 1, 2, 3 and 4. One finds that the results are given, for the Gaussian energy 
distribution eq.(4.1), by 
Ti(n) = (1 211}lnb+2Tz (4.33) 
/ 1 \ 4 n-1 1 2(n) = j 1 I in b + 
2Tz + 2i_1 
ln {1 + (b - 1)(z2(i))2, (4.34) 
\ / 1 





ln 1 + 3(b - 1) zZi) + (b - 1)(b - 2)(z3(i))2 (4.35) 
jr4(n) = (1 21 1) lnb+ 2Tz 
+ E i1 1 ln 1 + 4(b - 1) 
)) zi2 + 3(b - 1)(z4(Z))z 
z3(z) (zz(Z))4 i=3. 
+ 6(b - 1)(b - 2) (5--z2((ii))) 2 + (b - 1)(b - 2)(b - 3)(z4(i))2 (4.36) 
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Looking at these expressions, it is easy to guess an extrapolation to arbitrary p 
of the first two terms of the right -hand sides of eqs.(4.33)-(4.36). However, the 
extrapolation of the last term is not clear. 
Exactly as it was possible to deduce the recursions, eqs.(4.18)-(4.21), from equa- 
tion (4.2), one can also write a recursion for 4 (p) (p is an integer > 2), which is 
defined by 
(Xn(Zn)p-2) (4.37) 
and Xn is given by eq.(4.6). For arbitrary p, the knowledge of 4 (p) would give 
the average overlap, (Qn(p)), of two walks amongst p walks, from the formula 
(Qn(p)) = [1%(P)] dÿ 
ln `\p)
y-0 
and the overlap (q), of equation (4.9), could be calculated by 
(q) = plo(Qn(p)) 
(4.38) 
(4.39) 
For p = 2, 3, 4 one finds that the overlap between two configurations satisfies 
n -1 1 
(Qn(2)) 
1 + (b - 1)(z2)2 
n -1 1 + (b - 1)(z3 /z2)2 
(Qn(3)) = il 
1 + 3(b - 1)(z3/z2)2 + (b - 1)(b - 2)(z3)2 







+ 6(b - 1)(b - 2) 
(z2 / + (b 




where, in eqs.(4.40)-(4.42), z2 = z2(i),z3 = z3(i) and z4 = z4(i). As was the case 
for eqs.(4.33)-(4.36), it is not obvious what the generalisation of these expressions 
for arbitrary p should be. 
It is clear that expressions similar to eqs.(4.40)-(4.42) could be found for overlaps 
of more than two walks. Again looking at the expressions for the overlaps of m 
walks amongst p = m, m + 1, ... walks, it is hard to guess an expression valid for 
arbitrary p. 
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So, several properties concerning the integer moments of Z can be calculated 
on the hierarchical lattice. The calculation of the second moment allows one to 
obtain the exact expression, eq.(4.29), for the free energy above the temperature 
T2(b), given by eq.(4.28). The exact expressions for the first moments, egs.(4.33)- 
(4.36), or for the overlaps associated with these first moments, egs.(4.40)- (4.42), 
are, however, too complicated to permit one to guess their generalisation to non - 
integer moments. In sections 4.3.1- 4.3.3, it will be shown that one can obtain 
such generalisations, at least in a perturbative way, when b is close to 1. 
4.2.2 Monte Carlo simulation of the specific heat and of 
the overlaps 
Despite the simplicity of the recursion eq.(4.2), it was not possible to find an 
analytic way of calculating irn(Z) (defined by eq.(4.3)) for arbitrary n and b to 
obtain the free energy, (ln Zn), as a function of temperature. As will be discussed 
in section 4.3.1, one can only get an analytic expression when b is close to 1. 
For arbitrary b, however, it is possible to estimate the quantities of interest rather 
accurately by numerical methods. The method that has been used is a Monte 
Carlo sampling which has the advantage of being easy to program [44]. The idea 
is the following: although one cannot calculate 7rn(Z) analytically, one can sample 
it. So one can represent irn(Z) by N (N = 5.104 or 2.105 in these simulations) 
different values of Z : Zl >, ... , Z ). For example, to represent irl(Z), N random 
Gaussian numbers, i, are chosen and one obtains N values Zli) by 
= exp(- ei /T). (4.43) 
Then, to represent r2(Z) by N values 4i), one chooses, for each i, 2b random 
indices jl (i), . . . , j2b(i) between 1 and N and one calculates the ZZi) using 
Z(i +l /.1)412) + ... - z(i2b- 0492b) (4.44) 
for n = 1. Once the N values ZZi) have been calculated in this way, one can 
calculate N values of Z32) to represent ir3(Z). Again one chooses, for each i, 2b 
new random indices ii(i), . . . , j2b(i) and one calculates each Z3i) using eq.(4.44). 
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One can iterate this procedure many times and at the nth step one gets N values, 
< i < N), which represent the distribution irn(Z). 
If one then needs to estimate the average of a function of Z over the distribution 
irn(Z) (e.g. In Z), one replaces it by the average over the Z(`) : 
¡inZ irn(Z) dZ kr In (Zi)) . (4.45) 
z =1 
It is often interesting to know the first or second derivative of Z with respect 
to temperature, so that one can obtain the energy or the specific heat. Using 
eq.(4.44), it is easy to write recursions for these derivatives and at each step one 
can represent the distribution by N triplets (Z(i), dZ,i»/dT, d2Z$i»/dT2) which are 
calculated by the same procedure. 
The curves of the specific heat obtained for a lattice built up to the sixteenth 
generation for b = 2 and b = 5 (with N = 5.104 and 2.106) are shown in figures 
4.3a and 4.3b. For b = 2, the specific heat is a smooth function of temperature, 
whereas for b = 5 there is a sharp maximum at a temperature T, = 0.75 ± 0.05, 
which is strictly smaller than T2 0.849 (see eq.(4.28)). Above Tc, the numerical 
data agree well with the prediction for the specific heat per unit length 
C = 1/T2 (4.46) 
which follows from eqs.(4.29) and (4.1). For b = 2 the specific heat can be seen to 
approach the form given by eq.(4.46). However, it is not clear whether the specific 
heat has the form of eq.(4.46) above a certain finite transition temperature, Tc, or 
whether T, is infinite. 
The same procedure can be used to obtain the overlaps. As discussed in section 
4.1, one has to calculate Zn and Xn, through eqs.(4.2) and (4.7), in order to obtain 
7rn(X, Z). This can be done by representing irn(X, Z) by N pairs (X», 
Thus, each pair (X: +1, Z( +1) is calculated by choosing, for each i, 2b ancestors 
, j26 and by using eq.(4.44) and 
x,(221 
X(11 )X(12) I . . . - X(12b-1)XV26) 
(Z11)412 . . . + Z(12 b- 4126))2 
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Figure 4.3: The specific heat of a lattice at the sixteenth generation as a function 
of temperature for (a) b = 2 and (b) b = 5. The simulations used sample sizes of 
N = 5.104 and N = 2.105. The solid line shows the specific heat (eq.(4.46)) of 
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Figure 4.4: The overlaps, (q) and (q(3)), as functions of temperature for a lattice 
of 16 generations for (a) b = 2 and (b) b = 5. The simulations used sample sizes 
of N =5.104 and N= 2.106. 
Then the averages of functions of X and Z can be calculated as in eq.(4.45). When 
one only requires derivatives of X,2 at y = 0 (see eq.(4.9)), it is easier to iterate Z 
and derivatives of X at y = 0 than to take the derivative numerically. 
The overlaps, (q) and (q(3)), obtained using this Monte Carlo method are plotted 
in figures 4.4a and 4.4b for a hierarchical lattice of n = 16 generations using N = 
5.104 and N = 2.106. As with the specific heat, one sees a smooth temperature 
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dependence for b = 2, whereas for b = 5 both (q) and (q(3)) seem to vanish at 
T = 0.75 + 0.05. (4.48) 
The Monte Carlo method used here has the great advantage of being simple to 
implement. Its main disadvantage is that as the number of iterations, n, increases, 
the N values Z,(,') become more and more correlated (because they are calculated 
from the same series of Z(=) 1 instead of being independent as they should be). It 
is hard to estimate how the error due to these correlations depends on the number 
of iterations, n, and on the number of events used to represent the distribution, 
N. It seems reasonable, however, that the larger N is, the better the results are. 
So the simulations were repeated for two different, large values of N (N = 5.104 
and N = 2.10e) and the results are taken to be reliable when they are identical for 
these two sizes. Also, for each size, N, two independent runs (both of which are 
plotted in figures 4.3 and 4.4) were done, in order to check that the fluctuations 
were not too large. 
4.3 Perturbative expansion about b =1 
It has already been mentioned briefly in section 4.2.1 that when b = 1 the problem 
becomes simple. This simplification can be used as the basis for a perturbative 
treatment of the recursions obtained in section 4.1. 
When b = 1 the recursion, eq.(4.2), for the partition function reduces to 
Z+1 = 4,1)Z,?) (4.49) 
and so the disorder average of ln Z, obeys the simple relation 
(in Zn +1) = 2 (ln Zn) . (4.50) 
Suppose that the probability distribution of the energies, p(ei), is given by eq.(4.1). 
From eq.(4.4), the probability distribution of Z1 for the first generation of the lat- 
tice, ir1(Z), is given by 





Z)2 -1n ZJ . (4.51) 
Hence it is easy to show that the probability distribution of Zn at the nth gener- 
ation of the lattice, 7rn(Z), will be of the form 
Z)2 1 
7rn(Z) = (27C)112b exp 




bn = 2n -1 /T. (4.53) 
So, for b = 1, the stable law of the recursion eq.(4.2) is a Gaussian in In Z, as 
given by the central limit theorem. Returning to the case of b > 1, one can now 
proceed to seek an expansion around b = 1 in terms of the parameter e, where 
e=b-1. (4.54) 
4.3.1 The free energy 
To obtain a perturbative expansion of the free energy about b =1 it is helpful to 
write the recursion for (ln Zn +1) in the following manner: 
(ln Zn+1 ) On (Z(1)Z(2)) ) 
(1n (Z$1)Z$2) rZ(2b -1) r 
$2ó)) - In (Z(1)Z(2))) (4.55) 
where the expression occuring when b = 1 has simply been added to and sub- 
tracted from the right- hand_side. 
Using the integral representation of the logarithm 
e' -e -tom 
lnx = dt 
o 
one can rewrite the above as 
(ln Zn+1 ) = 2 (ln Zn) + dt ( {exp(- tZ»1)Z(2)) 
- exp [ -t (41)42) + ... + 42b- 1)Z(20)] }) 
2 (ln Zn) 
J 
¡ dt 
[(exp (- tV)Z(2)) ) 
- (exp (- t41)Z,2))) b 
, 




It is useful to define a function, fn(t), such that 
fn(t) = (exp(- t4i1)Zi2))) . 
Then the recursion, valid for all b, can be written as 
(ln Zn +1) = 2 (ln Zn) + c° dt (fn(t) - (fn(t))b) . 
(4.58) 
(4.59) 
This clearly reduces to the correct recursion when b = 1. Equation (4.59) can now 
be expanded about b = 1, in powers of e, where e = b - 1. 
(ln Zn +1) = 2 (ln Zn) - e J dt fn(t) In f(t) 
o t z 
2 o 
dt 
fn(t) 1n2 fn(t) + . . . 
The free energy to first order in e 
(4.60) 
To obtain the recursion to first order in e, it is only necessary to determine fn(t) 
to leading order, i.e. order in e, or when b = 1. 
fn(t) - Ke-t4,04,2)) 
T J_ irn +l (ex /T) exp {±-7, - J dx + O(e) 
f (t, b + O(e) (4.61) 
where 
+°° 
f (t, A) _ 
1 
J.-1'w e-y /2 exp [-tel dx. (4.62) 
Hence, to first order in e, 
(ln Zn+1) = 2 (ln Zn) -e f dt f (t, Vkn) ln f (t, v `bn) + O(e2). (4.63) 
Using this recursion it is then easy to show that, to first order in e, the average 
free energy per unit length of the system at the nth generation is given by 




2: (' f(, ). (4.64) Fn =- (ln Zn) =Te 2i Jo i=1 T) T 
It will be shown in sections 4.3.2 and 4.3.3 that the overlaps and moments of the 
partition function can also be obtained to order e by the same approach and that 






Specific Heat fth generation 
2 3 4 
Temperature 
Figure 4.5: The specific heat of a lattice of eight generations calculated from the 
perturbative expansion, eq.(4.64). It looks rather similar to the results of the 
Monte Carlo simulation for b = 2, see fig. 4.3a. 
the for the free energy, Fn, to first order in e, the 
energy, En, and specific heat, Cn, of the system at the nth generation, can be ob- 
tained to the same order by differentiating Fn with respect to the temperature, T. 
The specific heat obtained in this manner is shown, as a function of temperature, 
in figure 4.5 for a lattice of n = 8 generations. One sees that the shape (linear at 
low temperature and the maximum at T 1.0) is rather similar to the results of 
the Monte Carlo simulation for b = 2. 
At low temperature, using the asymptotic forms of f (t, A) for A -4 co, it is possible 
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J_ I 1 tz l) In [It (27u d  ) l dt = 0.29782. (4.67) 1 
In the limit T -i 0, the ground state energy obtained in [47] is recovered. 
It is not possible to get an analytic expression for the coefficients of the correspond- 
ing high temperature expansion. The reason is that the infinite temperature fixed 
point is an unstable one (Sn +1 = -Sn) and therefore the value of some coeffi- 
cients of the high temperature expansion depend on the functions at all points 
Sn: Sn small (n < (ln T)/ ln ), Sn large (n » (ln T )/ ln /) and also interme- 
diate values Sn, where no analytic expression can be obtained. Nevertheless, from 
eq.(4.64), one expects the leading behaviour of Fn at high T to be 
lim Fn -ET. noo 
The free energy to second order in e 
(4.68) 
The remainder of this section shows how the perturbative approach can be ex- 
tended to higher order in E. To do this, it is necessary to determine the functión, 
fn(t), defined by eq.(4.58), to higher order in e. Below, the first correction to fn(t) 
is obtained. 
Let us define a new function -4(0 by 
Fn(t) _ (e-tzn ) . 
Then from eqs.(4.58),(4.69) and (4.2) it is true, for all b, that 
Fn+1(t) = [fn(t)r 
(4.69) 
(4.70) 
Hence, Fn -F1(t) is related to fn(t). Now one needs to find another relation to obtain 
fn(t) from Fn(t). If b is close to 1, one can consider the probability distribution, 
Rn(Y), of the quantity Y = In Zn to be the sum of a Gaussian distribution and a 
small correction 
1 
= 1¡-Y2 ) + e 1 PY (Y) 
( 
2 exp \ (571,n 47 J 
84 
(4.71) 
It is then clear that the probability distribution, rn(y), of the quantity 
In (Z(1)Z(2)) is given by 






+ (27r) /25,2a J ¡an `b ) 
e(Y-11)'l2bn 
dY + OW). (4.72) 
From eqs.(4.69) and (4.71), Fn(t) can be expressed as 
Fn(t) = f Rn(Y) exp [-teY]dY = f (t, bn) + es (t) (4.73) 
where 
sn(t) = f yon(Y) exp [ -teón '} dY . (4.74) 
Similarly, from eqs.(4.58) and (4.72), one sees that fn(t) is given, for b close to 1, 
by 
L(t) = f rn(y) exp (-tey)dy 
e_112/2 = f(t, n) + 2e f (27)1/2 sn(teónU)dy. (4.75) 
Now, using the relation between fn(t) and Fn +1(t), eq.(4.70), and expanding it for 
b =1+ e, a recursion can be obtained for sn(t), which reads 
¡ ' ' % e -112 /2 
Sn +1(t) = f (t7 v 5n) In f (t, v `5n) + 2 J sn(teónt')dy. (4.76) 
Carrying out this recursion, with the initial condition that epl(Y) = 0, sn(t) can 
be computed explicitly and from eq.(4.75) one finds that 
0o n -1 j(2n - 2i)1/2y} 2i /2 
fn(t) = f(t, Sn) + e f E 2n-if t exp l T i/) 
1 C l i= 
2i)1 /2y 2i/2) 2 x In f (texp f T , T ) (2x)1 /2 dy + O(e ). (4.77) 
Having determined fn(t) to first order in e, it is now possible, using eq.(4.60), to 
calculate the free energy, and indeed the overlaps and moments to be discussed in 
the next sections, to second order in E. For example, the free energy now becomes 
- 1 [lc° dt 
C 
i /2 / Zs /2 
Fn(T) = eT 
n 1 
2 t f t' 
2T 
In f I t' ) 
) i=1 
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[(2i - 201/2y 
x % f t exp 
Jo T ]' T l 1 
(2i _ 2i)1/2y 2;/2 
s x ln f t exp , + O(e ). 
T T (2701/2l 
e-b' l2dt 
4.3.2 Perturbative treatment of the overlaps 
(4.78) 
Following the same approach as in the previous section, expressions for the over- 
laps will now be obtained to first order in e, eqs.(4.91)-(4.93). The low temper- 
ature behaviour of these quantities will then be investigated. This section closes 
with the calculation, to first order in e, of the probability distribution of the 
overlaps, P(q). 
The overlaps to first order in e 
Let us consider the average overlap between two walks, (q). As discussed in section 
4.1, it is convenient when dealing with this problem to use the generating function, 
Xn(T, y), defined in eq.(4.6). These generating functions (see section 4.1) obey 
the recursion given in eq.(4.7). When b = 1 this recursion reduces to a simple 
expression: 
Xn +1(T,y) = X(1)(T,y)X(2)(T,y) (4.79) 
Using the same procedure as in section 4.3.1, consider the quantity 41n(µ + 2) = 
(Xn(T, y)ZZ ). For an arbitrary power µ, the recursion of eq.(4.7) can be written 
as 
(Xn+12+1) = (X (1)X (2) (Z(1)Z(2))µ) 
+ ( (.41)X(2) 
X(26=1)x(20) 
x (41)42) + . . . + Z(2b-1)Z(2b))P\ (X(1)X(2) (41)42)) A) 
+ K(z12 ) + . .. + 42b-1)Z(2b))12+2/ { 
(Z(1)Z(2))/2+2) 
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- ([(z1z2)2 + + (Z(2b-1)Z(2b)) 
zl 
X (4.1)4z2) Z(2b-1) 42b))l+\ ((z1)z2))2). (4.80) 
Following the spirit of the previous calculation, one can introduce the function 
gy,n(t, t'), defined as 
gy,n(tt') = ( exp(- tZ$ 1) 42 ))exp[- t'X?l)(T,y)X,2)(T,y)]) (4.81) 
and use the following integral representations of Zµ to help to linearise the prob- 
lem: 
Zµ dt µ e-tz µ< 0 (4.82) 
f 
00 tP-F+-1 dP 
Zi` = dt ( 1)P- [e-tZ] µ > 0 and p > µ, p integer. (4.83) 
I'(.p - µ) dtP 
(For clarity, the case < -2 will be considered first and the results for µ > 0, 
which follow in exactly the same manner, will be given at the end. -2 < µ < 0 
can be considered in the same way.) Equation (4.80) can then be rewritten in the 
form 
(Xn+1Zn+1) - (XnZn )2 - Jo dt I'( µ µ) dt' [l9y,n(t, t'))b - sy,n(t, 
tl 
- Jo dtI(t µ-3 2) [( fn(t))b - f,(01 
t-r-1 d 




,n(t,t))b -9o,n(t,tjj )Jti_o 
t'=0 
(4.84) 
where fn(t) is defined in eq.(4.58), and it has been noted that Xn(T, 0) = Zñ. It 
is now simple to expand about b = 1. Again, to obtain an expression correct to 
first order in e, the functions fn(t) and gy,n(t,t') will only be required at b = 1. 
To this order fn(t) = f (t,2n12 /T), as shown earlier (eq.(4.61)) and 
dt'9y,n(t, e) 
d2f 
= - exp (2ny) dt2 I 
t _o 
2/2\ 
t, (4.85) I , 
\ / 
since, when b = 1, 
d_ 
dt'9,n(t, t') 
_ - (X ,(,1)(T, y)X ñ2)(T, y) exp(-t41)4,2))) 
({exp(2'Y)] _ - (41)4,2))2exp(-t4,1)4,2))> . (4.86) 
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Hence eq.(4.84) reduces to 
(Xn+1 Zn+1) µ = (XnZ;)2-E(1-e2ny) f 




(t, l 1+ ln f t, T I 
t -µ -3 2n /2 
+ e f dt 
2) 




Carrying out this recursion to first order in E, an expression for (X,Zn) can be 
obtained in terms of the initial condition 
which reads 
(Xi Z1`) = e (4+2) + 11 ( 2+ T2 J 
2)2l 
1 )z 
ln (Xn Zµ) ( 
n -1 
E v exp 
i -1 
-(µ + 2)2 = y + 2T2 [ ó +1 
x 
{ 





[1 + ln f (t, 841)] 
t2 
[exp( -2iy)] f dtr(t µ- 32)f(t,bi +l)ln f(t,bi +1) }. 
For It > 0 and p > µ, it can be shown that a similar relation holds: 
1 ( 2)2 
n=1 -(µ2)2 ln ( XnZ n ) -y 2T2 E 2i e [2 q+1] i 1 
tP-A-1 
x [exp(-2iy) - 1]. f dt r(P - f) ( 1)P 
X tP 




[exp( -2iy)] f dtr(p 1)Pdi +2 [f(t,si +1)Inf(t,si +1)] }. (4.90) 
(p µ) 
The overlap (q) can now be obtained by setting /L = -2 in eq.(4.89) and differen- 












and the overlap of two walks calculated with p + 2 replicas (p > 0) follows from 
eq.(4.90), giving 
(Qn(p + 2)) _ 
n-1 2i-1 
1+eEexp -(p-2)2-7771 (-1)n 
i=1 
dP {.!L 2i/2 
X dtp dt2 (t' T) [1+1nf(t)j 
2i/2 
2i/z 





As mentioned in section 4.1, it is possible, using eqs.(4.11), (4.13) and (4.82), to 
compute the average overlap between m walks, (q(m)), in the same way, giving 
(q(m)) =1+ e( -i)m E f dt tm -1 1 + In f dm f t 2i /2 /T) . (4.93) 
i =1 I'(m) [ T dtm 
(t, 
Low temperature expansion of the overlaps 
It is possible to obtain the low temperature expansions of these three overlaps, 
eqs.(4.91)-(4.93). Using the appropriate expansion of f (t, a), as explained in 
appendix B, it can be shown that the.first correction to (q) is linear in temperature 
n-1 
(q) =1-eK1TE 22 O(T3) 
i=1 
(4.94) 
where K1 is defined in eq.(4.66). A similar expression can be obtained for (q(m)), 
(q(m)) = 1- eK1T 
rr( 
m(m) ) r(1)(1)) E 2i/2 s 1 
n-1 - K2T2 
rr>(m) 
2I'(1)(mj )(m) (r(l)(1))2 
r(2)(1)J ;5; 
2i 
+ O(T3). () 1 
(4.95) 
It is interesting to compare these results with the expressions for the overlaps 
(q(m)) on the tree [14]. For the tree, one can show that the overlap (q(m)) is 
given by (q(m)) = r(m -T /TT)lr(m)F(1 -T /TT). At low temperature, this 
gives the same expression as eq.(4.95), with eK1 E 1/V-27 replaced by 1 /T, and 
6K2 E 1/2i by -1 /2Tc2. 
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To calculate (Q,(p + 2)), it is necessary to know the first p + 1 derivatives of 
f (t, \/271T) with respect to t at t = O. However, as these derivatives have the 
simple form 
f(P) (o, (-1)P exp 
- 
T ) [2iT 1 2P 
21 (4.96) 
the leading term at low temperature can be seen to result from taking i = 1 and 
the term with the highest possible derivative of f (t,17'). Hence, it follows 
that 
(Qn(2)) = a. - ee_2/T2 
(Qn(p + 2)) = 1 - 2ee-2(P+i)/T2 
(4.97) 
p> 1. (4.98) 
It can be seen that (Qn(p + 2)) obtained in this manner agrees with that re- 
sulting from egs.(4.40)- (4.42) expanded for b = 1 + e, as expected. The first 
corrections to (Qn(p + 2)) are all exponentially small in temperature. One sees, 
from eqs.(4.94), (4.97) and (4.98), that the first order correction to the overlap 
(Qn(2 + g)) is exponentially small in the temperature except for p = -2, when 
it vanishes linearly with temperature. Similar behaviour will be seen in the next 
section when the moments of the partition function are considered. 
The probability distibution of the overlap, q 
As the polymer problem has many analogies with spin glasses, it is interesting 
to consider the distribution of the overlaps, P(q). To determine the shape of the 
distribution P(q), let us define yn by 
_ (Xn(T, y)Zn 2) (4.99) 




Yn+1 = 21zy + e E 2n-iAi(1 - exp[-2iy]) 
i=1 
dtt Ai=c-1-2 2i/2 t t> ll dt2f (' T o )J [ l+lnf 





this can be recast as 




ÿ 1-eAil asn -oo (4.103) 
i=1 
where the limit n oo has been taken and as Ai -4 0 when i -> oo, only terms 
with n - i » 0 will contribute to the sum. 
Hence one sees that 
n -1 
(Xn(T, y)Z,i 




This shows that, at least to first order in e, P(q) is a delta function at q = (q). 
4.3.3 Non -integer moments and the replica method 
Let us now turn to a consideration of the moments of the partition function. First, 
an expression will be obtained for an arbitrary moment (Zn), to first order in e, 
(eqs.(4.108) and (4.109)), then the low temperature limit will be considered. From 
the expansion of the moments of the partition function it is possible to find the 
expansion of the ground state energy fluctuation exponent w, see eq.(1.8). This 
is given in eq.(4.120). 
The moments of the partition function to first order in e 
Consider the average of the µth power of the partition function at the nth gener- 
ation of the lattice, (Z!:) (take µ < 0 to begin with). Following the perturbative 
approach of eqs.(4.55) and (4.80), the recursion for this quantity can be written 
as 
(Zn +1) (Zn)2 [\(Z(1)Z(2) + 
... + 426-1)426)) M) - \(41)42))14)J 
(Zn)? + Jo 
dt µµ) - fn(t)] 
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(4.105) 
where the integral representation of eq.(4.82) and the usual function fn(t), defined 
in eq.(4.58), have been used. 
Expanding to first order in e, one obtains 
(Zñ +1) = (Zñ)2 + r( -µ) Joy 
dt t -µ -1 f (t, 2n/2 ) (t, 2z 
and so, using the initial condition 
(4.106) 
(Z(`)2 = exp [12/T2], (4.107) 
it can be Ehown that for < 0 
1 
2n -1 ln(Zn) _ 
µ2 n-1 1 _µ22i-1 
1 
2T2 + e 
E 
2i e [ T2 
0o t-µ-1 
( 
2i/2 l ( 2i/2 l x 
J 
dtr(_µ)ft nf\tT/ (4.108) 
For > 0 one has to use the alternative integral representation, eq.(4.83), and 
this leads to a similar expression valid for > 0 and p > µ, 
1 µ2 n-11 [-µ22i-11 
ln (Zñ) = 2T2 + 
e T2 
J i=1 
roo tP-µ-1 e ( 2i/2l x J dt r(-) ( 1)P tP f / ln f (4.109) 
It is interesting to note that once again the first correction depends only on the 
function f(t, a), as was the case for the overlaps and free energy. 
For integer moments, the latter expression; eq.(4.109), reduces to 
1 P2 n -1 
1n (Zn) = 










The calculation of the derivatives of f(t, a) In f(t, a) with respect to t at t = 0 
can be done easily (see appendix B, eq.(B3)) and then the above equation gives 
answers in agreement with those obtained from an expansion about b =1 of the 
recursions of the integer moments in eqs.(4.18)-(4.21). However, the perturbative 
expansion (e small) has also given the interpolation between the integer moments. 
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It is interesting to consider whether a similar form of interpolation could be used 
in other problems where only the integer moments of the partition function can be 
determined. Consider a sequence of numbers a(p) (p = 0,1, 2, ...). The problem 
is how to extend them to a function a(µ) defined at all values of µ. By comparing 
equations (4.109) and (4.110), one sees that the interpolation formula valid here 
is to construct a function J(t), which plays the role of f (t, .1) In f (t, A), via 
J(t) E(- 1)PtPa'P) 
p =o P' 
and then to decide that for non-integer with µ < p, a(µ) is given by 
tP -µ -1 dP 
a(µ) = ¡ dtf(P - µ)( 1)PdtP[J(t)]. (4.112) 
It is interesting to notice that this procedure will, in principle, only work if the 
function J(t) has a finite radius of convergence and has an analytic extension to 
the real axis. In the case of eqs.(4.109) and (4.110), f (t, a) In f (t,A) has a zero 
radius of convergence (see appendix B) and so the series expansion eq.(4.111) 
does not define a unique function J(t). In the polymer problem the function to 
use is f (t,.) In f (t, a), but there are other functions which have exactly the same 
series expansion, eq.(4.111), as this function and these would give an incorrect 
interpolation for the moments. 
(4.111) 
Low temperature expansion of the moments of the partition function 
To learn more about the character of the interpolation, let us consider the low 
temperature expansion of eqs.(4.108)-(4.110). Details of these expansions are 
given in appendix B. For µ < 0 the low temperature behaviour can be shown to 
be, eq.(B19), 
l µ 2= (i/ 2 2n -1 
1 2n -1µ2 1 




2n /2 ¡L 
r(-0 (1)(µ) + in r( -µ) + . 
So, the dependence upon T is dominated by the exponential factor. 
For µ > 0 one can show that the leading behaviour is of the form 
2 





So, again the first correction is exponential in temperature. 
One can see that the expressions for µ > 0 and µ < 0 are quite different. It is, 
however, possible to reconcile them by considering that as T -> 0, the ratio µ/T 
remains fixed. By making the substitution t = exp( gnu /T) in eq.(4.106) and 
using the correct asymptotic expansion for f(t, a), one sees that when µ is small 




\ T / 
x 
J dz (2x)12 ln (Jug 
dx (2)1/2) . (4.115) u 
This expression shows that when µ and T are small, the result depends only on 
their ratio µ /T. For (µ /T) -> 0, one recovers the free energy result eq.(4.65), 
whereas for (µ /T) -> +co it becomes consistent with eqs.(4.113) and (4.114). So, 
the limits µ -> 0 and T -p 0 do not commute and it is only if one takes µ/T - 0 
as T -> 0 that the replica approach leads to the correct free energy. 
(Zn -F1) - (Zµ)2 
The ground state energy fluctuation exponent, w 
It is interesting to notice how the width, On, of the distribution of In Zn behaves. 
Expanding in powers of µ, it is easy to show that 
In (Zn) = µ (ln Zn) + 22 
[(1n2 Zn) - (ln Zn)21 + 
= µ(inZn) +µ2 
n +, (4.116) 
Hence An' can be computed by expanding either eq.(4.108) or eq.(4.109) in powers 
of µ, to give 
QZ 
n 
L n-1I+(1)(1) dt 2'/2 2i/21 
= - 2Le 2i J t f t' T l ln f (t' T/ C / i-1 
- 
n-1 1 dt 2 0 ) 





i=1 2i t 
where L = 2n-1 is the length of the polymer . 
(4.117) 
The first summation in eq.(4.117) is proportional to the free energy per unit length 
of the polymer, Fn, given by eq.(4.64). Hence, as n -> oo, the second term on 
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the right -hand side of eq.(4.117) is proportional to L. The second summation 
does not tend to a finite limit as n -* oo. Instead, as n -4 oo (i.e. A - oo), 
it can be shown, using the asymptotic expansion of f(t, )) given in appendix B, 
eq.(B8), that each term in the series tends to -2eK2L /T2 (where K2 is defined 
in eq.(4.67)). Hence, this last term in eq.(4.117) is proportional, for large n, to 
L In L. Indeed, as n increases, 
Oñ - T Z [1 - 2TI'(1)(1)Fn(T) - 2E1(21 T2 In 2 L ln L. (4.118) 
As L increases, the corrections increase faster than the leading order and so this 
expression can only be trusted for e In L « 1. For e In L » 1, one should "renor- 
malise" the problem as was done in [47]. However, it is easy to show that eq.(4.118) 
is consistent with the results of [47], which claimed that in the limit n -* oo, the 
width On behaves for large L as L'' and that An +1 /On -a a = 2". If one calculates 
the ratio An +i /On from eq.(4.118) one finds that 
An 
+1 = 21/2(1 - eK2) (4.119) An 
so that the ground state energy fluctuation exponent w, see eq.(1.8), is given by 
1 
w 2 ln 2 
(4.120) 
4.4 Summary of chapter 4 
This chapter has examined directed polymers on disordered hierarchical lattices. 
It has been shown that on these lattices the directed polymer problem reduces 
to the study of the stable distributions that occur when one combines random 
variables in a nonlinear way. One can easily obtain the average of the first few 
integer moments of the partition function, eqs.(4.33)-(4.36), but it is not clear how 
these should be generalised to non -integer moments. Using the second moment of 
the partition function, one can prove the existence of a phase transition on lattices 
with b > 2. Simulations of the system for b = 5 showed this transition clearly. 
It was noticed that the problem becomes simple if b = 1, as then one just has 
a sum of random variables and the central limit theorem can be invoked. It is 
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possible to perform a perturbative expansion around this simple limit b = 1, and 
this expansion was the subject of sections 4.3.1 -4.3.3. Expressions, to first order in 
b -1, were obtained for the free energy (eq.(4.64)), the overlap (eq.(4.91)), the non - 
integer moments of the partition function (eqs.(4.108) and (4.109)) and the ground 
state energy fluctuation exponent, w (eq.(4.120)). It was also demonstrated that 
one could extend these expressions to higher order in b - 1. 
The expansion is not able to shed light on the phase transition, as this only 
seems to exist for b > 2. However, it is able to show a linear specific heat at 
low temperature (for a Gaussian distribution of energies) and that the probability 
distribution of the overlaps, P(q), is a single delta function, at least to first order 
in b - 1. Also, being able to calculate the non -integer moments of the partition 
function provides an interpolation between the integer moments, when b is close 
to 1, and this allowed a study of the replica formalism for this problem. 
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Chapter 5 
Directed polymers with complex random 
weights 
Recently, generalised models of directed polymers in random media have been 
introduced [26], in which one allows the walks to contribute either positive and 
negative or complex weights to the partition sum. The model with positive and 
negative real weights was briefly introduced, in the context of the NSS model of 
hopping conductivity [27,28], in section 
In this chapter the mean field solution of these models is considered. The discus- 
sion will be limited to the case of positive and negative weights, but the arguments 
can be extended to allow the weights to have more general discrete sets of phases. 
The model to be studied is defined in section 5.1. Then, the method of solution is 
discussed. So far, it has not been possible to solve the model directly, as the replica 
and travelling wave approaches to the standard mean field polymer problem are 
not amenable to extension to negative "Boltzmann weights ". However, using a 
close analogy between the mean field directed polymer problem and two other 
disordered systems, the random energy model (REM) [64] and the generalised 
random energy model (GREM) [65,51], one can obtain the mean field solution 
indirectly. The solutions of the corresponding REM and GREM are given in sec- 
tions 5.3 and 5.4. The main result of this chapter, the phase diagram of the mean 
field generalised directed polymer problem, is presented in section 5.5. Finally, 
the chapter closes with a discussion of the relationship between the mean field 
generalised polymer problem and the problem of finding the largest Lyapounov 
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exponent of a product of large, sparse random matrices. 
5.1 Definition of the model 
In the particular generalisation of directed polymers in a random medium that 
will be considered here, one allows the walks to make both positive and negative 
contibutions to the "partition sum ". The model is defined as follows. As usual, 
one has a regular lattice and for each bond, ij, of the lattice one chooses a random 
energy, eij, according to a given probability distribution, p(eij). However, one also 
places a random sign Sij on each bond ij. The sign is taken to be positive with 
probability 1 -p and negative with probability p. One then considers all directed 
walks, w, of length L, emanating from some origin. The energy of each walk is 
defined as before, eq.(1.1), i.e. 
Ew = E eij 
ijEw 
(5.1) 
and the "partition function" is now taken to be 
ZL(r) = E H Sij exp [-Ew /T] (5.2) 
w ijEw 
where the sum runs over all directed walks of length L emanating from the point 
r and the product includes all the bonds visited by w. 
Although it is convenient to call ZL a partition function it can be positive or 
negative, due to the inclusion of the random signs into the problem. In calculating 
the "thermal properties" of the system one is therefore interested in evaluating 
the quantity (ln I ZL I) . Notice that one recovers the standard directed polymer 
problem when p = 0 or 1. 
In addition to the "free energy ", one might also be interested in calculating the 
analogues of the ground state energy and disorder transverse fluctuation expo- 
nents, w and v, see eqs.(1.8) and (1.10). These are now defined as 







. L2v (5.4) 
where 21(0,x) is the partial partition function for all directed walks of length 
L emanating from the origin 0 and terminating at x and R(x) is the transverse 
displacement of the point x. These exponents have recently been the topic of some 
controversy. Certain simulations and general arguments have indicated that the 
exponents should keep their standard (p = 0 or 1) values [66]. However, Zhang 
[67 -69] has predicted, on the basis of numerical studies and analytical arguments, 
that the exponents should change when p 0 or 1. 
The remainder of this chapter is concerned with the mean field limit of the model 
described above. It will again be helpful to take the mean field limit by formulating 
the problem on a tree (see fig. 3.1). 
5.2 The relationship between directed polymers, 
the REM and the GREM 
The solution of the mean field generalised directed polymer problem will be ob- 
tained by making use of the close relationship that exists between three problems 
in statistical mechanics: the mean field directed polymer problem, the REM and 
the GREM. 
When the mean field solution of the standard directed polymer problem was first 
obtained [14], it was noticed that its free energy, egs.(3.10)- (3.13), was identical 
to that of the corresponding REM and GREM at all temperatures. To see why 
one expects this to remain true when one adds random signs to the problem it is 
necessary to consider the structure of the REM and the GREM -. 
5.2.1 Definition of the REM 
In the random energy model the partition function, Z, is defined as the sum of 
KL independent terms 
KL 
Z = E Sµexp(-Ep/T) (5.5) 
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where Sµ = +1 and exp( -Eµ /T) are, respectively, the sign and amplitude of the 
µth term of the sum. 
The number of, terms in eq.(5.5), KL, is chosen to be the number of directed 
polymers of length L on the tree, the random energy Eµ has the same distribution 
as the energy of a walk of L steps on the tree, i.e. its generating function is equal 
to 
1L 
(exp( -AEµ)) _ (exp( -AE))L = [f p(E) exp( -AE) de 
1 
(5.6) 
where E is the energy of a bond on the tree, and the sign Sµ has the same distri- 
bution as the sign of a path of L steps on the tree, i.e. 
Sµ = +1 with probability 2 (1 + (1 - 2p)L) 
Sµ = -1 with probability 
2 
(1 - (1 - 2p)L) . (5.7) 
In general, for large L, the distribution of Eµ, H(E), takes the form 
II(E) (21rL) -1/2 (- f"(E /L)) -1/2 eXp [Lf(E/L)] (5.8) 
where the function f(x) is related to p(e) by a Legendre transform 
max(f (E) - EA) = In [f p(E) exp( -AE) de] . (5.9) 
Using eqs.(5.6) and (5.8), one can show that the function f is necessarily convex 
(f" < 0). For a Gaussian bond distribution p(E), for example, one obtains a 
Gaussian II(E) 
p(E) _ (27r) -1/2 exp( -E2 /2) = ÌI(E) _ (27rL) -1/2 exp(- E2 /2L) (5.10) 
One sees that when the REM is defined in this way it has the same number of 
terms in the partition sum and the same distribution of single energies, E, as 
the tree problem. However, as always in the REM approach [64], it neglects the 
correlations between the energies and signs of different paths. 
5.2.2 Definition of the GREM 
The generalised random energy model aims to restore some of the correlations 







a3 L a3 branches 
Figure 5.1: The structure of a three step (n = 3) generalised random energy 
model. 
of n steps, the possible configurations of the system can be represented by the 
end points of a tree of n steps, see figure 5.1. The model is defined by two sets of 
numbers: ai; 1 < i < n and ai; 1 < i < n which satisfy 
ai > 1 (5.11) 
ai > 0. (5.12) 
For each branch of the tree of n steps one chooses a random sign ms(µ), according 
to 
_ +1 with probability 
2 
(1 + (1 - 2p)" ) 
((µ) = -1 with probability 2 O. - (1 - 2p)' ) 
and a random energy, ei(µ), from a distribution II(e, ai) which satisfies 
(exp (-AeM ) = [f P(E) exp(-Ae) de 






The total number of branches at level i is (aia2 ... ai)L. By definition, the config- 
urations are identified with the end points of this tree of n steps and the energy, 
Eµ, and the sign, Sµ, associated with the configuration µ are given by 





where the sum and product include all the bonds which connect the configuration 





5.2.3 The GREM as an interpolation 
In the case n = 1, the GREM reduces to the REM. In the other limit (n = L; 
ai = 1 /L; ai = K1!L) one recovers the mean field generalised directed polymer 
problem, defined in section 5.1. So, the GREM gives an interpolation between 
the REM and the tree with branching ratio K. As long as n is finite, one can 
solve the GREM, in the 'limit L -- oo [65], using the same ideas involved in 
the solution of the REM [64]. However, as n increases (if one chooses ai = 1/n 
and ai = K1 /n),the correlations between the energies, Eµ, and the signs, Sµ, of 
different configurations look more and more like those of the mean field generalised 
polymer problem. 
It will be shown in sections 5.3 and 5.4 that, when L is large, the REM and the 
GREM of two steps have exactly the same expression for (ln i ZL D/L over the 
whole phase diagram. The calculation of section 5.4 can, in fact, be extended to 
a GREM of an arbitrary (finite) number of steps and one still obtains the same 
result. 
In the case p = 0 or 1, this common free energy of the REM and GREM is known 
to be the same as the free energy of the mean field directed polymer problem 
[14]. Although it has not proved possible to derive the solution of the mean 
field generalised directed polymer problem directly, it seems extremely likely that, 
as (ln IZLI) /L is the same for both the REM and the GREM with an arbitrary 
finite number of steps (when one chooses the energy and sign distributions and the 
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branching ratios to mimic the polymer problem, eqs.(5.11)-(5.15)), this expression 
will remain valid for the mean field generalised polymer problem. The numerical 
simulations presented in section 5.5 seem to confirm that this is, in fact, the case. 
5.3 The solution of the REM 
In this section the solution of the REM defined in section 5.2.1 is presented. To 
recap, the system consists of KL branches, each branch, µ, carrying a random 
energy, E, chosen according to a distribution 11(E), given by eqs.(5.6) and (5.8), 
and a random sign, Sµ, chosen according to eq.(5.7). The partition function is 
then taken to be 
KL 
ZL = E S, exp( -Eµ /T ). (5.18) 
1-1 
To determine the phase diagram of the model one needs to calculate the equivalent 
of the free energy, -T(ln IZLI) /L. 
One can divide ZL into two parts: one part, ZL , being the sum of the weights of 
all the branches with a positive sign, Sµ, and the other, Zi , being the modulus 
of the sum of the weights of all the branches which have a negative sign. 
7iL =Z -Z (5.19) 
Now one can solve the generalised problem provided that one knows enough about 
the problem with p = 0, as ZL are both p = 0 REM partition functions. 
5.3.1 The case p =0 
To determine the phase diagram of the model eq.(5.18) one needs to know the 
solution of the p = 0 REM and also something about its sample -to- sample fluc- 
tuations. Here, the REM will be solved by the most intuitive approach, using the 
microcanonical ensemble [64]. If N(E) is the density of levels at energy E, the 
average of AI(E) is given by (see eq.(5.8)) 
(N(E)) = (2irL) 
-1/2 (- f "(E /L)) -1/2 KL exp [Lf (E/L)] . (5.20) 
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The function f is convex and therefore one expects that there are, in general, two 
energies EGS and EGS (Eus < EGS) for which (N(E)) 1. For energies such 
that E/L < EGS /L or E/L > EGs /L, the average (J1/(E)) is exponentially small 
in L. Therefore 
typical(E) = 0. (5.21) 
For energies such that EGS /L < E/L < EGs /L, the average (N(E)) is exponen- 
tially large in L. Therefore, the typical value is the same as the average 
.Ntypicai(E) = (N(E)) (N(E))1/2. (5.22) 
Lastly, for energies E which, for large L, differ from EGS or EGs by order 1, 
Artypical(E) is of order 1 and so eq.(5.22) still gives the magnitude of the typical 
value and typical fluctuations. 
From eqs.(5.21) and (5.22) one can obtain the large L behaviour and fluctuations 
of the partition function, as 
ZL = f Ntypicai(E) exp( -E /T) dE. (5.23) 
The ground state energy EGs /L is given by the condition (A(E)) = 1, i.e. is the 
lower solution of 
f (EGS /L) = -ln K (5.24) 
where the function f is defined by eqs.(5.6) and (5.8). The transition temperature, 
Tc, is given by 
f'(EGS /L) = T. (5.25) 
Above Tc, the integral in eq.(5.23) is dominated by energies, E, where (A(E)) is 




_ max ( f(E) - E/T) + 1n K 
r= 
ln 
= lim ln(ZL) 
L-.00 L 
(5.26) 
For T < Tc, the integral in eq.(5.23) is dominated by energies close to EGS, because 





L-.00 L L-+oo LT 
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This reasoning can easily be generalised to calculate the typical fluctuations of 
the partition function. Using the fact that the fluctuations of .Ar(E) are given by 
eq.(5.22), one finds that the magnitude of the fluctuations changes at 2Tc. Thus 
one obtains 
for T < Tc 
for Te <T <2T, 
for T>2Te 
ZL(T) = c(T)exp ( Ecs1 
\ T 
(5.28) 
ZL(T) = (ZL(T)) f c(T) exp ( Ecsl 
\ T J 
= KL(exp(-e/T))L f c(T)exp (5.29) 
ZL(T) = (ZL(T)) f c(T)(ZL(T/2))1/2 
= KL(exp(-c/T))L c(T)KL/2(exp(-2e/T))L/2 (5.30) 
where in eqs.(5.28)-(5.30), c(T) is a quantity which has sample -to- sample fluctu- 




exp( -E /T) dE (5.31) 
EGs 
is dominated by energies where (.A/(E)) is large when T > 2T,, whereas it is 
dominated by the neighbourhood of E = EGS when T < 2Tc. 
5.3.2 The case p 0 
It was observed in eq.(5.19) that one could write ZL as the difference of two 
p = 0 REM partition functions, ZL and ZL . Since the random signs are chosen 
according to eq.(5.7), one knows that ZL and ZL are the sum of 
2 
L 
(1 + (1 - 2p)L f bK -L /2) (5.32) 
terms respectively, where b is a sample- dependent number of order 1. 
Using the results of eqs.(5.28)-(5.32) for ZL and Z-1,-, one finds that 
105 
for T < TT 
c ( T ) +,5E) (5.33) 
for T,<T<2T, 
ZL = ZL - ZL = KL(exp(-e/T))L(1 - 2p)L f c(T) exp ( 
E7S) 
(5.34) 
for 271 < T 
ZL = ZL - ZL = KL(exp(-e/T))L(1- 2p)L f c(T)K (exp(-2e/T))L12. (5.35) 
The main difference between eqs.(5.34) and (5.35) and the case p = 0, eqs.(5.29) 
and (5.30), is that in eqs.(5.29) and (5.30) the fluctuating part was negligible 
compared with the leading term (ZL(T)). In eqs.(5.34) and (5.35), the effect of 
the signs has been to reduce the average (ZL(T)) by a factor (1 - 2p)L, whilst the 
magnitude of the fluctuations is not affected by the signs. Therefore, depending 
on the temperature T and the probability p, the term which dominates eqs.(5.34) 
and (5.35) is either the term coming from the average or the fluctuating term. 




i In I L ZL1 - ln [K (exp(-e/T)) I1 - 2p11 (5.36) 
ln I ZL 
I EGS 
Lli.m - (5.37) 
in IZLI 
2 
ln [K(exp(-2e/T)) ] (5.38) 
and to the facts that 
- for T < 71, the system is always in phase II 
- for TT < T < 221, the system is either in phase I or phase II, depending upon 
which has the lower free energy 
- for T > 2TT, the system is either in phase I or phase III, again depending upon 
which has the lower free energy. 
As eqs.(5.36) and (5.38) are both expressed in terms of the energy distribution 
p(e), it would be more consistent to express EGS in terms of p(e) as well. This 
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can be done as follows. One can rewrite the relation between the function f and 
the distribution p(e), eq.(5.9), as 
max (AO - EA + ln K) = ln [K J p(e) exp( -Ae) de 1 . (5.39) 
One can see that, if 0 is the value of e which maximises the left -hand side of 
eq.(5.39), one has 
d\ 1 f(0) + ln K = 1 -A 
dA 
I ln [Kf p(e) exp(-Ae) de 
J 
. (5.40) 
Therefore, if A is the value of A which minimises 
l 
In [K f p(e) exp( -Ae) de] , (5.41) 
one can see that the right -hand side of eq.(5.40) vanishes for A = A. So, the 
corresponding energy eo is the ground state energy, i.e. 
f (eo) + 1n K = 0 (5.42) 
and, from eq.(5.39), it then follows that 
EGs = - min 
Á 
in [K f p(e) exp(-Ae) de] . (5.43) 
Using this formula for the ground state energy, the free energy in phase II can be 
written as i -T 1L IZL1 min Á ln [K(exp(-Ae/T) ) ] . (5.44) 
5.4 The solution of the GREM of two steps 
The GREM of n steps was defined in section 5.2.2. Here the case n = 2 will be 
considered. One has a two -step tree structure with branching ratios ai and a2 
at the first and second steps respectively and one can choose that ala2 = K (see 
eq.(5.11)). On each branch of the GREM one places a random energy e'4), chosen 
from the probability distribution of eq.(5.15), and a random sign o , chosen 
according to 
with probability (1 + te(eA))) 
with probability (1 -qL(e'))) . 
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(5.45) 
The sign distribution has now been generalised to depend on energy (this will be 
useful in section 5.6). The case of uncorrelated sign and energy distributions can 
be recovered by setting Oi(e.)) = (1 - 2p)ai. The sign, S, and the energy, Eµ, of 
the configuration p, associated with a particular end point of the two -step tree, 
are defined as in eqs.(5.16) and (5.17) and one then defines the partition function 
to be 
KL 
Z= ESµ exp [ -f``]. (5.46) 
A_1 
This problem has already been solved when all the signs are chosen to be the same 
[65,51]. This solution will now be extended to the more general case of eq.(5.45). 
The average number of first step branches with a sign cri and an energy el, 
(.N 1(ei)), is given by 
(JVl1(ei)) ^ (1+crlckf(ei))exp [L (aif (Lal) +Inai)] (5.47) 
where the energy distribution eq.(5.15) has been used. The function f is convex 
and so one expects there to be two energies, eGs and e'Gs (eGs < e'GS), for which 
(J1Í11(ei)) N 1. For energies below eGS or above e'GS, the average, eq.(5.47), is 
exponentially small in L. Hence 
N11(el)typical = 0. (5.48) 
For energies between eGs and eGs, (J1Í11) is exponentially large in L and so 
Nl1(el)typical = (Ni 1(el)) + c61(e1)(Ni 1(el))l/Z 
where c °1 (el) is a fluctuating quantity of order 1. 
(5.49) 
Knowing the typical values of .Nl l (el), one can then calculate the average number 
of configurations with energy E and sign 01 on the first step and o'Z on the second 
step, (Aral ' °2(E)), given that N11(e1) is given by its typical value, eqs.(5.48) and 
(5.49) . 
(.AÍ °1, °2 (E)) ,. % de.AÍl l (e)typical (1 + 2 (E - e)) exp [L (in a2 + az f 
J (5.50) 
So, using eqs.(5.48) and (5.49), 
(N °1, °2(E)) ^' eGS de { (1 - Qlf (e)) exp [L (lnai - alf (La ) )1 l 1 feGS 
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+ ca1(e)exp L2 
(mai +aif ())]} 
x (1 + a201' (E - e)) exp [L (ln a2 + a2f (5.51) 
The integrals in eq.(5.51) can be done by a saddle method. One replaces each 
integral by the integrand evaluated either at its saddle point, if the saddle point 
lies within the range of integration, or at the boundary, if the saddle point is not 
in the allowed range. From its average, eq.(5.51), one can then determine the 
typical value of .lÛ01 ßa2 (E), as was done for A' 1 (el ), i.e. 
Ara1,a2(Ei )typical = 0 if (J1f61,72(E)) K 1 
= (vv A%a1,Q2(E)) +da1,62(E)(JÛ61r62(E))1/2 if (N1, aa2(E)) » 1 
(5.52) 
where d'1'`72 (E) is a fluctuating quantity of order 1. The total density of lev- 
els weighted by the signs, A'(E), can then be evaluated by summing over the 
contributions from each JV61,a2: 
aa Ar(E)typical _ 12 N1 ,s (E)typical 
a1,72-f1 
As expression eq.(5.51) is rather cumbersome, let us just consider the case 
2 ln 
f(x)=-2; O1(e)=(1-2P)°i; a i ln 
For this choice, one obtains 
where 
N(E)typical f 
e2 (E - e)zl 
= (1 - 2P)LKL exp 
L 
2La1 2La2 j 
+ d(E)KL/2 exp 
e2 (E - e)21 
4La1 4La2 1 
e = alE if 
= L 12a1 ln al 
E 
L 






and d(E) is a fluctuating quantity of order 1 and therefore such that 







Figure 5.2: The solid line shows the shape of (1n JV (E)typ; cal) /L for the two -step 
GREAT of section 5.4 for two values of p, (a) if 1n11 - 27,1 < -2 ln K and (b) if 
-2 ln K < 1n11 - 2p1. In (a) .N(E)typical is dominated at all energies by fluctua- 
tions. In (b) there are three regions: the middle one where N(E)typical is equal to 
(A'(E)) and the side ones where JV(E)typ;cal is dominated by fluctuations. 
Also, if eq.(5.55) gives an exponentially small value, one must take N(E)typical = O. 
For this particular choice of energy and sign distribution, eq.(5.54), chosen to 
mimic the mean field generalised polymer, one finds that eqs.(5.55) and (5.56) 
lead to .A/(E)typical of the form shown in figure 5.2. 
Knowing Ar(E)typicai one can calculate the typical value of the partition function 
using the relation 
Z(T) = f dEA1(E)exp( -E /T). (5.57) 
Evaluating this integral by taking the saddle point corresponds to identifying 1/T 
with the slope of the curve In JU(E). One can see that this leads to two phases, 
separated by a second order transition, when inJ1/(E) has the form shown in figure 
5.2a. 
When ln N(E) has the form of figure 5.2b, one can obtain three phases, with the 
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two high temperature phases separated by a first order transition. This corre- 
sponds geometrically to the existence of a straight line that is tangent to lnJV(E) 
at two points. Carrying out this procedure for all values of p, one sees that 
this two -step GREM has the same free energy as the corresponding REM, (see 
eqs.(5.36)-(5.38)) with a Gaussian distribution of energies. 
This calculation on the GREM of two steps (n = 2) can be extended, without any 
difficulty, to any other finite value of n. The result is that the phase diagram and 
the expressions for the free energy, eqs.(5.36)-(5.38), are the same for all `values 
of n (n = 1, 2, ...). Thus one can conclude that the GREM with an arbitrary 
number of steps, n, has the same free energy as the REM and, since for large n, 
the GREM looks increasingly like the mean field generalised polymer problem, it 
is reasonable to conjecture that the generalised directed polymer problem also has 
the same free energy in the mean field limit. 
The reasoning of this section can be extended to functions f more general then 
that of eq.(5.54). Also, if instead of random signs on each branch of the GREM 
one took some complex phases, i.e. a = exp(i9) with 6 random, the reasoning of 
sections 5.3 and 5.4 would remain unchanged and one would conclude that the 
REM, the GREM and the corresponding mean field directed polymer problem 
would still have identical free energies. 
Of course, if one makes a more general choice for the ai and the ai (which would 
not mimic the mean field polymer) then the final results would depend on n and 
on the particular choices of the ai and the ai, as has already been noticed for the 
GREM when p = 0 [65,51]. 
5.5 The mean field solution of the generalised 
directed polymer problem 
Having solved the REM and GREM and found that they have identical free en- 
ergies over the entire phase diagram, it has been concluded, see sections 5.2 and 
5.4, that this free energy will also be that of the mean field limit of the generalised 
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directed polymer problem of section 5.1. 
In contrast to the two phases that occur in the standard mean field directed 
polymer problem, in the generalised model there are three phases. 
Phase I: 
i m (ln IL LI) ln [I( f P(E) exp(-1T) de] + ln (I1 - 2pI) (5.58) 
Phase II: 
[Kf 





LI) - 21n [K f p(E) exp( -2E IT) de] (5.60) 
Which phase the system finds itself in is determined by the value of A, Amin, that 
minimises the right -hand side of eq.(5.59). If Amin < 1, the system is always in 
phase II. If 1 < Anzin < 2, (ln IZLI) /L is given by the larger of the expressions 
in eqs.(5.58) and (5.59). If Amin > 2, (ln IZLI )/L is given by the larger of the 
expressions given in eqs.(5.58) and (5.60). 
The phase diagram for the case when the energy distribution is chosen to be the 
Gaussian 
P(E) = 2x eXp[_e2 /2] 
(5.61) 
and K = 2 is shown in figure 5.3._ For this distribution the three possible expres- 
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0.1 Pc 0.2 0.3 0.4 0.5 
Figure 5.3: The phase diagram for the mean field directed polymer problem 
with K = 2 and Gaussian bonds (eq.(5.61)), showing the positions of the three 
phases, eqs.(5.62)-(5.64). pc shows the asymptotic position of the boundary 
between phases I and II when T -> oo. The temperature scale is in units of 
To = (21n 2) -1 /2. 
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1n11 -27,1 = - 
2T2 4To 
1n11 - 2/31 < - 1 
1 1 
8To 
where To = (21n K) -1!2 is the transition temperature when p = 0 or 1. 
for T > 2T0 (5.66) 
for T = 210 (5.67) 
Notice that, for all choices of p(e), the phase diagram remains symmetric about 
p = 1/2. (This is because the energy and sign chosen for each bond of the lattice 
are independent.) Also, the transition between phases II and III is always second 
order, whilst the transitions between phases I and II and phases I and III are first 
order, except at the end of the transition line where the transition is second order. 
Let us briefly consider the nature of these three phases. Phase I is very like the 
high temperature phase in the p = 0 or 1 problem. In this phase the quenched 
and annealed free energies are equal, in the sense that 
lim 
(ln IZL1) lim In I(ZL)I (5.68) 
L L -'oo L 
The second phase, phase II, is a low temperature phase of the same character as 
the low temperature phase at p = 0 or 1. This is to be expected, as one knows 
that the partition sum is then dominated by a small number of walks and so the 
addition of random signs is unlikely to lead to any dramatic interference effects. 
Phase III is a high temperature phase in which interference effects between walks 
with similar energies, but opposite signs, are very important. 
Having presented the solution and briefly discussed the nature of the three phases, 
these theoretical predictions will now be compared with numerical simulations. 
The simulations were performed in the following manner. Instead of directly 
simulating a tree structure, which would be difficult due to the exponential growth 
of the number of bonds with the polymer length, the geometry of figure 3.7 was 
used. The lattice was taken to consist of L layers, each containing N points. Each 
site at layer l was connected to K randomly chosen sites in layer 1+1, the bonds 
being assigned random energies, according to the distribution of eq.(5.61), and 
random signs (- with probability p and + with probability 1 -p). If one keeps K 
fixed, as one increases the number of sites in each layer, N, the structure will begin 
locally to resemble a tree with branching ratio K. This procedure of keeping K 
fixed and examining how the simulations converge as N becomes large allows one 
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to simulate much larger systems. The particular case chosen for the simulation 
was K = 2 and Gaussian bonds (see eq.(5.61)). (The phase diagram for this case 
is shown in figure 5.3.) Polymers of length L = 5.105 for N = 1, L = 15.104 for 
N = 10, L = 5.104 for N = 100, L = 15.103 for N = 1000 and L = 5.103 for 
N = 10000 were simulated. In order to explore the phase diagram of figure 5.3 
three lines on the diagram were selected along which to perform the simulations. 
The results of the simulations are shown, together with the theoretical predictions, 
see eqs.(5.62)-(5.64) and fig. 5.3, in figure 5.4. Figure 5.4a shows how T(In IZLI) /L 
varies as one changes p at the temperature T = 1.5 x Ta and figure 5.4b shows 
the same, but at the temperature T = 2.5 x To (where To = (21n 2) -1/2). Lastly, 
figure 5.4c shows the dependence of T(ln IZLI) /L on temperature, when one fixes 
p at p = 0.05. In all three cases one sees the first order transition as a cusp in 
the free energy. The numerical data converge well towards the theoretical results, 
giving good confirmation of the analytic expressions. It is noticeable that the 
numerical data converge markedly better towards the theoretical prediction in the 
two high temperature phases (I and III) than in the low temperature phase (II). 
It has, as yet, not been possible to understand these convergence rates. (There 
is only a simple argument to show that the convergence is always faster than 
ln(ln N)/ ln N.) 
Unfortunately, the mean field solution presented above cannot settle the debate 
about the values of the exponents w and v for p 0 or 1, that was mentioned 
in section 5.1. One can conclude from these results that a new phase (phase III) 
appears at the mean field level, which is not present when there are no random 
signs in the problem. However, one does not know whether this phase persists in 
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Figure 5.4: (Tin IZL1) /L for the generalised directed polymer problem in the 
geometry of figure 3.7, with K = 2 and Gaussian bonds, along three lines on 
the phase diagram. The lines explored are (a) T = 1.5T0 and p varied, (b) 
T = 2.5T0 and p varied and (c) p = 0.05 and T varied. The solid curves show the 
analytic predictions, eqs(5.62)-(5.64), and the points are the results of numerical 
simulations for N = 1, N = 10, N = 100, N = 1000 and N = 10000. 
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5.6 The largest Lyapounov exponent of large, 
sparse random matrices 
It is interesting to notice that, in solving the REM and GREM in sections 5.3 and 
5.4, one has obtained not only the solution of the mean field generalised directed 
polymer problem, but also a formula for the largest Lyapounov exponent of a 
product of large, sparse random matrices. 
It has been known, since the famous work of Wigner [70] and Dyson [71 -73], that 
the properties of large random N x N matrices can be described by analytical 
means, see for example [74]. Recently, Newman [75,76] considered the problem 
of calculating the Lyapounov exponents of products of random N x N matrices. 
When the matrix elements were all distributed according to a Gaussian distribu- 
tion, he was able to obtain an expression for all the Lyapounov exponents, even 
when N was finite. In the limit of large matrices (N -* oo), he could go further 
and find the density of Lyapounov exponents when the matrix elements were in- 
dependent and identically distributed according to an arbitrary distribution. The 
results of this chapter allow one to calculate the largest Lyapounov exponent of a 
product of large, sparse, real random matrices, when the non -zero matrix elements, 
x, are independent and identically distributed according to any distribution, g(x), 
not containing delta functions. (Certain complications can arise when g(x) con- 
tains delta functions. For example, if the matrices have two non -zero elements 
per row and one chooses g(x) = pS(x - 1) + (1 - p)5(x + 1), then in a product 
of such matrices one will always get pairs of matrices occuring, with a non -zero 
probability, that cause the product to vanish.) 
To see the link between the largest Lyapounov exponent of a product of large, 
sparse random matrices and the problem with which this chapter began, that of 
generalised directed polymers, consider the directed polymer problem of section 
5.1 in the geometry of figure 3.7. (This has already been briefly mentioned in 
section 5.5.) One has a series of L layers, each layer being composed of N points. 
The points will be labelled by integers, n (n = 1, 2, ... , N). Suppose that each 
point in layer l is connected to K points in layer l + 1, these K sites being chosen 
at random from the N possible points. There are then KN bonds between layer l 
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and layer 1+ 1. One places a random energy, ei and a random sign, Ss on each 
of the chosen bonds ij and one then considers all the walks that pass through one 
point in each plane that can be formed using the selected bonds. The partition 
function, ZL(n), is then defined as 
ZL(n) = E 11 (SSi exp(- i/7`)) (5.69) 
w 29Ew 
the sum running over all walks of length L emanating from the point n in layer 
L, and the product including all bonds that are visited by the walk w. One can 
then write a recursion for ZL 
N 
ZL +1(n) = E Snmexp(- 6nm /7")ZL(771).. (5.70) 
m =1 
One can see that the vector {ZL +1} is obtained from {ZL} by multiplication by an 
N x N matrix with K -non -zero random elements per row. As was pointed out in 
section 5.5, when one allows N to become lar;;;e in t 
K fixed, the problem begins to resemble a tree with 
ery, whilst keeping 
ratio K. Hence, as 
one is interested in calculating (In IZL ), the mean field directed polymer problem 
can be thought of in terms of finding the largest Lyapouni v exponent of a product 
of large, sparse random matrices. 
The generalised polymer problem chooses the energy and sign distributions to 
be independent of each other. However, as was shown in the solution of the 
GREM, section 5.4, it is still possible to solve the problem if one allows the sign 
distribution to be energy -dependent. If one does this, the REM and GREM will 
continue to have identical free energies and so it is possible to infer the formula 
for the largest Lyapounov exponent of a product of large, real, sparse random 
matrices, the non -zero elements of which are independent and distributed with an 
arbitrary distibution g(x) (provided that distributions containing delta functions 
are excluded). 
In terms of the distribution, g(x), the largest Lyapounov exponent, 7, of random 
N x N matrices, with K non -zero real elements per row, is given, in the limit 
N -3 oo with K fixed, by 
7 = 7n- ifA -n<1 (5.71) 
7 = max(71,7r1) if l < Amin < 2 (5.72) 




71 = ln [Kif I f+ c ° x dx1J (5.74) 
L 
711 = g(Aa,;n) (5.75) 
'JIII = g(2) (5.76) 
ÿ(A) = ñ ln [Kfg(x)xdx] (5.77) 
and Amin is the value of A that minimises ç(A). 
Again it is possible to compare these theoretical predictions with numerical sim- 
ulations. Here, three different distributions, g(x), are considered: 
Example 1: g(x)- = 1- if a < x < 1 + a 
0 otherwise (5.78) 
Example 2: g(x) = ax -(a +1) x > 1 
o x<1 (5.79) 
Example 3: g(x) = 
2alxr(a 
+1) 
0 lx1 < 1 (5.80) 
These distributions are sketched in figure 5.5. 
For each of these examples, the largest Lyapounov exponent was calculated for 
three matrix sizes N = 1,100,10000 by performing the product of 5.105 (for 
N = 1), 5.104 (for N = 100), and 5.103 (for N = 10000) random matrices. The 
number of non -zero elements per row was chosen to be K = 4. 
The positions of the K non -zero elements in each row were chosen at random. 
When two elements were placed at the same location they were added. 
The results of the simulations for these examples are shown in figure 5.6, together 
with the analytical expressions for y, obtained from eqs.(5.71)-(5.77). 
For example 1, see eq.(5.78), one sees in figure 5.6a that there is a transition at 
a = -1/3. Below this value of a, the numerical results converge towards 7111i 





(a) (b) (c) 
Figure 5.5: The distributions, g(x), used to calculate the largest Lyapounov expo- 
nent in the numerical simulations shown in figure 5.6, (a) eq.(5.78), (b) eq.(5.79) 
and (c) eq.(5.80). 
For this choice of g(x), eq.(5.78), one always finds that Amin > 2 and 
expects to observe only cases I and III. 
To observe case II, one has to chose a distribution g(x) that can give Amin < 2, 
eqs.(5.79) and (5.80). In the case of the distribution of eq.(5.79), eqs.(5.71)-(5.77) 
predict a transition between 711 and 71 as a is increased. This can clearly be seen 
from the numerical data in figure 5.6b, where the analytic expressions eq.(5.74) 
and (5.75) are also shown. For large values of a the results converge rapidly 
towards y1, and below a 1.37 the results converge towards 711, although the 
convergence rate is notably poorer in this case. 
Lastly a power law distribution, symmetric about x = 0 was considered, see 
eq.(5.80). Clearly one does not expect to observe case I now, as from eq.(5.74) one 
sees that 71 = -co. The numerical results are shown in figure 5.6c, together with 
the analytic expressions for y11 and y111 egs.(5.75) and (5.76). For large enough 
a the numerical data converge rapidly towards 7111, whereas below a ^ 2.74 they 
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Figure 5.6: The largest Lyapounov exponent, y, plotted against the parameter a, 
for the distributions g(x) in (a) fig. 5.5a, (b) fig. 5.5b and (c) fig. 5.5c. The curves 
show the analytical results ( yI eq.(5.74), 7.11 eq.(5.75) and 
-ru, eq.(5.76)) and the points show the numerical data for system sizes 
N = 1, 
N = 100 and N = 10000. 
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So, the simulations again provide good confirmation of the analytical predictions. 
As in the polymer simulations, the convergence rate is noticeably slower in phase 
II than in phases I and III. 
5.7 Summary of chapter 5 
This chapter has considered a generalisation of the standard directed polymer 
problem. The generalised model permitted the directed walks to contribute posi- 
tive and negative weights to the partition sum, and so allowed interference effects 
between different walks. By using the close relationship that exists between the 
mean field polymer problem, the REM and the GREM, see section 5.2, a strategy 
for obtaining the mean field solution of this generalised directed polymer prob- 
lem was developed. In sections 5.3 and 5.4 the solutions to two other disordered 
systems, the REM and the GREM, were obtained. It was found that these two 
models had the same free energy over the entire phase diagram and it was argued 
that this should also be the same as the free energy of the mean field generalised 
directed polymer problem. The phase diagram of the mean field limit of the gen- 
eralised polymer model defined in section 5.1 was given in section 5.5. Numerical 
simulations gave very good confirmation of these analytical predictions. Finally, 
in section 5.6, it was mentioned that, in the results of sections 5.3 -5.5, one had 
the answer to another problem in the field of disordered systems: that of finding 
the largest Lyapounov exponent of a product of large, sparse random matrices. 
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Appendix A 
The n -tree approximation to the d- dimensional lattice is a tree structure consisting 
of branches of a number of types. For example, the 2 -tree consists of two types 
of branches, those which are formed by only one path and those which are made 
up of two paths (see fig. 3.2b). This appendix shows how one can calculate the 
fraction of each type of branch used by a typical walk on an n -tree. This quantity 
is needed in the calculation of the overlaps in section 3.2.4. 
To see how one can evaluate these fractions, let us consider the simpler problem 
of directed walks on a tree, with branching ratio K, a 
distribution of energies. Suppose that the probability of choosing a bond with 
energy ei is given by pi, the Ei forming a discrete set {Ei} 
p(E) = pib(E - Ei). (A.1) 
The free energy per unit length of the system is then given by eq.(3.12) 
F(T) = - G(ymin) T < Tc 
= -G(1 
where 













Let Ni denote the number of branches of type i in the walks. One can then write 
the partition function ZL as 
L 
ZL = E zL(Nl)e-E1N3/T 
N1_o 
(A.5) 
where zL(N1) is a partial partition function for all walks of length L containing 
exactly N1 steps on bonds of type 1. The aim is to calculate the average number 
of steps in direction 1 
L 
((NO 
= 7L1 E N1zL(Nl)e-E1N3/T/ ) 
N1-0 
`(A.6) 
where - denotes a thermal average. Comparing eqs.(A.6) and (A.5) one sees 
that the average of N1 can be obtained as a derivative of the free energy 
(NO = -T 
a 
( ln ZL) (A.7) 
and so, from egs.(A.2)- (A.4), it follows that 
âF Ple -7E1 
(Ni/L) = = (A.8) 
where -y = ymin for T < TT and y = 1/T for T > Tc. 
This idea can be extended to continuous distributions and used to calculate the 
average fraction of each type of branch used by walks on an n -tree. As the simplest 
example consider the 2 -tree, although the extension to the n -tree is easy. From 
egs.(3.42) and (3.43), the free energy per unit length of the 2 -tree is given in the 
low temperature phase by 
((e_1 F2(T) = ln {d (em)2 d(d 1) +E2 )/T 1 e- (3 4) /T)Tmi\ 
ymin L / I 
(A.9) 
where yA31II is defined by eqs.(3.44) and (3.42). To calculate the overlap for the 
2 -tree (see section 3.2.4) one needs to know the typical fraction of branches used 
in a walk on the 2 -tree which consist of two paths with energies 61 + 62 and 
E3 + E4 on the constituent links. Extending eq.(A.8) to continuous distributions 
and effective bonds, one can see, from eq.(A.9), that this fraction is given in the 
low temperature phase by 
d 
2 
1 (e- (E1 +2) /T +. e- (E3 +E4 VT) Trymin p(E1)p(E2)P(E3)P(E4) 
d (e- ,Ymin )2 d d -1 ((e-(e1 +E2) /T - e- (E3 +E4) /T)T7min) 
/ 2 / 
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(A.10) 
This is the result quoted in eq.(3.78). This method can easily be extended to 
calculate the average fraction of its length spent by a walk on any type of branch 
on the n -tree. 
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Appendix B 
This appendix discusses some of the properties of the function 
f(t,A) = (2ir)1 /2 exp 
[u2 - teu] . (B.1) 
It is organized as follows. First the radius of convergence of the series expansion 
of f(t, a) about t = 0 is considered. Next the various asymptotic expansions of 
f (t, A) for large A are derived. Lastly the method of obtaining the low temperature 
expansions used in chapter 4 is presented. 
B.1 Radius of Convergence 
It is stated in section 4.3.3 that the series expansion of f(t, A) ln f (t, A) about t = 0 
has a zero radius of convergence. This can easily be verified by considering the 
form of the Taylor series for f(t, A) about t = 0: 
f (t, A) = E k f (k)(0, A). 
0 k= 
The derivatives of f(t, A) evaluated at t = 0 are 
f(k)(0, A) = (-1)k 
J 
exp [kau - 2u2 - teAu1 (201/2 
t=o 
(B.2) 
_ (- 1)kek2a2 /2. (B.3) 
Hence, the coefficients of the series expansion about t = 0 increase with k faster 
than any exponential, and so the series in eq.(B2) has a zero radius of conver- 
gence. As f(t, A) has a zero radius of convergence, then the same must be true for 
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f(t, A) ln f(t, A). The fact that the derivatives of f(t, A) with respect to t, eval- 
uated at t = 0, have such a simple form allows the integer moments, eq.(4.110), 
and overlaps (Q(2 + p)), eqs.(4.92), (4.97) and (4.98), to be calculated relatively 
easily. 
B.2 Asymptotic Expansion 
The asymptotic expansion (large A, which corresponds to the low temperature 
limit) of the function f(t, A) will now be considered. 
The asymptotic form of f(t, A) depends upon the range of t considered. It is 
necessary to consider three cases (i) In t ti A, (ii) In t A2 with In t > 0 and (iii) 
-pA2 < In t < -(p - 1)A2 with p a positive integer. These three cases will now be 
considered separately and the relevant asymptotic form of f(t, A) obtained. 
B.2.1 l i l t - 
Consider making the change of variable t = exp(Az). If now, the derivative of 
f(z, A) with respect to A is considered, it is found to have the form 
A) -f (u -}- z) exp { A(u + z) - uz - exp[A(u + z)]} (B.4) 
and so only the immediate region of u = -z contributes substantially to the 
integral. So, letting u = -z + v/A, eq.(B4) becomes 





v exp - et] . (B.5) 
da (z' A2 2z 
Expanding the exponentials in powers of v/A and noting that 
J. vP exp [v - ev] dv = r(P)(1) (B.6) 





2r 1/2A2 [r(1)(1) + rr(2)(1) + 21 
(z2 - 1)x(3)(1) + O ()]. da ( ) 
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(B.7) 
Hence one sees that f (t, a) can be written as 
[ du a -u2 /2 exp( -1n2 t/2a2) 
Jae /a (2zr)1 /z (2701 /2 
[r(1)(i) r(2)(1)lnt x(3)(1) 1n2t 
X 
f(t,a) _ 
A + 2A2 a + 6a3 a2 
where it has been noted that 
It will be useful to define 
Q. 
du 
_u2/2 f(z7) f - (27x)1/2e . 
F(z) _ / du e-u2/2. 
z (27r)1/z 
B.2.2 ln t with 1n t > 0 
1) 
+.. 
To derive the asymptotic form of f (t, A) in this case, consider the change of variable 
z = te". This converts eq.(Bl) into 
) C 
2A2 l [ 
12 z 




dz z(inta2 -1 exp z (B.11) 
2A2 
The integrand is exponentially damped for large z, so it is valid to expand the 
final exponential for small arguments to obtain 






x dz z(t) /a2 -1 [1 
z + O ()] e-Z 




f r(2) I O (h)] r az 2AzA2 + (B.12) 
B.2.3 -p).2 < In t < - (p - 1)A2 with p a positive integer 
It has been shown for a very similar integral (see the appendix of [64]) that, for 
this range of t, the asymptotic form of f(t, A) is 





1 _Z t Za2 (in t) 1 ln t 1 e } -r(2 
a2 
I + O )7 
B.3 The low temperature expansions 
. (B.13) 
Having obtained the asymptotic forms of f (t, a), let us now consider how to obtain 
the low temperature expansions stated in eqs.(4.65), (4.94), (4.95), (4.113), (4.114) 
and (4.115). In each case it is necessary to calculate an integral over the variable 
t with an integrand which is a product of some power of t and a simple function 
of f (t, .1). It has just been shown that f (t, a) has different asymptotic forms 
depending upon the range of t. Hence, to evaluate the required integrals one must 
first determine which of the asymptotic forms of f(t, A) it is necessary to use. 
For all the integrals required, the integrand is sharply peaked in one of the three 
regions of t considered above. Hence it is only necessary to use one of the three 
possible asymptotic forms of fit, a) for the calculation of the integrals. So, the 
low temperature expansions fall into three classes, depending upon which range of 
t dominates the integrand. Each class of expansion will be dealt with separately. 
B.3.1 Class a 
In the low temperature expansions of free energy eq.(4.65), (q) eq.(4.94), (q(m)) 
eq.(4.95), and moments with µ = O eq.(4.115), the integrals are dominated by t 
in the range In t A. Consider the calculation of the free energy as an example 
of this class, in which one needs to consider the integral 
/ 
C (.Lt 
(t9 ln f (t, A) = CG(ln t) (t7 ln i (t7 "')° (B.14) 
Consider first case (i) i.e. In t A. Then setting In t = Az, the integrand behaves 
as 
f(t,A) lia f (t, a) F(z)in F(z) 
where F(z) is defined in eq.(B10). 
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Now take case (ii), In t a2, where the integrand has the behaviour 
( 
2 
f(t, A ) ln f(t, A) ^ -e-2t/2a2 
1 tat +lna) 2 
This has its extremal value near (ln t) /a2 = 0, which is the boundary of region 
(ii), and that means that the range of t which dominates the integral is elsewhere. 
Finally let us consider case (iii). For -pA2 < In t < -(p - 1)À2 




( 2 I + ... for p = 1. 
Each of these terms is exponentially small i.e. ti exp(- const.)2) and so the 
integrand is very much smaller for this range of t than for case (i). Hence the 
integral in eq.(B14) is dominated by lnt N A. Similar consideration shows that 
this is also true for the integrals in eqs.(4.94), (4.95) and (4.115), when µ/T -> O. 
Now it just remains to evaluate eq.(B14) using the appropriate asymptotic form 
of f(t, a), eq.(B8): 
{F(z) 
e-z2 ¡ dt 
a) ln f(t, a) = a 
J 
dz ln F(z) + r(1)(1)[1 + In F(z)] 
1 ze-Z2/Zr(2)(1)[1 





1.(2701/2 27r F(z) J 
+. 1 - 1) e-Z2/2 r(3)(1) 
[1 + ln F(z)1 
A3 [ 
(z2 
ze-Z2 r(1)(1)r(2)(1) e-3Z2/2 r(1)3(1) 
+ 47r F(z) (27r)3/2 6F2(z) 
(B.15) 
Hence, via eq.(4.64), one obtains 







(1) n-1 + o p-1) (B.16) 
- 
4s 
where K1 and K2 are as given in eqs.(4.66) and (4.67). 
The low temperature expansions of (q), (q(m)) and the moments with ,a = 0 are 
obtained in exactly the same manner. 
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B.3.2 Class b 
The integrals contained in the expression for the negative moments of the par- 
tition function and the overlaps (Q(2 + p)) with u < -2 are dominated in the 
low temperature limit by t in the range hi t ti +A2. As an example, consider 
the negative moments, eqs.(4.108) and (4.113), for which one must evaluate the 
integral 
fdtr(_µ)f(t,A)lnf(t,A) = f cc) P(lnt)t -" f(t,A)ln f(t,A). (B.17) 
First let us show that the integrand is sharply peaked for ln t +a2 and then 
eq.(4.113) will be derived. For ln t A let us again make the change of variable 
In t = Az to see that the integrand behaves as 
t-µ f (t, a) in f(t, a) e-"Az F(z) ln F(z). 
For case (ii), with ln t +A2, the integrand has the form 
1n2 t t-µf(t, A)lnf(t, A) 
e 
2a2 +lnl . 
{ 
This has an extremum near ln t = -µa2 and at this point it 
order A exp(p2A2 /2). 
takes a value of the 
Lastly, for case (iii), -pA2 < In t < -(p - 1)a2, 





for p = 1. 
Again all these terms are exponentially small, ti exp(- const.A2). Hence the inte- 
grand is seen to be peaked for In t +A2. 
Now one can evaluate eq.(B17) using the asymptotic form of f(t, A) for 
eq.(B12). Using the change of variable t = e)2Z, one obtains 
Jo 
dtr(µµ) f (t,.1)ln f(t,a) 
dz e-ftx2Ze_x2Z2/2 [-r(z) ln[(27)1/2A] A 1 - r(-p,) (2701/2 00 




This can be simplified by making the change of variable, y = z -} µ, and then 
expanding the gamma functions for small y, the exponential damping out any 
contribution from large y. Then, performing the remaining integrals, one obtains, 
using eq.(4.106), 
(Zµ ) - (Zµ) Z e exp I µ22n-1 I { 2n-12 ]n n+1 
\ T2 j l T2 T 




The low temperature expansion of the overlaps (Q(2 +µ)) with ft < -2 is obtained 
in the same manner. 
B.3.3 Class c 
Lastly, in the low temperature expansions of the positive moments, eq.(4.114), 
and the overlaps (Qn(2 + µ)) for µ > -2, the integrals are dominated by t in the 
range -(p - 1)A2 > ln t > -pA2. As an example, consider the low temperature 
expansion of the positive moments with m > µ > m - 1. Here one needs to 
evaluate the integral 
foo 
dt "-1 (-1)m 
dím 






[f (t, A) ln f (t, A)] 
For ln t A, with t = eaZ, the integrand behaves, for large A, as 
dm 
j 
t" [f (t, 
A) ln f (t, A)] 
Secondly let us look at ln t A2, then the integrand behaves as 
tm-µ 
dtm 
[f (t' A) ln f (t9 A)] ^ e-µinte- ln2 t/2a' 
which is of the form exp(- const.A2). 
(B.20) 
Lastly consider -pA2 < ln t < -(p - 1)A2. In this range of t the integrand has the 
form 
z z 
tn`-µ dtdm m [f (t, A) ln f(t, A)] ^ e-µ in te- 
in t/2a 
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This has a maximum when -A2µ = ln t, when it takes the value e412a2 /2. This is 
much greater than the value of the integrand in either of the other regions. So, the 
correct form of f(t, a) to use is that for t in the range -mat < ln t < -(m - 1) )2. 
Having determined the dominant range of t it is now straightforward to evaluate 
the low temperature expansion for the positive moments from eq.(4.109), using 
the same approach to evaluating the integrals as explained for the treatment of 
eq.(B18). This yields the results of eq.(4.114). The overlaps (Q,a(2 + z)) for 
p > -2 can be evaluated by the same method. 
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