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Abstract
The motivation of this thesis is the construction of parsimonious models
for the marine sciences, making use of available data and understanding
of underlying mechanisms. Hierarchical Bayesian methods (HBMs) permit
the construction of layered representations of observations, processes and
parameters. In HBMs, uncertainty is accommodated explicitly, through the
definition of prior distributions for parameters and through the inclusion of
error terms. Because model fitting takes place in a single step, estimation
uncertainty is properly propagated at all levels. Standard Markov chain
Monte Carlo methods can be utilized to explore the posterior distribution
of model parameters, and several tools are presented for goodness-of-fit test-
ing. Literature on HBMs for the environmental and biological sciences is
provided, together with three cursory examples, which describe two types of
models extensively used thereafter: Discrete Process Convolutions (DPCs)
and Dynamic Linear Models (DLMs). Owing to a convolution kernel de-
signed in this thesis, DPCs are shown to produce adequate spatial inter-
polations of collected data, capturing location-dependent anisotropy and
smoothness. DLMs, on the other hand, allow the breakdown of time-series
into multiple components, such as trends, seasonal cycles, and transient
fluctuations. Since HBMs can become fairly comprehensive, some effort
is made to develop efficient algorithms for single and multiple processing.
Large dataset problems are provided as examples. Following this, the core
analyses of this thesis are presented; some have been published, as listed in
section 1.3. The first set includes methods that enable the pooling of in-
formation from stations or grid cells, for the detection of common patterns
of temporal variability, while accounting for spatial covariance and other
types of signals. Fish abundance and coastal climate variability are intro-
duced as case studies. The second set constitutes a sequence of methods,
with increasing complexity, for the data-based reconstruction of the World
Ocean, or parts of it. The work is concluded with some remarks on model
results and paths still to take.
Resumo
A motivac¸a˜o para esta tese e´ a construc¸a˜o de modelos parsimoniosos para
as cieˆncias do mar, fazendo uso das observac¸o˜es dispon´ıveis, assim como do
entendimento sobre os mecanismos subjacentes. Os Me´todos Hiera´rquicos
Bayesianos (MHBs) permitem a construc¸a˜o, em camadas, de modelos para
as observac¸o˜es, processos e paraˆmetros. Nos MBHs, a incerteza e´ con-
tabilizada de forma expl´ıcita, pela definic¸a˜o de distribuic¸o˜es a priori dos
paraˆmetros, e pela inclusa˜o de termos de erro. Como o ajustamento do
modelo decorre num u´nico passo, a incerteza na estimac¸a˜o propaga-se ad-
equadamente por todas as camadas. E´ fornecida ampla literatura sobre
MBHs aplicados a`s cieˆncias biolo´gicas e ambientais, juntamente com treˆs
exemplos simples, que descrevem os dois tipos de modelos utilizados extensi-
vamente ao longo da tese: os modelos de Convoluc¸a˜o de Processos Discretos
(CPD) e os Modelos Lineares Dinaˆmicos (MLD). Grac¸as a uma func¸a˜o de
convoluc¸a˜o concebida nesta tese, a CPD consegue produzir interpolac¸o˜es
espaciais de dados biolo´gicos e ambientais, capturando a anisotropia e ru-
gosidade espec´ıficas de cada ponto no espac¸o. Os MLDs, por sua vez, per-
mitem a decomposic¸a˜o de se´ries temporais em va´rios elementos, tais como
tendeˆncias, ciclos sazonais e flutuac¸o˜es transito´rias. Dado que os MBHs po-
dem tornar-se bastante elaborados, sa˜o desenvolvidos e algoritmos eficientes
para paralelizac¸a˜o de co´digo e melhor aproveitamento de cada processador.
Em seguida, sa˜o apresentadas as ana´lises centrais desta tese, estando algu-
mas ja´ publicadas (vide secc¸a˜o 1.3). O primeiro conjunto inclui me´todos
para a agregac¸a˜o de informac¸a˜o proveniente de va´rias estac¸o˜es ou pontos
numa grelha, a fim de detectar padro˜es comuns de variabilidade temporal,
ao mesmo tempo que a covariabilidade espacial e outros tipos de sinais sa˜o
modelados. Os casos de estudo incluem a abundaˆncia de uma populac¸a˜o
ı´ctica e a variabilidade clima´tica costeira. O segundo conjunto de ana´lises
conte´m uma sequeˆncia de me´todos, com complexidade crescente, aplicados
a` reconstruc¸a˜o do estado do mar. Este trabalho e´ conclu´ıdo com alguns co-
menta´rios aos resultados dos modelos e perspectivas de investigac¸a˜o futura.
Resumo Alargado
A motivac¸a˜o para esta tese e´ a integrac¸a˜o de dados biolo´gicos e ambien-
tais, dispersos no espac¸o e no tempo, com o entendimento dispon´ıvel sobre
os mecanismos subjacentes a` sua produc¸a˜o, atrave´s de modelos parsimo-
niosos que sejam u´teis para as cieˆncias do mar. Os Me´todos Bayesianos
Hiera´rquicos (MBHs) sa˜o apresentados como ferramentas que permitem a
representac¸a˜o por camadas dos feno´menos que conduzem a`s observac¸o˜es,
dos processos mecan´ısticos ou estoca´sticos responsa´veis pela sua variabil-
idade espacial e temporal, e dos paraˆmetros que governam os processos.
Nos HBMs, a incerteza e´ contabilizada de forma expl´ıcita, atrave´s da es-
pecificac¸a˜o da distribuic¸a˜o a priori dos paraˆmetros, e tambe´m pela inclusa˜o
de termos de erro. Como o ajustamento do modelo decorre num u´nico passo,
a incerteza na estimac¸a˜o propaga-se adequadamente por todas as camadas.
A explorac¸a˜o das distribuic¸o˜es a posteriori dos paraˆmetros pode recorrer
a metodologias padronizadas, como sejam os me´todos de Monte Carlo via
cadeias de Markov (MCMC). De igual forma, existem va´rias ferramentas
para a avaliac¸a˜o da qualidade de ajustamento.
Na u´ltima de´cada, a literatura sobre MBHs aplicados a`s cieˆncias biolo´gicas e
ambientais tem conhecido um crescimento nota´vel, sendo poss´ıvel encontrar
livros e volumes de revistas cient´ıficas so´ dedicados a este assunto. Assim,
esta tese na˜o explana as bases teo´ricas dos MBHs, concentrando-se antes
nas aplicac¸o˜es pra´ticas de maior interesse, comec¸ando por treˆs exemplos
simples. No primeiro e´ apresentado um problema de modelac¸a˜o de se´ries
temporais de temperatura da a´gua do mar a` superf´ıcie, numa u´nica estac¸a˜o
costeira portuguesa; o objectivo e´ introduzir os Modelos Lineares Dinaˆmicos
(MLDs), que sera˜o utilizados extensivamente ao longo da tese, para mod-
elac¸a˜o temporal. No segundo exemplo desenvolve-se um me´todo Bayesiano
de interpolac¸a˜o de abundaˆncias de vieiras (Placopecten magellanicus) na
costa Atlaˆntica dos EUA, com recurso a` Convoluc¸a˜o de Processos Discretos
(CPD). A CPD constitui a contraparte espacial aos MLDs, neste trabalho.
Grac¸as ao desenvolvimento de uma func¸a˜o de convoluc¸a˜o flex´ıvel, e´ poss´ıvel
modelar dados que apresentem distribuic¸o˜es espaciais bastante complexas,
em que a anisotropia e a rugosidade variam de local para local. O terceiro
exemplo tem a dinaˆmica espac¸o-temporal da temperatura da a´gua do mar
no Pac´ıfico Norte como caso de estudo. O me´todo estat´ıstico utilizado pro-
duz Componentes Fundamentais de Variabilidade, as quais sa˜o ortogonais e
esta˜o associadas a se´ries temporais de coeficientes. Existe portanto analogia
com as Func¸o˜es Emp´ıricas Ortogonais, sendo inovador o facto de a estru-
tura espacial das componentes fundamentais ser fornecida por CPDs, ao
passo que a estrutura temporal dos coeficientes e´ fornecido por um passeio
aleato´rio e modelado por MLDs.
Dado que os MBHs podem ser bastante elaborados, o esforc¸o computacional
associado ao ajustamento dos modelos atinge n´ıveis considera´veis. Assim,
sa˜o explorados alguns algoritmos que aceleram este processo, nomeada-
mente: i) esquemas de amostragem eficientes; ii) decomposic¸o˜es QR e
Cholesky, produtos matriciais e algoritmos de resoluc¸a˜o de sistemas de
equac¸o˜es lineares, dispon´ıveis em bibliotecas de elevado desempenho (p.ex.
LAPACK e Intel Math Kernel Library); iii) me´todos de paralelizac¸a˜o de
co´digo, que permitam implementar MBHs em sistemas com va´rios proces-
sadores. Durante o processo de construc¸a˜o destes algoritmos, foram detec-
tadas algumas debilidades em MLDs que fazem uso de factores de desconto,
pelo que tambe´m e´ explanada uma formulac¸a˜o alternativa. Por meio de sim-
ulac¸o˜es, comprova-se que esta u´ltima tem as propriedades desejadas, e como
tal faz-se a enunciac¸a˜o completa de um algoritmo de paralelizac¸a˜o temporal
para MLDs com espac¸os de paraˆmetros de grande dimensa˜o. Para demon-
strar a utilidade dos treˆs algoritmos acima citados nas cieˆncias do mar,
sa˜o considerados modelos aplicados a grandes bases de dados, como as que
conteˆm medic¸o˜es de sate´lite e resultados de modelos de circulac¸a˜o global.
A` apresentac¸a˜o dos blocos de construc¸a˜o dos MBHs seguem-se as ana´lises
centrais desta tese, em dois grandes conjuntos. O aspecto unificador das
ana´lises do primeiro conjunto e´ a detecc¸a˜o de padro˜es temporais em dados
recolhidos em estac¸o˜es, pontos numa grelha ou pequenas regio˜es. No tra-
balho designado “Environmental forcing on northeast Atlantic bluefin tuna
abundance”, e´ criada uma estrutura u´nica para modelar diversos tipos de
dados ambientais e biolo´gicos, sendo estes u´ltimos compostos por capturas
de atum rabilho (Thunnus thynnus) em va´rias armac¸o˜es mediterraˆnicas
e atlaˆnticas. Grac¸as ao MBH utilizado, e´ poss´ıvel ponderar as capturas
e criar uma u´nica se´rie sinte´tica completa, que se estende ao longo de
200 anos. A mesma tarefa e´ executada para campos de temperatura de
a´gua do mar e vento, assim como para registos do ı´ndice de Oscilac¸a˜o do
Atlaˆntico Norte. As se´ries sinte´ticas sa˜o enta˜o decompostas em elementos
harmo´nicos e processos auto-regressivos, sendo feita a comparac¸a˜o das suas
propriedades entre varia´veis ambientais e biolo´gicas, a fim de detectar uma
poss´ıvel causa para as grandes flutuac¸o˜es na abundaˆncia de T. thynnus, ao
longo dos dois u´ltimos se´culos. Em “Statistical Downscaling and Blending
of Climate Model Predictions”, e´ explorado um processo que pondera resul-
tados de va´rios modelos de circulac¸a˜o global e, simultaneamente, aumenta
a resoluc¸a˜o do produto final. O modelo utiliza medic¸o˜es de sate´lite durante
a fase de estimac¸a˜o de paraˆmetros e faz projecc¸o˜es ate´ 2100. No trabalho
“Spatially Varying Temperature Trends in a Central California Estuary”, e´
feita a decomposic¸a˜o de dois tipos de sinais – um de origem oceaˆnica e outro
de origem continental – em se´ries mensais de temperatura da a´gua, medida
em 24 estac¸o˜es estuarinas. A correlac¸a˜o espacial entre estac¸o˜es e´ contabi-
lizada pelo uso de res´ıduos com distribuic¸a˜o Normal multivariada, e a asso-
ciac¸a˜o entre flutuac¸o˜es ra´pidas da temperatura e uma varia´vel atmosfe´rica
e´ tambe´m modelada. Por u´ltimo, “Hierarchical Bayesian modeling of wind
and sea surface temperature from the Portuguese coast” revisita um estudo
frequencista recentemente publicado, ampliando as capacidades do modelo
empregue e reavaliando os n´ıveis de confianc¸a relativamente a`s tendeˆncias
observadas, em dados de temperatura da a´gua do mar e vento.
O segundo conjunto de ana´lises consiste num roteiro para a construc¸a˜o de
um modelo Bayesiano oceaˆnico, que permita a reconstruc¸a˜o de campos de
propriedades f´ısicas e qu´ımicas a partir de informac¸a˜o fragmenta´ria. No
primeiro trabalho, “Spatio-temporal variability of ocean temperature in the
Portugal Current System”, e´ estimada a tendeˆncia linear de evoluc¸a˜o da
temperatura da a´gua do mar, desde a superf´ıcie ate´ aos 500m, ao largo
da costa ocidental ibe´rica. A func¸a˜o de convoluc¸a˜o empregue e´ bastante
simples, assim como o MLD. Como tal, as distribuic¸o˜es dos paraˆmetros
sa˜o todas conjugadas, na˜o sendo necessa´rio o recurso a MCMC. Em “A
Spatio-Temporal Model for Mean, Anomaly and Trend Fields of North At-
lantic Sea Surface Temperature”, o foco volta a ser a superf´ıcie do mar,
sendo exploradas as func¸o˜es de convoluc¸a˜o flex´ıveis. Dada a extensa˜o do
domı´nio em estudo – o Atlaˆntico Norte –, o modelo e´ oneroso do ponto
de vista computacional, tanto em termos de memo´ria como em termos de
tempo de ca´lculo. Por esse motivo, e´ desenvolvida a paralelizac¸a˜o do co´digo,
por meio de regionalizac¸a˜o espacial. Os campos climatolo´gicos resultantes
sa˜o comparados com produtos derivados do estado-da-arte em Ana´lise Ob-
jectiva. Por u´ltimo, “HOMER: a Hierarchical Ocean Model for Extended
Reconstructions” retoma os problemas tri-dimensionais, considera temper-
atura e salinidade e integra um crite´rio de estabilidade vertical. Dada a
maior abrangeˆncia espacial das func¸o˜es de convoluc¸a˜o, a regionalizac¸a˜o es-
pacial torna-se menos eficiente, pelo que e´ implementado um me´todo de
paralelizac¸a˜o temporal.
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1Introduction
1.1 Statement of the problem
Marine Ecology is an integrative science that studies the relationships within and among
marine populations and their environment. Several questions arise from this definition,
namely regarding how one can describe the attributes of a population (size, age struc-
ture, life history parameters, and so forth), summarize the spatio-temporal distribution
of physical and chemical properties that characterize the environment, and detect the
ways organisms respond to it.
These questions are challenging because the sea is not our natural medium, making
data collection a difficult task. It was only recently that the development of satellite-
borne instruments and networks of buoys made possible the constant, autonomous
monitoring of some aspects of the World Ocean. With short lags from production,
data and scientific analyses thereof are disseminated on a global scale, through the
Internet and other digital media. Owing to these collaborative efforts, unraveling the
sea’s mysteries is today more at hand.
Arguably, the most fundamental finding of the last decades in marine ecology has
been that the ocean and its inhabitants are not as resilient to the perturbations we
induce as we thought. This awareness scientists and laymen share today came from
various sources, including the collapse of fisheries (Myers and Worm, 2003), the slow
recovery of coastal ecosystems to oil spills (Peterson et al., 2003), the damage caused
by invasive species (Carlton and Geller, 1993), and the impacts of climate change
on marine communities (Hoegh-Guldberg, 1999). Other discoveries, based not only
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on pure observations but also on experiments and modeling, also contributed to the
advancement of the field.
In any case, if we attempt to forecast the responses of a marine ecosystem to a
natural or anthropogenic driver, we find that our understanding is not yet satisfac-
tory. The problem is that, together with important knowledge gaps, the methods that
integrate understanding from different facets of marine ecology often do not make ad-
equate syntheses of concepts and data. In the next sections, I will substantiate this
argument using fisheries and climate as examples, since these have formed the core of
my research in the last ten years (SIAM - Climate change in Portugal: Scenarios, Im-
pacts and Adaptation Measures, 2001–2004; Portcoast: present and future Portuguese
coastal climate and its impacts on the biological communities, 2005-2007; FATE: De-
veloping Statistically Robust IPCC Climate Model Products for Estuarine-dependent
and Anadromous Fish Stock Assessments, 2009–present).
1.1.1 Climate and fishing pressures on marine ecosystems
The determination of mechanisms that regulate marine populations is in many cases
irreducible to controlled experiments. Given this, two sources of perturbation, fisheries
removals and climate variability, at time scales from the inter-annual to the decadal,
can perhaps provide sufficient contrast in top-down and bottom-up forcing to generate
“natural experiments” (Hunt Jr. and McKinnell, 2006).
While in concept it is easy to understand that fisheries and climate shape ecosystems
simultaneously, blending the two together for practical, ecosystem-based management,
is difficult. One example is the fishery for bluefin tuna, Thunnus thynnus (L.). Bluefin
tuna fisheries in the Mediterranean and adjacent NE Atlantic are millenarian activi-
ties, with quality catches data from traps of several countries spanning as far as the
early 1500s (Ganzedo et al., 2009). Examination of these time series shows ample
fluctuations, which probably reflect changes in population size in response to climate
variability. Scientific research on tuna ecology was intense throughout the 20th century,
with several hypotheses being placed with respect to the factors that affect the species’
migrations, feeding and spawning habits, and some targeting specifically the causes
for the observed fluctuations. However, when overfishing became a serious problem,
environmental forcing was ineffectively considered. Since 1969, the International Com-
mission for the Conservation of Atlantic Tunas (ICCAT) serves as forum for stakeholder
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countries to agree on catch levels for bluefin tuna. It was only in 1991 that ICCAT
established a sub-committee on the Environment and, as shown by annual reports, the
latter’s results never had a substantive impact on stock assessment models and man-
agement decisions. For several reasons, apart from the inability to join understanding
from climate and fisheries effects, the NE Atlantic bluefin tuna population is today
almost depleted, in what is clearly a case of stock mismanagement.
The above is but one example. Upon reading the European Commission’s Green
Paper on the reform of the Common Fisheries Policy (European Commission, 2009), we
see the pervasive attempt to manage fish stocks as though fishing mortality was the only
driving force, despite the risks of neglecting environmental variability (Jensen, 2002).
Inferring the relative importance of bottom-up and top-down mechanisms in population
fluctuations requires an integrated approach (Hunter and Price, 1992; Munch et al.,
2005; Field et al., 2006) where the evolution of populations over time accommodates
fishing mortality and environment-dependent life history parameters.
1.1.2 The coastal environment
1.1.2.1 Upwelling
Upwelling ecosystems make up a small fraction of the world ocean area (0.2%), but
they account for 2% of global marine primary production and almost 20% of global
fish catch (Pauly and Christensen, 1995). These systems display strong variability at
various temporal and spatial scales, including remote physical forcing by larger scale
teleconnections (Fre´on et al., 2009). For these reasons, they concentrate the attention
of oceanographers, marine ecologists and fisheries scientists, who attempt to describe
their past, present and future states.
Information about upwelling dynamics derives mostly from observations and regional-
scale circulation models (RCMs). This occurs because coastal seas are still poorly rep-
resented by the present generation of Earth system models, both in terms of resolution
and process representation (Holt et al., 2009). For example, Sousa Reis et al. (2006)
compared the control run of UK Hadley Center’s third generation of general circulation
models (GCMs) with data from the west Portuguese coast, and found the model to miss
the occurrence of upwelling during the summer season.
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As mentioned above, large scale monitoring of the World Ocean is a recent achieve-
ment. Prior to the mid 20th century, sampling was poor and occurred mostly along
major commercial shipping routes, which streak the open ocean at spaces and leave vast
areas devoided of observations (see figures in Bingham et al., 2002; Achuta Rao et al.,
2006; Kobayashi and Suga, 2006). From then onwards, several programs – viz., the Vol-
untary Observing Ship (VOS) program, the Ship Of Opportunity Program (SOOP),
the Global Drifter Program (GDP), the Expendable Bathythermograph (XBT) pro-
gram, the Continuous Plankton Recorder (CPR) survey program – were developed to
provide more extensive coverage.
In the last two decades, satellite-borne instruments began to generate massive
amounts of ocean surface data for scientists. To some extent, the imbalance be-
tween data density in shelf and deep ocean areas was reversed, because water turbidity,
rougher sea state and complex topography make accurate coastal observations harder
to obtain (Longhurst et al., 1995; Gons et al., 2002; Deng and Featherstone, 2005).
In summary, marine scientists interested in understanding upwelling dynamics are
faced with relatively short data sets (∼60 years), with heterogeneous spatial and tem-
poral coverage and which, at the moment, cannot be extended into the future using
general circulation models. The inability to use GCMs also impairs the attribution (or
not) of observed changes in upwelling patterns to anthropogenic climate change (Lemos
and Sanso´, 2006, see 4.1).
1.1.2.2 Climatologies, anomalies and trends
In order to produce realistic results, ocean GCMs and RCMs must be initialized with
good climatological fields of ocean temperature and salinity, surface wind speed, irra-
diance, et cetera. In other words, an adequate depiction of the state of the ocean and
lower troposphere must be provided as input, so that models can smoothly transit into
solutions dictated by their governing equations. Climatologies are also used on open
boundaries and for model relaxation, that is, to correct solutions so that they vary
within acceptable ranges. Examples of these procedures can be found in Halliwell et al.
(2008) and Wan et al. (2008).
Climatologies are typically data-based products. Given the heterogeneity of data
density and data sources discussed above (1.1.2.1), producing a climatology is not
a trivial task. The interested reader may consult the introductory chapters in 4.2
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and 4.3, for an overview on the issues involved. Here, it is worthwhile pointing out
that, if carefully designed, the process may result in the construction of anomaly and
trend fields, which are invaluable byproducts for climate dynamics studies. In contrast,
overlooking the space-varying temporal distribution of data may cause climatologies
to display strong gradients where they do not exist, or weak gradients where they are
actually strong. An indication that the synthesis of available ocean data into useful
summaries still requires research is provided by the constant updating of methods by
the team behind the National Ocean Data Center’s World Ocean Atlas (Levitus and
Boyer, 1994; Antonov et al., 1998; Stephens et al., 2002; Boyer et al., 2005; Locarnini
et al., 2006).
1.1.2.3 Estuaries
Estuaries can be seen as complex, dynamic, and biotically rich environments dominated
by physical forces (Day et al., 1988). Together with coastal marine environments, they
are highly impacted by human activities (Kennish, 1992).
Estuaries undergo fluctuations in response to exogenous impacts of materials or
energy that may themselves vary over wide ranges of magnitude, and exhibit different
periodicities over a broad range of scales. Also, changes introduced at one location of
the estuary may be relocated through diffusion and advection to other parts of the sys-
tem. This spatial patchiness promotes, and in turn is heightened by, the asynchronous
evolution of ecosystem structure in different parts of the estuary (Wolfe and Kjerfve,
1986, and references therein).
Hence, the spatial/temporal scaling problem – i.e., fitting a given research ques-
tion to the dimensions of variability of the study area – is particularly pronounced
in estuaries (Livingston, 1987). Common questions are related to the fate of anthro-
pogenic contaminants and the existence of trends in water quality parameters. In
several countries, these elicit long-term monitoring campaigns that may be well suited
for the purpose, if they highlight the important features of spatio-temporal variability,
or be of little use, if the signal is too confounded. The application of well-designed
sampling strategies, which generate optimum spatial and temporal information from
the minimum number of samples, adds value to such projects (Chang et al., 1998). To
accomplish this goal, it is important to take advantage of data sets already available,
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and decompose the information in them using adequate statistical methods. The ex-
istence of anisotropic spatial covariance structures (Chang et al., 1998) and possible
temporal non-stationarity (Jay and Flinchem, 1997) make model fitting a challenging
endeavor.
1.1.3 Climate change
Earth’s climate is one and indivisible, has a single history and multiple forcing agents,
which act upon it over various time scales. For these reasons, detecting the human
responsibility for climate change must resort to simulations of the whole Earth system,
through GCMs. The task of creating representative, reliable GCMs could not be more
prodigious, especially in a time where climate scientists are under pressure for results
from several quadrants of society: politicians, the media, other scientists, and the
general public1. Time has shown that the penalty of conveying inaccurate climate
model results with excessive confidence is growing distrust and misplaced criticism.
Presently, the output of more than 20 GCMs is available for scientific perusal. Due
to differences in complexity, resolution, parameterization and input data, results vary
widely from model to model. For a given emissions scenario (Nakicenovic, 2000), how
may we pool the strengths of an ensemble of GCMs to correctly weight their projections?
Also, does the weighted projection retain physical realism? And finally, how may we
assess the uncertainty involved in the process of ensemble modeling?
Procedures that account for and combine sources of uncertainty are being developed
alongside GCMs (Murphy et al., 2004; Ghosh and Mujumdar, 2009). In other words,
they do not obviate the need to gain better understanding of climate dynamics, and
thereby improve GCM formulation, but help to detect key deficiencies, outlying models,
and probable ranges of climatic variation.
1.1.4 Data versus models?
In marine science and engineering meetings, an old paradox is often paraphrased: ev-
eryone believes in data, except the collector, and no one believes in models, except
1Interestingly, pressure is also being exerted the other way around: some climate scientists often
leave their laboratories and enter other arenas, where they expose their work and defend their viewpoint
of social response to climate change.
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the modeler (R. Neves, pers. comm.)1. The same feeling is conveyed by Walters and
Martell (2004): “There is a long tradition of [fisheries mathematical] modeling, and
many biologists still look upon that tradition with much puzzlement and even con-
tempt”.
Why does this occur? Clearly, marine data are difficult to gather, may present
biases, and sometimes just serve as proxies to the property of interest. We also know
that ecosystems are extremely complex; thus, any mathematical model is bound to
oversimplify processes and misrepresent features in the data. The two types of error
are inevitable and, up to a point, acceptable, but on occasions it seems that we have
to opt between “believing” the data or the models (see Aber, 1997, 1998; Dale and
Winkle, 1998, on the danger of using the word ’belief’ in this context). That need not
be the case.
Figure 1.1 illustrates a cycle that connects data, knowledge (as data summaries
provided by empirical models), understanding (i.e., inference on underlying processes),
process models (which translate concepts into mathematical equations), and again data
(used for validation). If field biologists and modelers accept that some level of uncer-
tainty is added at every stage of the cycle, the paradox is solved; moreover, when the
cycle is closed, reasons for discrepancies between expectations and observations can
be traced to their sources. This flow of information and lack thereof, from data to
models and back, can only exist under a unifying framework, that makes probabilistic
statements about data, model parameters, and model complexity.
1.2 Aim of the thesis
In the sections above, I attempted to clarify the problem that concerns this thesis, by
providing examples of difficulties that occur at all stages of the learning cycle (Figure
1.1): data synthesis (1.1.2.2), signal decomposition (1.1.2.3), knowledge gaps (1.1.2.1),
1Beveridge (1957) poses the subject as follows: “No one believes an hypothesis except its origina-
tor, but everyone believes an experiment except the experimenter. Most people are ready to believe
something based on experiment but the experimenter knows the many little things that could have gone
wrong in the experiment. For this reason the discoverer of a new fact seldom feels quite so confident
of it as others do. On the other hand other people are usually critical of an hypothesis, whereas the
originator identifies himself with it and is liable to become devoted to it.”.
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Figure 1.1: From data to models and back - One approach to viewing the circulation
of information and errors in marine science.
synthesis of concepts (1.1.1), understanding gaps (1.1.3), and the combination of data
and concepts (1.1.4).
The aim of this work is to explore the potential of an emerging class of methods,
known as Hierarchical Bayesian Methods, to address this problem. Based on cursory
examples and case studies, I will attempt to show that hierarchical models can pro-
vide a unified framework for synthesizing data, drawing inference, linking error-prone
measurements to error-prone underlying processes, and assessing goodness of fit.
1.3 Outline
Chapter 2 describes the broad aspects of the approach taken (2.1), together with sim-
ple examples of temporal (2.2.1), spatial (2.2.2) and spatio-temporal (2.2.3) problems.
Questions concerning the implementation of Hierarchical models are addressed in sec-
tion 2.3, including algorithms for regression models (2.3.1) and Dynamic Linear Models
(2.3.2). More thorough applications are explored in chapters 3 and 4. These include
the following published work (in chronological order):
• Lemos, R. and Sanso´, B. (2006). Spatio-temporal variability of ocean temperature
in the Portugal Current System. Journal of Geophysical Research Oceans, 111.
C4, C04010, doi:10.1029/2005JC003051 (section 4.1);
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• Lemos, R. T., Sanso´, B., and Huertos, M. L. (2007). Spatially varying temper-
ature trends in a Central California estuary. Journal of Agricultural, Biological,
and Environmental Statistics, 12(3):379-396 (section 3.3);
• Lemos, R. and Sanso´, B. (2009). A Spatio-Temporal Model for Mean, Anomaly
and Trend Fields of North Atlantic Sea Surface Temperature (with discussion).
J. Amer. Stat. Assoc., 104(485):5-25 (section 4.2);
• Lemos, R. T., Sanso´, B., and Santos, F. D. (2010). Hierarchical Bayesian mod-
eling of wind and sea surface temperature from the Portuguese coast. Intern. J.
Climatol., doi:10.1002/joc.1981 (section 3.4).
Chapters 3 and 4 also include the following research:
• Environmental forcing on northeast Atlantic bluefin tuna abundance (section 3.1);
• Statistical Downscaling and Blending of Climate Model Projections (section 3.2);
• HOMER: a Hierarchical Ocean Model for Extended Reconstructions (section 4.3).
Finally, chapter 5 contains concluding remarks.
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2Methodological Approach
2.1 The Hierarchical Bayesian Model
The central idea in hierarchical Bayesian models is based on the notion of conditioning,
and that by factoring a complicated joint distribution into a series of conditional distri-
butions, one is better able to utilize scientific knowledge and characterize uncertainty
(Wikle and Berliner, 2006). The model is structured into three components, which
consider the different sources of variability. First is the data, which is presumed to be
drawn from some facet(s) of the underlying process. Second is the process specification
itself, which involves unknowns that will be estimated as parameters. Third, we have
parameters that are not only “uncertain” but will be expected to vary upon how and
where the data were obtained (Carlin et al., 2006). Because stochasticity is relevant
for each, we think in terms of a joint distribution
p(process, parameters, data) ∝ p(data | process,parameters)×
p(process | parameters)×
p(parameters),
where the symbol ∝ denotes proportionality. With this comprehensive model fitting
approach, estimation uncertainty is properly propagated at all levels (see Figure 1.1).
Literature on hierarchical Bayesian models for the biological and environmental
sciences, with a plethora of examples, has become abundant. Recent collected volumes
include those of Clark and Gelfand (2006), and Ecological Applications (vol. 19, issue
3, 2009). Books on the subject include Banerjee et al. (2004), Clark (2007), and
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Lawson (2008), Royle and Dorazio (2008). Other seminal books for Bayesian spatial
and temporal statistics include Cressie (1993), West and Harrison (1997), Gamerman
and Lopes (2006). Books and collections related to this hierarchical models but not
confined to the subject of environmental science include Gelman and Hill (2006) and
the Journal of Educational and Behavioral Statistics (vol. 20, issue 2, 1995), Finally,
books relevant to model fitting, goodness-of-fit testing include citetGilks96, Gelman
et al. (2003), and Petris et al. (2009).
2.2 Examples of models for the marine sciences
The examples in this section contain cursory descriptions of temporal (2.2.1), spatial
(2.2.2) and spatio-temporal problems (2.2.3) commonly found in the marine sciences. In
each, a Hierarchical Bayesian method is proposed and model fitting results are explored.
References to more complete analyses that use those methods, or similar ones, are also
provided.
2.2.1 Time-series models
Figure 2.1 displays the evolution of monthly mean sea surface temperature (SST) off
Leixo˜es, between 1989 and 1999 (H. Pires, unpublished data). The long-term mean
(15.5◦C) has been removed from the data.
Let yt, t = 1, . . . , 132 denote this variable. The blue line was fitted according to the
following model:
yt = a(t− t¯) + b cos
(
2pi(t− 2)
12
)
+ t, t ∼ N(0, V ) (2.1)
This curve serves to highlight that there seems to be a long term warming trend, and
that the annual cycle is non-stationary. Residual analysis of this model indicates the
errors are not uncorrelated, as the model assumes, but rather follow an autoregressive
process of second order (AR-2). Under a Bayesian setting, we could proceed to adding
an AR-2 process in eqn. 2.1, to account for short-term variability. Alternatively, we
may consider that the parameter that controls the seasonal factor is actually time-
12
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Figure 2.1: Evolution of SST off Leixo˜es. - Time series of monthly data from the
coastal station of the Institute for Meteorology; the long-term mean (15.5◦C), was removed
dependent, and that the trend is non-linear. That is, we move into a model such as
yt = at + bt cos
(
2pi(t− 2)
12
)
+ t, t ∼ N(0, V ) atbt
ct
 =
 at−1 + ct−1bt−1
ct−1
+ εt, εt ∼ N3(0,Wt).
This Dynamic Linear Model (DLMs) can be fitted using the forward filtering equations1
and the block discount factor technique to describe the evolution variance matrix Wt
(West and Harrison, 1997). Assuming small measurement error, V is set to 0.1. The
discount factor for at and bt is set to 0.7, while the one for ct is set to 0.999, so
that the trend increments vary smoothly over time. The initial distributions of a1,
b0 and c0 have zero mean and fairly large variance. Figure 2.2 presents the one-step
ahead forecast function, together with the observations, the quantile-quantile plot of the
resulting standardized residuals, the corresponding autocorrelogram and the filtering
distribution of ct. Examination of these plots shows that the fit is acceptable, with the
residuals appearing uncorrelated. The plot of ct reveals that positive increments built
up towards the end of the century, which suggests that the warming trend is non-linear.
1which are also known as the Kalman filter, in the engineering community (Prado and West, 2010)
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Figure 2.2: Fitting a Dynamic Linear Model to Leixo˜es SST data - Panels show:
the one-step ahead forecast function, in blue, together with the data (upper left); the qq-
plot of standardized filtering residuals (upper right); the autocorrelogram of these residuals
(lower left); and the filtering posterior mean and 95% credibility band of ct (lower right).
14
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DLMs are at the core of nearly all applications in this thesis, as they have time-
dependent parameters. Sections 4.1, 4.2, 3.2 and 4.3 present increasingly complex prob-
lems that require DLMs and spatial models to study the evolution of ocean temperature
and salinity. Sections 3.4 and 3.3 show how DLMs can unravel interconnections between
coastal water temperature and atmospheric variables. Finally, the work discussed in
section 3.1 shows how DLMs can be applied to study the temporal variability of fish
abundance and environmental factors.
As the computational burden increases, some effort is required at the level of DLM
algorithm construction. This is presented in sections 2.3.2 and 3.2.
2.2.2 Spatial models
For this example, we use a classical data set containing 148 scallop (Placopecten mag-
ellanicus) abundance measurements, based on a 1990 survey cruise in the Atlantic
continental shelf off Long Island, New York, USA (Ecker and Heltshe, 1994). A recent
analysis of this data set is provided by Banerjee et al. (2004).
As shown in the upper right panel in Figure 2.3, scallop abundance varies widely
across the domain. Greater density occurs in the central region and along the southern
border, which has SW-NE orientation.
To krig this data set, the Discrete Process Convolution (DPC) approach will be used.
Background documentation on DPCs can be found in Kern (2000), Higdon (2002) and
Calder (2003). We begin by setting up a grid that envelops the data (Figure 2.3, upper
left panel). Then, we define the convolution kernel K∗, which in this case is a R2 → R
non-negative function that accounts for anisotropy and has compact support. When
centered at point s and evaluated at point j, the kernel is written as
K∗[s− j,ω] ≡
{ (
1− ||s− j||2Σ
)ω1 , if||s− j||2Σ < 1
0, otherwise.
The non-Euclidean distance is provided by
||s− j||Σ ≡
√
((xs − xj), (ys − yj)) Σ−1 ((xs − xj), (ys − yj))t.
The inverse of the symmetric and positive definite matrix Σ ∈ R2×2 is given by
Σ−1 ≡
(
Ψ1 + Ψ2 cos 2ω4 Ψ2 sin 2ω4
Ψ2 sin 2ω4 Ψ1 −Ψ2 cos 2ω4
)
, Ψ ≡ 1
2
(
1
ω22
+
1
ω23
,
1
ω22
− 1
ω23
)
. (2.2)
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Figure 2.3: Kriging the scallops data set - The figure includes: original data (bubble
size proportional to log abundance) and DPC grid (upper left); DPC kernel, centered at
40◦N, 72.7◦W (upper right), DPC results (lower left); interpolation produced using the
method described in Banerjee et al. (2004) (lower right)
16
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Figure 2.4: Using a flexible DPC model with the scallops data set - Upper left
panel: krigged fit and original data. Upper right: posterior mean of the 0.995 contour and
semi-major axis of kernels centered at the grid points. Lower left: posterior mean kernel
eccentricity  =
√
1− (m/M)2. Lower right: posterior mean smoothness parameter ω1.
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This kernel was introduced by Lemos and Sanso´ (2009a, see 4.2). With ω = (2, 0.5, 1,−pi/2),
we obtain the kernel depicted in the upper right panel of Figure 2.3.
Now that the grid (denoted as J) and the kernel have been defined, the next step
is to define the DPC model itself. One possibility is to have
y(s) =
∑
j∈J
K[s− j,ω]µ(j) + (s), (s) ∼ N(0, σ2).
Here, the kernel has been normalized, i.e.,
K[s− j,ω] ≡ K
∗[s− j,ω]∑
j∈J K∗[s− j,ω]
The parameters µ(j), j ∈ J define a Gaussian point process. In this example, they
receive improper priors, along with σ2, so that the resulting DPC surface will be optimal
in the least-squares sense, given the choices made for the grid and the kernel. When
interpolated to the domain of interest, this surface differs greatly from the one produced
by Banerjee et al. (2004): it is much smoother and displays a single, elongated mode,
centered at about 39.5◦N,72.9◦W, which correlates with the observations.
The choice of kernel parameters (ω) was arbitrary and based on “snooping” the
data, to see that an elongated kernel with NW-SE orientation would fit well. The
possibility that anisotropy and smoothness are location-dependent was not considered
either, and so we turn to these issues now.
To facilitate modeling, let us slightly redefine the way ω2 and ω3 control the kernel:
Ψ ≡ 1
2
(
1
m2
+
1
M2
,
1
m2
− 1
M2
)
, m ≡ L+ ω2(U − L), M ≡ m+ ω3(U −m). (2.3)
In other words, the equation ||s − j||Σ = 1 defines an ellipse, whose semiminor and
semimajor axes are equal to m and M , respectively. These quantities fall between
prespecified minimum and maximum values, L and U . The parameters ω2 and ω3
respectively control the size of the semiminor axis and the ellipse’s eccentricity. Values
for L and U equal to r and 4r, where r denotes the DPC grid spacing, are sensible
choices.
Let ω(s) ∈ R4×1 denote a location-dependent vector of parameters that control the
shape of the kernel centered at s. The parameters themselves vary smoothly across
space, according to an isotropic DPC:
ω(s) =
∑
j∈J
K[s− j,u]ρ(j),
18
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where u = (2, 1, 0, 0). The prior for ρ(j), for all j, is as follows: ρ1(j) ∼ U(2, 4),
ρ2(j) ∼ U(0, 1), ρ3(j) ∼ U(0, 1), ρ4(j) ∝ 1.
The upper left panel on Figure 2.4 presents the interpolated surface that results
from fitting this model (note that {µ(j)}j∈J , {ρ(j)}j∈J and σ2 are the only random
parameters). Contours are more curvilinear than those obtained with the fixed kernel,
but still smoother than those obtained using the method of Banerjee et al. (2004). Re-
gions with higher abundance are correctly identified. The plot suggests that anisotropy
depends on location, which is illustrated by the mean posterior shape of the convo-
lution kernels (upper right panel). Along the southern border of the domain, kernels
are strongly elliptical, with the major axis being aligned with the SW-NE direction.
Kernels are also elliptical in the center of the domain, but now oriented along the NW-
SE direction. In northern regions, kernels are about spherical. Spatial variability in
posterior mean kernel eccentricity is depicted in the lower left panel of Figure 2.4. The
plot confirms that kernels are elliptical in the southern, central part of the domain, and
that they radiate into more spherical kernels from there. One final interesting result is
that there is a small SW-NE gradient in smoothness, as shown by the posterior mean
value of ω1 (lower right panel).
Spatial problems are ubiquitous in ocean sciences. The example just provided
demonstrates the potential of DPCs as basic building blocks, and more complex ap-
proaches are described ahead. In section 4.1, ocean temperature is modeled with a
fixed, spherical kernel, similarly to the first krigging model for scallops. Then, in sec-
tions 4.2, 4.3 and 3.2, kernels are allowed to vary across space, Markov Random Fields
are used to connect latent processes, and parameter constraints are introduced. Just
below, DPCs are used to supply spatially smooth eigenvectors in a method similar to
Empirical Orthogonal Functions.
As in the case of temporal models, spatial models for vast regions and data sets
are unwieldy. For this reason, section 4.2 contains a distributed-memory Markov chain
Monte Carlo algorithm based on spatial slicing. Efficient algorithms for spatial prob-
lems are also provided in section 2.3.1.
2.2.3 Spatio-temporal models
Let yt(si) denote the measurement of property y at time t and location si, where
t = 1, . . . , N and i = 1, . . . , S. We wish to describe the P main components of variability
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of this data set, such that 1 ≤ P < S (typically, P  S). The model we introduce at
this point is
yt = F ′γt + t, t ∼ N (0, τIS) ,
γt = γt−1 + εt, εt ∼ N
(
0,H−1
)
,
F ′ = QR, H = (D−
1
2R)′(D−
1
2R),
where F ′ ∈ RS×P is a (non-orthogonal) matrix of weights, whose spatial smoothness
is obtained using Discrete Process Convolutions (DPCs). Q ∈ RS×P is an orthogonal
matrix, R ∈ RP×P is an upper triangular matrix, and D ∈ RP×P is a diagonal matrix;
its elements, d(1), . . . , d(P ), are modeled as follows:
d(p) =
{
1−λ(p)
λ(p) , if p = 1
1−λ(1)
λ(1)
∏p
k=2 λ(k), otherwise,
with λ(p) ∈ (0, 1), for all p; possible prior distributions for λ(p) are the standard uniform
and the Beta. To generate F , we consider an encompassing grid J with J points spaced
rJ units apart and, for simplicity, the spherical kernel described by Lemos and Sanso´
(2009a), with u = (2, 2rJ, 2rJ, 0). At grid point s∗j ∈ J, j = 1, . . . , J , we place P latent
Gaussian point processes: µ(1, j), . . . , µ(P, j). The general element of F is
F (p, i) =
J∑
j=1
K
[
si − s∗j ,u
]
µ(p, j).
Hence, the spatial weights in F yield a linear combination of the time-varying processes
γt, which evolve as random walks, where the variance-covariance of random shocks is
provided by H−1. Of particular importance is the fact that the Cholesky factor of H
includes the upper triangular matrix stemming from the QR decomposition of F . To
see the usefulness of this, let θt ≡ Rγt. Then, we obtain the equivalent model
yt = Qθt + t, t ∼ N (0, τIS) (2.4)
θt = θt−1 + εt, εt ∼ N (0,D) (2.5)
which means that the processes θt(1), . . . θt(P ) evolve independently. Since λ(p) ∈
(0, 1), these processes are sorted according to their temporal variability, from largest
to smallest. To illustrate a few possibilities, consider the following cases: i) a single
latent process captures nearly all the temporal variability of the response variable; ii)
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two processes capture nearly half of the overall variability; iii) there is an exponential
decay in the variability explained by each process. Given the parameterization just
described, and denoting as V the overall variance, this corresponds to: i) λ(1) ∼ 11+V
and λ(k) ∼ 0.5, for k = 2, 3, . . .; ii) λ(1) ∼ 11+V/2 , λ(2) ∼ 1 and λ(k) ∼ 0.5, for
k = 3, 4, . . .; iii) for example, λ(1) ∼ 11+V/2 and λ(k) ∼ 0.5, for k = 2, 3, . . ..
In analogy with standard EOF analysis, we call the p-th column of Q the p-th Main
Component (MC) of variability, and {θt(p)}Nt=1 are the corresponding MC Coefficients1.
Greater flexibility can be achieved by indexing µ(p, j) in time and considering
anisotropic kernels, whose shape depends on location, time and MC, i.e.,
Ft(p, i) =
∑
j
K
[
si − s∗j ,ωt(p, i)
]
µt(p, j).
This allows for dynamic factor analysis (cf. Lopes et al., 2008). Nevertheless, we retain
the simpler formulation here.
To summarize the paragraphs above, the random quantities in this model are µ(p, j),
τ , λ(p) and θt. Their prior distributions may be (e.g.) improper for τ , standard
Uniform for λ(p), standard Normal for µ(p, j) and Normal for θt; the moments for
θt are computed with the forward filtering, backward sampling method of West and
Harrison (1997).
The advantages of this approach over traditional EOF/PC analyses are numerous.
Thanks to the DPC component, spatial interpolation is readily available. Original data
need not be on a grid, and missing values may occur; in both cases, Q is replaced with
Qt. MC coefficients are imbued with temporal structure, via the evolution equation
2.5. Systematic residual analysis is available (following the ideas of Kim et al., 1998,
also, see section 3.3) to assess goodness of fit of a model with P < S MCs. Model
misfit can be mitigated by considering a greater P , changing the DPC structure, or by
replacing τ , in the observation equation 2.4, with a variance-covariance matrix Σ (see
section 3.3; note that with this last option, the MC coefficients become correlated).
MCs can be embedded in larger models – a preliminary effort is provided in section
3.1. Finally, all quantities can be presented with uncertainty estimates. An important
asset is the possibility of considering measurement error, in the parameter τ . Model
1PCA/EOF terminology varies widely among scientific communities; here we use the same as
vonStorch and Zwiers.
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fitting takes much longer, because MCMC is needed to explore the parameters’ posterior
distribution, but the expressions above show potential for efficient computations.
To exemplify the application of this method, we use 2◦ gridded winter (Novem-
ber through March) mean Pacific SST anomalies, north of 20◦N, from 1901 to 2000
(Reynolds et al., 2002). The principal component of this data set is known as the
Pacific Decadal Oscillation index (PDO; Mantua et al., 1997). The second principal
component, called Victoria Mode (VM), has also received recent attention (Bond et al.,
2003). Thus, we set P = 10 but focus our attention on the first two MCs. In this ex-
ample, S=1198, J has 8◦ resolution, J=126, N=100 time instants (years). Despite the
large numbers involved, the model is able to produce 5,000 MCMC iterations in 30
minutes, using a conventional laptop computer.
Figure 2.5: The Pacific Decadal Oscillation - Posterior mean of the first Main Com-
ponent (upper left) and corresponding coefficients (upper right) in the proposed model.
Whiskers denote 95% credibility intervals. Lower panels display the counterparts from
EOF analysis.
Figure 2.5 depicts the estimated spatio-temporal signature of the Pacific Decadal
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Oscillation (PDO), provided by the model described above (upper panels) and standard
EOF analysis. The EOF and the MC differ markedly, but the coefficients are similar.
Given the structure provided by DPCs and random walks, it is not surprising that the
MC approach yields smoother products, respectively in space and time.
Figure 2.6: The Victoria mode - Posterior mean of the second Main Component (upper
left) and corresponding coefficients (upper right) in the proposed model. Whiskers denote
95% credibility intervals. Lower panels display the counterparts from EOF analysis.
Figure 2.6 describes the “Victoria mode”, where the dissimilarity between results is
greater still. The EOF of VM displays a NE-SW gradient, with a dipole in the central
north Pacific; the EOF coefficients concentrate most of their variability in the 1950s
and 1980s-90s. In turn, the second MC coefficients resemble a contracted version of the
first, and the second MC is spatially more variable.
As mentioned above, one asset of the proposed model is that it directly provides
uncertainty estimates for parameters and derived quantities. We use this feature to
estimate the posterior distribution of the diagonal elements of D, which serve the same
purpose as the eigenvalues in EOF analysis, in the sense that both control the variance
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of MC/EOF coefficients. Figure 2.7 shows there is agreement between methods, and
provides a possible explanation for the other, differing results: because the PDO and
the VM do not stand out from the following MCs/EOFs, they do not capture the bulk
of variability, and the patterns they present are more prone to contamination (North
et al.).
Figure 2.7: Breakdown of temporal variability in North Pacific SST - Posterior
mean (filled circles) and 95% credibility intervals (whiskers) for the first 10 elements in D,
together with the first 10 EOF eigenvalues (open circles), scaled so that e(1) coincides with
the posterior mean of d(1).
Spatio-temporal models combine and extend the capabilities of spatial and temporal
models. For this reason, chapter 3 is entirely devoted to them. In the presence of intri-
cate spatio-temporal problems, several challenges arise. For instance, the model must
be constructed in a way that permits the separation of spatial and temporal signals,
using quantities that can be readily interpreted. Also, the model must combine flexible
with hardened/fixed elements, distributed in a way that allows the data to “speak”
properly across all (spatial and temporal) dimensions, while a suitable backbone is
provided to compensate for missing data and outliers. Furthermore, the model should
allow good mixing properties for all parameters, so that MCMC methods require low
levels of thinning. Finally, the model must be amenable for goodness of fit tests. Two
other desiderata may be added: the capability to detect observational biases, and the
inclusion of known mechanistic processes.
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Given a large spatio-temporal model, what is the best way to subdivide it and use
multiprocessing? Computer scientists look for algorithms that reduce communications
between processors, while allowing for good load balance. The key aspect is the model
itself: numerous features (parameters, model components) can be altered, with signif-
icant impact on separability and total work load. Sections 4.2 and 4.3 provide a good
example of this dilemma. In the former, the model was constructed in a way that made
spatial slicing the evident solution to subdividing the problem. In the latter, commu-
nication costs between spatial domains prohibited spatial slicing, and thus temporal
slicing was preferred. In any case, the DLM and DPC algorithms must be streamlined,
so that irrespective of the slicing strategy, the overall load is minimized. We now turn
our attention to this issue.
2.3 Implementation and computational issues
Typically, Hierarchical Bayesian models require the use of Markov Chain Monte Carlo
methods (MCMC), to explore the posterior distribution of parameters. Because MCMC
is computationally demanding, care should be taken in designing the model and imple-
menting it. The following is a discussion on code parallelization and other algorithms
that increase computational efficiency, with motivating examples.
2.3.1 An efficient algorithm for Regression Models
2.3.1.1 Setup
Consider a standard regression problem1
y = F ′θ + ,  ∼ NS (0, τI)
θ ∼ NP
(
a,
τ
b
I
)
τ ∝ 1
τ
1This problem and the efficient algorithm are based on Bruno Sanso´’s lecture notes for Bayesian
Statistics (AMS-207).
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where F , a and b are given. The conditional posterior distribution of θ and the marginal
posterior of τ are
(θ|y,F , τ,a, b) ∼ N
(
θˆ, τ
(
bI + FF ′
)−1)
, (2.6)
(τ |y,F ) ∼ InvGamma
(
S
2
,
(y − F ′θˆ)′(y − F ′θˆ)
2
)
, (2.7)
where θˆ = (bI + FF ′)−1 (ba+ Fy). Sampling the posterior predictive distribution,
for a new set of locations and with a new regression matrix (F˜ ), takes 2 steps: first,
sample (θ, τ) from p(θ, τ |y,F ,a, b); then, sample y˜ ∼ N(F˜ ′θ, τI).
Owing to this sampling strategy, MCMC is avoided and perfect mixing of regression
and variance parameters is achieved. In more complex models that require MCMC,
expressions 2.6 and 2.6 can still be used, as follows: imagine a model that extends the
one above by including non-linear parameters (Ψ) which, for example, define matrix
F . While a typical MCMC method would use Gibbs and Metropolis-Hastings steps
to sample θ, τ and Ψ from their full conditional distributions p(θ| . . .), p(τ | . . .) and
p(Ψ| . . .), it is preferable to do
p(θ, τ,Ψ|y,a, b) = p(θ|y,Ψ, τ,a, b)p(τ |y,Ψ)p(Ψ|y).
In other words, a Metropolis-Hastings step is used to sample Ψ, and τ and θ are Gibbs
sampled only upon acceptance of Ψ. As the acceptance ratio is typically trained to lie
between 25% and 45% (Gilks et al., 1996), this entails important savings in computation
time, especially for large θ. Furthermore, the mixing of θ and τ is improved.
2.3.1.2 Efficient sampling algorithm
The expressions above may be rewritten so as to make sampling more efficient, which
is important when S and P are large. We begin by rewriting the regression model:(
y
a
)
=
(
F ′
I
)
θ + ,  ∼ NS+P
(
0, τ
(
I 0
0 1bI
))
τ ∝ 1
τ
and perform the QR decompositions(
F ′
I
)
= QR,
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where Q ∈ RS×P is an orthogonal matrix, and R ∈ RP×P is an upper triangular
matrix. Then, we obtain
z ∼ NS+P (Rθ, τI) ,
z = Q′
(
y√
ba
)
.
With this, the conditional posterior distribution of θ and the marginal posterior of τ
become
(θ|y,F , τ,a, b) ∼ N
(
θˆ, τ
(
R′R
)−1) (2.8)
(τ |y,F ) ∼ InvGamma
(
S
2
,
(y −Qz)′(y −Qz)
2
)
, (2.9)
where θˆ is the solution of the system of linear equationsRθˆ = z. Sampling τ is straight-
forward; as for θ, the best procedure is to sample a P×1 vector of independent, standard
Normal variates, called v, then solve Rθ∗ = v, and finally compute θ =
√
τθ∗ + θˆ.
When coding in Fortran, the Intel Math Kernel Library (free for noncommercial use
with Linux), which includes the packages LAPACK and Vector Statistical Library,
may be used for efficient solvers, QR/Cholesky decompositions, and random number
generation.
2.3.1.3 Application to satellite data
Satellite-borne instruments yield massive amounts of sea surface data. Daily passes
typically look like the upper panel in Figure 2.8, where parts of the ocean have record-
ings and large swaths are missing. Quality control further flags a significant proportion
of measurements, leaving irregular data gaps. Here we describe a simple method to
construct the mean field for North Atlantic 10m surface wind in the month of July
2009, based on 0.25◦ gridded daily data from the Special Sensor Microwave/Imager
(SSM/I). For a matter of tractability, we restrict the analysis to spacecraft f13 and
let y denote the natural logarithm (log(x+ 0.01)) of valid observations. The vector θ
represents a set of Gaussian parameters located on a 2.5◦ grid, and F is a matrix based
on Discrete Process Convolutions, using the spherical kernel described by Lemos and
Sanso´ (2009a), with u = (2, 5, 5, 0). In this example, S=481,974 and P=476. The pro-
gram (Fortran 90 coded, compiled with Intel Fortran Compiler for Linux v11.081) was
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run on a computer with the following specifications: 64-bit Intel x86, 4×3.4GHz CPU,
Linux OS 2.6.18, 8Gb RAM. The runtime spent computing posterior quantities needed
to sample θ and τ , from their posterior distributions, was: 1.5 minutes using equations
2.6-2.7, and 50 minutes using equations 2.8-2.9. Considering that only one month of
data was used, and that Remote Sensing Systems (REMSS) provides SSM/I readings
between 1987 and 2009, the difference clearly justifies the effort put in developing the
efficient algorithm.
The mid and lower panels in Figure 2.8 display a comparison of the mean field
provided by REMSS and the posterior mean of back-transformed wind speed, based on
a sample of y˜ of size 1000 for a 0.25◦ grid covering the North Atlantic (a = 0, b = 106).
Owing to the DPC structure, coastal outliers are smoothed out and the product looks
less pixelated.
One final note goes to the matrix F . The example just provided is not scalable to the
entire globe and long periods of time, due to the large memory requirements imposed
by F . Thanks to the kernel with compact support, F is sparse, and each Gaussian
parameter has a limited range of action. Hence, the regression algorithm may use
spatial “slices” where fitting is independent. Sparse QR solvers (e.g. OptimQR) are
an alternative to explore. If, on the other hand, more complex models are employed
(e.g. with flexible kernels), MCMC methods are probably necessary, and computational
run time also becomes a constraint. The interested reader may consult chapter 4 to
see a realization of these issues, together with algorithms for multi-processing (see the
following section as well).
2.3.2 Parallel implementation of sampled based methods for discount
Dynamic Linear Models
2.3.2.1 Setting
Serial algorithms, such as the Forward Filter, Backward Sampler (FFBS; Carter and
Kohn, 1994; Fruhwirth-Schnatter, 1994), are inherently suitable for Dynamic Linear
Models (DLMs). Starting from the initial time instant, the filter runs through the data
and estimates parameters’ moments; then, the backward sampler samples parameters
and refines moments, from the last time instant to the first. When MCMC is required
for a problem that uses FFBS, massive data sets and large state-spaces, model fitting
28
2.3 Implementation and computational issues
Figure 2.8: F13 satellite-derived wind fields for the North Atlantic, July 2009 -
Upper panel: July 07 pass; mid panel: REMSS monthly mean field; lower panel: posterior
predictive mean using the proposed regression model. Units are m s−1.
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can take very long – in the order of hours to several days. Given the vast potential of
MCMC and DLMs for spatio-temporal analyses, here we develop techniques that make
the FFBS amenable for efficient computations and some level of parallelism. We also
consider two discounting techniques, and show the advantages of our proposal over the
standard one.
Consider the DLM of the general family {Ft,Gt,Vt,Wt}:
yt = F ′tθt + t, t ∼ NS (0,Vt) (2.10)
θt = Gtθt−1 + εt, εt ∼ NP (0,Wt) , (2.11)
where F ′t , Gt, Vt have unknown parameters. The evolution matrix Wt is also unknown,
and it may be modeled using the Discount Factor technique. Let Dt denote the infor-
mation available up to instant t. Then, the FFBS algorithm estimates the moments
for θt as follows:
(θt−1|Dt−1) ∼ N (mt−1,Ct−1)
(θt|Dt−1) ∼ N (Gtmt−1,Pt)
(θt|Dt) ∼ N (mt,Ct)
with
Pt = GtCt−1G′t +Wt,
C−1t = FtV
−1
t F
′
t + P
−1
t ,
mt = Ct
(
FtV
−1
t yt + P
−1
t Gtmt−1
)
W&H suggest the prior variance matrix Pt results from inflating GtCt−1G′t by a con-
stant discount factor, δ ∈ (0, 1):
Wt =
1
δ
GtCt−1G′t −GtCt−1G′t, (2.12)
making Pt = 1δGtCt−1G
′
t. But the choice to inflate Ct−1 instead seems more natural:
Wt =
1
δ
Ct−1 −GtCt−1G′t, (2.13)
making Pt = 1δCt−1.
To assess which of the discount strategies is better, we must answer two questions:
i) Under which conditions are Wt and Ct positive definite? ii) How does each strategy
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perform? The first question is important because non-positive definite matrices lead
to invalid DLMs. The second question matters because we need confidence in our
parameter estimates.
2.3.2.2 Conditions for valid models
Positive definiteness of Wt
Consider the Cholesky decomposition Ct−1 = R′t−1Rt−1 and the singular value de-
composition Gt = UtΣtS′t. Let λMt−1 and λmt−1 respectively denote the largest and the
smallest eigenvalues of Ct−1, and let σMt and σmt respectively denote the largest and the
smallest singular values of Gt, in absolute value. We proceed by assuming that Gt is
a normal matrix, which encompasses orthogonal, symmetric, skew-symmetric, unitary,
Hermitian, and skew-Hermitian matrices. In consequence, GtG′t = G′tGt, Ut = St and
StU
′
t = I.
Under the W&H discount specification, Wt is a positive definite matrix if, for all
z 6= 0:1
z′Wtz > 0
⇔ 1− δ
δ
(
Rt−1G′tz
)′ (
Rt−1G′tz
)
> 0
⇔ 1− δ
δ
∥∥Rt−1G′tz∥∥22 > 0
⇔ 1− δ
δ
k2 ‖Rt−1u‖22 > 0,
where ku = G′tz and k = ‖G′tz‖2, making ‖u‖2 = 1 unless k = 0. Since
1− δ
δ
k2 min
‖u‖2=1
(
‖Rt−1u‖22
)
=
1− δ
δ
k2λmt−1
and ‖z‖22 > 0 and δ ∈ (0, 1) are given, the positive definiteness of Wt is guaranteed if
λmt−1 > 0 (i.e., Ct−1 is positive definite) and σmt 6= 0 (i.e., Gt is of full rank).
1Remember that, for the 2-norm, also known as the Euclidean norm, denoted as ‖·‖2, we have: a)
x′x = ‖x‖22; b) ‖Ax‖2 ≤ ‖A‖2 ‖x‖2; c) ‖A‖2 =
√
λmax, where λmax is the largest eigenvalue of A; d)
min‖x‖2=1 ‖Ax‖2 =
√
λmin, where λmin is the smallest eigenvalue of A.
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Under the alternative definition (eqn. 2.13), Wt is positive definite if, for all z 6= 0:
z′Wtz > 0
⇔
(
1√
δ
Rt−1z
)′( 1√
δ
Rt−1z
)
− (Rt−1G′tz)′ (Rt−1G′tz) > 0
⇔ 1
δ
‖Rt−1z‖22 >
∥∥Rt−1G′tz∥∥22 (2.14)
⇔ 1
δ
‖Rt−1z‖22 >
∥∥Rt−1StΣtU ′tz∥∥22
⇐ 1
δ
‖Rt−1z‖22 >
(
σMt
)2 ‖Rt−1z‖22 (2.15)
⇔ (σMt )2 <
1
δ
,
For unknown δ ∈ (0, 1), the sufficient condition is thus that |σMt | ≤ 1. For a matter of
clarity, we now explain the passage from equation 2.14 to 2.15: defineR∗t = Rt−1St and
z∗t = U ′tz. The general elements of R∗t and z∗t are R∗ijt and z
∗
jt. The general diagonal
element of Σt is σjt. Hence,
‖R∗tΣtz∗t ‖22 =
∑
i
∑
j
R∗ijtσjtz
∗
jt
2
All terms in this double summation are majored:
∀i,j : σjtR∗ijtz∗jt ≤ |σMt |R∗ijtz∗jt,
and thus
‖R∗tΣtz∗t ‖22 ≤
(
σMt
)2∑
i
∑
j
R∗ijtz
∗
jt
2 = (σMt )2 ‖R∗tz∗t ‖22 .
Recovering the original matrices, and since Gt is a normal matrix, we have:
∥∥Rt−1G′tz∥∥22 ≤ (σMt )2 ∥∥Rt−1StU ′tz∥∥22
⇔ ∥∥Rt−1G′tz∥∥22 ≤ (σMt )2 ‖Rt−1z‖22
Therefore, if equation 2.15 is true, it follows that equation 2.14 is also true.
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Positive definiteness of Ct
When both δ and Gt have unknown parameters, the conditions for the positive def-
initeness of Ct set by the discount strategy of W&H are hard to meet. To see why,
consider the discount DLM {1, ρ, τ,Wt}. The precision can be written non-recursively
as
C−1t =
(
δ
ρ2
)t
C−10 + τ
−1
t−1∑
i=0
(
δ
ρ2
)i
which, as t → ∞, is finite only if δ < ρ2. Hence, this formulation not only makes it
difficult to specify correct priors for ρ and δ, but it is also problematic when the system
equation does not carry much information from one time instant to the next.
Under the alternative discount strategy, the precision is
C−1t = δ
tC−10 + τ
−1
t−1∑
i=0
δi,
meaning that the variance converges smoothly to a constant, Ct → (1− δ)τ .
Positive definiteness of Wt with other types of Gt
Let Wt be specified using eqn. (2.13), and let u = z‖z‖2 . If Gt is not a normal matrix,
then
‖z‖22
δ
min
‖u‖2=1
(
‖Rt−1u‖22
)
=
λmt−1 ‖z‖22
δ
,
(σMt )
2 ‖z‖22 max‖Ut‖2=‖St‖2=‖u‖2=1
(∥∥Rt−1StU ′tu∥∥22) = (σMt )2λMt−1 ‖z‖22 ,
and thus, for the positive definiteness of Wt, Gt must be such that (σMt )
2 <
λmt−1
δλMt−1
.
Again, for unknown δ ∈ (0, 1), the sufficient condition becomes (σMt )2 ≤ λ
m
t−1
λMt−1
.
2.3.2.3 Model performance under different discount techniques
Using the DLM {1, ρ, τ,Wt} again as example, we now focus on the performance of
the two discount factor specifications described above. For this, we simulate data
and investigate the resulting model estimates of ρ, δ and τ . In this DLM, the latent
Gaussian process θt evolves as autoregressive processes of order one (AR-1), where the
autoregression coefficient is ρ. Gaussian white noise, with variance V , is added to the
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latent process in order to obtain the observable data, yt. The discount factor δ is
used to characterize the system evolution variance Wt. The number of time instants is
N = 500 and the distribution of the latent process at t = 0 is vague: θ0 ∼ N(0, 106).
Thus, we have:
M1 : yt ∼ N (θt, τ) , θt ∼ N (ρθt−1,Wt) , Wt = 1− δ
δ
ρ2Ct−1
M2 : yt ∼ N (θt, δτ) , θt ∼ N (ρθt−1,Wt) , Wt = 1− ρ
2δ
δ
Ct−1
Note that, in M2, the observational variance is provided by δτ , as we have found that
this yields better parameter mixing in the MCMC method. This leads to the limiting
variance C = (1− δ)δτ .
Using the software R, we simulate AR-1 processes with fixed evolution variance
(W = 1), several values of ρ (from -0.90 to 0.90 in steps of +0.15), and contaminate the
signal with noise, εt ∼ N(0, ζ), where ζ also varies (from 0.01 to 5.12 in steps of ×2),
to yield a wide range of signal-to-noise ratios. The unknown parameters in the models
are {θt}Nt=1, δ, ρ and τ . The priors for these parameters are: standard uniform for δ,
uniform with support (-1,1) for ρ, and improper for τ (τ ∝ 1τ ). In M1, the estimator of
ζ is τ ; in M2 it is δτ .
Figure 2.9 displays key aspects of model fit, based on samples from the posterior of
size 5000 (subsampled from 15,000 iterations), after a burn-in stage of 3300 iterations.
Under M1, 95% credibility intervals for ρ (upper left panel) show good agreement with
true values only outside the interval (−0.3, 0.3); inside, biases emerge for both small
and large values of true V . The same is not true for M2 (upper right panel), which
consistently produces intervals that include the true value. Despite, the latter also
loses the ability to yield informative posterior distributions for small ρ. This is not
due to a model deficiency, but rather because the data set {yt}Tt=1 is formed by adding
a series of white noise with another that is “bleached” as ρ approximates 0. In the
absence of informative priors, the two series become unidentifiable. The center right
panel in Figure 2.9 further shows that, overall, M2 estimates ζ = τδ correctly; it seems
to perform better with moderately noisy data than with clear, uncorrelated data. M1
presents irregular results, and on occasions misses the true value by more than one
order of magnitude (center left panel). It is also numerically unstable: when ρ ≈ 0, the
posterior mean of θt reaches the underflow threshold on 0.2-0.5% of the FFBS runs.
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As t → ∞, Wt converges to a constant value, in both models. In the case of
M1, the limit1 is W = (1 − δ)(ρ2 − δ)τ/δ. For M2, W = (1 − δ)(1 − ρ2δ)τ . These
theoretical limits are reached within the time span considered (N = 500). In the lower
panels of Figure 2.9, we compare the 95% credibility intervals for W with the true
value W = 1. While M1 severely underestimates W for small absolute values of ρ, M2
presents consistent results. In conclusion, M2 performs better than, or at least as well
as, M1 in all situations considered.
2.3.2.4 Parallel implementation of the Forward Filtering, Backward Sam-
pling algorithm
As we have shown the usefulness of the alternative discounting technique, we now
describe in full the Forward Filtering, Backward Sampling (FFBS) algorithm associated
with the DLM {Ft,Gt, δτI,Wt}.
In the filter, the distribution of the state-space parameters and the one-step ahead
predictive distribution are:
(θt−1|Dt−1) ∼ N (mt−1,Ct−1)
(θt|Dt−1) ∼ N
(
Gtmt−1,
1
δ
Ct−1
)
(yt|Dt−1) ∼ N
(
F ′tGtmt−1,
1
δ
F ′tCt−1Ft + δτI
)
(2.16)
(θt|Dt) ∼ N (mt,Ct)
C−1t = δC
−1
t−1 +
1
δτ
FtF
′
t
mt = Ct
(
δC−1t−1Gtmt−1 +
1
δτ
Ftyt
)
In the backward sampler, the distribution of the latent parameters, for t = 1, . . . , N−1,
is
(θt|θt+1, Dt) ∼ N (ht,Ht)
Ht = Ct − 1
δ
BtCtB
′
t
ht = mt +Bt (θt+1 −Gt+1mt)
Bt = δCtG′t+1C
−1
t
1Note that W is positive only if δ < ρ2.
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Figure 2.9: Modeling noisy, first order autoregressive time series - 95% credibility
intervals (red bubbles – upper end point; blue bubbles – lower end point) from models fitted
to simulated data (N=500, AR variance W=1), where the true AR1 coefficient ρ ranges
from -90 to 0.90 and the noise variance V ranges from 0.01 to 5.12. Left panels: results
for model specification according to West and Harrison (1997) (M1); right panels: results
under new proposals for observational and system variances (M2). Larger bubbles in off-
center (center) panels represent greater true values of V (ρ, in absolute value). Lines depict
y = x and y = 1.
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For large S and P (see eqns. 2.10 and 2.11), computing the likelihood (from eqn. 2.16) is
costly, and so are the matrix-matrix and matrix-vector multiplications in the equations
above. Thus, we will take advantage of efficient numerical algorithms, namely Cholesky
and QR decompositions, avoid matrix inversions, and perform as many parallel task as
possible. For the latter, we use the software MPICH2, which uses the Message Passing
Interface. With MPICH2, we generate H “processors”1, assign a fraction of the FFBS
algorithm to each, and command them to exchange information at given time points.
The rationale is as follows:
1. from time t†(h) = (h − 1) TH + 1 to t‡(h) = h TH , processor h (h = 1, . . . ,H)
computes:
(a) the QR decomposition of F ′t , to obtain Qt ∈ RS×S and R∗t ∈ RP×P : F ′t =
Qt
(
R∗t
0
)
;
(b) the partial precision matrixC∗t from Ft, using the latter’s QR decomposition:
C∗t = FtF ′t = (R∗t )′R∗t ;
(c) the transformed response variable: y∗t =
(
yut
ylt
)
= Q′tyt, with yut ∈
RP×1,ylt ∈ R(S−P )×1;
(d) a partial term for the mean: m∗t = (R∗t )′yut ;
2. processor h receives C−1
t‡(h−1) and mt‡(h−1) from processor h−1 (exception: h=1);
for t = t†(h), . . . , t‡(h), processor h computes
(a) the complete precision matrix: C−1t = δC
−1
t−1 +
1
δτC
∗
t ;
(b) mt, by solving C−1t mt = δC
−1
t−1Gtmt−1 +
1
δτm
∗
t ;
then, processor h sends C−1
t‡(h) and mt‡(h) to processor h+ 1 (exception: h=H);
3. for t = t†(h), . . . , t‡(h), processor h computes:
(a) Ut, by solving C−1t−1Ut = (R
∗
t )
′;
(b) At = 1δR
∗
tUt + δτI;
1Note that processors are not distinct physical entities (CPUs), but rather distinct programs that
can exchange data. They may or may not run in separate CPUs. Thus, the correct name would be
“computing processes”, which we do not use to avoid confusion with the model’s (Gaussian) processes.
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(c) Cholesky decomposition of At: At = LtL′t;
(d) zt and ut, by solving Ltzt = yut and Ltut = R
∗
tG
′
tmt−1;
(e) partial log-likelihood: `t = −12
(||zt − ut||2 + ||ylt||2 + log |Lt|+ (S − P ) log(δτ));
then, processor h sends `(h) =
∑t‡(h)
t=t†(h) `t to processor 1. This task and those
above are repeated twice: one for the present value of the parameter under anal-
ysis, another for the candidate;
4. using Metropolis-Hastings, processor 1 evaluates the parameter’s candidate value
against the current value, and broadcasts to all other processors the logical result
(accept/reject);
5. for t = t†(h), . . . , t‡(h), processor h computes:
(a) P standard normal variates, collected in vector u;
(b) the evolution variance Wt: first obtain W ∗t by solving C
−1
t W
∗
t = G
′
t+1,
then solve C−1t Wt =
1
δ −C−1t Gt+1W ∗t
(c) the conditional precision H−1t : first obtain H∗t by solving W
−1
t H
∗
t = G
′
t+1,
then compute H−1t = C
−1
t +Gt+1H
∗
t
(d) the Cholesky decomposition H−1t = OtO′t
6. processor h receives the complete θt†(h+1) from processor h+1 (exception: h=H);
for t = t‡(h), . . . , t†(h), and computes the vectors:
(a) dt, by solving W−1t dt = θt+1
(b) θ∗t , by solving Otθ∗t = C
−1
t mt +Gt+1dt
(c) θt, by solving O′tθt = θ∗t + ut;
then, processor h sends θt†(h) to processor h− 1 (exception: h=1).
Tasks 1, 3 and 5 are entirely parallel, meaning there is scope for runtime decrease in
having large H. Tasks 2, 4 and 6 are entirely serial, meaning there is (slight) runtime
increase in having H > 1, due to communication costs. The runtime of each task will
thus define the overall change in runtime (Figure 2.10).
In order to assess the benefits of running the FFBS algorithm on many-core ma-
chines, we employ the following concepts:
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Figure 2.10: Pipelining the Forward Filter, Backward Sampler - In a problem
using a large state-space and a vast data set, most of the FFBS computational time will
be spent in tasks 1, 3 and 5 (see text), meaning that multiprocessing (upper half plot,
H=3) should result in a net gain when compared to standard processing (lower half plot).
Dashed lines with arrows denote task execution. Communication costs are not depicted,
as they are assumed small.
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Speedup =
Sequential execution time
Parallel execution time
,
Efficiency[%] =
Speedup
# processors
.
Perfectly scalable problems have Efficiency = 100%, meaning that Speedup = # processors.
2.3.2.5 Preliminary results of a spatio-temporal example
In the model described in section 3.2, the Forward Filtering, Backward Sampling al-
gorithm is used extensively, since the filter is run to compute the likelihood for the
parameters τ , δ, ρ and ω, and the full algorithm is run to sample {θt}Tt=1. Hence, the
model is an adequate testbed for the application of the pipelining scheme.
Figure 2.11: Scalability of the Forward Filtering, Backward Sampling algorithm
- Runtime, speedup and efficiency of Metropolis-Hastings steps that use parts or the whole
FFBS algorithm – {θt}Tt=1 (N), ω (), and τ , ρ and δ (•) –, as a function of number of
processors. Totals are provided by open circles (◦).
As the left panel in Figure 2.11 displays, the sequential parts of the FFBS algorithm
prevent total runtime from falling under 0.1 seconds per iteration. Nevertheless, the
pipelining scheme permitted some speedup. By fitting a nonlinear model of the type
total speedup = 1 + k1 [1− exp (−k2(N − 1))]
where N denotes the number of processors and k1 and k2 are unknown coefficients, we
obtain the maximum likelihood estimates k˜1 = 2.07 and k˜2 = 0.36. Thus, the limiting
speedup is around 3.07, and 50% efficiency is reached when N = 5, as shown in the
right hand plot of Figure 2.11. With 10 processors, it is possible to fit the model 3
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times faster than with only one, at the expense of having a 70% reduction in efficiency.
These are promising preliminary results, as the algorithm is not yet fully tested and
optimized.
2.3.2.6 Concluding remarks
The FFBS algorithm is inherently sequential – time instants are visited first in chrono-
logical order (in the filter), then in reverse order (in the sampler). Because of this,
“vanilla” implementations of parallel MCMC methods, used to explore the posterior
distribution of parameters in models that have temporal structures, will suffer from Am-
dahl’s law: “A program’s sequential computation largely limits the maximum achievable
speedup” (G.M. Amdahl, 1967). Nevertheless, when the model’s state space is large
enough, the scheme described above makes it possible to pipeline several computations,
with moderate efficiency.
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3Finding Common Trends in
Environmental and Biological
data
The unifying aspect of the analyses presented in this chapter is the detection of tempo-
ral patterns in data collected in stations, grid points or small regions. In 3.1, a single
modeling framework is designed to describe the dynamics of environmental and biolog-
ical data. The latter are composed by catches of bluefin tuna (Thunnus thynnus) in
several Mediterranean and Atlantic traps. Owing to the hierarchical Bayesian method
utilized, it is possible to weigh traps’ catches and create a single synthetic time series,
complete over 200 years. The same task is performed for ocean temperature and wind
fields, as well as recordings of the North Atlantic Oscillation index. Synthetic time
series are then broken down into harmonics and autoregressive processes, and their
properties are compared across data types, with the ultimate goal of discovering the
causes for the high amplitude, long-term fluctuations in bluefin tuna abundance. In 3.2,
a hierarchical Bayesian model is developed to combine the output of several General
Circulation Models (GCMs) and, simultaneously, augment the resolution of the final
product. The model uses 1997-2008 satellite data during the fitting procedure, and pro-
duces projections up to year 2100. In 3.3, temporal variability in estuarine temperature,
measured in 24 stations, is decomposed in two signals, where one is of oceanic origin
and the other is mostly found upriver. Residual spatial correlation between stations
is accounted for, and so is the statistical association between high-frequency variabil-
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ity and atmospheric dynamics. In 3.4, recently published findings on wind and ocean
temperature dynamics off Portugal are revisited. Bayesian methods are now used, to
reevaluate the confidence placed in long-term trend estimates, among other quantities.
This last study bridges the subjects discussed here with those of chapter 4.
3.1 Environmental forcing on northeast Atlantic bluefin
tuna abundance1
Abstract
In this work we analyze the association between northeast Atlantic bluefin tuna abun-
dance, August sea surface temperature, zonal wind speed and the North Atlantic Oscil-
lation, during the 19th and 20th centuries. We employ hierarchical Bayesian methods
to weigh time series of trap catches and environmental data into principal components
of variability (PCVs), decompose these into supra decadal harmonics and first order
autoregressive processes, explore crossed covariance between data types, and model the
spatial structure of residual variability. Accounting for measurement error and esti-
mation uncertainty are important aspects of the analysis. Results show that PCVs
include cycles whose features (periods, phases and relative amplitudes) are coherent
among data types. Also, high frequency shocks appear correlated. The spatial weight-
ing scheme reveals parts of the Mediterranean basin as more dynamic regions. As
these coincide with known spawning grounds, we postulate that environment-driven
reproductive success is the main long-term cause for fluctuations in abundance. The
approach brings novel statistical methods to the field of ecological analysis.
3.1.1 Introduction
In several regions of the Mediterranean and adjacent Atlantic, fisheries for northern
bluefin tuna, Thunnus thynnus (L.), have for long been prosperous activities, some
since pre-historical times (Doumenge, 1998). Their social and economic importance is
1This section was co-authored with Bruno Sanso´ (Department of Applied Mathematics and
Statistics, University of California, 1156 High St. MS:SOE2, Santa Cruz, CA-95064, U.S.A. e-mail
bruno@ams.ucsc.edu, www.ams.ucsc.edu/∼bruno) and Henrique N. Cabral (Instituto de Oceanografia,
Universidade de Lisboa, Campo Grande, 1749-016 Lisboa, Portugal, e-mail hncabral@fc.ul.pt).
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testified by the direct management of some by monarchs and nobles, the development of
coastal settlements around them, and the depiction of tuna in coins (Galva˜o, 1953). Due
to the high market value of bluefin meat, this population is at present heavily overfished,
with international recovery measures facing difficulties (Fromentin and Powers, 2005).
Traditional fishing devices for bluefin may be classified into five different types:
harpoons, hooks, trammel nets, seines and traps (Mather et al., 1995). Until the recent
(<60yr) development of purse seining, live bait and longlining, traps were the gear
responsible for most catches (Doumenge, 1998). In short, a trap is a set of barriers and
chambers, made of net, which extend from the shallow sea floor to the surface. As they
approach the coast, migrating tuna schools are led by the barriers into the chambers,
where they are gaffed.
Thanks to careful bookkeeping, records of numerous traps’ annual yields are avail-
able in the scientific literature, some extending over centuries. The depiction of these
time series reveals ample temporal variability, with two characteristic patterns. The
first corresponds to year-to-year variability, up to sub-decadal cycles. These are site-
specific and have been attributed to local oceanographic conditions; for example, when
coastal waters are turbid, tuna schools tend to migrate farther offshore, thereby re-
ducing traps’ yields (Lemos and Gomes, 2004). In other words, this high frequency
variability reflects changes in bluefin’s spatial distribution, not abundance. The sec-
ond, more prominent pattern of variability comprises long-term fluctuations, which
seem synchronous across the coasts of Portugal, Spain, Morocco, Italy, Sicily, Sardinia
and Tunisia (Ravier and Fromentin, 2001, and references therein). As the exchange
of correspondence between the Duque of Medina Sidonia and Fray Mart´ın Sarmiento
demonstrates (1757; in de Buen, 1925), trap owners and scholars have wondered about
the nature of these fluctuations for a long time. One possible explanation is that: i)
they correspond to actual changes in bluefin tuna abundance; and ii) these changes
occur in response to some natural forcing.
Let us substantiate the first claim, by briefly reviewing its merits and some demerits
of alternative hypotheses. According to Ravier and Fromentin (2001), long-term fluc-
tuations in trap catches are unlikely to result from social and economic factors, given
the multitude of countries where they are observed; nor do they correspond to “boom
and bust” fishery cycles, since prior to the 1950s, fishing effort was relatively low and
stable. Shifts in bluefin distribution are also improbable, since the above mentioned
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network of traps encircles most of bluefin’s distribution range in the Mediterranean
and adjacent NE Atlantic, during the spawning season. These traps are passive gears,
whose location and operation remained nearly constant for centuries. A few technologi-
cal developments slightly improved their efficiency over the years, but at the same time,
increasing coastal traffic and pollution progressively reduced it (Sara`, 1980). Therefore,
they may be regarded as samplers that capture the same proportion of the migrating
bluefin tuna population each year (Ravier and Fromentin, 2001), once we filter out the
confounding sub-decadal sources of variability.
With respect to the second claim, recent research has found connections between
bluefin abundance and an environmental factors (Borja and Santiago, 2002; Ravier and
Fromentin, 2004; Bridges et al., 2009; Ganzedo et al., 2009), but results are not con-
clusive. Searching a different path, Fromentin (2002) used simulated data to show that
long-term pseudo-cycles in bluefin abundance can be caused by a noisy, but cycle-free
environment. This occurs because, in the case of a long lived species such as bluefin
tuna, the spawning stock includes several cohorts, thus smoothing high frequency re-
cruitment variability into a lower frequency signal. However, the same author notes
that this does not rule out the claim that tuna abundance may be driven by climatic
cycles, and concludes that the latter remain elusive.
The goal of the present paper is to contribute to this quest. If a natural cause for
long-term cycles exists, it should act on a large spatial scale, such as bluefin’s spawning
and feeding grounds. The Mediterranean Sea emerges as the most interesting region,
since adults converge to it to breed, and young tuna use it throughout the year. With
respect to time, we focus on August. During this month, the annual reproduction
period is culminating, and the life stages (eggs, larvae and early juveniles) most vulner-
able to climatic fluctuations are abundant (Borja and Santiago, 2002). Simultaneously,
post-spawners are seeking plentiful food to replenish themselves, after a phase of near
starvation (Sara`, 1963). Therefore, mechanisms associated with enrichment, concen-
tration and retention can be sought as causes for the cycles in bluefin tuna abundance.
Following the recent analyses mentioned above, we assess the usefulness of a broad scale
index to depict the general circulation over the study area, and look into greater depth
at the impact of ocean temperature variability. We use a hierarchical Bayesian model
to perform several tasks. The first is to construct synthetic time series of tuna abun-
dance and environmental indices, which account for spatial and temporal structures,
46
3.1 Environmental forcing on northeast Atlantic bluefin tuna abundance
as well as measurement error; the weighting scheme used to construct these principal
components of variability (PCVs) is part of the estimation procedure. The second task
is to separate low and high frequency signals in the PCVs, using harmonics and autore-
gressive processes. The third task is to assess if common patterns exist in biological
and environmental PCVs, given the levels of uncertainty determined by data and model
construction. Thus, in a single, hierarchical framework, we are combining several of
the methods used in previous research. The disparity between data sets (gridded vs.
non-gridded data, sparse vs. complete records, high vs. low signal-to-noise ratio, short
vs. long term memory) shows the flexibility of the approach, which can be generalized
for other ecological analyses.
3.1.2 Data and Methods
The index of the North Atlantic Oscillation, for the months of August 1821 through
2000, is denoted as Y NAOt , where t indicates the year. This time series can be re-
trieved from the data library of the Climatic Research Unit. The original daily pres-
sure recordings, from Reykjavik and Gibraltar, require corrections to remove inhomo-
geneities (Jones et al., 1997). For this reason, we assume a fairly large error variance
of 0.01, which corresponds to about 10% of NAO’s standard deviation.
Gridded August means of geostrophic zonal wind speed over the Mediterranean and
adjacent Atlantic (Y u-windt (k), where k = 1, . . . 44 denotes the grid point) derive from
HadSLP2, a 5◦ monthly mean sea level pressure data set spanning from 1850 to 2000.
Uncertainty estimates are provided by Allan and Ansell (2006).
Mediterranean gridded August sea surface temperature (Y SSTt (k), k = 1, . . . 84) data
consist of 2◦ monthly means and error variance estimates, ranging between 1854 and
2000 (Smith et al., 2008). The data set is available at the International Research
Institute for Climate and Society and the Lamont-Doherty Earth Observatory.
Finally, we use 54 time series of Atlantic and Mediterranean trap catches, in number
of bluefin tuna caught per year (Table 3.1). To increase tractability, we log-transform
these data (yielding Y catchest (k)). Assuming that recording errors are small, we expect
true catches to fall within 90% and 110% of the reported value, with 95% proba-
bility. This roughly translates into equating the observational error variance of log-
transformed catches to 0.0025.
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3.1 Environmental forcing on northeast Atlantic bluefin tuna abundance
In the following expressions, we use the letter i to refer any of the four data types
we use: NAO, u-wind, SST, and catches. The data are pre-smoothed using a 5-point
moving average. The model for the observations is:
Y it (k) = µ
i
t(k) + 
i
t(k), 
i
t(k) ∼ N
(
0, V it
(
k)),
where µ is the “true” value (i.e., the value that would be observed if there was no
measurement error), N denotes the Normal distribution and V is the error variance
parameter, fixed according to the rationale described above. At this level we consider
errors to be independent, i.e., Cov(it(j), 
i
t(k)) = 0, for all i, j, k and t. The true value
µ is given by
µit(k) = θ
i(k) + ωi(k)ηit + ε
i
t(k), ε
i
t(k) ∼ N
(
0, νi
)
.
In this expression, θ captures the long-term mean and η is a PCV – note that it does
not depend on site (k). The weight ωi(k) is unknown except for the NAO index, where
ωNAO(1) = 1. Elsewhere, we assign the following prior to ωi:
ωi ∼ N
[
1ln(i),
(
In(i)−1 −1ln(i)−1
−1l′n(i)−1 n(i)− 1 + 10−20
)]
,
where n(i) is the number of sites for data type i, 1l is a vector of ones, and I is the
identity matrix; the subscripts denote size. This prior is built so that weights sum to
roughly n(i) and the prior mean of each is one.
The nonstationary Mate`rn covariance function, with smoothness parameter equal
to 1.5, allows us to account for residual spatial covariance,
Cov(εit(k), ε
i
t(j)) =
(
1 + ||li(k)− li(j)||/φi) exp (−||li(k)− li(j)||φi) νi,
||li(k)− li(j)|| ≈
√
(dy(j, k) (lati(k)− lati(j)))2 + (dx(j, k) (loni(k)− loni(j)))2.
The coefficients dx and dy are computed from Moritz (1980). The unknown decay
parameter φi and the variance parameter ν receive improper priors: φ ∝ 1/φ, ν ∝ 1/ν.
Each η is subdivided into two terms: one serves as “backbone” and is formed by a
sum of sinusoids; the other accounts for high frequency variability with unknown levels
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of autocorrelation and cross-correlation between data types. That is,
ηit = λ
i
t +
4∑
p=1
αip sin
(
2pitp
τ i
)
+ βip cos
(
2pitp
τ i
)
,
λt = diag (ρ)λt−1 + ξt, ξt ∼ N (0,Ψ) ,
where the vector λt concatenates λNAOt , λ
u-wind
t , λ
SST
t , λ
catches
t . Hence, we use a funda-
mental period of variability for each data type (τ i) and four harmonics. The parameter
τ i has a uniform prior over the support (80, 200). This allows it to pick up the longest
period of variability, even though it may correspond to a pseudo-cycle. The coefficients
α and β are related to the harmonics’ phase and amplitude, and receive improper pri-
ors, for all p and i: αip ∝ 1, βip ∝ 1. The high frequency term, λ, is modeled using
an autoregressive process of order one (AR-1), where covariance between processes is
introduced by the off-diagonal elements of matrix Ψ. Each AR-1 coefficient, ρi, fol-
lows an independent, truncated Normal prior with support (-0.9,0.9), mean zero and
variance 0.01. Ψ receives a conjugate inverse Wishart prior with 5 degrees of freedom
and scale matrix equal to 0.00005 times the identity matrix; this prior distribution has
little impact on the corresponding posterior.
Thus, there are two ways in which the bluefin tuna abundance index, created by
ηcatchest , may be related to environmental indices: one is through high frequency covari-
ability, the other is from similar features in the long-term pattern of variability.
To explore the posterior distributions of the parameters in the model described
above, we employ Markov chain Monte Carlo methods (MCMC; Gelman et al., 2004;
Gamerman and Lopes, 2006). Results are based on 5,000 iterations of the MCMC,
spaced 30 iterations apart, and after a burn-in of 6,000 iterations, which includes a
period of learning for Metropolis-Hastings jumping kernels.
3.1.3 Results
Figure 3.1 depicts time series plots of the harmonics present in the principal components
of variability (PCVs) of the four data types. In all cases, the fundamental period is
above 120 years. With the exception of NAO, the first harmonic is the sinusoid with
highest posterior amplitude. Its single maximum is located in the 1880s, for NAO,
SST and catches. For u-wind, the result is not as clear, given the width of the 95%
credibility intervals. The second harmonic is more variable between data types, in
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terms of phase and amplitude. NAO and u-wind show some level of coherence, which
also occurs for the other harmonics. The second harmonic of SST is in phase with the
third of catches. Finally, the fourth harmonic of catches is coherent with u-wind, and
appears in antiphase with the third harmonic of SST.
Figure 3.1: Posterior distribution of the harmonics in the four data types -
When added, the four harmonics produce the curves on left hand panels of Figure
3.2. These, together with the high frequency terms (mid panels), yield the PCVs (right
hand panels). A comparison of low and high frequency terms shows that the former
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dominates the final signal in the case of catches, while for the environmental indices
there is some balance. Broadly, the sum of harmonics for catches shares several features
with the other data types: a positive trend up to the late 19th century, followed by a
downward trend, briefly interrupted in the 1950s. Close visual inspection of λ reveals
that interannual shocks (ξ) in catches and u-wind evolve similarly. In contrast, the
noise in SST and NAO blurs the connection between these indices and catches.
A more formal analysis of these associations is presented in Table 3.2, which also
summarizes the posterior distribution of relevant parameters in the model. Correlation
coefficients are computed from each posterior draw of η, the harmonics’ parameters
(α, β, τ), and the conversion of Ψ into a correlation matrix. The posterior mean of ν
is small compared to the diagonal elements of Ψ and the amplitude of the harmonics,
meaning that the variability left unexplained by the PCVs is small. The range param-
eter φ, which controls the spatial coherence of residual variability, differs between data
types. For traps, it is so small that residuals are uncorrelated at distances greater than
50km. For SST and u-wind, it is large enough for residuals in opposite corners of the
domain to be weakly correlated. The posterior distribution of ρ indicates that in some
cases, but not all, the AR-1 process could be replaced with white noise to characterize
λ.
The spatial distribution of the weights ω presents interesting patterns (Figure 3.3).
Zonal wind speed weights follow a meridional gradient, with those along the 45◦ N
parallel having posterior means close to 3. Large SST weights also concentrate in
northern regions of the domain, namely the Gulf of Lion and the Aegean Sea. Finally,
catches weights are relatively similar for most traps, with no obvious zonal or meridional
gradients.
3.1.4 Discussion
With a blend of geostatistical and time series methods, the hierarchical Bayesian ap-
proach presented here allows us to decompose and correlate signals in historical catches
and environmental data, with potential impact on bluefin tuna ecology.
Figure 3.1 shows that the PCVs of catches, SST, u-wind and NAO display coherent
fluctuations, based on the amplitude, phase and period of four constituent harmonics.
When these are added (Figure 3.2), the resulting curves are highly correlated (Table
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Figure 3.2: Breakdown of the principal components of variability - Posterior
distribution of the sums of harmonics (left hand panels), high frequency terms (mid panels),
and principal components of variability (right hand panels)
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Figure 3.3: Spatial distribution of the posterior mean of the weights ω - The
circle size is proportional to the mean and serves as visual aid. Black dots denote grid
points and traps.
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3.2) and maintain resemblant features, namely a positive trend up to the end of the
19th century, a negative trend from then onwards, and a “hump” in the 1950s.
Associations between high frequency signals differ from their long-term counter-
parts, in terms of magnitude and signal (Table 3.2 and Figure 3.2). Past research
suggests that transient environmental variability affects bluefin tuna distribution, to
the extent of generating subdecadal cycles in traps’ annual yields (Lemos and Gomes,
2004). With this explanation for short-term variability, we now turn to the long-term
one.
Time series of trap catches are fragmentary, unlike the environmental data sets used
(Table 3.1). Still, their PCV is shared by most (Figure 3.3, lower panel). Also, according
to the posterior distribution of νcatches and φcatches, the residual variability is small and
essentially uncorrelated across space. Given this, the claim that a synthetic index such
as ηcatchest is an adequate long-term surrogate for Northeast Atlantic bluefin abundance
(see Introduction), gains plausibility against competing explanations. Moreover, the
correlations between harmonics support the hypothesis that fluctuations in bluefin tuna
abundance are driven by climatic factors. In the next paragraphs, we explore possible
underlying mechanisms, based on model results and brief literature review.
Because winter months present stronger atmospheric dynamics, analyses on the
relationship between bluefin abundance proxies and NAO have so far been confined to
the winter NAO index (e.g., Borja and Santiago, 2002; Ravier and Fromentin, 2004;
Bridges et al., 2009). However, Folland et al. (2009) show that the summer NAO also
exerts a significant influence on European climate, including cloudiness, rainfall and
surface (air and ocean) temperature. Hence, it may have impacts on marine (a)biotic
processes similar to those of its winter counterpart. The key difference between the
two is that the summer oscillation operates in a stage where bluefin tuna spawning is
culminating, first life stages are abundant, and feeding migrations are occurring. This
makes it more amenable for ecological interpretation (see Fromentin, 2002).
In our analysis, the constituent harmonics of August NAO also appear in the PCVs
of Mediterranean SST and u-wind, which in turn are more prominent in the northern
regions of the domain (Figures 3.1 and 3.3). In other words, during a positive phase
of NAO, westerly winds blow stronger along the 45◦N parallel, and the Gulf of Lion
and the Aegean Sea become warmer. The three occurrences may be related: the
NAO is a meridional pressure gradient index, which therefore measures the strength of
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surface zonal flow between Gibraltar (36◦N) and Reykjavik (64◦N); in turn, wind-driven
currents may entrain warmer water into parts of the Mediterranean. Slight changes in
SST may also be due to varying conditions of sea surface turbulence or cloudiness.
The literature contains several possible connections between bluefin tuna abundance
and atmospheric circulation and SST. These include: i) the potential of the North Sea
as feeding ground, depending on prevailing wind-driven currents (Binet and Leroy,
1987); ii) the rate of transatlantic migrations, in response to air pressure anomalies
(Rodewald, 1967); iii) reproductive success, as a function of environmental conditions
in spawning grounds (Sara`, 1963; Bridges et al., 2009).
Given the focus on the Mediterranean basin, this study explores the third pathway.
Results reveal that the Gulf of Lion, which is a major spawning area for bluefin tuna
(and the Aegean Sea is a possible secondary one; Mather et al., 1995), presents temporal
dynamics in SST and atmospheric flow that mimic low frequency oscillations in tuna
abundance. NAO, despite being a broad scale index, has a similar signature over time.
Therefore, we conclude that the environment in the Gulf of Lion conditions reproductive
success, which in turn drives tuna abundance. The ultimate link between environmental
variability and recruitment remains elusive, but perhaps future research in this region
of the Mediterranean may uncover it.
As a final remark, we point out that, as in most studies about bluefin tuna’s ecology,
the number of potential factors considered here is minute. We have left out anthro-
pogenic drivers, such as pollution and fishing pressure on tuna and its prey. Pollution
may affect traps’ catchability, and hence the weighting scheme (Addis et al., 2008).
Of even greater concern, the current level of bluefin overfishing may be decoupling the
dynamics of this population from environmental fluctuations. Human induced climate
change may also render the relationship more complex, but simultaneously, climate
models may offer some potential for prediction (see Folland et al., 2009).
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3.2 Statistical Downscaling and Blending of Climate Model
Projections1
Abstract
With the Fourth Assessment Report (AR4), the Intergovernmental Panel on Climate
Change (IPCC) released for scientific scrutiny the output of 23 state-of-the art global
climate models (GCMs). While of great potential use, it is uncertain how these results
can be validated, selected and used on a regional basis, and made ecosystem-relevant
products, given their spatial resolution and model-to-model differences. In this work,
we propose a hierarchical Bayesian method to blend the information from GCMs, so as
to produce probability density functions of desired parameters. This is a contribution to
NOAA Fisheries and the Environment (FATE) 2009 program: Developing Statistically
Robust IPCC Climate Model Products for Estuarine-dependent and Anadromous Fish
Stock Assessments.
3.2.1 Introduction
The California Current large marine ecosystem (CCLME) has shown strong sensitivity
to past climate variability (Baumgartner et al., 1992; Mantua et al., 1997; Peterson and
Schwing, 2003) and may be particularly impacted by future climate change (Ralston,
2005; Lindley et al., 2007).
Figure 3.4 displays the evolution of Pacific Decadal Oscillation (PDO) coefficients,
provided by 8 AR4 GCM runs that use 20C3M conditions up to year 2000 (that is, a
set of greenhouse gas emissions that resemble those observed in the 20th century) and
the A2 emissions scenario2 from year 2000 onward (Nakicenovic, 2000). The PDO is a
pattern of Pacific climate variability similar to El Nin˜o/Southern Oscillation (ENSO),
but with longer lasting pulses and more visible fingerprints in the North Pacific/North
American sector, which reflect on phytoplankton (Climate-Driven Basin-Scale Decadal
1This section is co-authored with Bruno Sanso´ and Francisco Beltra´n (Department of Applied
Mathematics and Statistics, University of California, 1156 High St., MS:SOE2, Santa Cruz, CA-95064,
U.S.A., bruno@ams.ucsc.edu, beltran@ams.ucsc.edu ).
2In short, the A2 scenario describes a world where population continues to grow throughout the
21st century (up to 15 billion in 2100) and social, economic and technological convergence between
regions is slow. Fossil fuel use remains high, methane emissions keep increasing, and energy intensity
is very high. In several respects, it is the worst case scenario considered by IPCC.
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Figure 3.4: Past and future simulation of the Pacific Decadal Oscillation -
First EOF coefficients of monthly North Pacific SST anomalies, according to 20C3M+A2
greenhouse emissions scenarios, run with eight Global Climate Models over the period
1900-2100.
Oscillations of Oceanic Phytoplankton) and fish stock dynamics (Pacific Basin climate
variability and patterns of Northeast Pacific marine fish production). The discrepancies
between results for the 20th century suggest that some GCMs may perform better than
others at reproducing the observed PDO. On the other hand, all GCMs agree in that,
under the A2 emissions scenario, the PDO should display a marked trend over the 21st
century.
This study has two main goals: i) first, we assess if past SST variability off the
central coast of California, correlates well with the above GCM PDO time series; ii)
once a regression model has been fitted, we estimate SST change for the 21st century,
under A2 and a slightly simplified model.
3.2.2 Model and data
The regression model is:
yt(si) = yct (si) +
J∑
j=1
K[si − s∗j ,ωt(si)]
(
x′tµ(s
∗
j ) + θt(s
∗
j )
)
+ t(si), t ∼ NS (0, δτI)
θt = ρθt−1 + εt, εt ∼ NP (0,Wt) ,
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where yct (si) denotes the (known) climatology for month t (January through Decem-
ber) and location si, xt is a vector of 8 GCM PDO coefficients, µ(s∗j ) is a vector of
weights that define the regional1 association of each GCM’s PDO with observed SST
anomalies, θt(s∗j ) controls regional SST fluctuations not captured by GCMs’ PDO, and
Wt = 1δCt−1 − GtCt−1G′t, as described in section 2.3.2. The DPC kernel is defined
by equations that are a slight modification of 2.2 and 2.3 (note that, in this case, the
kernel does not vary across space):
Σ−1 ≡
(
Ψt(1) + Ψt(2) cos 2ω4 Ψt(2) sin 2ω4
Ψt(2) sin 2ω4 Ψt(1)−Ψt(2) cos 2ω4
)
Ψt ≡ 12
(
1
m2
+
1
M2t
,
1
m2
− 1
M2t
)
,
m ≡ L+ ω2(U − L),
Mt ≡ m+ 0.5
(
1 + ω3 cos
(
2pit
12
))
(U −m).
In words, the kernel has time-invariant orientation and semiminor axis, but the semima-
jor axis (and thus eccentricity) may change over the year. We assume that eccentricity
will be minimal during winter and maximal during summer, as we expect that horizon-
tal SST gradients are larger in warmer months, due to upwelling.
The domain area for this application is the region off the San Francisco Bay, a
4◦ × 4◦ square centered at 37◦N, 123◦W. Monthly means of sea surface temperature
(SST), from 1998 to 2007 and on a 0.25◦ grid, stem from readings made by the Trop-
ical Rainfall Measuring Mission Microwave Imager (TMI). TMI data are produced by
Remote Sensing Systems and sponsored by the NASA Earth Science MEaSUREs DIS-
COVER Project. Data are available at www.remss.com.
GCM output was downloaded from the IPCC Data Distribution Centre. Data
from 1997 to 2000 pertain to 20C3M experiments, and data up to 2008 pertain to
A2 simulations. We acknowledge the modeling groups, the Program for Climate Model
Diagnosis and Intercomparison (PCMDI) and the WCRP’s Working Group on Coupled
Modelling (WGCM) for their roles in making available the WCRP CMIP3 multi-model
dataset. Support of this dataset is provided by the Office of Science, U.S. Department
of Energy. An overview and documentation of the CMIP3 modeling activity can be
found in Meehl et al. (2007).
1the size of the region depends on the resolution of the DPC grid and the kernel’s range.
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Out of the range of climate models available, we selected the 8 most promising
ones for this study, based on exploratory data analysis: NASA giss.er, China fgoals.og,
Italy echam4.6, Russia INM cm3.0, Japan miroc3.2, Germany/Korea MIUB echo.g,
Germany MPI echam5, and NCAR pcml.
3.2.3 Results
Table 3.3 presents the posterior mean and 95% credibility intervals for some model
parameters. Inspection of traceplots, multiple runs with different lengths and initial
values indicates that the MCMC converges rapidly. The posterior distribution of ρ, δ
and τ indicates that a relevant proportion of the overall SST variability is left unex-
plained by the linear combination of GCM PDOs. The autoregressive model of order
one that best fits this residual variability has ρ ≈ 0.5.
Table 3.3: Posterior distribution for climate change model parameters - Posterior
mean and 95% credibility interval endpoints of some parameters in the climate change
model.
Parameter Lower 95% C.I. Posterior mean Upper 95% C.I.
δ 0.0179 0.0195 0.0214
τ 2.70 2.94 3.20
ρ 0.476 0.537 0.601
ω1 2.04 2.12 2.21
ω2 0.628 0.656 0.688
ω3 0.001 0.182 0.777
ω4 0.0467 0.0646 0.0828
Figure 3.5 displays the posterior mean shape of the kernel in the month of June.
Eccentricity is small, with the semimajor axis being nearly aligned with the meridians.
Posterior mean regression weights vary among GCMs and present various spatial
signatures. Giss.er and echam5 are almost mirror images of one another: both have
larger weights close to the coast and slightly smaller weights offshore. Echo.g resembles
echam5, but its influence is more concentrated along the coast. Pcml, echam4.6 and
fgoals.og have an even distribution of positive weights. Finally, miroc3.2 and cm3.0
have a patchy distribution of negative and near-zero weights.
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Figure 3.5: Convolution kernel for the climate change model - Posterior mean
shape of the discrete process convolution kernel for the month of June, centered at 37◦N,
123◦W.
Figure 3.6: Spatial distribution of weights for climate models - Posterior mean
weights for the eight climate models, using the June kernel.
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3.2.4 Model forecasting
Now that the model has been fitted, we produce estimates of SST for the period be-
tween Jan-2010 and Dec-2100, with a few simplifications: we use posterior mean values
of parameters (denoted with overbars) and the isotropic, December kernel, because
summertime eccentricity is negligible. Also, we consider that the evolution variance
has converged to its limiting value. Thus, we begin by sampling
θt ∼ N
(
ρ¯θt−1, (1− δ¯)(1− ρ¯2δ¯)τ¯
(
R¯′12R¯12
)−1)
,
t ∼ N(0, δ¯τ¯I),
for the period of interest, so that we may obtain a sample of
yt(si) = yct (si) +
J∑
j=1
K[si − s∗j , ω¯12(si)]
(
xtµ¯(s∗j ) + θt(s
∗
j )
)
+ t(si).
Figure 3.7 shows the mean of 500 draws from the expressions above, for 20 randomly
chosen grid points in the domain. Up to the 2040s, SST shows a slight negative trend,
but some periods are as warm, or even warmer, than today. In the latter half of the
century, two patterns decouple: coastal grid points cool significantly, while offshore
points continue to cool moderately.
Figure 3.7: Evolution of SST off the San Francisco Bay area - Monthly mean (left
plot) and annual mean (right plot) SST forecasts up to December 2100, in 20 randomly
chosen grid points. SST in points closer to (farther from) the coast is depicted in blue
(red).
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The progressive cooling of coastal waters can be further explored with Figure 3.8,
which shows the present, observed 10-year SST climatology (1998-2007) and 30-year
climatologies, until 2100. According to the model, the period 2011-2040 displays strong
meridional SST gradients, with the northern half of the domain being about 2◦C cooler
than the southern half. In the following 3 decades, a narrow tongue of warm water
subsists south of S.F. Bay, while the northern coast cools substantially. In the last 30
years of the century, a cold mass of water persists throughout the year, with two nuclei
north and south of S.F. Bay.
Figure 3.8: Present and future SST climatologies - Observed (satellite) SST clima-
tology for the period 1998-2007 (lower row of panels) and 30 year climatologies, up to the
end of the 21st century.
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3.2.5 Concluding remarks
In this work, a regression model is used to weigh an ensemble of general circulation
models (GCMs) into a single projection of the Pacific Decadal Oscillation (PDO), and
Discrete Process Convolutions are used to capture the spatial variability of regional sea
surface temperature (SST) response to the changing PDO. Satellite SST data collected
over 12 years are used to fit the model, and PDO estimates from the A2 emissions
scenario are used to propagate the model up to the year 2100. There are a number of
assumptions in this method that should be taken into consideration, and we discuss
three of them at this point.
First, the exclusive use of the PDO assumes this index captures the bulk of tem-
perature variation in both past and future. This may not be true since, at least during
the last decades, the second mode of temperature change in the North Pacific has been
as dynamic as the PDO (Bond et al., 2003). The inclusion of two or more modes in
this study does not pose any difficulty and should be performed, to increase accuracy.
Second, the model regresses monthly observed SST to that predicted by a function
of GCM output, thus assuming the two may be compared, month by month and year
by year. Even with realistic forcing, state-of-the-art GCMs are not able to emulate
observations on such short time scales. For this reason, the model uses 12 years of data
for fitting, with the expectation that this is sufficient for adequate parameter estimation.
Extending the fitting period with other sources of data might prove beneficial.
Third, the interpretation of blended and downscaled results assumes they retain
physical realism, passed on from the GCMs. Because climate projections mostly entail
statistical extrapolations, not interpolations, great care should be taken. Coupling de-
terministic models (GCMs) with statistical ones (ensemble models), in order to provide
levels of confidence for future climate variability and change, requires much research
for probabilistic statements to be credible.
With the above in mind, the results presented are shown mostly as proof of concept.
We have described a hierarchical Bayesian model that can combine and downscale GCM
output, compare it to observed data and produce probabilistic projections. Some areas
in the selected domain of interest appear more dynamic (coastal regions), making them
the most interesting target for future studies.
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3.3 Spatially Varying Temperature Trends in a Central
California Estuary1
Abstract
We consider monthly temperature data collected over a period of 16 years at 24 sta-
tions in the Elkhorn Slough National Estuary, located in the Monterey Bay area in
Central California, USA. Our goal is to develop a statistical model in order to sepa-
rate the seasonal cycle, short term fluctuations and long term trends, while accounting
for the spatial variability of these features. In the model, each station has a specific,
time-invariant mixture of two seasonal patterns, to encompass the spatial variability
of oceanic influence. Likewise, trends are modeled as local mixtures of two patterns,
to include the spatial variability of long term temperature change. Finally, all stations
share a common baseline, whose temporal variability is linearly dependent on a variable
that summarizes several atmospheric measurements. We use a Bayesian approach with
a purposely developed Markov chain Monte Carlo method to explore the posterior dis-
tribution of the parameters. We find that the seasonal cycles have changed in time, that
neighboring stations can have substantially different behaviors and that most stations
show significant warming trends.
3.3.1 Introduction
Estuaries are the most highly anthropogenically impacted of all habitat types (Edgar
et al., 2000), yet they host rich, distinctive biodiversity, including migratory shore-
birds, nursery fishes, among others (Laprise and Dodson, 1994; Whitfield, 1994; Price,
2002). The Elkhorn Slough is located in the Monterey Bay area, between the cities of
Watsonville and Salinas, along the central coast of California, USA (Figure 3.9). Even
though it is a small, shallow estuary on a national scale, it is the largest estuary be-
tween San Francisco and Morro Bay. The slough has an extremely important ecological
role with a variety of habitats, including extensive marshes and mudflats, which receive
1This section was co-authored with Bruno Sanso´ (Department of Applied Mathematics and
Statistics, University of California, 1156 High St., MS:SOE2, Santa Cruz, CA-95064, U.S.A.,
bruno@ams.ucsc.edu, www.ams.ucsc.edu/∼bruno) and Marc Los Huertos (Science and Environmental
Policy, California State University Monterey Bay, Seaside CA, U.S.A. Marc Loshuertos@csumb.edu)
and may be cited as Lemos et al. (2007).
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seawater exchange through the mouth and terrestrial freshwater from a few seasonal
streams in upper Elkhorn main channel (Carneros and Corncob Canyon Creek), plus
flow from Salinas River, via the Old Salinas Channel, and runoff from local terrestrial
sources. Flow in many of the freshwater sources is augmented by agricultural run-off,
often in the form of summer irrigation tailwater or winter storm-driven events. Seawa-
ter exchange is strongly influenced by human changes to the slough’s hydrology, which
date back to the 1880s. Because the main channel is artificially opened to create a
harbor for fishing and research vessels, the slough experiences the semi-diurnal tidal
action. In the lower portion of the slough, water has a residence time of less than one
day. In the northern portion of the main channel, water has a longer residence time,
estimated to be 3 weeks (per. comm. Steve Monosmith). More information about the
Elkhorn Slough is available from http://www.elkhornslough.org/.
Each estuary has unique, often complicated, spatial and temporal characteristics.
Therefore, it is a challenge to develop and maintain monitoring programs that capture
this variability, while developing record lengths long enough to discern trends or changes
in seasonality. One of the goals of the Elkhorn Slough National Estuarine Research
Reserve (ESNERR) is to examine the spatial and temporal variation of water quality,
including nutrient concentrations, to assess changes in ecosystem status of the whole
estuary and at the site specific level. For that purpose, monthly water quality data have
been collected for as long as 16 years from 24 sites in the ESNERR (Figure 3.9). Of
all the water quality measures, temperature is expectedly the most tractable, because
nutrient concentrations tend to be highly variable, and dissolved oxygen or turbidity
measures are controlled by several factors simultaneously (e.g., sediment concentration,
planktonic and benthic algae, water mixing, nutrient concentrations, and day length).
Under this scope, we consider if there are significant trends in the slough’s water
temperature during the period 1988–2004 and if these changes occur similarly across
the reserve, or some regions present stronger signals. The results presented in this
paper were obtained after using increasingly complex statistical approaches. At the
onset, visual inspection of the data strongly suggests temperatures and their seasonal
amplitudes are increasing in the slough in most of the 24 sampled sites. To carefully
quantify such trends, we propose a model that decomposes the spatial and temporal
variability of temperature in the slough. The model is based on a multivariate mixture
of two regimes that have varying spatial influence. It captures long range trends that
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Figure 3.9: The Elkhorn Slough - Shaded areas show the extent of the tidal salt marsh
and continuous lines represent riverine or tidal channels. Monitoring stations are numbered
based on their ranked distance from the mouth of the slough.
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vary substantially from month to month and from station to station. The model con-
siders spatial dependencies and time-varying associations. We find that, in most cases,
the summer temperature has increased by up to 5 ◦C in 16 years, while a comparable
decrease has been observed in April in other stations. Establishing the cause for these
changes was beyond the scope of this effort.
The paper is organized as follows: in the next section we discuss the salient features
of the data, based on an exploratory data analysis; in Section 3 we present a statistical
model and discuss the Monte Carlo method that we use to estimate the parameters
and check the goodness of fit; in Section 4 we present the results obtained from the
model and in the last section we present a discussion.
3.3.2 Exploratory data analysis
The data considered in this paper are the result of a 16-year program carried out by a
combination of volunteers and professional support. Starting in the fall of 1988, several
stations in the Elkhorn Slough were sampled for temperature, salinity, pH, turbidity,
dissolved oxygen, ammonium, nitrate, and soluble reactive phosphorous. The number
of stations increased over time, from 6 to 24. As an illustration of the data under
analysis we present the time series plot of Station 22 in Figure 3.10.
Temperature measurements were made with YSI multiprobe sensors using thermis-
tor technology. The accuracy of readings is ±0.15%◦C with a resolution of 0.01◦C.
Temperature thermistors are very reliable and require no calibration or maintenance
(YSI, Series 6 Owners Manual, 069300B). They exhibit less than 0.01◦C drift that is
usually associated with a change in the thermistor resistance. Thermistor drift is gen-
erally caused by exposure to high temperatures, i.e. well outside the range of values in
estuarine environments. This information is important to exclude the possibility that
the observed trends are due to equipment malfunction.
Although data were nominally collected on a monthly basis, some observations were
missing. On the other hand, there were a few months where two samples were taken.
When a month with no samples followed or was preceded by a month with two samples,
these were often close to the extreme days of the month. In those cases, we moved the
sample closest to the empty month. Otherwise, we removed the sample with fewest
measured variables. Even after this 22% of the data were still completely missing.
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Figure 3.10: Time series of temperature readings for Station 22 - This is one of
the stations with the most complete record.
Our exploratory data analysis began with time series plots of temperature at the 24
stations. Given the strong seasonal signal that was immediately apparent, we attempted
to model each time series as the sum of a stationary seasonal cycle, with sinusoidal
shape, a linear trend and random white noise. Preliminary results derived from these
models revealed several important features in the data. First, the seasonal signal varied
markedly from station to station in terms of amplitude, ranging between 4.5◦C and
12.5◦C. In contrast, the phase seemed to be locked, with the yearly minimum occurring
in January. Secondly, 19 out the 24 stations presented long-term warming trends, up
to 4◦C in 16 years. Despite being smaller than the seasonal amplitudes, these trends
seemed evident upon visual inspection of fitted values together with observations. The
significance of such trends was supported by a seasonal Kendall test, which consists
of a non-parametric test well suited to data with strong seasonal patterns (Helsel and
Hirsch, 1992). In this case, we used month as the season (i.e. 12 seasons per year).
Results suggested that 13 of the 24 sites had a significant increase in temperature over
the sampling period. The increasing temperatures range from 1.1 to 5.4◦C/(16 years).
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Stations where significant trends are present seem to concentrate north of the slough’s
mouth, but there is a considerable amount of scatter. In some stations, an amplification
of the seasonal cycle, with warmer summer months, seemed to be occurring, rather than
a year-round temperature increase (e.g., Figure 3.10).
In contrast to our initial expectations, both trends and seasonal cycles were not
always similar for nearby stations. Even when factors such as connectivity and tidal
influence were accounted for, we could not find simple methods based on proximity to
appropriately estimate the results for a given station given the neighboring ones. This
reflects the complex circulation patterns present in estuarine systems, and hinders the
interpolation of observations to other locations in the estuary, as we first intended.
More importantly, the simple statistical models mentioned above could not ade-
quately describe temperature variability in the Elkhorn Slough, since residual analysis
revealed the presence of substantial unexplained structure. For instance, observations
made in April systematically produced positive residuals, indicating that one sinusoidal
component was not enough to capture the seasonal cycle. As will be depicted below,
this cycle was so complex that it required a form-free model where the effects of each
month were not linked. On the other hand, significant spatial and temporal correla-
tions were found in the residuals. This impaired any estimate of significance assigned
to the trends, and implied the need for additional model parameters. Interestingly, the
time series of residuals obtained with stationary form-free models with linear trends
were similar among stations. This feature pointed to a common explanatory variable
to the short-term variability of temperature in the slough. We considered solar radia-
tion, rainfall and wind speed, measured in the weather station of Castroville, as well
as sea surface temperature (SST) data from a National Oceanic and Atmospheric Ad-
ministration (NOAA) buoy located off the Monterey Bay. From a visual inspection of
time-series plots, we concluded that a known combination of some of these variables –
potential evapotranspiration – might provide the best regressor.
As we moved into models with form-free seasonal components, we observed that
coastal stations, clearly influenced by the entrance of seawater into the slough, displayed
a damped seasonal cycle of temperature variation similar to that of offshore SST. In
contrast, temperature in inland stations behaved more like air temperature, cooling
slightly more in winter and warming much more during summer. Thus, we hypothesized
that each station’s cycle could be a mixture of two seasonal patterns. Although the
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exact mixture could not be deducted from the station’s location, the dimensionality of
the problem was greatly reduced, as will be shown below.
3.3.3 Statistical model
Let θm,y(s) be the temperature of station s, month m and year y. We assume that
such temperature can be expressed as the sum of the following: a seasonal component,
a trend component, a baseline that depends on atmospheric factors, and random noise.
To account for the spatial variability of the seasonal cycle and the trends, each of these
components is the result of a location-specific mixture of two patterns of temperature
change. From the exploratory data analysis we expect the two seasonal patterns to
reflect the coastal and inland temperature cycles, and one of the two trend patterns to
indicate warming. More explicitly, the model for θm,y(s) can be written as
θm,y(s) = α(s)η(1)m + (1−α(s))η(2)m +β(s)γ(1)m (t− t¯) + (1−β(s))γ(2)m (t− t¯) +λt + m,y(s)
(3.1)
where t = t(y,m) = 12(y − y1) + m, with y1 = 1988, and t¯ = 95. For month m,
η
(1)
m and η
(2)
m are the two seasonal patterns, and γ
(1)
m and γ
(2)
m are the two long-term
linear trend patterns. For station s, α(s) and β(s) correspond to weights (between
zero and one) assigned to η(1)m and γ
(1)
m , respectively. λt corresponds to the short-term
temperature variability in the slough. The variability of λt has serial correlation and is
partially explained using atmospheric factors, as will be seen below. Finally m,y(s) is
random noise. We will assume that the vector m,y = (m,y(s1), . . . , m,y(s24))′ follows
a multivariate normal distribution with mean zero and covariance matrix V , for all m
and y and that m,y and m′,y′ and independent if m 6= m′ or y 6= y′.
The salient features of the model in Equation (3.1) include two different seasonal
patterns described by twelve parameters each. This provides the flexibility needed to
capture the lack of symmetry observed in the data, in particular, the dip observed from
April to May at some stations. The hydrology of the slough suggests that monthly
trends vary with geographical location. A priori, we have no reason to believe that
either coastal or inland stations display stronger long-term trends, because we do not
know the cause for such temperature change. Therefore, we use different sets of weights
for the seasonal signal (α) and the trends (β). In both cases, the model does not impose
any spatial regularity; in fact, all our earlier attempts at considering seasonal patterns
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or trends that were linked by proximity were unsuccessful. Nor does the model impose
any relation between the parameters that change with the month, since this would
smooth out the peculiar effect of months like April and December.
Denote the observations taken at station s, month m and year y as xm,y(s). We
assume that
xm,y(s) = θm,y(s) + χm,y(s), χm,y(s) ∼ N(0, τ2χ). (3.2)
In words, the temperature at a given time and location is subject to a measurement
error χm,y(s). We assume that such errors are all independent across time and location.
Local weather stations (California Irrigation Management Information System –
CIMIS) continuously measure temperature, solar radiation, rainfall, relative humid-
ity, and wind speed and direction and calculate reference evapotranspiration using
the Penman-Monteith equation. The resulting output provides daily assessments that
might be associated to drivers of short term temperature trends in the slough. We
complete the model specified by Equations (3.1) and (3.2) by incorporating reference
evapotranspiration (ET0), denoted as zt, as an explanatory variable for λt. Daily ref-
erence evapotranspiration expresses the evaporation power of the atmosphere from a
standardized vegetated surface.
The temporal variability of ET0 is dominated by a very regular cyclical pattern with
a yearly periodicity, as both the time series (Figure 3.11) and the periodogram (not
shown) display. The second peak in the periodogram, at six months, is very small and
corresponds to a cycle that can barely be distinguished from the remaining variability
of ET0. No other frequencies seem relevant. Preliminary regression analysis suggested
that ET0 could be modeled as a sum of the 12 months harmonic, a random walk process,
δt, linked to temperature variability in the slough via the regression parameter φ, and
random error. Adding the 6 months harmonic did not change the results substantially
and raised issues of identifiability and slow mixing of the MCMC. Thus, we use only
the harmonic corresponding to a yearly cycle, and assume that zt and λt follow the
model
(
zt
λt
)
=
(
1 cos
(
2pit
12
)
sin
(
2pit
12
)
φ 0 0
) δtκ(1)t
κ
(2)
t
+ ζt,
ζt ∼ N
[(
0
0
)
,
(
τ2z 0
0 τ2λ
)]
(3.3)
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Figure 3.11: Time series of reference evapotranspiration (ET0) - Data from the
station of Castroville
 δtκ(1)t
κ
(2)
t
 =
 δt−1κ(1)t−1
κ
(2)
t−1
+ ξt, ξt ∼ N
 00
0
 ,
 τ2δ 0 00 τ2
κ(1)
0
0 0 τ2
κ(2)
 (3.4)
3.3.3.1 Prior distributions
We assume that all parameters have independent priors. We use air temperature data
from CIMIS station 19, Castroville, and SST measurements from the NOAA buoy
46042, to provide proper but vague normal priors for η(1) and η(2), respectively. For
the trends, δ1, κ
(1)
1 , κ
(2)
1 and φ, we assign vague normal priors, with mean zero.
For α(s) and β(s) we use uniform priors with support (0, 1). The prior for the
covariance matrix V is an inverse Wishart with 25 degrees of freedom and scale matrix
equal to 25 times the identity. The priors for τ2λ , τ
2
δ , τ
2
κ(1)
and τ2
κ(2)
are given by inverse
gammas with parameters 0.05 and 5. Thus, we are allowing the monthly variability
in ET0 to be explained by changes in either the baseline or the seasonality, and we
are not providing much information as to how closely δt and λt vary. In contrast, τ2χ
and τ2z receive informative priors with inverse gamma distribution, with parameters
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6.8 and 2000, and 0.05 and 500, respectively. These parameters are set so that twice
the expectation of τχ and τz are close to the accuracy of water temperature and ET0
measurements, respectively.
3.3.3.2 Fitting the model
In order to fit the proposed model we use a Markov Chain Monte Carlo method (for
example, see Gamerman and Lopes, 2006). For most parameters it is possible to ob-
tain the full conditionals in closed form. The detailed distributions are presented in
the appendix. For m = 1, . . . , 12, η(1)m , η
(2)
m , γ
(1)
m and γ
(2)
m can be sampled from uni-
variate normals. Denote θm,y = (θm,y(s1), . . . , θm,y(s24))′, α = (α(s1), . . . , α(s24))′,
β = (β(s1), . . . , β(s24))′ and let 1l be a vector of ones. Then, according to Equation
(3.1),
θm,y −αη(1)m − (1l−α)η(2)m − βγ(1)m t− (1l− β)γ(2)m t− 1lλt ∼ N24(0, V ), ∀m, y. (3.5)
Since the prior for V is an inverse Wishart, the full conditional will also be an in-
verse Wishart. Let Xm,y denote the vector of observations at time (m, y). We write
Xm,y = (XOm,y,X
∗
m,y), where X
O
m,y are the observed values and X
∗
m,y the missing ones.
As is customary in a Bayesian framework, we treat the missing values as unknown
parameters and sample them within the MCMC, from the appropriate multivariate
normal distribution.
Let Yt = θm,y −αη(1)m − (1l−α)η(2)m − βγ(1)m t− (1l− β)γ(2)m t, then, sampling λt can
be done by noticing that, conditional on all the remaining parameters, Yt = 1lλt + t.
From Equation (3.3) we have that λt ∼ N(φδt, τ2λ). Thus the full conditional for λt
is given by a normal with mean (1l′V −1Yt + φδt/τ2λ)/(1l
′V −11l + 1/τ2λ) and variance
(1l′V −11l + 1/τ2λ)
−1.
To sample from the joint distribution of (δ1, . . . , δT ,κ1, . . . ,κT ) we use the forward
filtering, backward sampling algorithm (for example, see West and Harrison, 1997, Chp.
15) applied to the conditional multivariate dynamic linear model given by observation
equation (3.3) and evolution equation (3.4).
We use the appropriate normal distribution to obtain samples of φ. Samples of
τ2χ, τ
2
z , τ
2
δ , τ
2
κ(1)
, τ2
κ(2)
and τ2λ correspond to inverse gamma distributions.
To obtain samples of α(s) and β(s), for each s, we first considered an approach based
on a Metropolis step. Unfortunately the resulting samples showed very slow mixing.
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As an alternative, we follow the approach of Neal (2003) and use an overrelaxed slice
sampler, switching to a regular slice sampler every ten iterations of the MCMC. Since
the approach is the same for both sets of parameters, let us consider α(s) only and
fix s. Also, let us denote αn(s) as a newly sampled value of α(s)and αp(s) as a value
sampled in the previous iteration of the MCMC. The following paragraph summarizes
the rationale and algorithm of the slice sampling approach.
In both slice samplers, a slice of the distribution is defined, where the density is
always greater than a threshold given by a random fraction (between 0 and 1) of the
density at αp(s). While in the regular sampler αn(s) is sampled independently from
αp(s), in the overrelaxed sampler it is chosen to be on the opposite side of the mode,
thereby avoiding random walks. An implicit assumption in the overrelaxed sampler is
that the full conditional distribution is unimodal. We followed the scheme of Neal (2003)
to define the initial slice, trim its edges and obtain αn(s). The initial slice is set to have
a width of 0.05 and is randomly placed in the interval (0, 1), provided that it includes
αp(s). A random variate with standard uniform distribution is drawn and multiplied
to the full conditional of α(s) to obtain the threshold. With an iterative procedure, the
limits of the initial slice are extended or contracted so that the posterior at its edges
remains bigger than the threshold. Once the lower (L) and the upper (U) edges of final
slice are defined, the overrelaxed slice sampler chooses the new candidate according to
αn(s) = L+U−αp(s), while the regular slice sampler uses αn(s) = L+z(U−L), where
z is a random variate with standard uniform distribution. The candidate is accepted
if its posterior exceeds the threshold. Otherwise, the overrelaxed slice sampler sets
αn(s) = αp(s), while the regular slice sampler redefines the slice using αn(s) as one
of the edges and samples a new candidate. As Neal (2003) points out, for unimodal
distributions the candidate is almost never rejected, as long as the edges of the slice
are accurately estimated. In our application we obtained rejection rates of about 0.1%
for the various α(s) and 0.07% for the β(s).
For convergence diagnostics, we use the methods developed by Heidelberger and
Welch (1983); Gelman and Rubin (1992); Geweke (1992); Raftery and Lewis (1992b,a);
Brooks and Gelman (1998), which are available in the package Bayesian Output Anal-
ysis Program (BOA) (Smith, 2005) within R (R Development Core Team, 2005). We
used the default values of BOA to define the length of the burn-in stage, thin the chain,
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check stationarity and define the adequate sample size to achieve the precision required,
when sampling from the posterior distribution.
3.3.3.3 Model checking
To perform model checking we plot, for each station, the time-series of the observations
together with the corresponding 95% posterior intervals, given by the model. In this way
we assess if the model closely follows the observations, while providing narrow intervals.
For stations with few missing values, we compare the ordinary least squares mean trend
and standard error estimates with the corresponding values provided by the model,
month by month. We perform this to see if our model is able to separate the long-term
trends from the short-term variability. We perform a third informal analysis to check if
λt successfully captures the short-term variability, or if some temporal structure is left
in the residuals. This consists of randomly choosing 100 iterations from the stationary
part of the Markov chain and, for each iteration and station, compute the temporal
autocorrelations of the model’s residuals. We plot each station’s results and search for
remaining temporal structure.
A more systematic analysis of the residuals is performed following the ideas in Kim
et al. (1998). Let Θ denote the collection of all parameters. For each site s consider
the random variable Xt(s) that corresponds to the temperature at time t and location
s. The one step ahead distribution of the temperature is
ut,s(x) = P (Xt(s) ≤ x|Θ, xi(s), i = 1, . . . , t− 1).
Following Rosenblatt (1952), u1,s(X1(s)), . . . , uT−1,s(XT−1(s)) are independent and
uniformly distributed provided the underlying distribution is continuous. Gneiting
et al. (2005) denote this transformation as Probability Integral Transform and give an
extensive list of references regarding its application.
We notice that, conditional on Θ, the one step ahead predictive distribution of the
temperature at any given site is normal. So, from each iteration of the MCMC after
convergence, we can obtain a collection of random variables that should be indepen-
dent and uniformly distributed. As in Kim et al. (1998) we consider a transformation
to normality given by Φ−1(ut(s)). We use quantile-quantile plots, correlograms and
periodograms to check that these variables are, respectively, normally distributed and
independent.
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3.3.4 Results
Figure 3.12: Results for the seasonal cycle and trends - Posterior mean and 95%
probability intervals for the parameters that define the seasonality (left panel) and long-
term trend (right panel) patterns. The symbol ◦ corresponds to η(1) and γ(1); the symbol
• corresponds to η(2) and γ(2).
We present results based on 30,000 iterations of the MCMC after a burn-in of 20,000
iterations. BOA convergence diagnostics and parameter trace plots can be examined
from http://www.ams.ucsc.edu/~bruno/slough/. In Figure 3.12 we display the 95%
posterior intervals for the parameters that correspond to the two patterns of seasonality
and trends. To some extent, η(2) resembles its SST prior, while η(1) is warmer than
air temperature between March and September. Unlike their priors, both patterns of
seasonality present a dip in May. This is consistent with the behavior observed in
the data, where a strong decrease in temperature in May is present for most stations.
For most months, the main effects of the two types of seasonality have little overlap.
On the other hand, the long-term trends show substantial overlaps during the Fall and
Winter months. Of particular interest is the fact that the components of γ(1) are mostly
positive, while those of γ(2) are mostly negative. The monthly differences indicate that,
where present, the warming trend is not consistent through the year. In general we
observe that the trend is stronger for summer months than for the rest of the year and
that there may be a cooling trend in April.
Figure 3.13 shows the 95% posterior intervals that correspond to the parameters
α(s) and β(s) for each one of the 24 stations. Since the stations are ordered with respect
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to their distance to the mouth, we expect some association between the x-axis in the
left plot and the weights. In fact, α(s) generally increases with increasing distance
inland. This is particularly evident for the first seven stations. However, there is a
great deal of variability due to local conditions. The behavior of the weights for the
trends is even more irregular, and does not seem linked to the restriction of flow due
to structures in the channel, such as tidal gates and culverts. With the clear exception
of Station 24, stations north of the mouth tend to have β close to or above 0.5, which
indicates pronounced summer warming (see Figure 3.12, right panel). The variability
is so great, however, that we find it worthwhile to display the results for each station
separately.
Figure 3.13: Results for the model’s weights - Posterior means and 95% probability
intervals for the weights α (left panel) and β (right panel). Black squares correspond to
tidal stations, white triangles to muted stations and white squares to non-tidal stations.
The horizontal lines provide the reference of even mixing of the two patterns. On the right
panel, stations labeled with ‘N’ are located north of the mouth, those labeled with ‘S’ are
located south of the mouth.
Recall that the trend for a station indexed as s, corresponding to month m is given
by
β(s)γ(1)m + (1− β(s))γ(2)m .
By using samples of β(s), γ(1)m and γ
(2)
m for all months and stations we obtained a detailed
illustration of the yearly dynamics of the trends and their differences from site to site.
This is presented in Figures 3.14 and 3.15. We notice variations through the year for
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Table 3.4: Posterior means and 95% intervals for the variance parameters.
τ2δ τ
2
κ1 τ
2
κ2 τ
2
λ τ
2
χ τ
2
z
Upper Endpoint 0.290 0.0187 0.0184 3.384 0.0036 0.0001138
Mean 0.234 0.0075 0.0076 2.619 0.0034 0.0001004
Lower Endpoint 0.188 0.0028 0.0029 2.005 0.0032 0.0000887
all of the stations. For the majority of the stations there is some evidence of warming,
especially during the summer months. April is peculiar, since for some stations there is
some evidence of cooling trend during that month. The stations for which this effect is
strongest are 2, 7, 9, 11, 14, 17 and 24. A strong warming trend is present in December
for almost all stations. In some cases the warming can be as high as high as 5 ◦C/(16
years) in median, but its value is highly variable.
An example of how the seasonal pattern changes with time is presented in Figure
3.16. We observe substantial changes along the year, but the strongest differences are
present during the summer months when the mean of the seasonal component has had
an increase of about 4◦C.
Figure 3.17 shows the estimation of the common baseline for all stations, λt, the
baseline for ET0, δt, and the parameters that control the seasonality of ET0, κt. Despite
the large monthly fluctuations, the link between λt and δt is clear. This is strengthened
by the fact that a posteriori, the parameter φ, which regresses λt onto δt, is positive
almost with probability one. Its 95% posterior probability interval is (0.612, 1.314); the
mean is 0.997. Another noticeable feature in Figure 3.17 is that most of the temporal
variability in ET0 is explained by the baseline, whilst the seasonality remains nearly
identical. This can also be deducted from Table 3.4, where the posterior mean of the
evolution variance for δt is 30 times greater than the evolution variances for κt.
As discussed in Section 3.3.2, the dependence among stations has a rather compli-
cated structure. This is illustrated by the correlations estimated from the posterior
mean of V , the covariance matrix of the error term in Equation (3.5), in the right panel
of Figure 3.18. We notice that Figure 3.18 shows two distinctive clusters. A block of
gray areas corresponding to Stations 1 through 11 and another one corresponding to
Stations 12 to 24, with the exception of Stations 17, 20 and 23. Stations 14, 15, 16, 18,
19, 21, 22 and 23 share agricultural land use influence, are all fairly distant from the
mouth and are located in the northern part of the slough. We observe that Stations
80
3.3 Spatially Varying Temperature Trends in a Central California Estuary
Figure 3.14: Posterior mean and 95% probability intervals for the temperature
trends estimated for Stations 1 to 12 - The y-axis scale corresponds to ◦C/(16 years),
so that it represents the difference in temperature between 2004 and 1988.
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Figure 3.15: Posterior mean and 95% probability intervals for the temperature
trends estimated for Stations 13 to 24 - The y-axis scale corresponds to ◦C/(16 years),
so that it represents the difference in temperature between 2004 and 1988.
82
3.3 Spatially Varying Temperature Trends in a Central California Estuary
Figure 3.16: Model results for station 22 - Posterior mean and 95% probability
intervals for the seasonal cycle in the first year (◦) and the last year (•) of the time-series
for Station 22.
Figure 3.17: Evolution of time-varying parameters - Posterior mean for λt (left
panel, solid line), δt (right panel, solid line), κ
(1)
t (right panel, long-dashed line) and κ
(2)
t
(right panel, short-dashed line), at different time steps. Corresponding 95% intervals are
depicted by dotted lines.
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17, 20, and 23 have peculiar behavior with respect to its neighbors. They are strongly
influenced by Salinas River discharge which can be relatively high during the rainy
season and low during the dry season. Additionally, Station 20 is a lagoonal system,
periodically open to the ocean but dominated by upstream riverine processes from the
Salinas River. Figure 3.18 demonstrates the relative strengths of the correlations but
does not show the differences in variances between stations. These are presented in the
left panel of Figure 3.18. We observe substantial differences even between stations that
are close together. Posterior inference for the other variance components in the model
are presented in Table 3.4.
Figure 3.18: Residual spatial structure - Covariance (left) and correlation (right)
structure of the error.
We use the method proposed in Section 3.3.3.3 to check the validity of the model.
We found that all of the 24 quantile-quantile plots conformed well to a normal distribu-
tion. The autocorrelation functions display weak residual correlations, the largest value
among all stations being close to .20. The estimated periodograms present irregular
patterns with random fluctuations consistent with white noise.
3.3.5 Conclusions
We have presented a detailed analysis of the spatial and temporal variations of tem-
perature in an estuary in central California, using observations collected over the last
84
3.3 Spatially Varying Temperature Trends in a Central California Estuary
16 years. From our exploratory analysis, we designed a model based on the assumption
that the within-year dynamics needed to be described as a mixture of two form-free
patterns. The monthly variation of temperature is clear in Figure 3.12: periods of
strong temperature change contrast with others of relative constancy, and there is a
substantial lack of symmetry. This behavior could also be captured using sinusoidal
components, but nearly as many parameters as the form-free representation would be
required. Given the results, we can broadly identify the two form-free patterns as de-
scribing the coastal and the inland variation of temperature. The coastal pattern, when
compared to its counterpart, has smaller amplitude and fluctuations. This is likely a
reflex of the buffering action of the ocean, since in this coastal region of California the
yearly SST amplitude is smaller than 5◦C. The maximum and minimum annual slough
temperatures are not reflected in either SST or air temperature, and thus they may
reflect regional extremes in the balance between radiation absorption and emission.
Apart from tidal influence, site-specific effects seem to come into play, since nearby sta-
tions can display quite distinct behaviors. As mentioned in Section 3.3.2, this impairs
the interpolation of the results to other locations in the estuary. On the other hand,
it highlights the importance of maintaining a network of stations covering the Elkhorn
Slough, for the longest time span possible.
Recent examples of models that consider time varying parameters appear in Shad-
dick and Wakefield (2002), Huerta et al. (2004) and Lemos and Sanso´ (2006). The
approach taken in Lemos and Sanso´ (2006) considers a smooth variation of tempera-
ture across space. The model in Huerta et al. (2004) focuses on the spatial variation
of the amplitudes of the series. Those approaches are not appropriate for the prob-
lem considered in this paper, since the complex hydrology of the slough produces very
localized effects. In fact, we observed locations that are spatially adjacent but have
distinct behaviors. Also, some stations that are very far from the mouth of the estuary
exhibit a seasonal pattern similar to the one observed along the coast, due to intense
tidal flushing.
The above conclusion is also reached from the analysis of temperature trends. Here,
some southern stations (7, 9, 11 and 17) and Station 24 appear on one pole, showing
a marked cooling in April and warming in December, which both reduce the seasonal
amplitude over time. This may reflect an increasing tidal flushing over time, as a con-
sequence of channel erosion (Van Dyke and Wasson, 2005). On the other pole, some
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northern stations (1, 15, 16, 18, 21 and 22) reveal strong warming trends for several
months, with summer months and December being the most noteworthy. This north-
south gradient of temperature change is blurred by the remaining stations. Nonetheless,
it is clear that many parts of the Elkhorn Slough are warming, which may have im-
portant biological implications, namely changes in species composition and rates of
biochemical processes. The cause for this temperature change is unknown; it may be
due to a natural or anthropogenic long-term change in the hydrology of the slough, or
to a combination of both.
The relevance of natural forcing on temperature in the slough is confirmed by our
model, when it includes ET0 as a regressor (Figure 3.17). ET0 affects all stations’ tem-
perature identically and describes a large fraction of the short-term variability. Thus,
it shows that location-independent phenomena contribute to temperature fluctuations
as well. Another component that may contain some natural variability is the error,
since its covariance structure presents interesting patterns that connect nearby sta-
tions. In all, our approach demonstrates how temperature trends can be determined in
a hydrologically complex estuary.
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Appendix: Full conditional distributions
Dots are shorthand for the data and all the remaining parameters; µ and σ2 respectively
denote the prior mean and variance of the parameter considered.
•
(
η
(1)
m |...
)
∼ N
(
α′V −1θ†m,y+µ/σ2
α′V −1α+1/σ2 ,
1
α′V −1α+1/σ2
)
, where θ†m,y = θm,y−(1l−α)η(2)m −
βγ
(1)
m t− (1l− β)γ(2)m t− 1lλt
•
(
η
(2)
m |...
)
∼ N
(
(1l−α)′V −1θ†m,y+µ/σ2
(1l−α)′V −1(1l−α)+1/σ2 ,
1
(1l−α)′V −1(1l−α)+1/σ2
)
, where θ†m,y = θm,y −
αη
(1)
m − βγ(1)m t− (1l− β)γ(2)m t− 1lλt
86
3.3 Spatially Varying Temperature Trends in a Central California Estuary
•
(
γ
(1)
m |...
)
∼ N
(
(βt)′V −1θ†m,y+µ/σ2
(βt)′V −1(βt)+1/σ2 ,
1
(βt)′V −1(βt)+1/σ2
)
, where θ†m,y = θm,y−αη(1)−
(1l−α)η(2)m − (1l− β)γ(2)m t− 1lλt
•
(
γ
(2)
m |...
)
∼ N
(
(1l−βt)′V −1θ†m,y+µ/σ2
(1l−βt)′V −1(1l−βt)+1/σ2 ,
1
(1l−βt)′V −1(1l−βt)+1/σ2
)
, where θ†m,y = θm,y−
αη(1) − (1l−α)η(2)m − βγ(1)m t− 1lλt
• (φ| . . .) ∼ N
(P
δtλt/τ2λ+µ/σ
2P
δ2t /τ
2
λ+1/σ
2 ,
1P
δ2t /τ
2
λ+1/σ
2
)
• (τ2χ| . . .) ∼ IG(3280, (6.8 +
∑
y,m(Xm,y − θm,y)′(Xm,y − θm,y))/2)
• (τ2z | . . .) ∼ IG
(
345,
(
0.05 +
190∑
t=1
(
zt − δt − κ(1)t cos
(
2pit
12
)− κ(2)t sin (2pit12 ))2) /2)
• (τ2δ | . . .) ∼ IG(97, (0.05 +
190∑
t=2
(δt − δt−1)2)/2)
• (τ2
κ(i)
| . . .) ∼ IG(97, (0.05 +
190∑
t=2
(κ(i)t − κ(i)t−1)2)/2), i = 1, 2
• (τ2λ |...) ∼ IG(97.5, (0.05 +
190∑
t=1
(λt − φδt)2)/2)
• (θm,y|...) ∼ N
(
Xm,y − τ2χ(V + τ2χI)−1(Xm,y −Am,y), τ2χ(I − τ2χ(V + τ2χI)−1)
)
, where
Am,y = αη
(1)
m + (1l−α)η(2)m + βγ(1)m t+ (1l− β)γ(2)m t+ 1lλt.
• (X∗m,y|...) ∼ N(θ∗m,y, τ2χI).
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3.4 Hierarchical Bayesian modeling of wind and sea sur-
face temperature from the Portuguese coast1
Abstract
In this work we revisit a recent analysis that pointed to an overall relaxation of the
Portuguese coastal upwelling system, between 1941 and 2000, and apply more elab-
orate statistical techniques to assess that evidence. Our goal is to fit a model for
environmental variables that accommodates seasonal cycles, long term trends, short
term fluctuations with some degree of autocorrelation, and cross correlations between
measuring sites and variables. Reference cell coding is used to investigate similarities
in behavior among sites. Parameter estimation is performed in a single modeling step,
thereby producing more reliable credibility intervals than previous studies. This is
of special importance in the assessment of trend significance. We employ a Bayesian
approach with a purposely developed Markov chain Monte Carlo method to explore
the posterior distribution of the parameters. Our results substantiate most previous
findings and provide new insight on the relationship between wind and sea surface
temperature off the Portuguese coast.
3.4.1 Introduction
The central task of climate change detection studies is to determine whether observed
changes or trends in environmental time series are “significant”, that is, highly un-
usual relative to the background of natural variability, and unlikely to have occurred
by chance alone (Santer et al., 1996). Because most statistical models hinge on the as-
sumption that the resulting residuals are independent and identically distributed (viz.
Gaussian white noise), they are required to incorporate the most important sources of
variability in the observed data; otherwise, this assumption is not verified and inference
about the significance of trends is compromised. Commonly, environmental processes
operate on various spatial and temporal scales, producing time series that are impreg-
nated with a number of features that make statistical modeling a challenging task.
1This section is co-authored with Bruno Sanso´ (Department of Applied Mathematics and
Statistics, University of California, 1156 High St., MS:SOE2, Santa Cruz, CA-95064, U.S.A.,
bruno@ams.ucsc.edu, www.ams.ucsc.edu/∼bruno) and F. D. Santos (SIM, Faculdade de Cieˆncias da
Universidade de Lisboa, Campo Grande, Edif´ıcio C1, Piso 4, 1749-016 Lisboa, Portugal), and may be
cited as Lemos et al. (2010)
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These include cycles, long-term linear and non-linear trends, short-term memory, spa-
tial covariance and crossed covariance.
When starting from a simple statistical model that aims to detect long-term trends
(viz. a model with intercepts, trends and uncorrelated Gaussian errors), red noise
residuals are bound to result. In face of that, one of three approaches may be followed:
i) modify the model, usually by making it more complex; ii) modify the input, by
thinning the data set (Szunyogh et al., 2008) or pre-whitening (Rodionov, 2006); iii)
modify the output, by correcting estimates based on the effective sample size (von
Storch and Zwiers, 1999). At some point in i), parsimony becomes an issue, which
may occur before the residuals conform to white noise. If the residual structure is
small when compared to the modeled counterpart, “redness” is regarded as a nuisance
property of residuals, and the modeler attempts to eliminate it by means of ii) or iii). In
cases where residuals still contain relevant information, a different approach is needed
to include it in the model. Such was, for example, the conclusion of Lemos and Pires
(2004, henceforth, LP04), who used ordinary least squares regression to analyze wind
and sea surface temperature data in the west Portuguese coast (37◦-42◦ N, 9◦-15◦ W)
and found significant and readily interpretable amounts of information in the residuals.
This paper describes a more comprehensive method, based on hierarchical Bayesian
modeling, which accommodates spatial, temporal and cross covariance structures, mak-
ing statistical inference about trends and climatological cycles more accurate. The
problem described by LP04 is revisited, so as to exemplify the method and compare
results.
3.4.2 Model
Let
Yt ≡ (V t(P ), V t(CC), V t(L), V t(S),
SST t(O1), SST t(O2), SST t(O3), SST t(C1), SST t(C2), SST t(C3))′
denote a 10 × 1 vector containing monthly means of meridional wind speed (V; neg-
ative for northerly winds) and sea surface temperature (SST ), respectively collected
at 4 weather stations of the Portuguese Institute of Meteorology – Porto (P ), Cape
Carvoeiro (CC), Lisbon (L) and Sagres (S) – and 6 oceanic regions off Portugal –
O1, O2, O3, C1, C2, C3 (Figure 3.19). Regional SST means originated from raw data
provided by the International Comprehensive Ocean-Atmosphere Data Set (Worley
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Figure 3.19: Location of weather stations and oceanic regions -
et al., 2005). Time t is written in months, from Jan-1941 (t=1) to Dec-2000 (t=720).
Then,
Yt ∼ N10 (µt,Ωt) .
In this expression, the 10× 10 covariance matrix Ωt is a diagonal matrix that accounts
for uncorrelated measurement error; its i-th diagonal element is provided by ω(i)/nt(i),
where ω(i) and nt(i) respectively denote measurement error variance and the number
of observations used to construct the monthly mean Y t(i). To assess the importance of
instrument calibration on the overall results of this analysis, we consider two extreme
scenarios for the prior specification of the unknown parameters ω(i), i = 1, . . . , 10. In
the first, we do not put much confidence in instrument precision and thus set the prior
distribution of ω as inverse Gamma with mean 0.3 (1.4) and variance 0.006 (0.13), for
wind (SST); this corresponds to measurement error between about 5% and 15%. In
the second, we assume instruments are finely calibrated and measurement error should
not exceed 1%; thus we set the prior as inverse Gamma with mean 0.025 (0.1) and
variance 1.5 × 10−5 (3 × 10−4), for wind (SST). Note that in both cases we presume
measurements are exact, meaning that we do not consider long-term drifts, for example.
Regarding the 10× 1 vector µt, we construct it as a sum of three components with
90
3.4 Hierarchical Bayesian modeling of wind and sea surface temperature
from the Portuguese coast
distinct signals: one that accounts for the seasonal cycles and trends, θt; another that
encompasses transient fluctuations thereof, λt; and a third one composed of white noise
with diagonal variance matrix Ξ. Hence,
µt ∼ N10 (θt + λt,Ξ) .
Following LP04, we describe θt with form-free seasonal factors and linear trends,
θt ≡
(
1l4α
(V )
m
1l6α
(SST )
m
)
+ δm +
[(
1l4β
(V )
m
1l6β
(SST )
m
)
+ γm
]
(t− 360)/12,
where m indicates the month corresponding to time t. We also use reference cell coding
(Kleinbaum et al., 1998), so that in the above expression, Sagres and the coastal region
C2 represent the “reference cells”. This implies that the reference parameters, δm(S),
δm(C1), γm(S) and γm(C1), are set to zero, for m = 1, . . . , 12. Thus, α
(V )
m is the
monthly intercept for wind, common to all weather stations; δm(P ) is the difference in
intercept between Porto and Sagres; β(V )m is the monthly trend for wind, common to
all weather stations; γm(P ) is the difference in trend between Porto and Sagres; and so
forth for SST. Note that 1lk denotes a k × 1 vector of ones.
Finally, we describe λt by means of an autoregressive process of order one (AR-1):
λt = diag(ρ)λt−1 + t, t ∼ N10 (0,Σ) , (3.6)
The covariance matrix Σ follows, a priori, an inverse Wishart distribution with 14
degrees of freedom and scale matrix equal to the identity matrix. The number of degrees
of freedom was chosen so as to bear minimum weight on the posterior distribution, while
ensuring that the prior is proper. Diffuse Normal priors, with mean zero and variance
equal to 106, are used for most non-reference parameters. An exception is the 10 × 1
parameter vector ρ, whose components have independent Uniform prior distributions
with support (−1, 1). Hence, the value of the components of ρ is, a priori, uniformly
distributed inside the interval that corresponds to the assumption of stationarity of the
autoregressive process.
The i-th diagonal component of Ξ, ξ(i), is an unknown parameter, which denotes
the cumulative variance introduced by system error and representativeness error. The
former type of error arises from the approximation of θ to a system of linear regressions
and λ to an AR-1, and the latter from the fact that we are computing monthly means
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from sparse data sets: in the case of wind, only two or three observations are available
per day (see LP04 for details); as for SST, observations are irregularly distributed in
space and time. We opt to provide non-informative priors proportional to 1/ξ(i).
To explore the posterior distributions of the parameters in the model described
above, we employ Markov chain Monte Carlo (MCMC) methods. Gibbs sampling is
applied to parameters with conjugate priors: The full conditional distributions (FCDs)
of µm, α
(V )
m , α
(SST )
m δm, β
(V )
m , β
(SST )
m , and γm, m = 1, . . . , 12, are Normals; The FCDs
of ω(i), i = 1, . . . , 10 are inverse Gammas; The FCD of Σ is inverse Wishart. The
procedure to obtain these FCDs is standard. Theoretical principles can be found e.g.
in Gelman et al. (2003) and Gamerman and Lopes (2006), and a similar application
to the one described above can be found in Lemos et al. (2007). To sample from each
component of ρ and ξ at a time, we use a Metropolis-Hastings step, where the proposal
distribution is a truncated Normal with support (−1, 1) and (0,∞), respectively. The
variance is set upon a pilot run. In the case of λ, we apply the Forward Filtering,
Backward Sampling method described by West and Harrison (1997, chapter 15) to the
conditional multivariate dynamic linear model given by observation equation
µt − θt = λt + εt, εt ∼ N10 (0,Ξ)
and evolution equation (3.6).
For convergence diagnostics, we employ the methods developed by Heidelberger and
Welch (1983), Gelman and Rubin (1992), Geweke (1992), Raftery and Lewis (1992b),
Raftery and Lewis (1992a), and Brooks and Gelman (1998), available in the package
Bayesian Output Analysis Program (BOA) (Smith, 2005) within R (R Development Core
Team, 2005). We use the default values of BOA to define the length of the burn-in stage,
thin the chain, check stationarity and define the adequate sample size to achieve the
precision required, when sampling from the posterior distribution.
In order to assess goodness of fit, we perform a suite of tests, including visual
comparisons of time series of observations versus model estimates and associated 95%
credibility intervals, informal inspections of red noise remaining in the model residuals
(Yt − µt), and a more systematic analysis of the upper level residuals, µt − (θt + λt),
based on the ideas of Kim et al. (1998). Let Θ denote the collection of all model
parameters; for each site s, the one step ahead distribution of µt(s) is
u
[s]
t (x) = P (µt(s) ≤ x|Θ, µi(s), i = 1, . . . , t− 1) .
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Following Rosenblatt (1952), u[s]1 (µ1(s)), . . . , u
[s]
599(µ599(s)) are independent and uni-
formly distributed, provided the underlying distribution is continuous. Gneiting et al.
(2005) denote this transformation as Probability Integral Transform and give an exten-
sive list of references regarding its application.
We notice that, conditional on Θ, the one step ahead predictive distribution of µt(s)
at any given site is normal. So, from each iteration of the MCMC after convergence, we
can obtain a collection of random variables that should be independent and uniformly
distributed. As in Kim et al. (1998), we consider a transformation to normality given
by Φ−1(u[s]t ), where Φ−1 stands for the inverse of the standard normal cumulative
distribution function. We use quantile-quantile plots, correlograms and periodograms
to check that these variables are, respectively, normally distributed and independent.
3.4.3 Results
The two extreme priors for ω that we consider have negligible impact on the resulting
climatological cycles, trends, auto-correlations and cross covariance patterns. Their
posterior means and 95% credibility intervals generally agree up to the third or fourth
significant digit. This is due to the fact that, with the amount of binning performed
in this analysis, the actual precision of wind and SST measurements is of secondary
importance when compared with the natural temporal variability of both wind and
SST. Hence, without loss of generality, we present the results for the high precision
case only.
The seasonal cycle of the meridional wind component (v-wind), at the four weather
stations analyzed, is depicted in the top panels of Figure 3.20. The cycle differs
markedly from what a combination of a few harmonics would produce, making the
form-free approach more adequate. Northerly, upwelling favorable winds predominate,
especially between April and September; hence, we call this semester the climatological
upwelling season. When compared to Sagres, Cape Carvoeiro displays nearly the same
cycle, Porto shows a year-round shift towards more southerly winds, and Lisbon has
a less pronounced seasonality (Figure 3.20, mid panels). We point out that the diur-
nal cycle of wind speed may be confounding this comparison, because the time of day
at which wind measurements are taken differs among stations. See LP04 for a more
detailed study.
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Figure 3.20: Wind model results - Posterior means (dots) and 95% credibility intervals
(whiskers) for: the climatological v-wind cycle, i.e., α(V )m + δm (upper row); the deviation
in the cycle with respect to Sagres, i.e., δm (mid row); long term trends, i.e., β
(V )
m + γm
(lower row).
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Table 3.5: Credibility intervals for trends - Posterior means and 95% credibility
intervals for v-wind trends [×10−2m s−1yr−1] and SST trends [×10−2 ◦C yr−1] during the
upwelling season (April through September).
P CC L S O1 O2 O3 C1 C2 C3
Upper Endpoint 3.95 4.08 3.00 3.76 1.00 1.09 1.32 2.32 2.66 2.23
Mean 2.23 2.32 1.85 1.53 0.09 0.30 0.43 0.83 1.30 1.14
Lower Endpoint 0.55 0.59 0.68 -0.54 -0.86 -0.56 -0.46 -0.70 -0.05 0.00
The lower panels of Figure 3.20 present the long-term linear trends. Although
the uncertainty associated with these estimates is considerable, some patterns can be
discerned. The first is that, during the upwelling season, the trend appears more or less
constant and positive, for all stations. On average, this rate is close to 0.02 m s−1 yr−1
(Table 3.5), which corresponds to a weakening of 1.2 m s−1 in the 60 year period under
study. The trend is significantly positive in Lisbon during the months of July and
August. The second noticeable feature is that, unlike other months, March presents
a negative trend. Thus, toward the end of the century, northerly winds became on
average stronger during March and weaker between April and September. December
also presents a trend towards more southerly flow.
Figure 3.21 presents results for SST. In the reference region, C2, the average annual
SST is 16.4◦ C, and the difference between winter and summer months is close to
4.1◦ C. The seasonal cycle in the other two coastal regions is deviated by roughly 1◦
C, a finding that reflects the difference in latitude. Offshore regions also display the
latitudinal effect, but their cycle is substantially different: if we compare C2 with O2,
for example, we see that offshore waters can be warmer by more than 2◦C , in late
summer. This is clearly the effect of upwelling, which keeps coastal waters cooler than
their offshore counterparts nearly year-round. Unlike wind, the seasonal cycles are
fairly regular, so the form-free SST cycles seem amenable to be replaced with more
parsimonious combinations of a few harmonics and an annual mean.
Similarly to v-wind, SST trend estimates display wide posterior 95% credibility
intervals, especially along the coastline, where sampling is poorer. Nonetheless, coastal
and offshore regions present distinct patterns: in the former, strong positive trends are
frequent and negative trends are rare; in the latter, positive but weak trends emerge
mostly in the first half of the year and negative trends are more common. Because
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Figure 3.21: SST model results - Posterior means (dots) and 95% credibility intervals
(whiskers) for: the climatological temperature cycle, i.e., α(SST )m + δm (upper row); the
deviation in the cycle with respect to C2, i.e., δm (mid row); long term trends, i.e., β
(SST )
m +
γm (lower row).
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posterior intervals for trends overlap substantially, we could perform the analysis with
a single year-round trend, as LP04 did, or compute seasonal averages without great loss
of information. Table 3.5 shows mean SST trends during the upwelling season. Even
with a 6 months average, uncertainty regarding the magnitude of coastal warming
is still considerable: taking C2 as example, SST change from 1941 to 2000 ranges
between -0.03◦ C and 1.60◦ C, with 95% probability. The only region where the 95%
posterior interval is within <+ is C3. In any case, we may state that overall, SST tended
to increase along the Portuguese coast, rendering coastal-offshore gradients smaller.
Simultaneously, the alongshore wind component weakened, from a starting point that
was clearly upwelling favorable. From these two observations, we may infer that the
western Iberian upwelling regime relaxed towards the end of the 20th century. This
conclusion is in agreement with previous findings, using both environmental (Lemos
and Sanso´, 2006; A´lvarez et al., 2008) and biological (Lima et al., 2007a,b; A´lvarez-
Salgado et al., 2008) data.
It is worth noting that, along this coastline, typical summertime upwelling pulses
last less than one month (generally, about one week), and that two upwelling events
may be parted by strong southerly wind conditions. Also, upwelling develops along a
coastal strip that is sometimes narrower that the width of the coastal regions defined
in this work. Hence, the present model operates on temporal and spatial scales that
do not resolve individual upwelling events, but rather their net effect on monthly and
regional means. As Figures 3.20 and 3.21 demonstrate, the signature of upwelling is
still evident at these scales.
Finding similar climatologies and trends for the v-wind component (Figure 3.20)
was a sensible result, given the spatial proximity of the weather stations under study
and knowing that surface air flow along the Portuguese coast is mostly meridional. In
line with this, it is also not surprising to find, as LP04 did, that high frequency devi-
ations from the linear trends display some degree of spatial coherence. Namely, LP04
showed that these deviations – in their approach, residuals – are positively correlated
among stations, and that nearby stations display stronger correlations than those far-
ther apart. In the present work, we accommodate for this structure in the model, by
using the matrix Σ. Because we are using the same data set as LP04, we opt not to
provide the above information in the prior distribution of Σ. Rather, we assign few
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degrees of freedom to the prior and thus let the observations predominate in the poste-
rior distribution of Σ. To facilitate comparisons with LP04, we derive the correlation
matrix from Σ and depict its posterior mean in a level plot. As Figure 3.22 shows, the
correlation structure between weather stations mimics the features described by LP04.
The above discussion also applies to SST. In this part of the NE Atlantic, off-
shore surface currents are mostly meridional, while upwelling/downwelling events in-
duce similar degrees of cooling/warming along the coastline. Therefore, along-shelf SST
covariances (i.e., offshore-offshore and coastal-coastal covariances) should be positive
and stronger than their cross-shelf counterparts. Mesoscale ocean processes, on the
other hand, should weaken covariances as distance increases. Figure 3.22 displays these
features, thus confirming and extending the results of LP04.
One final noticeable feature presented in the correlation matrix, not analyzed by
LP04, is a block of positive correlations between wind and coastal SST fluctuations.
This means that, when northerly winds (coded as negative v-wind values) are stronger
than average, then coastal SST tends to drop below average, and vice versa. Because
the association with offshore SST is weaker, we may interpret this as another sign of
upwelling/downwelling on the analyzed time series.
As expected, transient v-wind fluctuations display weaker memory than SST. Sagres
is the odd station, with strong lag-1 autocorrelation (Figure 3.23, left panel). As dis-
cussed in LP04, this may be a real feature or an artifact due to temporary instru-
ment miscalibration. Regarding SST anomalies, the 95% posterior intervals concen-
trate probability between 0.4 and 0.6, and it is not possible to tell whether memory
differs markedly between coastal and offshore regions. The posterior distribution of
the variance parameter ξ differs substantially among stations and regions (Figure 3.23,
central panel), meaning that the model was able to learn from the data. In contrast,
the posterior of ω is dictated by the prior we provided (Figure 3.23, right panel) but
this, as mentioned before, does not alter the posteriors of seasonal cycles, trends and
correlations.
Residual analyses conformed well with the assumption that deviations between
Yt and µt, as well as between µt and θt + λt, are consistent with white noise. We
defer the interested reader to www.ams.ucsc.edu/∼bruno/windSST/, where residual
autocorrelograms, cross-correlograms and normal quantile-quantile plots are available.
MCMC convergence diagnostics can also be found there.
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Figure 3.22: Posterior mean correlation matrix - This matrix is derived from the
covariance matrix Σ.
Figure 3.23: Posterior distribution of other model parameters - Posterior means
(dots) and 95% credibility intervals (whiskers) for ρ (left panel), ξ (central panel) and ω
(right panel).
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3.4.4 Final remarks
In this paper we present a statistical approach for the decomposition of environmental
time-series into a number of parameters of interest, with the valuable asset that reliable
measures of the estimation uncertainty are provided. The list of parameters consists
of: a) stationary, form free seasonal cycles (α); b) long-term linear trends (β); c) terms
for the comparison of cycles and trends among stations and regions (respectively, δ
and γ); d) auto-correlation and cross-covariance parameters (respectively, ρ and Σ);
e) error variances (ω and ξ). Our comprehensive model fitting approach accounts for
all estimation uncertainties. We focused on wind and SST data from the Portuguese
coast, but the methodology is useful in general for climate change detection based on
data from different sources and locations.
We use well established methods for the assessment of parameter convergence and
goodness-of-fit analyses. Conceptually, the model has enough flexibility to include dif-
ferent types of observations, such as weather station data, binned averages of irregularly
spaced observations, gridded data (viz. satellite and reanalysis data) and output from
general circulation models. In order to blend these different sources, some quantification
of observational error variances and possible biases must be produced.
In an attempt to compare the approach with a more standard one, we revisit the
problem described by LP04. Using their work as exploratory data analysis, we inflate
the dimensionality of the model (item d in the list above), so as to provide more insight
on the nature of the analyzed variables. Unlike LP04, we do not use a suite of hypothesis
tests to reduce the dimensionality of the problem where possible; rather, we prefer to
keep all model parameters and discuss their usefulness in capturing variability in the
time series. With a Reversible Jump MCMC technique (see e.g. Hopcroft et al., 2007),
we could have investigated the performance of nested models, at the cost of rendering
the discussion more elaborate.
Overall, mean estimates of trends, seasonal cycles, auto-correlations and cross cor-
relations are in good agreement between this paper and LP04. The correlation found
between transient fluctuations of the v-wind component and coastal SST (around 0.35)
provides further credit to the hypothesis that, even at the coarse spatial and temporal
scales described, the link between the two variables is still strong enough to reflect
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upwelling. Hence, we substantiate the hypothesis forwarded by LP04, that a relaxation
of upwelling off the west Iberian coast occurred between 1941 and 2000.
On the other hand, the two papers differ markedly in how they treat uncertainty.
Because parameter estimation is performed in a single modeling step, the present anal-
ysis allows an exchange of information between all types of parameters. In contrast,
LP04 assumed that residuals from the “trend plus intercept” model consisted of white
noise, so as to estimate confidence intervals for the trends and cycles, and later es-
timated residual auto-correlations and cross-covariances conditional on the mean in-
tercepts and trends (i.e., assuming no uncertainty existed in these parameters). The
procedure of LP04 thus violated two assumptions, with the resulting effect that con-
fidence intervals were unduly narrow. The consequence for climate change detection
is important: for instance, regarding SST trends, LP04 found evidence of significant
offshore warming, while in the present paper and Lemos and Sanso´ (2006), it is not
possible to ascertain whether this warming is spurious or not.
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4Toward a Bayesian Model for
Ocean Retrospective Analyses
In this chapter we present a road map for an ocean Bayesian model, able to recon-
struct fields of physical and chemical properties from sparse available data. In 4.1,
20th century trends of ocean temperature anomalies are estimated, from the surface to
500m depth, off the west Iberian coast. The convolution kernel used is quite simple,
and so is the Dynamic Linear Model employed. Hence, all model parameters have
conjugate distributions, and Markov chain Monte Carlo methods are not necessary. In
4.2, the focus is on sea surface temperature across the north Atlantic ocean. Flexible
convolutions are explored, together with location dependent discount factors and model
error variance. Given the vastness of the domain of interest, the model is onerous from
the computational standpoint, in terms of memory and run time. For this reason,
a parallelization algorithm is developed, where each spatial region are assigned to a
given processor. Resulting climatological fields are compared with products derived
from state-of-the-art methods, such as Objective Analyses. Finally, 4.3 recovers three-
dimensional problems and considers salinity as well as temperature. Vertical stability
constraints are also integrated. Given the wider spatial support for convolution kernels,
spatial regionalization becomes too inefficient, and thus a method for temporal slicing
is implemented.
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4.1 Spatio-temporal variability of ocean temperature in
the Portugal Current System1
Abstract
A dynamic process convolution (DPC) model is used to investigate the evolution and
spatial distribution of monthly ocean temperature anomalies in the Portugal Current
System. The analysis is performed with 20th century standard depth measurements
from the National Oceanographic Data Center, ranging from the surface to 500 m depth.
The proposed DPC model decomposes the temporal variability into short-term non-
linear components and long-term linear trends, with both components varying smoothly
across latitude, longitude and depth. An important feature of the DPC model is that
it allows the assessment of trend significance without ad hoc corrections, since the
residuals are spatially and temporally uncorrelated. In the analyzed period, an overall
warming of coastal surface waters off the west Iberian Peninsula is found, together
with fading cross-shelf temperature gradients and increased coastal stratification. Since
previous studies also found that upwelling-favorable winds have weakened from the
1940s onward, these results most likely reflect a long-term weakening of the coastal
upwelling regime. Transient periods of temperature change are also described and
associated with known variability in the North Atlantic, and a final discussion on the
link between the observed trends and anthropogenic forcing on climate is presented.
4.1.1 Introduction
Located off the west Iberian Peninsula, the Portugal Current System (PCS) marks
the northern extent of the Canary Current System. Analyses of in-situ measurements
and satellite images from the past decades (e.g., Fiu´za, 1982, 1983, 1984; Coste et al.,
1986; Sousa, 1995; Smyth et al., 2001; Martins et al., 2002) have revealed the hydrology
of this region and showed its geostrophic circulation to include a complex interaction
between underlying water masses as well as meteorological conditions. Of particular
importance, episodes of upwelling induced by northerly trade winds fuel a rich and
diverse ecosystem that is heavily fished. Recent studies have indicated that the up-
welling regime in the PCS underwent significant changes between 1941 and 2000 (Dias,
1This section is co-authored with B. Sanso´ (Department of Applied Mathematics and Statistics,
University of California Santa Cruz, USA) and may be cited as Lemos and Sanso´ (2006).
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1994; Pires and Antunes, 2000; Lemos and Pires, 2004). Using coastal wind data,
Lemos and Pires (2004) found that northerly winds steadily weakened since the 1940s
across the west Portuguese coast, especially during the upwelling season (April through
September); at the same time, coastal sea-surface temperature (SST) increased at a
rate of 1 ◦C(100yr)−1, which was nearly five times higher than in open ocean regions.
Since this study was performed using linear regression models, with time as the single
predictor variable, relevant spatial and short-term temporal dependencies in the data
were not accounted for, which to some degree impaired the assessment of significance
in these trends. Hence it was concluded that although the analyses of wind and SST
clearly pointed to a weakening of the PCS seasonal upwelling regime, more elaborate
models could be designed to provide a better description of this phenomenon.
In the present paper, an attempt is made to analyze the evolution of ocean tem-
perature anomalies with a statistical model that can deal with spatial and temporal
correlations while extracting long-term temporal components. Although more complex
than the linear regression model used by Lemos and Pires (2004), the model is still sim-
ple enough to be fitted with a fast statistical method that can cope with large amounts
of data. This feature is taken advantage of, by modeling not only SST but also sub-
surface temperature, down to 500 m depth. The choice of temperature anomalies over
temperature means lies in the fact that anomalies display weaker spatial and temporal
variability, hence being easier to model. Also, this enables the analysis to focus mainly
on interannual variability. As a disadvantage, possible changes in the amplitude and
phase of the yearly cycle of temperature variation cannot be modeled explicitly, the
same being true for the depth and strength of the thermocline. Nevertheless, some
information about these features may be extracted from the model, as will be shown.
This paper is organized as follows: section 4.1.2 describes the data source and
introduces the statistical model used; section 4.1.3 presents the results, together with
an evaluation of the model’s goodness-of-fit; section 4.1.3 includes an interpretation of
the results and a general discussion on fitting trends to environmental data; section
4.1.5 contains some final comments on the usefulness of the statistical methodology
developed here and considers the potential link between the observed long-term changes
and greenhouse warming.
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4.1.2 Data and Methodology
4.1.2.1 Data
For the region of interest presented in Figure 4.1, nearly 260 000 monthly 1/4◦grid ocean
temperature means at 14 standard depths (0, 10, 20, 30, 50, 75, 100, 125, 150, 200, 250,
300, 400 and 500 m) were computed from World Ocean Database 2001 (Conkright et al.,
2002) records between Jan-1901 and Dec-2000. Data from all instrument types were
used without discrimination. After removing outliers (land observations and values
exceeding 4 standard deviations from 4◦ grid monthly fields), anomalies were derived
using monthly 1/4◦ grid climatological mean fields from the World Ocean Atlas 2001
(Stephens et al., 2002). No smoothing was applied in any of the above steps.
Figure 4.1: Analyzed region of the Portugal Current System - The 1/4◦ grid used
to compute temperature anomalies is represented by small dots, whereas large dots denote
the surface 2◦ grid lattice. Four squares locate the points where detailed analyses were
performed (see sections 4.1.3.2 and 4.1.3.3).
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4.1.2.2 The Discrete Process Convolution Model
For any given month, ocean temperature anomalies can be seen conceptually as forming
a spatially continuous Gaussian random field over a three-dimensional region D3 ⊂ R3.
Process convolutions (Higdon, 2002), also known as general linear processes (Priestley,
1981), provide simple representations of such fields by convolving continuous white
noise with a kernel, whose shape determines the covariance structure of the resulting
process. This approach is an alternative to traditional geostatistical techniques, where
a covariance function is specified directly, but allows for increased flexibility, since the
choice of the kernel also allows for features such as non-stationarity, anisotropy, and
edge effects (Calder, 2003).
A discrete approximation to the process convolution is obtained by letting L3 be a
lattice of n points contained in R3 (not necessarily in D3—see Kern (2000)), assigning
a latent white noise process x(s) to each point s ∈ L3 and convolving it over D3 with
a three-dimensional smoothing kernel k. Thus, the monthly temperature anomaly at
location l ∈ D3, Y (l), can be approximated by a weighted average of the white noise as
Y (l) ≈
n∑
j=1
$jx(sj) =
n∑
j=1
k(l − sj)∑n
i=1 k(l − si)
x(sj), (4.1)
where k(l − s.) is given by the kernel k centered at point s. and evaluated at loca-
tion l. For reasons that will be discussed in section 4.1.2.3, L3 was defined in the
present analysis as a 2◦ grid with three vertical layers, located at 0, 250 and 500 m,
making n = 75. A Gaussian kernel was used, with horizontal standard deviation (for
latitude/longitude) of 2◦ and vertical standard deviation (for depth) of 80 m.
As the field of ocean temperature anomalies is expected to change with time, the
latent processes are allowed to evolve according to a specified function. The work-
ing hypothesis in this paper is that the evolution of temperature anomalies during
the 20th century, anywhere in the PCS, may be approximated by a sum of a random
walk—termed baseline—and a long-term linear trend. While the former can encompass
transient changes in seasonality and average yearly temperature, the latter can accom-
modate a steady, year-round change of average temperature over the years. Both the
baseline and the trend are allowed to change smoothly across space, although at a much
faster rate across depth than across latitude or longitude (this can be deducted from
the kernel’s shape). To account for measurement errors, a third term of white noise
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is added, producing a Discrete Process Convolution (DPC) model that, using vector
notation, may be written as
Yt = Kt(αt + β(t− tR)) + t, t ∼ N(0, σ2It),
αt = αt−1 + wt, wt ∼ N(0,Wt). (4.2)
Yt [◦C] is the qt × 1 vector of qt observations made in month t, Kt is a unitless
qt×n convolution matrix containing the weights defined in Equation (4.1), αt [◦C] and
β [◦C/month] are n × 1 vectors associated with the baselines and the linear trends,
respectively, tR is an arbitrary time reference, which was set to Dec-2000, t [◦C] is a
qt× 1 vector of white noise with variance σ2 [◦C2], It is the qt× qt identity matrix, and
Wt [◦C2] is a n × n variance-covariance matrix. To show that Model (4.2) translates
the working hypothesis, consider a single observation made in location l at time t
(qt = 1,Kt = $′); then,
Y
(l)
t ≈ α(l)t + β(l)(t− tR),
where α(l)t = $
′αt and β(l) = $′β are variables that define, respectively, the ordinate at
t = tR and the slope associated with the trend line at location l. Unlike the slope, the
ordinate changes with time, according to the random walk α(l)t = α
(l)
t−1 + $
′wt. Both
variables are spatially smooth owing to the n× 1 convolution vector $.
With minor modifications, Model (4.2) can be represented as a Dynamic Linear
Model (DLM; West and Harrison, 1997):
Yt = F ′tθt + t, t ∼ N(0, σ2It),
θt = (α′t, β
′
t)
′ = θt−1 + wt, wt ∼ N(0,Wt), (4.3)
θ0 ∼ N(m0, C0),
where F ′t = (Kt,Kt(t − tR)) and m0 and C0 are the initial priors for the mean and
covariance of the 2n× 1 vector θ. Within the DLM framework, the unknown evolution
variance Wt can be modeled using the discount factor technique and fast, closed form
posterior computations can be obtained without resorting to Markov Chain Monte
Carlo simulations. A discount factor, say δ, is a number between 0 and 1 that de-
termines the amount of information lost through the process evolution in time. With
δ = 1 (no loss) a static model is obtained, whilst small values of δ correspond to
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heavy discounting of the information available at time t− 1. Multi-component models
can have different discount factors for each component (West and Harrison, 1997). In
Model (4.4), the discount factor associated with βt is set to 1, as this leads to βt becom-
ing constant over time and capturing the long-term trend of temperature anomalies. To
model the evolution variances of αt, discount factors of 0.995 before Jan-1951 and 0.96
from then onwards were chosen. The former number is a consequence of the extreme
sparseness of data until the 1950s, and implies that little variation of the baselines is
allowed during the first half of the century. The latter was optimized upon residual
analysis (see section 4.1.2.3). It should be pointed out that, like other DLMs, the DPC
model can cope with missing data at any time instant t, simply by equaling the poste-
rior distributions to the priors (West and Harrison (1997), section 10.5). Given the lack
of prior information, flat initial priors with zero mean were used for the 2n parameters
(n baselines and n trends) at the beginning of the time series.
4.1.2.3 Goodness-of-fit Analysis
Several aspects defined the goodness-of-fit of the DPC model. First, the model was
expected to efficiently decompose temperature anomalies into long-term trends and
(trendless) baselines. The best way to ensure this, albeit computationally burdensome,
would be to define the lattice L3 as fine as the original data set (i.e., with 14 vertical
layers and 1/4◦ horizontal spacing), since the finest spatial variability in both trends
and baselines would be captured by the model. Coarse lattices, on the other hand, have
the advantage of allowing fast computations but, in some locations, erroneously embed
part of the long-term signal into the baseline. Thus, a trade-off between efficiency and
speed had to be decided, and the final lattice was defined partly upon the following
criterion: in 1000 randomly chosen locations taken at varying depths, only about 5%
were allowed to display a least squares trend in the baseline component in absolute
value greater than 0.5◦C(100yr)−1.
Second, the formulation of the model did not consider the possibility of there being
long-term changes in the seasonal pattern of temperature variation, because the trend
component was defined as the same for all calendar months. If such changes existed
anywhere in the PCS, then the baseline and/or the residuals should be contaminated
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with 12-month periodic signals. To test this hypothesis, least squares models
Zt = a+ b sin(pit/6) + c cos(pit/6) + ξt (4.4)
were fitted to the 1000 locations mentioned above. Zt are either the baseline esti-
mates or the residuals. To safeguard against mistakenly rejecting the null hypothesis
that there are no oscillations as a consequence of performing multiple tests, the False
Discovery Rate (FDR) routine developed by Ventura et al. (2004) was used, with the
allowed rate of false rejections out of all rejections equal to 5%. According to these au-
thors, the FDR procedure of Benjamini and Hochberg (1995) is robust in situations of
spatially correlated data and controls the expected proportion of false rejections better
than traditional uncorrected and Bonferroni procedures.
Third, the residuals were expected not to have any spatial or temporal structure.
The size of the lattice grid is also important here, since it defines the smallest resolution
of spatial features present in the data that can be captured by the model. Thus, to
warrant spatially uncorrelated residuals, the lattice should be as fine as the original
data set. However, fine lattice DPC models are more data demanding, because more
parameters are being estimated, and cannot cope with many consecutive time instants
with few or no observations. Apart from making the grid coarser, the only way to deal
with data shortcomings is to increase the discount factor, meaning less new informa-
tion is being required at each time instant. This latter choice, however, also leads to
greater residual correlations, since the model loses some ability to integrate short-scale
spatial and temporal features. Hence, several combinations of lattices — with different
horizontal spacings, different number of vertical layers and different positions in space
—, kernel standard deviations and discount factors were experimented, using as a sec-
ond criterion the minimization of significant spatial and temporal residual correlations.
These where inspected separately, by means of spatial correlograms for synchronous
residuals and temporal correlograms for isotopic residuals.
Finally, under the DPC model the residuals were assumed to have asymptotical nor-
mal distribution. To investigate this, a “leave one out”cross-validation was performed
by producing a qq-plot of standardized residuals from 200 randomly selected observa-
tions from each decade of the 20th century. If the assumption was correct, standardized
residuals should have asymptotical standard normal distribution.
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4.1.3 Results
4.1.3.1 Long-term Trend Estimates
Figure 4.2 depicts the spatial variation of long-term linear trends found in temperature
anomalies of the PCS, at four depths. The trends and respective 95% posterior inter-
vals were estimated at points located on the 1/4◦ grid shown in Figure 4.1 and then
interpolated using the VG griding option of the software Ocean Data View (Schlitzer,
2003), with just enough smoothing (5% of the axes length) to create a continuous sur-
face. Since the spatial variation of trends was modeled as a continuous process, the
grid size could have been decreased indefinitely to obtain more accurate contours.
At the sea surface (Figure 4.2a), the presence of positive trends with high, significant
values close to the west Iberian coast is noteworthy. The area with significant trends
increases with depth and reaches its maximum extent at 150 m (Figure 4.2b). At
this depth, the area where trends exceed 1 ◦C(100yr)−1 is also greater than at 0 m,
and continues to grow down to 200 m, where negative trends have almost disappeared
(Figure 4.2c). Further down, trends are everywhere positive but non-significant (Figure
4.2d).
4.1.3.2 Baseline Estimates
Figure 4.3 shows time series plots of baseline estimates at two coastal and two offshore
locations. Several interesting features are revealed. Firstly, the sparseness of available
data for the first half of the 20th century leads to wide posterior bands and renders
short scale spatio-temporal variability undetectable in this period. Nevertheless, wide
variations of the surface baseline are apparent between 1920 and 1950 and a synchro-
nized fluctuation is discernible, with maxima in the late 1920s and 1940s and minima
in the early 1920s and mid 1930s. This fluctuation is stronger in coastal regions of the
PCS and is dampened with depth, becoming indistinguishable at 200 m.
Secondly, the post-1950 interannual and interdecadal evolution of the baselines is
very similar at distant locations in the PCS, when taking into consideration the uncer-
tainty associated with the estimates. Until the early 1970s, a pronounced cooling that
began in the 1940s is evident. Afterwards, a sustained warming that lasts until the end
of the time series is observed.
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Figure 4.2: Temperature trends in the Portugal Current System - Long-term
trend estimates [ ◦C(100yr)−1] at (a) 0 m, (b) 150 m, (c) 200 m, (d) 500 m. Interme-
diate and dark gray regions have 95% posterior intervals above 0 and 0.5 ◦C(100yr)−1,
respectively. Light gray regions are shallower than the depth analyzed.
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Figure 4.3: Time series of temperature baselines - Evolution of monthly sea surface
baseline estimates [◦C] at (a) 38.125◦N, 9.125◦W; (b) 38.125◦N, 14.125◦W; (c) 42.125◦N,
9.125◦W; (d) 42.125◦N, 14.125◦W. 95% posterior bands are drawn in gray.
113
4. TOWARD A BAYESIAN MODEL FOR OCEAN RETROSPECTIVE
ANALYSES
To better detail the spatial variability of these episodes of temperature change, 5-
year means of the baseline were computed for 1951-1955, 1971-1975 and 1996-2000.
The differences between these means at 0 and 300 m are presented in Figure 4.4; 95%
posterior intervals for these differences were produced by obtaining 5000 samples from
the joint posterior. At the surface, the baselines decreased significantly from the 1950s
to the 1970s almost everywhere in the PCS, exceeding a difference of −1◦C between
12 and 15◦W. This process of cooling associated with the baselines is still detectable
at 300 m, but only in offshore regions. When comparing the 1950s with the 1990s, the
latter period has warmer waters in the upper 125 m and cooler offshore waters down to
500 m, but the regions where significant changes in the baselines exist are few; also, no
large scale meridional or zonal gradients are evident. Thus, in terms of the baselines,
the early 1950s and the late 1990s may be considered alike.
4.1.3.3 Temperature estimates
Several results of the DPC model are presented here: first, a reconstruction of the
evolution of ocean temperature in a coastal location, depicting both short- and long-
term changes; second, surface plots of temperature differences between the periods
considered in section 4.1.3.2; third, time series plots of temperature differences between
coastal and offshore locations; finally, two surface plots showing the evolution of upper
ocean stability during summer, in two cross-shore sections off the west Iberian coast.
4.1.3.4 Coastal temperature change
During the data rich period of 1981–2000, observations in the PCS are available nearly
every month, allowing the DPC model to produce narrow 95% posterior intervals for the
mean and hence enabling the detection of significant short-term temperature changes.
For instance, Figure 4.5 shows that between 1981 and 1995, mean SST anomalies in
the SW Iberian coast fluctuated around 0◦C, whilst from then onwards they remained
positive. Given the final estimate of error variance, σ2 = 0.28◦C2, 95% posterior
intervals for the observations (which include the uncertainty related to the mean) have
in this case a range close to 3◦C.
In other periods, fewer measurements are available and the DPC model performs
poorer, making the study of interannual temperature changes more interesting. Fol-
lowing the previous example, Figure 4.6 displays a profile on the evolution of annual
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Figure 4.4: Differences in pentadal baselines - (a) The difference [◦C] between
monthly sea surface baselines averaged from 1971 to 1975 and monthly sea surface base-
lines averaged from 1951 to 1955. Intermediate and dark gray regions have 95% posterior
intervals below 0 and -0.5◦C, respectively. (b) As in (a) but for 300 m depth. (c) Difference
between monthly sea surface baselines averaged from 1996 to 2000 and averaged from 1951
to 1955. Intermediate and dark gray regions have 95% posterior intervals above 0 and
0.5◦C, respectively. (d) As in (c) but for 300 m depth.
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Figure 4.5: Evolution of SST anomalies off the SW Iberian coast - Monthly
estimates [◦C] of mean SST anomaly (central curve) and 95% posterior intervals for the
mean (inner band) and for the observations (outer band) at (38.125◦N, 9.125◦W), along
with observations made in a 1◦ square centered on that point.
temperature off SW Iberia. The long-term increase of temperature differences between
surface and subsurface waters, due to the significant warming of the former, is remark-
able. Also, the early onset of subsurface (< 125 m) temperature warming in the late
1960s can be discerned. A third interesting feature is the dampening of interannual
temperature variability with depth. For reasons of clarity, posterior intervals were not
depicted along with the average estimates; these would have shown the great uncer-
tainty related to temperature change prior to 1950.
4.1.3.5 Periods of cooling and warming
The 3 periods considered in section 4.1.3.2 are again compared in Figure 4.7, but the
impact of long-term trends is now included. Thus, differences between 5-year means of
temperature anomalies are portrayed. As Figure 4.7a shows, coastal surface waters off
Iberia remained at a nearly constant temperature from the early 1950s to the 1970s,
instead of cooling along with offshore waters. If this figure is compared with Figure
4.4, it may be deduced that the distinct behavior of coastal and offshore waters is in
part due to the long-term warming of the former. At 300 m, the cooling associated
with the baselines (Figure 4.4b) is counterweighted by the trends (Figure 4.7b). Thus,
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Figure 4.6: Temperature profile off the SW Iberian coast - Evolution of annual
temperature [◦C] at (38.125◦N, 9.125◦W).
only offshore waters of the PCS above 300 m underwent a significant change in ocean
temperature.
When the early 1950s are compared with the late 1990s the results are almost
symmetrical. In terms of the baselines, it had been shown that the two periods were
similar in the upper 300 m (Figures 4.4c and d). However, when trends are included, a
significant surface warming from the former to the later period is found east of 12◦W,
being stronger in coastal waters (Figure 4.7c); at 300 m, the impact of the trends is
smaller but still introduces significant differences at mid-latitude (Figure 4.7d).
4.1.3.6 Longitudinal temperature gradients
Previous results have shown that both trends and baselines have greater zonal than
meridional variability (Figures 4.2, 4.4 and 4.7). Hence, temperature gradients in the
longitudinal axis are likely to have changed significantly throughout the 20th century,
while remaining more or less stable in the latitudinal axis. To inspect this, differences
between coastal (9.125◦W) and offshore (14.125◦W) annual average temperatures at
100 m depth intervals were computed for two latitudes (38.125◦N and 42.125◦N) and
plotted in Figure 4.8. At both latitudes, the long-term weakening of temperature
gradients at all depths is remarkable. The rate of gradient change appears to increase
with increasing initial gradient and has a negative sign below 300 m, where cooler
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Figure 4.7: Differences in pentadal anomalies - As in Figure 4.4 but for temperature
anomaly estimates obtained as baselines plus long-term trends.
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waters are present offshore. When compared, gradients off NW and SW Iberia also
display similar short-term fluctuations in terms of timing and amplitude, pointing to
the stability of meridional gradients. There are, however, some important differences.
Off SW Iberia (Figure 4.8a), gradients in the upper 100 m changed markedly prior
to 1950 and stabilized from then onwards at negative values; at greater depths, the
convergence to 0◦C proceeded until 2000 but was not reached. In contrast, off the NW
coast (Figure 4.8b), the rate of change in the upper layer was small but steady, and
subsurface 0◦C average annual gradients were reached before the end of the time series.
4.1.3.7 Upper ocean stability
Stability in the upper layer of the ocean is primarily determined by a balance between
the net downward heat flux across the air-sea interface and turbulent mixing processes
associated with wind stirring and convective cooling (Husby and Nelson, 1982). In
summer months, the outcome of this balance in the PCS is generally in favor of stratifi-
cation of offshore waters, and some mixing of coastal waters due to upwelling-favorable
winds.
To analyze the evolution of upper ocean stability during summer, the climatologi-
cal temperature fields produced by Stephens et al. (2002) were added to anomaly fields
resulting from the DPC model, thus yielding monthly vertical temperature profiles on
a 1/4◦ grid. From these, temperature gradients between successive standard depths
down to 200 m were computed, and the maximum gradient obtained was considered an
indicator of water column stability in the upper layer of the ocean (i.e., strong gradi-
ents are indicative of stratified water columns). Figure 4.9 depicts the evolution of this
variable across two longitudinal sections in July. During this month, the seasonal ther-
mocline is located above 50 m everywhere (not shown), but its strength varies in space
and over the years: while offshore regions present strong vertical temperature gradients
and little temporal variability, coastal regions have on average weaker gradients and
display important decadal fluctuations, as well as a general trend towards stratification.
In Figure 4.9b, the rapid transition between well-mixed waters and strongly stratified
waters is noteworthy.
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Figure 4.8: Time series of coastal-to-offshore temperature differences - Evolution
of annual temperature differences [◦C] between 14.125◦W and 9.125◦W at (a) 38.125◦N
and (b) 42.125◦N. In (a), least squares trend lines were fitted to depths below 100 m. In
(b), a trend line was fitted to 0 m depth and the 0◦C difference line was included.
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Figure 4.9: Hovmo¨ller diagrams of maximum vertical temperature gradients -
Evolution of July’s maximum temperature gradient [◦C/m] in the upper ocean layer, in
two cross-shelf sections (9− 14◦W): (a) 42.125◦N; (b) 38.125◦N.
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4.1.3.8 Goodness-of-fit Analysis
The lattice L3 used (with 3 vertical layers and 2◦ horizontal spacing), along with a time-
varying discount factor associated with αt (equal to 0.995 before Jan-1951 and 0.96
afterwards), produced a fast-running DPC model able to efficiently decompose long-
and short-term temperature features in most regions of the PCS. From 1000 randomly
chosen sets of coordinates and depths, 80% presented least squares trends fitted to the
baselines between -0.25 and 0.25◦C(100yr)−1, while only 6% exceeded in absolute value
0.5◦C(100yr)−1. Despite raising some concerns, this latter percentage was considered
acceptable, given the simplicity of the model and the multiple constraints provided
by the data. The use of a single year-round trend also seemed appropriate, since
Model (4.4) yielded no significant 12-month oscillations in any of the 1000 locations,
in both baselines and residuals, when multiple testing was accounted for with the FPR
procedure. Of course, this result does not rule out the existence of non-stationary
seasonality, since this feature is included in the baseline (see, e.g., Figure 4.5).
Since clusters of temperature measurements were too infrequent in the analyzed
data set, mesoscale oceanic features were impossible to capture with the DPC model.
As a consequence, significant spatial correlations with a characteristic exponential-
like decay with distance were observed in the residuals (Figure 4.10a). To mitigate
this shortcoming, it should be pointed out that in many cases, synchronous, nearby
monthly temperature anomalies were computed with records provided exclusively by
the same cruise, making systematic measurement biases another plausible source of
residual spatial correlations. In any case, there are indications that the DPC model
was able to capture the better part of spatial temperature variability: when Lemos
and Pires (2004) applied a linear regression technique to model the evolution of SST
in 6 regions of the PCS, roughly 200 km apart, they obtained residuals whose spatial
correlation ranged between 0.48 and 0.81; with the present model, the surface residual
correlation for a distance of 200 km was close to 0.20.
Unlike the spatial correlation plot, the temporal correlation plot did not present
any noticeable residual structure (Figure 4.10b), meaning the DPC model successfully
integrated all the temporal variability of ocean temperature.
Finally, given the large number of observations available, standardized residuals
from the “leave one out”cross validation procedure should have standard normal dis-
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tribution. While there was no overall major violation to this assumption, the tails of
the observed distribution were somewhat heavier than expected for a normal (Figure
4.10c). When qq-plots were produced for each depth fitted separately, the residuals
closely followed the best fitting line, whose slope averaged 1 but varied from one plot
to another, tending to decrease with depth. Thus, the assumption of normality seemed
correct, but considering the error variance not to change with depth was too stringent.
To tackle this problem, which does not impair the results presented so far, σ2 should
be replaced either with a parametric function of depth or with a random process. In
both cases, the error covariance matrix in Model (4.4) would change from a multiple of
the identity to a diagonal matrix, and Markov Chain Monte Carlo methods would be
needed.
4.1.4 Discussion
In this paper, the evolution of ocean temperature anomalies in the PCS was modeled
as a spatially smoothed sum of a random walk and a linear trend. Although innovative,
this technique bears much resemblance to the class of models presented by Stroud et al.
(2001), where the mean function is written as a time-varying, locally-weighted mixture
of linear regressions.
Instead of the century-long trend, a different approach using piecewise linear model-
ing (Seidel and Lanzante, 2004; Tome´ and Miranda, 2004) might have been attempted;
this could have provided further insight in the onset and extent of medium-term (10-50
years) events of temperature change. Or, a non-linear trend might have been fitted,
simply by letting the discount factor associated with βt be less than 1 (see section
4.1.2.2); this would have yielded a model similar to those of Mendelssohn, Schwing
and coworkers (Schwing and Mendelssohn, 1998; Schwing et al., 1998; Mendelssohn
and Schwing, 2002; Mendelssohn et al., 2003). A third possibility would be to use the
second order polynomial models described by West and Harrison (1997), which pro-
vide a local linear trend. However, from the goodness-of-fit analysis performed to the
DPC model, there were no indications that making the trend more flexible would have
resulted in a better fit—the baseline seemed to be able to encompass all the short-
to medium-term variability while leaving temporally uncorrelated observational errors.
Hence, the trend was allowed to remain single and linear so as to pursue an important
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Figure 4.10: Plots of residuals from the DPC model - (a) Spatial correlation plot;
(b) Temporal correlation plot; (c) Quantile-quantile plot of standardized residuals from a
“leave one out”cross validation procedure (the expected standard normal distribution is
depicted by the line). All the available observations were used to produce the plots in (a)
and (b). For clarity, only 2000 observations were used in (c), and negative correlations
were not represented in (a) and (b).
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question for climatology: “Were there regions in the PCS where a significant overall
change of temperature occurred in the 20th century?”.
From the analysis of the World Ocean Database 2001, an interesting answer emerged:
overall changes were significant in coastal waters of the PCS, but not in offshore re-
gions (Figure 4.2). Surface trends were found to vary little with latitude and average
1.2 ◦C(100yr)−1 and 0.2 ◦C(100yr)−1 in coastal (< 10◦W) and offshore (12–15◦W) re-
gions, respectively. These estimates closely resemble those obtained by Lemos and
Pires (2004), who used SST records between 1946 and 1997 from a nearly independent
collection, the Comprehensive Ocean-Atmosphere Data Set (COADS; Woodruff et al.,
1998). It should be noted, however, that the results differ in terms of significance,
mostly because Lemos and Pires (2004) did not insert any spatial or short-term tem-
poral features into their model; when present in the data, these features are known to
affect the performance of significance tests (see section 4.1.5).
As a new finding, the present work shows that significant coastal trends range from
the surface to 300 m depth; also, the area with significant trends reaches its maximum
extent at 150 m, even though the trends are not as strong as at the surface (Figure
4.2). This higher signal-to-noise ratio present in subsurface waters may be due to their
ability to integrate long-term changes in surface fluxes, while changes in surface fluxes
themselves may be extremely difficult to measure because of the high level of variability
on many timescales (Banks and Wood, 2002).
In connection with the observed spatial variability of long-term trends, marked
reductions of annual temperature gradients between coastal and offshore regions were
found (Figure 4.8), together with a shallowing of the summer coastal thermocline depth
(Figure 4.9). In a current system such as the PCS, where seasonal episodes of upwelling
cool the upper ocean layer (200–300 m) in coastal waters (Fiu´za, 1984), the aforemen-
tioned phenomena may best be explained by a weakening of the upwelling regime, as
suggested already by Dias (1994) and Lemos and Pires (2004). In these earlier stud-
ies, this conclusion partly derived from analyses of wind records, since a significant,
long-term weakening of northerly, upwelling-favorable winds was found across the Por-
tuguese coast (Figure 4.11).
Although significant linear trends were found in some regions of the PCS, the evo-
lution of temperature anomalies was everywhere far from linear, owing to interdecadal
fluctuations of the same magnitude as the trends (Figure 4.4). Unlike the trends, these
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Figure 4.11: Time series of alongshore wind at four coastal weather stations
- April-September average [m/s] meridional wind component in: (a) Porto (41.1◦N); (b)
Cape Carvoeiro (39.4◦N); (c) Lisbon (38.7◦N); (d) Sagres (37.0◦N). Negative values indicate
northerly, upwelling-favorable winds. To point out the similar long-term behavior of the
meridional wind component across the western Iberian Peninsula, least squares regression
lines were fitted to the data. Data from Lemos and Pires (2004).
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fluctuations affected coastal and offshore regions alike and, as will be discussed in the
next paragraphs, were closely related to basin-wide phenomena.
For the first half of the 20th century, model estimates are associated with wide
posterior intervals (Figure 4.3), meaning there is low certainty regarding the onset,
extent and amplitude of temperature changes. Nevertheless, the period of warming
that characterized the North Atlantic from the 1920s onward (Kushnir, 1994; Delworth
and Knutson, 2000) may be discerned. In the mid-1920s and 1930s, transient periods
of strong upwelling are apparent, especially in the SW Iberian coast (Figures 4.3 and
4.8), but this finding should be corroborated with further data.
From the 1950s to the 1970s, the North Atlantic underwent a phase of cooling
(Kushnir, 1994), and the PCS was no exception (Figure 4.7a and b). In an analysis of
subsurface temperature change between the two decades, Ezer et al. (1995) obtained
average values close to -0.4◦C in the upper 100 m and +0.05◦C at greater depths.
The surfaces presented in Figure 4.7 agree with these results but show an important
difference between coastal and offshore surface waters, since in the former, the long-
term warming trends suppressed the cooling event (see subsection 4.1.3.5).
From the 1970s to the late 1990s, the short-term variability of ocean temperature
in the PCS returned to the levels it had in the early 1950s (Figure 4.4c and d). This
reversal was also observed in SST from other regions of the Canary Current System
(Kifani, 1998), as well as the NE Atlantic on the whole (Casey and Cornillon, 2001,
Fig. 3g). However, when long-term trends were accounted for, coastal regions revealed
a marked temperature increase (Figure 4.7c and d). Again, the long-term weakening
of the upwelling regime seems the best candidate to explain this phenomenon.
In conclusion, the temporal variability of ocean temperature in the PCS, during
the 20th century, seems to have derived from two major sources: one consisted of well-
described, basin-wide, short- to medium-term variability; another was identified as a
local, long-term weakening of the west Iberian upwelling regime.
4.1.5 Concluding Remarks
In climate change research, long-term changes of variables such as ocean and air temper-
ature are frequently investigated. A common approach is to bin the available observa-
tions into geographic regions and, separately for each bin, fit a least squares regression
model with time as the predictor variable and assess the significance of the obtained
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slope (e.g. Casey and Cornillon, 2001; Beig et al., 2003, and references therein). Some
comments are in order here:
First, due to the common sampling errors in oceanic and atmospheric data sets,
adjacent regions may present largely distinct trends. Statistical methodologies that
estimate the spatial variation of trends without isolating the bins seem preferable,
since they are more resilient to this problem. The usefulness of such methodologies
is increased in regions where the analyzed variable presents strong gradients, such as
boundary current systems, since the detection of marked spatial variability of trends
may be attributed with higher confidence to a long-term change of the physical phe-
nomenon that leads to the observed gradient.
Second, climatic data often present significant spatial and temporal correlations.
This impairs the search for long-term changes, because the number of effectively inde-
pendent observations (neff ) available to standard statistical techniques is smaller than
the sample size. The impact of serial correlation is so important that Santer et al.
(2000) and Yue et al. (2002) have shown it to critically affect decisions on the signifi-
cance of air temperature and river streamflow trends, respectively. The same studies,
however, also showed that the various procedures available to account for temporal
autocorrelation have differing impacts on trend significance (for another analysis, see
Alpargu and Dutilleul, 2003). When analyzing binned data, spatial correlations further
reduce neff , and the way how corrections are made to standard techniques becomes
more complicated (see Yue and Wang, 2002), especially in the frequent cases where
spatial and temporal features cannot be modeled separately. Hence, more complex
statistical models that integrate them and do not require post-hoc corrections may in
fact provide easier ways to estimate trend significance.
Third, to understand the evolution of a physical property relevant to climate change
research, it is also useful to study the way how transient anomalies formed around the
trends and how they became distributed in space. Along with the trends, this infor-
mation is important to assess the quality of numerical models that may be developed
to investigate the causes for the observed changes.
In light of the above comments, the statistical methodology developed in this paper
seems to present a valuable contribution to climate change research and other types
of analyses where the data present complex features on various spatial and temporal
scales.
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Together with previous analyses (Dias, 1994; Lemos and Pires, 2004), the results
presented here point to a significant weakening of the upwelling regime in the PCS.
Several questions may have arisen up to this point, namely: What was the extent of
the Canary Current System that displayed this behavior? Did other major upwelling
regions present similar trends? Was anthropogenic climate change the cause for this
phenomenon? What will be the likely response of upwelling systems to future buildup
of CO2 in the atmosphere? Some responses are attempted in these final paragraphs.
Regarding the first two questions, most available information was produced in the
Climate and Eastern Ocean Systems Project conference held in 1994, and suggested an
intensification of upwelling off NW Africa (Binet et al., 1998; Demarcq, 1998; Kifani,
1998), with an intriguing blend of stronger equatorward (upwelling-favorable) winds and
warmer coastal SST being found in southernmost regions (Roy and Mendelssohn, 1998).
The resulting meridional pattern of trends for the whole Canary Current System—
including weaker upwelling winds and warmer SST in the northern extent—thus resem-
bles the one found by Schwing et al. (1998) in the California Current System (CCS).
However, as Roy and Mendelssohn (1998) pointed out, trends computed with differ-
ent data sets displayed inconsistencies, and important biases in COADS data must be
sorted out to avoid erroneous interpretations.
More recently, Mendelssohn et al. (2003) modeled surface and subsurface tempera-
ture data from the CCS with a state-space model, and found that the first two common
trends displayed a warming tendency. In all locations surveyed, the first common trend
had positive loadings whose amplitude decreased with depth, indicating that the mean
temperature of the upper ocean layer increased during the period analyzed (1950–1993).
The second common trend, which accounted for much of the remaining variability, had
positive loadings in coastal regions and negative loadings in offshore regions, thereby
enhancing the warming tendency in the former and mitigating it in the latter. The
resulting pattern of long-term change is thus identical to that described in the present
paper, which is an interesting finding since the PCS and the CCS are located at the
same latitude, albeit in different oceans. Added to this, the most important decadal
fluctuations of ocean temperature also seem to be synchronized between current sys-
tems (cf. Figure 7 of Mendelssohn et al. (2003) with Figure 4.6).
The latter two questions are also delicate to answer, because opposing viewpoints
exist on the implications of greenhouse warming to coastal upwelling systems. Ac-
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cording to one (Bakun, 1990), increased greenhouse effects may enhance temperature
gradients between the oceans and the continents, which in turn strengthen alongshore
winds and thus coastal upwelling. According to another (Wright et al., 1986; Kennedy
et al., 2002), weaker upwelling may result from a combination of the following phe-
nomena: greater surface heating, reduced salinity of surface waters, and weaker winds
produced by smaller thermal gradients between polar and equatorial regions. So far,
different climate models have provided responses that support either view as well as
neither one (cf. Bopp et al., 2001; Mote and Mantua, 2002; Snyder et al., 2003). In
conclusion, the subject of local and global changes in upwelling systems still presents
important challenges to be investigated in future work.
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4.2 A Spatio-Temporal Model for Mean, Anomaly and
Trend Fields of North Atlantic Sea Surface Tempera-
ture 1
Abstract
We consider the problem of fitting a statistical model to thirty years of sea surface
temperature records collected over a large portion of the Northern Atlantic. The ob-
servations were collected sparsely in space and time with different levels of accuracy.
The purpose of the model is to produce an atlas of oceanic properties, including climato-
logical mean fields, estimates of historical trends and a spatio-temporal reconstruction
of the anomalies, i.e., the transient deviations from the climatological mean. These
products are of interest to climate change and climate variability research, numerical
modeling and remote sensing analyses. Our model improves upon the current tools
used by oceanographers in that it constructs instantaneous temperature fields prior to
averaging them into the climatology, thus giving equal weight to all years in the time
frame, regardless of the temporal distribution of data. It also accounts for non-isotropic
and non-stationary space and time dependencies, owing to its use of discrete process
convolutions. Particular attention is given to the handling of massive data sets such
as the one under study. This is achieved by considering compact support kernels that
allow an efficient parallelization of the Markov chain Monte Carlo method used in the
estimation of the model parameters.
Resulting monthly climatologies are compared with those of the World Ocean Atlas
2001, version 2. Different water masses appear better separated in our climatology, and
a close link emerges between the kernels’ shape and the dominating patterns of ocean
currents. The subpolar and the temperate North Atlantic display opposite trends, with
the former mainly cooling over the years and the latter mainly warming, especially in
the Gulf Stream region. Long-term changes in annual cycles are also detected. As in
any hierarchical Bayesian model, parameter estimates come with credibility intervals,
which are useful to compare results with other approaches and detect areas where
sampling campaigns are needed the most.
1This section is co-authored with B. Sanso´ (Department of Applied Mathematics and Statistics,
University of California Santa Cruz, USA) and may be cited as Lemos and Sanso´ (2009a). The discus-
sion and rejoinder of this paper are not reproduced here.
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4.2.1 Introduction
The World Ocean has long been sampled by scientific and military cruises, voluntary
observing ships, fixed observatories and buoys. Initially, databases constructed thereof
had one major purpose: to depict the mean or climatological state of the ocean, so
as to understand the properties, distribution and circulation of water masses, and to
identify forcing mechanisms. Today, climatological atlases remain a basic tool for this
end, but many new uses have emerged; for example, in numerical ocean modeling,
climatologies are used to provide the initial stages of simulations, to define boundary
and forcing functions, to keep estimates of properties within realistic bounds, and to
evaluate results. As climate change and climate variability research developed, another
focal point became the deviations from the mean, dubbed anomalies, on various spatial
and temporal scales. Detecting long-term changes in ocean properties, especially tem-
perature, became a subject of intense research (Kushnir, 1994; Casey and Cornillon,
2001; Gouretski and Koltermann, 2007).
Objective analysis (OA) is the most used method to produce ocean climatologies.
Boyer et al. (2005) summarize OA as a calculation of mean fields at each grid square,
based on a weighted difference between the means at all grid squares within a given
radius of influence around a grid point and a first-guess field at the same grid square.
For the first-guess field, earlier climatologies or gridded averages of raw data are used.
The weighting kernel is problematic to define, because it depends on the covariance
structure of the property, which is unknown. Usually, isotropy and stationarity are
assumed, along surfaces of either constant depth (Reynolds et al., 2002; Boyer et al.,
2005) or constant density (Lozier et al., 1995; Gouretski and Janke, 1999). Via ex-
ploratory data analysis, the decorrelation length is calculated and the kernel’s shape is
fixed accordingly. The number of OA passes varies among applications, and post hoc
smoothing is often needed to eliminate bull’s eyes. In the final product, uncertainty
about the kernel’s shape, the first-guess field and the adequate number of passes is not
included. Furthermore, isotropy and stationarity assumptions generally do not hold
for ocean properties. Extensions and alternatives to OA include Empirical Orthogonal
Functions analyses (Holbrook and Bindoff, 2000), variational analyses (Brasseur et al.,
1996) and anisotropic loess smoothers (Ridgway et al., 2002), which mitigate some but
not all of these issues.
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In the last 15 years, several methods were developed to estimate parameters in non-
stationary anisotropic models, most of which consider Gaussian processes. The idea of
producing a non-linear transformation of space to achieve isotropy was popularized in
the early 1990s, following the work of Sampson and Guttorp (1992). This approach
was originally developed using cross-validation and then extended to include likelihood-
based methods (Damian et al., 2001; Schmidt and O’Hagan, 2003). Another approach
used multivariate normal models to estimate general covariance matrices (Brown et al.,
1995), and a third built globally anisotropic processes from convolutions of locally
isotropic ones. This was done by considering processes with either spatially varying
covariance parameters (Fuentes, 2002) or spatially varying convolving kernels (Higdon
et al., 1999). A related technique created large classes of non-stationary covariance
functions using convolutions (Paciorek and Schervish, 2006).
Sophisticated statistical methods are increasingly applied to massive data sets col-
lected in situ or from remote sensing (e.g., Wikle et al., 2001). Explicit computations
of covariance matrices, which correspond to Gaussian processes observed at millions
of locations, are usually avoided, since decomposing and even storing them may be
impossible. Spectral representations or multiresolution methods are preferred, but as
they require the data to be on regular grids, data aggregation or statistical imputa-
tion of missing values must be considered. Recent examples are Nychka et al. (2002),
Tzeng et al. (2005), Fuentes (2007), Johannesson et al. (2007) and Paciorek (2007).
Atmospheric scientists have developed a body of literature on covariance structures for
Gaussian random fields; the focus is mostly on the properties of classes of correlation
functions and the methods to compute them on very large regular grids, with little em-
phasis on estimation procedures. A good review of the approaches traditionally used
in atmospheric data assimilation problems is presented in Xun (2005), and a seminal
paper in the area is Gaspari and Cohn (1999).
In this paper we consider the problem of creating climatological, anomaly and long-
term linear trend fields of sea surface temperature (SST) in the North Atlantic (14–
66◦N, 0–100◦W). Among other features, this part of the World Ocean combines regions
with abundant and scarce sampling, includes eastern and western boundary current
systems, and presents strong spatial and temporal variability at the sea surface. It
thus provides an adequate testbed for global scale projects, encompassing many ocean
properties.
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The goals of our application are the following: a) The climatology must display
smooth contours, comparable to other existing products, namely the 1/4◦ World Ocean
Atlas 2001, version 2 (WOA; Boyer et al., 2005), which is presently the standard clima-
tological product from the National Oceanographic Data Center (NODC); b) anomaly
fields must capture medium- to large-scale features and average zero everywhere; c) the
trend field must be smooth; d) all fields must come together with measures of uncer-
tainty; e) the method must be easily extended to a larger data set and/or geographical
domain.
For our approach, we use data from the NODC World Ocean Database 2005 (Boyer
et al., 2006), collected with four types of instruments between 1961 and 1990. Screening
was performed using quality control criteria similar to those in the NODC webpage,
resulting in 1,150,097 valid observations. In the tradition of products used for data
based descriptions of the climate, our model is purely empirical and of general purpose.
It is based on the representation of a Gaussian process as the convolution of a process
with a kernel, as proposed in Higdon (2002). If white noise is used in the convolution,
then the covariance of the resulting process is fully determined by the kernel. A discrete
approximation of the convolution integral is obtained by sampling the convolved process
on a grid. This is the motivating idea to model a random process for any point s in
space S, say θ(s), as
θ(s) =
∑
j∈J
K[s− j,ω(s)]ψ(j), (4.5)
where J is a grid in S with nJ points spaced rJ units apart, K[·,ω] is a normalized
anisotropic kernel that depends on a vector of parameters ω, and ψ(j) is a random
field with a simple correlation structure. The dependence of ω on the location of the
kernel allows for non-stationary correlation structures. We refer to processes like the
one in Equation (4.5) as discrete process convolutions (DPCs). When the dimension
of J is small, DPCs provide an effective way of reducing the computational burden
required for inference, since only nJ locations need to be considered. Additionally, no
imputations or aggregations need to be performed on irregularly located data.
This paper is organized as follows. Section 4.2.2 provides the most important as-
pects of our notation. Section 4.2.3.1 describes DPCs into greater depth, focusing
especially on the anisotropic kernel. Section 4.2.3.2 presents our hierarchical Bayesian
model, and shows how it is used to produce climatological, anomaly and trend fields
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of North Atlantic SST, for the period 1961-1990. In section 4.2.3.3 we specify how the
model is fitted, and in section 4.2.4 we present and discuss the most important results.
Finally, in Section 4.2.5, we return to the subjects introduced here and consider future
modeling endeavors.
4.2.2 Conventions and notation
Model parameters and derived quantities are written with lower case and upper case
Greek letters, respectively. Vectors and matrices are in boldface and their elements
can be singled with subscripts, e.g. Λ1. The superscripts −1 and t denote inverse
and transpose. S is a 2D space and J is a regular grid in S, with nJ points spaced
rJ units apart. Points in S and J are respectively denoted s ≡ (xs, ys) and j ≡
(xj , yj). Variance parameters are designated with τ2. All other parameters have time
as subscript and spatial location in parentheses e.g., βt(j). In some cases, the time
component is decomposed into month m and year y. If the parameter does not change
over the years, only the month subscript is used.
4.2.3 Model
4.2.3.1 Discrete Process Convolutions
To model processes that vary smoothly over S, we define a grid J and assign a latent
process to each point j ∈ J . As stated in Equation (4.5), DPC modeling consists
of equating the process of interest, at location s, to a normalized weighted sum of
the latent processes. The weight assigned to each latent process depends on s, and its
unnormalized value, which we denote with an asterisk (K∗), is in our approach provided
by the kernel
K∗[s− j,ω] ≡
{ (
1− ||s− j||2Σ
)ω1 if ||s− j||Σ < 1
0 otherwise.
Here, ω ∈ R4 (note that, to facilitate reading, we omit the spatial dependence of ω in
this section), and
||s− j||Σ ≡
√
((xs − xj), (ys − yj)) Σ−1 ((xs − xj), (ys − yj))t. (4.6)
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The inverse of the symmetric and positive definite matrix Σ = Σ(ω) ∈ R2×2 is given
by
Σ−1 ≡
(
Ψ1 + Ψ2 cos 2ω4 Ψ2 sin 2ω4
Ψ2 sin 2ω4 Ψ1 −Ψ2 cos 2ω4
)
, Ψ =
1
2
(
1
ω22
+
1
ω23
,
1
ω22
− 1
ω23
)
.
Conditions for the positive definiteness of Σ will be given below. In the next para-
graphs, we examine the kernel’s flexibility for DPC modeling, and provide Figure 4.12
as example.
Figure 4.12: The convolution kernel - Depiction of a kernel centered at s = (−6, 60)
and ω = (1.5, 2
√
2, 4, pi/4). a) Top view. The kernel’s contours are depicted by the solid
lines. The dashed (dotted) circle delimits the largest (smallest) possible support for any
kernel centered at s. The bullets are points of J , and the dashed-dotted circle delimits
the area where the DPC weights involving j may be non-zero. b) Side view (solid line),
latitude=60. Kernel shapes for ω1 equal to 0.01 (dotted line), 5 (dashed line), and 20
(dotted-dashed line) are also shown.
If we let ω1 ∈ (1.5, 5), the kernel’s shape ranges from triangular- to Gaussian-like
(Figure 4.12b). Values outside this range yield jagged convolution surfaces, which are
of no interest to us. If we set ω2 = ω3, then Ψ2 = 0; Σ becomes space-invariant and
proportional to the 2 × 2 identity matrix, and the distance between s and j becomes
proportional to the Euclidean distance. Thus, we obtain an isotropic kernel, termed
“Be´zier kernel” by Brenning (2001). To explore anisotropic modeling, we let ω4 = 0
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for a moment. By equating expression (4.6) to 1, we obtain
(xj − xs)2
ω22
+
(yj − ys)2
ω23
= 1,
which defines an ellipse centered at s. Thus, if 0 < ω2 ≤ ω3, ω2 and ω3 define the sizes
of the ellipse’s semi-minor and semi-major axes, respectively. If we now let ω4 vary in
the interval (−pi/2, pi/2), the ellipse becomes inclined; the angle between ω2 and the
x-axis corresponds to ω4. Hence, points of J at the same Euclidean distance to s may
have substantially different contributions to the DPC. For example, in Figure 4.12a,
the DPC for a process located at s would result from averaging the latent processes at
j and j′ only.
Small or oblong kernels, centered at some points in S, may have no points of J inside
their support. This produces an invalid DPC because the weights amount to zero. We
avoid this possibility by ensuring that, for every s, at least its nearest neighbor in J
falls within the support. Since we are using a regular grid, the maximum Euclidean
distance between these two points is rJ/
√
2, as depicted in Figure 4.12a. Hence, a
sufficient condition to obtain a valid DPC is that ω2 > rJ/
√
2. On the other hand, we
may consider that the behavior of the process of interest, for any location in S, can be
reasonably described by (at most) the 4 nearest neighboring latent processes located
in J . Since the minimum Euclidean distance between s and its fifth nearest neighbor
in J is rJ , we ensure that this point never belongs to the kernel’s support if ω3 < rJ .
In summary, we let rJ/
√
2 < ω2 ≤ ω3 < rJ , which guarantees the positive definiteness
of Σ.
The above choice for the maximum size of the kernel’s compact support is an aggres-
sive one, but it comes with two important features: i) in equation (4.5), the summation
has at most 4 non-zero terms, easy to map, for all s; ii) only the random processes θ(s)
falling in the circle centered at j with radius rJ are related with ψ(j) (Figure 4.12a).
Thus, once we define a suitable hierarchical model and begin exploring the posterior
distribution of its processes (say, θ and ψ) with Markov chain Monte Carlo methods
(MCMC; see, e.g., Gamerman and Lopes, 2006), summations are rapidly computed and
we can make efficient use of a parallel computing architecture. To this end, we divide
S into a number of overlapping regions, partition J accordingly, and let a different
computing processor sample only the model processes within its region of S and J .
Because regions are not independent, each processor must have updated information
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about model processes in adjacent regions. A scheme of the procedure for the simplest
network possible (2 processors) is presented in Figure 4.13 and Table 4.1.
Figure 4.13: Parallel processing scheme - In this example, S is divided into two
regions that overlap between 52◦W and 48◦W. Latent processes in empty (filled) points of
J are sampled by processors 1 (2). The columns of J are numbered over S to describe the
MCMC algorithm (Table 4.1).
Table 4.1: Steps in the parallel processing scheme - MCMC cyclical procedure for
the setting displayed in Figure 4.13.
Step Processor 1 Processor 2
1 Sample ψ in columns 1-12 of J Sample ψ in columns 14-25 of J
2 Receive samples of ψ from column 14 of J Send samples of ψ from column 14 of J
3 Sample ψ in column 13 of J Sample ψ in column 26 of J
4 Send samples of ψ from column 13 of J Receive samples of ψ from column 13 of J
5 Sample θ in the area 100◦W–48◦W of S Sample θ in the area 48◦W–0◦W of S
6 Send samples of θ in the area 52◦ − 48◦W of
S
Receive samples of θ in 52◦ − 48◦W of S
On the other hand, we could consider the kernel’s maximum support, as well as the
DPC grid resolution, rJ , as two random quantities, and embed them in the estimation
procedure. This would be more consistent, from a purely methodological viewpoint. Al-
ternatively, we could use model selection criteria. Unfortunately, none of these options
turn out to be computationally feasible when fitting a hierarchical model to a massive
data set. As a consequence, for the problem at hand, we equate both the resolution
of J and the upper limit for the kernel’s semi-major axis to 4◦, and we explore other
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possibilities with smaller domains and test cases. We evaluate our modeling choices
based on computation time, convergence, goodness-of-fit assessment and a qualitative
evaluation of the resulting climatological, anomaly and trend fields. The most impor-
tant points to consider are: i) the kernel’s semi-minor axis has rJ
√
2/2 as lower limit;
ii) the upper limit of the support, relative to the resolution, conditions the size of the
DPC summations, which in turn affects the computation time; iii) certain configura-
tions of resolution and support may lead to convergence problems, overfitting the data
and/or producing large ripples in the fields; iv) decreasing the grid spacing requires
more processing power and storage capacity, to the point that computations may be
unfeasible; and v) increasing the maximum kernel support renders the parallelization
less efficient, because a smaller number of processors can be used and more information
must be shared among them.
The application of the full hierarchical model with different configurations (grid
resolution and/or kernel shape) is described in 4.2.3.3. Here, we draw insight from the
simple DPC model
x(s) ∼ N
(∑
j
K[s− j,ω]ψ(j), τ2
)
.
We cast this model in a univariate domain, and try different choices of grid resolution
and kernel support. The smoothness parameter ω1 is set to 2, and flat priors are
provided to ψ and τ2. Figure 4.14 presents 4 configurations for the same simulated data
set. We observe that increasing the grid resolution produces more rugged fits (upper
panels), and that coarse grid models (lower panels) are more resilient to producing
ripples in regions with no data (gray area). Fits are smoother for kernels with large
support (right hand panels), at the cost that the estimated latent processes are very
far from observations. In the real application to which we return below, large spatio-
temporal windows with few data are frequent. Thus, an efficient transfer of information
between neighboring latent processes is necessary so as to produce realistic convolution
surfaces. In models with kernels that have large supports this transfer is less efficient,
because latent processes are highly variable across space even in data rich regions. This,
in addition to the computational advantages, prompts us to set our initial preference
to the coarse grid model with small support (lower left panel), even though it misses
some of the variability present in the observations.
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Figure 4.14: DPC fit of 100 simulated data - Left (right) hand panels display kernels
with support equal to 1× (2×) the grid resolution. In the first (second) row the resolution
is 2 (1) grid points per 20 horizontal units. Continuous lines correspond to DPC fits for all
data, dotted lines correspond to DPC fits after eliminating data in the gray region. Bullets
(crosses) correspond to the posterior means of the latent processes obtained by including
(excluding) the data in the gray region; some exceed plot bounds.
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Figure 4.15: Domain, grid and data coverage - a) The domain S (gray area), the
grid J (bullets; nJ = 270, rJ = 4◦), a transect (line) and three “case study” points (open
circles); b) spatial distribution of a random sample with 1% of the the total number of
observations used in the model; c) temporal distribution of the full data set.
4.2.3.2 Hierarchical Model
The model presented in this paper has a temporal resolution of one month, from January
1961 to December 1990, and J consists of a 4◦ grid that covers the North Atlantic
(Figure 4.15a). We describe an observation of SST collected with instrument i =
1, . . . , 4 (see Table 4.2), in month m, year y and location s, say xi,m,y(s), as a sum of
true SST, θm,y(s), and measurement error with variance τ2i ; thus
xi,m,y(s) ∼ N
(
θm,y(s), τ2i
)
.
Measurements are irregularly distributed in space and time, with coastal regions and
the mid 1960s being more heavily sampled (Figure 4.15b and c). Given that SST is
never sampled twice in any location, we use the accuracy reports of Boyer et al. (2006)
to fix the error variances of measurements made with high resolution conductivity, tem-
perature and depth (CTD) instruments, expendable bathythermographs (XBT), and
mechanical bathythermographs (MBT). Assigning an error variance to ocean station
data (OSD) is more difficult, because this data set comprises measurements made with
a variety of instruments (viz . self-closing sample bottles and calibrated thermometers
on cables, lowered from stationary ships). Based on a survey of the general accuracy
of these instruments, we set the observational standard error for OSD equal to 0.25.
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Table 4.2: Data sets and observational variances - See text for acronyms.
Data set name no. obs. τ2i
OSD 261,172 6.25× 10−2
CTD 29,879 6.25× 10−6
XBT 419,263 2.5× 10−3
MBT 439,783 2.025× 10−1
Under the formulation above, the climatological SST for month m and location s,
denoted Ξm(s), is
Ξm(s) =
1
30
1990∑
y=1961
θm,y(s),
and the anomaly for month m, year y and location s, denoted ∆m,y(s), is
∆m,y(s) = θm,y(s)− Ξm(s).
To model θ using a DPC we use the following latent processes: α, which describes the
average annual SST; the vector βt ∈ R4, which captures the annual cycle and transient
deviations thereof; and η, which accounts for possible long-term changes in SST. We
also characterize the resulting error by means of a DPC of the latent process σ. This
yields
θm,y(s) ∼ N
(∑
j
K[s− j,Λ(s)] (α(j) + βt(j)wTt + η(j)(t− 180)),∑
j
K[s− j,Ω(s)] exp (σ(j))
)
. (4.7)
In this expression, t = m+ 12(y − 1961) denotes time in months since December 1960
and
wt =
(
sin
(
2pit
12
)
, cos
(
2pit
12
)
, sin
(
2pit
6
)
, cos
(
2pit
6
))
.
For future reference, the standard deviation of monthly θm,y(s) will be denoted as Φ(s).
We let the four dimensional kernel vectors Λ and Ω change across space, according to
Λ(s) =
∑
j
K[s− j,u]κ(j),
Ω(s) =
∑
j
K[s− j,u]ρ(j),
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Table 4.3: Model processes and variance parameters.
Process Description Var. param.
θm,y(s) True SST −
− SST measurement variance (fixed) τ 2i
κ(j) Kernel shape for mean SST −
α(j) Annual mean SST τ2α
βt(j) Seasonal cycle τ 2β1
η(j) Long-term linear trend τ2η
σ(j) SST variance τ2σ
ν(j) Discount factor for the cycle −
ρ(j) Kernel shape for SST variance −
to account for location-dependent anisotropy in the mean and variance of SST. In
these expressions, the vector u is fixed at (2, rJ , rJ , 0). The components of β follow
independent random walks,
βt ∼ N (βt−1,Wt) , (4.8)
with the discount factor ν(j) applied to the diagonal evolution variance matrix W
(West and Harrison, 1997, Chapter 2). To provide some spatial coherence in the vari-
ability of α, we use a Gaussian Markov random field (MRF). Thus,
α(j) ∼ N
(
α(N(j)) + α(S(j)) + α(E(j)) + α(W(j))
4
, τ2α
)
.
Here, N(j) denotes the point in J immediately to the north of j, and so forth. We
couple β1, η and σ to analogous MRF structures. Tables 4.3 and 4.4 contain a list
and short description of all the model’s processes/parameters and derived quantities,
respectively.
4.2.3.3 Model implementation and fit assessment
For τ2α, τ
2
β1
and τ2σ , we use inverse Gamma(1, 0.1) prior distributions, as they provide
little prior information. To ensure a smooth trend field, τ2η receives a narrower, but
still vague, inverse Gamma(2, 0.002) prior. We use a Uniform (0.9, 1) prior for ν, as
this support covers the factor’s natural range of variability. The latent processes κ1
and κ4 receive Uniform priors with support (1.5, 5) and (−pi/2, pi/2), respectively; the
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Table 4.4: Derived quantities.
Quantity Description Derived from
Ξm(s) Monthly climatological SST θm,y(s)
∆m,y(s) Monthly SST anomaly θm,y(s)
Λ(s) Kernel shape for mean SST κ(j)
Ω(s) Kernel shape for SST variability ρ(j)
Φ(s) Standard deviation of monthly SST σ(j),ρ(j)
joint prior for κ2 and κ3 is proportional to IrJ/
√
2<κ3≤κ2<rJ , where I is the indicator
variable. To ρ we assign priors analogous to κ.
We explore the posterior joint distribution of all model quantities by MCMC. Closed
form full conditional distributions for the Gibbs sampler are provided in the Appendix.
We sample from the joint distribution of (β1, . . . ,β360) using a forward filtering, back-
ward sampling algorithm (West and Harrison, 1997, Chap. 15) applied to the con-
ditional multivariate dynamic linear models with observation equation obtained from
(4.7) and evolution equation obtained from (4.8). We update the samples of κ, ρ, ν
and σ with Metropolis-Hastings steps, using truncated normals as jumping distributions
and setting their variances upon a pilot run of 3,000 iterations.
For convergence diagnostics, we use the methods developed by Heidelberger and
Welch (1983), Gelman and Rubin (1992), Geweke (1992), Raftery and Lewis (1992a,b)
and Brooks and Gelman (1998), which are available in the package Bayesian Output
Analysis Program (BOA; Smith, 2005) within R (R Development Core Team, 2005).
With BOA we define the length of the burn-in stage (1,200 iterations), thin the chain
(1/3), check stationarity and set the adequate sample size (6,000 iterations from the
thinned chain) to achieve the precision required in the estimation of 95% posterior
intervals. To check that the initial conditions are irrelevant to the posterior distribu-
tions, we compare two runs where one starts with a warm ocean (α(j) = 30, for all
j), low discount factors (ν(j) = 0.91) and high variance parameters (τ2α, τ
2
β1
, τ2σ = 10,
τ2η = 0.01), while the other starts with a cooler ocean (α(j) = 15) and average discount
factors (ν(j) = 0.95) and variances (τ2α, τ
2
β1
, τ2σ = 0.1, τ
2
η = 0.001). Both runs start with
no seasonality or trends.
Finally, we assess lack of fit of the data with respect to the posterior predictive
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distribution by searching for noticeable instrument dependent, spatial or temporal pat-
terns in Bayesian posterior predictive p-values (PPPs; Gelman et al., 2004, Chap.
6)
pBi,m,y(s) = Pr
(
xrepi,m,y(s) ≥ xi,m,y(s)|data
)
.
In this expression, xrepi,m,y(s) is a replicated datum, simulated from the posterior predic-
tive distribution, xi,m,y(s) is an actual SST measurement. If the prediction produced
by the model for month m and year y at location s is compatible with the corresponding
observation, pBi,m,y(s) should not be too small or too large. PPPs have been criticized
for not being uniformly distributed, a fact that limits their use for formal model as-
sessment. Unfortunately, corrections like the one proposed in Hjort et al. (2006) can
depend strongly on the prior distributions and are too computationally demanding
to be used in this application. The alternative proposed in Johnson (2007), based on
pivotal quantities, is not easily implemented for data with space and time dependencies.
To explore the influence of different grid resolutions and kernel shapes on the re-
sulting climatological fields, we perform two tests on small domains, plus a basin-wide
test. In the basin-wide test, we replace our flexible kernels with Be´zier kernels with
smoothness parameter 2, i.e. we equate Ω(s) and Λ(s) to (2, rJ , rJ , 0), for all s. Hence,
we exclude the latent processes κ and ρ from the model. This yields a considerable
reduction in computation time and brings the model, dubbed “low resolution, Be´zier
kernels model”, closer to WOA, which also uses isotropic kernels. We consider an even
simpler model, with no short or long term trends:
θm,y(s) ∼ N (Ξ?m(s), 1) ,
where Ξ?m(s) are the WOA climatologies. We call this the “time-stationary model”.
To perform a quantitative comparison between the fit provided by the three models,
we use the Deviance Information Criterion (DIC; Spiegelhalter et al., 2002) and the
posterior predictive loss criterion (PPLC; Gelfand and Ghosh, 1998).
In the small domain tests, we analyze into greater depth the findings described in
the 1D toy example described in 4.1.2.2, viz. that the fit provided by larger kernels
depends more on data density, and that increasing the resolution yields more rugged
surfaces – which can be an asset or a disadvantage. Hence, we select two regions with
the same latitudinal bounds, 20◦N−32◦N, but with very different data densities. Region
one (R1), located off Florida, covers longitudes 76◦W to 88◦W and has an abundance
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of observations (71,181). Region two (R2), located in the center of the North Atlantic
gyre, goes from 40◦W to 52◦W and has fewer observations (5,749). For each region
separately, we fit our model – dubbed “low resolution, small kernels model” – and
three others: the first is the low resolution, Be´zier kernels model; the second, called
“low resolution, large kernels model”, has the same grid resolution as ours (4◦) and
flexible kernels as well, but the upper bound for the kernel’s semi-major axis is twice
the grid resolution (8◦); the third, called “high resolution, large kernels model”, uses a
2◦ grid and also lets the kernel’s semi-major axis reach twice the grid resolution (4◦).
To compare models we use DIC, PPLC, and we compare the resulting climatologies
visually.
4.2.4 Results
4.2.4.1 Climatological, anomaly and trend fields
Figure 4.16 compares North Atlantic climatologies produced with our method and
WOA. In terms of the means for January and July (Figures 4.16a through d), the
two products display the same large scale patterns, but our presents more sinuous
contours, especially in the northwest Atlantic. Along the transect drawn in Figure 4.15,
other differences become clear (Figure 4.16e): our climatology presents stronger SST
gradients between water masses separated by land, viz . the Florida peninsula and Nova
Scotia (which cause the gaps around 30◦N and 45◦N), and differentiates regions with
constant temperature (e.g., 37–40◦N, 41–43◦N) from others with sharp gradients (e.g.,
40–41◦N). Throughout the study area, WOA generally presents smoother gradients
and less defined plateaus. With respect to the seasonal cycle, the three points in
the transect show distinctive cases (Figure 4.16f): while in s3 there is a fairly good
agreement between the two products, s1 and s2 present disparities. In s2 the WOA
cycle is systematically cooler than ours, while in s1 the opposite occurs, but uncertainty
allows for compatibility of results in some months.
The inclusion of a long-term linear trend in the model reveals a bipolar pattern,
with the mid-latitudes mostly warming and the subpolar regions mostly cooling (Figure
4.17a). The extremes of these trends are found in the Northwest Atlantic: between 1961
and 1990, SST warmed as much as 2.6◦C off the mouth of the Chesapeake Bay, and
cooled as much as -5◦C north of Newfoundland. The 95% posterior intervals for these
146
4.2 A Spatio-Temporal Model for Mean, Anomaly and Trend Fields of
North Atlantic Sea Surface Temperature
Figure 4.16: SST climatologies - a) January mean for the North Atlantic, results from
our model. b) WOA January mean. c) July mean, results from our model. d) WOA July
mean. e) January climatology along the transect depicted in Figure 4.15. Lines denote
mean and 95% posterior intervals from our model, bullets denote WOA. f) Seasonal cycle
in the points depicted in Figure 4.15. Posterior means: ♦ for s1,  for s2 and 4 for s3.
Whiskers denote 95% posterior intervals from our model, bullets denote WOA estimates.
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Figure 4.17: Linear and non-linear SST trends - a) Posterior mean long-term linear
trend (◦C/30yr). b) Posterior mean and 95% intervals of βt(j), j = (72◦W, 38◦N). c)
Posterior mean anomalies in July 1979 (◦C). d) Posterior mean for monthly SST at s2
(◦C).
148
4.2 A Spatio-Temporal Model for Mean, Anomaly and Trend Fields of
North Atlantic Sea Surface Temperature
trends are (2.4, 2.8)◦C and (−7.0,−3.3)◦C, respectively, which reflect the difference in
the amount of sampling (Figure 4.15b).
In 2◦ × 2◦ squares centered at s1, s2 and s3, the proportion of the total data
collected after 1975 (the midpoint of the time frame analyzed) was respectively 26%,
34% and 43%. In light of this information and the trends presented in Figure 4.17a,
we may attribute the results in Figure 4.16d to sampling error. In other words, we
postulate that undersampling during the cold (warm) period in the vicinity of s1 (s2)
may have introduced a warm (cold) bias on WOA. Greater equilibrium in the temporal
distribution of data around s3 justifies the proximity between the two climatologies.
As stated in section 4.2.3.2, β describes the annual cycle and non-linear trends.
In the neighborhood of s2, seasonality is strong and β1 – the component associated
with sin(2pit/12) – dominates the signal (Figures 4.16f and 4.17b). Over time, all
components experience wide fluctuations, owing to the low discount factor that affects
the random walk. This feature is common to the whole basin (see below), and thus it
is not surprising that transient anomalies display spatial patterns different from long-
term trends. Figure 4.17c, for example, provides a snapshot of mean SST anomalies
in July 1979. Here we observe that most anomalies are close to zero, indicating that
the North Atlantic is mostly close to its climatological state. The Gulf Stream and
the North Atlantic Current carry water warmer than average, as indicated by positive
anomalies, while negative anomalies at the boundaries of those currents indicate that
the ocean is cooler than average. Returning to Figure 4.17b, the component β1 stands
out for presenting a trend, which dampens the amplitude of the 12 months harmonics,
making winters warmer and summers cooler. When combined with the positive linear
trend (Figure 4.17a), this intensifies winter warming and weakens summer SST change,
as Figure 4.17d shows.
4.2.4.2 Kernels, discount factors and variance parameters
The posterior distributions of κ and ρ are alike, and thus Figure 4.18a shows informa-
tion relative only to the former, only. With 20 random draws of κ from the stationary
MCMC, we construct 20 ellipses for each point j ∈ J , by equating K∗[s−j,κ(j)] = 0.5.
We use these ellipses to investigate the orientation and size of the convolution kernel
for monthly mean SST, as well as the uncertainty related to the kernel’s shape, which
is revealed by the lack of superposition of the ellipses. Underneath the ellipses, we
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Figure 4.18: Spatial variability of currents, kernels and model parameters - a)
Mean eccentricity of the kernels associated with Λ(s) (shaded map), and 20 realizations
of the kernel at every point of J . b) Direction (vectors drawn at points of J) and speed
(vector length and shaded map) of annual mean surface currents, according to MGSVA
(Mariano and Brown, 1992; Mariano et al., 1995). See text for acronyms. c) Posterior
mean of ν(j). d) Posterior mean of Φ(s).
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depict the posterior mean eccentricity of the kernels associated with Λ, defined as
 =
√
1− Λ22/Λ23. As the plot reveals, large circular kernels are more common in the
mid-Atlantic than elsewhere. Elongated kernels generally coincide with coastal zones,
but also occur in the open ocean. Land areas hold the few small kernels that exist. As
expected, uncertainty about the kernel’s shape is more pronounced on land and along
the margins of the study area.
In Figure 4.18b we draw annual mean sea surface currents data from Mariano Global
Surface Velocity Analysis (MGSVA; Mariano and Brown, 1992; Mariano et al., 1995).
To facilitate the identification of strong and weak currents, we depict the mean speed
underneath the vectors. The resemblance between the shaded plot obtained and that
of Figure 4.18a is noteworthy: eccentric kernels generally occur in regions with strong
currents, viz . the North Equatorial Current (NEC), the Florida Current (FC), the
Gulf Stream (GS), the North Atlantic Current (NAC), and the Canary Current (CC);
in contrast, the center of the North Atlantic Gyre (NAG), where currents are weak,
is dominated by large isotropic kernels. The North Atlantic Subpolar Gyre (NASG)
and enveloping currents, viz . the Labrador Current (LC), the East Greenland Current
(EGC) and the West Greenland Current (WGC), are also discernible, and so is the
North Atlantic Drift Current (NADC). Furthermore, the kernels’ semi-major axes are
often parallel to the direction of flow. This seems a sensible result, since points in the
same streamline should have weaker SST differences than points in different streamlines.
We find the same features in ρ, which reinforces the link between SST variability and
the dominating patterns of currents.
Recall that ν ≈ 1 indicates that βt is close to constant in time, and ν ≈ 0.9 indicates
large variability in βt between consecutive times. Although we provided the same prior
distribution to all ν(j), we expected coastal zones and regions with strong currents to
present lower discount factors, due to their richer temporal dynamics. To some extent,
the posterior distribution of ν substantiates our expectation (Figure 4.18c). With a
larger data set, we believe the spatial heterogeneity would be more pronounced.
The posterior mean of Φ(s) clearly displays the mark of the Gulf Stream and, to
a lesser extent, other strong currents (Figure 4.18d). Much of the variability in these
regions is lost to error because, even with anisotropic kernels, the surfaces produced
for θm,y(s) from latent processes located on a 4◦ grid cannot resolve sharp meanders
(i.e., wave-like features evident in ocean currents) and eddies (i.e., rotating parcels
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Table 4.5: Posterior means and 95% intervals for the variance parameters.
Parameter Post. mean 95% posterior interval
τ2α 3.782 (3.154, 4.501)
τ2β1,1 1.070 (0.804, 1.401)
τ2β1,2 0.735 (0.528, 1.000)
τ2β1,3 0.347 (0.236, 0.498)
τ2β1,4 0.197 (0.127, 0.289)
τ2η 2.58×10−5 (2.15× 10−5, 3.09× 10−5)
τ2σ 0.529 (0.440, 0.633)
of fluid with diameters up to 400km). Moreover, upwelling events (i.e. movement
of cold water from the bottom to the surface) and other transient features cannot
be described adequately with a temporal resolution of one month. These losses of
information are common when constructing basin scale climatologies, because the het-
erogeneous spatio-temporal distribution of data only allows finer resolutions up to a
point, as our experiments with 3◦ and 2◦ grids proved.
Unlike the prior distributions of the MRF variance parameters, where most are
identical, the posteriors display clear differences (Table 4.5), implying the model was
able to learn from the data. The harmonics of the seasonal cycle present two noticeable
features: the 12 month cycle is more spatially variable than the 6 month, and the sine
component is more spatially variable than its cosine counterpart.
4.2.4.3 Convergence and model assessment
Owing to their massive size, only some samples of θ(s) and βt(j) were stored for
convergence analysis. For those processes, as well as for all other model quantities, our
choices of burn-in, length of the chain and thinning seem acceptable. Our selection of
initial values proves not to influence the outcome, as the two runs (“cold” vs. “warm
start”) described in 4.2.3.3 yield practically the same results. More than 95% of the
quantities pass at least three out of four BOA tests. Detailed tables and trace plots are
provided in http://www.ams.ucsc.edu/~bruno/climatology/.
Figure 4.19 displays the spatial distribution of the 704 PPPs that fall outside the
range (0.005, 0.995). Clusters occur mainly in regions with strong currents (cf. Figure
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Figure 4.19: Model fit assessment based on p-values - Spatial distribution of pos-
terior predictive p-values smaller (greater) than 0.005 (0.995), in light (dark) gray.
Table 4.6: Model comparison criteria for the North Atlantic domain.
DIC PPLC
Low res., small kernels model 1,960,543 262,427
Low res., Be´zier kernels model 1,965,571 263,933
Time-stationary model 1.7× 1010 406,635
4.18b) and moderate sampling, which we do not find surprising given the coarseness
of the model, as discussed above. Plots of extreme PPPs for different seasons, decades
and instruments do not indicate any other localized lack of fit. Several of these PPPs
belong to the same cruise, suggesting that more stringent quality control criteria could
have been used to remove erroneous observations. Another conclusion is that a mul-
tiresolution model might be an interesting approach to constructing SST climatologies.
The issue is thus how to define an adequate grid for the problem at hand, and what
type of weighting kernel to use.
To shed some light into this matter, we compare our model with others, both
easier and harder to fit. At the basin-wide scale, our model performs better than the
low resolution, Be´zier kernels model and far better than the time-stationary model,
according to DIC and PPLC (Table 4.6). We include this third model not only to
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provide a baseline for the comparison of the other two but also to confirm that the
consideration of interannual variability is an essential component of SST modeling,
even when the main interest is in producing climatologies. The computation time, on
the other hand, is unfavorable to our model, because 75% of total computation time
is spent on the latent processes that control the kernels’ shape. If we look at localized
fits (Figure 4.20, first two rows), we see that in regions with weak currents, such as the
North Atlantic Gyre, the two climatologies are virtually identical, as expected. The
major differences emerge around Florida, where the Be´zier kernels model essentially
produces an oblong bubble of cold water, whereas our (low resolution, small kernels)
model allows isotherms to follow the bathymetry more closely. Further tests with
isotropic kernels show that these have difficulty in capturing gradients that are oblique
to the grid axes, such as the one west of Florida. Hence, rotating the grid by 45◦ would
mitigate fit problems in some areas but create others. In other words, the isotropic
kernel model is more sensitive to the grid, and the resulting convolution surfaces reflect
that through less realistic contours.
The difference in tractability becomes even greater when models that allow large-
support kernels are considered, since in these the DPC involve more terms and the
parallelization procedure is less efficient. Nonetheless, a substantial payoff emerges
in data rich regions, with the high resolution grid model producing the best fit (left
columns in Figure 4.20 and Table 4.7). On the other hand, these models behave poorly
in data sparse regions: for example, DIC and PPLC give indication of some overfitting
in the North Atlantic Gyre – the 2◦ grid model now ranks last according to DIC, and
third according to PPLC. More importantly, the resulting climatologies present bull’s-
eyes and jagged contours (Figure 4.20, right column panels). In conclusion, our choices
of grid resolution and maximum kernel support seem to produce an overall adequate
fit, and the added computational effort to pursue anisotropy proves worthwhile.
4.2.5 Final remarks
Climatologies are valuable data-based products for the ocean scientific community,
since they summarize what is known from the observational record. In order to produce
smooth gridded maps, and because some regions and periods have been poorly sampled,
an underlying model is required to distribute information across space and time in a
simple, seamless way. In this paper we introduce such a model for North Atlantic SST.
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Figure 4.20: SST climatologies for regions R1 and R2 - Posterior mean January
climatologies for R1 (left hand panels) and July climatologies for R2 (right hand panels),
resulting from the low resolution, small kernels model (first row), the low resolution, Be´zier
kernels model (second row), the low resolution, large kernels model (third row), and the
high resolution, large kernels model (fourth row).
155
4. TOWARD A BAYESIAN MODEL FOR OCEAN RETROSPECTIVE
ANALYSES
Table 4.7: Model comparison criteria for R1 and R2.
DICR1 PPLCR1 DICR2 PPLCR2
Low res., small kernels model 131,028 11,306 10,467 983
Low res., Be´zier kernels model 131,470 11,341 10,476 994
Low res., large kernels model 129,797 11,085 10,422 954
High res.,large kernels model 128,416 10,766 10,502 987
Its construction allows a straightforward application to the World Ocean, other layers
and properties, in the same manner as WOA, that is, with each layer and property
being analyzed separately. Apart from the climatology, the model also produces fields
of transient anomalies and long-term trends, which are of interest for climate variability
research and can be compared to other methods (e.g., Levitus and Boyer, 1994; Grey
et al., 2000; Casey and Cornillon, 2001; Polyakov et al., 2005).
Several aspects differ between the objective analysis of WOA and our method. In
contrast with WOA, which aggregates data without considering the year of observation,
our approach constructs “instantaneous” fields prior to averaging them into monthly
climatologies, similarly to Higdon (1998). In this manner, it incorporates our knowledge
that temperature fluctuates over time, and mitigates biasing towards years with more
data or distorting seasonal harmonics. Post hoc corrections and smoothing of the
annual cycle, as performed in WOA, are not needed. Due to land barriers and the
flow of water masses with different properties, non-stationarity and location dependent
anisotropy are other features that should be accounted for when constructing a SST
climatology (Ridgway et al., 2002). Our use of Gaussian processes located on a grid,
convolved by a kernel whose shape evolves across space, addresses this issue in line
with Higdon (1998) and Higdon et al. (1999), while WOA employs one set of isotropic
kernels worldwide. Despite the increased computational burden associated with the
estimation of these parameters, the close link found between the kernels’ shape and
climatological sea surface currents is a captivating result. The climatological gradients
presented along a transect indicate a better distinction of water masses, both adjoining
and separated by land. Under a MCMC setting for posterior sampling, the number
of iterations in the procedure becomes subject to convergence analyses. The initial
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conditions become of no importance, as our experiment with cold and warm initial
fields demonstrated. These features differ from WOA, where the number of iterations
(3) is decided beforehand and the initial field appears relevant to the final product.
Apart from including the processes that control the kernels’ shape in the model
(κ and ρ), we follow other suggestions made by Higdon (1998) to improve spatio-
temporal models for ocean temperature, viz .: specifying some point processes as MRFs,
with simple neighbor dependencies on the grid (α, β, η and σ); using a kernel with
compact support; and carefully designing the MCMC algorithm to reduce computation
time. This latter feature proves invaluable for coping with such a large data set: with
13 computing processors working on 8◦ longitudinal strips of the North Atlantic, the
MCMC algorithm is able to run 5 times faster than with just one. To ensure the
kernels vary smoothly over space, we also allow the processes to evolve with location,
according to isotropic DPCs. Unlike Higdon et al. (1999), however, we do not use
any hyperparameter to model these kernels, to accelerate convergence of the others in
the MCMC. The Bayesian framework in which this model is cast allows us to assign
estimates of uncertainty to all quantities. Owing to this feature, comparing the model’s
results to other climatologies such as WOA, the output of numerical models, or fields
derived from remote sensing, becomes straightforward.
The North Atlantic sea surface presents strong dynamics on various temporal scales.
Hence, our model benefits from the inclusion of sinusoidal components, linear trends
and discount factors as parameters, which are novelties relative to previous approaches
that focused on the deep ocean (Higdon, 1998) or smaller regions (Lemos and Sanso´,
2006; Sahu and Challenor, 2007). The diversity of results in this basin demonstrate
the potential for application of the model to wider domains, several depths and more
comprehensive data sets, including other ocean properties. The joint modeling of tem-
perature and salinity, however, requires a careful consideration of the variation of den-
sity with depth, to avoid producing unrealistic, unstable water columns (Boyer et al.,
2005). Salinity and nutrient climatologies are also impaired by the serious shortage of
data, and a more elaborate model, including for example the equations of flow, may
be required to fill in gaps. Such approach would depart from traditional climatological
analyses, where fluid dynamics are not used, and make it more similar to ocean data
assimilation models.
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Appendix - Full conditional distributions
• (θm,y(s)| . . .) ∼ N (Dθdθ, Dθ)
D−1θ =
1P
j K[s−j,Ω(s)] exp(σ(j)) +
1
τ2i
dθ =
P
j K[s−j,Λ(s)](α(j)+βt(j)wTt +η(j)(t−180))P
j K[s−j,Ω(s)] exp(σ(j)) +
xi,m,y(s)
τ2i
,
• (α(j)| . . .) ∼ N (Dαdα, Dα)
D−1α =
1
τ2α
+
P
s
K2[s−j,Λ(s)]P
j′∈J K[s−j′,Ω(s)] exp(σ(j′))
dα =
α(N(j))+α(S(j))+α(E(j))+α(W(j))
4τ2α
+
P
s
K[s−j,Λ(s)](θm,y(s)−Cα)P
j′∈J K[s−j′,Ω(s)] exp(σ(j′))
,
Cα = K[s− j,Λ(s)]
`
βt(j)w
T
t + η(j)(t− 180)
´
+
+
P
j′∈J\{j}K[s− j′,Λ(s)]
`
α(j′) + βt(j′)wTt + η(j
′)(t− 180)´
• (η(j)| . . .) ∼ N (Dηdη, Dη)
D−1η =
1
τ2η
+
P
s
K2[s−j,Λ(s)]P
j′∈J K[s−j′,Ω(s)] exp(σ(j′))
dη =
η(N(j))+η(S(j))+η(E(j))+η(W(j))
4τ2η
+
P
s
K[s−j,Λ(s)](θm,y(s)−Cη)P
j′∈J K[s−j′,Ω(s)] exp(σ(j′))
,
Cη = K[s− j,Λ(s)]
`
α(j) + βt(j)w
T
t
´
+
+
P
j′∈J\{j}K[s− j′,Λ(s)]
`
α(j′) + βt(j′)wTt + η(j
′)(t− 180)´
• `τ2α| . . .´ ∼ IG„ 12 (n0 + nJ) , 12 „n0S0 +Pj “α(j)− α(N(j))+α(S(j))+α(E(j))+α(W(j))4 ”2««
• Let τ2k and βk designate the k-th component of the vectors τ 2β1 and β1, k = 1, . . . , 4. Then`
τ2k | . . .
´ ∼ IG„ 1
2
(n0 + nJ) ,
1
2
„
n0S0 +
P
j
“
βk(j)− βk(N(j))+βk(S(j))+βk(E(j))+βk(W(j))4
”2««
• `τ2η | . . .´ ∼ IG„ 12 (n0 + nJ) , 12 „n0S0 +Pj “η(j)− η(N(j))+η(S(j))+η(E(j))+η(W(j))4 ”2««
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4.3 HOMER: a Hierarchical Ocean Model for Extended
Reconstructions1
Abstract
We consider the problem of fitting a statistical model to data sets of ocean temperature
and salinity measurements. With the model we pool sparse available observations into
smooth, three dimensional monthly fields. Long term trends and transient non-linear
fluctuations are parameterized explicitly. We consider in situ and remote sensing data,
and incorporate information on different measurement errors in the observation equa-
tion. The model imposes constraints on density to ensure vertical stability, making post
hoc corrections unnecessary. Discrete process convolutions are constructed with kernels
that have flexible, location-dependent shapes and compact support. To enable param-
eter estimation on large spatio-temporal domains, we develop a distributed-memory
Markov chain Monte Carlo method and provide tests on computational speedup and
efficiency.
4.3.1 Introduction
Data-based fields of ocean properties are difficult to construct, due to the sparseness
and irregular distribution of observations. Their usefulness, namely for climate vari-
ability and climate change research, and the plethora of methods employed to obtain
them, have been described by Lemos and Sanso´ (2009a, henceforth, LS09). By blending
Discrete Process Convolutions (DPCs), Markov Random Fields, and Dynamic Linear
Models (DLMs), LS09 developed a single hierarchical Bayesian method, and used it to
produce monthly fields of North Atlantic sea surface temperature (SST), from 1961 to
1990. Trend and mean fields were also produced, with the latter – known as climatolo-
gies – being compared with those from a state-of-the-art method, Objective Analysis.
In order to accelerate the Markov chain Monte Carlo (MCMC) method, a spatial slicing
algorithm was developed, so that multiple processors could be used.
The work of LS09 was followed by fruitful discussion. Wikle and Milliff (2009)
suggested three areas of improvement: include data sources other than the World
Ocean Database 2005 (WOD05; Boyer et al., 2006), viz. satellite databases (1); increase
1This section is co-authored with B. Sanso´ (Department of Applied Mathematics and Statistics,
University of California Santa Cruz, USA)
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the resolution of the discrete process convolution grid, which was at 4◦ (2); include
geophysical fluid dynamics in the model (3). Higdon (2009) focused on the properties
of the convolution kernel, and found that its spatial support needed to be larger, relative
to the grid’s resolution (4). Mendelssohn (2009) proposed a number of tasks, including:
compare the results with those from a method that starts from a fine gridded domain,
onto which the discrete process convolution operates (5); develop a 3D model where the
evolution of the mixed layer depth may be studied (6); increase algorithm efficiency or
simplify the model, to expedite implementation (7); describe methods to fill in missing
data (8); include non-linear dynamics (9).
In this work, we present several modifications and extensions to the method of
LS09, in an attempt to address these nine remarks. From surface to sea floor, the
ocean is divided into three dimensional bins with 0.25◦of horizontal resolution and
variable vertical resolution (5). Salinity and subsurface measurements are now included,
together with SST from several sources: WOD05, Remote Sensing Systems (REMSS)
and the International Comprehensive Ocean Atmosphere Data Set (ICOADS) (1). Joint
modeling of temperature and salinity enables the computation of sea water density (9)
which, in turn, allows us to estimate the mixed layer depth (6) and currents, under the
assumption of geostrophy (3). Thus, it is possible to investigate the link between the
DPC kernels’ shape and the predominant direction of currents, for the various depth
levels. This extends the sea surface analysis performed by LS09, and decouples it from
extraneous sources of currents data. The spatial range of kernels is increased (4), and
so is the resolution of the convolution grid, to 1.25◦ (2). Temperature and salinity are
estimated for all grid points and time instants, including those where no observations
are available (8). This permits the implementation of a vertical stability constraint:
sea water density must increase with depth, in all locations and time instants. Other
methods (Boyer et al., 2005) require post hoc corrections (Jackett and McDougall, 1995)
to temperature and salinity, to reach stable density profiles. Finally, substantial effort
is placed in streamlining DPCs and DLMs, namely through the improvement of single-
core algorithms and through temporal slicing, which allows multi-processing in a way
that is different from LS09 (7).
The 3D kernel used in this work is a straightforward extension of the 2D version
presented in LS09, with a minor modification to the parameters that control the ker-
nel’s eccentricity. We prefer this to modeling each ocean layer separately, as performed
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by Boyer et al. (2005) and Lozier et al. (1995), for two reasons. First, the vertical pro-
cess convolution allows information to flow across layers, thereby producing smoother
property profiles. Second, vertical stability may be controlled on-line, as mentioned
above.
In the model described by LS09, seasonality parameters evolve as random walks.
Here, we consider time-stationarity seasonality and describe transient fluctuations in
temperature and salinity with first-order autoregressive (AR-1) processes, in line with
e.g. Kaplan et al. (1998). One advantage of this approach is that the dimensionality
of the state-space in the dynamic linear model is reduced, which brings computational
benefits; one disadvantage is that changes in seasonal cycles may not be so well cap-
tured. Our AR-1 model uses the discount factor technique, in a manner that diverges
from that of West and Harrison (1997). See section 2.3.2 for details.
As in LS09, the final goal of this endeavor is to produce 3D maps of ocean properties,
including climatological mean fields, estimates of historical trends, and a reconstruction
their spatio-temporal variability, over a long period of time.
This paper is organized as follows: section 4.3.2 introduces the data sources and
the model; section 4.3.3 describes and discusses preliminary results from an application
that uses only WOD05 data and a reduced time span; finally, section 4.3.4 presents
concluding remarks.
4.3.2 Model description
4.3.2.1 Domain and data
As a motivating example, we consider the problem of creating climatological, anomaly
and long-term linear trend fields of temperature and salinity off the west Iberian Penin-
sula, in the Northeast Atlantic Ocean (36.5◦N - 44◦N, 7◦W - 12◦W). Surface and sub-
surface records are provided by WOD05 and, since July 1997, the Global Argo Data
Repository. SST is also provided by ICOADS and, since July 1987, by REMSS.
Time is coded in months, from Jan-1901 (t = 1) to Dec-2000 (t = 1200). The
domain is discretized into a 3D grid, I, with regular 0.25◦ horizontal resolution and
decreasing vertical resolution (Table 4.8). Grid points in I are coded as triplets, i ≡
(x, y, `), where x and y respectively denote longitude and latitude [◦], and ` indicates
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Table 4.8: Depth levels, corresponding elevation [m] and layer thickness [m]
used in this study - Information on WOA is provided for comparison.
Levels in WOA, I 1 2 3 4 5 6 7 8 9 10 11
Levels inJ 1 2 3
Elevation in WOA 0 -10 -20 -30 -50 -75 -100 -125 -150 -200 -250
Elevation in I, J -3 -9 -15 -21 -27.5 -35 -43 -51.5 -61 -72 -85
Thickness in I 6 6 6 6 7 8 8 9 10 12 14
Levels in WOA, I 12 13 14 15 16 17 18 19 20 21 22
Levels in J 4 5 6
Elevation in WOA -300 -400 -500 -600 -700 -800 -900 -1000 -1100 -1200 -1300
Elevation in I, J -100 -117.5 -138 -162 -191 -226 -268.5 -320.5 -384 -462 -558
Thickness in I 16 19 22 26 32 38 47 57 70 86 106
Levels in WOA, I 23 24 25 26 27 28 29 30 31 32 33
Levels in J 7 8 9
Elevation in WOA -1400 -1500 -1750 -2000 -2500 -3000 -3500 -4000 -4500 -5000 -5500
Elevation in I, J -676.5 -823 -1004.5 -1229.5 -1508.5 -1855 -2286 -2822 -3489 -4319 -5352
Thickness in I 131 162 201 249 309 384 478 594 740 920 1146
the depth level, from 1 to 33. Layer thickness and elevation [m] are respectively given
by ∆z(`) = 5 + dexp (0.221(`− 1))e and z(`) = −∆z(`)2 −
∑`−1
d=1 ∆z(d).
4.3.2.2 Model for measurements of ocean properties
Let Tt(i) and St(i) denote the average of measurements of ocean temperature and
salinity in the cell centered at i, during month t. Also, let θt(i) and ψt(i) denote the
true values of these properties. If the number of temperature observations (n·t(i)) is
greater than zero, we have Tt(i) ∼ N
(
θt(i), vt(i) + τT
)
, with
vt(i) =
nAt (i)τ
A
T + n
C
t (i)τ
C
T + n
I
t (i)τ
I + nMt (i)τ
M + nOt (i)τ
O
T + n
R
t (i)τ
R + nXt (i)τ
X(
nAt (i)
)2 + (nCt (i))2 + (nIt (i))2 + (nMt (i))2 + (nOt (i))2 + (nRt (i))2 + (nXt (i))2 .
The superscriptsA, C, I, M , O, R, X stand for Argos profiler, conductivity-temperature-
depth instrument, ICOADS, mechanical bathythermograph, ocean station data, satellite-
borne radiometer, and expendable bathythermograph. The parameters τ · that have
these superscripts denote measurement error variance; they are fixed and based on
bibliographic survey (see LS09). In contrast, τT is unknown and accounts for natural
within-month variability. This formulation thus accounts for the possible coexistence
of measurements from different sources within the same grid cell and month.
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Similarly, if the number of salinity observations (m·t(i)) is greater than zero, we
have
St(i) ∼ N
(
ψt(i),
mAt (i)τ
A
S +m
C
t (i)τ
C
S +m
O
t (i)τ
O
S(
mAt (i)
)2 + (mCt (i))2 + (mOt (i))2 + τS
)
,
The subscripts T and S are used to distinguish temperature and salinity variance
parameters.
4.3.2.3 Model for ocean properties
We use DPCs to model processes that vary smoothly over the domain of interest, such
as true temperature and salinity. For this, we define a grid, J, which has rJ = 1.25◦
horizontal resolution and one fourth of grid I’s vertical resolution (Table 4.8). The
general point in J is denoted as j ≡ (x∗, y∗, `∗). LS09 (section 4.2) provide general
details on DPCs.
The equation that describes the spatial variability of true temperature is
θt(i) ∼ N
(∑
j
K[i− j,w(i)]hθt (j), τ θI
)
, (4.9)
with
hθt (j) = µ
θ(j) + αθ(j) sin
pit
6
+ βθ(j) cos
pit
6
+ γθ(j)(t− t¯) + λθt (j).
Similar expressions may be written for salinity (replace θ with ψ). In expression 4.9,
the DPC kernel has been normalized: for all i,
∑
j K[i−j,w(i)] = 1. Its unnormalized
version is given by
Ku[i− j,w(i)] =
{ (
1− ||i− j||2D(i)
)w1(i)
, if ||i− j||D(i) < 1
0, otherwise,
where ||i− j||D(i) denotes the non-Euclidean distance:
||i− j||D =
√
((x− x∗), (y − y∗), (`− g(`∗)))D−1 ((x− x∗), (y − y∗), (`− g(`∗)))′,
D−1 =
 d1 + d2 cos d3 d1 sin d3 0d1 sin d3 d1 − d2 cos d3 0
0 0 164
 ,
d =
(
1
2
(
1
m2
+
1
M2
)
,
1
2
(
1
m2
− 1
M2
)
, 2w4
)
,
m = L+ w2(U − L), M = m+ w3(U −m).
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For ease of reading, we have omitted in the expressions above the dependences of D,
d, m, M and w on i. The function g(`∗) = 4`∗ − 3 is used to account for the fact that
J has coarser vertical resolution than I (Table 4.8). The kernel above is an extension
to three dimensions of that introduced by LS09. The parameter w1 [dimensionless]
controls the kernel’s shape, from triangular to exponential and Gaussian like; w2 and
w3 [dimensionless], defined in the unit interval, control the lengths of the semi-minor
(m) and semi-major (M) axes of the ellipse produced when ||i−j||D = 1 and `i = g(`∗j );
w4 [rad] controls the inclination, on the latitude-longitude plane, between the ellipse’s
semi-minor axis and the longitude axis. In order to guarantee smooth spatial covariance
structures (Higdon, 2009; Lemos and Sanso´, 2009b), we let L = rJ and U = 2rJ. In
the upper left panel of Figure 4.21, the choices of L and U are reflected in the kernel’s
minimum and maximum support, depicted by the dashed circles.
We do not introduce parameters that might regulate the kernel’s vertical inclination
or range, so as not to make it overly complex for the problem at hand. By fixing
D−13,3 =
1
64 , we allow substantial vertical overlapping between kernels centered at points
with different depths (Figure 4.21, upper right). Together with the depth-varying
thickness of model layers (Figure 4.21, lower left), as well as the flexibility provided by
w1, this allows precise depiction of vertical features such as the thermocline, i.e., the
steep drop in temperature with depth, which occurs in the upper layer of the ocean
(Figure 4.21, lower right).
Seawater density is computed with the equation of state (f ; Gill, 1982), which
is a non-linear function of temperature, salinity and pressure (pressure at level ` is
denoted as p(`)). Error is accounted for, and stability is enforced by left truncating the
distribution, making density a non-decreasing function of depth:
ρt(i) ∼ NT (f(θt(i), ψt(i), p(`)), τp) ,
T = {ρt(i) ∈ R : ρt(i) ≥ ρt(x, y, `− 1)} .
Naturally, the distribution is not truncated at the surface layer.
4.3.2.4 Model for latent processes
Kernel parameters vary smoothly across space, owing to a higher-level, isotropic DPC:
w(i) =
∑
j
K[i− j,u]$(j)
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Figure 4.21: The discrete process convolution kernel - Upper left: depiction of
parameter control over the kernel’s form; small circles denote grid J. Upper right and
lower left: kernels are symmetric as a function of depth level, but highly asymmetric for
depths greater than 200m. Lower right: the resulting discrete process convolutions (lines)
are able to capture vertical thermal structures common in the tropics (black diamonds),
polar regions (white squares) and temperate waters, in both winter (black triangles) and
summer (white circles); temperature data from the World Ocean Atlas 2005 (Boyer et al.,
2005)
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Latent processes that control transient fluctuations of temperature and salinity evolve
as first order autoregressive processes (AR-1):
λθt (j) ∼ N
(
ηθ(j)λθt−1(j), v
θ
t (j)
)
,
where the variance vθt (j) is modeled with the discount factor, δ
θ (see section 2.3.2 for
details on implementation). The distribution of λθ0(j) is normal with mean zero and
variance one.
Figure 4.22: Directed acyclic graph for the HOMER model - For clarity, only a
few latent processes are depicted, and variance parameters are not represented. Quantities
in squares are observables; t′ and i′ denote t+ 1 and (x, y, `− 1).
Figure 4.22 summarizes, by means of a directed acyclic graph, some of the features
in the model. A single grid point (i) and two time instants (t and t+ 1) are depicted.
The top layer of the model relates parameters with observables, and connects tem-
perature and salinity, via the equation of state, which provides density. Density is
constrained to increase with depth. The intermediate layer consists of a a DPC, where
some parameters are shared between temperature and salinity (the kernel parameters).
For a matter of clarity, not all the latent parameters that are involved in the DPC
are drawn. The bottom layer is a DLM, which describes the evolution of the latent
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processes defined in grid J. Discount factors and autoregression coefficients are also
included as parameters.
4.3.2.5 Prior distributions
The parameters τT and τS receive improper priors: τT ∝ 1/τT , τS ∝ 1/τS . Time-
invariant parameters located on grid J are also given improper priors, e.g. αθ(j) ∝ 1.
Kernel parameters, autocorrelation coefficients and discount factors receive uniform
priors with adequate support: (2,10) for $1(j), (0,1) for $2(j) and $3(j), (−pi, pi) for
$4(j), (-0.9,0.9) for ηθ(j) and ηψ(j), (0,1) for δθ and δψ.
4.3.3 Preliminary Results
The following results are based on a working model, where only WOD05 data are
used, in the period 1961-1990. The upper row of panels in Figure 4.23 displays the
surface annual mean temperature and salinity, on a 0.25◦grid. These were obtain by
sampling µθ(j) and µψ(j) from their posterior distributions and convolving them onto
the 0.25◦grid, using kernel parameters that are also sampled from their posteriors. For
instance:
µθM (i) =
∑
j
K[i− j,w(i)]µθ(j).
We are comparing these high-resolution annual climatologies with those of the World
Ocean Atlas 2001, version 2 (WOA; Boyer et al., 2005), which also serve as initial
fields. To ensure that similarity does not stem from poor convergence, we also initiate
our model with warmer and saltier, or cooler and less salty (±1◦C, ±1psu) initial fields.
Central panels in Figure 4.23 present the convolved posterior means of αθ(j) and
αψ(j). The former clearly shows the coastal dampening of the annual temperature
cycle close to the coast, due to upwelling; the latter includes cycles that are out of
phase, given their opposite signs.
In agreement with previous studies (Lemos and Pires, 2004; Lemos and Sanso´,
2009a; Lemos et al., 2010), trend plots (lower left panel in Figure 4.23 and central panel
in Figure 4.24) point to generalized warming. At this point we defer the production of
95% credibility intervals for these trends, until further data are added and the model’s
goodness of fit is thoroughly assessed. An interesting new result is the near match
of temperature and salinity trends, both at the surface and across depth. Along the
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Figure 4.23: Surface annual climatology, seasonal cycle, and trends - Posterior
means of µθ(j) (upper left), µψ(j) (upper right), αθ(j) (center left), αψ(j) (center right),
γθ(j) (lower left) and γψ(j) (lower right), convolved to the 0.25◦grid.
168
4.3 HOMER: a Hierarchical Ocean Model for Extended Reconstructions
1000m isobath, positive trends are found mostly above 200m depth and south of 42◦N.
Negative trends are strongest over the Aveiro canyon (40.5◦N).
Figure 4.24: Temperature and salinity trends along the 1000m isobath, off the
West Iberian Peninsula. - Posterior mean trends of temperature [◦C/month] (center)
and salinity [psu/month] (right) for the period 1961-1990, along the transect depicted in
the left panel.
In a profile off the Galician R´ıas (42.625◦N, 9.375◦W), temperature anomalies –
i.e., the transient deviations captured by the processes λθt (j) – are dampened across
depth (Figure 4.25, upper panel). In contrast, salinity anomalies propagate down to
the shallow sea bed, located at about 320m (central panel). When anomalies are added
to the climatological annual mean, the seasonal cycle and the trends, reconstructed
temperatures and salinities are obtained. The lower panel in Figure 4.25 shows such
a time series. As expected, warmer surface layers present higher variability on all
temporal scales: more pronounced transient peaks and troughs, wider annual cycles,
and (almost imperceptibly, here) stronger trends.
4.3.4 Final remarks
HOMER is our first three-dimensional model that attempts to represent the state of
the World Ocean, over the last decades. In Lemos and Sanso´ (2006) we modeled tem-
perature anomalies only, then in LS09 we focused on sea surface temperature. HOMER
now includes temperature and salinity, and may in future incorporate sea surface height
as well. These are important steps in the making of an ocean model that combines ob-
servations and processes under a Bayesian paradigm.
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Figure 4.25: Evolution of temperature and salinity off West Galicia - Time series
of posterior mean anomalies of temperature (upper panel) and salinity (central panel), as
well as reconstructed temperature (lower panel), off Pontevedra (42.625◦N, 9.375◦W). The
color gradient (red to blue) denotes depth (0m to 320m).
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Given the increased complexity of HOMER, it is important to assess if results agree
well with previous ones and, if not, find what may be causing the change. We are in
the process of producing a battery of goodness of fit tests, at the same time that we
are fine tuning the model, to decrease run time.
There are still many ways HOMER can be improved. One of the possibilities
is to include methods for bias detection and correction, as it is known that several
measuring instruments contain important biases (e.g. Folland et al., 2001; Gouretski
and Koltermann, 2007). A second pathway is the inclusion of more complex geophysical
fluid dynamics, which would replace the AR-1 in the DLM. These matters will be
considered as soon as the current model is fully operative.
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4. TOWARD A BAYESIAN MODEL FOR OCEAN RETROSPECTIVE
ANALYSES
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5Conclusions
In this work, spatio-temporal modeling of environmental and biological data is the
common thread to all examples and applications. In some, space appears discretized as
a grid, small regions or a selected set of locations, and interpolation is not a point of in-
terest. In others, observations may occur in any point of the two- or three-dimensional
domain, and interpolation onto a grid is required to output results. Alternative models
are provided for each case, with Discrete Process Convolutions being the key method
to treat continuous space. For this reason, developing a flexible convolution kernel de-
served much attention, with successive refinements being made to its parameterization.
Examples and massive dataset applications show the worth of these kernels, when end
products (e.g., climatologies, maps of species abundance) are compared with others
from state-of-the-art methods.
Time, on the other hand, is always discretized. Here, focus is in decomposing several
types of signals: trends, periodical oscillations, random walks, and auto-regressive pro-
cesses. Linear regression and non-diagonal covariance matrices are also considered, to
associate the temporal dynamics of different types of variables. Dynamic Linear Models
(DLMs), together with the Forward Filtering, Backward Sampling (FFBS) algorithm,
emerge as suitable tools to describe and sample time series parameters. Discount DLMs
receive particular attention, not only for the interpretability of discount factors (they
serve to inflate the prior variance) but also for the simplifications they produce in many
expressions. The alternative discounting strategy proposed in this work appears to pro-
duce better results than the conventional one (for the test case considered), and leads
to simple constraints on most types of system evolution matrices.
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5. CONCLUSIONS
Because model fitting and testing are iterative procedures, running the Markov
chain Monte Carlo method for a sufficient length should not surpass minutes to hours,
at least with curtailed spatio-temporal domains. The current boom of multi-core pro-
cessors and computer clusters suggests that, in coming years, algorithms for parallel
computations may receive ever-increasing attention. Therefore, when single-core algo-
rithms cannot be further streamlined, spatial or temporal slicing among several proces-
sors may prove an efficient method to obtain speedup. For regular, gridded domains,
spatial slicing may yield good load balance, as long as the connection between regions
is weak. When time slicing is performed, the key aspect is to perform as many parallel
tasks as possible before the FFBS runs sequentially through the time instants.
In all the applications provided, estimation uncertainty is fully accounted for and
propagates through all levels of the hierarchy. No approximations are made. The
resulting credibility intervals for each parameter therefore account for measurement
error, model error and parameter uncertainty, making probabilistic statements more
accurate. Several forms of assessing goodness of fit were explored, ranging from informal
residual plots to formal tests. These are also important to gain knowledge on the
model’s strengths and weaknesses.
One final word goes to future endeavors. Mechanistic processes that drive envi-
ronmental or biological variability were not accounted for in this work. For instance,
stock-recruitment relationships were not considered in the model for bluefin tuna abun-
dance, nor were the equations that govern fluid dynamics included in the ocean models.
This occurred mostly because the models were data based, meaning that their purpose
was to extract signals from the observations, instead of imposing structure. The other
reason is that descriptive models are generally more complex, as they use more vari-
ables. Nevertheless, the integration of more levels of understanding with data and
available knowledge stands as a promising venture.
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