1. Introduction. Berry and Tabor conjecture in [1] that the distribution of local spacings between the eigenvalues of the quantization of the Hamiltonian for generic, completely integrable systems follow those of random numbers. (Such a distribution is often called "Poissonian.") In [8] , Sarnak considers the specific case of the geodesic flow on a flat two-dimensional torus, for which the Berry-Tabor conjecture reduces to a conjecture about the spacings between the values at nonnegative integers of binary quadratic forms. In this article we study the spacings of the values at nonnegative integers of homogeneous forms of higher degree.
Consider a homogeneous polynomial P (x 1 , . . . , x k ) of degree k, and let B be a compact set in R k . Given T large, the set {P ( x)| x ∈ Z k ∩ T B} consists of (up to constants) T k elements contained within a range of size T k . Their average spacing is thus constant, so we can consider the distribution of the pair spacings P ( x i )−P ( x j ). In addition, if we order the vectors so that P ( x 0 ) ≤ P ( x 1 ) ≤ · · · , we may also investigate the distribution of the consecutive spacings P ( x i ) − P ( x i+1 ). We define
R P (a, b, B, T ) = |{ x i , x j ∈ (Z k ∩ T B)|a ≤ P ( x i ) − P ( x j )
≤ b}| T k (1) to be the pair correlation of P , and (2) to be its consecutive spacing distribution. If the λ's are distributed evenly by a random process, then with probability one where c P is the inverse of the average distance between consecutive values of P (that is, the density of the values of P ). A simple case when these limits cannot possibly hold is when k is even and B contains points that are negatives of each other, since then P ( x) = P (− x) implies that most values of P occur with multiplicity two (and thus at least half of all consecutive spacings are zero). To avoid this situation, we add the "desymmetrization" restriction that when k is even, B has no overlap with −B.
E P (a, b, B, T ) = |{ x i ∈ (Z k ∩ T B)|a ≤ P ( x i+1 ) − P ( x i ) ≤ b}| T k
Another case when these asymptotics are obviously wrong is when P is proportional to a rational form, since then the possible spacings form a discrete set. On the other hand, the results of Margulis and others on quadratic forms [7] suggest that when P is not proportional to a rational form, we should expect its values to behave essentially randomly. This expectation is supported by [8] , where it is shown that the first limit holds for almost all positive-definite binary quadratics. In Section 2, using similar methods, we prove the following, which confirms that the first limit holds for almost all forms of higher degree as well. The proof is completely measure-theoretic and says nothing about which points are in M. This is unfortunate, since most interesting sets of polynomials do not involve fixing all but the diagonal terms-for example, Theorem 1.1 says nothing about the forms that give the eigenvalues of the Laplacian on flat tori in k dimensions. The case of the four-dimensional flat torus is considered in [9] .
In the rest of this article, we examine in greater detail which points are in M. The obvious reason why M cannot include all of A is that it misses everything proportional to a rational form. We turn our attention to the spacings of these rational forms, and we focus on the simplest case of Theorem 1.1, the diagonal cubic forms P (x, y, z) = αx 3 + βy 3 + γ z 3 with α, β, γ = 0. Since scaling P simply scales the λ's, it suffices to study diagonal cubic forms with integer coefficients. Pair correlation thus reduces to counting the number of integer solutions to The standard approach to such problems is the Hardy-Littlewood circle method, which predicts that the integer solution density is the product of the real and p-adic solution densities, where p ranges over all primes. Unfortunately, the circle method is only known to work for nonsingular cubics with nine or more variables, and it fails in many cases with few variables (see [6] ). Part of the reason for this failure, at least in an intuitive sense, is that the circle method's predictions imply a correlation between the volume of a region and the number of integers contained in that region, and this is false when the region contains lower-dimensional varieties with many integer points. As an example, consider P ( x 0 ) − P ( x 1 ) = 0. The (five-dimensional) solution set contains the (three-dimensional) variety (x 0 , y 0 , z 0 ) = (x 1 , y 1 , z 1 ), which contains O(T 3 ) points among P ( x 0 ), P ( x 1 ) < T 3 . The circle method misses this variety-in this case, we do not mind, since we throw it out in the formula for R P anyway. However, for some P 's there are varieties that cause similar problems but cannot be thrown out. One such example is when α = β, in which case the variety
We call a variety V of less than five dimensions defined over the integers a "solution subvariety" if every point on V satisfies α x 3 0 −x 3 1 +β y 3 0 −y 3 1 +γ z 3 0 −z 3 1 = k, for some fixed k, and the number of integer points on V in a sphere of radius R around the origin grows at least as quickly as R 3 . (This requires the degree of V to be less than three in at least some of its variables.) The Hardy-Littlewood predictions seem not to take points on these varieties into account, and there is some evidence that those points contribute to the "minor arcs" portion of the relevant integrals instead. (See [4, III.3] for a more detailed analysis of these contributions.) We conjecture that, other than these varieties, the Hardy-Littlewood circle method gives the correct limit for the diagonal six-variable cubics that interest us. In Section 5 we present numerical evidence for this conjecture. If the conjecture were true and most rational diagonal cubics had no solution subvarieties other than (x 0 , y 0 , z 0 ) = (x 1 , y 1 , z 1 ), then their pair correlation would come about as close to that of random functions as one could hope, as we prove in Section 3. Theorem 1.3. Let P = αx 3 + βy 3 + γ z 3 be a fixed diagonal cubic form with nonzero coefficients, and let P i = q i1 x 3 + q i2 y 3 + q i3 z 3 be a sequence of integer forms with q i1 /q i2 and q i1 /q i3 approaching α/β and α/γ , respectively, as q i1 goes to infinity, with gcd(q i1 , q i2 , q i3 ) = 1. Then the Hardy-Littlewood predictions for R P i (a, b, B, T ) converge (after appropriate scaling) to c 2 P (b − a). This suggests a very interesting picture. Suppose that, as seems reasonable, pair correlation follows the random model for all irrational diagonal cubics and follows the circle method predictions for all rational diagonal cubics (except those with solution subvarieties). Thinking of lim N→∞ R P (a, b, B, T ) as a function of P , it resembles the "ruler function" of introductory analysis (zero at all irrationals and 1/q at p/q when (p, q) = 1), in that it equals a known simple function at irrational polynomials and its values at rationals converge to that function as their denominator grows. This is a marked departure from the quadratic case, where the pair correlations for rational forms always approach a delta function at the origin as T goes to infinity. In [8] it is shown that the coexistence of dense sets whose pair correlations are so wildly different (flat almost everywhere, delta function at rationals) forces the existence of a third dense set, much larger than the rationals (in fact, of second Baire category) of quadratic forms whose correlations do not exist at all. This appears not to be the case for diagonal cubics, since the pair correlation functions are not so incompatible. The argument in Section 3 most likely generalizes to diagonal forms of higher degree as well, so it seems that quadratics are the only instance of this behavior.
However, there are some rational cubics whose pair correlation functions approach delta functions at the origin. In fact, such forms exist for any degree, as we prove in Section 4. In Section 5 we provide numerical evidence for the above conjectures by calculating the consecutive spacings and pair correlations for various cubic forms for high values of T . We also compare the pair correlations for some integer cubics to those predicted by the Hardy-Littlewood method.
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A measure-theoretic result.
In this section we prove the following theorem.
Theorem 2.1. Let B be a compact set that is the support of a smooth function. Given k > 2, consider the set of homogeneous polynomials of degree k in k variables
There is a set M of full measure in
To simplify the notation, let
where f and are C ∞ functions with compact support on R and R 2k , respectively, and means that we avoid the terms in which m i = m k+i simultaneously for every 1 ≤ i ≤ k. In addition, we require that if k is even, then (− x) = 0 for all x ∈ Supp . We also define
Let (α) = 
for some δ > 0, and this can be used to show that T −k S (T ) converges tof (0)G almost everywhere. We then argue that this is sufficient to prove the theorem. The proof of L 2 (dV ) convergence takes two steps. Proposition 2.2. We have
The first proposition is the harder of the two, and we spend most of our time on it.
Convergence of norms.
We have
where
In Section 5 we show that we may ignore all contributions to (5) from terms in which any M i or N i is zero, and also all contributions from terms in which all M ij 's are zero. Over the remainder of this section, we frequently make use of the following series of lemmas.
Proof. Suppose that |M 1 | is the largest of the |M i |, |N i |. We make the change of variable
Proof. This proof is almost exactly the same as the previous one. We make the change y i = Q α ( m), y j = Q α ( n), and y l = α l for l = i, j , giving
Lemma 2.6. Given k > 2, the number of integer solutions to |r k − s k | < R with r = s is bounded by R 2/k . The area of the region in R 2 containing all real solutions is also bounded by R 2/k .
See the appendix for the proof.
Lemma 2.7. Given k > 2, the number of integer solutions to 0 < R < r k −s k < S, with r, s < T , is bounded by
The area of the region in R 2 containing all real solutions is bounded by
See the appendix for the proof. The proof of Proposition 2.2 consists first of showing that the contribution to (5) from each of the following cases is dominated by T 2k−δ (here η is a small positive number).
1.
At the end of the section, we will show that this is enough to prove the convergence in L 2 norm. The proofs of these two results, which are largely case-driven, consist of counting the number of integers m, n for which the various inequalities are satisfied.
2.1.1. Case 1: |M 12 | < T 2k−η and |M kl | > T 2k−η/k for some k, l. From Lemma 2.5, we know that D( m, n) T −2k+η/k . Now we count the number of solutions to
A dyadic sum on the number of N 2 (using Lemma 2.6) shows that the number of m 1 , m 1+k , n 2 , n 2+k is bounded by T 4−2η/k+ for any > 0. We can do the same thing with |M 2 N 1 | < T 2k−η , so the number of choices for these eight variables is bounded by T 8−4η/k+ .
If |M 1 N 2 | and |M 2 N 1 | are both larger than T 2k−η , we rearrange terms and get
By Lemma 2.7, the number of (n 2 , n 2+k ) is bounded by
Summing dyadically over M 1 and multiplying by T 4 for the number of ways to get M 2 and N 1 gives a bound of T 8−2η/k+ + T 7 for the number of choices for these eight variables. Combining the two cases and summing over the remaining m's and n's gives a total of T 4k−2η/k+ terms in the sum, each of which is less than T −2k+η/k in absolute value, so this part of the sum is bounded by T 2k−η/k+ . Taking δ < η/k finishes this case.
Case 2:
We count the number of m, n for which all of the |M ij |'s are less than T γ and then sum dyadically over values of T γ . We may assume, without loss of generality, that |M 12 | ∼ T γ and all other M ij 's are no larger. Thus at least one of
We break into cases based on the size of |N 1 |.
Case 2a: First we suppose that
The number of possible n j , n j +k is thus bounded by (T γ /|M 1 |) 2/k , and the number of n 1 , n 1+k is bounded by T 2γ /k−2 . Adding in T 2k−2 for the m's other than m 1 , m k+1 brings the count to
A dyadic sum over M 1 , using Lemma 2.6, gives T 2k+γ +2γ /k−4+ . Since γ < 2k − η/k, this last exponent is no greater than 2k +γ −2η/k 2 + . If δ < 2η/k 2 , there are fewer than T 2k+γ −δ of these terms, each with size bounded by T −γ . A dyadic sum over |M 12 | is then enough to finish this case. Case 2b: Now we suppose that Lemma 2.7 shows that the number of n j , n j +k is bounded by a constant times
as well, so Lemma 2.6 bounds the number of n j , n j +k by (T γ /|M 1 |) 2/k . In either case, there are no more than (T γ /|M 1 |) 2/k + T choices for n j , n j +k when j > 1. Since |M 1 | > T γ −k as well, the same holds for m j , m j +k for j > 1. Multiplying over all such j, the total number of m, n is bounded by
Summing over M 1 , N 1 bounds this by
Equality in the "min" term happens when γ = k. Any δ < 2η/k 2 handles the second, third, and fourth terms, and the first term as well if γ > 2 + δ. We may thus assume that M ij T 2+δ for all i, j . We may also assume that
T 2+δ for all i, since otherwise by Lemma 2.4 we could still ignore the first term of (8) (5), a dyadic sum on M bounds the total contribution by T 6+6δ , which is less than T 2k−δ unless k = 3.
Thus we need only assume that k = 3. We reexamine the equation
there are no more than T γ /|M 1 | + 1 possible values for N 2 . On the other hand, for r = 0, the equation n 3 2 − n 3 5 = r has r positive integer solutions, so that there are at most T (T γ /|M 1 | + 1) values for n 2 , n 5 . The same also holds for n 3 , n 6 . Arguing in a similar fashion for m 2 , m 3 , m 5 , m 6 , the contributions of these terms to equation (5) are bounded by the sum of
and summing over γ < 2 + δ gives a leading term of T 14/3+δ , which is less than T 6−δ for sufficiently small δ. This completes the case analysis. Note that this proof does not work when k = 2, the case taken care of in [8] by slightly different methods.
Completing the proof. Thus we have

||S ||
We return now to D( m, n). We make the change of variable
There is a vector of polynomials R y ( m, n), depending only on y 3 , . . . , y k , for which
Since f has compact support, y 1 and y 2 are both bounded. However,
Since φ 1 φ 2 has bounded derivative, we use the approximation
12 R y ( m, n) , which is accurate up to a negligible error.
As a result, y 1 and y 2 only appear as the arguments of the two f functions, so
Summing over all m, n gives
up to a remainder term dominated by T −δ . As shown in [8] , the change of variable w = m/T , x = n/T along with a simple convergence argument shows that, up to a remainder term dominated by
On the other hand, making the usual y change of variable on
along with Fourier transforms, first in y 1 , y 2 and then in ξ 1 , ξ 2 , giveŝ
Thus the proof is complete, provided that the following is true, which we show in the appendix.
Lemma 2.8. We have
In the appendix, we show that contributions to (11) when all M i are zero can be ignored. Without loss of generality, we may assume that M 1 = 0. We make the change of variable y 1 = Q α ( m), y j = α j for j > 1. As noted in the previous section, the number of m for which
we may ignore contributions to (11) from any terms in which M j dominates N k−η/k for some j = 1. Now suppose that |M j | < T k−η/k for all j . We assume that |M 1 | ∼ T γ is the largest of the |M j |'s, so there are at most T 2γ /k values for m 1 , m k+1 . The number of possible m j , m j +k is bounded by T 2γ /k + T , the latter term coming from the possibility that m j = m j +k , so there are at most T 2γ +T k−1+2γ /k possible values of m. Dividing by T γ gives an expression dominated by T k−η/k , as desired.
Thus we may ignore all contributions to (11) from terms in which M 1 is small. But now we may make a similar change of variable to that of the L 2 case, with M 1 instead of M 12 , and get the convergence of T −k S tof (0)G in a fashion identical to that before.
Proof of Theorem 1.1.
Given weak convergence and convergence of L 2 norms, it is immediate that there exists a δ > 0 for which
Since δ is fixed, there exists an integer r with rδ > 1, so that
which is bounded. Thus as T goes to infinity, T −kr S (T r ) converges tof (0)G almost everywhere. To extend the convergence to other values of T requires repeating the proof for a˜ with wider support than that of ; for the details see [8] . Converting from smooth to intervals then follows from a simple approximation argument. Likewise, to convert from a single f to all intervals, we repeat the proof for a countable sequence f i of functions that are dense in C 0 (R). Intersecting the various M(f i )'s gives a final set M of full measure for which the convergence holds for all intervals.
All that is left is to evaluate G when is the characteristic function of the region B × B. (This again follows [8] ; we include it for its use in the next section.)
Let y 2 , . . . , y k be coordinates (normalized to have Jacobian one) on the surface
This leads to exactly the value for c P desired. In particular, if P is positive-definite and
This completes the proof of Theorem 1.1.
Hardy-Littlewood predictions.
We are interested in the pair correlations of values of P i (x, y, z) = q i1 x 3 1 + q i2 x 3 2 + q i3 x 3 3 as q i1 goes to infinity, where P i /q i1 approaches a fixed polynomial P and gcd(q i1 , q i2 , q i3 ) = 1 for all i. Let µ p (k) be the density of solutions to P i (x 1 , x 2 , x 3 ) − P i (x 4 , x 5 , x 6 ) = k in p-adic integers, and let µ ∞ (k) be the corresponding real density. We prove the following, which is clearly enough to prove Theorem 1.3.
Theorem 3.1. We have
First we examine the various local densities separately, and then we combine them to prove the theorem.
The archimedean density. We start with µ ∞ (k).
As is shown in [3] , the real density of solutions on dilations of the compact set B is given by
where is some positive constant less than three. Taking the limit gives
We note that this is independent of k, so that µ ∞ (k) may be brought out of the sum in Theorem 3.1. We make the substitution ν = q i1 δ and find that
As in the previous section, the right-hand side is c 2 P . This part of the proof works for all homogeneous forms, not just diagonal cubics.
Local densities.
We turn our attention to the µ p 's. By definition,
For a given p, the determining factor in this calculation is whether p divides k or any of the q's. (By the gcd condition, it can divide at most two of the latter.) We first break into cases based on divisibility conditions to estimate various bounds on the µ's, and then we combine these to handle the sum of the product of the µ's. To prevent overcrowding of notation, we drop the i subscripts on the q's for the remainder of this section. Our main result for this section is as follows. In addition, The p-adic densities are simpler in this case: it is enough to calculate the density in Z/pZ. In particular (see [2] ),
where 
The first term of the sum equals
It is simple to show that this last expression is bounded by p 3/2 . The same argument applies to the second term of the above sum, so, if p divides two coefficients but not
This concludes this portion of the proof.
Case two: p divides
. If all of the x's are divisible by p, we can divide the expression by p 3 and find that the number of such solutions is p 12 times the number of solutions to P (
Likewise, if at least one of the variables is not divisible by p, then we have p 5 times the number of solutions (with at least one variable not divisible by p) to P (x 1 , x 2 , x 3 ) − P (x 4 , x 5 , x 6 ) = 0 (mod p l ), since we may substitute x i = x i + a i p l and get a nonsingular linear equation in the a's that has p 5 solutions. We can repeat this process all the way down to l = 1, so (again using [2] ) the number of solutions with at least one variable not divisible by p is
This is exactly the expression from (15), with the p −5 subtracted off to account for the term when p divides all the x's. Since we use this repeatedly, let µ NS denote the expression in brackets. We have shown that if p | k,
We now prove a slightly stronger result about S p r than that in the lemma: where l ≡ r (mod 3). The sum can now be easily computed: it is p − p −5 − pµ p (1) when l = 0, it is zero if l = 1, and it is p −3 µ p (1) if l = 2. From here the result is a matter of simple calculation. Now let us suppose that p divides q 1 but not the other two coefficients. Our recursions will now be on the coefficients as well, so we extend our notation to µ p (k)( q ). Using similar techniques to those above, we see that if p 3 divides both k and q 1 , then
If p 3 divides q 1 but not k, then µ p ( q ) = µ NS ( q ) − p −3 , while if p 3 divides k but not q 1 , then (letting h denote the highest power of p dividing q 1 )
The same sort of induction as above can then be used to show that 1. Case three: p = 3. This resembles the other two cases, but now we must work mod 9 instead of mod 3. We can create recursions of much the same type whenever 3 divides k. (Note that the only thing above that used p = 3 was the fact that the linear equation in the a's had a solution.) Consider the set of solutions to
Given a nonsingular solution, we consider the set x i + 3 l−1 r i , where each of the six r coordinates lies in {0, . . . , 8} and the terms are taken mod 3 l+1 . Note that this set includes each of the 3 6 solutions (mod 3 l ) that are congruent to x (mod 3 l−1 ). To find solutions to the original equation (mod 3 l+1 ), we merely need to find those r 's that satisfy
for a fixed n in {0, 1, 2}. (Here n is such that k = k 0 +n3 l (mod 3 l+1 ), where 0 ≤ k 0 < 3 l .) Since at least one of the coefficients of an r i is invertible mod 3, there are 3 × 9 5 such r's. Thus 3 6 solutions (mod 3 l ) generate 3 × 9 5 solutions (mod 3 l+1 ) when l ≥ 2 and not all terms are divisible by 3. We may use this to induct, getting results like in the previous cases:
1. |µ 3 (k)−1| 1 when 3 divides at most one coefficient, whether 3 divides k or not, 2. |µ 3 (k)| 3 l/3 when 3 l divides k and two of the coefficients, 3.
3 r 1 µ 3 (k) 3 −r+tr/3 when 3 divides t of the coefficients. This completes the cases, and with it the proof of the lemma.
Main proof.
We wish to show that
Since the µ's are usually very close to one, we make the change of variables ν p (k) = µ p (k) − 1. Since only finitely many primes divide either a coefficient or a given k, ν p (k) p −2 for almost all primes, so all sums and products in
are absolutely convergent. (Here S ranges over all finite nonempty sets of primes.) To bound these sums on sets of primes, we need the following lemmas. Proof. The prime number theorem states that there are more terms on the right than on the left (since the product of the primes involved is closer to p 2 ), and since they are the smallest primes, the f values must be at least as large as those on the left.
Lemma 3.4. Let f (p,l) be a function on the integers. Then for any finite set S of primes,
where the product on the left is over p, l for which p l is the largest power of p dividing k.
Proof. We induct on the number of primes in S. When |S| = 1 we have
as desired. When |S| > 1, we pick a particular p 0 in S and get
since dividing k by p n 0 does not affect its divisibility by any other prime. We now use the induction hypothesis, and the proof is complete.
Note that this lemma can be interpreted as saying that the average of p f (p,l) over a range starting with one is dominated by the product of the average values of the f (p, * ) for all p. It is in this form that we use it: the usual case is in trying to average | ν p (k)| over an interval, and it is very important to know that this is dominated by the product of the average values of |ν p (k)| for each p. The latter is always small (even if p divides two coefficients, it is dominated by p −1/2 ), while the former may contain very large terms. Now we are ready to prove the main theorem of this section. Let S t denote the set of primes that divide exactly t coefficients. We note that 
for any > 0. Since we divide by q 1 , we may ignore this term.
Large values of S p.
Let R be a large integer depending on q 1 , to be chosen later. In this portion of the proof we consider those S for which S p > q 1/(2R) 1 . By Lemma 3.4, the average of ν p is bounded by the product of the average ν p 's, so
We choose another parameter ρ, which will also be selected later as a function of q 1 . We factor out S p −ρ q −ρ/2R 1 from this expression and then sum over all S with
to get a contribution bounded by
We use Lemma 3.3 again to bound this by
We set ρ = (log log log q 1 )/(log log q 1 ) and R = K(log q 1 ) 1/2 /(log log q 1 ), where K is a large constant to be chosen in the next section, and we see that this goes to zero as q 1 goes to infinity. 
Small values of
The first sum cycles mod P S , so it is at most
Since S is nonempty, the sum over S is dominated by
when R > 9/2. After summing over all S, the contribution from this case is thus bounded by exp − R log 2 3
Since R = K(log q 1 ) 1/2 /(log log q 1 ), taking K > c/3 means that this goes to zero as q 1 goes to infinity, and the proof is complete. It is worth noting that very little in this proof is specific to degree three, and variations of it would likely give the same results for homogeneous k-variable diagonal forms of degree k for any k > 2. For k = 2 this method does not work, since the curves are all singular. (In particular, the product of the µ p 's does not converge at zero.)
Factorizable polynomials.
In this section we demonstrate a set of homogeneous forms, dense among those real homogeneous kth-degree forms that factor completely over C, for which the pair correlation function approaches a delta function at the origin. This set consists of multiples of forms that are norm forms for a kth-degree extension of the rationals. The proof comes in two steps, first showing that the norm forms are dense and then showing that their pair correlation behaves as described. Proof. To simplify notation, we prove the proposition for k = 3 and simply point out where the proof differs for general k. Consider the polynomial p 0 (x) = a 1 x 3 + a 2 x 2 y +a 3 xy 2 +a 4 y 3 +a 5 x 2 z+· · ·+a 10 xyz, with a i ∈ R, and suppose that it factors into linear terms over C. Given any > 0, we construct a polynomial α 1 x 3 + · · · + α 10 xyz proportional to a norm form with |α i − a i | < for all i.
First, we rescale the original polynomial so that the x 3 coordinate is one; it is sufficient to prove the result for such polynomials. Call this rescaled polynomial p(x), and relabel the coefficients as above, remembering that now a 1 = 1. Let the factors of p be x + b i y + c i z, i ≤ 3 . We note that {−b i } are the roots of the cubic equation r 3 + a 2 r 2 + a 3 r + a 4 = 0, which has real coefficients. We may pick α 2 , α 3 , α 4 ∈ Q arbitrarily close to a 2 , a 3 , a 4 so that r 3 + α 2 r 2 + α 3 r + α 4 is irreducible over Q. Its roots −β 1 , −β 2 , −β 3 are arbitrarily close to −b 1 , −b 2 , −b 3 and have degree three over Q. We use the β's as the y-coefficients of our new polynomial. All that is left to do is show that we may pick γ 's close to the c's to serve as the z-coefficients. We may solve for the c's in terms of the b's and the a's by use of the coefficients of x 2 z, xyz, and y 2 z. (In the k variable case, to get equations in the coefficients of x l we use the coefficients of x k−1−r 1 x r 2 x l for 0 ≤ r ≤ k − 1.) Equating the coefficients, we have
If this system is invertible, then the c's are ratios of polynomials in the b's and a's. We may replace the a's by close rational approximations and the b's by the β's, and get expressions for numbers γ i that are very close to the c's and that are in Q(β 1 ). In addition, due to the symmetry of the coefficients, the automorphism β i → β σ (i) sends γ i to γ σ (i) . Thus (x + β i y + γ i z) is proportional to a norm form over Q(β 1 ), since its terms are mutually conjugate (and of degree three).
The determinant of the matrix in (24) is i =j (b i − b j ), so this approach only works if the b's are distinct. But the factorizable polynomials with distinct b's are dense in all factorizable polynomials, so we are done.
Proposition 4.2. Let P be a homogeneous kth-degree form in k variables that is the norm form of a kth-degree extension field of the rationals. Then R P (a, b, B, T ) is unbounded when a < 0 < b.
Proof. Let K be the extension corresponding to P . For any n > 0, let b n be one if there is an ideal I ⊂ K with N(I ) = n, and otherwise let b n = 0. (For this proof we restrict to positive values of norm forms.) The values of P correspond to the norms of principal ideals, so the number of possible values of P less than X is bounded by n<X b n . Following the methods of [5] , we show that the nonzero b n 's are very sparse.
This in turn means that the number of possible values for P less than X is bounded by a constant times X/(log X) 1 a, b, B, T ) includes the count of the solutions to P (m 1 , . . . , m k ) = P (m k+1 , . . . , m 2k ), which is
where r n is the number of solutions to P ( m) = n. The average value of r n is constant, so since most r n 's are zero, those that are nonzero must grow as (log n) 1−1/k (on average), which in turn means that the sum in (25) is at least X(log X) 1−1/k on average. Dividing by X gives a lower bound for R P , so R P (a, b, B, T ) is unbounded as a function of X.
Proof of Lemma 4.3.
For s > 1 we define
where means we only take a single prime ideal of a given norm. As usual, B K has an Euler product
where p r p is the smallest norm of an ideal factoring (p). We compare this to the usual zeta function of a field,
The r p > 1 terms in both B K and ζ K converge absolutely for s > 1/2, so there exist analytic functions Q 1 , Q 2 that are nonzero and bounded on s > 1/2 for which
and we use this to define B K (s) so long as log ζ K is analytic. This is known (see [5] ) to be the case when s > 1 − c/(log s) and s = 1, so we stay on this region. Fix U > X 6/5+δ , V large and independent of X, and < 1/X. We integrate the function 1 2πi
over the loop enclosed by 1 through 6 and 1 through 6 , where
and i denotes the reflection of i in the real axis. Since B K is analytic on the region enclosed by the path, the total integral is zero. We now evaluate the integral piece by piece. First we show that the integrals over 2 , 3 , 4 , 6 and their conjugates are negligible, since we are only interested in terms bigger than X/(log X) 2 . We may assume that |B K (σ + it)| t 1/3 for large t and σ > 2/3. (Since B k goes as ζ 1/k K in this region, this is much less strict than the best-known bound if k > 3.)
• On 2 , X s B K (s)/s 2 is bounded by X 2 U 1/3 /U 2 , which can be ignored when U > X 6/5+δ for some δ > 0.
• On 3 ,
As shown in [5] , if U > e √ 2c log X , this is bounded by
Again, since B K (σ + it) t 1/3 , this is Xe −c √ log X , which is smaller than our error term.
• On 4 ,
where c = c/ log V .
• On 6 , setting s = 1 + e iθ shows that
We are thus left with the integrals over 1 , 5 , 1 , and 5 . Since 
It remains to show that the integral over 1 , 1 gives the value in the lemma. We note that 1 2πi The error coming from stopping the integrals at 2 + iU is at most ᏻ(X 2 /U ), which is well within the desired error range for U > X 6/5 . This completes the proof of the lemma, and with it the proofs of Proposition 4.2 and Theorem 1.4.
Numerical experiments.
We investigate the consecutive spacings of various polynomials. Of course, computers cannot easily work with irrational numbers, so instead we evaluate the cumulative consecutive spacings counts for the polynomials P a,b = x 3 1 +ax 3 2 +bx 3 3 for (a, b) = (2, 3), (2.1, 3.1), and (2.092, 3.134), respectively, and compare them to the random number prediction. We took all values at positive integers of P a,b less than one million, and we counted how often the consecutive spacings fell in each 0.1-wide interval between zero and ten. (Thus, in the notation used throughout the paper, B = {x 1 , x 2 , x 3 > 0|P a,b ( x) < 1} and T = 100.) The resulting cumulative distributions, compared with the prediction coming from equation (2) , appear in Figures 1 through 3. (In all graphs, the x axis goes from zero to ten, and the y axis goes from zero to one.) Figure 1 Cumulative consecutive spacing for x 3 + 2y 3 + 3z 3 , compared to random expectation Note that P 2,3 can only have integer spacings (and thus its graph has only the ten discrete points), but as Figure 1 shows, if we plot those ten points at 0.5, 1.5, . . . , 9.5, they are already in reasonably close agreement with the predictions of the random model.
The agreement with the random model for the other polynomials is even better, and in Figure 3 we see that P 2.092,3.134 (essentially an irrational polynomial as far as 0.1-wide intervals are concerned) already has such good agreement that the graphs are indistinguishable.
Next we provide some numerical evidence for Conjecture 1.2. Again, let P (x 1 , x 2 , x 3 ) = x 3 1 + 2x 2 2 + 3x 3 3 , and note that P (x 1 , x 2 , x 3 ) − P (x 4 , x 5 , x 6 ) = k has no solution subvarieties other than the obvious one when k = 0 and x i = x i+3 . We calculated the number of solutions to P (x 1 , x 2 , x 3 )−P (x 4 , x 5 , x 6 ) = k when 0 ≤ k ≤ 9 and P (x 1 , x 2 , x 3 ) lies between 10 12 and 10 12 + 2.4 × 10 7 (there are 9454109 such values). In Table 1 , the first column is k, the second is the number N k of solutions to P (x 1 , x 2 , x 3 ) − P (x 4 , x 5 , x 6 ) = k in this range, the third is the number of solutions divided by the real density µ ∞ , and the fourth is the product of the local masses. The last two columns are in extremely close agreement, offering support for the conjecture. Table 2 shows the same results for P 2, 4 . Again, the agreement is extremely close. Table 2 P 2,4 : Lemma A.1. Given k > 2, the number of integer solutions to 0 < |r k − s k | < R is bounded by R 2/k , as is the area of the set of real solutions.
Proof. First suppose that r k and s k have the same sign, so the number of solutions is bounded by four times the number of nonnegative solutions. We may thus assume that r > s ≥ 0. Since
it is enough to count the number of solutions to |r − s||r + s| k−1 R. Let u = r − s, v = r + s, so we want positive integer solutions to uv k−1 R with u < v. Given u, the number of v's is bounded by (R/u) 1/(k−1) . Summing over u < R 1/k gives an upper bound of
as desired. Now we suppose that r and s have opposite sign and k is odd. The number of solutions is bounded by twice the number of nonnegative solutions to 0 < r k +s k < R. But since this requires r < R 1/k and s < R 1/k , the same bound holds.
This proof also applies to the continuous case, so the volume of the region |r k − s k | < R is bounded by R 2/k as well.
Lemma A.2. Given k > 2, the number of integer solutions to R < |r k − s k | < S with r, s < T is bounded by
The area of the set of real solutions is bounded by (S
Proof. We may assume that S < (3/2)R, since otherwise the previous lemma is already enough. If r k and s k have the same sign, we may assume that r > s. Given s, the number of possible r's is bounded by
We sum this over s. If s < R 1/k , the denominator is ∼ R 1−1/k , so the sum is bounded by (S −R)/R 1−2/k +min(T , R 1/k ). If s > R 1/k , we can use s k−1 as the denominator to get the same result.
If r and s have opposite sign and k is odd, the number of solutions is bounded by the number of nonnegative solutions to R < r k + s k < S. We may assume that r > s, so that s k < (1/2)S < (3/4)R. The number of solutions for r given s is bounded by
Summing over s completes the proof. Again, this proof works for the continuous case, except that the remainder term is no longer needed. 
As for the contribution to (5), consider the change of variable with determinant det
If |n 1 | = |n k+1 |, then there are at most T 2k−1 choices for n, so using the change of variable with determinant 2m
1 m 2 is enough to bound the contribution to (5) by T −1+ , as shown above. On the other hand, if n k 1 −n k k+1 = 0, then Lemma 2.6 bounds the contribution to (5) by for m 1 , . . . , m r , m k+1 , . . . , m k+r and the corresponding n's. Suppose that |M r+1 | is the largest of the remaining 2k − 2r terms, and let T µ denote its size. There are then T 2µ/k choices for each of M r+1 and N r+1 . For a given M j , j > r + 1, there is at most one N j that makes |M (r+1)j | zero, and the number of n j , n j +k for this choice is bounded by T . Thus the total number of m, n is bounded by
We need to show this is bounded by T 2k+µ−δ , since each of the D's are bounded by T −µ . The coefficient of r in the exponent is 2 − 2µ/k ≥ 0, so the expression is bounded by its value when r = k − 1, namely, T 2k−2+4µ/k . Subtracting 2k + µ from the exponent gives −2 − µ + 4µ/k, which is no more than −1 for any µ in [0, k]. This completes the proof.
Lemma A.5. The terms in which at least one M i or N i is zero contribute less than N 2k−δ to the sum.
Proof. Let r denote the number of M i 's that are nonzero. Thanks to the previous lemma, we may assume that there is always at least one M ij that is nonzero. Let T γ denote the order of magnitude of the largest |M ij |. Since there are at most T 4k−1 choices for the variables, we may assume that γ < 2k − 1 + δ, since otherwise the terms would already be small enough.
Case one: r = 1. Without loss of generality, we may assume that M 1 = 0, so that m 1 = m k+1 . We also assume that |M 2 | is larger than any other |M i |, and we let T µ 1 denote its order of magnitude. By Lemma 2.7, the number of n j , n j +k is bounded by T 2(γ −µ 1 )/k + T for any j = 2. Since γ < k + µ 1 , we may rewrite this as T ( We wish to bound this by T 2k+γ −δ + T 2k+max(µ 1 ,µ 2 )−δ . The first, second, and fourth terms are easily bounded by checking the values of the exponents at µ 1 = 0 and µ 1 = k, so we need only examine the exponent k +2µ 1 −2µ 1 /k +2µ 2 /k in the third term. Since µ i ≤ k, it is at most 3k, so if γ > k + δ we may ignore it. Similarly, it is also at most 2k + µ 1 − 2 + 2µ 2 /k, so if µ 2 < k − 1 we may also ignore it by picking δ < 2/k. However, if |N 2 | > T k−1 and |M 2j | < T k+δ for all j > 2, Lemma 2.7 shows that the number of m j , m j +k is at most T (2+2δ)/k + T T , a considerably sharper bound than before. We can thus replace the T 2µ 1 (k−1)/k above by T 2µ 1 /k T k−2 , and the difficult term becomes T 2k−1+2µ 1 /k+2µ 2 /k , which is in turn bounded by T 2k−2+4max(µ 1 ,µ 2 )/k . Subtracting 2k + max(µ 1 , µ 2 ) from the exponent leaves −2 + (4 − k) max(µ 1 , µ 2 )/k < −2 + (4 − k) ≤ −1, as desired. Case two: 2 ≤ r ≤ k − 2. This case only occurs if k ≥ 4. We may assume that M 1 = · · · = M r = 0, and we let T µ denote the size of the largest |M i |, which we assume to be |M r+1 |. There are T r choices for the m's corresponding to M i 's that are zero, and no more than (T 2µ/k ) k−r choices for the rest of the m's. In addition, the usual arguments show that there are at most (T γ −µ ) 2/k + T choices for each of the N i 's other than N r+1 , and there are at most T 2 choices for n r+1 , n r+1+k . Putting it all together, the total number of choices is bounded by We need to show that both exponents are less than 2k +γ −δ (or 2k +µ−δ, thanks to Lemma 2.4) when 2 ≤ r ≤ k − 2. Since both are linear in r, however, we may simply check that this is true at the endpoints. We first check r = 2. We use γ < 2k − 1 + δ in the first exponent to bound it by 4+γ +(2k −1+δ)(1−2/k)−2µ/k < 2k +γ −1+2/k < 2k +γ −1/3. The second exponent equals k + 3 + 2µ − 4µ/k, which is linear in µ. It is k + 3 ≤ 2k + µ − 1 when µ = 0 and 2k + µ − 1 when µ = k, so both terms are sufficiently small when r = 2.
When r = k −2, the first exponent is k −2µ+6µ/k −2γ /k +2γ . Since γ < µ+k, this is bounded by 2k + γ − µ − 2 + 4µ/k ≤ 2k + γ − 2.
The second exponent is bounded by 2k − 1 + 4µ/k < 2k + µ − 1. Case three: r = k − 1. We assume that m k = m 2k . We let T µ 1 ∼ |M k | and T µ 2 ∼ |N k | (if N k = 0). The argument in case two shows that the total number of variables is bounded by
The last term is clearly bounded by T 2k+µ 1 −1 . The third term is bounded by just as in the other case. Thus the measure of the variables for a given Q is bounded by Q 4/k 1 + | log Q| 2 .
We sum over Q dyadically and find that the measure of the set where M 12 < is bounded by 4/k (1+| log | 2 ). Since M max > 3/k , we can use any δ < 1/k to handle this case. Case two: M max < 3/k . Let Q be the order of magnitude of M max , and we sum
dyadically over Q. Suppose that M 1 is the largest of the M i , N i in magnitude. The usual lemmas imply that the range for n j , n j +k for j > 1 is bounded by (Q/|M 1 |) 2/k , while the range for m j , m j +k for j > 1 is bounded by |M 1 | 2/k . Combining the two, we see that the total range is bounded by Q 2−2/k . Dividing by Q and summing over Q < 3/k gives a total of 3/k−3/k 2 . Any δ < 3/k − 3/k 2 is thus enough to handle this case and, with it, the proof of the lemma.
