We consider constrained finite-time optimal control problems for discrete-time linear time-invariant systems with constraints on inputs and outputs based on linear and quadratic performance indices. The solution to such problems is a time-varying piecewise affine (PWA) state-feedback law and it can be computed by means of multiparametric programming.
Introduction
Recently in [4, 3] the authors have shown how to compute the solution to the constrained finite-time optimal control (CFTOC) problem as a piecewise affine (PWA) state-feedback law. Such a law is computed off-line by using a multi-parametric programming solver [4, 7, 13] , which divides the state space into polyhedral regions, and for each region determines the linear gain and offset which produces the optimal control action.
This method reveals its effectiveness when a receding horizon control (RHC) strategy is used [14, 15] . RHC requires to solve at each sampling time an open-loop CFTOC problem. The optimal command signal is applied to the process only during the following sampling interval. At the next time step a new optimal control problem based on new measurements of the state is solved over a shifted horizon. Having a precomputed solution as an explicit piecewise affine function of the state vector reduces the on-line computation of the RHC control law to a function evaluation, thus avoiding the on-line solution of a quadratic or linear program.
The only drawback of such a PWA feedback control law is that the number of polyhedral regions could grow dramatically with the number of constraints in the optimal control problem. In this paper we focus on efficient on-line methods for the evaluation of such a piecewise affine control law. The simplest algorithm would require: (i) the storage of the list of polyhedral regions and of the corresponding affine control laws, (ii) a sequential search through the list of polyhedra for the i-th polyhedron that contains the current state in order to implement the i-th control law. By exploiting the properties of the value function and the optimal control law, for CFTOC problems based on linear programming (LP) and quadratic programming (QP), we propose two new algorithms that avoid storing the polyhedral regions. The new algorithms significantly reduce the on-line storage demands and computational complexity during evaluation of the explicit solution of the CFTOC problem.
The same problem has been recently approached in a different manner in [23] . The algorithm proposed there -with the controller gains of the PWA control law organized on a balanced search tree -is less efficient in terms of memory requirements, but has a logarithmic average computation complexity. At the expense of the optimality of the solution a similar computational complexity can be achieved with an approximative point location algorithm described in [12] .
Several papers also propose the use of fast solvers for the on-line solution of constrained predictive control problems (cf. [16, 10] ); these algorithms pursue the same goal as this paper, namely to reduce the on-line computational burden in RHC, but from a different perspective. They use fast LP or QP solvers (in place of a general-purpose solver) tailored to the special dynamic structure of the underlying optimal control problem [16] . Note that a proper comparison of the proposed algorithms with "fast" on-line LP and QP solvers requires the simultaneous analysis of several issues such as speed of computation, storage demand and real time code verifiability. This is an involved study and as such is outside of the scope of this paper.
The paper is organized as follows. For discrete-time linear time-invariant systems the basics of CFTOC problems and of RHC are summarized in Section 2. In Section 3 for LP-based and QP-based optimal control we present two new algorithms to evaluate online explicit optimal control laws and we compare their complexity in terms of time and storage against the simplest algorithm mentioned above. Finally, in Section 4 an example is given that confirms the efficiency of the new methods.
CFTOC, RHC and their state-feedback PWA solution
Throughout this paper (lower and upper case) italic letters denote scalars, vectors and matrices (e.g., A, a, . . .), while upper case calligraphic letters denote sets (e.g., A, B, . . .). For a matrix (vector) A, A ′ denotes its transpose, while A (i) denotes the i-th row (element).
R is the set of real numbers, N is the set of positive integer numbers.
CFTOC problem formulation
Consider the discrete-time linear time-invariant system
subject to the constraints
at all time instants t ≥ 0.
In (1)- (2), n x ∈ N, n u ∈ N and n E ∈ N are the number of states, inputs and constraints respectively, x(t) ∈ R nx is the state vector, u(t) ∈ R nu is the input vector, A ∈ R nx×nx , B ∈ R nx×nu , E x ∈ R n E ×nx , E u ∈ R n E ×nu , E ∈ R n E , the pair (A, B) is stabilizable, and the vector inequality (2) is considered elementwise. Let x 0 = x(0) be the initial state and consider the constrained finite-time optimal control problem
where N ∈ N is the horizon length, U := [u ′ 0 , . . . , u ′ N −1 ] ′ ∈ R nuN is the optimization vector, x i denotes the state at time i if the initial state is x 0 and the control sequence {u 0 , . . . , u i−1 } is applied to the system (1), J * : R nx → R is the value function, and the cost function J : R nx × R nuN → R is given either as a piecewise linear function (i.e., sum of l 1 or l ∞ norms)
or as a quadratic function
In the following, we will assume that that Q x , Q u , Q x N are full column rank matrices when the cost function (4a) is used, and that
when the cost function (4b) is used, where Q ≻ 0 denotes positive definiteness (resp., Q 0 positive semidefiniteness).
The optimization problem (3) can be translated into a linear program (LP) when the piecewise linear cost function (4a) is used [3] or into a quadratic program (QP) when the quadratic cost function (4b) is used [4] . We denote by U * = [(u * 0 ) ′ , . . . , (u * N −1 ) ′ ] ′ one of the possible optimizers of problem (3)-(4). For simplicity we will henceforth refer to U * as the optimizer of problem (3)- (4) . Clearly U * is a function of the initial state x 0 . It can be computed by solving an LP or a QP once x 0 is fixed or it can be computed explicitly for all x 0 within a given range of values as explained in Subsection 2.3 and Subsection 2.4.
RHC strategy
Consider the problem of regulating to the origin the discrete-time linear time-invariant system (1) while fulfilling the constraints (2) . The solution U * to CFTOC problem (3)- (4) is an open-loop optimal control trajectory over a finite horizon. A receding horizon control strategy employs it to obtain a feedback control law in the following way: Assume that a full measurement of the state x(t) is available at the current time t ≥ 0. Then, the CFTOC problem (3)-(4) is solved at each time t for x 0 = x(t), and
is applied as an input to system (1). For a detailed discussion on RHC strategy see, e.g., [21, 9, 18, 4, 3, 14] 
Solution of CFTOC, linear cost case
Consider the problem (3) with the piecewise linear cost function (4a) and ℓ = ∞. Using a standard transformation [3] , introducing the vector (4) , this can be rewritten as the linear program 1
where x = x 0 , and (3)- (4), as explained in [3] . For a given x we denote with V * (x) the set of optimizers for the problem (6) . Note that, in general, V * (x) is a set valued function, i.e. V * : R nx → 2 R nv . Because the problem depends on x the implementation of RHC can be performed in two different ways: solve the LP (6) on-line at each time step for a given x or solve (6) offline for all x within a given range of values, i.e., by considering (6) as a multi-parametric Linear Program (mp-LP) [11] .
Solving an mp-LP means computing the value function J * (x) : R nx → R and one (out of possibly many) optimizer function v * (x) : R nx → R nv for all possible vectors x in a given set X . The solution to mp-LP problems can be simply approached by exploiting the properties of the primal and dual optimality conditions as proposed in [7, 11] .
In [11] the following results about the properties of the solution are proved:
Theorem 1 Consider the multi-parametric linear program (6) . Then the set of feasible parameters X f is convex. The value function J * : X f → R is convex and piecewise affine. There always exists a continuous and piecewise affine selection of an optimizer function v * : X f → R nv . In particular if the optimizer V * (x) is unique for all x ∈ X f then v * (x) = V * (x).
Once the multi-parametric problem (6) has been solved off-line for a polyhedral set X ⊆ R nx of states, the explicit solution v * (x) of CFTOC problem (6) is available as a piecewise affine function of x, and the receding horizon controller (3)- (5) is also available explicitly, as the optimal input u(t) consists simply of n u components of v * (x(t))
Corollary 1 The RHC (7), defined by the optimization problem (3), (4a) and (5), is a continuous and piecewise affine function, u : R nx → R nu , and has the form
where
is a polyhedral partition of X f (i.e., ∪ i P i = X f , and P i and P j have disjoint interiors ∀i = j),
, and p i is the number of halfspaces defining polyhedron P i , i = 1, . . . , N P .
In the rest of the paper we will assume, without loss of generality, that P i in (8), i = 1, . . . , N P , are full dimensional sets in R nx corresponding to the so-called critical regions of the optimization problem (6) (see [7] for more details). We will denote with N H the total number of halfspaces defining the polyhedral partition of X f
Remark 2.1 Typically the total number of halfspaces defining polyhedral partition of feasible set X f is much bigger than the number of polyhedral regions in it, i.e., N H ≫ N P . The reasoning is the following. Assume, as is the case in practical applications, that all P i are bounded. Since the smallest number of halfspaces defining a bounded polyhedron in R nx is n x + 1 (achieved by a simplex) we have N H ≥ (n x + 1)N P .
Solution of CFTOC, quadratic cost case
Consider the problem (3) with the quadratic cost function (4b). By substituting
, this can be rewritten as the quadratic program (3)-(4) (see [4] for details).
As in the linear cost case, because the problem depends on x the implementation of RHC can be performed either by solving the QP (10) on-line or, as shown in [4, 22] , by solving problem (10) off-line for all x within a given range of values, i.e., by considering (10) as a multi-parametric Quadratic Program (mp-QP).
Once the multi-parametric problem (10) is solved off-line, i.e., the solution U * (x) of the CFTOC problem (10) is found, the state-feedback PWA RHC law is simply
In [4] the authors give a self-contained proof of the following properties of the solution.
Theorem 2 Consider the multi-parametric quadratic program (10) and let H ≻ 0. Then the set of feasible parameters X f is convex, the optimizer U * : X f → R s is continuous and piecewise affine, and the value function J * : X f → R is continuous, convex and piecewise quadratic.
The proof of the properties listed in Theorem 2 can be found in [5, "Maximum Theorem" on page 116]. It also follows from [1, Theorem 3.2.1-(I) and Theorem 3.3.3].
Corollary 2 The RHC control law (11), defined by the optimization problem (3), (4b) and (5), is continuous and piecewise affine, and has the form (8).
The optimization problem (10) where X f is lower dimensional set can be dealt with in the same way as in the linear cost case (see [7] for details). Hence, in the following we will assume, without loss of generality, that P i , i = 1, . . . , N P , are full dimensional sets in R nx corresponding to the so-called critical regions of the optimization problem (10), cf. [4] .
Corollaries 1 and 2 state that by using a multi-parametric solver the computation of RHC action becomes a simple piecewise affine function evaluation. In the next section we propose a method to efficiently evaluate such a piecewise affine function without storing the polyhedral regions P i , i = 1, . . . , N P .
Efficient on-line algorithms
The on-line implementation of the control law (8) is simply executed according to the following steps:
Algorithm 1
1. Measure the current state x(t) 2. Search for the i-th polyhedron that contains (2) is critical and it is the only step whose efficiency can be improved. A simple implementation of step (2) would consist of searching for the polyhedral region that contains the state x(t) as in the following algorithm:
Recalling the expression (9) for N H (the total number of halfspaces defining the polyhedral partition of the feasible set X f ), it is easy to see that Algorithm 2 requires (n x + 1)N H real numbers to store all polyhedra P i , and in the worst case (when the state is contained in the last region of the list) Algorithm 2 will give a solution after n x N H multiplications, (n x − 1)N H sums and N H comparisons.
Remark 3.1 In the algorithms presented in the following sections we implicitly assume that x(t) belongs to the feasible set X f . If this (reasonable) assumptions does not hold we should include set of boundaries of feasible parameter space X f and we should (before using any of proposed algorithms) first check if the point x(t) is inside the boundaries of X f . Note that such a step is not needed for Algorithm 2 since there we automatically detect if the point x(t) is outside of the feasible set X f .
By using the properties of the value function, we will show how Algorithm 2 can be replaced by more efficient algorithms that have less computational complexity and that avoid storing the polyhedral regions P i , i = 1, . . . , N P , therefore reducing the storage demand significantly.
In the following we will distinguish between optimal control based on LP and optimal control based on QP.
Efficient implementation, linear cost case
From Theorem 1, the value function J * (x) corresponding to the solution of the CFTOC problem (3) with the piecewise linear cost (4a) is convex and PWA:
By exploiting the convexity of the value function the storage of the polyhedral regions P i can be avoided. From the equivalence of the representations of PWA convex functions 
Figure 1: Example for Algorithm 3 in one dimension: For a given point x ∈ P 3 (x = 5) we have
(cf. [17] , [8, page 80] ) the function J * (x) in equation (12) can be represented alternatively as
From (12) and (13), the polyhedral region P j containing x can be simply identified by searching for the maximum number in the list
Therefore, instead of searching for the polyhedron j that contains the point x via Algorithm 2, we can just store the value function and identify region j by searching for the maximum in the list of numbers composed of the single affine function
2. Find i such that t i = max
For illustration see example in Figure 1 , where we have N P = 4, f 1 (x) = −0.5x + 3, f 2 (x) = 2, f 3 (x) = 0.5x, and f 4 (x) = 2x − 9. Algorithm 3 requires the storage of (n x + 1)N P real numbers and it will give a solution after n x N P multiplications, (n x − 1)N P sums, and N P − 1 comparisons. In Table 1 we compare the complexity of Algorithm 3 against Algorithm 2 in terms of storage demand and number of flops. 
. If dual degeneracy occurs one can use the algorithm described in Section 3.2.2, or make appropriate modification of Algorithm 3 (e.g. utilize Algorithm 2 to discern between sub-regions of dual degenerate regions).
Efficient implementation, quadratic cost case
Consider the explicit solution of CFTOC problem (3) with the quadratic cost (4b). Theorem 2 states that the value function J * (x) is convex and piecewise quadratic and the simple Algorithm 3 described in the previous subsection cannot be used here. Instead, a modified approach is described below.
We will first establish the following general result: given a general polyhedral partition of the state space, we can locate where the state lies (i.e., in which polyhedron) by using a search procedure based on the information provided by an "appropriate" PWA continuous function defined over the same polyhedral partition. We will refer to such an "appropriate" PWA function as a PWA descriptor function. In the following first we outline the properties of the PWA descriptor function and then we describe the search procedure itself. In later subsections we will finally show how the gradient of the value function (under certain regularity conditions), and the optimizer (always), can be used for the construction of PWA descriptor functions. Definition 1 Two polyhedra P i , P j of R nx are called neighboring polyhedra if their interiors are disjoint and P i ∩ P j is (n x − 1)-dimensional (i.e., is a common facet).
be the polyhedral partition obtained by solving the mp-QP (10). For each polyhedra P i we denote with C i the list of all its neighbors C i := {j | P j is a neighbor of P i , j = 1, . . . , N P , j = i} , i = 1, . . . , N P .
In the following we will assume that every facet is shared by only two neighboring polyhedral regions. This so-called facet-to-facet property is almost always satisfied by the solution of the mp-QP (10), cf. [19] .
and they would not introduce element in the list C i . We give the following definition of a PWA descriptor function:
with A i ∈ R nx , B i ∈ R, is called descriptor function if
where ∪ i P i = X f ⊂ R nx , and C i is the list of neighbors of P i .
In the following we will show that the PWA descriptor function defined above has all the properties we need to be able to locate in which polyhedron the state x lies, because the sign of f i (x) − f j (x) changes only when the point x crosses the separating hyperplane between P i and P j . Thus for all x in P i the difference f i (x) − f j (x) has the same sign.
Definition 3 (Ordering function) Let f (x) be a PWA descriptor function on the polyhedral partition
with i ∈ {1, . . . , N P }, j ∈ C i . Note: For simplicity we will assume that the order in which the elements of C i are used when creating O i (x) in (18) is uniquely defined. Namely we use sorted (e.g. in an increasing order) list C i .
Theorem 3 Let f (x) be a PWA descriptor function on the polyhedral partition
. Let ξ i ∈ R nx be any point in the interior of P i , and define
with i = 1, . . . , N P , j ∈ C i . Then the following holds
Proof: Let F = P i ∩ P j be the common facet of two neighboring polyhedra P i and P j . Define the linear function
Figure 2: Example for Algorithm 4 in one dimension: For a given point x ∈ P 2 (x = 4) we
From the continuity of descriptor function f (x) it follows that g i,j (x) = 0, ∀x ∈ F. As P i and P j are disjoint convex polyhedra and A i = A j it follows that g i,j (x) = 0 is a separating hyperplane between P i and P j . (i) "⇒" part. Since g i,j (x) = 0 is a separating hyperplane between P i and P j it follows that g i,j (x) does not change sign for all x ∈ int(P i ). Hence, we have O i,j (x) = S i,j .
(ii) "⇐" part by contradiction. Assume that O i,j (x) = S i,j whilex / ∈ P i . It is easy to see that ∀x / ∈ P i , ∃j ∈ C i such that (P x i ) (j)x > (P i ) (j) . This, however, implies that g i,j (x) has different sign compared to g i,j (ξ), ξ ∈ int(P i ). Hence we have O i,j (x) = S i,j , contradiction. Theorem 3 states that the ordering function O i (x) and the vector S i uniquely characterize P i . Therefore to check on-line if the polyhedral region P i contains the state x it is sufficient to compute the binary vector O i (x) and compare it with S i . Vectors S i are calculated off-line for i = 1, . . . , N P , by comparing the values of f i (x) and f j (x) for all j ∈ C i , in a point ξ belonging to int(P i ), for instance, the Chebychev center of P i .
In Figure 2 a one dimensional example illustrates the procedure with N P = 4 regions and for
3 . The list of neighboring regions C i and the vector S i can be constructed by simply looking at the figure:
The point x = 4 is in region 2 and we have
The failure of a match O i (x) = S i provides information on a good search direction(s). The solution can be found by searching in the direction where a constraint is violated, i.e., we should check the neighboring region P j for which O i,j (x) = S i,j .
The overall procedure is composed of two parts:
1. (off-line) Construction of the scalar continuous real-valued PWA function f (·) in (16) satisfying (17) and computation of the list of neighbors C i and the vector S i ,
(on-line) Search for the i-th polyhedron that contains x(t) by the execution of the following algorithm
Algorithm 4
Step 2. else i = j and go to Step 3.
end 5. end
Algorithm 4 does not require the storage of the polyhedra P i , but only the storage of one affine function f i (x) per polyhedron, i.e., N P (n x + 1) real numbers and the list of neighbors C i which demands (at most) N H integers. Algorithm 4 in the worst case terminates after N P n x multiplications, N P (n x − 1) sums and N H comparisons.
In Table 2 we compare the complexity of Algorithm 4 against the standard Algorithm 2 in terms of storage demand and number of flops. (n x + 1)N P Number of flops (worst case)
Now that we have shown how to locate the polyhedron in which the state lies by using a PWA descriptor function, we need a procedure for the construction of such a function.
The image of the descriptor function is the set of real numbers R. In the following we will show how a descriptor function can be generated from a vector valued function m : R nx → R s . This general result will be used in the next subsections.
Definition 4 (Vector valued PWA descriptor function) A continuous vector valued
is called a vector valued PWA descriptor function if
and C i is the list of neighbors of P i .
Theorem 4
Let m : R nx → R s be a vector valued PWA descriptor function defined over a polyhedral partition
is a PWA descriptor function defined over the same polyhedral partition.
Proof: Let N i,j be the null-space of (Ā i −Ā j ) ′ . Since by definitionĀ i −Ā j = 0 it follows that N i,j is not full dimensional, i.e., N i,j ⊆ R s−1 . Consequently, it is always possible to find a vector w ∈ R s such that w ′ (Ā i −Ā j ) = 0 holds for all i = 1, . . . , N P and ∀j ∈ C i . Clearly, f (x) = w ′ m(x) is then a valid PWA descriptor function.
As shown in the proof of Theorem 4, once we have vector valued PWA descriptor function, practically any randomly chosen vector w ∈ R s is likely to be satisfactory for the construction of a PWA descriptor function. From a numerical point of view, however, we would like to obtain w that is as far away as possible from the null-spaces N i,j . We show one algorithm for finding such a vector w.
For a given vector valued PWA descriptor function we form set of vectors a k ∈ R s , a k = 1, k = 1, . . . , N a , by taking and normalizing one (and only one) nonzero column from each matrix (Ā i −Ā j ), ∀j ∈ C i , i = 1, . . . , N P . Here N a := i |C i |/2 ≤ N H and |C i | denotes cardinality of set C i . The vector w ∈ R s satisfying the set of equations w ′ a k = 0, k = 1, . . . , N a , can then be constructed by using the following algorithm 2 Algorithm 5 the final ball is the vector w we want to obtain, while R provides information about the degree of non-orthogonality: |w ′ a k | ≥ R, ∀k.
In the following subsections we will show that the gradient of the value function (under certain regularity conditions), and the optimizer (always), are vector valued PWA descriptor functions and thus we can use Algorithm 5 for the construction of the PWA descriptor function.
Generating a PWA descriptor function from the value function
We will first prove that J * (x) is a continuously differentiable function whenever the QP problem (10) is not degenarate and then we will show that the gradient of J * (x) is a vector valued PWA descriptor function.
Let J * (x) be the convex and piecewise quadratic (CPWQ) value function corresponding to the explicit solution of CFTOC (3) for the quadratic cost function (4b):
Before going further we recall the following result [22] :
Theorem 5 Consider the set A * (x) of active constraints at the optimum of QP (10)
and assume there is no degeneracy, i.e., that the rows of M U (A * (x)) are linearly independent. Then 1. A * is constant on interior of P i , i.e. A * (x) := A i ∀x ∈ int(P i ), i = 1, . . . , N P .
If P i and P j are neighboring polyhedra then
Definition 5 (Non-degenerate QP) We say that the QP (10) is non-degenerate if, for each x ∈ X f , the rows of M U (A * (x)) are linearly independent.
Lemma 1 Suppose that the QP problem (10) is non-degenerate. Consider the value function J * (x) in (26) and let P i , P j be two neighboring polyhedra corresponding to the set of active constraints A i and A j , respectively, then
and
Proof: Let P i and P j be two neighboring polyhedra and A i and A j be the corresponding sets of active constraints at the optimum of QP (10). Let A i ⊂ A j . We want to prove that the difference between the quadratic terms of q i (x) and q j (x) is negative semidefinite, i.e., Q i − Q j 0 and that
Without loss of generality we can assume that A i = ∅. If this is not the case a simple substitution of variables based on the set of active constraints
With the substitution z = U + H −1 F ′ x Problem (10) can be translated into the following:
For the unconstrained case we have z * = 0 and J * z (x) = 0. Consequently
For the constrained case, as shown in [4] , from the set of active constraints
x and the Karush-Kuhn-Tucker (KKT) conditions we obtain
are linearly independent and λ (A j ) are the Lagrange multipliers of the active constraints, λ (A j ) ≥ 0. The corresponding value function is
The difference of the quadratic terms of q i (x) and q j (x) gives What is left to prove is that Q i = Q j . We will prove it by showing that Q i = Q j if and only if P i = P j . For this purpose we recall [4] that the polyhedron P j where the set of active constraints A j is constant is defined as
(36) From (35) we conclude that Q i = Q j if and only if S (A j ) = 0. The continuity of J * z (x) implies that q i (x) − q j (x) = 0 on the common facet of P i and P j . Therefore, by comparing (31) and (34) we see that S (A j ) = 0 implies W (A j ) = 0. Finally, for S (A j ) = 0 and W (A j ) = 0, from (36) it follows that P j = P i := {x | 0 ≤ W + Sx}. The following property of convex piecewise quadratic functions was proved in [20] :
Theorem 6 Consider the value function J * (x) in (26) satisfying (28) and its quadratic expression q i (x) and q j (x) on two neighboring polyhedra P i , P j then
where γ ∈ R/{0}, a ∈ R nx , b ∈ R,b ∈ R. Equation (37) states that the functions q i (x) and q j (x) in two neighboring regions P i , P j of a CPWQ function satisfying (28) either intersect on two parallel hyperplanes: a ′ x − b and γa ′ x −b ifb = γb (see Figure 4(a) ) or are tangent in one hyperplane: a ′ x − b ifb = γb (see Figure 4(b) ). We will prove next that if the QP problem (10) is non-degenerate then J * (x) is a C (1) function by showing that the case depicted in Figure 4 (a) is not consistent with Lemma 1. In fact, Figure 4 (a) depicts case Q i − Q j 0, that implies A i ⊂ A j by Lemma 1. However q j (0) < q i (0) and from the definition of q i and q j this contradicts the fact that A i ⊂ A j .
Theorem 7
If the QP problem (10) is non-degenerate, then the value function J * (x) in (26) is C (1) .
Proof: To show that J * is C (1) we need to prove that the cost functions q i (x) and q j (x) of any two neighboring regions P i and P j have the same gradient on the common boundary. It is straightforward to see from (37) that this is indeed the case forb = γb. We will prove by contradiction thatb = γb. Suppose there exists two neighboring polyhedra P i and P j such thatb = γb. Without loss of generality assume that (i) Q i − Q j 0 and (ii) P i is in the halfspace a ′ x ≤ b defined by the common boundary. Let F ij be the common facet between P i and P j and relint(F ij ) its relative interior.
From (i) and from (37), either γ < 0 or γ = 0 if Q i − Q j = 0. Take x 0 ∈ relint(F ij ). For sufficiently small ε ≥ 0, the point x := x 0 − aε belongs to P i .
Let J * (ε) := J * (x 0 − aε), q i (ε) := q i (x 0 − aε), and consider
From convexity of J * (ε), J * − (ε) ≤ J * + (ε) where J * − (ε) and J * + (ε) are the left and right derivatives of J * (ε) with respect to ε. This implies q ′ j (ε) ≤ q ′ i (ε) where q ′ j (ε) and q ′ i (ε) are the derivatives of q j (ε) and q i (ε), respectively. Condition q ′ j (ε) ≤ q ′ i (ε) is true if and only if −(b − γb)) ≤ 2γ(a ′ a)ε, that implies −(b − γb) < 0 since γ < 0 and ε > 0.
From (38) q j (ε) < q i (ε) for all ε ∈ (0,
γa ′ a ). Thus there exists x ∈ P i with q j (x) < q i (x). This is a contradiction since from Theorem 5, A i ⊂ A j . Note that in case of degeneracy the value function J * (x) in (26) may not be C (1) ; counterexamples are given in [6] .
In Theorem 7 we have proven that the value function is C (1) for the non-degenerate QP (10) . Now we want to show that the gradient of J * (x) is a vector valued PWA descriptor function.
Theorem 8
Consider the value function J * (x) in (26) and assume that the CFTOC problem (3) leads to a non-degenerate QP (10) . Then the gradient m(x) := ∇J * (x) is a vector valued PWA descriptor function.
Proof: From Theorem 7 we see that m(x) is continuous vector valued PWA function, while from equation (26) we get
Since from Lemma 1 we know that Q i = Q j for all neighboring polyhedra, it follows that m(x) satisfies all conditions for a vector valued PWA descriptor function.
Combining results of Theorem 8 and Theorem 4 it follows that by using Algorithm 5 we can construct a PWA descriptor function from the gradient of the value function J * (x).
Remark 3.5 Note that some CFTOC problems may lead to the QP (10) that is degenerate, while other can be non-degenerate. It is not clear which classes of control problems are guaranteed to be non-degenerate. An example of a control problem where the nondegeneracy fails is when, for some initial point, the optimal control is saturated on the whole time horizon (this gives as many active constraints as the dimension of U * ) and the state hits the state constraint at least once (so there is more active constraints than the dimension of U * ). However, this does not necessarily mean that the value function will not be C (1) . This is the topic of current research. We illustrate these observations with the following example.
Example
Consider the system
where x k ∈ R and u k ∈ R are state and input at time k, respectively, subject to the following constraints for all k ≥ 0.
Consider the CFTOC problem (3) for system (40)-(41) with quadratic cost (4a), weighting matrices Q x = 0.1, Q u = 10, Q x N = 0, and horizon N = 3, i.e.,
Then the corresponding QP (10) is non-degenerate and J * (x(0)) is continuously differentiable everywhere in its domain (see Figure 5 ). However, if additional constraint x 3 = 0 is added to the CFTOC problem (42) then the corresponding QP (10) becomes degenerate and J * (x(0)) is not continuously differentiable at x(0) = −0.0518 (see Figure 6 ). 
Generating a PWA descriptor function from the optimizer
Clear drawback of the procedure described in the previous subsection is the requirement that the QP (10) is non-degenerate. Luckily, there is another way to construct a vector valued PWA descriptor function m(x) that always works and does not require any additional checking. This second procedure emerges naturally if we look at the properties of the optimizer U * (x) corresponding to the state feedback solution of the CFTOC problem (3). From Theorem 2, the optimizer U * (x) is continuous in x and piecewise affine:
whereF i ∈ R s×nx ,Ḡ i ∈ R s and P i , i = 1, . . . , N P , are the full-dimensional critical regions of the optimization problem (10), cf. [4] . All we need to show is the following lemma.
Lemma 2 Consider the CFTOC problem (3) and corresponding QP (10). Let P i , P j , be two (full-dimensional) neighboring polyhedra of the state feedback solution (43), then
Clearly (46) holds ∀x ∈ P j and we conclude that all active constraints of P i are also active in P j . The same reasoning holds for P j and ∀v ∈ A j , thus implying that A i = A j . However, the same sets of active constraints and the same optimal control law in QP (10) can generate only one region, thus implying that P i = P j , which contradicts the assumption of Lemma 2. Therefore we have [
Finally, observing that for the two neighboring polyhedra, due to the continuity of U * (x),F i =F j impliesḠ i =Ḡ j , we prove thatF i =F j . From Lemma 2 and Theorem 4 it follows that an appropriate PWA descriptor function f (x) can be calculated from the optimizer U * (x) by using Algorithm 5.
Remark 3.6 Note that even if we are implementing receding horizon control strategy, the construction of the PWA descriptor function is based on the full optimization vector U * (x) and the corresponding matricesF i andḠ i .
Remark 3.7
In some cases the use of the optimal control profile U * (x) for the construction of a descriptor function f (x) can be extremely simple. If there is a row r, r ≤ n u (n u is the dimension of u) for which (F i ) (r) = (F j ) (r) , ∀i = 1 . . . , N P , ∀j ∈ C i , it is enough to set A i ′ = (F i ) (r) and B i = (Ḡ i ) (r) , where (F i ) (r) and (Ḡ i ) (r) denote the r-th row of the matricesF i andḠ i , respectively. In this way we avoid the storage of the descriptor function, since it is equal to one component of the control law, which is stored anyway.
Remark 3.8 A natural question is can this approach be readily extended to the control of piecewise affine systems? In general the answer is no. However, we point out that whenever a PWA descriptor function can be found one can use Algorithm 4. For instance the optimal control of a PWA system with piecewise linear cost results in a piecewise affine control over polyhedral partition of the feasible state space (cf. [2] ). If this control law satisfies conditions of the vector valued PWA descriptor function (see Definition 4) we can use Algorithm 4. Note that the value function (12) in the linear cost case is also a descriptor function.
All described algorithms can be easily implemented and combined with available tools for deriving optimal controllers for linear systems (e.g., Multi Parametric Toolbox [13] under Matlab).
Example
As an example, we compare the performance of Algorithms 2, 3 and 4 on CFTOC problem for the discrete-time system 
resulting from the linear system y = 1 s 4 u, sampled at T s = 1, subject to the input and output constraints −1 ≤ u(t) ≤ 1, −10 ≤ y(t) ≤ 10.
CFTOC, linear cost case
To regulate (47)-(48), we design a receding horizon controller based on the optimization problem (3) with the piecewise linear cost function (4a), ℓ = ∞, N = 2, Q = diag{5, 10, 10, 10}, R = 0.8, P = 0. The PWA solution of the mp-LP problem was computed in 240 s on a Pentium III 900 MHz machine running Matlab 6.0. The corresponding polyhedral partition of the state-space consists of N P = 136 regions with N H = 1138 halfspaces. In Table 3 we report the comparison between the complexity of Algorithm 2 and Algorithm 3 for this example.
The average on-line RHC computation for a set of 1000 random points in the state space is 2259 flops (Algorithm 2), and 1088 flops (Algorithm 3). Table 4 we report the comparison between the complexity of Algorithm 2 and Algorithm 4 for this example. The average on-line RHC computation for a set of 1000 random points in the state space is 2114 flops (Algorithm 2), and 175 flops (Algorithm 4).
Conclusion
By exploiting properties of the value function and the optimal solution to the CFTOC problem, we presented two algorithms that significantly improve the efficiency of the on- line calculation of the control action (LP-based and QP-based) in terms of storage demand and computational complexity. The following improvements are achieved 1. There is no need to store the polyhedral partition of the state space.
2. In the worst case, the optimal control law is computed after the evaluation of one linear function per polyhedron.
