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1 Elo˝szo´
Az 1989 o´ta publika´lt cikkeimre to¨bb mint 110 hivatkoza´som van majdnem tel-
jes ege´sze´ben ku¨lfo¨ldi tudo´sok a´ltal. A hivatkoza´saim to¨bb mint a fele olyan
munka´kbo´l sza´rmazik, ahol az eredme´nyeimet a´ltala´nosı´totta´k, megjavı´totta´k vagy
felhaszna´lta´k u´jabb te´telek bizonyı´ta´sa´ban. A Mathematical Review-ban az Author
Lookup alapja´n 24, 1989 o´ta publika´lt, cikkem van review-volva.
Az eredme´nyeimet a cikkeim alapja´n e´s ido˝rendi sorrendben re´szletezem, ku¨lo¨n
kite´rek arra, hogy a ke´so˝bbiek folyama´n kik a´ltala´nosı´totta´k e´s javı´totta´k meg o˝ket.
Magyar nyelven 1984 o´ta ez az elso˝ munka´m, e´s az egye´rtelmu˝se´g kedve´e´rt ne´ha
za´ro´jelben jegyzem meg az angol megfelelo˝t.
Az eredme´nyeimet he´t szekcio´ban ismertetem.
2 Fuzzy halmazok
A fuzzy halmazokat Lotfi A. Zadeh vezette be 1965-ben [59] mint a pontatlanul
rendelkeze´sre a´llo´ adatok reprezenta´la´si e´s a manipula´la´si eszko¨zeit.
Definicio´ 2.1 [59] Legyen X = ∅ egy tetszo˝leges halmaz. Az X halmaz egy A
fuzzy re´szhalmaza´t a µA-val jelo¨lt tartalmaza´si fu¨ggve´nye´vel karakteriza´lhatjuk,
ahol
µA : X → [0, 1]
e´s µA(x) u´gy van interpreta´lva mint az x elemnek az A-hoz valo´ tartoza´sa´nak a
me´rte´ke, minden x ∈ X esete´n.
Ha valamilyen y ∈ X elemre µA(y) = 0 akkor azt mondjuk, hogy y nulla
me´rte´kkel tartozik bele az A fuzzy halmazba. Ha µA(y) = 1 akkor azt mond-
juk, hogy y teljes me´rte´kkel tartozik bele, egye´bke´nt un. ko¨zbu¨lso˝ (intermediate
degree of membership) beletartoza´sro´l besze´lu¨nk.
´Ugy is lehet mondani, hogy µA(x) azt mutatja meg, hogy az adott x ∈ X elem
mennyire rendelkezik azA a´ltal leirt tulajdonsa´ggal. A fuzzy halmazok teha´t olyan
tulajdonsa´gok leı´ra´sa´ra szolga´lnak amelyeket nem lehet karakteriza´lni a klasszikus
eleme, ∈, rela´cio´val, azaz a ke´te´rte´ku˝ logika - igen/nem - segı´tse´ge´vel.
Az egyszeru˝se´g kedve´e´rt µA(x) helyett legto¨bbszo¨r csak A(x)-et fogunk ı´rni, e´s
sokszor (fo˝leg fuzzy linea´ris programoza´si feladatokban) haszna´ljuk az A˜ jelo¨le´st a
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Figure 1: A ”kopaszsa´g” egy lehetse´ges reprezenta´cio´ja.
valo´s sza´mokto´l valo´ megku¨lo¨nbo¨ztete´s ce´lja´bo´l. AzX halmaz fuzzy (re´sz)halmazainak
a csala´dja´t F(X)-el jelo¨lju¨k.
Tipikus pe´lda az, hogy mennyi hajsza´l elveszte´se esete´n mondjuk azt valakire,
hogy kopasz. Nyilva´n, ha egy eredetileg du´shaju´ ember elveszt egy hajsza´lat, akkor
me´g eza´ltal nem va´lik kopassza´. A kopaszoda´s folyamata egy ido˝ben leja´tszo´do´
folyamat amely eredme´nyeke´ppen valaki du´shajubo´l a´tmegy kopaszba. Ahogy a
folyamat halad elo˝re az ido˝ben e´s egyre kevesebb hajsza´llal rendelkezik az illeto˝,
egyre inka´bb nagyobb lesz neki a kopaszok fuzzy halmaza´ba valo´ tartoza´sa´nak a
me´rte´ke. A Figure 1-en la´thato´, hogy hogyan megy a´t fokozatosan a mennyise´g
(azaz a to¨bb e´s to¨bb hajvesztese´g) u´j mino˝se´gbe (kopaszsa´g).
Az 1-es a´bra´n la´thato´ megko¨zelı´te´s szerint, ha valakinek N -ne´l to¨bb hajsza´la van,
akkor a kopaszsa´ga´nak a me´rte´ke nulla, ha n-ne´l kevesebb hajsza´la van, akkor
ma´r egy me´rtekkel tekintju¨k kopasznak, ha a hajsza´lainak a sza´ma n e´s N ko¨zo¨tt
van, akkor pedig egy linea´ris fu¨ggve´ny segı´tse´ge´vel mondjuk meg, hogy mennyire
tekintju¨k kopasznak. Pontosabban,
µkopasz(v) =


1 ha v < n
1− N−vN−n ha 1 ≤ v ≤ N
0 ku¨lo¨nben
ahol µkopasz(v) definia´lja a v hajsza´llal rendelkezo˝ egye´n kopaszsa´ga´nak a me´rte´ke´t.
Nyilva´n, nem szu¨kse´gszeru˝, hogy µkopasz linea´ris legyen az [n,N ] intervallumon,
a le´nyeg az azon van, hogy monoton cso¨kkeno˝ fu¨ggve´ny legyen ott.
Ma´sik pe´ldake´nt vegyu¨k azt a tulajdonsa´got, hogy ”x e´rte´ke ko¨zel van egyhez”.
Egy lehete´ges tartalmaza´si fu¨ggve´ny ami ennek a tulajdonsa´gnak a birtokla´sa´t
leı´rja (la´sd 2-es a´bra) a ko¨vetkezo˝
A(x) = exp(−β(x− 1)2)
ahol β > 0. Nyilva´n nem szu¨kse´ges, hogy Gauss-tı´pusu legyen a tartalmaza´si
fu¨ggve´ny, de aka´rhogy is definia´ljuk szigoru´an unimoda´lisnak kell lennie, azaz
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Figure 2: Egy tartalmaza´si fu¨ggve´ny az ”x e´rte´ke ko¨zel van egyhez” fuzzy halmaz
sza´ma´ra.
csak a x = 1 helyen lehet az e´rte´ke egy.
3 Meghata´roza´sok
Addig, amı´g ma´ske´nt nem mondom, csak az X = Rn-beli fuzzy halmazazokro´l
van szo´.
Definicio´ 3.1 Az X halmaz egy A fuzzy (re´sz)halmaza´t norma´linak nevezzu¨k, ha
∃x ∈ X : A(x) = 1.
Ellenkezo˝ esteben az A-t szubnorma´lisnak hı´vjuk.
Az, hogy egy fuzzy halmaz norma´lis azt jelenti, hogy van olyan elem amelyik teljes
me´rte´kben rendelkezik azzal a tulajdonsa´ggal amit A ke´pvisel.
Definicio´ 3.2 Az X halmaz egy A fuzzy halmaza´nak a tarto´ja
supp(A) = {t ∈ X|A(t) > 0}.
Definicio´ 3.3 Az X halmaz egy A fuzzy halmaza´nak az α-szinthalmaza az
[A]α =
{ {t ∈ X|A(t) ≥ α} ha α > 0
cl(suppA) ha α = 0
ahol cl(suppA) jelo¨li az A tarto´ja´nak a leza´ra´sa´t.
Egy α-szinthalmazba azok az X-beli elemek tartoznak bele, amelyek legala´bb α
me´rte´kig rendelkeznek az A tulajdonsa´ggal.
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Figure 3: ha´romszo¨galaku´ fuzzy sza´m.
Definicio´ 3.4 Az valo´s sza´mok egy A fuzzy halmaza´t fuzzy sza´mnak nevezzu¨k, ha
a tartalmaza´si fu¨ggve´nye norma´lis, unimoda´lis, folytonos e´s korla´tos tarto´ju. A
fuzzy sza´mok halmaza´t F-el jelo¨lju¨k.
Definicio´ 3.5 Az A ∈ F fuzzy sza´mot ha´romszo¨galaku´ fuzzy sza´mnak nevezzu¨k, ha
tartalmaza´si fu¨ggve´nye a ko¨vetkezo˝ alaku´ (la´sd 3-as a´bra)
A(t) =


1− (a− t)/α ha a− α ≤ t ≤ a
1− (t− a)/β ha a ≤ t ≤ a+ β
0 otherwise
ahol a ∈ R az A ko¨ze´ppontja, α > 0 a baloldali sze´lesse´ge, e´s β > 0 a jobboldali
sze´lesse´ge. Ilyenkor haszna´ljuk az
A = (a, α, β).
jelo¨le´st. Tova´bba´, ha α = β, akkor szimmetrikus ha´romszo¨galaku´ fuzzy sza´mro´l
van szo´ e´s haszna´ljuk a
A = (a, α).
jelo¨le´st.
Egy a ko¨ze´pponttal rendelkezo˝ fuzzy sza´mot u´gy lehet interpreta´lni, mint az
”x e´rte´ke ko¨zel van a-hoz”.
tulajdonsa´g egy lehetse´ges reprezenta´cio´ja´t.
Definicio´ 3.6 Az A ∈ F fuzzy sza´mot trape´z alaku´ fuzzy sza´mnak nevezzu¨k, ha
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Figure 4: Trape´z alaku´ fuzzy sza´m.
tartalmaza´si fu¨ggve´nye a ko¨vetkezo˝ alaku´ (la´sd 4-es a´bra)
A(t) =


1− (a− t)/α ha a− α ≤ t ≤ a
1 ha a ≤ t ≤ b
1− (t− b)/β ha a ≤ t ≤ b+ β
0 otherwise
ahol [a, b] (a < b) azA tolerancia intervalluma (vagy teteje), α a baloldali sze´lesse´ge
e´s β a jobboldali sze´lesse´ge. Ilyenkor haszna´ljuk az
A = (a, b, α, β)
jelo¨le´st. Ha szimmetrikus trape´z alaku´ fuzzy sza´mro´l van szo´, akkor haszna´lni
fogjuk az
A = (a− θ, a+ θ, a− θ − α, a+ θ + α), (1)
elo˝a´llı´ta´st, ahol a a centrum, [a− θ, a+ θ] a felso˝ sze´lesse´g, [a− θ−α, a+ θ+α]
pedig az also´ sze´lesse´ge´t jelo¨li a trape´znak.
Egy [a, b] tolerancia intervallumu fuzzy sza´mot u´gy lehet interpreta´lni, mint az
”x e´rte´ke megko¨zelı´to˝en az [a, b] intervallumba esik”
tulajdonsa´g egy lehetse´ges reprezenta´cio´ja´t.
Definicio´ 3.7 Minden A ∈ F felı´rhato´
A(t) =


L
(
a− t
α
)
if t ∈ [a− α, a]
1 if t ∈ [a, b]
R
(
t− b)
β
)
if t ∈ [b, b+ β]
0 otherwise
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Figure 5: Ke´t ha´romszo¨galaku´ fuzzy sza´m metszete.
forma´ban, ahol [a, b] az A csu´csa (vagy magja),
L : [0, 1] → [0, 1], R : [0, 1] → [0, 1]
folytonos, nemno¨vekvo˝ fu¨ggve´nyek, amelyek kiele´gı´tik a L(0) = R(0) = 1 e´s
R(1) = L(1) = 0 peremfelte´teleket. Az ilyen fuzzy sza´mokat LR-tı´pusu fuzzy
sza´moknak hı´vjuk e´s haszna´ljuk az
A = (a, b, α, β)LR
jelo¨le´st.
Definicio´ 3.8 LegyenekA e´sB azX fuzzy halmazai. Ekkor a tartalmaza´si fu¨ggve´nyeik
also´ burkolo´ja´t
(A ∩B)(t) = min{A(t), B(t)} = A(t) ∧B(t), ∀t ∈ X,
az A e´s B metszete´nek hı´vjuk.
Definicio´ 3.9 Az A e´s B fuzzy halmazok unio´ja ko¨vetkezo˝
(A ∪B)(t) = max{A(t), B(t)} = A(t) ∨B(t), ∀t ∈ X
azaz az unio´ tartalmaza´si fu¨ggve´nye a ke´t tartalmaza´si fu¨ggve´ny felso˝ burkolo´ja.
Definicio´ 3.10 Az A fuzzy halmaz komplementere a ¬A-val jelo¨lt fuzzy halmaz,
ahol
(¬A)(t) = 1−A(t), ∀t ∈ X.
A triangula´ris norma´kat Schweizer e´s Sklar [56] vezette´k be 1963-ban a probabil-
isztikus metrikus terekben a ta´volsa´g modelleze´se´re. A fuzzy halmazok elme´lete´ben
a triangula´ris norma´kat a logikai ”e´s” mu˝velet modelleze´se´re haszna´ljuk.
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Figure 6: Ke´t ha´romszo¨galaku´ fuzzy sza´m unio´ja.
Figure 7: A e´s a komplementere.
Definicio´ 3.11 A
T : [0, 1]× [0, 1] → [0, 1],
fu¨ggve´nyt triangula´ris norma´nak (t-norma ro¨viden) hı´vjuk, ha T szimmetrikus, as-
szociativ, nem-cso¨kkeno˝ mindegyik va´ltozo´ja´ban e´s T (a, 1) = a, minden a ∈ [0, 1].
Ma´s szo´val minden T t-norma kiele´gı´ti a ko¨vetkezo˝ tulajdonsa´gokat
T (x, y) = T (y, x), T (x, T (y, z)) = T (T (x, y), z)
T (x, y) ≤ T (x′, y′) ha x ≤ x′ e´s y ≤ y′, T (x, 1) = x, ∀x ∈ [0, 1].
A ko¨vetkezo˝ ta´bla´zat a leggyakrabban haszna´lt t-norma´kat foglalja o¨ssze.
minimum MIN(a, b) = min{a, b}
Łukasiewicz LAND(a, b) = max{a+ b− 1, 0}
szorzat PAND(a, b) = ab (ne´ha probabilisztikusnak is nevezik)
gyenge WEAK(a, b) =
{
min{a, b} ha max{a, b} = 1
0 otherwise
Hamacher HANDγ(a, b) = abγ+(1−γ)(a+b−ab) , γ ≥ 0
Yager Y ANDp(a, b) = 1−min{1, [(1− a)p + (1− b)p]1/p}, p > 0
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Az asszociativita´s miatt minden t-norma kiterjesztheto˝ ketto˝ne´l to¨bb argumentumra
is. A t-norma´t szigoru´nak hı´vjuk, ha szigoru´an no¨vekszik mindke´t va´ltozo´ja´ban.
A t-norma´k o¨sszesse´ge´bo˝l fontos szerepet ja´tszanak a folytonos, archime´deszi tu-
lajdonsa´ggal rendelkezo˝k. Egy T t-norma archime´deszi, ha T (x, x) < x,∀x ∈
(0, 1). Ekkor e´rve´nyes Schweizer e´s Skla´r reprezenta´cio´s te´tele:
Te´tel 3.1 [56] Egy T t-norma pontosan akkor folytonos e´s archime´deszi, ha van
olyan f : [0, 1] → [0,∞] szigoru´an cso¨kkeno˝, folytonos fu¨ggve´ny, melyre f(1) = 0
e´s e´rve´nyes a
T (a, b) = f [−1](f(a) + f(b)) (2)
egyenlo˝se´g, ahol f [−1] jelo¨li az f fu¨ggve´ny pszeudoinverze´t, azaz
f [−1](y) =
{
f−1(y) ha y ∈ [0, f(0)]
0 ku¨lo¨nben
Ilyenkor f -et a T additiv genera´tora´nak hı´vjuk.
E reprezenta´cio´s te´tel gyakorlati haszna abban rejlik, hogy segı´tse´ge´vel a ku¨lo¨nbo¨zo˝
sza´mola´sok viszonylag egyszeru˝en elve´gezheto˝k.
Definicio´ 3.12 Legyenek T1 e´s T2 t-norma´k. Azt mondjuk, hogy T1 gyenge´bb mint
T2 ha fenna´ll a
T1(x, y) ≤ T2(x, y)
o¨sszefu¨gge´s minden x, y ∈ [0, 1] esete´n. Ilyenkor haszna´ljuk a T1 ≤ T2 jelo¨le´st.
A fuzzy halmazok elme´lete´ben a triangula´ris konorma´kat a logikai ”vagy” mu˝velet
modelleze´se´re haszna´ljuk.
Definicio´ 3.13 Az
S : [0, 1]× [0, 1] → [0, 1]
leke´peze´st triangula´ris komplementa´ris norma´nak (t-konorm ro¨viden), ha S sz-
immetrikus, asszociativ, nem-cso¨kkeno˝ mindegyik va´ltozo´ja´ban e´s S(a, 0) = a,
minden a ∈ [0, 1]. Azaz S kiele´giti a ko¨vetkezo˝ket,
S(x, y) = S(y, x), S(x, S(y, z)) = S(S(x, y), z),
S(x, y) ≤ S(x′, y′) ha x ≤ x′ e´s y ≤ y′, S(x, 0) = x, ∀x ∈ [0, 1].
A ko¨vetkezo˝ ta´bla´zat a leggyakrabban haszna´lt t-konorma´kat foglalja o¨ssze.
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maximum MAX(a, b) = max{a, b}
Łukasiewicz LOR(a, b) = min{a+ b, 1}
szorzat POR(a, b) = a+ b− ab
ero˝s STRONG(a, b) =
{
max{a, b} ha min{a, b} = 0
1 otherwise
Hamacher HORγ(x, y) = a+b−(2−γ)ab1−(1−γ)ab , γ ≥ 0
Yager Y ORp(a, b) = min{1, p
√
ap + bp}, p > 0
Definicio´ 3.14 Legyen T egy t-norma. Ha az S fu¨ggve´nyt u´gy definia´ljuk, hogy
S(x, y) = 1− T (1− x, 1− y), x, y ∈ [0, 1],
akkor S t-konorma lesz, e´s azt mondjuk, hogy S-et a T -bo˝l sza´rmaztatottuk.
Definicio´ 3.15 Legyenek A ∈ F(X) e´s B ∈ F(Y ) fuzzy halmazok. Ekkor az ”A
maga uta´n vonja B” (ro¨viden A → B) rela´cio´t - a klasszikus implika´cio´ rela´cio´
kiterjeszte´se´t - mint az X × Y fuzzy halmaza´t e´rtelmezzu¨k, u´gy hogy
(A→ B)(u, v) = I(A(u), B(v)), ∀u ∈ X, v ∈ Y.
ahol I valamilyen fu¨ggve´ny, amely eleget tesz bizonyos tulajdonsa´goknak (amik
garanta´lja´k, hogy klasszikus implika´cio´ egy korrekt kiterjeszte´se´t kapjuk).
Pe´lda 3.1 A ko¨vetkezo˝ ke´t fuzzy implika´cio´s haszna´lni fogjuk
x→ y = max{1− x, y} Kleene-Dienes implika´cio´) (3)
x→ y =
{
1 ha x ≤ y
y ku¨lo¨nben
(Go¨del implika´cio´) (4)
Definicio´ 3.16 LegyenekA e´sB azX halmaz fuzzy halmazai e´s legyen T t-norma.
Akkor A e´s B-nek a T -metszete a ko¨vetkezo˝
(A ∩B)(t) = T (A(t), B(t)), ∀t ∈ X, (5)
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Definicio´ 3.17 Legyen S t-konorma. AzA e´sB fuzzy halmazok S-unio´ja a ko¨vetkezo˝
(A ∪B)(t) = S(A(t), B(t)), ∀t ∈ X
A klasszikus fu¨ggve´nyeket a Zadeh-fe´le kiterjeszte´si elv [59] szerint terjeszthetju¨k
ki fuzzy terekre.
Definicio´ 3.18 Legyenek X e´s Y klasszikus halmazok e´s legyen f : X → Y . A
Zadeh-fe´le kiterjeszte´si elv alapja´n az f kiterjesztettje (amit szinte´n f -el jelo¨lu¨nk)
az X e´s az Y fuzzy halmazai ko¨zo¨tt opera´l, azaz
f : F(X) → F(Y ),
e´s ha A ∈ F(X), akkor f(A)-t a ko¨vetkezo˝ formula alapja´n hata´rozzuk meg
f(A)(y) =
{
supx∈f−1(y)A(x) ha f−1(y) = ∅
0 egye´bke´nt (6)
ahol f−1(y) = {x ∈ X | f(x) = y}.
A kiterjeszte´si elvet n-va´ltozo´s fu¨ggve´nyekre is lehet a´ltala´nosı´tani.
Definicio´ 3.19 (n-va´ltozo´s fu¨ggve´nyek sup-min kiterjeszte´si elve) Legyenek X1,
X2, . . . , Xn e´s Y nemu¨res halmazok. Legyen tova´bba´
f : X1 ×X2 × · · · ×Xn → Y.
Legyen Ai ∈ F(Xi), 1 ≤ i ≤ n, ekkor az f(A1, . . . , An) ∈ F(Y ) tartalmaza´si
fu¨ggve´nye a ko¨vetkezo˝
f(A1, . . . , An)(y) ={
sup{min{A1(x1), . . . , An(xn)} |x ∈ f−1(y)} ha f−1(y) = ∅
0 egye´bke´nt
(7)
Specia´lisan, n = 2-re a ko¨vetkezo˝ formula´t kapjuk
f(A1, A2)(y) = sup{A1(x1) ∧A2(x2) | f(x1, x2) = y}
felte´telezve, hogy az u¨res halmazon vett szupre´mum e´rte´ke az nulla.
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Figure 8: Az A−A fuzzy halmaz tartalmaza´si fu¨ggve´nye.
Pe´lda 3.2 Legyen f : X×X → X az o¨sszeada´s mu˝velete X-en, azaz f(x1, x2) =
x1 + x2. Ha A1 e´s A2 az X fuzzy halmazai, akkor a kiterjeszte´si elv szerint
f(A1, A2)(y) = sup
x1+x2=y
min{A1(x1), A2(x2)}
e´s ilyenkor haszna´ljuk a
f(A1, A2) = A1 +A2
jelo¨le´st.
Pe´lda 3.3 Legyen f : X × X → X a kivona´s mu˝velete X-en, azaz f(x1, x2) =
x1 − x2. Ha A1 e´s A2 az X fuzzy halmazai, akkor a kiterjeszte´si elv szerint
f(A1, A2)(y) = sup
x1−x2=y
min{A1(x1), A2(x2)}
e´s ilyenkor haszna´ljuk az
f(A1, A2) = A1 −A2
jelo¨le´st.
Meg kell jegyezni, hogy ha A ∈ F , akkor
(A−A)(y) = sup
x1−x2=y
min{A(x1), A(x2)}, y ∈ R
azaz A − A = 0ˆ, ahol 0ˆ jelo¨li a nulla karakterisztikus fu¨ggve´nye´t (0ˆ(t) = 1 ha
t = 0 e´s 0ˆ(t) = 0 egye´bke´nt).
11
Pe´lda 3.4 Legyen f : R×R→ R, u´gy hogy f(x1, x2) = λ1x1 +λ2x2, ahol λ1 e´s
λ2 valo´s konstansok. Felte´ve, hogy A1, A2 ∈ F(R), a kiterjeszte´si elv alapja´n azt
kapjuk, hogy
f(A1, A2)(y) = sup
λ1x1+λ2x2=y
min{A1(x1), A2(x2)}
e´s haszna´ljuk az
f(A1, A2) = λ1A1 + λ2A2
jelo¨le´st.
Legyenek A = (a1, a2, α1, α2)LR e´s B = (b1, b2, β1, β2)LR LR-tı´pusu fuzzy
sza´mok. A (sup-min) kiterjeszte´si elv segı´tse´ge´vel be lehet bizonyı´tani a ko¨vetkezo˝
o¨sszefu¨gge´seket
A+B = (a1 + b1, a2 + b2, α1 + β1, α2 + β2)LR,
A−B = (a1 − b2, a2 − b1, α1 + β2, α2 + β1)LR (8)
tova´bba´, ha λ ∈ R valo´s sza´m, akkor λA reprezenta´lhato´ mint
λA =
{
(λa1, λa2, α1, α2)LR ha λ ≥ 0
(λa2, λa1, |λ|α2, |λ|α1)LR ha λ < 0
(9)
Specia´lisan, ha A = (a1, a2, α1, α2) e´s B = (b1, b2, β1, β2) trape´z alaku´ fuzzy
sza´mok, akkor
A+B = (a1 + b1, a2 + b2, α1 + β1, α2 + β2),
A−B = (a1 − b2, a2 − b1, α1 + β2, α2 + β1).
Ha A = (a, α1, α2) e´s B = (b, β1, β2) ha´romszo¨galaku´ fuzzy sza´mok, akkor
A+B = (a+ b, α1 + β1, α2 + β2), A−B = (a− b, α1 + β2, α2 + β1)
e´s ha A = (a, α) e´s B = (b, β) szimmetrikus ha´romszo¨galaku´ fuzzy sza´mok,
akkor
A+B = (a+ b, α+ β), A−B = (a− b, α+ β), λA = (λa, |λ|α). (10)
A fenti eredme´nyek a´ltala´nosı´thato´k fuzzy sza´mok linea´ris kombina´cio´ira is. Nevezete-
sen,
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a ba + b
A A + B B
α
a_1( α)
A
a_2( α)
Figure 9: Ke´t ha´romszo¨galaku´ fuzzy sza´m o¨sszege
Figure 10: Az [A]α = [a1(α), a2(α)] illusztra´la´sa.
Lemma 3.1 Legyenek Ai = (ai, αi) szimmetrikus ha´romszo¨galaku´ fuzzy sza´mok
e´s xi ∈ R, i = 1, . . . , n. Akkor az Ai-k linea´ris kombina´cio´ja
n∑
i=1
Aixi := A1x1 + · · ·+Anxn
a ko¨vetkezo˝fe´leke´ppen reprezenta´lhato´
n∑
i=1
Aixi = (a1x1 + · · ·+ anxn, |x1|α1 + · · ·+ |xn|αn) (11)
Legyenek A e´s B fuzzy sza´mok e´s a szinthalmazaikat jelo¨lju¨k u´gy, hogy
[A]α = [a1(α), a2(α)], [B]α = [b1(α), b2(α)].
Ko¨nnyen megmutathato´, hogy
[A+B]α = [a1(α) + b1(α), a2(α) + b2(α)], [−A]α = [−a2(α),−a1(α)]
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[A−B]α = [a1(α)− b2(α), a2(α)− b1(α)]
[λA]α = [λa1(α), λa2(α)], λ ≥ 0, [λA]α = [λa2(α), λa1(α)], λ < 0
minden α ∈ [0, 1], azaz az o¨sszeg α-szinthalmaza nem ma´s mint az o¨sszeadando´k
szinthalmazainak az o¨sszege.
A ko¨vetkezo˝ ke´t te´tel, (Nguyen, 1978) azt mutatja meg, hogy az α-szinthalmazai
egy Zadeh-fe´le elvvel kiterjesztett fuzzy leke´peze´snek egyszeru˝en megadhato´ak.
Te´tel 3.2 [55] Legyen f : X → Y folytonos fu¨ggve´ny e´s legyen A ∈ F(X).
Ekkor,
[f(A)]α = f([A]α)
ahol f(A) ∈ F(Y ) az (6) szerinti kiterjeszte´si elvvel van definia´lva, e´s
f([A]α) = {f(x) |x ∈ [A]α}.
Pe´lda´ul, ha [A]α = [a1(α), a2(α)] e´s f monoton no¨vekedo˝ fu¨ggve´ny, akkor Nguyen
te´tele alapja´n
[f(A)]α = f([A]α) = f([a1(α), a2(α)]) = [f(a1(α)), f(a2(α))].
Nguyen te´tele kiterjesztheto˝ ke´t va´ltozo´s fu¨ggve´nyekre is.
Te´tel 3.3 [55] Legyenek X,Y e´s Z nemu¨res halmazok e´s legyen f : X × Y → Z
folytonos fu¨ggve´ny. Ha A ∈ F(X) e´s B ∈ F(Y ), akkor
[f(A,B)]α = f([A]α, [B]α)
ahol, f(A,B) ∈ F(Z) e´s
f([A]α, [B]α) = {f(x, y) |x ∈ [A]α, y ∈ [B]α}.
Pe´lda´ul legyen f(x, y) = xy, [A]α = [a1(α), a2(α)] e´s [B]α = [b1(α), b2(α)].
Ekkor Nguyen te´tele alapja´n kisza´mı´thatjuk, hogy
[f(A,B)]α = f([A]α, [B]α) = [A]α[B]α.
Azonban a
[AB]α = [A]α[B]α = [a1(α)b1(α), a2(α)b2(α)]
egyenlo˝se´g csak akkor a´ll fenn, ha A e´s B mindketten nemnegatı´vok, azaz A(x) =
B(x) = 0 minden x ≤ 0 esete´n. Egye´bke´nt az intervallumok szorza´sa (az inter-
vallum aritmetika szaba´lyai miatt) bonyolultabb formula´khoz vezet.
Zadeh kiterjeszte´si elve´t a´ltala´nosı´thatjuk t-norma´k segı´tse´ge´vel is, mivel a logikai
e´s opera´tort pontosan a triangula´ris norma´kkal modellezzu¨k.
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A B
a ba- α a+α b+αb- α
1
D(A,B) = |a-b|
Figure 11: A = (a, α) e´s B = (b, α) Hausdorff ta´volsa´ga.
Definicio´ 3.20 (n-va´ltozo´s fu¨ggve´nyek sup-t-norma kiterjeszte´si elve). Legyenek
X1, X2, . . . , Xn e´s Y nemu¨res halmazok. Legyen tova´bba´ T egy t-norma e´s
f : X1 ×X2 × · · · ×Xn → Y,
Legyen Ai ∈ F(Xi), 1 ≤ i ≤ n, ekkor az f(A1, . . . , An) ∈ F(Y ) tartalmaza´si
fu¨ggve´nye a ko¨vetkezo˝
f(A1, . . . , An)(y) =
{
sup{T (A1(x1), . . . , An(xn)) |x ∈ f−1(y)} ha f−1(y) = ∅
0 egye´bke´nt
(12)
Teha´t a minimum norma´t egyszeru˝en kicsere´lju¨k valamilyen ma´s t-norma´val.
Legyen A,B ∈ F , e´s [A]α = [a1(α), a2(α)] e´s [B]α = [b1(α), b2(α)]. Ekkor F-et
metrikus te´rre´ tehetju¨k a ko¨vetkezo˝ metrika´kkal
• Hausdorff ta´volsa´g
D(A,B) = sup
α∈[0,1]
max{|a1(α)− b1(α)|, |a2(α)− b2(α)|}. (13)
azaz D(A,B) nem ma´s mint az A e´s B α-szinthalmazainak a maxima´lis
elte´re´se.
• C∞ ta´volsa´g
C∞(A,B) = ‖µA − µB‖∞ = sup{|µA(u)− µB(u)| : u ∈ R}.
A C∞ ta´volsa´g e´rtelmes a F(R) halmazon is.
Definicio´ 3.21 Legyen A,B ∈ F . Az ”A kisebb vagy egyenlo˝ mint B” (ro¨viden
A<∼B) a´llı´ta´s leheto˝se´ge´nek a me´rte´ke (the degree of possibility that the proposi-
tion ”A is less or equal thanB” is true), amit Pos(A ≤ B)-vel jelo¨lu¨nk, a ko¨vetkezo˝
Pos(A ≤ B) = sup
x≤y
A(x) ∧B(y). (14)
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A BC(A,B) = 11
B A
Pos[A≤B]
Figure 12: C(A,B) = 1 valaha´nyszor A e´s B tarto´i diszjunktak.
Figure 13: A fenti a´bra´n Pos(B ≤ A) = 1 e´s Pos(A ≤ B) < 1.
Teha´t Pos(A ≤ B) azt mondja meg, hogy milyen me´rte´kben tekintheto˝ azA kisebb-
nek vagy egyenlo˝nek mint a B.
Definicio´ 3.22 Legyen A,B ∈ F . Az ”A egyenlo˝ B” (ro¨viden A  B) a´llı´ta´s tel-
jesu¨le´se´nek a me´rte´ke´t, amit Pos(A = B)-vel jelo¨lu¨nk, a ko¨vetkezo˝ke´ppen hata´rozzuk
meg
Pos(A = B) = sup
x∈R
A(x) ∧B(x). (15)
La´thato´, hogy a Pos(A ≤ B)-t e´s a Pos(A = B)-t a Zadeh-fe´le kiterjeszte´si elv
alapja´n definia´ltuk. A fuzzy sza´mok o¨sszehasonlı´ta´sa´ra me´g sok egye´b mo´dszer is
haszna´latos.
Definicio´ 3.23 Legyen ξ ∈ F egy fuzzy sza´m e´s legyenD ⊂ R. Annak az a´llı´ta´snak
leheto˝se´ge´t, hogy ”D tartalmazza a ξ e´rte´ke´t” (the grade of possibility of the state-
ment ”D contains the value of ξ”) a ko¨vetkezo˝ formula´val hata´rozzuk meg
Pos(ξ|D) = sup
x∈D
ξ(x) (16)
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1 ξ
w
D
Figure 14: Pos(ξ|D) = 1 e´s Nes(ξ|D) = 1− w.
Definicio´ 3.24 Legyen ξ ∈ F egy fuzzy sza´m e´s legyenD ⊂ R. Annak az a´llı´ta´snak
a szu¨kse´gszeru˝se´gi me´rte´ke´t, hogy ”D tartalmazza a ξ e´rte´ke´t” (the grade of neces-
sity of the statement ”D contains the value of ξ”) a ko¨vetkezo˝ formula´val hata´rozzuk
meg
Nes(ξ|D) = 1− Pos(ξ|D¯) = 1− sup
x/∈D
ξ(x) (17)
ahol D¯ jelo¨li a D komplementer halmaza´t.
1867-ben Csebisev [48] bebizonyı´totta a ko¨vetkezo˝ te´telt, amit a nagy sza´mok
to¨rve´nye´nek Csebisev-fe´le alakja´nak hı´vnak.
Te´tel 3.4 [48] Ha ξ1, ξ2, . . . pa´ronke´nt fu¨ggetlen valo´szı´nu˝se´gi va´ltozo´k egy sorozata,
amelyek szo´ra´sa egyse´gesen egy konstans alatt marad e´s
M = lim
n→∞
M1 + · · ·+Mn
n
,
le´tezik, akkor tetszo˝leges 1 > 0 konstans esete´re fenna´ll a
lim
n→∞Prob
(∣∣∣∣ξ1 + · · ·+ ξnn − M1 + · · ·+Mnn
∣∣∣∣ < 1
)
= 1
ahol Mn jelo¨li a ξn va´rhato´ e´rte´ke´t e´s Prob a valo´szı´nu˝se´get.
Definicio´ 3.25 Legyen A,B ∈ F(R). Tudva, hogy az ”x az B” a´llı´ta´s igaz, akkor
az ”x az A” a´llı´ta´s leheto˝se´gi me´rte´ke, Pos[A|B], a ko¨vetkezo˝ formula´val van
megadva
Pos[A|B] = sup{A(t) ∧B(t) | t ∈ R},
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az ”x az A” a´llı´ta´s szu¨kse´gszeru˝se´gi me´rte´ke, Nes[A|B], pedig a ko¨vetkezo˝
Nes[A|B] = 1− Pos[¬A|B] = 1− sup{[1−A(t)] ∧B(t) | t ∈ R}.
A logikai e´s mu˝velet, ∧, modelleze´se´re haszna´lhatunk tetszo˝leges T t-norma´t is.
Ilyenkor
Pos[A|B] = sup{T (A(t), B(t))|t ∈ R}. (18)
illetve
Nes[A|B] = 1− Pos[¬A|B] = 1− sup{T (1−A(t), B(t)) | t ∈ R}. (19)
Az 3.25-es definicio´ egy specia´lis esete az, amikor a fuzzy halmazok tarto´ja egy
diszkre´t halmaz re´szhalmaza. Legyen n > 1 terme´szetes sza´m, e´s legyenek az
A,W ∈ F(R) fuzzy halmazok tarto´i az {1/n, 2/n, . . . , 1} halmazban, u´gy hogy
A(j/n) = aj , W (j/n) = wj , j = 1, . . . , n. Ekkor a Nes[A|W ]-re a minimum
norma´val ko¨vetkezo˝ ke´pletet kapjuk
Nes[A|W ] = min
j
{(1− wj) ∨ aj} = min
j
{wj → aj}
ahol→ a Kleene-Dienes-fe´le fuzzy implika´cio´. Illetve, ha a T t-norma´t haszna´ljuk,
akkor (19) a ko¨vetkezo˝ lesz
Nes[A|W ] = min
j
S(1− wj , aj) = min
j
{wj → aj}
ahol → a T norma´bo´l sza´rmaztatott S-implika´cio´t jelo¨li. Ilyenkor haszna´ljuk a
Nes[A|W ] = Nes[(a1, a2, . . . , an) | (w1, w2, . . . , wn)] (20)
jelo¨le´st.
Definicio´ 3.26 Legyen L > 0 egy valo´s sza´m. Akkor F(L) jelo¨lje azoknak a
fuzzy sza´moknak a halmaza´t, amelyek tartalmaza´si fu¨ggve´nye kiele´giti a Lipschitz
felte´telt az L konstanssal, azaz
A ∈ F(L) ⇐⇒ |A(t)−A(t′)| ≤ L|t− t′| ∀t, t′ ∈ R. (21)
Definicio´ 3.27 Legyen A ∈ F egy fuzzy sza´m. Ekkor A tartalmaza´si fu¨ggve´nye´nek
a folytonossa´gi modolusa´t a
ω(A, θ) = max
|u−v|≤θ
|A(u)−A(v)| (22)
ke´plettel definia´ljuk, minden θ > 0 esete´n.
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3.1 A Bellman-Zadeh-fe´le elv a fuzzy do¨nte´selme´letben
Tekintsu¨k a ko¨vetkezo˝ klasszikus to¨bbce´lfu¨ggve´nyu¨ matematikai programoza´si fe-
ladatot
max
x∈Z
{
f1(x), . . . , fk(x)
} (23)
ahol fj : Rn → R a j-dik ce´lfu¨ggve´ny, x ∈ Rn a do¨nte´si va´ltozo´ (alternativa) e´s
Z = {x ∈ Rn|gi(x) ≤ 0, i = 1, . . . ,m}
a megengedett megolda´sok halmaza. A feladat az, hogy va´lasszuk ki Z-bo˝l a
legjobb alternatı´va´t, azt amelyik a legnagyobb me´rte´kben ele´giti ki az o¨sszes krite´riumot.
Tegyu¨k fel, meg tudjuk hata´rozni, hogy egy adott x ∈ Rn pont milyen me´rte´kkel
ele´giti ki az i-dik felte´telt, e´s a j-dik ce´lfu¨ggve´nyt. Legyen Ci az i-dik korla´toza´st
leiro´ fuzzy halmaz, azaz egy x ∈ Rn-re Ci(x) azt jelo¨li, hogy x milyen me´rte´kben
ele´giti ki az i-dik korla´tozo´ felte´telt. Hasonlo´n, legyen Gj a j-dik ce´lfu¨ggve´nyt
leiro´ fuzzy halmaz. Annak a me´rte´ke, hogy x mennyire ele´giti ki egyu¨ttesen a
korla´toza´sokat e´s a ce´lfu¨ggve´nyeket, a Bellman-Zadeh elv [45] alapja´n a ko¨vetkezo˝ppen
ado´dik
µ(x) = min{C1(x), . . . , Cm(x), G1(x), . . . , Gk(x)}
minden x ∈ Rn esete´n. Ilyenkor a D fuzzy halmazt a
max{G1, . . . , Gk}; s.t. {C1, . . . , Cm}
proble´ma fuzzy megolda´snak (fuzzy decision) hı´vjuk. A feladat (egy) optima´lis
megolda´sa pedig az az x∗ lesz, amelyikre
µ(x∗) = µ∗ = max
x∈X
µ(x). (24)
Ne´ha x∗-ot maximaliza´lo´ megolda´snak (maximizing solution) is hı´vjuk. Az op-
tima´lis megolda´sok halmaza´t X∗-al jelo¨lju¨k.
Az optima´lis megolda´s az az Rn-beli pont lesz, amelyik a legnagyobb me´rte´kben
kiele´giti az o¨sszes korla´tozo´ felte´telt e´s az o¨sszes ce´lfu¨ggve´nyt egyideju˝leg.
3.2 A ko¨vetkeztete´s Zadeh-fe´le kompozicio´s szaba´lya
A Zadeh a´ltal 1973-ban bevezetett [60] kompozicio´s ko¨vetkeztete´si szaba´ly (the
compositional rule of inference) a leggyakrabban haszna´lt ko¨vetkeztete´si szaba´ly a
fuzzy szaba´ly-ba´zis alapu rendszerekben (fuzzy rule-based systems).
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C G
x*
µ∗
Figure 15: A Bellman-Zadeh-fe´le elv illusztra´la´sa.
Definicio´ 3.28 [60] Legyenek X e´s Y nemu¨res halmazok. Ha P ∈ F(X) e´s
W : X×Y → [0, 1] egy fuzzy rela´cio´ X e´s Y ko¨zo¨tt, akkor a ko¨vetkezo˝ okoskoda´si
se´ma´t
elo˝felte´tel x az P
te´ny x e´s y az W rela´cio´ban vannak
ko¨vetkezme´ny y az Q
ahol a Q ∈ F(Y ) ko¨vetkezme´nyt a P e´s a W sup−min kompozicio´ja´val Q =
P ◦W , definia´ljuk, ami alatt azt e´rtju¨k, hogy a Q tartalmaza´si fu¨ggve´nye´t a
Q(y) = sup
x∈X
min{P (x),W (x, y)}, (25)
formula´val hata´rozzuk meg minden y ∈ Y esete´n, a ko¨vetkeztete´s Zadeh-fe´le
kompozicio´s szaba´lya´nak nevezzu¨k. A (25) formula´t triangula´ris norma´k segı´tse´ge´vel
is lehet definia´lni:
Q(y) = sup
x∈X
T (P (x),W (x, y)), (26)
minden y ∈ Y esete´n, ilyenkor a ko¨vetkeztete´s Zadeh-fe´le sup−T kompozicio´s
szaba´lya´ro´l besze´lu¨nk.
Az a´ltala´nosı´tott Modus Ponens az egyik legfontosabb ko¨vetkeztete´si szaba´ly a
fuzzy szaba´ly-ba´zisokban. Ilyenkor a (26)-ben a fuzzy rela´cio´ egy specia´lis esete
a fuzzy implika´cio´ a´ll.
Definicio´ 3.29 Legyenek X e´s Y nemu¨res halmazok. Ha T egy t-norma, A,A′ ∈
F(X) e´s B ∈ F(Y ), akkor a ko¨vetkezo˝ okoskoda´si se´ma´ban
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implika´cio´ ha x az A akkor y az B
te´ny x az A′
ko¨vetkezme´ny y is B′
aB′ ∈ F(Y ) ko¨vetkezme´nyt azA e´s azA→ B sup−T kompozicio´ja´val hata´rozzuk
meg,
B′ = A′ ◦ (A→ B)
azaz
B′(v) = sup
u∈X
T (A′(u), (A→ B)(u, v)) = sup
u∈X
T (A′(u), A(u) → B(v)), v ∈ Y.
(27)
Ha az x e´s y va´ltozo´kat to¨bb ”ha-akkor” szaba´ly ko¨ti o¨ssze, azaz
implika´cio´ ha x az A1 akkor y az B1
· · · · · ·
implika´cio´ ha x az Am akkor y az Bm
te´ny x az A′
ko¨vetkezme´ny y is B′
akkor (27) a ko¨vetkezo˝ alaku´ lesz
B′(v) =
m⋂
i=1
A′ ◦ (Ai → Bi),
azaz
B′(v) = min{sup
u∈X
T (A′(u), A1(u) → B1(v)), . . . , sup
u∈X
T (A′(u), Am(u) → Bm(v))}
(28)
minden v ∈ Y esete´n.
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4 Kutata´si eredme´nyek
4.1 Fuzzy rendszerek stabilita´si proble´ma´i
1988-ban Kova´cs Margit [52] cikke´vel megindult a fuzzy rendszerek stabilita´si
tulajdonsa´gainak a vizsga´lata. 1989-ben [1] sikeru¨lt bizonyı´tanom, hogy a fuzzy
linea´ris programoza´si feladatok (szimmetrikus ha´romszo¨galaku´ fuzzy sza´m egyu¨tt-
hato´kkal) korrekt fela´llı´ta´suak, azaz kis me´re´si e´s kerekı´te´si hiba´k az input parame´-
terekben (amik jelen esetben a fuzzy egyu¨tthato´k centrumait jelentik) csak kis
va´ltoza´st okozhatnak a fuzzy megolda´sban.
Ma´s szavakkal, a megolda´s (output) folytonosan fu¨gg a bemeno˝ parame´terekto˝l.
Teha´t a fuzzy kiterjeszte´s azt eredme´nyezi, hogy az a´ltala´ban nemkorrekt fela´llı´ta´su
determinisztikus LP feladat korrekt fela´llı´ta´suva´ va´lik, terme´szetesen a fuzzy hal-
mazokon e´rtelmezett metrika´ban.
Tekintsu¨k az
〈a0, x〉 → min, s. t. Ax ≤ b (29)
linea´ris programoza´si feladatot. Nagyon sok esetben nem szu¨kse´ges a az optima´lis
megolda´st megtala´lni, hanem ele´g olyan x-t tala´lni, amelyikre a ce´lfu¨ggve´ny e´rte´ke
ele´g kicsi, azaz alatta van egy bizonyos - a do¨nte´shozo´ (decision maker) a´ltal
megadott - b0 e´rte´knek. Ekkor (29) a ko¨vetkezo˝ feladatta´ egyszeru˝so¨dik,
a01x1 + · · ·+ a0nxn ≤ b0, s. t. Ax ≤ b (30)
A b0 ∈ R sza´mot a do¨nte´shozo´ aspira´cio´s szintje´nek nevezzu¨k.
Tegyu¨k fel, hogy a (30) feladatban minden egyu¨tthato´ fuzzy sza´mokkal van megadva,
Ekkor kicsere´lve az aij e´s a bi egyu¨tthato´kat a a˜ij , b˜i fuzzy sza´mokkal, a ko¨vetkezo˝
fuzzy LP-t kapjuk
a˜01x1 + · · ·+ a˜0nxn <∼ b˜0, s. t. A˜x <∼ b˜ (31)
ahol A˜ jelo¨li az (a˜ij) ma´trixot, b˜ a (bi) vektort, az i-dik korla´toza´st,
a˜i1x1 + · · ·+ a˜inxn <∼ b˜i,
pedig valamilyen fuzzy halmazok ko¨zo¨tti rela´cio´val e´rtelmezzu¨k, i = 1, . . . ,m.
Ha (30)-ben az aij e´s a bi egyu¨tthato´kat a a˜ij = (aij , α) e´s b˜i = (bi, di) szim-
metrikus triangula´ris fuzzy sza´mokkal csere´lju¨k ki, tova´bba´ a <∼ rela´cio´t posszibil-
isztikus e´rtelemben (14) tekintju¨k, akkor a ko¨vetkezo˝ fuzzy LP-t (amit hajle´kony
(flexible) LP-nek nevezu¨nk) kapjuk
(ai1, α)x1 + · · ·+ (ain, α)xn <∼ (bi, di), i = 0, . . . ,m. (32)
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Ba´rmely x ∈ Rn-re jelo¨lje µi(x) azt, hogy x milyen me´rte´kben ele´giti ki az i-dik
egyenlo˝tlense´get, azaz
µi(x) = Pos(a˜i1x1 + · · ·+ a˜inxn ≤ b˜i).
Ekkor bela´thato´ [1], hogy
µi(x) =


1 ha 〈ai, x〉 ≤ bi,
1− 〈ai,x〉−biα|x|1+di ku¨lo¨nben,
0 ha 〈ai, x〉 > bi + α|x|1 + di,
(33)
ahol, |x|1 = |x1|+ · · ·+ |xn| e´s 〈ai, x〉 = ai1x1 + · · ·+ ainxn, i = 0, 1, . . . ,m.
A Bellman-Zadeh elv alapja´n a (32) fuzzy megolda´sa a
µ(x) = min
i=0,...,m
µi(x)
fuzzy halmaz, mı´g egy optima´lis megolda´sa, x∗, eleget tesz az
µ(x∗) = µ∗ = max
x∈Rn
µ(x).
o¨sszefu¨gge´snek. Haszna´lni fogjuk az
X∗ = {x ∈ Rn | µ(x) = µ∗} (34)
jelo¨le´st. Tegyu¨k fel, hogy a az (32) fuzzy LP-ben a pontos aij e´s bi centrumok
helyett csak az aij(δ) e´s bi(δ) a´llnak rendelkeze´sre, u´gy, hogy
max
i,j
|aij − aij(δ)| ≤ δ, max
i
|bi − bi(δ)| ≤ δ, (35)
ahol δ > 0 (a me´re´si vagy kerekı´te´si hiba), rendszerint kicsi sza´m. Ekkor az eredeti
helyett a ko¨vetkezo˝ perturba´lt proble´ma´t kapjuk
(ai1(δ), α)x1 + · · ·+ (ain(δ), α)xn <∼ (bi(δ), di), i = 0, . . . ,m. (36)
Hasonlo´ mo´don definia´juk a perturba´lt proble´ma megolda´sa´t, azaz
µδ(x) = min
i=0,...,m
µδi (x), x ∈ Rn,
ahol
µδi (x) = Pos[(ai1(δ), α)x1 + · · ·+ (ain(δ), α)xn ≤ (bi(δ), di)]
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e´s x∗(δ) pedig a
µδ(x∗(δ)) = µ∗(δ) = sup
x∈Rn
µδ(x) (37)
proble´ma (egy) megolda´sa. Haszna´lni fogjuk az
X∗(δ) = {x ∈ Rn | µδ(x) = µ∗(δ)} (38)
jelo¨le´st.
A ko¨vetkezo˝ te´tel [1] azt mondja ki, hogy ha δ ele´g kicsi, akkor a fuzzy megolda´s
folytonosan fu¨gg a bemeno˝ adatokto´l (a fuzzy sza´mok centrumaito´l), azaz a (32)
fuzzy LP egy korrektu¨l fela´llı´tott (well-posed) proble´ma.
Te´tel 4.1 [1] [Fulle´r, 1989]
Legyenek µ illetve µδ megolda´sai az eredeti (32) e´s a perturba´lt (36) fuzzy LP
proble´ma´knak, e´rtelemszeru˝en. Ekkor,
||µ− µδ||∞ = sup
x∈Rn
|µ(x)− µδ(x)| ≤ δ( 1
α
+
1
d
) (39)
ahol d = min{d1, . . . , dm}.
Megjegyze´s 4.1 A (39) o¨sszefu¨gge´sbo˝l azonnal ko¨vetkezik, hogy
||µ− µδ||∞ → 0 e´s |µ∗ − µ∗(δ)| → 0 ha δ/α→ 0 e´s δ/d
ami az (32) proble´ma fuzzy megolda´sa´nak, e´s az optima´lis megolda´s szintje´nek a a
stabilita´sa´t mutatja a (35) perturba´cio´k tekintete´ben.
Megjegyze´s 4.2 A fentiek ellene´re semmi sem garanta´lja azonban az optima´lis
megolda´s stabilita´sa´t, azaz elo˝fordulhat, hogy az eredeti feladat optima´lis megolda´sainak
a halmaza, X∗, e´s a perturba´lt feladat megolda´s halmaza, X∗(δ), messze vannak
egyma´sto´l, annak ellene´re, hogy δ kicsi.
Kova´cs Margittal e´s F.P.Vasiljevvel ko¨zo¨sen [2] vizsga´ltuk a
a˜i1x1 + · · ·+ a˜inxn  b˜i, i = 1, . . . ,m (40)
posszibilisztikus linea´ris egyenletrendszert, ahol
a˜ij = (aij−θ, aij+θ, aij−θ−α, aij+θ+α), b˜i = (bi−θ, bi+θ, bi−θ−α, bi+θ+α),
(41)
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Figure 16: Szimmetrikus trape´z alaku´ fuzzy sza´m a centrummal.
szimmetrikus trape´z alaku´ fuzzy sza´mok (θ > 0, α > 0), az o¨sszeada´s e´s a
skala´rral valo´ szorza´s mu˝veletek a Zadeh-fe´le kiterjeszte´si elv szerint vannak definia´lva,
az egyenlo˝se´get pedig posszibilisztikus e´rtelemben (15) kell tekinteni, azaz egy
tetszo˝leges x ∈ Rn az i-dik egyenletet
µi(x) = Pos(a˜i1x1 + · · ·+ a˜inxn = b˜i).
me´rte´kkel ele´giti ki, tova´bba´ a (40) fuzzy megolda´sat a Bellman-Zadeh elv szerint
definia´ljuk, azaz
µ(x) = min{µi(x), . . . , µm(x)}, ∀x ∈ Rn,
mı´g egy optima´lis megolda´s, x∗, eleget tesz az
µ(x∗) = µ∗ = max
x∈Rn
µ(x). (42)
o¨sszefu¨gge´snek.
Tegyu¨k fel, hogy (40)-ban pontos aij e´s bi centrumok helyett csak az aij(δ) e´s
bi(δ) a´llnak rendelkeze´sre, amelyek kiele´gitik a (35) o¨sszefu¨gge´seket. Ekkor az
eredeti helyett a ko¨vetkezo˝ perturba´lt proble´ma´t kapjuk
a˜δi1x1 + · · ·+ a˜δinxn  b˜δi , i = 1, . . . ,m (43)
ahol a˜δij e´s b˜δi ugyanolyan sze´lesse´gu¨ szimmetrikus trape´z alku fuzzy sza´mok mint
(41), de az aδij e´s bδi centrumokkal.
Hasonlo´ mo´don definia´juk a perturba´lt proble´ma megolda´sa´t, azaz
µδ(x) = min{µδ1(x), . . . , µδm(x)}, x ∈ Rn,
e´s x∗(δ) pedig a
µδ(x∗(δ)) = µ∗(δ) = sup
x∈Rn
µδ(x)
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proble´ma (egy) megolda´sa.
A ko¨vetkezo˝ te´tel [2] azt mondja ki, hogy ha δ ele´g kicsi, akkor a fuzzy megolda´s
folytonosan fu¨gg a bemeno˝ adatokto´l (a fuzzy sza´mok centrumaito´l), azaz (40) egy
korrektu¨l fela´llı´tott proble´ma.
Te´tel 4.2 [2] [Kova´cs, Vasiljev e´s Fulle´r, 1989]
Legyenek µ illetve µδ megolda´sai az eredeti (40) e´s a perturba´lt (43) possibil-
isztikus linea´ris egyenletrendszereknek e´rtelemszeru˝en. Ekkor,
||µ− µδ||∞ = sup
x∈Rn
|µ(x)− µδ(x)| ≤ min{ δ
α
, 1}. (44)
Megjegyze´s 4.3 A (44) o¨sszefu¨gge´sbo˝l azonnal ko¨vetkezik, hogy
||µ− µδ||∞ → 0 e´s |µ∗ − µ∗(δ)| → 0 ha δ/α→ 0,
ami az (40) proble´ma fuzzy megolda´sa´nak, e´s az optima´lis megolda´s szintje´nek a a
stabilita´sa´t mutatja a (35) perturba´cio´k tekintete´ben.
A (44) o¨sszefu¨ggesbo˝l jo´l la´thato´, hogy a (40) proble´ma fuzzy megolda´sa´nak a sta-
bilita´sa´t nem befolya´solja θ, a trape´z felso˝ sze´lesse´ge; a perturba´lt fuzzy megolda´s
elte´re´se az eredetito˝l csak a δ e´s az α viszonya´n mu´lik.
Jelen esetben egy maximaliza´lo´ megolda´s megtala´la´sa a (42) ke´pletbo˝l ekvivalens
a ko¨vetkezo˝ nemlinea´ris matematikai programoza´si feladat megolda´sa´val [2]:
γ → max; (x, γ) ∈ Z,
Z =
{
(x, γ) | 1 + θ
α
− ||Ax− b||∞
α(|x|1 + 1) ≥ γ, 0 ≤ γ ≤ 1
}
A ko¨vetkezo˝ te´tel azt mutatja, hogy ha az Ax = b egyenletrendszer van megolda´sa
e´s θ > 0, akkor az eredeti e´s a perturba´lt egyenletrendszerek megolda´s halmazai
ko¨zel teheto˝k egyma´shoz, bizonyos felte´telek teljesu¨le´se esete´n.
Te´tel 4.3 [2] [Kova´cs, Vasiljev e´s Fulle´r, 1989]
Tegyu¨k fel, hogy az Ax = b egyenletnek van megolda´sa, azaz az X∗∗ = {x ∈
R
n|Ax = b} halmaz nemu¨res. Ha aij(δ) e´s bi(δ) kiele´gitik a (35) o¨sszefu¨gge´seket,
e´s 0 ≤ δ ≤ θ, akkor
ρ(x,X∗) = inf
y∈X∗
|x− y| ≤ C0(δ + θ)(|x|1 + 1), x ∈ X∗(δ) (45)
ahol X∗ az eredeti e´s X∗(δ) = {x ∈ Rn | µδ(x) = 1} a perturba´lt proble´ma
optima´lis megolda´sainak a halmazai e´s C0 egy pozitiv a´llando´ csak az aij elemkto˝l
fu¨gg.
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A 4.3-as te´tel teha´t nem a´llı´t ma´st, minthogy az X∗ e´s az X∗(δ) halmazok ko¨zel
vannak egyma´shoz, felte´ve, ha az X∗(δ), ∀δ > 0 halmazok egy egyse´ges korla´t
alatt maradnak.
1989-ben Kova´cs Margittal ko¨zo¨sen [3] za´rt formula´kat adtunk a fuzzy linea´ris
egyenlet e´s egyenlo˝tlense´g rendszerek megolda´sa´ra, abban az esetben, amikor az
egyu¨tthato´k g-fuzzy sza´mokkal [53] vannak megadva.
Az 4.2-es te´telu¨nket 1990-ben a´ltala´nosı´tottam Lipschitz tulajdonsa´gu´ fuzzy sza´m
egyu¨tthato´kkal rendelkezo˝ linea´ris egyenletrendszerekre. Tekintsu¨k a (40) pos-
szibilisztikus linea´ris egyenletrendszert, amelyben az a˜ij e´s b˜i fuzzy sza´mok tar-
talmaza´si fu¨ggve´nyei kiele´gitik a Lipschitz felte´telt egy L > 0 konstanssal (21).
Tegyu¨k fel tova´bba´, hogy az a˜ij e´s b˜i fuzzy sza´mok helyett csak a˜δij e´s b˜δi fuzzy
sza´mok a´llnak rendelkeze´sre, amelyek kiele´gitik a ko¨vetkezo˝ egyenlo˝tlense´geket,
max
i,j
D(a˜ij , a˜δij) ≤ δ, max
i
D(b˜i, b˜δi ) ≤ δ, (46)
ahol δ > 0 e´s D jelo¨li a Hausdorff-ta´volsa´got F-en (13). Ekkor az eredeti helyett
a (43) perturba´lt proble´ma´t kapjuk.
Te´tel 4.4 [6] [Fulle´r, 1990]
Legyen L > 0 e´s legyenek µ illetve µδ megolda´sai az eredeti (40) e´s a per-
turba´lt (43) posszibilisztikus linea´ris egyenletrendszereknek e´rtelemszeru˝en. Ha
a˜ij , b˜i, a˜
δ
ij , b˜
δ
i ∈ F(L) kiele´gitik a (46) o¨sszefu¨gge´seket, akkor
||µ− µδ||∞ = sup
x∈Rn
|µ(x)− µδ(x)| ≤ Lδ.
Azaz, ha δ ele´g kicsi, akkor µ ele´g ko¨zel lesz µδ-hoz.
Az 4.1-es te´telemet 1992-ben a´ltala´nosı´tottuk Mario Fedrizzivel ko¨zo¨sen tetszo˝leges
fuzzy sza´m egyu¨tthato´kkal rendelkezo˝ posszibilisztikus linea´ris LP-re. Tekintsu¨k
a ko¨vetkezo˝ posszibilisztikus LP-t
maxZ = c˜1x1 + · · ·+ c˜nxn, s. t. A˜x <∼ b˜, x ≥ 0, (47)
ahol a <∼ rela´cio´t posszibilisztikus e´rtelemben definia´ljuk.
A Z ce´lfu¨ggve´ny felte´teles posszibilisztikus eloszla´sa´t (the conditional possibility
that Z equals z given x) adott x esete´n a
Pos(Z = z|x) = sup
c1x1+···+cnxn=z
min{c˜1(c1), . . . , c˜n(cn)}
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formula´val, a Zadeh-fe´le sup-min kiterjeszte´si elv szerint definia´ljuk. AZ ce´lfu¨ggve´ny
posszibilisztikus eloszla´sa´t pedig a
Pos(Z = z) = sup
x≥0
min{Pos(Z = z|x),Pos(A˜x <∼ b˜})
formula´val, a Bellman-Zadeh-fe´le elv szerint definia´ljuk.
A perturba´lt posszibilisztikus LP legyen adva a ko¨vetkezo˝ alakban
maxZδ = c˜δ1x1 + · · ·+ c˜δnxn, s. t. A˜δx <∼ b˜δ, x ≥ 0, (48)
Ekkor igaz a ko¨vetkezo˝ te´tel.
Te´tel 4.5 [13] [Fedrizzi e´s Fulle´r, 1992]
Legyenek Pos(Z = z) illetve Pos(Zδ = z) a (47) illetve a (48) LP ce´lfu¨ggve´nyeinek
posszibilisztikus eloszla´sai. Ha c˜j , a˜ij , b˜i, c˜δj , a˜δij , b˜δi ∈ F kiele´gitik a
max
i,j
D(a˜ij , a˜δij) ≤ δ, max
i
D(b˜i, b˜δi ) ≤ δ, max
j
D(c˜j , c˜δj) ≤ δ, (49)
o¨sszefu¨gge´seket, akkor
sup
z∈R
|Pos(Z = z)− Pos(Zδ = z)| ≤ ω(δ), (50)
ahol
ω(δ) = max
i,j
{ω(c˜j , δ), ω(a˜ij , δ), ω(b˜i, δ), ω(c˜δj , δ), ω(a˜δij , δ), ω(b˜δi , δ)}.
jelo¨li a folytonossa´gi modolusok (22) maximuma´t.
Megjegyze´s 4.4 A (50) o¨sszefu¨gge´sbo˝l azonnal la´tszik, hogy
|Pos(Z = z)− Pos(Zδ = z)| → 0 ha δ → 0
minden z ∈ R-re ami a (47) e´s (48) ce´lfu¨ggve´nyei eloszla´sa´nak a stabilita´sa´t mu-
tatja a (49) (kisme´rte´ku˝) perturba´cio´k tekintete´ben.
1994-ben az European Journal of Operational Research-ben Mario Fedrizzivel
ko¨zo¨sen [24] sikeru¨lt a 4.5-es te´telt a´ltala´nosı´tanunk to¨bbce´lfu¨ggve´nyu¨ posszibil-
isztikus LP-re is. Tekintsu¨k a ko¨vetkezo˝ to¨bbce´lfu¨ggve´nyu¨ posszibilisztikus LP-t
max Z = (c˜1x, . . . c˜kx), s. t. A˜x <∼ b˜, x ≥ 0, (51)
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ahol a <∼ rela´cio´t posszibilisztikus e´rtelemben definia´ljuk.
A Z ce´lfu¨ggve´ny felte´teles posszibilisztikus eloszla´sa´t adott x esete´n a
Pos[Z = (z1, . . . , zk)|x] = min
1≤l≤k
Pos[c˜lx = zl],
a Zadeh-fe´le sup-min kiterjeszte´si elv szerint definia´ljuk. A Z ce´lfu¨ggve´ny possz-
ibilisztikus eloszla´sa´t pedig a
Pos[Z = (z1, . . . , zk)] = sup
x≥0
min{Pos[Z = (z1, . . . , zk)|x], µ(x)}
Bellman-Zadeh-fe´le elv szerint definia´ljuk, ahol µ(x) = min{µ1(x), . . . , µn(x)}
azt mutatja meg, hogy milyen me´rte´kben ele´giti ki x az A˜x <∼ b˜ felte´telrendszert.
A perturba´lt to¨bbce´lfu¨ggve´nyu¨ posszibilisztikus LP legyen adva a ko¨vetkezo˝ alak-
ban
maxZ = (c˜δ1x, . . . c˜
δ
kx), s. t. A˜δx <∼ b˜δ, x ≥ 0. (52)
Te´tel 4.6 [24] [Fulle´r e´s Fedrizzi, 1994]
Legyenek Pos(Z = z) illetve Pos(Zδ = z) a (51) illetve a (52) LP ce´lfu¨ggve´nyeinek
posszibilisztikus eloszla´sai. Ha c˜lj , a˜ij , b˜i, c˜δlj , a˜δij , b˜δi ∈ F kiele´gitik a
max
i,j,l
D(a˜ij , a˜δij) ≤ δ, max
i
D(b˜i, b˜δi ) ≤ δ, max
j
D(c˜lj , c˜δlj) ≤ δ, (53)
o¨sszefu¨gge´seket, akkor
sup
z∈Rk
|Pos(Z = z)− Pos(Zδ = z)| ≤ ω(δ),
ahol
ω(δ) = max
i,j
{ω(c˜j , δ), ω(a˜ij , δ), ω(b˜i, δ), ω(c˜δj , δ), ω(a˜δij , δ), ω(b˜δi , δ)}. (54)
jelo¨li a fuzzy sza´mok folytonossa´gi modolusainak a maximuma´t.
1994-ben Patrik Eklunddal e´s Mario Fedrizzivel ko¨zo¨sen [25] sikeru¨lt a 4.6-es
te´telt a´ltala´nosı´tanunk olyan to¨bbce´lfu¨ggve´nyu¨ posszibilisztikus LP-re, ahol a mu˝veleteket
sup−T konvolucio´val e´rtelmeztu¨k.
Te´tel 4.7 [25] [Eklund, Fedrizzi e´s Fulle´r, 1994]
Legyen T egy folytonos t-norma. Legyenek Pos(Z = z) illetve Pos(Zδ = z) a (51)
illetve a (52) LP ce´lfu¨ggve´nyeinek posszibilisztikus eloszla´sai, azzal a felte´tellel,
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hogy a mu˝veleteket a sup−T konvolucio´val e´rtelmeztu¨k. Ha c˜lj , a˜ij , b˜i, c˜δlj , a˜δij ,
b˜δi ∈ F kiele´gitik a (53) o¨sszefu¨gge´seket, akkor
sup
z∈Rk
|Pos(Z = z)− Pos(Zδ = z)| ≤ ω(T, ω(δ)),
ahol ω(δ)-t a (54) o¨sszefu¨gge´sbo˝l kapjuk, ω(T, .) meg a T folytonossa´gi modolusa.
A fenti stabilita´si te´teleket 1996-ban Elio Canestrellivel e´s Silvio Giovevel ko¨zo¨sen
kiterjesztettu¨k posszibilisztikus quadratikus LP-re is [34].
4.2 Fuzzy aritmetika
Az LR-tı´pusu fuzzy sza´mokon ve´gzett aritmetikai mu˝veletek nagyon egyszeru˝ forma´t
o¨ltenek [la´sd (8, 9)], ha a Zadeh-fe´le sup-min kiterjeszte´si elv (7) szerint e´rtelmezzu¨k
o˝ket. Azonban, ha az a´ltala´nosabb, sup-t-norma kiterjeszte´si elvet (12) haszna´ljuk,
akkor az artitmetikai mu˝veletek eredme´nye´t csak egy - a´ltala´ban nemlinea´ris - pro-
gramoza´si feladat egzakt megolda´sa adja. Ezzel magyara´zhato´, hogy Dubois e´s
Prade 1981-as proble´mafelveto˝ [49] cikke uta´n nem foglalkoztak e´rdemben a t-
norma alapu aritmetikai opera´cio´kkal, mı´gnem nagyon sok sza´mola´s uta´n ra´jo¨ttem
arra, hogy bizonyos tı´pusu fuzzy sza´mok ve´gtelen o¨sszege´nek a kisza´mita´sa´ra a
teljes indukcio´ mo´dszere alkalmazhato´ [7, 9].
Az elso˝ eredme´nyem 1991-ben jelent meg [7], amelyben szimmetrikus ha´romszo¨galaku´
fuzzy sza´mok ve´gtelen o¨sszege´nek a hata´reloszta´sa´ra adtam za´rt formula´t arra az
esetre, amikor az o¨sszeada´s mu˝velete´t a szorzat t-norma (product t-norm) segı´tse´ge´vel
terjesztettu¨k ki, azaz
(a˜1 ⊕ a˜2)(y) = sup
x1+x2=y
a˜1(x1)a˜2(x2) (55)
ahol a˜1, a˜2 ∈ F . Ilyenkor a˜1 ⊕ a˜2 az a˜1 e´s a˜2 szorzat-o¨sszege´nek nevezzu¨k
(product-sum).
Az ilyen tı´pusu te´telek aze´rt jelento˝sek, mivel a minimum norma nagyon sokszor
nem megfelelo˝ a logikai and opera´tor modelleze´se´re, mivel tu´l nagy, azaz nem
szorı´tja le ele´gge´ a le´nyegtelen elemek szerepe´t.
Te´tel 4.8 [7] [Fulle´r, 1991]
Legyenek a˜i = (ai, α) ∈ F , i ∈ N szimmetrikus ha´romszo¨galaku´ fuzzy sza´mok,
azaz
a˜i(t) =
{
1− |ai − t|/α ha |ai − t| ≤ α
0 ku¨lo¨nben
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Figure 17: Az a˜1 ⊕ a˜2 ⊕ · · · szorzat-o¨sszeg hata´reloszla´sa, A = 3 e´s α = 0.5
esete´n.
Ha A :=
∑∞
i=1 ai le´tezik e´s ve´ges, akkor a
A˜n := a˜1 ⊕ · · · ⊕ a˜n, An := a1 + · · ·+ an, n ∈ N,
jelo¨le´sekkel
A˜n(z) =


[
1− |An−z|nα
]n
ha |An − z| ≤ nα
0 ku¨lo¨nben
tova´bba´, [
lim
n→∞ A˜n
]
(z) = exp(−|A− z|/α), z ∈ R.
ahol az o¨sszeada´st a (55) mu˝velete´t szerint definia´ltuk.
Megjegyze´s 4.5 A (4.8) te´telemet E.Triesch javı´totta meg 1993-ban, J. B Kim szinte´n
1993-ban, D.H.Hong 1994-ben, illteve D.H.Hong e´s S.Y.Hwang 1997-ben.
A [9] cikkben sikeru¨lt za´rt formula´kat kapnom az a˜1⊕ a˜2⊕· · · ve´gtelen o¨sszegnek
a hata´reloszta´sa´ra, abban az esetre, amikor az o¨sszeada´s mu˝velete´t a Hamacher-fe´le
parametriza´lt t-norma csala´d segı´tse´ge´vel terjesztettu¨k ki, azaz
(a˜1 ⊕ a˜2)(y) = sup
x1+x2=y
Hγ(a˜1(x1), a˜2(x2)) (56)
ahol a˜1, a˜2 ∈ F e´s γ ∈ {0, 1, 2}.
A γ = 0 parame´tere´rte´k esete´n a legnagyobb t-norma´t kapjuk a Hamacher-fe´le
parametrikus csala´dbo´l,
H0(a, b) =
ab
a+ b− ab.
Az ezzel a t-norma´val definia´lt o¨sszeg hata´reloszta´sa´ra ad za´rt formula´t a ko¨vetkezo˝
te´tel.
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Figure 18: Az a˜1 ⊕ a˜2 ⊕ · · · H0-o¨sszeg hata´reloszla´sa, A = 3 e´s α = 0.5 esete´n.
Te´tel 4.9 [9] [Fulle´r, 1991]
Legyen γ = 0 e´s legyenek a˜i = (ai, α) ∈ F , i ∈ N szimmetrikus ha´romszo¨galaku´
fuzzy sza´mok. Ha A := ∑∞i=1 ai le´tezik e´s ve´ges, akkor a
A˜n := a˜1 ⊕ · · · ⊕ a˜n, An := a1 + · · ·+ an, n ∈ N,
jelo¨le´sekkel [
lim
n→∞ A˜n
]
(z) =
1
1 + |A− z|/α, z ∈ R.
ahol az o¨sszeget a (56) szerint a γ = 0 parame´ter e´rte´kkel definia´ljuk.
Ha γ = 1, akkor a H1(a, b) = ab o¨sszefu¨gge´s miatt, a Hamacher-o¨sszeg meg-
egyezik a szorzat-o¨sszeggel. A γ = 2 parame´tere´rte´k esete´n az Einstein-fe´le t-
norma´t kapjuk,
H2(a, b) =
ab
2− (a+ b− ab) .
Az ezzel a t-norma´val definia´lt o¨sszeg hata´reloszta´sa´ra ad za´rt formula´t a ko¨vetkezo˝
te´tel.
Te´tel 4.10 [9] [Fulle´r, 1991]
Legyen γ = 2 e´s legyenek a˜i = (ai, α) ∈ F , i ∈ N szimmetrikus ha´romszo¨galaku´
fuzzy sza´mok. Ha A := ∑∞i=1 ai le´tezik e´s ve´ges, akkor a
A˜n := a˜1 ⊕ · · · ⊕ a˜n, An := a1 + · · ·+ an, n ∈ N,
jelo¨le´sekkel
[
lim
n→∞ A˜n
]
(z) =
2
1 + exp(2|A− z|/α) , z ∈ R.
ahol az o¨sszeget a (56) szerint a γ = 2 parame´ter e´rte´kkel definia´ljuk.
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Figure 19: Az a˜1 ⊕ a˜2 ⊕ · · · H2-o¨sszeg hata´reloszla´sa, A = 3 e´s α = 0.5 esete´n.
1992-ben Keresztfalvi Tiborral ko¨zo¨sen sikeru¨lt za´rt formula´t tala´lni az LR-tı´pusu
fuzzy sza´mok o¨sszege´re archimedeszi t-norma´k esete´n.
Te´tel 4.11 [14] [Fulle´r e´s Keresztfalvi, 1992]
Legyen T archimedeszi t-norma az f additiv genera´torral e´s legyenek a˜i = (ai, bi, α, β)LR, i =
1, . . . , n, LR-tı´pusu fuzzy sza´mok, azaz
a˜i(t) =


1 ha t ∈ [ai, bi]
L((ai − t)/α) ha t ∈ [ai − α, ai]
R((t− bi)/β) ha t ∈ [bi, bi + β]
0 ku¨lo¨nben
HaL e´sR ke´tszer differencia´lhato´, konka´v fu¨ggve´nyek e´s f ke´tszer differencia´lhato´
szigoru´an konvex fu¨ggve´ny, akkor az A˜n := a˜1 ⊕ · · · ⊕ a˜n tartalmaza´si fu¨ggve´nye
a ko¨vetkezo˝ alaku´
A˜n(z) =


1 if An ≤ z ≤ Bn
f [−1]
(
n× f
(
L
(
An − z
nα
)))
if An − nα ≤ z ≤ An
f [−1]
(
n× f
(
R
(
z −Bn
nβ
)))
if Bn ≤ z ≤ Bn + nβ
0 otherwise
ahol An := a1 + · · · + an, Bn := b1 + · · · + bn e´s az o¨sszeada´st a sup−T
kiterjeszte´si elvvel (12) definia´ltuk.
Megjegyze´s 4.6 A (4.11) te´telu¨nket M.F.Kawaguchi e´s T. Da-Te javı´totta meg 1993-
ban e´s 1994-ben, D.H.Hong e´s S.Y.Hwang 1994-ben e´s 1997-ben, D.H.Hong 1995-
ben, A.Markova 1995-ben, R.Mesiar 1996-ban e´s 1997-ben, B. De Baets e´s A.
Markova 1996-ban.
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4.3 Nguyen te´tele´nek az a´ltala´nosı´ta´sa
1991-ben Keresztfalvi Tiborral ko¨zo¨sen sikeru¨lt kiterjesztenu¨nk Nguyen 1978-as
Journal of Mathematical Analysis and Applications-beli eredme´nye´t (ami a Meghata´roza´sok
szekcio´ban a Te´tel 3.3 ne´ven szerepel) olyan fu¨ggve´nyekre is, amelyek az ere-
deti sup-min kiterjeszte´si elv (7) helyett a sup-t-norma konvolu´cio´val (12) lettek
definia´lva.
Te´tel 4.12 [8] [Fulle´r e´s Keresztfalvi, 1991]
Legyenek X,Y e´s Z nemu¨res halmazok, legyen T egy t-norma, e´s legyen f : X ×
Y → Z egy ke´tva´ltozo´s fu¨ggve´ny. Ha A ∈ F(X) e´s B ∈ F(Y ), akkor az
[f(A,B)]α =
⋃
T (ξ,η)≥α
f([A]ξ, [B]η), α ∈ (0, 1], (57)
egyenlo˝se´g fenna´lla´sa´nak szu¨kse´ges e´s ele´gse´ges felte´tele, hogy minden z ∈ Z-re
a
sup
f(x,y)=z
T (A(x), B(y))
felvevo˝dje´k. Itt
f([A]ξ, [B]η) = {f(x, y) |x ∈ [A]ξ, y ∈ [B]η}
e´s f(A,B) ∈ F(Z) a sup−T konvolu´cio´val van definia´lva a (12) szerint.
A ko¨vetkezo˝ te´tel azt mutatja, hogy a (57) egyenlo˝se´g fenna´ll minden felu¨lro˝l fe´lig
folytonos T -re e´s folytonos f -re a kompakt tarto´ju´ fuzzy halmazok csala´dja´ban.
Te´tel 4.13 [8] [Fulle´r e´s Keresztfalvi, 1991]
Legyenek X,Y e´s Z loka´lisan kompakt topologikus terek, legyen T egy felu¨lro˝l
fe´lig folytonos t-norma, e´s legyen f : X × Y → Z egy folytonos fu¨ggve´ny. Ha
A ∈ F(X) e´s B ∈ F(Y ) kompakt tarto´juak, akkor
[f(A,B)]α =
⋃
T (ξ,η)≥α
f([A]ξ, [B]η), α ∈ (0, 1].
Pe´lda 4.1 Legyen T (x, y) = xy a szorzat norma. Ha A,B ∈ F , e´s f : R2 → R
folytonos, akkor az
[f(A,B)]α =
⋃
ξ,∈[α,1]
f([A]ξ, [B]α/ξ), α ∈ (0, 1],
egyenlo˝se´g fenna´ll.
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Figure 20: A aritmetikai ko¨ze´p hata´reloszla´sa, ha T ≤ H0.
4.4 A nagy sza´mok to¨rve´nyei fuzzy sza´mokra
A fuzzy aritmetika´ban ele´rt eredme´nyeim leheto˝ve´ tette´k a fuzzy sza´mok arit-
metikai ko¨zepeinek a vizsga´lata´t ku¨lo¨nbo¨zo˝ t-norma´k esete´n [10, 12, 18].
A ko¨vetkezo˝ te´tel - amelyet a nagy sza´mok Csebisev-fe´le to¨rve´nye´nek (la´sd Te´tel
3.4 a Meghata´roza´sok szekcio´ban) a fuzzy analo´gja´nak is nevezhetu¨nk - azt mondja
ki, hogy ha a sza´mtani ko¨zepet definia´lo´ t-norma ele´g kicsi, akkor a szimmetrikus
fuzzy sza´mok sza´mtani ko¨zepei a centrumaik sza´mtani ko¨zepe´hez konverga´lnak a
szu¨kse´gszeru˝se´gi me´rte´kben.
Te´tel 4.14 [12] [Fulle´r, 1992]
Legyen az aritmetikai ko¨zepet definia´lo´ T t-norma gyenge´bb mint H0, azaz a´lljon
fel a
T (a, b) ≤ H0(a, b) = ab
a+ b− ab
o¨sszefu¨gge´s minden a, b ∈ [0, 1] esete´n. Ha ξ1 = (M1, α), ξ2 = (M2, α), . . .
szimmetrikus ha´romszo¨galaku´ fuzzy sza´mok e´s
M = lim
n→∞
M1 + · · ·+Mn
n
le´tezik, akkor tetszo˝leges 1 > 0 konstans esete´re fenna´llnak a
lim
n→∞Nes
(
mn − 1 ≤ ξ1 + · · ·+ ξn
n
≤ mn + 1
)
= 1
Nes
(
lim
n→∞
ξ1 + · · · ξn
n
= M
)
= 1
o¨sszefu¨gge´sek, ahol, mn = (M1 + · · · + Mn)/n e´s Nes a szu¨kse´gszeru˝se´get (17)
jelenti.
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A ko¨vetkezo˝ te´tel azt mutatja, hogy ha a sza´mtani ko¨zepet a klasszikus mini-
mum norma´val definia´ljuk, (ami nem gyenge´bb mint a H0 norma) akkor a szim-
metrikus fuzzy sza´mok sza´mtani ko¨zepei nem konverga´lnak a centrumaik sza´mtani
ko¨zepe´hez a szu¨kse´gszeru˝se´gi me´rte´kben. Az azonban mindig igaz, hogy a leheto˝se´gi
me´rte´kben konverga´lnak (mivel a sza´mtani ko¨ze´p centruma a centrumok sza´mtani
ko¨zepe).
Te´tel 4.15 [12] [Fulle´r, 1992]
Definia´ljuk aritmetikai ko¨zepet a minimum norma´val a (7) e´rtelme´ben, e´s legyen
ξi = (Mi, α), i ∈ N. Ekkor,
lim
n→∞Nes
(
mn − 1 ≤ ξ1 + · · ·+ ξn
n
≤ mn + 1
)
=
1
α
Nes
(
lim
n→∞
ξ1 + · · · ξn
n
= M
)
= 0.
Teha´t, ha 1 ele´g kicsi, akkor 1/α tetszo˝legesen kicsive´ teheto˝.
Megjegyze´s 4.7 Specia´lisan, ha az aritmetikai ko¨zepet a H1(a, b) = ab szorzat
norma´val (ami geynge´bb mint a H0 norma) definia´ljuk, akkor
lim
n→∞Nes
(
mn − 1 ≤ ξ1 + · · ·+ ξn
n
≤ mn + 1
)
=
1−
(
ξ1 + · · ·+ ξn
n
)
(mn − 1) = 1− lim
n→∞(1− 1/α)
n = 1
Megjegyze´s 4.8 A (4.14) te´telemet 1993-ban E.Triesch javı´totta meg, 1996-ban
pedig D.H.Hong e´s Y.M.Kim a´ltala´nosı´totta Banach terekre.
4.5 Approximate Reasoning
H.-J.Zimmermannal bebizonyı´tottuk [11, 20] a ko¨vetkeztete´s Zadeh-fe´le kompozicio´s
szaba´lya´nak (25) folytonossa´gi e´s stabilita´si tulajdonsa´gait. Legyenek P, P ′ ∈ F
e´s W : R× R→ [0, 1]. Tekintsu¨k a ko¨vetkezo˝ ke´t okoskoda´si se´ma´t:
elo˝felte´tel x az P
te´ny x e´s y az W
ko¨vetkezme´ny y az Q
elo˝felte´tel x az P ′
te´ny x e´s y az W
ko¨vetkezme´ny y az Q′
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Figure 21: A minimum norma´val definia´lva aritmetikai ko¨ze´p hata´reloszla´sa.
ahol a Q,Q′ ∈ F(R) ko¨vetkezme´nyeket a P e´s az W sup−T kompozicio´ja´val
Q = P ◦W, Q′ = P ′ ◦W (58)
definia´ljuk.
A ko¨vetkezo˝ te´tel azt mondja ki, hogy ha kis elte´re´s van P e´s P ′ ko¨zo¨tt, akkor kis
elte´re´s lesz Q e´s Q′ ko¨zo¨tt is (stabilita´si tulajdonsa´g).
Te´tel 4.16 [11] [Fulle´r e´s Zimmermann, 1991]
Legyen δ ≥ 0, legyen tova´bba´ T egy folytonos t-norma e´s P, P ′ ∈ F . Ha
D(P, P ′) ≤ δ
akkor
sup
y∈R
|Q(y)−Q′(y)| ≤ ω(T,max{ω(P, δ), ω(P ′, δ)}).
ahol Q e´s Q′ a (58) szerint van definia´lva, e´s D jelo¨li a fuzzy sza´mok Hausdorff
ta´volsa´ga´t (13).
A ko¨vetkezo˝ te´tel azt mondja ki, hogy ha az x e´s y va´ltozo´t egybeko¨to˝ W fuzzy
rela´cio´ tartalmaza´si fu¨ggve´nye folytonos, akkor a ko¨vetkezme´ny, Q, tartalmaza´si
fu¨ggve´nye szinte´n folytonos lesz.
Te´tel 4.17 [11] [Fulle´r e´s Zimmermann, 1991]
Legyen δ ≥ 0, legyen tova´bba´ T egy folytonos t-norma e´s legyen W egy folytonos
fuzzy rela´cio´ R-en. Ekkor, a Q ∈ F(R) tartalmaza´si fu¨ggve´nye folytonos e´s
ω(Q, δ) ≤ ω(T, ω(W, δ)).
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1992-ben Brigitte Wernerssel [17] a 4.16 e´s 4.17 te´teleket kiterjesztettu¨k olyan
okoskoda´si se´ma´kra is, amelyekben az x e´s y va´ltozo´k egyne´l to¨bb fuzzy rela´cio´val
vannak egybeko¨tve.
Tekintsu¨k a ko¨vetkezo˝ ke´t okoskoda´si se´ma´t:
elo˝felte´tel x az P
te´ny x e´s y az W1
· · · · · ·
te´ny x e´s y az Wm
ko¨vetkezme´ny y az Q
elo˝felte´tel x az P ′
te´ny x e´s y az W1
· · · · · ·
te´ny x e´s y az Wm
ko¨vetkezme´ny y az Q′
ahol a Q,Q′ ∈ F(R) ko¨vetkezme´nyeket a
Q =
m⋂
i=1
P ◦Wi, Q′ =
m⋂
i=1
P ′ ◦Wi (59)
formula´kkal definia´ljuk.
Te´tel 4.18 [17] [Fulle´r e´s Werners, 1992]
Legyen δ ≥ 0, legyen tova´bba´ T egy folytonos t-norma e´s P, P ′ ∈ F . Ha
D(P, P ′) ≤ δ
akkor
sup
y∈R
|Q(y)−Q′(y)| ≤ ω(T,max{ω(P, δ), ω(P ′, δ)}).
ahol Q e´s Q′ a (59) szerint van definia´lva, e´s D jelo¨li a fuzzy sza´mok Hausdorff
ta´volsa´ga´t (13).
Te´tel 4.19 [17] [Fulle´r e´s Werners, 1992]
Legyen δ ≥ 0, legyen tova´bba´ T egy folytonos t-norma e´s legyen Wi folytonos
fuzzy rela´cio´ R-en, i = 1, . . . ,m. Ekkor a Q ∈ F(R) tartalmaza´si fu¨ggve´nye
folytonos e´s
ω(Q, δ) ≤ ω(T, ω(δ))
ahol ω(δ) = max{ω(W1, δ), . . . , ω(Wm, δ)}.
1993-ban H.J.Zimmermannal [20] a 4.18 e´s 4.19 te´teleket kimondtuk az olyan
a´ltala´nosı´tott modus ponensre (27) okoskoda´si se´ma´kra is, amelyekben az x e´s
y va´ltozo´k egyne´l to¨bb fuzzy implika´cio´val vannak egybeko¨tve (28).
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1990-ben Hans Hellendoorn [50] megmutatta a ko¨vetkeztete´s Zadeh-fe´le sup−min
kompozicio´s szaba´lya´nak a za´rtsa´ga´t e´s egzakt formula´kat sza´rmaztatott a ko¨vetkezme´ny
tartalmaza´si fu¨ggve´nye´re, abban az esetben, ha az elo˝felte´tel e´s a rela´cio´ is φ-
fu¨ggve´nyekkel vannak adva.
1992-ben H.J.Zimmermannal [15] sikeru¨lt kiterjesztenu¨nk Hellendoorn eredme´nyeit
a sup−T konvolu´cio´val definia´lt ko¨vetkeztete´si szaba´lyra is.
A φ-fu¨ggve´nyek nem ma´sok mintLR-tı´pusu fuzzy sza´mok, csak ma´s parame´tereze´ssel,
azaz a
φ(x; a, b, c, d) =


1 if b ≤ x ≤ c
φ1
(
x− a
b− c
)
if a ≤ x ≤ b, a < b,
φ2
(
x− c
d− c
)
if c ≤ x ≤ d, c < d,
0 otherwise
ahol φ1, φ2 : [0, 1] → [0, 1], folytonos, monoton no¨vekvo˝ fu¨ggve´nyek, amelyek
kiele´gı´tik a φ1(0) = φ2(1) = 0 e´s φ1(1) = φ2(0) = 0 peremfelte´teleket, egy
olyan fuzzy sza´m, amelyik tarto´ja az [a, d] intervallum, a-to´l b-ig monoton no˝,
egyet vesz fel a [b, c]-ben e´s monoton cso¨kken a [c, d]-n.
Te´tel 4.20 [15] [Fulle´r e´s Zimmermann, 1992]
Legyen T egy archimedeszi t-norma az f additiv genera´torral e´s legyenek P (x) =
φ(x; a, b, c, d) illetve W (x, y) = φ(y− x; a+ u, b+ u, c+ v, d+ v). Ha φ1 e´s φ2
ke´tszer differencia´lhato´, konka´v fu¨ggve´nyek e´s f ke´tszer differencia´lhato´ szigoru´an
konvex fu¨ggve´ny, akkor Q a ko¨vetkezo˝ alaku´
Q(y) =


1 if 2b+ u ≤ y ≤ 2c+ v
f [−1]
(
2f
(
φ1
[
y − 2a− u
2(b− a)
]))
if 2a+ u ≤ y ≤ 2b+ u
f [−1]
(
2f
(
φ2
[
y − 2c− v
2(d− c)
]))
if 2c+ v ≤ y ≤ 2d+ v
0 otherwise
ahol Q-t a P e´s a W sup−T kompozicio´ja´val (26) definia´ltuk.
1993-ban H.J.Zimmermannal [19] bebizonyı´tottuk, hogy a fuzzy matematikai pro-
gramoza´si (FMP) feladatokat u´gy lehet tekinteni mint a fuzzy okoskoda´si se´ma´k
(MFR) specia´lis esetei, ahol az FMP ce´lfu¨ggve´nye az MFR elo˝felte´tele, e´s az FMP
korla´toza´sai az MFR szaba´lyaival azonosı´thato´ak. Ezt az elvet azta´n 1994-ben
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C. Carlssonnal [26] terjesztettu¨k ki fuzzy linea´ris to¨bbce´lfu¨ggve´nyu˝ matematikai
programoza´si feladatokra.
1992-ben Mario Fedrizzivel [13] bela´ttuk, hogy ha csoportos do¨nte´sek elme´lete´ben
a szitua´cio´kat fuzzy szaba´lyokkal modellezzu¨k, akkor kis elte´re´sek a csoport tag-
jainak a ve´leme´nye´ben (ahol a ”ve´leme´nyek” fuzzy sza´mokkal vannak reprezenta´lva)
kis elte´re´st eredme´nyeznek csak a ko¨zo¨s do¨nte´sben (azaz a konszenzusban). 1993-
ban Luisa Mich-hel [22] egy egyfa´zisu fuzzy okoskoda´si se´ma´t vezettu¨nk be a
csoportos do¨nte´si proble´ma´kban a konszenzus modelleze´se´re.
4.6 Leheto˝se´g e´s szu¨kse´gszeru˝se´g a su´lyozott aggrega´cio´kban
Ronald R. Yager 1993-ban e´s 1994-ben [57, 58] a t-norma´k e´s t-konorma´k haszna´lata´t
javasolta azokban a to¨bbkrite´riumu do¨nte´si proble´ma´kban, amelyekben a krite´riumok
nem egyenranguak, hanem ku¨lo¨nbo¨zo˝ fontossa´guak, amiket a hozza´juk rendelt
su´lyokkal adunk meg.
1995-ben Christer Carlssonnal [30] e´s 1997-ben Christer Carlssonnal e´s Szvetlana
Fulle´rral ko¨zo¨sen [40] sikeru¨lt egy olyan a´ltala´nos mo´dszert adnunk a su´lyozott
aggrega´cio´ proble´ma´ja´ra, amelynek a Yager-fe´le megko¨zelite´s egy specia´lis esete.
Legyen Agg egy aggrega´cio´s opera´tor, jelo¨ljeA = (a1, a2, . . . , an) az aggrega´lando´
e´rte´keket, e´s legyenek W = (w1, w2, . . . , wn) a su´lyok. Az A su´lyozott ag-
grega´cio´ja´t az
Agg 〈g(w1, a1), . . . , g(wn, an)〉. (60)
fu¨ggve´nnyel e´rtelmezzu¨k, ahol g kiele´giti a ko¨vetkezo˝ felte´teleket
• ha a > b ha g(w, a) ≥ g(w, b)
• g(w, a) monoton w-ben
• g(0, a) = id, g(1, a) = a
ahol az identita´s elem id, u´gy van va´lasztva, hogy hozza´ve´ve azt az aggrega´lando´
elemekhez, nem va´ltoztat semmit sem a ve´geredme´nyen. 1997-ben a [40] cikkben
a g(wi, ai) = wi → ai fu¨ggve´nyt javasoltuk a g fu¨ggve´ny definia´la´sa´ra. Azaz
Agg 〈g(w1, a1), . . . , g(wn, an)〉 = Agg〈w1 → a1, . . . , wn → an〉. (61)
ahol a → az egy fuzzsy implika´cio´t jelo¨l. Bela´thato´ [40], hogy (61) a min ag-
grega´cio´s opera´torral e´s a Kleene-Dienes-fe´le implika´cio´val (3) a Yager a´ltal az
[57, 58]-ben bevezetett aggrega´cio´s opera´torokat adja.
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A (61) formula´val adott megko¨zelı´te´s a minimum aggrega´cio´s opera´torral e´s a
Go¨del implika´cio´val (4) azt az elvet valo´sı´tja meg, hogy ”egy alternatı´va o¨ssztel-
jesı´tme´nye akkor kiva´lo´, ha ha minden krite´riumot legala´bb olyan me´rte´kben ele´gı´t
ki mint amekkora a krite´rium su´lya”.
4.7 Ko¨lcso¨no¨s fu¨ggo˝se´gek vizsga´lata a to¨bbkrite´riumu do¨nte´si proble´ma´kban
1947-ben John von Neumann e´s Oskar Morgenstern a Theory of Games and Eco-
nomic Behavior cimu˝ ko¨nyvu¨kben ta´rgyalta a ko¨lcso¨no¨s fu¨ggo˝se´g (interdepen-
dence) proble´ma´ja´t a ta´rsadalmi cseregazdasa´gban. Annak az esetnek a ta´rgyala´sakor,
amikor ke´t vagy to¨bb szeme´ly csere´li a javakat a ko¨vetkezo˝ket irta´k ([54], 11.
oldal):
. . . then the results for each one will depend in general not merely upon his
own actions but on those of others as well. Thus each participant attempts
to maximize a function . . . of which he does not control all variables. This is
certainly no maximum problem, but a peculiar and disconcerting mixture of
several conflicting maximum problems. Every participant is guided by an-
other principle and neither determines all variables which affects his interest.
This kind of problem is nowhere dealt with in classical mathematics. We
emphasize at the risk of being pedantic that this is no conditional maximum
problem, no problem of the calculus of variations, of functional analysis, etc.
It arises in full clarity, even in the most ”elementary” situations, e.g., when
all variables can assume only a finite number of values.
Ke´so˝bb, to¨bbek ko¨zo¨tt, Milan Zeleny [61] is felimeri a fu¨ggo˝se´gek proble´ma´ja´t,
azonban a matematikai modelleze´su¨k csak Christer Carlsson 1982-83-as [46, 47]
munka´ival kezdo˝dtek meg.
1994-to˝l kezdve Christer Carlssonnal ko¨zo¨sen sok munka´ban foglalkoztunk a fu¨ggo˝se´gek
reprezenta´la´si proble´ma´ival a ku¨lo¨nbo¨zo˝ tı´pusu do¨nte´si proble´ma´kban (la´sd [23,
27, 28, 29, 33, 37, 42, 44]).
Arro´l van szo´, hogy nagyon sokszor a matematikai modellu¨nket ele´gtelen e´s/vagy
bizonytalan informa´cio´kra hagyatkozva kell fele´pı´tenu¨nk e´s egyre´szt szeretne´nk a
megle´vo˝ informa´cio´kat a leghate´konyabb forma´ban megjelenı´teni, ma´sre´szt ko¨vetkeztete´seket
levonni belo˝lu¨k a tuda´sba´zisunkban nem szereplo˝ szitua´cio´kra.
Tegyu¨k fel, hogy olyan portfo´lio´t kezelu¨nk, aminek a mindenkori e´rte´ke ero˝sen
fu¨gg a valuta´k egyma´sko¨zti a´rfolyama´nak az ingadoza´saito´l. Nagyon fontos ilyenkor
annak a megbecsle´se, hogy az a´rfolyamva´ltoza´sok mennyire e´rintik a portfo´lio´nk
e´rte´ke´t.
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Figure 22: Indulo´ tartalmaza´si fu¨ggve´nyek az ”USD/FIM alacsony” e´s az
”USD/FIM magas” fuzzy sza´mokra, b3 = 6 and c3 = 4.5.
1996-ban Christer Carlssonnal [36] egy neuro-fuzzy megko¨zelı´te´st javasoltunk az
ilyen tı´pusu portfolio´k e´rte´ke´inek a megbecsle´se´re.
A neura´lis ha´lozattal approxima´ljuk a pa´ronke´nti a´rfolyamokat megjelenı´to˝ fuzzy
sza´mokat. Mivel a szigmoid tı´pusu aktiviza´lo´ fu¨ggve´nnyel definia´lt e´s legala´bb
egy rejtett szintu˝ neura´lis ha´lo´zatok univerza´lis approxima´torok (Funahashi, 1989)
eze´rt - felte´telezve, hogy a portfo´lio´nk e´rte´ke folytonosan fu¨gg az a´rfolyamokto´l -
ele´g sok konkre´t eset ismerete´bo˝l jo´ ko¨vetkeztete´seket tudunk levonni a tuda´sba´-
zisunkban nem szereplo˝ esetekre.
Illusztra´cio´ke´nt tegyu¨k fel, hogy a tuda´sba´zisunkat a ko¨vetkezo˝ ha´rom fuzzy szaba´ly
alkotja:
"1 : Ha az US dolla´r gyenge a ne´met ma´rka´val a sve´d korona´val e´s a finn ma´rka´val
szemben, akkor a portfo´lio´nk e´rte´ke nagyon nagy.
"2 : Ha az US dolla´r ero˝s a ne´met ma´rka e´s a sve´d korona ellene´ben e´s az US
dolla´r gyenge a finn ma´rka´val szemben, akkor a portfo´lio´nk e´rte´ke nagy.
"3 : Ha az US dolla´r ero˝s a ne´met ma´rka´val a sve´d korona´val e´s a finn ma´rka´val
szemben, akkor a portfo´lio´nk e´rte´ke kicsi.
Majd felvesszu¨k az indulo´ szigmoid tı´pusu tartalmaza´si fu¨ggve´nyeket az L1 =
”USD/DEM alacsony”, H1 = ”USD/DEM magas”, L2 = ”USD/SEK alacsony”,
H2 = ”USD/SEK magas”, L3 = ”USD/FIM alacsony” e´s H3 = ”USD/FIM magas”
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min
α1
α2
L1 L3L2
H1 L3H2
H1 H3H2
α3
z1
z2
z3a1 a2 a3
Figure 23: A Tsukomoto-fe´le okoskoda´si se´ma.
tulajdonsa´gok leı´ra´sa´ra:
Li(t) =
1
1 + exp(bi(t− ci)) , Hi(t) =
1
1 + exp(−bi(t− ci)) , i = 1, 2, 3.
Az ”USD/FIM alacsony” e´s ”USD/FIM magas” fuzzy halmazok kezdeti tartal-
maza´si fu¨ggve´nye´t a 22-es a´bra mutatja.
A Tsukomoto-fe´le fuzzy okoskoda´si se´ma´t alkalmazzuk a ko¨vetkeztete´sek levona´sa´ra
az
" = {"1,"2,"3}
szaba´lyba´zisbo´l, azaz a rendszer outputja´t a
z0 =
α1z1 + α2z2 + α3z3
α1 + α2 + α3
formula definia´lja, ahol a1, a2 e´s a3 (la´sd a 23-as a´bra´t) jelentik az USD/DEM,
USD/SEK e´s az USD/FIM a´rfolyamokat.
Legyen adva a ko¨vetkezo˝ trenı´rozo´ halmaz (training set)
{(x1, y1), . . . , (xK , yK)}
ahol xk az aktua´lis a´rfolyamok vektora e´s yk a portfo´lio´nk valo´s e´rte´ke a k-dik
ido˝pontban.
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Figure 24: Hybrid neura´lis ha´lo´zat [51] a Tsukomato-fe´le okoskoda´si se´ma´ra.
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Megszerkesztju¨k a Tsukomoto-fe´le okoskoda´si se´ma´t megvalo´sı´to´ ANFIS (Adap-
tive Fuzzy Inference System) architektura´t (la´sd a 24-es a´bra´t), e´s az error back-
propagation tanula´si algoritmus segı´tse´ge´vel meghata´rozzuk a {b1, b2, b3, c1, c2, c3}
parame´terek legjob e´rte´keit (azokat amelyek mellett a neura´lis ha´lo´zat sza´mı´tott
outpuja a leheto˝ legko¨zelebb van a megkı´va´nt outputhoz a trenı´rozo´ halmaz min-
den pontja´ban).
5 ¨Osszegze´s
Az elso˝ 4 szekcio´ eredme´nyei fo˝leg az A.N.Tyihonov tana´csa´na´l megve´dett kan-
dida´tusi e´rtekeze´semben megkezdett munka´n e´s a Mario Fedrizzivel folytatott egyu¨tt-
mu˝ko¨de´sen alapulnak. Ezeknek az eredme´nyeknek a kiindulo´pontja Kova´cs Mar-
git 1988-ban megjelent cikke, amelyben a vila´gon elo˝szo¨r vetette fel a fuzzy kiter-
jeszte´sek esetleges regulariza´co´s ke´pesse´ge´t az eredeti proble´ma´ra ne´zve, e´s egy
egyszeru˝ esetben bizonyı´totta a kiterjesztett proble´ma megolda´sa´nak a stabilita´sa´t.
Ezek a szekcio´k tartalmazza´k a Keresztfalvi Tiborral ko¨zo¨sen ele´rt eredme´nyeinket
is, akinek az egyetemi doktori e´rtekeze´se´nek a te´mavezeto˝je voltam.
Az 5. szekcio´ban felsorolt eredme´nyek fo˝leg a H.-J.Zimmerman mellett Aachen-
ben to¨lto¨tt 2 e´v munka´ja´bo´l sza´rmaznak. A 6. e´s 7. szekcio´ pedig a Christer
Carlssonnal folytatott imma´r 5 e´ves tudoma´nyos egyu¨ttmu˝ko¨de´s eredme´nyeit tar-
talmazza.
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