We study the problem of interpolating one-dimensional data with total variation regularization on the second derivative, which is known to promote piecewise-linear solutions with few knots. In a first scenario, we consider the problem of exact interpolation. We thoroughly describe the form of the solutions of the underlying constrained optimization problem, including the sparsest piecewise-linear solutions, i.e., with the minimum number of knots. Next, we relax the exact interpolation requirement, and consider a penalized optimization problem with a strictly convex data-fidelity cost function. We show that the underlying penalized problem can be reformulated as a constrained problem, and thus that all our previous results still apply. We propose a simple and fast two-step algorithm to reach a sparsest solution of this constrained problem. Our theoretical and algorithmic results have implications in the field of machine learning, more precisely for the study of popular ReLU neural networks. Indeed, it is well known that such networks produce an input-output relation that is a continuous piecewise-linear function, as does our interpolation algorithm.
Introduction
Many machine learning problems consist in learning a function f : R d → R that maps an input vector x ∈ R d to an output value f (x) = y. In supervised learning problems, this function f is chosen so as to best fit the training data (x m , y m ) M m=1 , where M is the number of data points. This is typically achieved by parametrizing f with a vector of parameters θ, and minimizing some objective function with respect to θ. The choice of this parametrization is crucial, as it must strike an appropriate balance between two conflicting desirable properties. Firstly, in order to be suitable for a variety of problems, the parametric model should be flexible enough to represent a large class of functions. This quest for universality is for instance highlighted by several universal approximation theorems for artificial neural networks [1, 2, 3] . Next, the model should be simple enough so that it generalizes well to input vectors x that are outside of the training set. Indeed, a known pitfall of machine learning algorithms is overfitting, which happens when the model is unduly complex and fits too closely to the training data [4, Chapter 3] . This leads to poor generalization abilities for out-of-sample data. This pitfall is often dealt with by adding some regularization to the objective function, which tends to simplify the model. The overarching guiding principle to avoid overfitting is Occam's razor: the simplest model that explains the data well will generalize better and should thus be selected.
ReLU Networks and Piecewise-Linear Splines
Perhaps the most basic and oldest form of supervised learning is linear regression: in dimension one (d = 1), f is parametrized as a linear function by f (x) = θ 1 + θ 2 x. Although this model certainly follows Occam's razor, it has weak universality properties: many functions are far from being linear. A more modern and universal approach to supervised learning is neural networks, which in recent years have become the gold standard for an impressive number of applications [5] . Many recent papers have highlighted the property that today's state-of-the-art convolutional neural networks (CNNs) with rectified linear unit (ReLU) activations specify an input-output relation that is continuous and piecewise-linear (CPWL) [6, 7, 8] . This result stems from the fact that the ReLU nonlinearity is itself a CPWL function, as well as, for instance, the widespread max-pooling operation. In fact, there are indications that using more general piecewise-linear splines as activation functions could be more effective than restricting to the ReLU or leaky ReLU [9, 10, 11] . In the one-dimensional case d = 1, it follows that the learned function of a ReLU network is a piecewise-linear spline [12] . The trade-off between universality and Occam's razor is then determined by the network size and architecture. An illustration is given in Figure 1 , which compares linear regression with a ReLU network-like learned function. It is clear that the input-output relation in the training data is too complex for linear regression to succeed, whereas a piecewiselinear spline with few knots is able to model this relation adequately. Many recent papers in the literature have investigated this connection between ReLU networks and piecewise-linear splines [13, 14] , including universality properties [12, 15, 16] . We finally mention [17] , which considers more general spline activation functions.
Problem Formulation
In this paper, we study the supervised learning (or regression) problem in one dimension (d = 1). We focus on reconstructing piecewise-linear splines, as do successful ReLU networks architectures. However, contrary to CNNs, we formulate the learning problem as a regularized inverse problem in a continuous domain framework. Our metric for model simplicity is sparsity, i.e., the number of spline knots. Although this sparsity cannot be equated to the number of parameters of a multi-layer ReLU network, it is a natural metric. For regularization purposes, we therefore use the total variation (TV) norm for measures · M , which is defined over the space of bounded Radon measures M(R). This norm is known to promote sparse solutions in the desired sense, as will be clarified in (1) . We formulate the following optimization problem, which we refer to as the generalized Beurling LASSO (g-BLASSO)
arg min
where E is a cost function that penalizes the fidelity of f (x m ) to the data y m ∈ R (e.g., a quadratic loss E(z, y) = 1 2 (z − y) 2 ). We assume that the sampling locations are ordered, i.e., x 1 < · · · < x M . The parameter λ > 0 balances the contribution of the data fidelity and the regularization, and D 2 is the second-derivative operator. The terminology generalized Beurling LASSO comes from the Beurling LASSO (BLASSO) which is used in the Dirac recovery literature [18] . Indeed, the (g-BLASSO) problem is a generalization of the BLASSO due to the presence of a regularization operator D 2 , which is not present in the latter problem. It is known [19, 20, 21] that the extreme points solutions to problem (g-BLASSO) are piecewise-linear splines of the form
In terms of model simplicity, the bound K ≤ M − 2 is typically uninformative in machine learning problems: in Figure 1 , it yields K ≤ M − 2 = 198, which is clearly much higher than the desired sparsity. However, this bound does not take the effect of the regularization parameter λ into account. Indeed, λ → 0 will roughly lead to a learned function f that interpolates all the data points, with typically close to K = (M − 2) knots. At the other extreme, the limit λ → +∞ leads to linear regression and thus sparsity K = 0 due to the fact that linear functions are not penalized by the regularization. Therefore, the interesting case is the intermediate regime, in which the overall trend is that the sparsity K decreases as λ increases. Hence, λ controls the universality versus simplicity trade-off.
Summary of Contributions and Outline
The above purely qualitative observation is far from telling the whole story. In particular, it does not prescribe how λ should be chosen in practice. We attempt to overcome this impediment by giving a full description of the solution set of (g-BLASSO). The basis of our analysis is the classical observation (see for instance [20, Theorem 5] ) that when E is strictly convex, there exists a unique vector y λ = (y λ,1 , . . . , y λ,M ) ∈ R M such that problem (g-BLASSO) is equivalent to the constrained problem arg min f :f (xm)=y λ,m , m∈{1,...,M}
which we refer to as the generalized continuous basis pursuit (g-CBP), following the terminology of [22, 23] . We therefore carry out our theoretical analysis on the more straightforward (g-CBP) problem, and we attest that these results apply to (g-BLASSO) as well, provided that y λ is known. For this analysis, we use mathematical tools based on duality theory, and we exploit the very specific form of the so-called dual certificate for our regularization operator D 2 . We describe in a systematic way the form of the solution set and identify the set of sparsest solutions, which is to the best of our knowledge a first in the TV-based inverse-problem literature: existing works are limited to identifying the form of certain solutions. For instance, it is known that the function that simply connects the points (x 1 , y 0,1 ), . . . , (x M , y 0,M ) is always a solution to (g-CBP) (see [24, Theorem 1] and [25, Proposition 7] ). We refer to it as the canonical solution. Building on this result, our contributions on the theoretical and algorithmic sides concerning the (g-BLASSO) are summarized below.
Theory
Our main theoretical contributions are the following.
• In Section 3, we fully describe the solution set of (g-CBP) by specifying the intervals in which all solutions follow the canonical solution, and those in which they do not (Theorem 2). This allows us to characterize the cases where (g-CBP) admits a unique solution. When they differ, we give a geometrical description of the set in which the graph of all solutions lies in Theorem 3.
• When there are multiple solutions, the canonical solution can be made sparser in certain regions, which is the topic of Section 4. More precisely, in Theorem 4, we express the minimum achievable sparsity of a solution to (g-CBP) as a simple function of x def.
= (x 1 , . . . , x M ) and y 0 , which we denote by K min (x, y 0 ). Concerning the solution set, we fully describe the set of sparsest solutions of (g-CBP). In particular, we characterize the cases of uniqueness, and provide a description of the sparsest solutions together with the number of degrees of freedom n free (x, y 0 ), that we characterize and show to be finite.
• In Section 5.1, we extend the results of the first two items to the (g-BLASSO) problem. This is a consequence of the aforementioned equivalence between the (g-BLASSO) and the (g-CBP) problems, given in Proposition 7. We also specify the limit value λ max , for which any λ ≥ λ max amounts to linear regression in Proposition 10.
Algorithm
These theoretical findings warrant our simple and fast algorithm, presented in Section 5.2, for reaching (one of) the sparsest solution(s) to (g-BLASSO). The algorithm is divided in two parts: first, we compute the y λ vector for the (g-CBP) problem by solving a standard discrete ℓ 1 -regularized problem. Next, we find a sparsest solution to (g-BLASSO) (with sparsity K min (x, y λ )) by optimally sparsifying its canonical solution in some prescribed regions that are determined by our theoretical results. This sparsification step is detailed in Algorithm 1 and has complexity O(M ).
This complete algorithm provides a simple and fast way for the user to judiciously choose λ by evaluating the data fidelity loss M m=1 E(f (x m ), y m ) versus the optimal sparsity K min (x, y 0 ) -which depends on λ -as a proxy for the universality versus simplicity trade-off. We illustrate this in our experiments in Section 6. The value of λ may vary between λ → 0 (which at the limit amounts to the (g-CBP) problem) and an upper bound λ = λ max mentioned above. Note that existing algorithms that solve the (g-BLASSO) such as that introduced in [25] are a lot more complex and computationally expensive. Moreover, to the best of our knowledge, no existing algorithm has the guarantee of reaching a sparsest solution of (g-CBP) or (g-BLASSO).
Related Works
Discrete ℓ 1 Optimization. Putting aside for now the regularization operator D 2 , the optimization problems (g-CBP) and (g-BLASSO) are the continuous domain counterparts of the basis pursuit [26] and the LASSO [27] , which were introduced in the late 90's. These problems are the precursors of the type of ℓ 1 -recovery techniques used in compressed sensing [28, 29, 30, 31] . These approaches provide solutions with only few nonzero coefficients. They are at the cornerstone of sparse statistical learning [32] and sparse signal processing [33] .Theoretical recovery guarantees have been proved, see for example [34] ; however it is worth noting that in their initial formulations, these methods are inherently discrete and therefore adapted to recover finite-dimensional physical quantities.
Reconstruction in Infinite Dimensional Spaces. In our context, we aim at learning a continuous-domain function f : R → R from finite-dimensional data (the values y m = f (x m ) for m ∈ {1, . . . , M }). It is therefore natural to formulate the optimization task in infinite dimension to perform the reconstruction. The problem is then inherently ill-posed: not only is the system undetermined, as it is also the case in compressed sensing, but we have infinitely many degrees of freedom with finitely many constraints for the reconstruction. Kernel methods based on quadratic regularization are an elegant way of removing this ill-posedness [35] , with the effect of restricting the approximation to a finite-dimensional subset of a Hilbert space [36, 37, 38] . The challenge is then to choose this Hilbert space adequately. These approaches are fruitful, but they still ultimately revert to the finite-dimensional setting. Taking inspiration from ℓ 1 -based methods for sparse vectors, new approaches have been proposed that go beyond the Hilbert space setting, such as [39, 40, 41, 42] .
Reconstruction in Measure Spaces. A fertile continuous-domain problem to which discrete ℓ 1 methods were recently adapted is sparse spikes deconvolution [18, 43, 44, 45, 46] . The aim is to recover sums of Dirac masses (point sources signals) over a continuous domain by extending the ℓ 1 regularization to a gridless setup thanks to the total variation norm · M , which is defined over the space of Radon measures M(R). The underlying optimization problems, the continuous basis pursuit (CBP) [22, 23] and the BLASSO [18] , are thus solved over a nonreflexive Banach space. The role of the total variation norm in variational methods has a rich history [47, 48] (see [21, Section 1] for additional references). From a theoretical standpoint, many reconstruction guarantees are proved for the CBP and the BLASSO such as exact recovery of discrete measures (sums of Dirac masses) in the noiseless case [44, 49] , robustness to noise [45, 50, 51, 52] , support recovery [23, 46, 53, 54] and super-resolution for positive discrete measures [18, 55, 56, 57, 58, 59, 60] .
From a numerical standpoint, there exist several different strategies to solve the CBP or the BLASSO. A first one is based on spatial discretization which leads back to the LASSO and algorithms such as FISTA [61] . There are also greedy algorithms such as continuous-domain Orthogonal Matching Pursuit (OMP) [62] . In special setups (typically Fourier measurements), it is possible to reformulate the optimization problems as semidefinite programs [44, 63, 64] . Finally, recent developments based on the Frank-Wolfe (FW) algorithm [65] solve the BLASSO directly over the space of Radon measures [45] . These FW-based methods improve on the traditional FW algorithm due to the possibility of moving the spikes in the continuous domain to further decrease the objective function [66, 67, 68, 69] .
From Dirac Masses Recovery to Spline Reconstruction. More generally, Dirac masses recovery is part of a trend that promotes continuous-domain formalisms for signal reconstruction. By adding a differential operator to the total variation regularization, one allows for more diverse reconstructions than the recovery of sums of Dirac impulses, while keeping the sparsity-promoting effect of the total variation norm. Even predating the era of ReLU networks, (g-BLASSO) and, to a greater degree, (g-CBP)-or variations thereof-have been of keen interest to the signal processing and statistics communities. Adding a differential operator leads to spline reconstructions, a result that can be traced back to [70, 71] in the 70's. In [72] , Pinkus proved that the canonical solution-that simply connects the data points-is the unique solution to (g-CBP) in some special cases, a result that we recover in our analysis. Later, Koenker et al. [24, Theorem 1] and Mammen and Van de Geer [25, Proposition 7] proved that the canonical solution is indeed a solution to (g-CBP). These works also propose algorithms to solve (g-CBP) for any value of λ. However, contrary to this paper, none of the aforementioned works describe the full solution set of (g-CBP), nor identifies its sparsest solutions. There has been a promising new surge of very recent works on related problems, both on the theoretical and the algorithmic side [10, 21, 73, 74, 75, 76, 77] . Several very general theories, that incorporate (g-BLASSO) and (g-CBP), and that deal with optimization in Banach spaces with various differential regularization operators, have also been recently developed [21, 75, 78 ].
Mathematical Preliminaries
The task of recovering a continuous-domain function from finitely many samples is obviously ill-posed; this issue is commonly addressed by adding a regularization term. As a regularization norm, we consider · M , which is the continuous-domain counterpart of the ℓ 1 -norm, and is known to promote sparse solutions [31] . Some of the results of this section (in Sections 2.2 and 2.3) are not new, as they can be seen as a special case of the general framework developed in previous works [19, 20, 78] to the case of the second-derivative operator L = D 2 . Nevertheless, we provide a self-contained treatment, for the benefit of readers who are unfamiliar with the general theory.
The Measure Space M(R)
We denote by M(R), the space of bounded Radon measures on R. It is a nonreflexive Banach space and is defined as the topological dual of the space C 0 (R) of continuous functions that vanish at ±∞ endowed with the supremum norm · ∞ . The duality product between a measure w ∈ M(R) and a function f ∈ C 0 (R) is denoted by w, f def.
= R f dw. The norm on M(R) is called the total-variation norm and is given by
Moreover, we have the continuous embeddings
where S(R) is the Schwartz space of smooth and rapidly decaying functions and S ′ (R) is its topological dual, the space of tempered distributions [79] . We observe that we can replace C 0 (R) by S(R) in (2), by invoking the denseness of S(R) in C 0 (R), and then characterize the bounded Radon measures among S ′ (R) as
Motivated by the form of the regularization in (g-CBP) and (g-BLASSO), we introduce the space over which we shall optimize both problems. It is defined as
with D 2 : S ′ (R) → S ′ (R) the second-derivative operator. The space BV (2) (R) has been considered and studied in [10, Section 2.2]. It is the second-order generalization of the well-known space of functions with bounded variation. For the sake of completeness, a detailed presentation of the mathematical properties of BV (2) (R) is provided in Appendix A. For now, it is important to remember that BV (2) (R) is a Banach space equipped with the norm f BV (2) def.
Moreover, any function f ∈ BV (2) (R) is continuous and such that f (x) = O(x) at infinity (see Proposition 11 in Appendix A). For any w ∈ M(R), we denote by D −2 0 {w} the unique function f ∈ BV (2) (R) such that D 2 f = w and f (0) = f (1) = 0, according to the last point of Proposition 11. Then, D −2 0 is a continuous operator from M(R) to BV (2) (R), whose main properties are summarized in Proposition 12 in Appendix A. Its effect is to doubly integrate the measure on which it operates 1 . Moreover, any f ∈ BV (2) (R) can be uniquely decomposed as
where w ∈ M(R) and α, β ∈ R satisfy
We call the measure w the innovation of f . The key members of BV (2) (R) we are interested in are piecewiselinear splines, which are defined as follows.
where K ∈ N is the number of knots ( i.e., singularities), called the sparsity of the spline and a k , τ k ∈ R.
It follows from Definition 1 that a piecewise-linear spline f can equivalently be written as
where b 0 , b 1 ∈ R. Note that this representation is different from that of (7) (in general, (α, β) = (b 0 , b 1 )); however we favor the representation (9) for splines due to its simplicity.
Representer Theorem for BV (2) (R)
The native space BV (2) (R) allows us to precisely define the optimization problems we are interested in. Indeed, it is the largest space for which the regularization D 2 f M is well-defined and finite. The following result is a special case of a more general theory, which is now well established.
Theorem 1 (Representer Theorem for BV (2) (R)). Let x = (x 1 , . . . , x M ) ∈ R M be a collection of distinct M ≥ 2 ordered sampling locations and y 0 ∈ R M . We consider the set of solutions
Moreover, we fix λ > 0 and y ∈ R M , together with a cost function E : R × R → R + such that E(·, y) is strictly convex, coercive, and differentiable for any y ∈ R and λ > 0. We also consider the set of solutions
(g-BLASSO) 1 The notation D −2 0 has two justifications. First, it recalls that this operator is a right-inverse of the second derivative D 2 . However, the index 0 indicates that D −2 0 is not a left-inverse, as revealed by Proposition 12 in Appendix A.
Then, for any λ ≥ 0 (including 0), V λ is nonemtpy, convex, and weak-* compact in BV (2) (R), and is the weak-* closure of the convex hull of its extreme points. The latter are all piecewise-linear splines of the form
where b 0 , b 1 ∈ R, the weights a k are nonzero, the knots locations τ k ∈ R are distinct, and K ≤ M − 2.
Following the seminal work of Fisher and Jerome [70] , this result was proved in [19, Theorem 2] for λ = 0 and for a general spline-admissible operator L in the regularization term L· M(R) . The case λ > 0 is proved in [20, Theorem 4] for a general cost function E, by reducing the analysis to the optimization problem (g-CBP) (as we shall do in Section 5). Theorem 1 is then a particular case of these two works for the regularization operator L = D 2 , whose null space is generated by x → 1 and x → x, and for sampling measurements. Note that the application of these known theorems requires to prove that the point evaluation f → f (x 0 ) is weak-* continuous on BV (2) (R) for any x 0 ∈ R, which has been shown in [10, Theorem 1] . These theorems has been recently revisited and/or extended by several authors [21, 74, 75] .
Theorem 1 is called a "representer theorem", as initially proposed in [19] , because it specifies the form of the extreme-point solutions of the optimization problem. It is then possible to reduce the optimization task to functions of the form (10) , which considerably simplifies the analysis [20, 80] . Theorem 1 is also an existence result. It guarantees that the minimization problem (g-CBP) admits at least one piecewise-linear solution. In particular, if the solution is unique, then it is a piecewise-linear spline. However, Theorem 1 is not informative regarding the knots locations τ k , which may be distinct from the sampling locations x m .
To the best of our knowledge, very few attempts have been made to characterize the cases where gTV optimization problems admit a unique solution, and to describe the solution set when the solution is not unique. In this paper, we provide complete answers to these questions for the reconstruction of functions via sampling measurements and with BV (2) -type regularization.
Dual Certificates
This section presents the main tools for the study of the (g-CBP) problem (with x ∈ R M the ordered distinct sampling locations and y 0 ∈ R M the measurements), coming from the duality theory, which are at the core of our contributions. Our strategy consists in studying a particular class of continuous functions, called dual certificates, which can be used individually to certify that an element f ∈ BV (2) (R) is a solution of the optimization problem (g-CBP). More interestingly, from the properties of a given dual certificate, it is possible to precisely describe the whole structure of the set of solutions (see Theorem 2) and, in particular, to determine whether or not the sparse solution given by Theorem 1 is the unique solution of the problem (see Proposition 6) .
Before giving the main results of this section (Propositions 1 and 2), let us first introduce the definition of a dual pre-certificate.
Definition 2 (Dual Pre-Certificates). We say that a function η ∈ C 0 (R) is a dual pre-certificate (for the problem (g-CBP)) if its norm satisfies η ∞ ≤ 1 and if η is of the form
for some vector c = (c 1 , . . . , c M ) ∈ R M such that c, 1 = c, x = 0 (with 1 def.
= (1, . . . , 1) ∈ R M ).
A dual pre-certificate is therefore a piecewise-linear spline. The conditions c, 1 = c, x = 0 ensure that η is compactly supported, and is thus an element of C 0 (R) (indeed, we have η(x) = − c, 1 x + c, x = 0 for any x ≤ x 1 ). We shall present an explicit construction of such a pre-certificate in Proposition 4 with the piecewise-linear spline η cano . A dual certificate is a pre-certificate that satisfies an additional condition (see Proposition 1) that ensures that the vector c ∈ R M in Definition 2 is a solution of the dual problem of (g-CBP). From (7) , we know we can parametrize any f ∈ BV (2) (R) with a unique element (w, (α, β)) ∈ M(R) × R 2 through the relation
Dual certificates determine the localization of the support of w when f is a solution of (g-CBP). To formulate this property, we need the following definition which introduces the concepts of signed support of a measure (see Section 1.4 of [46] ) and signed saturation set of a pre-certificate (see [46, Definition 3] ).
Definition 3 (Signed Support and Signed Saturation Set). Let w ∈ M(R) and η ∈ C 0 (R) be a dual precertificate in the sense of Definition 2. We define the signed support of w by
where w + and w − are positive measures coming from the Jordan decomposition of w = w + − w − . Moreover from the positive and negative saturation sets of η, defined as
respectively, we define the signed saturation set of η by
Note that the sets supp ± (w), sat + (η), sat − (η), sat ± (η) are all closed. A dual pre-certificate η is a piecewiselinear spline in C 0 (R) with norm η ∞ ≤ 1. Hence, its signed saturation set is necessarily a union of closed intervals (that can be singletons).
We can now state the first main result of this section, the proof of which can be found in Appendix B. It characterizes the solutions of (g-CBP) via the signed support of their innovation using the signed saturation set of some dual pre-certificate.
is a solution of (g-CBP) if and only if f opt satisfies the interpolation conditions f opt (x m ) = y 0,m for all m ∈ {1, . . . , M } and one can find a dual pre-certificate η (Definition 2) such that
where w def.
= D 2 {f opt } is the innovation of f opt . The condition (16) is moreover equivalent to the inclusion
The dual pre-certificate η is then called a dual certificate (for problem (g-CBP)). (9)), the condition (17) is equivalent to the following interpolation requirements on the dual pre-certificate η ∀k ∈ {1, . . . , K}, η(τ k ) = sign(a k ).
From Proposition 1, a dual certificate η is thus a dual pre-certificate that certifies that a given
. Once we know that some η is a dual certificate, it can be used to check whether any f ∈ BV (2) (R) is a solution of (g-CBP). In other words, contrary to what is seemingly implied in Proposition 1, there is no need to find a new dual pre-certificate for each candidate solution f . This is formulated in the following proposition, the proof of which can be found in Appendix C.
Proposition 2. Let x ∈ R M be the ordered sampling locations, y 0 ∈ R M , and let η ∈ C 0 (R) be dual certificate as defined in Proposition 1 for the problem (g-CBP). Then, an element f opt ∈ BV (2) (R) is a solution of (g-CBP) if and only if f opt satisfies the interpolation conditions f opt (x m ) = y 0,m for all m ∈ {1, . . . , M } and
or equivalently w M = w, η , where w def.
= D 2 f opt is the innovation of f opt .
To end this section, let us illustrate how the concept of dual certificates can be used to describe the solution set of (g-CBP). Suppose that we know that some η is a dual certificate (we prove in Proposition 5 that this is the case of the dual pre-certificate η cano introduced in Proposition 4), then the condition supp ± (w) ⊂ sat ± (η) of Proposition 2 enforces strong constraints on any candidate solution of (g-CBP). This is all the more true when sat ± (η) is a discrete set, which we consider in the next definition and proposition.
Definition 4 (Nondegeneracy). Let x ∈ R M be the ordered sampling locations, y 0 ∈ R M and let η ∈ C 0 (R) be any dual certificate as defined in Proposition 1. We say that η is nondegenerate if its signed saturation set sat ± (η) defined in Definition 3 is a discrete set. Otherwise, we say that it is degenerate.
Proposition 3 (General Uniqueness Result for (g-CBP)). Let x ∈ R M be the ordered sampling locations and y 0 ∈ R M . If there exists a nondegenerate dual certificate in the sense of Definition 2, then the optimization problem (g-CBP) has a unique solution, which is a piecewise-linear spline in the sense of Definition 1 with K ≤ M − 2 knots τ k that form a subset of the sampling points {x 2 , . . . , x M−1 }.
The proof of Proposition 3 is given in Appendix D.
The Solutions of (g-CBP)
In this section, we consider the optimization problem (g-CBP) where the x m for m ∈ {1, . . . , M } are distinct and ordered sampling locations and y 0 ∈ R M is a fixed measurement vector. This setting is especially relevant when the measurements y 0,m are exactly the values of the input signal at locations x m (noiseless case). The solution set is
and is known to admit at least one piecewise-linear solution due to Theorem 1.
Canonical Solution and Canonical Dual Certificate
Thereafter, we identify the complete set of solutions (g-CBP). This allows us to fully determine in which cases this optimization problem admits a unique solution. Our analysis is based on the construction of a pair (f cano , η cano ) ∈ BV (2) (R) × C 0 (R) that satisfies Proposition 1, which we call the canonical solution and canonical dual certificate respectively. The former is simply the function that connects the points P 0,m = x m y 0,m T .
Definition 5 (Canonical Interpolant). Let x ∈ R M be the ordered sampling locations and y 0 ∈ R M with M ≥ 2.
We define f cano as the unique piecewise-linear spline that interpolates the data points with the minimum number of knots, i.e., such that
We refer to f cano as the canonical interpolant.
The existence and uniqueness of f cano in Definition 5 simply follows from the number of degrees of freedom of a piecewise-linear spline whose knots are known. The canonical interpolant is of the form
with a = (a 1 , . . . , a M ) ∈ R M . By definition, f cano is linear on the interval (x m , x m+1 ) for m ∈ {2, . . . , M − 1}.
The interpolatory conditions f cano (x m ) = y m and f cano (x m+1 ) = y m+1 then imply that its slope is s m = y0,m+1−y0,m xm+1−xm . Yet from (20) we get that s m = a 1 + · · · + a m . This implies that a 1 = s 1 and that a m = s m − s m−1 We have a 2 < 0, a 3 = 0, a 4 < 0, and a 5 > 0, where the a m are defined in (21) .
In order to prove that f cano is always a solution of (g-CBP), we construct a particular dual pre-certificate η cano .
Proposition 4 (Canonical Pre-Certificate). Let x ∈ R M be the ordered sampling locations and y 0 ∈ R M . Let a ∈ R M be the vector defined by (21) . There exists a unique piecewise-linear spline η cano given by
with the convention sign(0) = 0. Moreover, since η cano (x) = 0 for x ≤ x 1 and x ≥ x M , we have η cano ∈ C 0 (R) and η cano ∞ = 1. Hence, η cano is a dual pre-certificate in the sense of Definition 2.
Proof. The existence and uniqueness of such a spline follows the same argument as for f cano , applied to the data points (
and (x M + 1, 0). Note that the points (x 1 − 1, 0) and (x M + 1, 0) at the boundaries add two additional interpolation constraints to (24) . Moreover, they imply that η cano does not have a linear term and is thus of the form (22) . Next, we notice that for
Then, as a piecewise-linear spline with compact support, η cano is of course in C 0 (R). Being compactly supported, it is also clear that η cano attains its maximum and minimum values at its knots. In particular, η cano ∞ = max m∈{1,...,M} |η cano (x m )| = 1.
We now prove that the pair (f cano , η cano ) ∈ BV (2) (R) × C 0 (R) satisfies Proposition 1. Although the fact that f cano is a solution to (g-CBP) is known [24, 25] and is significant in its own right, the key element of this result is the construction of the dual certificate η cano . The latter will be essential to fully describe the solution set V 0 .
Proposition 5. Let x ∈ R M be the ordered sampling locations and y 0 ∈ R M . The canonical interpolant f cano defined in Definition 5 is a solution of (g-CBP) and η cano , defined in Proposition 4, is a dual certificate as defined in Proposition 1.
Proof. By construction, the interpolation conditions f cano (x m ) = y 0,m for all m ∈ {1, . . . , M } are satisfied. Moreover thanks to Proposition 4, η cano is a dual pre-certificate. By Proposition 1, it remains to prove that
from which we deduce both that f cano is a solution of (g-CBP) and that η cano is a dual certificate. Since, again by construction,
, this proves (25) .
Due to Proposition 5, we call f cano the canonical solution and η cano the canonical dual certificate of the optimization problem (g-CBP). We show an example of such functions for given data points (x m , y 0,m ) m∈{1,...,6} in Figure 2 . Notice that the points P 0,2 , P 0,3 , and P 0,4 are aligned, which implies that a 3 = 0 (defined in (21)).
Characterization of the Solution Set
Although identifying a solution f cano to (g-CBP) is an important first step, this solution is not unique in general. We characterize the case of uniqueness in Proposition 6, and then provide a complete description of the solution set when the solution is not unique in Theorem 1. We shall see that the canonical dual certificate η cano plays an essential role regarding these issues. 
For all
Proof. The equivalence 2. ⇔ 3. comes from the fact that η cano is non-degenerate if and only if it never saturates at 1 or −1 between two consecutive knots. This is equivalent to item 3 because for all m ∈ {2, . . . , M − 1}, η cano (x m ) = sign(a m ).
The implication 2. ⇒ 1. is given by Proposition 3. We now prove the contraposition of the reverse implication 1. ⇒ 2. We thus assume that η cano is degenerate, and wish to prove that (g-CBP) has multiple solutions. Using item 3., there exists an index m ∈ {2, . . . , M − 2} such that a m a m+1 > 0. We now invoke the following lemma (illustrated in Figure 3 ) that plays an important role throughout the paper.
be an index such that a m a m+1 > 0, where a ∈ R M is defined as in (21) . Then, the lines (P 0,m−1 , P 0,m ) and (P 0,m+1 , P 0,m+2 ) are intersecting at a point P = τỹ T such that x m <τ < x m+1 . Moreover, the piecewise-linear spline f opt defined by
which has no knots at x m or x m+1 , is a solution of (g-CBP).
Proof.
We then define
whereã = a m + a m+1 andτ = amxm+am+1xm+1 a . By definition,τ is a barycenter of x m and x m+1 with weights am a and am+1 a . Yet a m and a m+1 have the same (nonzero) signs, which implies that these weights are in the interval (0, 1) and thus thatτ ∈ (x m , x m+1 ). Yet f opt has no knots at x m and x m+1 , so it must follow the line (P 0,m−1 , P 0,m ) in the interval [x m ,τ ], and the line (P 0,m+1 , P 0,m+2 ) in the interval [τ , x m+1 ], which conforms with the first two first lines in (26) . Due to the continuity of f opt , these lines are therefore intersecting at the point P = τỹ
, which conforms with the third line in (26) . This also implies that implies that
Therefore, f opt has the same measurements and regularization cost as f cano , which implies that it is also a solution of (g-CBP).
Since f opt defined in Lemma 1 is a solution to (g-CBP) such that f opt = f cano , (g-CBP) has multiple solutions, which concludes the proof.
To the best of our knowledge, Proposition 6 is a new result. A similar uniqueness result is presented in [72, Theorem 4.2] , but with more restrictive conditions than item 3. It follows from Proposition 6 that when M = 3, the solution of (g-CBP) is always unique because the certificate is always non-degenerate, and is given by f cano . We go much further in Theorem 2 by providing the full characterization of the solution set when M ≥ 4.
Theorem 2 (Characterization of the Solution Set of (g-CBP)). Let x ∈ R M be the ordered sampling locations and y 0 ∈ R M with M ≥ 4, and let f cano and η cano be the functions defined in Definition 5 and Proposition 4 respectively. A function f opt ∈ BV (2) (R) is solution of (g-CBP) if and only if f opt (x m ) = y 0,m for m ∈ {1, . . . , M }, and the following conditions are satisfied for m ∈ {2, . . . , M − 2}
To illustrate Theorem 2, a simple example with M = 4 data points for which the solution is not unique is given in Figure 2 . Indeed, the canonical dual certificate saturates at -1 in the interval [1, 2] . Therefore, by Theorem 2, any function that coincides with f cano in R \ [1, 2] and that is concave in the interval [0, 3] is a solution. This includes the sparsest solution (with a single knot), as well as non-sparse solutions, e.g., with a quadratic regime in [1, 2] as in Figure 3 .
Proof of Theorem 2. Let f opt be a solution of (g-CBP). According to Proposition 5, η cano is a dual certificate. According to Proposition 2, we therefore have that supp ± (D 2 f opt ) ⊂ sat ± (η cano ), meaning that D 2 f opt = 0 on the complement sat ± (η cano ) c of sat ± (η cano ). In particular, we have that (−∞, x 2 ] ⊂ sat ± (η cano ) c , hence f opt is linear on this interval. The interpolation constraints f opt (x 1 ) = f cano (x 1 ) and f opt (x 2 ) = f cano (x 2 ) then imply that f opt = f cano on (−∞, x 2 ]. The same argument holds for the interval [x M−1 , +∞) and any interval (x m , x m+1 ) on which η cano does not saturate.
We use the Jordan decomposition of D 2 f opt = w = w + − w − where w + and w − are positive measures. By (17) , we know that w − = 0 on [x m , x m+1 ] because its support is included in sat − (η cano ). Hence, on this interval, D 2 f opt = w = w + is a positive measure, implying that Df opt is increasing and therefore that
The same argument proves that f opt is convex on [x m , x m+2 ), and therefore on the whole interval (x m−1 , x m+2 ).
Suppose conversely that f opt satisfies all the conditions of Theorem 2. Let us prove that it is a solution of (g-CBP). By Proposition 2, we just need to check that f opt satisfies supp
. This means that supp w + ⊂ sat + (η cano ) and supp w − ⊂ sat + (η cano ) where D 2 f opt = w + − w − is again the Jordan decomposition of D 2 f opt . Finally, as expected, we have that (28) hence f opt is a solution of (g-CBP). Corollary 1. If (g-CBP) has more than one solution, then it has an uncountable number of solutions.
Proof. If the solution is not unique, then the dual certificate η cano is degenerate, and therefore saturates over some interval (x m , x m+1 ). Then, Theorem 2 characterizes the whole set of solutions, which is clearly uncountably infinite.
Corollary 1 is the continuous counterpart of the well-known fact that the discrete LASSO either admits a unique solution or an uncountable number of solutions [81, Lemma 1] . Even with infinitely many solutions, we are able to delimit the geometric domain that contains the graphs of all solutions by exploiting the local convex/concavity. We recall that P 0,m = [x m y 0,m ] T for m ∈ {1, . . . , M }, and that for A, B ∈ R 2 , we denote by (A, B) the line joining A and B. Then, for M ≥ 4, we consider the set of indices
where we recall that a m = y0,m+1−y0,m xm+1−xm − y0,m−y0,m−1 xm−xm−1 (see (21) ). The slope condition a m a m+1 > 0 in (29) is equivalent to the fact that the lines (P 0,m−1 , P 0,m ) and (P 0,m+1 , P 0,m+2 ) are not parallel (otherwise we would have that a m = −a m+1 , hence a m a m+1 ≤ 0) and that their intersection point, that we denote by P m = [τ mỹm ] T , is such that x m ≤τ m ≤ x m+1 according to Lemma 1. Theorem 3 makes the link between the graph of any solution f opt ∈ BV (2) (R) of (g-CBP), the graph of f cano and the triangles ∆ m .
Theorem 3 (Geometric Domain of the Graph of Solutions of (g-CBP)). Let x ∈ R M be the ordered sampling locations and y 0 ∈ R M with M ≥ 4. Then, we have
where f cano is defined in Definition 5, X is defined in (29) , and the ∆ m triangles are defined in the above paragraph.
The relation (30) reveals the smallest possible geometric domain containing all the graphs of the solutions of (g-CBP). To obtain a solution of (g-CBP), one just needs to follow the graph of f cano outside the triangles ∆ m and take a convex or concave function inside them. An example of this domain is given in Figure 4 with M = 5 and #X = 2 triangles (this same example is treated further later in Figure 6 ). The proof of Theorem 3 is given in Appendix E. Next, Section 4 is dedicated to the study of the sparsest piecewise-linear solutions of (g-CBP). 4 The Sparsest Solution(s) of (g-CBP)
Characterization of the Sparsest Solution(s)
We have already identified the situations where (g-CBP) admits a unique solution, in which case it is the canonical solution introduced in Definition 5. When the solution is not unique, Theorem 1 ensures that the extreme-point solutions are piecewise-linear functions with at most (K − 2) knots, and Theorem 2 gives a complete description of the solution set. In this section, we go further by providing a complete answer to the following questions:
• what is the minimal number of knots of a solution of (g-CBP)?
• what are the sparsest solutions, i.e., the ones reaching this minimum number of knots?
These questions are addressed in 
In other words, N s = #I sat corresponds to the number of times η cano reaches ±1. Next, let α n ∈ N for n ∈ {1, . . . , N s } be the number of consecutive saturations for every occurrence of η cano reaching ±1, i.e.,
In what follows, ⌈x⌉ is the smallest integer larger or equal to x ∈ R.
Theorem 4 (Sparsest Solutions of (g-CBP)). Let x ∈ R M be the ordered sampling locations, y 0 ∈ R M with M ≥ 4. Concerning the minimum sparsity of a solution of (g-CBP), the following hold.
1. The lowest possible sparsity ( i.e., number of knots) of a piecewise-linear solution of (g-CBP) is
where the α n are defined in (32) , and N s = #I sat where I sat is defined in (31).
2. There is a unique sparsest solution of (g-CBP) if and only if none of the α n are nonzero even numbers.
3. If one or more α n > 0 are even, then there are uncountably many sparsest solutions to (g-CBP). The number of degrees of freedom n free (x, y 0 ) of the set of sparsest solutions is equal to the number of even α n coefficients, that is, More precisely, for each saturation region of η cano , fixing a single knot within a certain admissible segment uniquely determines the other knots within the saturation region.
The proof of Theorem 4 is given in Appendix F. Illustrations of its items 2. and 3. with a single saturation region (i.e., N s = 1) are given in Figures 5 and 6 respectively. In Figure 5 , the unique sparsest solution is shown. In Figure 6 , any point P 1 in the segment that connects the points P 0,2 and P yields one of the sparsest solutions, with a uniquely determined second knot P 2 . In the latter example, there is thus a single degree of freedom n free (x, y 0 ) in the set of sparsest solutions to (g-CBP).
Algorithm for Reaching a Sparsest Solution
The results of Theorem 4 suggest a simple yet elegant algorithm for constructing a sparsest solution of (g-CBP) for given sampling locations x = (x 1 , . . . , x M ) and data y 0 = (y 0,1 , . . . , y 0,M ). The pseudocode is given in Algorithm 1, which applies the sparsifying procedure described in Lemma 6 in every saturation interval. Since the latter is rather lengthy and technical, it is given in Appendix F for ease of reading. The proof of Theorem 4 guarantees that the output f * of Algorithm 1 is indeed a sparsest solution to (g-CBP), with sparsity K min (x, y 0 ) as defined in Theorem 4. The following observations can be made concerning Algorithm 1.
• In the cases where the sparsest solution is not unique, the choice of solution specified by (103) (which is not the one shown in Figure 6 ) is guided by simplicity. However, it is an arbitrary choice that can be adapted depending on the application.
Input: x, y 0 compute a 1 , . . . a M defined in (21) for n ← 1 to N s do P ← ⌈ αn+1 2 ⌉ ; computeτ 1 , . . .,τ P andã 1 , . . .,ã P using (102) or (103); τ ← [τ ,τ 1 , . . . ,τ P ]; a ← [â,ã 1 , . . . ,ã P ]; end return f opt ← K k=1â k (· −τ k ) + Algorithm 1: Pseudocode of our algorithm to find a sparsest solution of (g-CBP).
• Notice that the x m such that η cano (x m ) = 0 need not be included in the vector of knots x ′ built in the algorithm, since we have a m = 0. Therefore, there is in fact no knot at x m in the canonical solution, which implies that the sparsity of f cano is strictly less than M − 2. This corresponds to alignment cases of the data points, i.e., the points P 0,m−1 , P 0,m , and P 0,m+1 are aligned, as illustrated in Figure 2 .
• Algorithm 1 is extremely fast: it takes linear time O(M ) with respect to the number of data points. This is a remarkable feature, since it is used to solve a continuous-domain optimization problem exactly. In fact, it is in the same complexity class as the simple computation of f cano .
• Algorithm 1 can be translated into an online algorithm, i.e., an updated solution can be computed efficiently if a new input data point is added. More precisely, when a new data point P 0,M+1 is added, the reconstructed signal is at worst only modified in the saturation interval
Since in practice, we usually have α n ≪ M , the computational complexity of updating the solution is typically much smaller than rerunning the complete offline algorithm.
The Solutions of (g-BLASSO)
We now focus on the (g-BLASSO) problem, in which the interpolation of the data is no longer required to be exact as in Section 3, but is formulated as a penalized problem with a regularization parameter λ > 0.
In practice, such problems are typically formulated when we have access to noise-corrupted measurements y = y 0 + n where n ∈ R M is a noise term. In this case, we solve the following optimization problem
where E(·, y) is a strictly convex, coercive, and differentiable cost function (typically quadratic, i.e., E(z, y) = 1 2 (z − y) 2 ) for any y ∈ R, and λ > 0 is a regularization parameter. The latter controls the weight between the data fidelity term M m=1 E(f (x m ), y m ) and the regularization term D 2 f M , and should therefore be adapted to the noise level.
From (g-CBP) to (g-BLASSO): Reduction to the Noiseless Case
We now show that the (g-BLASSO) problem can be reduced to an optimization problem of the form (g-CBP) (see [20, Theorem 5] ), as is often done in finite-dimensional optimization problems [81, Lemma 1].
Proposition 7 (Reformulation of (g-BLASSO) as (g-CBP)). Let x ∈ R M be the ordered sampling locations, and y ∈ R M with M ≥ 2. Let E : R × R → R + be a cost function such that E(·, y) is strictly convex, coercive, and differentiable for every y ∈ R. Then, there exists a unique y λ ∈ R M such that, for any f opt ∈ V λ , f opt (x m ) = y λ,m for all m ∈ {1, . . . , M }. Moreover, we have that the (g-BLASSO) problem is equivalent to the (g-CBP) problem with the measurement vector y 0 = y λ , i.e.,
The proof of Proposition 7 is provided in Appendix G. The implications of this result for our problem are huge: it implies that all the results of Section 3-in particular, uniqueness, form the solutions, and sparsest solutions-can be applied to the penalized problem (g-BLASSO). The only-but crucial-catch is that the samples y λ ∈ R M are unknown. Fortunately, the following proposition enables us to compute them through a standard ℓ 1 -regularized discrete optimization. 
where L ∈ R (M−2)×M is given by
and v def. Applied to the particular case z = y λ , we obtain the equality M m=1 E(y λ,m , y m ) + λ Ly λ 1 = J λ , where J λ is the optimal cost of (g-BLASSO), since by Proposition 5, f y λ ∈ V λ . This proves that the optimal value of problem (36) is lower or equal than J λ .
Next, let z opt be a solution of problem (36) (which exists due to the coercivity of E(·, y) for any y ∈ R). We thus have from before that
which yields the desired result f zopt ∈ V λ .
Algorithm for Reaching a Sparsest Solution of (g-BLASSO)
By combining results from the previous sections, we now formulate the following simple algorithmic pipeline to reach a sparsest solution of (g-BLASSO).
Proposition 9. Let x ∈ R M be the ordered sampling locations and y ∈ R M with M ≥ 2, and let E : R×R → R + be a cost function such that E(·, y) is strictly convex, coercive, and differentiable for any y ∈ R. Let the function f opt be obtained through the following two-step procedure:
1. Compute y λ ∈ R M (defined in Proposition 7) by solving problem (36);
2. Apply Algorithm 1 with the measurement vector y 0 = y λ to compute a sparsest solution f opt of the (g-CBP) problem given by Equation (35) .
Then, f opt is one of the sparsest solutions to the (g-BLASSO) problem, with sparsity K min (x, y λ ) as defined in Theorem 4.
Proof. Proposition 7 guarantees that the problem (g-BLASSO) is equivalent to the problem (g-CBP) with the measurement vector y 0 = y λ . Proposition 8 then specifies that y λ can be computed by solving problem (36) . Finally, as demonstrated in the proof of Theorem 4, the output f opt of Algorithm 4.2 reaches a sparsest solution of the corresponding (g-CBP) problem, which thus has sparsity K min (x, y λ ).
Proposition 9 proposes a simple but very powerful algorithm. It reaches a sparsest solution of the problem (g-BLASSO) -a challenging task a priori -in two simple steps. The first consists in solving a standard ℓ 1 -regularized discrete problem, for which many off-the-shelf solvers such as ADMM [82] are available. The second is our proposed sparsifying procedure, which converges in finite time. The following remarks can be made concerning Proposition 9.
Remark 2. The bottleneck of the pipeline described in Proposition 9 is its item 1., as Problem (36) admits no closed-form solution due to the non-differentiable ℓ 1 term. It is thus typically solved using an iterative procedure that does not converge in finite time, such as ADMM. By contrast, as explained in Section 4.2, item 2. requires a finite number O(M ) of operations to reach an exact solution.
Remark 3. Algorithm 1 still converges to a solution of the problem (g-BLASSO) when E is only a convex function, and not strictly convex as assumed in Propositions 7 and 8. The difference is that Proposition 7 no longer holds true in that there is no unique vector of measurements y λ . The solution set of the constrained problem (35) is thus in general a strict subset of V λ . Hence, the obtained solution is not necessarily the sparsest solution of the full solution set V λ , but only of this subset.
As for the assumption that E is differentiable, it is not a requirement for Proposition 9. However, as it is needed later on in Proposition 10, we include it in order to have consistent assumptions concerning E throughout the paper.
Range of the Regularization Parameter λ
In practice, the choice of the regularization parameter λ is the critical element that determines the performance of our algorithm. Although this choice is highly data-dependant, in this section, we show that the search can be restricted to a bounded interval. The lower bound is λ → 0, which corresponds at the limit to exact interpolation, that is the (g-CBP) problem. The upper bound λ → +∞ corresponds to the linear regression regime, which is described in the following proposition.
Proposition 10 (Linear Regression Regime of (g-BLASSO)). Let x ∈ R M be the ordered sampling locations and y ∈ R M with M ≥ 2. Let E : R × R → R + be a cost function such that E(·, y) is strictly convex, coercive, and differentiable for any y ∈ R. Then, the following properties hold.
1. There is a unique solution (α opt , β opt ) ∈ R 2 to the linear regression problem
We can thus define the value
where ∂ 1 E denotes the partial derivative with respect to the first variable of E, the matrix L T † denotes the pseudoinverse of L T , and L is defined as in (37).
2.
For any λ ≥ λ max , the solution to the discrete problem problem (36) is given by y λ = α opt 1 + β opt x, where 1 def.
3. For any λ ≥ λ max , the solution to the (g-BLASSO) problem is unique and is the linear function f max given by f max (x) def.
= α opt + β opt x.
The proof of Proposition 10 is given in Appendix H. Proposition 10 guarantees that the range of λ can be restricted to the interval (0, λ max ]: indeed, all values λ ≥ λ max lead to linear regression. Moreover, the value of λ max given in (40) only depends on the data x, y ∈ R M and is easy to compute numerically -the most costly step being the computation of the pseudoinverse L T † . Note that item 2 in Proposition 10, which stems from duality theory, is a generalization of a well-known result for the LASSO problem [83, Proposition 1.3], which plays a crucial role in the homotopy method [84] . The difference here is the presence of a non-invertible regularization matrix L in problem (36) , which requires additional arguments in the proof.
Experiments
In this section, we describe the implementation of our two-step algorithm presented in Section 5.2 and show our experimental results. The first step of our algorithm -which consists in solving problem (36) with ADMM -is implemented using GlobalBioIm, a Matlab inverse-problem library developed by the Biomedical Imaging Group at EPFL [85] . In all our experiments, we choose the standard quadratic data fidelity loss E(z, y) = 1 2 (y − z) 2 . This choice leads to ∂ 1 E(y, z) = y − z, which enables the simple computation of λ max using (40) .
We present an illustrative example with M = 30 simulated data points in Figure 7 . A small number is chosen for visualization purposes; an application of our algorithm with a larger number of M = 200 data points was shown in Figure 1 
Extreme Values of λ
The reconstructions using our algorithm for extreme values of λ -i.e., λ → 0 which leads to exact interpolation of the data, and λ = λ max which leads to linear regression -are shown in Figure 7a . Clearly, none of these solutions are satisfactory: on one hand, linear regression is too simple to model the data adequately. On the other hand, the exact interpolator suffers from overfitting. Although thanks to the sparsification procedure in Algorithm 1, its sparsity K min (x, y λ ) = 20 is smaller than the theoretical bound M − 2 = 28 given by Theorem 1, it is still clearly much larger than the desired outcome.
Sparsity versus Data Fidelity Loss Trade-Off
Next, we show the sparsity K min (x, y λ ) versus error y − y λ trade-off curve in Figure 7b . The latter was obtained by applying our algorithm with 20 values of λ (equispaced on a logarithmic scale) within the range [λ min , λ max ], with λ max = 0.1713 (as defined in (40)) and λ min def.
= 10 −5 × λ max . We thus observe the evolution from exact interpolation to linear regression as λ increases.
Ideally, one would like to choose to value of λ that minimizes y 0 − y λ , i.e., the error with respect to the noiseless data y 0 . However, in practice, the noiseless data is unknown, and one must use the noisy data y. Depending on the noise level, solely minimizing y − y λ might not be a desirable objective, since it leads to overfitting. Hence, we consider the trade-off between data fidelity loss and sparsity as a proxy for the standard universality versus simplicity trade-off in machine learning. Note that we choose the data fidelity loss y − y λ instead of λ as the x-axis metric, since it is an increasing function of the latter, and the former is easier to interpret.
This trade-off curve does not specify a single optimal value of the regularization parameter λ. Instead, it helps the user choose an appropriate balance by giving quantitative, interpretable data about the possible trade-offs. A key observation is that this curve is not necessarily monotonous: the sparsity can increase as y − y λ increases, as shown in Figure 7b . This lack of monotonicity is rather counter-intuitive, since the overall trend as λ increases is to go from sparsity K min (x, y) = 20 to K min (x, y λmax ) = 0. Note that a similar behavior has been known to occur in the context of the homotopy method [83] , although it is far from being systematic. However, the interesting feature is that, in the sparsity versus error trade-off, some values of λ are sometimes strictly better than others for both metrics, such as the star point over the square point in Figure 7b . Having access to the full trade-off curve such as Figure 7b is very helpful to judiciously select a suitable value of λ. This holds true as well when the curve is monotonic: indeed, the user should select the value of λ such that the data fidelity is lowest for the desired level of sparsity, i.e., the leftmost point of every plateau.
Example Reconstructions
To illustrate the non-monotonicity of the sparsity versus error curve, examples of reconstructions for two specific values of λ are shown in Figures 7c and 7d . Indeed, the former reconstruction has a lower value of λ, and thus lower data-fidelity loss. Nevertheless, the reconstruction in Figure 7c is sparser, with K min (x, y λ ) = 3 versus 6 in Figure 7d . Note that this gap is not a numerical artefact, since the magnitude of the weightsã k associated to the knots in Figure 7d is much greater than numerical precision. This indicates that the value of λ for Figure  7c should be preferred to that of 7d.
Conclusion
In this paper, we fully described the solution set of the (g-CBP) problem, which consists in interpolating data points by minimizing the TV norm of the second derivative. More precisely, we specified the cases in which it has a unique solution, the form of all the solutions, and the subset of sparsest solutions. We also proposed a simple and fast algorithm to reach (one of) the sparsest solution(s). We then extended these results to the (g-BLASSO) problem, by showing that it can be reformulated as a (g-CBP) problem. Next, we introduced a two-step algorithm to solve the (g-BLASSO) problem, the first step of which consists in solving a discrete ℓ 1regularized problem, and the second in applying our algorithm to solve a (g-CBP) problem. Finally, we applied our algorithm to some simulated data, and suggested plotting the sparsity versus data fidelity error plot in order to judiciously select a suitable value of the regularization parameter. This paper paves the way for the study of supervised learning problems through the formulation of variational inverse problems with TV-based regularization, by completely describing the one-dimensional scenario. A future exciting -albeit much more challenging -prospect would be to achieve similar results in higher dimensions, i.e., to reconstruct functions f : R d → R with d > 1. This would be a major milestone to better understand ReLU networks and deep learning in general, whose practical outstanding performances are yet to be fully explained.
Appendices
As a complement to the characterization of the space BV (2) (R) in Section 2.2, we summarize its main properties in Proposition 11, revealing its Banach-space structure. The construction of the native space for general splineadmissible operator L (we consider here the case L = D 2 ) is developed in [78] .
Proposition 11 (Properties of BV (2) (R)). The space BV (2) (R) has the following properties. 
The linear space BV
3. The space BV (2) (R) is a Banach space for the norm f BV (2) def.
4. For any w ∈ M(R), there exists a unique f ∈ BV (2) (R) such that D 2 f = w and f (0) = f (1) = 0.
Proof of Proposition 11. A function in BV (2) (R) is the integration of a bounded-variation function, and is therefore continuous. If f is such that D 2 f ∈ M(R), then Df is bounded by D 2 f M . Hence,
and f (x) = O(x) at infinity. Moreover, for an affine function f such that f (x) = α + βx, we obviously have that D 2 f = 0 ∈ M(R), hence f ∈ BV (2) (R). The relation (41) is clearly linear and is a bijection, since any f ∈ BV (2) (R) can be uniquely recovered from its second derivative via the specification of two boundary conditions, here the values of f (0) and f (1). Hence, (41) is an isomorphism. Due to this isomorphism, BV (2) (R) inherits the Banach space structure of M(R) × R 2 for the norm (w, (α, β)) M×R 2 = w + α 2 + β 2 and is hence a Banach space for the norm (42) . For the last point, by definition, any f ∈ S ′ (R) such that D 2 f = w is in BV (2) (R). The space of solutions of D 2 f = w is then a two-dimensional space, and the solution is uniquely characterized by the specification of the two boundary conditions f (0) = 0 and f (1) = 0.
In Section 2.2, we have introduced the operator D −2 0 . We now summarize its main properties.
Proposition 12 (Kernel of D −2 0 ). For any w ∈ M(R), D −2 0 {w} is given by
where g is the kernel defined over R 2 as
and is such that g(x, ·) is a continuous and compactly supported function for any x ∈ R. Then, the operator D −2 0 is linear and continuous from M(R) to BV (2) (R) and satisfies the right-inverse and pseudo-left-inverse relations
In particular, D −2 0 is a right-inverse of the second-derivative D 2 . Moreover, any f ∈ BV (2) (R) can be uniquely decomposed as
where w ∈ M(R), α, β ∈ R are given by
Proof of Proposition 12. We fix x ∈ R. We easily verify that g(x, y) = 0 for |y| ≥ max(1, |x|), hence g(x, ·) is compactly supported. The continuity of g(x, ·) is obvious as a sum of continuous functions (remarking that y → y + is continuous). Therefore, g(x, ·) ∈ C 0 (R) and the duality product w, g(x, ·) is well defined for any w ∈ M(R) and x ∈ R.
For w ∈ M(R) and x ∈ R, we set f (x) = w, g(x, ·) . From the definition of g, we have, denoting by ∂ x the partial derivative with respect to the first variable,
We therefore deduce that
where we use the slight abuse of notation of keeping the variable x for measures (that may not be defined pointwise) to distinguish when we operate over the first or the second variable. Moreover, we have that g(0, y) = g(1, y) = 0 for all y ∈ R, which yields f (0) = f (1) = 0. From the definition of D −2 0 , D −2 0 {w} is the unique function satisfying these properties, proving that D −2 0 {w}(x) = f (x) = w, g(x, ·) for every x ∈ R and w ∈ M(R). This shows (44) .
Next, it is clear that D −2 0 is linear from M(R) to BV (2) (R). The continuity of D −2 0 follows from the fact that
The equality D 2 D −2 0 {w} = w comes from the definition of D −2 0 {w}. For the right-hand side of (47), we remark that D 2 {D −2 0 D 2 {f }} = D 2 f by definition, hence D −2 0 D 2 {f }(x) = f (x) + α + βx for every x ∈ R and some constants α, β ∈ R. The equations D −2 0 D 2 {f }(0) = D −2 0 D 2 {f }(1) = 0 then specify the constants α and β, which proves (47) . Finally, (48) and (49) can be seen as reformulations of the right equality in (47) . The uniqueness follows from the simple fact that D 2 f = w determines f when the values of f (0) and f (1) are fixed.
B Proof of Proposition 1
The forward operator considered in this paper is a sampling operator (the functions f ∈ BV (2) (R) are sampled at the locations x m ∈ R for m ∈ {1, . . . , M }). Let us denote it, for the convenience of the proof, as a linear operator ν : BV (2) 
The proof of Proposition 1 can be divided in several steps. First, we reformulate (g-CBP) into an equivalent optimization problem thanks to the decomposition of any f ∈ BV (2) (R) given by (7) . This is stated in the next lemma.
Lemma 2. The problem (g-CBP) is equivalent to
where ι {y0} is the indicator of the convex set {y 0 }, which is zero at y 0 and +∞ elsewhere, and
is the modified forward operator. This equivalence is in the sense that there exists a bijection given by the unique decomposition of any f ∈ BV (2) (R) as f = D −2 0 {w} + α + β(·) with (w, (α, β)) ∈ M(R) × R 2 (see (7) ) between the solution sets of both optimization problems.
Dual problem. Let us write the (primal) problem (54) as min (w,(α,β))∈M(R)×R 2 F (w, (α, β)) + G(Λ(w, (α, β))),
where F (w, (α, β)) def.
= ι {y0} (c) and Λ(w, (α, β)) def.
= ν M (w) + α1 + βx.
The functions F and G are convex, lower semi-continuous and not identically equal to ±∞. By [87, Equation ( c, 1 , c, x ) ). Therefore, the dual problem can be rewritten as
where C ⊂ R M is the convex set defined in (57) . Problem (61) is clearly the same as problem (57), which proves the first statement of the lemma.
Strong duality. To prove strong duality between problems (54) and (57) (i.e., they have the same optimal value), we start by showing strong duality between
and its dual problem. We then conclude by observing that the optimal value of the dual problem of (62) is equal to the optimal value of problem (54) up to a sign. Indeed, this last statement proves that both problems (54) and (57) have the same optimal value since problem (62) is, up to a sign, the dual problem (57) (which rewrites as in (61)). We first start by proving that strong duality holds between problem (62) and its dual problem. The aim is to apply [87, Proposition 2.3, Chapter 3]. With the notations of [87] , let us denote the map Φ :
This map Φ defines a perturbed problem to problem (62), since by definition, for all c ∈ R M ,
is the objective function of problem (62) . Now let us check that the assumptions of [87, Proposition 2.3] are satisfied for Φ and problem (62):
• Φ is convex,
• the optimal value of problem (62) is finite due to the weak duality (primal-dual inequality given below) between problems (60) and (61), which yields
• the map η ∈ C 0 (R) → Φ(0, η) = ι · ∞ ≤1 (−η) is finite and continuous at η = 0 ∈ C 0 (R).
Therefore, we deduce that strong duality holds between problem (62) and its dual problem given by
and that this last optimization problem has at least one solution. Writing the map Φ as Φ(c, η)
= ι · ∞ ≤1 (·), andΛ = ν * M , then problem (66) becomes − min w∈M(R)F * (Λ * (w)) +G * (−w), i.e., − min
We now verify that the optimal value of min w∈M(R)
i.e., minus the optimal value of the dual problem of (62) is equal to the optimal value of problem (54)
Let w ∈ M(R) be a solution of problem (68) (which we know to exist by [87, Proposition 2.3] ). Since the objective function of problem (68) is finite at w, we obtain that ν M (w) + y 0 ∈ V , i.e., there exists (α, β) ∈ R 2 such that y 0 = ν M (−w) + α1 + βx. Assume by contradiction that there exist (w, (α,β)) ∈ M(R) × R 2 that achieve a lower cost than (w, (α, β)) in (54), i.e.,
Since the left term of this inequality in finite, we must have y 0 = ν M (w) +α1 +βx and
Since ν M (−w) + y 0 =α1 +βx ∈ V , we deduce thanks to (71) that −w achieves a lower cost than w for problem (68) , which contradicts the assumption on w. Hence, for all w ∈ M(R), (α, β) ∈ R 2 , we have
i.e., (−w, (α, β)) ∈ M(R) × R 2 is a solution of problem (54) . Therefore, we get that the optimal values of problems (68) and (54) are equal since
Optimality conditions. To derive the optimality conditions given in (58) and (59), we apply [87, Proposition 2.4, Chapter 3]. We have already proved that strong duality holds, and that the primal problem (54) has at least one solution. To apply the proposition, it remains to prove that the dual problem (57) also has at least one solution. This holds true due to the following injective and thus bijective due to the linear independence of the family (g(x m , ·)) 1≤m≤M . This independence can be proved by considering that (g(x m , ·)) 1≤m≤M is a family of piecewise-linear splines with each finitely many knots, and so there exists a nonempty interval I in which all the g(x m , ·) are linear functions;
Each of the three terms in the sum is nonnegative by definition of · M , and the fact that η ∞ ≤ 1, so that the equality w M = w, η is equivalent to
Consider the Jordan decomposition of w: w = w + − w − . Then w | sat+(η) M = w + (sat + (η)) + w − (sat + (η)) and w | sat+(η) , η = sat + (η) w . = w + (sat + (η)) − w − (sat + (η)), so that (81) is equivalent to w − (sat + (η)) = 0 i.e.,
Similarly, we can prove that (82) is equivalent to
. As a result, to obtain the desired equivalence, it remains to prove that (83) is the same as w |S c = 0. The arguments can be found for example in [18] (see the proof of Lemma A.1), but we reproduce the reasoning here for the sake of completeness. Consider the closed sets for all k > 0
Suppose by contradiction that there exists k > 0 such that w |Ω k M > 0. Since |η| < 1 on the closed set Ω k (because it is true on the bigger open set S c ), we deduce that w |Ω k , η < w |Ω k M and then
which is a contradiction. Hence, we have w |Ω k M = 0 for all k > 0, which yields w |S c M = 0 since S c = ∪ k>0 Ω k , i.e., w |S c = 0.
C Proof of Proposition 2
The proof of Proposition 2 is very similar to the proof of Proposition 1, and is derived from the optimality conditions given in Lemma 3. 
D Proof of Proposition 3
Let f opt ∈ BV (2) (R) be a solution of problem (g-CBP) given by Theorem 1. By (7) , there exist w ∈ M(R) and (α, β) ∈ R 2 such that f opt = D −2 0 {w} + α + β(·). By the assumption of the proposition, there exists a nondegenerate dual certificate η, so that by applying Proposition 2, we obtain supp ± (w) ⊂ sat ± (η). Moreover, we have that sat ± (η) ⊂ {x 2 , . . . , x M−1 } due to the two following facts This implies that η must be equal to ±1 at the points {x 2 , . . . , x M−1 }, which yields
where the a k ∈ R are (possibly zero) weights. In particular, this implies that f opt is a piecewise-linear spline with at most (M − 2) knots that are a subset of {x 2 , . . . , x M−1 }. It remains to prove that the coefficients a 2 , . . . , a M−1 , α, β are uniquely determined to conclude that f opt is the unique solution of (g-CBP).
Since f opt is a solution of (g-CBP), we have that ν(f opt ) = y 0 . This implies that
We now prove that this equation uniquely determines the coefficients a 2 , . . . , a M−1 , α, β by showing that the family (1, x, g 2 , . . . , g M−1 ) is a basis of R M . Indeed, by definition of g (see (45)), we have that
Hence, by writing the matrix of the family (1, x, g 2 , . . . , g M−1 ) in the canonical basis of R M , subtracting thanks to (90) appropriate linear combinations of the first two columns (given by the vectors 1 and x) to all of the other columns and finally subtracting x 1 times the first column to the second one, we end up with the following matrix 
The latter is a lower triangular matrix with nonzero coefficients on the diagonal (as the sampling points x m are pairwise distinct), and is thus invertible, which proves the desired result.
E Proof of Theorem 3
Let f opt ∈ V 0 . We fix m ∈ {2, M − 2}. First of all, as we have seen in the proof of Theorem 2, if a m a m+1 ≤ 0, then f opt = f cano on [x m , x m+1 ], and the graph of f opt in this interval is equal to the one of f cano . Assume now that a m a m+1 > 0. We now show that
The slope condition a m a m+1 > 0 implies that η cano is degenerate and that η cano = ±1 is constant over [x m , x m+1 ]. Assume for instance that the value is 1, in which case f opt is convex over [x m−1 , x m+2 ] according to Theorem 2. We shall use the following well-known fact on convex functions. Fix a < b < c and assume that f is convex over [a, c] . Then, f is below its arc between a and b on (a, b), that is,
By convexity, f opt is below its arc between x m and x m+1 . Hence we have that
Moreover, the convexity over [x m−1 , x * ] implies that f opt (x * ) is above the arc of f opt between x m−1 and x m . This implies that
A similar argument over [x * , x m+2 ] implies that
The conditions (92), (93), and (94) are precisely equivalent to (x * , f opt (x * )) ∈ ∆ m , since the three linear equations delineate this domain in this case. The same proof applies when η cano = −1 over [x m , x m+1 ] by using concavity instead of convexity. This proves that G(f opt ) ⊂ G(f cano ) ∪ (∪ m∈X ∆ m ) for every f opt ∈ V 0 , and hence the direct inclusion in (30) .
For the reverse inclusion, we already know that f cano ∈ V 0 , therefore it suffices to show that, for any m ∈ X and any (x * , y * ) ∈ ∆ m , there exists a solution f opt ∈ V 0 such that f opt (x * ) = y * . As before, since m ∈ X , we know that η cano = ±1 on [x m , x m+1 ] and we can assume without loss of generality that the value is 1. Then, any solution is convex and satisfies the relations (92), (93), and (94). By convexity of V 0 , it suffices to show the result for (x * , y * ) in the boundary of ∆ m , which is delimited by the relations
The solution f cano is such that f cano (x * ) = y0,m+1−y0,m xm+1−xm (x * − x m ) + y 0,m = y * , hence any (x * , y * ) satisfying (95) is attained by a solution (the canonical one) in V 0 . Assume that (x * , y * ) satisfies (96) (the case of (97) follows the same argument). We construct f opt as follows. First, f opt (x) = f cano (x) for any x / ∈ (x m , x m+1 ). Then, we set
In particular, f (x * ) = y * , and f opt is linear on [x m , x * ]. Finally, we impose that f opt is linear on [x * , x m+1 ], which is equivalent to the relation
for any x ∈ [x * , x m+1 ]. We then claim that f opt ∈ V 0 , the argument being very similar to the one of Lemma 1. Indeed, to show this, it suffices to remark that f opt , which is piecewise-constant and coincides with f cano outside of (x m , x m+1 ), is convex on [x m−1 , x m+2 ] (this is guaranteed by the slope condition a m a m+1 > 0 and the construction of f opt ). According to Theorem 2, this implies that f opt ∈ V 0 , with f opt (x * ) = y * . This finally shows that (x * , y * ) ∈ ∪ fopt∈V0 G(f opt ), which proves (30) .
F Proof of Theorem 4
Using Theorem 2, for any f opt ∈ V 0 , we have f opt (x) = f cano (x) for any x such that η cano (x) = ±1. We now focus on regions where η cano (x) = ±1. For all n ∈ {1, . . . , N s }, f cano has α n + 1 knots in the interval [x sn , x sn+αn ].
In order to construct one of the sparsest solutions, we must therefore replace these α n + 1 knots with as little knots as possible in each saturation region, since all solutions must coincide with f cano outside these regions.
In order to lighten the notations, in what follows, we focus on a single saturation region determined by a fixed n ∈ {1, . . . , N s } and we write α def.
= α n and s def.
= s n . Similarly to the proof of Proposition 6, a piecewise-linear spline f that coincides with f cano outside the interval [x s , x s+α ] must be of the form
whereã p ∈ R,τ p ∈ [x s , x s+α ] such thatτ 1 < · · · <τ P and P is the number of knots of f in this interval. We then prove the following lemma.
Lemma 5. If f in (100) satisfies the constraints f (x m ) = y 0,m for all m ∈ {1, . . . , M }, then the number of knots P in [x s , x s+α ] satisfies P ≥ ⌈ α+1 2 ⌉. Proof. Lemma 5 is trivially true for α = 0, since we must have f = f cano and thus P = 1. Assume now that α > 0. Firstly, we show that we must haveτ 1 ∈ [x s , x s+1 ). Assume by contradiction thatτ 1 ≥ x s+1 : then, f has no knots in the interval (x s−1 , x s+1 ). Yet f must satisfy the interpolation constraints f (x m ) = y 0,m for all m ∈ {1, . . . , M }, which implies that the points P 0,s−1 , P 0,s , and P 0,s+1 are aligned. Therefore, f cano has a weight a s = 0 (defined in (21) ) which implies that η cano (x s ) = 0, which contradicts the assumption η cano (x s ) = ±1. We can then prove in a similar fashion thatτ P ∈ (x s+α−1 x s+α ] when α > 1.
Next, we show that for α ≥ 2, we have
i.e., there must be a knot in all blocks of two consecutive saturation intervals. We assume by contradiction that this is not the case. Similarly to above, this implies that P 0,s+n ′ −1 , P 0,s+n ′ , and P 0,s+n ′ +1 are aligned and thus that η cano (x s+n ′ ) = 0, which yields a contradiction. Lemma 5 immediately follows from the constraintsτ 1 ∈ [x s , x s+1 ) andτ P ∈ [x s+α−1 , x s+α ] for α ≤ 2. For α > 2, by the two aforementioned constraints, f must have at least two knots in the first and last saturation intervals [x s , x s+1 ) and (x s+α−1 x s+α ] respectively. Next, consider the interval [x s+1 , x s+α−1 ], which consists of the central α − 2 consecutive saturations. Using (101), this interval must contain at least ⌊ α−2 2 ⌋ knots, which yields the lower bound P ≥ 2 + ⌊ α−2 2 ⌋ = ⌈ α+1 2 ⌉ (the last equality can easily be verified for every α ∈ N). The following Lemma then states that the bound in Lemma 5 are tight. = a s+2k + a s+2k+1 andτ k def.
Since the a s , . . . , a s+α all have the same (nonzero) sign, theτ i , i = 1, . . . , k + 1, are all barycenters with positive weights, which implies thatτ i ∈ (x s+2i , x s+2i+1 ). Then, as in the proof of Proposition 6, replacing the knots at x s+2i and x s+2i+1 in f cano by a single knot atτ i does not change the expression of f opt outside the interval (x s+2i , x s+2i+1 ), which implies that all the constraints f opt (x m ) = y 0,m for all m ∈ {1, . . . , M } are satisfied.
Next, let I s = {1, . . . M } \ {s, . . . , s + α} be the set of indices outside our interval of interest. Since a s , . . . , a s+α and thusã 1 , . . . ,ã k+1 all have the same sign, we have D 2 f opt M = m∈Is |a m | + | k+1 i=1ã i | = m∈Is |a m | + | α n=0 a s+n | = D 2 f cano M , which together with the interpolation constraints implies that f opt ∈ V 0 .
To show the uniqueness, consider once again a function f opt of the form (100) with P = k + 1 andτ 1 < · · · < τ k+1 . We then invoke Lemma 5, which stipulates that there must be knots in the first and last saturation intervals as well as every two consecutive saturation intervals. The only way to achieve this is to haveτ i ∈ (x s+2i , x s+2i+1 ), i = 0, . . . , k. The intervals (x s+2i−1 , x s+2i ) for all i ∈ {1, . . . , k} thus have no knots, which implies that in these intervals, f opt must follow the line (P 0,s+2i−1 , P 0,s+2i ). The knots are then necessarily the intersection of these lines, which yields the solution given in (102). The latter is therefore the unique function in V 0 with P = k + 1 knots in the interval [x s , x s+α ]. An example of such a sparsest solution is shown in Figure 5 with M = 6 and α = 3 consective saturation intervals.
Assume now that α = 2k is even, with k > 0. The bound in Lemma 5 then reads P ≥ k + 1. By Lemma 1, the intersection P = τỹ T between the lines (P 0,s−1 , P 0,s ) and (P 0,s+1 , P 0,s+2 ) exists and satisfies τ ∈ (x s , x s+1 ). Then, let P 1 = τ 1ỹ1 T be any point on the line segment [P 0,s , P 1 ], i.e., withτ 1 ∈ [x s ,τ ].
Then, we define P 2 as the intersection between the lines ( P 1 , P 0,s+1 ) and (P 0,s+2 , P 0,s+3 ). Similarly, if α ≥ 4, for every i ∈ {3, . . . , k +1}, we define P i = τ iỹi T as the intersection between the lines (P 0,s+2i−4 , P 0,s+2i−3 ) and (P 0,s+2i−2 , P 0,s+2i−1 ). Due to a similar barycenter argument as in (102), these intersections are well defined and satisfyτ i ∈ (x s+2i−3 , x s+2i−2 ). Let f opt be the piecewise-linear spline that coincides with f cano outside the interval (x s , x s+α ), and that connects the points P 0,s−1 , P 1 , . . ., P k+1 , and P 0,s+α in that interval. By construction, f opt satisfies the constraints f opt (x m ) = y 0,m , m ∈ {1, . . . , M }. Moreover, once again in a similar manner to (102), we have that f opt M = f cano M , which implies that f opt ∈ V 0 . Finally, f opt is of the form (100) with the lowest possible sparsity P = k + 1 in the interval [x s , x s+α ] (by Lemma 5) . Yet there are uncountably many possible choices of P 1 (it can be any point on a non-singleton line segment). All of these choices lead to a different solution f opt ∈ V 0 that is uniquely defined, since the choice of P 1 specifies P 2 , . . . , P k+1 . This proves that there are uncountably many solutions of (g-CBP) with sparsity k + 1 in [x s , x s+α ], and that there is a single degree of freedom for the choice of these k + 1 knots. An example of such a sparsest solution is shown in Figure 6 with M = 5 and α = 2 consecutive saturation intervals. In our algorithm, we simply choose P 1 = P 0,s , which yields a function f opt of the form (100) 
Theorem 4 then directly derives from Lemma 6 applied independently to each saturation interval [x sn , x sn+αn ] for n ∈ {1, . . . , N s }. Note that Lemma 6 also applies when no saturation occurs, i.e., α n = 0. A sparsest solutions of (g-CBP) thus coincides with a function of the form (100) constructed in Lemma 6 in each of these intervals, and with f cano outside these intervals. Finally, since the behavior of a solution in each saturation interval does not affect its behavior outside of it, the number of degrees of freedom in the set of sparsest solutions to (g-CBP) is simply the sum of the number of degrees of freedom in each saturation interval. Yet by Lemma 6, there are no degrees of freedom in intervals such that α n is odd (a sparsest solution is uniquely determined on that interval), and there is one when α n is even. Therefore, the total number of degrees of freedom of the set of sparsest solutions to (g-CBP) is equal to the number of even values of α n for n ∈ {1, . . . , N s }.
G Proof of Proposition 7
Assume by contradiction that there exist f 1 , f 2 ∈ V λ and m 0 ∈ {1, . . . M } such that f 1 (x m0 ) = f 2 (x m0 ), and let f α = αf 1 + (1 − α)f 2 , where 0 < α < 1. We then have 
where J λ is the optimal cost of (g-BLASSO). The inequality is due to the convexity of the · M norm and of E(·, y) for any y ∈ R. The fact that it is strict is due to the strict convexity of E(·, y m0 ) and the fact that f 1 (x m0 ) = f 2 (x m0 ). Yet since V λ is a convex set, we have f α ∈ V λ : this implies that J λ = M m=1 E(f α (x m ), y m ) + λ D 2 f α M < J λ , which yields a contradiction.
Therefore, there exists a unique vector y λ ∈ R M such that for any f opt ∈ V λ , f opt (x m ) = y λ,m for all m ∈ {1, . . . , M }. This implies that V λ ⊂ {f ∈ BV (2) (R) : f (x m ) = y λ,m , 1 ≤ m ≤ M }. Moreover, we have that for any f opt ∈ V λ , E(f opt (x m ), y m ) = E(y λ,m , y m ), and thus that the data fidelity is constant in the constrained space {f ∈ BV (2) (R) : f (x m ) = y λ,m , 1 ≤ m ≤ M }. This proves the equality between the solution sets of problems (g-BLASSO) and (35) .
H
Proof of Proposition 10 Item 1. Let J(α, β) = M m=1 E(α + βx m , y m ) be the objective function of problem (39) . We show that problem (39) indeed has a unique solution by proving that J is strictly convex and coercive when M ≥ 2 and the x m are pairwise distinct.
Concerning the coercivity, let (α, β) 2 → +∞. Assume by contradiction that α + βx m is bounded for every m ∈ {1, . . . , M }. Then, since M ≥ 2, α + βx 1 − (α + βx 2 ) = β(x 1 − x 2 ) must also be bounded, which implies that β is bounded since the x m are pairwise distinct. Therefore, we must have |α| → +∞, which implies that |α + βx 1 | → +∞ which yields a contradiction. Therefore, there exists a m 0 ∈ {1, . . . , M } such that |α + βx m0 | → +∞. The coercivity of J then directly follows from that of E(·, y m0 ).
Next, to prove the strict convexity of J, let (α, β), (α ′ , β ′ ) ∈ R 2 with (α, β) = (α ′ , β ′ ), and 0 < s < 1. For any m, we have sα + (1 − s)α ′ + (sβ + (1 − s)β ′ )x m = s(α + βx m ) + (1 − s)(α ′ + β ′ x m ). Since (α, β) = (α ′ , β ′ ) and the x m are distinct, the equation α+ βx m = α ′ + β ′ x m can only be satisfied for at most a single m ∈ {1, . . . , M }. Yet M ≥ 2, which implies that ∃m 0 , α + βx m0 = α ′ + β ′ x m0 . Therefore, due to the strict convexity of E(·, y m0 ), we have E((sα + (1 − s)α ′ ) + (sβ + (1 − s)β ′ )x m0 ), y m0 ) < sE(α + βx m0 , y m0 ) + (1 − s)E(α ′ + β ′ x m0 , y m0 ). (105) It then follows from the convexity of E(·, y m ) for all m that J s(α, β)+(1−s)(α ′ , β ′ ) < sJ(α, β)+(1−s)J(α ′ , β ′ ), which proves the strict convexity of J. Together with the fact that J is coercive, this proves that (39) has a unique solution. = v(zopt) +λ∂ L · 1 (z opt ),
where ∂ 1 denotes the partial derivative with respect to the first variable, and ∂ the subdifferential. The chain rule for subdifferentials [89, Theorem 23.9 .] yields ∂ L · 1 (z) = {L T g : g ∈ ∂ · 1 (Lz) ⊂ R M−2 }, where ∂ · 1 (a) = {g ∈ R M−2 : g ∞ ≤ 1, a T g = a 1 }. The vector Lz opt lists the weights a m associated to the knots of the canonical solution f zopt (see the proof of Proposition 8). Therefore, the linear regression case (in which f zopt has no knot) corresponds to Lz opt = 0. In this case, since ∂ · 1 (0) = {g ∈ R M−2 : g ∞ ≤ 1}, the optimality condition (106) now reads ∃g ∈ R M−2 , g ∞ ≤ 1, s.t. v(z opt ) + λL T g = 0.
We now prove that z opt = α opt 1 + β opt x satisfies the optimality conditions (106), and thus that y λ = α opt 1 + β opt x. To achieve this, we prove that g = − 1 λ L T † v(z opt ) satisfies v(z opt ) + λL T g = 0. Firstly, since λ ≥ λ max , we have that g ∞ ≤ 1 by definition of λ max . Next, let V be the orthogonal complement of ker L ⊂ R M . A known property of the pseudoinverse operator is that L T L T † is the orthogonal projection operator onto V . By decomposing v(z opt ) = v 1 + v 2 , where v 1 ∈ V and v 2 ∈ ker L, we thus get v(z opt ) + λL T g = v 2 . Yet ker L = span{1, x}, since the canonical solutions f 1 and f x (that satisfy f 1 (x m ) = 1 and f x (x m ) = x m for every m ∈ {1, . . . , M } respectively) are linear functions that are thus not penalized by the regularization. The optimality conditions of problem (39) (i.e., setting the gradient to zero) then yield v(z opt ) ⊥ ker L, which implies that v 2 = 0 and thus that v(z opt ) + λL T g = 0. This proves that z opt satisfies the optimality condition of problem (36) , and thus that z opt = y λ = α opt 1 + β opt x. Item 3. Due to item 2, we have y λ = α opt 1 + β opt x which implies that the points x m y λ,m T are aligned.
Hence, the canonical dual certificate of the constrained problem (35) is η cano = 0, which is nondegenerate. By Proposition 6, this implies that the unique solution to problem (35) is the canonical solution f zopt = f max = α opt + β opt (·). Due to the equivalence between problems (35) and (g-BLASSO) proved in Proposition 7, this concludes the proof.
