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I. INTRODUCTION AND SEVIEW OF LUERATUEE 
Consider management activities associated with efficient raw 
material handling, maintenance (or repair) policy establishment, work-
in-process material handling, production cost reduction, economic plant 
design and layout, distribution and warehousing of finished products, 
resource allocation, sales cost reduction, budget control, etc. All 
these managerial activities may be performed based on the analysis of 
demand or supply rates, which may change with time, and which should 
explicitly be considered in inventory management. For example, the 
price of some raw material used by manufacturers or the demand rates 
of customers for some products may exhibit considerable fluctuation in 
a seasonal pattern, and realistic inventory models must account for this 
uncertainty in demand. 
"When to order" and "How much to order" are two fundamental ques­
tions involved in every inventory system. Inventory systems are largely 
divided into two groups, according to whether any managerial control 
over demand or resupply is possible. One group of inventory systems 
operates under essentially controllable demand. Most businesses and 
military inventory systems come under this category. On the other hand, 
the resupply of water into dams, for example, is not controllable. This 
study is concerned with the first group of inventory systems, i.e., 
those which exhibit some freedom in the determination of when, and in 
what quantity, the inventory should be replenished. In particular, 
this thesis is concerned with minimizing the cost of maintaining 
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inventoriesJ while at the same time keeping a sufficient stock on hand 
to meet contingencies arising from random demand and lead time delay. 
Inventory systems are operated largely based on some operating 
policies concerning review systems and ordering rules. The so-called 
transactions-reporting systems and periodic-review systems are commonly 
used for inventory system review. When transactions reporting is used, 
all transactions of interest (for example, demand^ placement of order, 
receipt of shipment, etc.) are recorded as they occur, and the informa­
tion is immediately made known to the decision maker. For example, it 
may be possible to make decisions concerning the operation of the 
system, such as the decision whether or not to place an order, each 
time a demand occurs. Though it may be costly and difficult to use a 
reporting system of this type, there are benefits to be gained if it is 
not too costly, because, among other things, it may be possible to cut 
down on the average investment in inventory by doing so. On the other 
hand, in the periodic-review systems an order can be placed only at a 
review time with corresponding savings in the operation of the inven­
tory system, but with likely additional penalties in inventory holding 
and backorder costs. 
Some examples of operating doctrines are the so-called <Q, r> 
<H, r>, <R, T>, <nQ,, r, T> and < R, r, T> identified in the 
book. Analysis of Inventory Systems, written by Hadley and Whit in (1963), 
where Q, is an order quantity, R and r are certain control limits 
on inventory level, and T is a review period. Among those five doc­
trines, the <Q, r > and <R, r> doctrines are associated with 
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transactions reporting, and the other three are associated with periodic 
review. 
In particular, the <R, r> model is used for transactions report­
ing with two inventory control levels r and R (R > r) such that, 
if the inventory level falls to x, x < r on some demand, we order 
up to the level R , i.e., a quantity R-x is ordered. Such doctrine 
is referred to as an "Rr" doctrine-
The <%, r> model is a special case of <R, r> model with 
R = r+Q - With the model, an order is placed when the inventory level 
reaches the reorder point r . Therefore, it is necessary to examine 
the system after every demand. It is sometimes called a continuous 
review system. 
The <R, T> model is called an "order up to R" doctrine with a 
review time period T • An order should be placed at each review time 
if there have been any demands at all in the past period. A sufficient 
quantity is ordered to bring the inventory position or the amount on 
hand plus on order up to a level R . With this system, the quantity 
ordered can vary from one review period to the next one. 
The <R, r, T> model is referred to as an "Rr" rule, which 
makes a procurement at a review time only if the inventory position or 
the amount on hand plus on order is less than or equal to r , where 
the inventory position is defined to be the amount on hand plus on order 
minus backorders. The "order up to R" rule is a special case of an 
"Rr" rule in which r = R -1 when the inventory levels are treated as 
discrete variables; and r = R when they are treated as continuous 
variables. 
The <n%, r, T> model is a "nQ" doctrine- The quantity ordered 
is chosen to be an integral multiple of seme fundamental quantity Q ; 
i.e., nQ, for integer n . A procurement is made at a review period 
only if the inventory position or the amount on hand plus on order at 
the review time is less than or equal to r . It may not get the 
inventory position reached up to a level R • After the order is placed 
the appropriate inventory level is less than or equal to R = r+Q . It 
will be observed that when the inventory levels are treated as discrete 
variables, then an "order up to R" rule is a special case of the "nQ," 
rule for which Q = 1 and R = r +1 . When the inventory levels are 
treated as continuous variables, it is still true that the "order up to 
R" rule is a special case of the "nQ," doctrine in the limit as Q, -> 0-
One approach to inventory system analysis is to optimize some or 
all of the parameters r, Q,, R, and T, given a particular review system 
and ordering rule, say of one of the types above. The objective func­
tion for such optimizations typically is a suitable average inventory 
cost, depending on parameters such as R, r, T, as well as on a set 
of relevant unit costs. The details of the computation of this average 
inventory cost, whether "ensemble" or "time", will be determined by 
what is assumed about the stochastic process modeling the generation of 
demands. Such a stochastic process is a description of a random phe­
nomenon changing with time. In fact, it is defined to be a family of 
random variables. Therefore, the family of random demands, say 
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{lî^; t e T] with the index set T , is a stochastic process, where 
represents the cumulative demand by time t > 0 . The assump­
tions concerning once made, one may infer the relevant properties 
of the so-called "Inventory Position Process t >0]," and thence 
the relevant properties of the so-called "Uet Inventory Process 
{NIS^; t > O}," from which, finally, the cost process is derived whose 
average we seek, where the net inventory is defined to be the amount on 
hand minus backorders. 
In consideration of a continuous-review inventory system with 
backorders, Galliher, Morse and Simond (1958), and Hadley and Whitin 
(1963) have shown that under the <Q„ r> model the limiting distribu­
tion of inventory position {IP^; t > 0} is uniform on the set 
[r+1, r + 2, ..., r+Q}, when the interarrivai times i =1, 2,...] 
between successive demands are independently and identically distributed 
(iid) random variables possessing negative exponential distribution and 
units are demanded one at a time. 
Under the slightly modified replenishment policy <nQ, r> , 
Simon (1968) has also achieved the same result for the demand process 
in which the demand quantity is random, lead times are arbitrarily 
distributed, and backorders are allowed. However, the <nQ, r> model 
has been studied under the assumption of stationary demand process, 
and it functions in the same manner of the <n%, r, T> periodic-
review model operation with the varied review period T . 
Sivazlian (197^) has generalized the work done by Galliher, Morse 
and Simond (1958), and Hadley and Whit in (1963)* With the restriction 
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that units be demanded one at a time, he has shown that the limiting 
distribution of inventory position is uniform over the set {r+l, r+2, 
—, r+Q} and hence is independent of the distribution of the iid 
interarrivai times [X^; i = 1, 2, —} • 
Richards (1975) seems to suggest that the result of Sivazlian is 
a special case of the result given by Simon. In addition, he showed 
that in the case of random demand quantity the limiting distribution 
is not uniform under the <Q,, r> policy. 
It is known that the application of the Markov Chain Theory to 
inventory system analyses has the advantage of yielding directly the 
state probabilities of inventory positions so that the average annual 
cost can be easily determined. Some discrete-parameter stochastic 
processes t = 0, 1, 2, —3 have the outcome functions {X^(cu)} 
with tu e n (sample space) which range over the elements of a countable 
state space S = {l, 2, —} . Therefore, a finite discrete-parameter 
stochastic process has the outcome functions {X^(a)); o) e Q] which 
range over the elements of a finite state space S = {l, 2, —, U] • 
A discrete-time Markov chain is a stochastic process [X^; t = 0, 1, 
2, —} possessing the state space S = [1, 2, ...} or S = {l, 2, 
—, N] and satisfying the Markov property that the future state of 
the system is determined according to transition probabilities depend­
ing only on the current state of the system. In other words, a sequence 
of states chosen by such stochastic process forms a discrete-time Markov 
chain- If the transition probabilities change with time, then the 
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Markov chain is called nonstationary. Otherwise, it is called station­
ary. 
In the case of periodic-review inventory systems, Hadley and 
Whit in (1963) have applied stationary Markov Chain Theory to find the 
limiting distributions of inventory positions >0 for k = 
th ^ 0; 1, 2, ...} (where is the k review time) with a constant 
review interval T such that T = for all k , and finite 
state spaces S = [r+1, r + 2, —, r+Q} and S = {r+1, t + 2 ,  R} 
for the <n%, r, T> model and the <R, r, T> model, respectively. 
Veinott (1965) studied on the nonstationary periodic-review inven­
tory problems with arbitrary demand process in a very general manner. 
He did not investigate the specific structure of the relation between 
{IP^ } and § >0] (k = 0, 1, 2, ...) and the sufficient 
conditions for the existence of the limit distribution of {IP } . 
k 
Rather he worked on determining optimal policies under the assumption 
of independent random inter-period demands. 
None of the above authors considered the possibility of the applica­
tion of the nonstationary Markov Chain Theory to the periodic-review 
inventory models with nonstationary (or nonhomogeneous) demand process. 
A. Research Objective 
The primary objective of this study is to analyze nonstandard 
inventory models, with general independently and identically distributed 
(iid) inter-demand times for transactions reporting, and nonstationary 
Markov demand for periodic review. 
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This subject will be developed in the context of the case in which 
demands occurring when the system is out of stock are backordered, 
units are demanded one at a time, and procurement lead time is constant. 
Moreover, the inventory system under study will consist of just one 
stocking point with a single source for resupply. 
Under the above assumptions, the cumulative demand by time t , 
{Nj.; t > 0} , is a discrete-valued continuous-parameter stochastic 
process with sample paths increasing in unit steps. will be 
analyzed to describe probabilistically the inventory position 
ô > 0} , under the <Q, r> model for transactions reporting, and under 
the <nS, r, T> and <S, r, T> models for periodic review. 
During the process of analyzing ; t > 0} under the <Q, r> 
model for transactions reporting in Chapter II, it will be shown that 
the inventory position {IP^; t > 0} totally depends upon the demand 
process t > 0} . For example, if an inventory system is started 
with ZPQ = r + i (i = 1, 2, —, Q) at time t = 0 , then IP^_^=R + j 
(j = 1, 2, —, Q) at time t-T > 0 can be reached after the (i - j)"^ 
or {i + (m -1) • Q + (Q - j ) ; m = 1, 2, ...} demand materialization by 
ôime t - T , where T is a constant procurement lead time, m denotes 
the total number of order placements by time t-T and (i - j)^ = 
max(0, i-j) . In other words, P{IP^__^ = x} is a function of 
P{Nj._^ = y3 , as {IP^_^} is determined by . In spite of the 
relation, we shall prove that given IPQ = r + i (i = 1, 2, ..., %) at 
time t = 0 , {IP^_^} and are mutually independent of 
each other (where D/, j.-, is a lead time demand and so 
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D / ,  . =  N ,  -  ] J ,  ) ,  e v e n  i n  t h e  c a s e  o f  n o n s t a n d a r d  ( n o n - P o i s s o n )  
^.T-TJ'CJ O O-T 
inventory models with general iid inter-demand times- If the inter-
arrival times are exponential 1y distributed, which is known as a 
memoryless process, then the above independency follows. However, it 
may not be so obvious for the case where the inter-arrival times are 
generated from other types of distributions. 
Nobody has proved the above independency yet. With its proof, the 
analysis of net inventory process [NIS^; t > 0} will become straight­
forward, from which the cost process can be immediately derived whose 
average we seek. Therefore, the joint distribution of {IP^_^] and 
[D^_^ will be determined first to find the distribution of {îîIS^} 
needed for the expected annual cost analysis, where by definition 
NISj.  =  IP, -  D/, , w i t h  t  >  T  >  0  .  
t t-T (t-T,t] — — 
The asymptotic limit distributions of {IP^_^}, and 
[KIS^} will also be evaluated in the chapter. By use of the direct 
Laplace-Stieltjes Transform approach and Key Renewal Theorem (see Smith 
(1958) and Takacs (19$8)), these limiting distributions will be deter­
mined. 
It is known that the limiting behavior of a distribution function 
F(t) can be found from the equality 
lim ^ S L{F(t)3 = lim F(t) , 
S > 0 t ^ eo 
where L{F(t)} is denoting the Laplace transform of F(t) such that 
10 
= J e F(t) dt for s > 0 -
0 
For completeness, our proof of the equality will be presented. (See 
also lioll et al- (1959)^  and Doetsch (l96l)-) Then, we shall show that 
together with the equality, the so-called Convolution Laplace Transform 
Theorem, the proof of which appears in KoU et al- (1959), Doetsch 
(1961) and Widder (1971); can be used to get those limiting distribu­
tions- Under the assumption of the instantaneous procurement delivery, 
Sivazlian (197^ ) has considered this approach to determine the uniform 
limit distribution of regardless of the distribution of the iid 
inter-demand times under the <Q, r> model- However, when accounting 
for a positive delivery time, the Convolution Laplace Transform Theorem 
is not satisfactory to get the limit distribution of  ^ - A 
corollary of the theorem is developed; for s > 0 , 
L{ J G(t-x) F(x)dx} = L{F(t)}-{G(t)} -L{F(t)} • J* e~®^ G(y)dy , 
0 0 
where ? > 0 -
The limit distribution of [D/. can be more easily found by (."C-T ,0 J 
applying Key Renewal Theorem. After the long-run limit distributions 
of and are evaluated in Section D, then the long-
run expected average annual values of on-hand inventory E[OH]q and of 
backorders E[BO]^ and hence the long-run expected limit average 
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annual cost expression will "be finally derived in Section E under the 
assumptions of stationary cost variations. 
In Chapter III, we shall first show that the process {IP„ ; 
k 
T, > 0} associated with nonhomogeneous Poisson demand {D/m m 
(is. = 0, 1, 2, . is a nonstationary Markov chain- Then, the non-
stationary Markov Chain Theory will be applied to investigate the 
limiting distributions of [IP } and {NIS_ ; E > O] , where {T, } 
^k ^ 
(k = 0, 1, 2., ...) are the inventory system reviewing times with 
TQ = 0 , and so - T^) = AT^ is the (k+l)^^ review period-
Dobrushin (195^) defined the ergodic coefficient a , a quantity 
important to the analysis of both stationary and nonstationary Markov 
chains. Hajnal (195^ ) and Mott (1957) verified conditions (implicitly 
in terms of the ergodic coefficient) for a nonstationary finite Markov 
chain to be weakly ergodic, a condition important in determining when 
the Markov chain is strongly ergodic and so has a long-run distribution. 
A Markov chain being weakly ergodic is equivalent to the Markov chain 
with the long-run behavior of "loss of memory without convergence," 
which means that the probability of being in a particular state is 
eventually independent of its initial state, and a strongly ergodic 
Markov chain has the "loss of memory with convergence" behavior . Paz 
(1970; 1971) extended the work of Hajnal to infinite matrices by use 
of a new coefficient 6 which is defined to be ô(P) = 1 - a(P) for 
a transition probability matrix P and sometimes more conveniently 
used. Conn (1969), Madsen and Conn (1973); and Madsen and Isaacson 
(1973) (Isaacson and Madsen (197^)) gave conditions in terms of left 
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eigenvector convergence for a Markov chain to he strongly ergodic. 
Bowerman (197^and Bowerman, David and Isaacson (197?) have verified 
sufficient conditions for the strong ergodicity of a ^ ferkov chain in 
which the transition matrices repeat themselves in a cyclic fashion 
(i.e-j ~ ^ ~ ; d; n = 0, 1, 2., •••)• 
In the case of the <nQ, r, I > model, it will be shown that the 
CO 
transition probability matrices of the chain {IP^ ; T, > 0} are 
•'•k k=0 
doubly stochastic and hence the nonstationary finite Markov Chain Theory 
is easily applied to determine that the long-run limit distribution of 
[iPm } is uniform under the assumption that the chain is weakly ergodic. 
k 
If the transition probability matrices P^'s repeat themselves in a 
cyclic fashion such that for f = 1, 2., •••, d and n = 
0, 1, 2, ... (for example, d = ^  for a seasonal demand fluctuations), 
then the chain is weakly ergodic and hence the uniform distribution 
will be determined. The limit distributions of [IP^ } and the long-
-k 
run expected limit values of on-hand inventory E[ and of back-
orders E[BO]^ will be evaluated in Section D and the corresponding 
cost expression will be derived in the same section. 
For the <R, r, T> model, the corresponding limit values of 
PflPrp = r + j] (j = 1, 2, ..., E-r) for T, > 0 and k = 0, 1, 2,..., 
k 
E[OH]^ and E[BO]^ will also be evaluated and then the cost expression 
will finally be derived in Section D, too. In the case of the 
<R, r, T> model with stationary Poisson demand studied in Hadley and 
Whitin (1963), the simpler closed form of solutions for the long-run 
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limit distribution of T > 0} (k = 0, 1, 2, ...) will be 
derived in Section C-
Similarly, ?{%?_ = r + j] (j = 1, 2, E-r) , E[OH]„ 
nd+X 
and E[BO]g^ corresponding to the cyclic demand patterns under the 
<R, r, T> model will also be analyzed in the same section to derive 
a cost expression. 
Summary and concluding remarks are made in Chapter IV. 
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II. TRMSACTIOKS EEPORTINC-
A- Introduction 
When the inrer-arrival times of customer demands are assumed 
random variables, one may not know the state of an inventory system at 
each point in time unless each transaction (for example, demand, place­
ment of order, receipt of shipment, etc.) is recorded and reported as 
it occurs. Furthermore, in the real world it may never be possible to 
predict customer demands with certainty; rather they had better be 
described in probabilistic terms. 
In the transact ions-reporting inventory system, all transactions 
of interest are recorded as they occur and the information is immediately 
made known to the decision maker who will determine when to order and 
how much to order. The so-called lot size-reorder point inventory 
system operating doctrine referred to as the <Q, r> model is commonly 
used for transactions-reporting inventory system analyses. 
Under the <Q, r > model, a quantity Q is ordered each time the 
appropriate inventory level (for example, the on-hand inventory, the net 
inventory, the on-hand plus on-order inventory, or the inventory posi­
tion) reaches the reorder point r , where the inventory position 
{IP^; t > 0} and the net inventory [lîIS^; t > 0] are referred to as 
the amount on hand plus on order minus backorders and the amount on 
hand minus backorders, respectively. In fact, the inventory position 
is chosen as a suitable inventory level for defining the order quantity 
Q and the reorder point r . 
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Another description of the <%, r > model is given as a trans­
actions-reporting inventory system operating doctrine under whidi an 
order is placed for the quantity Q to raise the inventory position to 
the level r +Q, as soon as a demand drops the inventory position below 
the level r + 1 • Thus, the inventory position successively falls from 
r+Q, to r + 1 during each procurement cycle, and instantaneously 
rises again up to r+Q . 
Under this <Q, r> model, Hadley and Whit in (1963) have analyzed 
some transactions-reporting inventory systems with Poisson demand. 
The primary objective of this chapter is to analyze the <Q, r> 
transactions-reporting inventory system for the backorders case with 
general iid (independent, identically distributed) inter-demand times 
and constant lead time T • The <Q, r> model is known as a special 
case of an <R, r> model with R = r+% , under which an order is 
placed to get the inventory position up to the level R when the inven­
tory level falls below r • This <R, r> model, however, won't be 
covered in this study-
The subject will be developed in the context of the case in which 
demands occurring when the system is out of stock, are backordered, 
units are demanded one at a time, and procurement lead time T is 
constant- Moreover, it will be assumed throughout this chapter that 
the inventory system consists of just one stocking point with a single 
source for resupply-
Under the above assumptions, the cumulative demand by time t, 
[Hj.; t > 0} , is a discrete-valued continuous-parameter stochastic 
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process (a renewal counting process) with sample paths increasing in 
unit steps; where a stochastic process is a description of a random 
phenomenon changing with time. ; t > 0] will be analyzed in Section 
3 of this chapter to describe probabilistically the inventory position 
[IP^; t > 0} under the <Q, r> model. During the process of analyz­
ing {%.] , it will be shown that t > 0} totally depends upon 
the demand process {5]^; t > 0] . Let ^ denote a procurement 
lead time demand during the time interval (t-T, t] , so that 
= "t - \-T • 
In Sections B and C, Renewal Theory will be applied to prove that 
even if {P^} is dependent upon , {IP^_^} and ^-|] for 
t > 7 > 0 are mutually independent of each other. This nature of the 
relation between {IP^_^} and leads to the formulation 
of the joint distribution of {IP, } and {D/, ,-,1 which can be 
t-T lt-T,tJ' 
used to determine the distribution of net inventory {NIS^} needed for 
the expected long-run average annual cost expression. 
A corollary of the so-called Convolution Laplace Transform Theorem 
will be developed in Section B and applied to the computation of the 
asymptotic limit distributions of {IP^_^} , ^^(t-T t]^ and. {KIS^} 
in Section D. 
In the last Section E, we shall discuss the nature of the relevant 
cost factors in the inventory system. The stationary cost factors will 
be considered for this study. Then, the probability, say P^^ , that 
the system is out of stock, the long-run expected on-hand inventory 
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E[OH]q , and the long-run expected backorders E[BO]q will be deter­
mined A-nfl followed by the formulation of the long-run expected average 
annual cost expression to be optimized under some assumptions on cost 
factors. The objective cost function for such optimizations typically 
is a suitable average inventory cost, depending on parameters such as 
Q, r, T as well as on a set of relevant unit costs. 
B. The Demand Process and Renewal Theory 
A stochastic process is a description of a random phenomenon chang­
ing with time. From the point of view of the mathematical theory of 
probability a stochastic process is best defined as a family {X(t); 
t e T] of random variables, where the parameter set T is called the 
index set of the process. Two important cases are a discrete parameter 
set, e.g., T = {0, +1, +2, —} , and a continuous parameter set, e.g., 
T = {t; -eo < t < eo] . Throughout this chapter we shall take the con­
tinuous parameter set, T = [t; t > 0} . 
When demands arrive at time points t^, t^, —, (0 < t^ < t^ 
< —) , the successive inter-arrival times i >1] are defined 
as = t^, Xg = tg - t^, ..., X^ = t^ - t^_^, ... Let be 
cumulative demand by time t , t > 0 . Then t > 0] is a 
discrete-valued continuous-parameter stochastic process with sample 
paths increasing in unit steps. 
Assume that demands in the inventory system occur one at a time 
and that the demand inter-arrival times {X^; i = 1, 2, ...] are inde­
pendent identically distributed random variables with a common 
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probability distribution F with F(0) = 0 , since demands occur one 
at a time- Further, assume that the procurement lead time T is con­
stant and that units demanded when the system is out of stock are back-
ordered- Then, ; t > 01 also is a discrete-valued continuous-
parameter stochastic process- Its range, however, is restricted to the 
integers (r + l, r+2, r+Q) - The integer-valued, or counting, 
process {N^; t > 0} is a renewal counting process generated by the 
inter-arrival times , since the successive inter-arrival times 
Xg, —, are assumed to be independent identically distributed 
positive random variables- Denote by the renewal epoch of the n^^ 
demand (the time of the n"^^ renewal), so that {S^; n = 0, 1, 2, —} 
are the partial sums of the renewal process {X^} , that is, 
n 
= 2 X^ , (Sq = 0) - (2-2-1) 
i=l 
In other words, is the waiting time to the n"^^ demand, which 
represents the time it takes to register n demands if one is observing 
a series of demands occurring in time- There exists a basic relation 
between the counting process t e T} and the corresponding sequence 
of waiting times {S^} , namely, 
= Sup {n; 8 < t] , (2-2-2) 
so that one has 
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Proposition II.B.l: 
For t > 0 and n = 1, 2, ..., 
> n if and only if < t , (2.2.3) 
from which it follows that 
= n if and only if < t and > t . (2.2.4) 
If X and Y are independent random variables, with X having 
distribution F and Y having distribution G , then the distribution 
of X + Y is given by 
P[X + Y<t} = dF(x)dG(y) = J J dF(x)dF(y) 
X+Y<t -eo -co 
= J F(t-y)dG(y) 
= J G(t-x)dF(x) . (2.2.5) 
Sometimes, the distribution P{X+Y < t] is denoted by F * G(t) which 
is called the convolution of F(t) and G(t) • If F and G have 
densities f and g , respectively, then F * G has a density f * g 
given by 
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t 
* g(t) = J g(t-x)f(x)dx • (2.2.6) 
0 
When F = G , F *F is denoted by F^ • Similarly, we denote by 
F the n-fold convolution of F with itself, that is, 
n ' ' 
F^ = F *F* ... *F . (2 .2 .7 )  
(n terms) 
We have then 
FQ(t) = 1 for t > 0 and (2.2.8) 
t 
F^l(t) = F^*F(t) = J F^(t-x)dF(x) , (2 .2.9) 
0 
for n = 1, 2, ... 
Therefore, from (2 .2 .7 )  and (2-2.8), 
P{IÎ^ = n} = ?[K^ > n} - P{N^ > n +1} 
= < t} - < t] 
= ' (2-2-10) 
which, using the notation PfS < t} = F (t) = F (t), can be proved as 
^ n n 
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follows : 
Since = sup(n:s^ < t)} implies that {S^ < t] and > t}. 
P[N^ = n} = J > tl 8^ = s} dP[S^ < 8] 
0 
= ; 3P{S^ < s3 
0 
t 
= J [1 - F(t-s)] dF^(s) 
0 
t 
= F^(t) - J F(t -s) dFjs) 
0 
t 
= F^(t) - J Fjt -s) dF(s) , 
0 
(using integration by parts), 
= 
The following theorem, the proof of which appears in Prabhu (196$), 
is useful for validating some of the steps below. 
Theorem II.B.I: is a well-defined random variable, with finite 
moments of all orders, that is, 
a) P{IT^ < 05} = 1 , 
b) E{N,}^ < CO , for k = 1, 2, ... 
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The result of the following lemma, is well-known; but a verifica­
tion is given here for completeness. 
Lemma II.3.1: The mean of the random variable is given by 
CO 
E{N^} = E Fjt) . 
n=l 
Proof: 
CO CO 
S{K- } = Z n-P{N, = n] = Z n[F^(t) - F (t)1, using Eq. (2.2.10), 
^ n=0 ^ n=0  ^
= [F^(t) -FgCt)] + ZfFgftj-F^ft)] + ... + (k-l)[F^_^(t) -F^(t)] 
+ k[F^(t) - + ... 
— F2^(t) + + ... + F^(t) • ... 
CO 
= 2 F (t) . Q-E.D. 
n=l ^ 
The mean value function E[K]^] , denoted by m(t) , is called the 
renewal function. From Theorem II.B.l, < œ for all t . Fur­
thermore, the LaPlace-Stieltjes transform of a function uniquely deter­
mines the function. It will be shown that m(t) can be determined by 
using the corresponding Laplace-Stieltjes transform. The Laplace-
Stieltjes transform can often be more conveniently used to determine 
the asymptotic distribution of a convolution. Therefore, we shall 
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consider so-called 'The Laplace Transform Convolution Theorem', which 
•will be applied later to determine the asymptotic limit distributions 
of and , and to prove the well-known Blackwell's Renewal 
Theorem in Section C of this chapter. Following two definitions appear 
in Holl, Maple and Vinograde (1939)' 
Definition II.B-1: A function F(t) is said to be of exponential 
order e^^ if corresponding to the constant b there exists a pair 
of positive constants t^ and M such that for all t at which F(t) 
is defined and t > t^ , 
le"^^ F(t)I < M, (2.2.11) 
Definition II.B.2: A function F(t) is defined to be of class ? if 
for some constant b it is of exponential order e^^ and sectionally 
continuous. 
The Laplace-Stieltjes (or just Laplace) transform ijt of a function 
cp is defined as 
= (lr(s) = J e cp(t) dt . (2.2.12) 
0 
Integrating by parts, 
^{^'(t)} = J e cp'(t) dt 
0 
2h 
. CO 
= e cp(t)l + f s e ç(t) dt 
0 0 
= s Te 
0 
™ So 
cp(t) dt = S * L{cp(t)} 
= J • L{cp'(t)} . (2.2.13) 
Using the Laplace transform notation, the important convolution 
theorem shall be stated without proof. Its proof appears in Eoll, 
Maple and Vinograde (1959)j Doetsch (1961); and Widder (1971)« 
Theorem II.B-2: If F(t) and G(t) are of class ? , then 
t 
Lf J G(t-x) F(x) dx} = L{F(t)} • L{G(t)}j for s > b , 
0 
where e^^ is the maximum of the exponential orders of F(t) and G(t). 
NoW; using Theorem II.B.2 and Lemma II.B.l, one may show how m(t) 
and F mutually determine each other. That is. 
L{m(t)] = L{ S F (t)} = Z L{F^(t)} 
n=l n=l 
Z (L{F(t)])* 
n=l 
L{F(t)} 
1 - L{F(t)} 
(2.2.14) 
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from which it follows that 
L[m(t)} 
L{F(t)} = 
1 + L{m(t)} 
Hence, Eq. (2.2.14) shows the one-to-one correspondence between m(t) 
and F . 
Corollary II.B.l: If F(t) and G(t) are of class ? , then, for 
s > b and t > T , 
L { J G(t-x)P(x)dx} = L{F(t)} • L{G(t)} - L{F(t)}-J' e G(y)dy , 
° ° (2.2.15) 
where T is a nonnegative constant. 
Proof: 
Define 
I(A) = J J E F(X) G(y) dx dy 
A 
r e F(X) dx r G(y) dy , 
such that the region A of integration is illustrated in Fig. II.1. 
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k 2k-T 2k 
Figure II.1. Illustration of the domain of integration I(A). 
Then 
L{?(t)} • l{G(t)} - I J e'St F(t) dtj/ J e"s^ G(t) dt p -st 
k k 
lim r e F(x) dx f e G(y) dy 
lim 1(A) . 
k —> OS 
Similarly, 
t-T 
L{ J G(t -x) F(x) dx} 
0 
2k _ , / t-T 
lim J ® I J G(t-x)F(x)dx 
0 
dt , 
whose integral is eaual to a double integral over the triangular 
region shown in Fig- II.2. 
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/ 
X = t - T J 
/ 
jydl 
Â 
2k 
t 
Figure II.2. Domain of integration I(R). 
2k , / t-T 
lim J e' I J G(t -x) F(x) cbc j dt , for t > T 
^" T ^0 
2k-T 2k 
lim J F(X) dx J e"^"^ G(t-x) dt 
k —> œ Q x+T 
2k-T 2k-x 
lim j F(x) dx J g-s(x+y) ^ ^ 
k —>• <= 0 
lim I(R) , 
k > œ 
replaced t - x "by y , 
where the region of integration R is composed of the three domains 
A n D , B and C (D = the complement of D) in Fig. II.1-
However, 
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L[ J G(t-x) F(X) dx} = lim J 
0 Q 
2k 
-st J G(t -x) F(X) dx dt 
2k 2k-x / , \ 
lim R F(X) dx R e ^ C-(y) dy 
Ô 0 
lim I(E') ; 
k ^ œ 
where the region of integration R' is composed of the domains A H D , 
C and D-
Since 
lim I(S') = l{F(t)] • L{G(t)3 , 
k >• 03 
L{ J C-(t-x) F(x) dx] = L[F(t)} • L{G(t)} - lim I(D) 
0 k = 
= L[F(t)} • L{G(t)} - lim | e G(y) dy 
k-^œ 0 
2k-y 
• J e F(X) dx , 
0 
where, given 0 < y < T , 
2° 
lim 
k ^ 03 
2k 
J e F(X) dx 
2k-T 
2k 
< lim r e {F(x)ldx = 0 
2k-T 
for the convergence of J e [F(x)] dx for s > TD , 
: 0 
L[F(t)}'L{G(t)} - lim J e~®^ G(y) dy 
k—>-0, Q 
2k ^ 
J e ^ F(X) dx 
2k ^ 
J e"S% F(x) dx 
2k-y 
for 0 < y < T , 
T 2k 
L{F(t)]'l{G(t)} - J e G(y) dy [ lim J e~®* F(x) dx} 
0 k—•== Q 
= L{F(t)}-L{G(t)} - L{F(t)} J e'sy G(y) dy . 
0 
Thus the proof is complete. 
In order to determine the behavior of a distribution function as 
t tends to infinity, the Laplace transform of the distribution can 
often be used, if the transform is known- This is illustrated by the 
next two theorems. The first theorem will be stated without proof. 
Its proof appears in HoU, Maple and Vincgrade (1959) and Doetsch 
(1961). 
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Theorem II.B.3: If F(t) is sectionally continuous with at most a 
finite number of discontinuities and of exponential order e^^ , and 
F'(t) is also sectionally continuous^ then 
L{F'(t)} = s • L{F(t)} - F(0") - 2 e ^ [F(t+) - F(t:)], (s > b) , 
i=l ^ ^ 
where t^^ , t^ are the positive abscissas of the points of 
discontinuity of F(t) -
Professor B. Vinograde has helped us to prove the following theorem 
(see also Doetsch (1961)). 
Theorem II.BA: If F(t) is of class 3 , and further if F(t) has 
at most a finite number of discontinuities (at t^, t^j —^ t^) , 
and F'(t) is of class ? , then 
lim _j_ s • l[F(t)} = lim F(t) , for b < 0 ^ 
s ^ 0 t ^ OS 
if either limit exists. 
Proof: From Theorem II.B.3, 
n -St 
lim ^ s - L{F(t)} = lim ^ [L{F'(t)}+F(0') + Z e ^ 
s —> 0 s —0 i=l 
• [F(tp - F(t")}] 
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= r lim ^ [e'St F'(t)]dt + F(0+) + S (F(t+) - Fft:)) 
Q S ->0"" i=l ^ ^ 
by the assumption of class 5 , 
n 
r F'(t) dt + P(0 ) + 2 (F(t.) 
j i=l ^ 
F(t:^) 
lim F(t) J 
since 
J F'(x) dx = F(X) + F(x) + ••. + F(X) 
n 
= F(t) - F(0+) - 2 (F(tp - F(t:)) 
j=l ^ ^ 
and thus 
r F'(x) dx = lim f* F'(x) dx 
n 
lim F(t) - F(0+) - 2 (F(t^) - F(t:)) 
t —> œ j=l J 
The rest of this section cites some important renewal theorems, 
which will be used to study the distribution of procurement lead time 
demand D/j. • lk-T,tJ 
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Let F(t) , g(t), and H(t) be functions defined for t >0 
satisfying the relation 
t 
g(t) = H(t) + J g(t-x) d F(X) 
0 
where F(t) and H(t) are known functions, and g(t) is an unknown 
function to be determined as the solution of the integral equation. 
The integral equation is so-called a renewal-type equation and its 
solution is given by the following theorem, the proof of which appears 
in Feller (l97l), Prabhu (1965), and Ross (1970)-
Theorem II.B.5: If 
g(t) = H(t) + J g(t-x) d F(X) , (t > 0) , 
0 
then 
t œ 
g(t) = H(t) + J H(t-x) d m(x) , where m(x) = 2 F (x) . 
0 
As is pointed out in Parzen (1962) and Ross (I97O), if the first 
demand (renewal) occurs at time x , x < t , then from this time point 
on the renewal process starts over again, and thus the expected number 
of renewals in (O, t] is one plus the expected number to arrive in a 
time t - X from the beginning of an equivalent renewal process. There­
fore, 
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1 + m(t-x) , if X < t 
E{N^ 1 = x} = 
if X > t 
Thus, the mean value function m(t) of the renewal counting process 
t e T} is also stated in the form of a renewal-type equation; 
m(t) = E{H(,3 = S P^(t) = J" 1 = x) a F(x) 
0 
t 
= J (L + m(t -x)) d F(X) 
0 
t 
= F(t) + J m(t-x) d F(X) (2.2.16) 
0 
t 
= F(t) + J F(t -x) d m(x) ; using integration by part. 
0 
A nonnegative random variable X is said to be lattice if there 
CO 
exists d > 0 such that Z P[X = md} = 1. Since, according to Feller 
m=0 
(1971), Parzen (1962) and Ross (I970), a lattice random variable X is 
defined to be a discrete random variable with the property that mil 
values X which X can assume with positive probability are of the 
form X = md , for some real number d , and integer m , an integer-
valued random variable is a lattice random variable. Feller defines 
the distribution of such a random variable to be arithmetic. We now 
3^ 
state without proof the Key Renewal Theorem which will be used later 
to determine the asymptotic limit distribution of D/, as , oj 
t —> CO . It has been proved by Smith (1958) and Takacs (1958). 
Theorem II.B.6 (Key Renewal Theorem): If the inter-arrival time X 
has finite mean |J. and the distribution F is not arithmetic, and 
H(t) is any function satisfying the conditions 
a) H(t) >0 for all t > 0 , 
CO 
b) J H(t) dt <= , 
0 
c) H(t) is nonincreasing , 
then it is true that 
t œ 
lim r H(t -x) d m(x) = ~ [ K(t) dt . 
0 % 
C. Joint Distribution of Inventory Position and 
Incremental Demand under the <Q, r > Model 
In this section, under the <Q, r> policy, we shall first find 
the marginal distribution functions of t e T] , t e T] 
and the residual waiting time [Z^ t e T] , and then prove that 
IP^__^ and are mutually independent of each other. 
An inventory position IP^ at time t totally depends upon the 
demand process t e T} . If an inventory system is started with 
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IP- = r + i (i = 1, 2, %) at time t = 0 , then IP, = r + j 
U "C-T 
(j =  1, 2 ,  —, Q) at time t-T > 0 can be reached after the (i-j)^ 
or [i + (m-1)0, + (Q-j); m = 1, 2, ...} demand materialization by 
time t - T , where m denotes the total number of order placements 
by time t-T and 
(i - = max{0, i-j] . (2-3.1) 
Suppose now that we consider the sequence of events consisting of 
the times at which an order in the amount of Q, is placed and received 
in the constant lead time T • Defining to be the time elapsed 
between the (k-l)^^ and orders, the sequence of random variables 
[Y^; k = 1, 2, ...} forms a modified renewal process in which the dis­
tribution functions are given by 
ï'{Yl<yi} = P{S. < y^] H F.(y^) = > i] , (2.3-2) 
where i is the initial stock over the reorder point r , and like­
wise, 
< 7%] = PfSg, < y%j = P[]? > Q] = F^(y^) , (2.3-3) 
for k = 2, 3, , 
since 
^ ^^^i+(k-l)Q " ^ i+(k-2)Q^ - ^k^ 
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< > {Sg, <y%.] for k = 2, 3, ••• 
Thus, a new renewal process {W^; jm = 0, 1, 2, —} is defined such 
that 
*0 = ?o = 0 
m 
(2.3.4) 
^ ~ ) M - 1, 2, 3 ,  \ 'k - *i+(m-l)Q ' 
where 'm = 0* means that no order is placed yet. Let (t - T - 0) 
and m be, respectively, particular values of the time T and the 
serial number M of the last order placed no later than t - T • If 
we assume that IP^_^ = r + j ( j = 1, 2, ..., Q) at time t-T , then 
we see that (Q - j) demands are further needed in the time interval 
(t-T-9, t-T] , for © > 0 , since the inventory position at time 
t-T-S is r+Q immediately after the m^^ order is placed at 
time t - T - © • 
Theorem II.C.l: For the continuous-review <Q, r> inventory system 
with backorders allowed, constant lead time T > 0 , iid customer inter-
arrival times with finite mean, units demanded one at a time, and with 
IPQ = r + i (i = 1, 2, . , Q) , 
=  r + j }  =  _  =  ( i - j ) } % 2  J  *  ' ' p { N g = « - 3 } a P { W ^ < t - T - 9 3 ,  
9=0 
for j = 1; 2, •••, Q, , 
37 
where P{N^_^ = = 0 , if i < j . 
Proof; 
Denote by < t - T - 0} the probability that M = m and 
T < t - T - G so that (f) {T<t-T-0} - PfW < t - T - S] • 
— ' in. — in — 
Since the inventory position IP^___ = r+J (j = 1, 2, —, Q,) 
can be reached after the demand materialization , -, such that (0,t-TJ 
°(0,t-T] ' "t-T ' ° 
Vt-T] = "t-T = "t-T-S " ^ 
for m = 1, 2, ... , 
CO 0=t~T 
P{lP^_^=r + j} = 2 J P{IP^_^ = r + 5 1 M=m, T =t-T-0} 
0=0 
a < t - T - 0} 
= F{N^_T= \ ^ 
0=0 
IM = m, T = t-T-03 d P[W^ < t - T - 0} 
4- CO 0=t-T 
= P{Nj._^ = (i-j)l + 2 J =Q-j] dP{W^<t - T-
m=l -
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Let Z, be the time from t - T until the first demand sub se-
t-T 
quent to t-T , that is. 
Vt = \ .l-(t-T), (2.3.5) 
t-T 
where S < t - T < S . 
^t-T \-T 
The variable ^ will be the residual or excess waiting time at 
epoch t - T • The distribution function of Z, can be determined by 
t-T 
use of the renewal equation for m(t) . 
Theorem U.C.2: For the inventory model of Theorem II.C.l, 
t-T 
P{Z^_^ <z] = F(t - T +z) - J [1 - F(t - T +z - §)] dm(§) 
0 
t-T+Z 
= J [1 - F(t - T + z-§)]dm(|) , for z > 0 
t-T 
Proof: 
From Eqs. (2-2.1) and (2.2.2), < t - T  •  
t-T 
5 4 = P{0 <8^ +1 - (t-T) <z} = P{t-T <Sjj +1 < t-T+z} 
t-T t-T 
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CO u-T 
?{t - T -X ^ < t - T  + z}+ Z J  P[t - T  <  < t - T +zlS^ =  § }  
0 
' a pfs^ < §} 
t-T 
F(t - T + z )  - F(t -T) + J P{t - T  -  §  <  < t - T + Z -§3 
0 
Z d P{S < 
n=l 
t-T 
F(t - 7 + z) - F(t - T) + J [F(t - T+ z- G) - F(t - T- §)]DM(§) 
0 
(from Lemma 2.2.1) , 
t-T t-T 
= F(t - T +z) + J F(t - T +z - l) dm(|) - [F(t - T) + J F(t - T - |) 
0 0 
• d m(§)] 
t-T 
= F(t - T TZ) + J F(t - T +z - §) dm(§) - m(t - T) , 
0 
from Eq. (2.2.16) , 
t-T 
= F(t - T + z)-J [1- F(t - T + z- §)]dm(§) (2.3.6) 
0 
o 
t-T 
-T+Z 
[1 - F(t - T + z - §)] d m(§) , (2.3.7) 
since 
ko 
t-T+Z 
F(t- T  + z) =m(t- 7 +z) - J F(t-T + z- |)dm(§), from Eq. (2.2.16). 
0 
Let t - T + z be the time point at which the first demand occurs 
after time t-r - The random variable Z, may have a different dis-
*C"T 
tribution from those of X. *s. The distribution of D/, is deter-
1 (t-T,t] 
mined in the next Theorem II.C.3 by partitioning in accordance with the 
time t - T + z at which the first demand occurs after time t-r and 
the time interval (t-r + z, t] in which k -1 demands occur. 
Theorem U.C.3: Under the assumptions made in Theorem II.C.l, 
T 
! for k = 1, 2, ... 
> T} ; for k = 0 
Proof: 
For k = 0 ; 
= HS-r > T] • 
For k > 1 ; 
- %_T = 
; p{K^ - = k14 1 i 
0 
/ P[K;.^ = k -1} a P{Zt-T ^  
0 
; [?k_i(T -2) - «"%(? -%)] a P[Zt-T - =) 
0 
Alternative Proof: 
Given IT^ ^ = n ard = n + k (n, k = 0, 1; 2, ... ) , - (t - T) 
is formed as follows: 
\ - (t-T) = Z^-T + ^ 11+2 + ^114-3 " ^ ^n+k ' 
Let 
\ \ - (t-T), P{S^ < T} = F^(T), and G(z) = P{Z^_^ < z} 
Then, 
say ^ 
^f°(t-T,t] - %-T = = PCH^ = « 
= ^k(") - Vl(-) ' 
where 
F^(T) = P{S^ < T} = * G(T) 
h2 
= J F^_^(r-z) d G(z) 
0 
- ; pf Vz > - « 1 ^ t-T ^  ^5 
0 
Therefore, for k = 0 , 
= 1 - G(T) , since F^(x) = 1 for x > 0 and 
FqCt) = 1 
= 1 - ^ 
- P[Zt-T > ' 
and for k > 1 , 
= VL * G(T) - FJ^ » G(T) 
J [F]^_2(T - Z) - F^(T-Z)] A G(z) 
' f ^("r-z = k-1] a F(Zt-T 2 
0 
The proof is complete. 
^3 
The expectation of h, -, is formed as follows: (.X-T ,"CJ 
= Z k ;'[F^_^(t-z) - Fj^(t-z)] d P{Z^_ <z} , 
k=l Q 
(from Theorem II-C-3) j 
= J [ 2 k {F^_^(t-z) - F^(T-Z)}] d P{Z^_^ < z} 
0 
T 
~  J  ~  - z ) ]  +  2{F^(7 -  Z) - FgfT-z)] 
0 
+ 3{F2(t-z) - F^(T-z)] + ...] d P{Z^_^ < z] 
= ;"( Z F%(T - z)) a p{Zt_T < z] 
0 
T Œ 
= J [1 + 2 FJT-Z)] d P{Z^ ^ < z] , (A) 
0 k=i 
since FQ(X) H 1 for x > 0 , 
= P{Zt.T 5 T] + Ë J-\(T - Z) a P(Zt-T 2 "2 
0 
CO 
= G(T) + Z F^ * G(T) ; where G(z) = P{Z^_ < z] 
k=l ^ 
= G(T) + J m(T-z) d G(Z) , (directly from (A))  ,  
0 
CO 
where m(T-z) = S F^(T - z) . 
k=l 
As we saw in the proof of Theorem II.C.l, P{IP^ ^ = x] is a 
function of = y} which means that the inventory position IP^ ^ 
is determined by • However, we shall prove that given IP q = r + i 
(i = 1, 2, —, Q) at time t = 0 , for any distribution of the inter-
arrival times between demands the distribution of IP, is independent 
t-T 
of that of ) Gven though = ^t " ^ t-r ' 
Theorem U.C.4; Under the assumptions made in Theorem II.C.l, 
^(t-T,t] = ^^®(t-T,t] " ' 
for j =1, 2, ., Q, and k = 0, 1, 2, ... 
Proof: 
As is done for the proof of Theorem II.C.l, 
? '[n.-T - "J '  \ J  '  
0=0 
= k ( M = m, T = t- T-9} D^^{T < t - T - 6} 
p{Vt = "t - "t-T = '"I" + 
^ I * =«-3, Ht-N. = k| M=m, I=t-T-91 
s=o 
• d Pfw < t - T - 0} 
'• in — 
where P{IL = (i-j), N. - E. = k}"*" = 0 if i < j 
"t - "t-T = + T 
I ^^["t-T - "t-T-e = "t - "t-T = <t-T-8) 
9=0 
Z=T 
; P{N^.^ = (i -3), - Wt-T = I h-T =  ^'3 * 
z=0 
00 G=t-T Z=T 
J I ^{"t-T - "t-T-S = « - 3. "t - "t-T = •= I h-T ' 
™ " 0=0 z=0 
•  a  d  <  t - T - © }  
h6 
Z=T 
z=0 
G=t-T Z=T 
in=l 
P{NQ = Q - J, = k - 1} d P{Z^_^ <z] d P{W^ < t-T-0} 
9=0 z=0 
Z=T 
P{^t-T = ^ÎVz = k-1] a 
z=0 
Z / f ''[I'tNg « Q - j3 P{N^.^ = 1: -1}] d P{z^.^ <2} d P{¥^ <t-T-e} 
0=0 2=0 
Z=T 
P{»t-T = J" ^fVz = ''-^5 ^  3 %} + 
z=0 
Z J  ''p{NQ=Q-j}dP{W^< t-T-0} J ^P{N^_^=k-l}dP{Z^_<z} 
8=0 z=0 
p{\ ^ = (i-j)}^ + s / ^ ''p{H-Q=Q-j}dP{W^ < t-T-ô] 
8=0 
Z=T 
• J PD»T.2 = k-i; a P[Zt_^ < 2] 
z=0 
= P{IP^_^ = r+j} P{D^^_^ = k]; from Theorems II-C.l and II.C.3» 
1^7 
The proof is complete-
D. Limit Distributions 
In this section, we shall find the limit distributions of IP, 
t-T 
and ^ , and of their joint distribution, as t —>• » . The 
Laplace-Stieltjes transforms of those distribution functions can often 
be used as is done below to determine such limit distributions. How­
ever, the limit distribution of ^ is more easily found by 
applying the Key Renewal Theorem. 
It has been shown in Galliher, Morse and Simond (19$8), and Hadley 
and Whit in (1963) that under the <0,, r> policy with one-at-a-time 
demand process, when the inter-arrival times in a continuous-review 
inventory system are independent, identically distributed and have 
negative exponential distribution, the limiting distribution of the 
inventory position is uniform on the set [r+l, r+2, r+Q] . 
Simon (1968) showed the same uniform distribution on the set {r+l,r+2,..., 
r +%] with the assumption of arbitrary inter-arrival time distributions 
under a continuous-review < nQ, r > replenishment policy, under which 
an amount nQ is ordered at the time of an inventory review, where n 
denotes the nonnegative integer which will put the inventory position 
on the set {r+l, r + 2, —, r+Q} • His result holds even when the 
demand quantity is random and the procurement lead time for orders 
placed are random variables with arbitrary distributions. With the 
restriction that units be demanded one at a time, Sivazlian (191^) has 
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considered the direct Laplace-Stieltjes transform approach to determine 
the limiting distribution of the inventory position and obtained the 
same result, namely, uniformity on the set [r + l, x + 2, r+Q} 
regardless of the distribution of the inter-arrival times between de­
mands whenever the system operates under the <%, r > policy. Richards 
(1975) seems to suggest that the result of Sivazlian is a special case 
of the result given by Simon, and considered the case of random demand 
size in which the limiting distribution is shown not uniform under the 
<0,, r> policy. 
Under the assumption that the lead time T be constant, units are 
demanded one at a time, unfilled demands be completely backordered and 
the <Q, r> policy be used, we shall consider the direct Laplaee-
Stieltjes transform approach and/or the application of the Key Renewal 
Theorem to the inventory system to determine the limiting distributions 
of the inventory position processes, of the lead time demand processes, 
and of the joint distribution of them. 
Theorem II.P.l: Under the assumptions made in Theorem II.C.l, 
H/j) = lim P{IP^ ^  = r + j} = I (j = 1, 2, ..., Q) 
if and only if all demands are of unit size. 
Proof: 
Let 
A 
F(s) = L = r + j}] for i,j = 1, 2, ..., Q . 
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Then, 
F(s) = J e"St = r + j] dt 
0 
i e'St [p[3^ ^  = + Z J P{Nq = Q-j] 
0 0=0 
03 0=t-7 
• d P{'W^ < t - T - 0}] dt; from Theorem 11.0.1, 
r e'St [F (t-T-F (t-r) 
r (i-j) (i-j) 
+ ^ J "[Fq.j(G) - Fs-j+l(9)] Î,,(^.i)ç,(t-T-S)d8]dt 
m=l 
0=0 
from Eg.. (2.3.4), where 
^i-i-(m-l)Q^®^ d0 d© ^^^m < ^  ^ ; 
= e -Su f e-s"- [F fu) - F 
(i-j) (i-j)'+l 
(u)] du 
+ ^ f* e'"" L y "(Fs.j(e) -Fq.j+i(«))fi+(m.i)s(%-a)a6]dul 
0 9=0 J 
replacing t - T "by u -
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Then, following the same procedure shown in Sivazlian (197^) and 
applying Theorem II.B.2 and Theorem II.B.4, it is verified that the 
inventory position is uniformly distributed on the set [r + 1, r+2, 
—, r+Q} and is independent of the distribution of the interarrivai 
times between demands. It is not affected by the initial inventory 
position either. 
In order to determine the limiting distribution of the lead time 
demand , it is necessary to know the limiting distribution of 
the residual waiting time ^ at time t-r • This can be done through 
using the Key Renewal Theorem II. B. 6. We know that the mean inter-
arrival time is expressed as follows; 
CO 
H = E[X] = J X d F(x) 
0 
(2.4.1) 
03 
[1-F(X)] dx ; taking the'integration by part 
0 
Theorem I±.D.2: Under the assumptions made in Theorem II.C.l 
0 
for z > 0 
Proof: 
From Theorem II.C.2, 
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t-T 
P[z^ _^  < z] = F( t  -  T  + z)- J [ l-F( t - T+z-§)]dm(§). 
0 
t-T 
P{Z^_^>z} = 1 - F(t-T+ z )  +  J  [1-F(t-T+ z  -§)] din(§) 
0 
t-T 
= h(t - T) + J h(t - T - §) dm(§) , 
0 
letting h(t) = 1 - F(t+z) 
y 
= h(y) + j h(y-§)dm(§) , replacing t - T  b y  y 
0 
y 
lim > z} = lim [h(y) ? J h(y - §) dm(|)] 
> œ y > =° Q 
„y 0 + lim J h(y - ç) dm(§) , 
y -^ = 0 
since lizi F(t) = 1 , 
t ^ =0 
1 
— r h(y) dy . from the Key Renewal Theorem 
0 II.B.6, 
1 ° 
i J [1 - F(t -T-i-z)] dt 
1 ° 
= — j" [1-F(X)] dx, replacing t-T+z by x, 
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lim PfZ, < z} = 1 - lim PfZ^ > 2} 
t . t-T - t . t-T 
= ^  J [1 - F(x)] dx . 
0 
The proof is complete. 
Now, we can determine the limit distribution of D/, using lt-T,tJ 
the above theorem or directly forming the Laplace-Stieltjes transform. 
Theorem II.P.3- Under the assumptions made in Theorem II.C.l , 
t >• 00 -
J dy - 2 J F^ (y) dy + J dy 
0 0 0 
1 - - r [1 - F(x)] dx p. O 
^ 0 
; for k=1,2,' 
, for k = 0 
Proof: 
For k = 0, from Theorem II.C.3, 
lim P[D,, +-1=0} = lim P{Z, > t3 
t » (t-T,t] t . t-T 
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= 1 - lim PfZ, < T} 
t » t-T -
= 1 - — J [1-F(x)]dxj from Theorem II.D.2. 
0 
For k > 1 , from Theorem II.C.3, 
lim PfIL - ÏÏ, = k} 
t . t t-T 
lim ; P{N^.^ = k -1} d P[Zt.T -
t —0 
T 
J* = k -1} d [ lim P{Z^ ^  <z], from Helly-Bray Lemma, 
0 " t = 
T 
r> 
J 
0 
= k - 1] ^ [1 - F(z)] dz 
J [F^_^(T - z) - F^(T - z)] — [L - F(Z)] dz , from Theorem II.D.2, 
0 
" ^ J [F^_^(T-z)-FJ^(T-z)]dz - ^ J [FJ^_^(T-Z)-FJ^(T-Z)]F(Z) dz 
0 0 
5^ 
^ J C\_^(y)-Fj^(y)]ày - ^  J [F^_I(T-Z)-FJT-Z)1 F(Z) dz 
0 0 
replacing T  - z by y 
J F^_l(Y)TIY - J F^(y)dy - J \_]_(T-Z) F(z)dz+ J F^(T-Z)F(z)dz 
0 0 0 0 
J F^.l(y) dy - 2 ; F^(y) dy+ J F^+^Cy) Ay 
since 
J F^(y) dy = J F^_^(T -x) F(x) dx (2.4.2) 
0 0 
and its proof is as follows: 
Define 
r F (y) dy = FTrT J n 
0 
Then, since L{F'(t)} = L{f(t)} = s • L{F(t)} from (2.2.13) ; 
A n 
L{ R F_(y)dy] = LfFTTT] = 7 ' L{F^(T)} = — (f(s)) , (2.4.3) 
^ n n s n o 
0 ^ 
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^ " -So 
where f(s) = J e ^ d F(t) 
0 
And, from Theorem II.B.2, 
L{ J -X) F(X) dx] = LFF^_I(T) L{F(T)} 
T A n-1 T A 
= { ; 1 f(s)] 
= . (2.4.4) 
3= 
Therefore, Eqs. (2.4.3) and (2.4.4) show that Eg. (2.4.2) holds. 
.*• The proof is complete. 
Remark : 
%:p[D(t.T,t] - ''t-T = 
J" ' 
0 
from Theorem II.0-3 , 
!<[ J {F%,_2(T-z) -Fj^(T-Z)} 
0 
• {f(t-T+z) + S J f(t-7+z-§) dF^(5)3dz] , 
n=l Q 
from Theorem II.C.2, 
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If J {F^ ^ (t-x)-F^(t-x)} dF(x) + 2 J (J {F^_^(t-z) 
t-T ' 0 0 
- Fj.(t-x)} dF(t-T-Hz-l)) dF^(§)] , 
replacing t -  T  +  z by x , 
L[ /[F^_^(t-x)-Fj^(t-x)} dF(x) + Z J J ^{F^_^(t-§-y) 
t-T 0 t-S-T 
- F^(t-§-y) -F^(t-§-y)} dF(y)) d F^(g)] 
replacing t- T  +  z- | by y , 
= f(s) {J F^_j_(y)dy - J e"®^ F^(y)dy} 
0 0 
CO A n 
+ G(T, X) 2 (f(s)) , 
n=l 
using Theorem II.B.2 and Corollary II.B.l, 
where 
r A 
° -St 
r(s) = J e" d F(t) , 
0 
T AT 
G(T,s) = J e'Sy Fj^_^^(y)dy - J e"®^ F^(y)dy + f(s) J e"®^ Fj^_^(y)dy 
A T 
f(s) J e"^^ F^(y)dy 
0 
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A 
= f(s) { F 'JJ,_L(Y)TIY - J F^(y)dy} + G(T,S) —=-^ 
0 0 1 - f(s) 
Since lim ?{D/, ,n = k] = lim , s • L [P[D/, ,= k]] , the 
t —> CO s —> O" 
same result achieved in Theorem II.D-3 can be obtained-
In consequence, we can use the result of Theorem II.D-3 to prove 
the well-known Blackwell's Renewal Theorem, which will be counted as 
another important example of the Laplace Transform Convolution Theorem 
applications-
Theorem II-D-4 : If the inter-arrival time X is not a lattice random 
variable and has finite mean p , then 
, ^ - "t-x' X —^ CO O • ^ CO 
lim [m(t) - m(t - T)] 
CO 
^ , for every T > 0 -
Proof: 
Using the result of Theorem II.D-3, 
CO 
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1 
= 2 k - [ lim P{D,, ,= k] 
k=i t ^  
{ r FQ(y)dy-2 J F^(y)dy + J +2{ J F^(y)dy 
0 0 0 0 
- 2 J Fg(y)d.y + J F^(y)dy] + 3{ J Fg(y)dy-2 J F^(y)(ly H-j' F^(y)dy} 
0 0 0 0 0 
+ ^ { J F^(y)dy - 2 J F2^(y)dy + J F^(y)dy} + 
0 0 0 
. T 
= - J Fo(y)dy = J , since F^Cy) =1 for y > 0 . 
0 
Finally, Theorems U.C.4, II.D.l and II.D.3 are put together to 
give the limiting distribution of the joint distribution of IP^ ^ and 
^(t-T,t] 
Theorem II.D.5: Under the assumptions made in Theorem II.C.l, 
H(J, k) = ^   = r+j, = « 
O ^ CO 
I - 2 J \(y)dy + ; Fk+i^y)"^ 
1 0 0 0 
Q ' 
(i;j - 2, « ; Q) } 
for k = 1, 2, ... 
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T  
= ^ • [1 - i J [1 - F(x)](ix] ; for k = 0 • 
0 
E. Cost Function Formulation for the <0,, r > Model with 
Backorders and Constant Eesupply Lead Time 
First of all, we need to discuss the nature of cost factors asso­
ciated with an inventory system operation to formulate an objective 
cost function-
The costs incurred in operating an inventory system play a major 
role in determining what the operating policy (model, or doctrine) should 
be. There are two types of costs, constant costs and variable costs, 
which influence the operating policy. Constant costs which are independ­
ent of operating doctrines (for example, clerical cost of processing 
orders) need not be included in any system analysis to determine an 
optimal operating model. Therefore, only those costs which vary with 
operating models are necessary for purposes of computing optimal operat­
ing models. For example, transportation costs, and receiving and inspec­
tion costs are in this category. 
Hadley and Whit in (1963) have considered the following five types 
of relevant costs in determining what the operating policy should be; 
the costs of procuring the units stocked, the costs of carrying the 
items in inventory, the costs of filling customers' orders (demands), 
the costs associated with demands occurring when the system is out of 
stock, and the costs of operating the data (information) processing 
system. 
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The important thing to note about the costs is that they need not 
be the same as what would be computed from accounting records, because 
of its varying with the operating doctrine and the components of stock-
out costs and carrying costs are not out of pocket costs, but instead 
represent goodwill costs or opportunity costs. 
Some of the costs of filling customers' orders is not depending 
on the operating doctrine, but varying with the demand rate- These 
are the costs of the accounting operations, the salaries of those in 
the warehouse, the costs of packing, and the shipping costs, etc., which 
need not be considered in the cost study. Rather, the costs arising 
from the special action required in the case of a customer's demand 
when the system is out of stock will depend on the operating doctrine, 
since the fraction of the out-of-stock time in the system will depend 
on the operating doctrine. 
Therefore, the procurement, carrying, and stockout costs, and the 
cost of operating the information processing system will be considered 
in this study. 
In consideration of the time period over which the system cost is 
to be computed, the long-run expected average annual cost will be 
formulated to serve as the objective function and its minimization over 
the long period of time will be the criterion to determine the operating 
doctrine, since it may be more convenient rather than minimizing the 
present worth of all future costs. Given that c(t) be the total cost 
incurred for a time period of length t years, is defined as 
follows : 
6l 
= lim ^4^ • 
t  ^00 
In the real world, demands can almost never be predicted with 
certainty; instead they had better be described in probabilistic terms-
Realistic inventory models must account for such uncertainty in demand. 
For example; the mean rate of demand may change with time. Furthermore, 
the demand rate change may appear in a cyclic fashion. 
For this study, the expected values of all relevant random variables 
will be accounted for to form the function . Now, we start making 
assumptions on relevant costs. 
The procurement cost is composed of a fixed ordering costs $A , 
which is approximately proportional to the number of orders placed, and 
of a variable cost $C per unit associated with transportation costs, 
part of the receiving costs, and part of the inspection costs. Moreover, 
the unit cost $C will be assumed independent of the quantity ordered. 
For the inventory carrying (holding) costs, the instantaneous rate 
at which inventory carrying costs are incurred is proportional to the 
investment in inventory at that point in time. The constant of the 
proportionality or just the carrying charge, denoted by "l", will be 
used to estimate the carrying costs. "I" has the dimension of "cost per 
unit time per monetary unit invested in inventory" (for example, dollars 
per year per dollar of inventory investment). Therefore, the instantane­
ous rate of incurring the carrying charges in the units of dollars per 
year is IC-x , where C is the unit cost of each item in dollars and 
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X is the on-hand inventory level. As a matter of fact, the inventory 
carrying charge "l" is the sum of the carrying charges arising from 
opportunity costs, pilferage and breakage, insurance costs, taxes, etc. 
The opportunity cost is not a direct out-of-pocket cost, but incurred 
by having capital tied up in inventory rather than having it invested 
elsewhere- Therefore, the opportunity cost is eq.ual to the largest rate 
of return which the system could obtain from alternative investments. 
For the stockout costs, there are two cases such as backorder costs 
and lost-sales costs incurred by having demands occur when the system 
is out of stock. The backorder costs are composed of the cost of attempt­
ing to find out when the customer's order can be filled and giving him 
"his information, the cost of keeping the system idle for lack of parts, 
and the factor of customers' goodwill loss. When units are demanded one 
at a time, a backorder cost will in general be composed of a fixed cost 
per unit backordered and a varying cost in proportion to the length of 
time for which the unit remains backordered. Therefore, the cost of 
A 
each unit backordered can be estimated by B(t) = B + B • ta function 
of the time t for which the backorder remained on the books, where B 
A 
denotes the fixed cost per unit backordered and B represents the vary­
ing cost in proportion to the length of time. Denoting "units times 
A 
years" by "unit years," B has the dimension of dollars per unit year 
of shortage in the case of which we want the cost for a year to come 
out in dollars. 
For the lost sale costs, demands are lost if they occur when the 
system is out of stock, and hence there is nothing which corresponds to 
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the length of time for which a unit remains backordered. However, the 
somewhat intangible factors such as goodwill loss have to be accounted 
for in addition to the profit lost on the unit in not making the sale. 
The lost sale costs won't be considered in this work. 
The costs of operating the information processing system may include 
such things as the cost associated with having a computer continuously 
update the inventory records, or the cost of making an actual inventory 
count, or the cost of making demand predictions. Under the deterministic 
models for which the rate of demand for units stocked by the system is 
assumed to be known with certainty and be constant over time, it is 
possible to determine for all future times precisely what the state of 
the system will be if the state is known at a given time and if the 
quantity to be ordered and the reorder point are specified. However, 
under the assumption of random demand, it is no longer possible to make 
such predictions with certainty, since the times of occurrence of the 
demands and also the number of units demanded per demand are random. 
Therefore, a so-called transactions-reporting system is sometimes equipped 
to record and report each transaction (demand, placement of order, 
receipt of shipment, etc.) as it occurs. It is known that the <%, r> 
model can be optimal if the transactions-reporting system is used and 
units are demanded one at a time. By the way, this processing system 
may cost inventory systems too much. Thus, an alternative has been 
suggested which has the state of the inventory system examined only at 
discrete, usually equally spaced points in time. 
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Recall the assumption made in Chapter I that demands occurring 
when the system is out of stock are hackordered, units are demanded 
one at a time, and procurement lead time is constant, T -
The inventory position ; t > 0] and the net inventory 
t > 0} were defined early to he, respectively, the amount on 
hand [OH^; t > 0} plus on order minus hackorders ; t > 0] and 
the amount on hand minus backorders. 
Recall also that under the <0,, r > model a quantity Q is ordered 
each time the appropriate inventory level (the on-hand inventory, the 
net inventory, the on-hand plus on-order inventory, or the inventory 
position) reaches the reorder point r . Therefore, the final objective 
is to determine the optimal values of Q and r which minimizes the 
correspond.ing objective cost function r) . 
It is important to note that the on-hand inventory or net inventory 
can not be used to rigorously define r , since a possible heavy demand 
during some cycle and a huge number of backorders might cause the on-
hand inventory never to get back up to r again, and hence another 
order would never be placed- The inventory position is generally used 
as a suitable level for defining the reorder point without getting in­
volved with the above difficulties-
When we define the reorder point r in terms of the inventory 
position, the inventory position becomes r + Q immediately after an 
order is placed- Thus, the inventory position must have one of the 
values r+1, —, r+Q • It is never in a state r , because as soon 
as a demand occurs which reduces the inventory position to the state r 
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an order is placed bringing the state to r+Q . By the way, the speci­
fication of the inventory position does not directly tell us anything 
about the on-hand inventory or the net inventory. Therefore, we need 
to specify the on-hand inventory and the net inventory by use of the 
inventory position- Let ; t > 0} denote the cumulative counting 
of demand occurrences by time t . Then {Nj.} is a discrete-valued 
continuous-parameter stochastic process (or a renewal process) with 
simple paths increasing in unit steps. Note that everything on order 
at time t - 7 will have arrived in the system by time t and nothing 
not on order at time t - T can have arrived in the system by time t . 
By definition, the next relations follow: 
= ^t-T - ®(t-T,t] for t > T > 0, Where 
= OSt -
and hence 
NIS, = OH^, if > 0 
= BO 
t ' otherwise 
(2.5.1) 
From the relation of Eq. (2.5-1), if the joint distribution of 
for t > T > 0 is determined, then the distri­
bution of {NIS^} can be immediately computed 
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With the result of the joint long-run limit distribution of 
[IP^ and in Theorem II.D.5, we are about to find the 
long-run limit distribution of {NIS^} which can be used to determine 
the probability that the system is out of stock, the long-run 
expected on-hand inventory E[OH]q and the long-run expected backorders 
E[BO]q. This effort will then lead to the formulation of a long-run 
expected average annual cost function under the assumptions made early 
on the cost factors, where the minimization of the function is the crite­
rion to determine the optimum Q and r . 
It was proved in Theorem II.C.4 that {IP^ and ^ for 
t > T > 0 are mutually independent of each other. We want to introduce 
the next expression for some later usages; for j = 1, 2, ..., Q , 
= T-T " " "'^(T-T,T] " ^ > S (2.5.2) 
=0 , otherwise . 
Referring to Eq. (2.5.I), 
Q + 
P{ID:S^ = r + s3 = 2 P{IP.T-T = ; 
J-1 
for S = Q, Q — 1, Q — 2, ...,0, —1, —2, ... 
Q + 
= = '' + 33 FO(t.T,t] =3-^3 • (2.5.3) 
3--^ 
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From Eq. (2-5-1) and. Eq. (2.5.3), 
P{OH, = x} = P{IÎIS^ = x} , for X = 0, 1, 2, 
n —-L 
% 
2 = r + j] P{D(t_T,t] = r + j-%3'' (2.5-4) 
Therefore, the expected on-hand inventory at time t is 
E[OH], = 2 X • P{OH, = x] 
^ x=0 ^ 
r+Q 
=  S x -  P { O H ,  =  x }  
x=0 
r-H% Q, 
S X • 
x=0 j 
s Z P{IP^_^ • r + j] 
1 —-L 
Q r4Q 
J =1 X=0 
2 F{IP . r-i-3} ^ X • t] = ^^3-==) 
n =1 x=o 
Q r+j 
Z P[IP, =r+o} 2 (r + J-n) P{D, =nl , 
j=l ^ ^  n=0 
•where n = r + j - x 
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Q. r+j r+J 
= -.35 [(r.3)^^ PCD(,.^_,3 =n} n • 
(2-5-5) 
where is an arbitrarily distributed random 
variable and its asymptotic limit distribution is shown 
in Theorem II.D.3-
The long-run expected number of unit years of on-hand inventory (storage) 
is 
Q 
lim E[OH.] = lim 2 P{IP, = r + j] 
—>• œ t >• CO j=l 
r+j r+j 
• [ (r+j) = n} - = n}] 
% 
= 2 [ lim P{IP = r + j}] 
j=l t —> œ 
r+j r+j 
• lim [(r+j) 2 P{D, . =n}- 2 n.P{D, .=n}] 
t->œ n=0 It T,TJ n=0 It T,tj 
% 2 2 • ô [(r^j) Z ( lim P{D/ , n = n}) 
j=l ^ n=0 t —o T,TJ 
r+j 
- 2 n • ( lim P{D/ -, = n})] , (2.5-6) 
n=0 t —». = lt-T,tj 
by Theorem H.D.l, where lim P{D/, .= n} can 
t ^ CO 
be evaluated by use of Theorem II.D-3-
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Thus, the long-run expected average number of unit years of on-hand 
inventory incurred per year, denoted by E[OH]Q , follows; 
E[OH]Q = lim 
^ t —> œ 
J E [OH^] dt 
0 
t 
lim E [OH^] . (2.5.7) 
CO 
Likewise, from Eg. (2.5.I) and Eg.. (2.5.3), 
P{BO, = x] = P{NISj. = -x] , for x = 1, 2, ..., 
°(t-T,t] = 
Q 
S P{IP^_^ = r+j] = r+5+x}.(2.5.8) 
j=3-
Therefore, the expected number of backorders on the books at any time t 
or the expected number of unit years of shortage at any time t is 
œ 
E[B0,] = s x • PfBO. = x} 
^ x=l ^ 
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x=l 0=1 
i P[IPt.T = =^"3' \ :: • F[»(t-T,t] -
N —-L X—X 
Q, œ 
: FfE' -r + j} S (n-r-o) P{D( , =n} , 
3=1 ' ' n=r+j+l 
where n = r + j + x 
Q r+j 
.V^^t-T'^^JÎW"(t-T,t]] -'c'a - f{»(t.T,t] = 
J—-L I1=U 
- (r + j)(l - ^ yfVr.t] = a))] 
J/f^t-T==^^3'M"(t-T,t]^ - (=^3) +3^(i-)P{i>(t.T,t]=°"-
(2-5-9) 
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The long-run expected number of unit years of backorders (shortage) is 
Q 
g = ^ Z MB( 3] 
t > to T=1 
lim E[BO. 
t ^ 00 ^ j 
r+j 
- (r+o) + Z (1-n) P{D, ,n = n}] 
n=0 
2 [ lim P[IP =r + j} lim [E[D, _ 
j=l t —>. = ^ ^ t > CO 
r+j 
- (r + j) + Z (1-n) P{D/ -, = n}] 
n=0 
Q 
2 [ lim P{IP =r + 5}]-C lim E[D, ,] 
j=l t —> œ ^ ^  t —> œ 
r+j 
- (r + j) + 2 (1-n) ( lim P{D/ ,n = n})] 
n=0 t —^ œ 
Q 1 _ r+j 
= ^ ' G [ R " (r+j) + 2 (1 -n)( lim P{D, =n])], 
j=l ^ ^ n=0 t —^œ 
(2.5.10) 
by Theorem II.D-l and Theorem II.D.4, and also 
lim P{D^^_^ = n} can be evaluated by Theorem II.D.3-
Thus, the long-run expected average number of unit years of back-
orders incurred per year, denoted by E[OB]^ , is 
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T 
J E[BO^]dt 
ECBO]. = lim 
^ t —> m 
= lim E[BO ] . 
t > cs 
(2.5.11) 
The long-run expected, average value of the random variable, say 
ABO^ , representing the number of backorders incurred between time t - T 
and t can be approximately computed by multiplying the mean rate of 
demand (or demand intensity) \ by the out-of-stock probability . 
Denote by P^^(t) the probability that the system is out of stock at 
time t . Then, the limit out-of-stock probability follows : 
fos(t) 
"U ^ CO 
lim S P{BO^ = x] 
t —>• CO x=l 
CO Q 
lim 2 2 P{IP =r+5} P[D, , =r+j+x} , 
—> CO x=l 3=1 ^ ^  
from Eq. (2.5.8) 
% œ 
lim E P{IP^_^ = r+3} Z P{D, , =113, 
—> CO j=l n=r+5+l ' 
where n = r + j + x 
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Q r+j 
t —>" <= j 
lim S P{IP =r + j} [1-2 P[D, n = n}] 
1=1 ^ n=0 
Q r+j 
2 [ lim P{IP, ^=r+o}] [1 - Z ( lim ?{D, , = n])] 
i=l t —> = 3=0 t --* = 
Q 1 r+j 
= 2 i[l - 2 ( lim P{D/ ^ . = n})] , (2.5-12) 
j=l ^  n=0 t —*" = ^ J 
by Theorem II-D-l. 
The mean rate of demand X is formally defined as follows: 
X = lim ^ (t;t4-At]^ . (2.5.13) 
At -> 0 At 
Hence, the long-run expected average number of backorders incurred per 
year, denoted by E[ABO]^ , is 
BCABO] = lim E[ABO ] 
^ t —> œ ^ 
O ^ CO 
2 % r+j 
=  X - ^  2  [ 1  -  2  (  l i m  P { D , ,  ^  = n 3 ) ] ,  ( 2 . 5 . 1 4 )  
^ j=l n=0 t —V CO 
by Eq.. (2.5.12). 
7^ 
Moreover, since the mean rate of demand is X units per year and each 
order quantity is Q , the number of orders placed per year must average 
to X/Q • 
All the terms needed for the long-run exjsected average annual cost 
expression r) have been evaluated- With the cost parameters 
discussed early in this section, it is formulated as follows; 
2(0,, r) = I • A + IC • E[OH]Q + B • E[AB0]^ + B • ECBO]^ . (2.5-15) 
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III. PERIODIC REVIEW 
A. Introduction 
The intention of this chapter is to combine the recent work on the 
nonstationary Markov chains with the classical models of inventory 
theory to derive the cost functions of an inventory system under certain 
operating doctrines in the face of nonstationary Poisson demand. 
It is not always desirable to have inventory systems use trans­
actions reporting review procedure, since it may be too costly. The 
periodic review procedure is an alternative. When the procedure is used, 
the state of the inventory system is examired only at discrete points 
in time, since decisions such as whether or not to place an order are 
made only at the review times and thus the decision makers do not know 
anything about the state of the system at times other than the review 
times-
Three operating doctrines, "Rr" doctrine, "order up to R" doctrine 
and "nQ," doctrine, are commonly used for the periodic review inventory 
systems- These terminologies are adapted from Hadley and Whitin (1963)-
Symbolically, those doctrines are referred to, respectively, as 
<R, r, T>, <R, T> and <nQ,, r, T> models - Under the <R, T> 
model, an order is placed at each review time if any units have been 
demanded in the past period, so that the ordered quantity can vary from 
one review period to the next. According to the <R, r, T> model, 
a procurement of sufficient quantity which bring the inventory levels 
up to R is made at a review time only if the inventory position in 
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the backorders case is less than or equal to r • An integral multiple 
o f  s o m e  f u n d a m e n t a l  q u a n t i t y  Q ,  ( i . e . ,  n Q ,  f o r  n  =  1 ,  2 ,  . i n  
<nQ, r, T> model, is ordered at a review time only if the inventory 
position or the amount on hand plus on order at the review time is less 
than or equal to r . It is stated in Hadley and Whitin (1963) that a 
<R, r, T> model is usually the optimal one, if all demands occurring 
when a system is out of stock are backordered- We know that <nQ, r, T> 
and <R, T> models are only approximations to the optimal <R, r, T> 
model, and further, that the <R, T> model is a special case of the 
<nQ, r, T> model and also of the <R, r, T> model. Therefore, once 
having obtained the precise equations for the <nQ, r, T> model, we 
can immediately get the exact equations for a <R, T> model under the 
same assumptions which apply in deriving the <nQ, r, T> model. Even 
if the <R, T> model is widely used in practice for periodic review 
systems, the <nQ, r, T> and <R, r, T> models will be dealt with 
under the assumptions made in Chapter I for this study. 
Before investigating the Markov property of an inventory process 
[IPj ; ^ k = 0, 1, 2, —} , where TQ = 0 , we want to define 
some important terminologies- A stochastic process 0 < t <œ] 
representing the number of demand occurrences by time t is said to 
have "independent increment" if the random variables D/ , are 
independent, where D/, , ^ 5 N - N for all choices of indices 
^ n-1' nJ n n-1 
t-<t, <... <t . In addition, if D,. ,, , has the same distribu-
01 n I ' n 
tion as D/, -, for h > 0 and n = 1, 2, ..., it is said that the 
^Vl' n-J 
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process has "stationary independent increments." Otherwise, 
the process is said to have "nonstationary independent increments." 
As was pointed out earlier, in the inventory system under study 
the inventory nosition IP„ at a review time T, > 0 (k = 1, 2, —) 
can be determined only by the inventory position immediately after the 
preceding review time ^ , and the accumulated demand during the k"^^ 
review period T^] . Under the assumption of independent demand 
events in each different period, it is reasonable to assume that the 
process [IP 5 >0 for k = 0, 1, 2, •..} satisfies the Markov prop-
k 
erty that the future system development is completely determined by the 
present state and is independent of the whole past history. 
Under the assumption of a Poisson demand process, the corresponding 
stationary Markov chain {IP- ; k = 0, 1, 2, —} with a constant re-
•^k 
view interval T , where T = , and finite state spaces 
S = {r + 1, r+2, —, r+Q} for the <nQ,, r, T> model and S = [r + 1, 
r+2, ..., R} for the <R, r, T> model, has been studied by Hadley 
and Whitin (1963). The stationary Markov chain means that the condi­
tional probability of the inventory position being r + j at the next 
review time, given the inventory position r+i at one review time, 
does not depend on time parameter , that is, for n > 0 
^-^kT ^ ^ ^(k-l)T ^^^(k-i-n)T ^ ' ^(k-l+n)T ^ ^ 
= (say) . 
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They did construct the corresponding stationary finite transition matrix 
of (i,j e s) , for the <E, r, T> model, but in view of compu­
tational difficulty, the matrix was not directly used to find the long-
run distribution (or the invariant probability) of the Markov chain 
- It has been pointed out by Mettanant (1977) that it is not 
hard to solve for the long-run distribution. However, they gave the 
very complicated closed form of solutions for the long-run limit distri­
butions of • Therefore, the issue is taken up below in the 
general and simpler setting of the long-run limit distribution from 
finite transition matrices under the <E, r, T > model. 
In this chapter, we shall investigate the implications for the non-
stationary inventory position process [IP^ > \ ^ ^ for k = 0, 1, 
2, ...} , and hence the full inventory system, of a demand process which 
is a general nonhomogeneous Poisson process, with intensity function 
X(t) replacing the usual constant intensity >. , whence the concept of 
the weak and strong ergodicities of nonstationary Markov chains will 
be applied to determine the relevant limit distribution of the inventory 
position {IP- 3 corresponding to the <nQ,, r, T > and <R, r, T> 
k 
models. Once such a limit distribution is determined, the annual inven­
tory system operation cost evaluation seems straightforward. The signifi­
cance of this approach is that this analysis treats a more realistic 
stochastic demand process. It should be noted in addition that it will 
be assumed that the lead time T is constant. 
The mean value function m(t) = E{N^} of a nonstationary Poisson 
process is always assumed to be continuous and also usually differen-
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tiable, with derivative X(t) = d m(t)/dt , where X(t) is called the 
intensity function- It is a useful fact that the Poisson differential 
assumptions, with mean rate (or intensity) X replaced by X(t) , 
yield Poisson demand in time interval (O, t] . It will further be 
shown below that the intensity function X(t) of the nonstationary 
Poisson process yields the parameters of the nonstationary Markov chain 
process for inventory positions, under the <nQ, r, T> and <R, r, T> 
models, leading to the relevant limit distributions. 
This chapter will also include an approach to both the <nQ, r, T> 
and the <R, r, T< models which takes into account possible cyclic 
behavior ( for example, seasonal trend) of demand- This case is modeled 
by a cyclic nonstationary Markov chain, for which Cesaro ergodicity per­
tains- Bowerman, David and Isaacson (1977) have verified sufficient 
conditions for the strong ergodicity of a nonstationary Markov chain in 
which the transition matrices repeat themselves in a cyclic fashion-
This weaker form of ergodicity is still sufficient for the computation 
of long-run expected average cost-
This section will be followed by Section B for a discussion of 
Markov Chain Theory, Section C for the long-run limit distribution 
computation of [IP^^ } and Section D for the derivation of long-run 
•^k 
expected average annual inventory system operation cost function- There­
after, only the thing to do is to determine the optimal values of %, r, 
T and E which minimizes the relevant cost function corresponding to 
each operating model- This job can normally be done on a digital com­
puter. 
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B- Long-Rm Behavior of Finite 
Uonstationary Markov Chains 
Some discrete-parameter stochastic processes {X^; t = 0, 1, 2, —} 
have the outcome functions {X^(u))} with co e n (sample space) which 
range over the elements of a countable state space S = [1, 2, 3, •••}• 
A finite discrete-parameter stochastic process is a stochastic process 
[X^; t = 0, 1, 2, for which all the outcome functions {X^(cu); 
cu e n} range over the elements of a finite state space S = {1, 2, —, 
N] . There are some discrete-parameter stochastic processes satisfying 
the Markov Chain property, which is the basis for work in this study. 
We shall begin this section with given the formal definition of Markov 
Chain-
Definition III.3.1. A stochastic process {X^; t =0, 1, 2, —} with 
a finite or countable state space S = [1, 2, ....} is said to be a 
Markov chain if for all states IQ, i^^, . i^ and for t > 1 ; 
^^^t " H 5 ^0 " ^ 0' %1 = ^1' \-l " H-1^ " ^^^t " h ' ^t-l" H-1^" 
(3-2.1) 
A finite Markov chain is a stochastic process {X^; t = 0, 1, 2,—} 
with a finite state space S = {1, 2, ..., U} satisfying the relation of 
Eq. (3.2.1). Eq.. (3.2.1) means that the transition of a Markov chain 
from time t -1 to t is determined only by the conditional probability 
= It ! ' W • 
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If we denote by = j 1 = i} the one-step transi­
tion probability from state i to state j on the t^^ step, the 
one-step transition matrix of a Markov chain with state space S = 
fl; 2, —} is defined for t > 1 to be; 
at-ljt 
t-l,t 
^11 
t-l,t 
•id 
t-i,t t-i,t 
•21 •22 
t-i,t 
Pii ^i2 
where > 0 ¥ i e S, V j e S, and 
Z p'^T^'"'^ =1, V i e S . 
j G S 
Definition III-B-2. If is independent of t , then the Markov ij 
chain is said to possess stationary transition probabilities and is 
called a stationary (or homogeneous) Markov chain. If is de-
pendent upon t , then the Markov chain is called a nonstationaiy (or 
nonhomogeneous) Markov chain. 
Since the transition matrix of a stationary Markov chain 
has components satisfying 
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= p{x, = 31 = i} 
= = j I = ^0:^ u>0, V ieS and 
¥ j e S , 
we write as P for t > 1 . 
Example III-B-l: Let {X^ ; t = 0, 1, 2, ...] "be a Markov chain having 
probability transition matrix from time t-1 to time t of; for 
t > 1 , 
pt-l,t _ 
0.8 - o.l/t 0.1 + 0.2/t 0.1 - O.l/t 
0.6 - O.l/t 0.3 - O.l/t 0.1 + 0.2/t 
0.7 - o.l/t 0.3 - O.l/t 
Then {X^; t = 0, 1, 2, ...] is a nonstationary Markov chain. 
Theorem III.B.l. (Chapman-Kolmogorov Hentity) : For all nonnegative 
integers m and n and state space S = {1, 2, ...} 
m-rn E 
k e S 
m n 
It we denote by the matrix of n-step transition probabili­
ties p^j = P{X^ = j I XQ = i] , then Chapman-Kolmogorov Identity asserts 
that = p(™) . p(^), which is reduced to = P^^^ • 
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with the replacement of (m+i) by n for any m < n • Hence, 
p(") = p . = p . (p . p(n-2)) ^  ... = pP . In general, 
p(m,m+n) ^  p{x^^^ = j ] = i] is the (i,j)^^ entry of 
pm,m+l _ pm+l.m4-2 pm+n-l^m-m n >1 . This leads to the 
following theorem. 
Theorem III.B-2: For t > n > m > 0 . 
>,t) , J. . >,t) 
k e S ^ 
Let f(^) = (f^^\ ^ 2^^' —' f^^^) be a starting vector possessing 
the nroperty of Z f^^^ = 1 and f^^^ >0 V i , where f(^^ -
i=l ^ ^ ^ 
P{XQ = i} . f^^) is the probability distribution that a process 
[X^; t = 0, 1, 2, —} starts at state i . If a sequence of transition 
matrices {P ] , where P = P^ , and f^^^ are given, the proba-
n n=l & 
bilities of various outcomes of a finite nonstationary Markov chain 
{X^; t = 0, 1, 2, ,.,} with state space S = {1, 2, ..., N} can be 
determined as follows; for j e S 
N 
i) P{X^ = j] = 2 P{XQ = i] P{X^ = 0 1 XQ = i] 
i-1 
2 f(°) • . (?-2.2) 
i=l ^ 
Sk 
N 
ii) P[X = j] = z P{x, = k] P{X = j I X = k] 
k=l 
N N 
Z ( 2 P{X = i] P{X = k|X_ = i} ) 
k=l i=l ^ ^ ^ 
P{X2 = j i X^ = k] 
: : 4°' 42'"' 4'"'. (3.2.3) 
k=l i=l i 
and so on. 
Therefore, the distribution cf where the process is situated after n 
steps can be found from f^°^ = f^^^ - P^ - Pg — P^ , since 
?{Xo . Xi = ir \ " V 
= P{Xo = y P{Xi = il 1 Xq - y PfXj = is 1 XQ = IQ, x^ . 1^3 ... 
° ^n'^0 ° ^0' ° 'l' •••' *n-l ° 
= ff' S pf"'?. 
0 m=l m-1 m 
In some nonstationary Markov chains the vector converges to 
a fixed vector tt which is independent of the starting vector f^^^ . 
The limit vector tt is called the long-run distribution or the invariant 
probability distribution. 
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••• W con-
verge to a fixed vector tt for all m so that no matter- when the 
process starts, whether at time zero or time n-1, lim f= -
( 0 )  n - ^ = =  
independently of f^ ' . This convergence shows that the effect of 
f(^) is lost after a long time, so that it is often referred to as loss 
of memory with convergence. On the other hand, some vector f^^^ may 
not always be possible to have the behavior of both convergence and 
loss of memory together. For example, the probability of being in a 
particular state in n steps may be eventually independent of the ini­
tial state, but dependent on time n . This kind of behavior is re­
ferred to as loss of memory without convergence. 
The necessary and sufficient conditions for these two different 
long-run behaviors of nonstationary Markov chains can be formally 
established using the ergodic coefficient 3:(P^) for n > 1 which has 
been defined by Dobrushin (1956). The applications of the ergodic 
coefficient to stationary Markov chains are rather simple corollaries 
of results that relate to nonstationary Markov chains. 
Definition III.B.3 : 
a) A matrix A whose (i,j)^^ element is denoted by a., is 
called a stochastic matrix if a.. > 0 , V i and ¥ j and 2 a.. = 1, 
j eS 
V i . 
b) A matrix A is called a doubly stochastic matrix if a^^ > 0, 
V i and V j , Z a.. = 1 V j and Z a. . = 1 , V i . 
ieS ^ jeS 
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c) A matrix A is called a primitive matrix if a^^ > 0 and 
a™j > 0 for m > 1 , V i and V j . 
Therefore, if the transition matrix P of a Markov chain with 
S = [1, 2; —; If] is primitive, then after sufficient lapse of time 
the chain can stay in any state of the space, no matter which of the 
states it started in-
The transition probability matrices of inventory position process 
{IP^ ; T^ > 0 for k = 0, 1, 2, ...} under <nQ, r, T> and <R, r, T> 
operating models form, respectively, a finite positive doubly stochastic 
matrix and a nonnegative stochastic matrix with two positive columns 
and two positive rows. Therefore, finite primitive stochastic matrices 
will be mainly dealt with throughout this chapter. 
Let's define the norm of a vector f = (f^, f^, —) and the norm 
of a square matrix A = {a..} by, respectively, ||f]| = S jf.] and 
i e S ^ 
IIAII = sup 2 ]a. .{ , where S = {l, 2, ...] . Then, we will give 
i e S Ô e S 
the definition of another coefficient ô(P) , called the 6-coefficient 
of a stochastic matrix P , which has been used more frequently and 
conveniently than a(P) . 
Definition III.B.4 : If P is a stochastic matrix whose (i,j)^^ 
element is p^^. , then the delta coefficient of P is defined by 
6(P) = 1 - a(P) 
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where (p.^ - = inax(0, p^^ - p^.^) and 0 < ô(P) < 1 • 
The following theorem which has been proved by Paz (1970) is just 
stated without proof. 
Theorem III.B.3 : If A and B are matrices such that A + B and AB 
are well-defined, then 
d) ||kAji = )k| ||A|| ; where k is a constant. 
We now introduce an important lemma which can be used to prove the 
strong ergodicity of a nonstationary Markov chain. Its proof can be 
found in Isaacson and Madsen (197^ ) (see also Paz (1971))-
Lemma III-B-l: If P be a stochastic matrix and R be a matrix of the 
a) 1|A + Bll < ||A|| + ||B|1 
1!A • B|| < ||A|| + INl 
c) 6(AB) < 6(A) 6(B) 
j eS 
!1R • P|1 < llRil • 6(P) . 
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¥e will also state without proof the next theorem in Isaacson and 
Madsen (1976) in which the ergodic coefficient can be used to determine 
the weak ergodicity of a nonstationary Markov chain and the strongly 
ergodic behavior will be related to the transition matrices rather 
than the starting vectors. 
Theorem III.B.4: Let {X^; t = 0, 1, 2, ...] be a Markov chain whose 
transition matrix from tine t-1 to time t is for t > 1 • 
a) The chain is called weakly ergodic if and only if for all 
m > 0 • lim = 0. 
n —^ 03 
b) The chain is called strongly ergodic if and only if there exists 
a stochastic matrix G with constant rows (or a constant stochastic 
matrix) such that for all m > 0 , 
lim II - G il = 0 . 
n 
This theorem indicates that weakly ergodic Markov chains have the 
long-run behavior of "loss of memory without convergence" and strongly 
ergodic Markov chains have the "loss of memory with convergence" be­
havior after a long time. 
Mott (1957) has verified a sufficient condition for a nonstation­
ary finite Markov chain to be weakly ergodic with cr^ = max on 
j sS ^ 
the state space S = [l, 2 ,  N} ,  where denotes a least element 
of the column of a transition probability matrix P^ • 
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Corollary III-B-1: A nonstationary finite Markov chain is weakly 
ergodic if 
n , 
n (l - cr ) —^ 0 as n —^ co . 
t=l 
This corollary means that a nonstationary finite Markov chain is weakly 
ergodic if at least one column of is uniformly bounded above 
zero, that is, > a > 0 for all t . This condition is sometimes 
more conveniently used to determine the weak ergodicity for non-
stationary finite Markov chains. 
Note that for finite stationary Markov chains weak ergodicity is 
equivalent to strong ergodicity. 
We will now introduce a theorem which gives sufficient condition 
for a nonstationary Markov chain to be strongly ergodic. It relates 
strongly ergodic behavior to a nonnegative left eigenvector correspond­
ing to the eigenvalue 1 rather than the transition matrices. The proof 
appears in Madsen and Isaacson (1973)• 
Theorem III.B.^: Let [X^; t = 0, 1, 2, —} be a weakly ergodic 
Markov chain whose transition matrix from time t-1 to time t is 
pt Ijt^ for each t > 1 there exists a row vector such that 
^t pt-l,t ^  ^t ^ |j^t|j = 2 , and 2 |lrr^"^ - tt^H < » , then the 
t=l 
Markov chain is strongly ergodic and the strong long-run distribution 
of the Markov chain is tt where lim || -"^ - rr || = 0 . 
t > eo 
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Perron-Frobenius' theorems stated in Gantmacher (1959) assert that 
a nonnegative matrix A is primitive if and only if it has a unique 
maximal eigenvalue Xq in its absolute value, that is, if , 
i = 1, 2, —, is some other eigenvalue of matrix A , then jx^l < 
IXqI • Moreover, Xq is a positive, simple root of the characteristic 
equation and the corresponding eigenvector is positive. It is followed 
by a lemma, the proof of which appears in Isaacson and Madsen (1976). 
I,p.Tnmfl III.B.2 : The value 1 is not only an eigenvalue of all finite 
stochastic matrix P , but also it is the largest eigenvalue of P . 
These lead to the following theorem. The reader is also referred 
to Kemeny and Snell (1960), and Isaacson and Madsen (I976). 
Theorem III.B.6: If a ITxJlf stationary transition matrix P is primi­
tive, then the powers P^ for m > 1 approach a constant stochastic 
matrix G such that each row of G is the unique probability vector 
tt = ttg, . , tt.jj] satisfying ttP = rr and hence PG = GP = G . 
Proof: 
The proof is straightforward from Lemma III.B.2 and Theorem 
III-B.5-
A doubly stochastic matrix is a special type of general transition 
matrices- In view of Theorem III.B.6, a unique long-run distribution 
can be obtained from the transition probability matrices of inventory 
position process {IP^ 5 2 ^ for k = 0, 1, 2, ...} under the 
<n%, r, T> model. 
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Proposition III.B.l: Let and be NxN doubly 
stochastic matrices. Then, = P^ is also a NxN 
doubly stochastic matrix. 
Proof: 
Let a^j , and be the (i,j)^^ components of 
matrices, respectively, A^, P^ and . Then A^ = 
• implies that V i and V j , 
t ^ t-l,t t,t+l 
^ k=l ^ ' 
z a* . : : 
j=l ^ j=l k=l ^ ^ 
k=l j=l ^ 
= 1 , 
and 
i -i 
= Z 
i=l k=l 
= z 
k=l -kj i=l 
= 1 . 
Therefore, the proof is complete. 
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CoroTia-ry III.B.2: If the doubly stochastic matrix P for a stationary 
finite Markov chain with IT states is primitive, then the long-run 
distribution is the unique uniform probability vector 
Proof: 
The proof is straightforward from Theorem III-B.6 since U ^ = 1 
for i =1, 2, • ", E and t > 1 • 
It has been stated in the book of Isaacson and Madsen (1976) that 
weak ergodicity of nonstationary Markov chains with doubly stochastic 
matrices is the necessary and sufficient condition for the strong 
ergodicity. This is a simple corollary of Theorem III.B.5- However, 
since it is so important claim for nonstationary Markov chains corre­
sponding to the <n%, r, T> inventory system operating policy, we shall 
present the following theorem. 
Theorem III-B.?. Let {X^} be a finite nonstationary Markov chain with 
state space S = {1, 2, ..., N} • If the sequence of the corresponding 
CO 
transition probability matrices {P } are all doubly stochastic, 
11 1 then the chain is strongly ergodic with ^ and 
only if it is weakly ergodic. 
Proof: 
Define by P^™^ = P^ ' Pg " P^ for m = 1, 2, . • • It 
follows from Proposition III.B.l that P^™^ is also a Kxlî doubly 
stochastic matrix. Let G be a finite, constant stochastic matrix 
with identical row Tr = [ ^ ] . Under the assumption that 
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the chain is weakly ergodic, we can shew that tends to G as 
m —^•cs as follows ; for m > 1 , 
- G|| = llP^ • Pg ••• P^ - C-11 
= 1!(P^ - G) ' (Pg - G) (P^ - G)|! 
= t|(P]_ - G) ' (Pg . Pg ... P^ - G)j| 
= !l(Pj_ - G) . (Pg . Pj ... 1^)11, since (P^-G)-G = 0 
< ||P^ - Gj| . 6(P^'™) from Lemma III-B-l. 
Therefore, since the chain is assumed to be weakly ergodic so that 
6(p(^'™^) —>• 0 as m —> œ , its strong ergodicity is assured. 
On the other hand, if we write p^™^ = p • P- • P • • • P = 
G + , where is a matrix with each row sum equal to zero, then 
the strong ergodicity assumption implies that there exists a positive 
integer M such that given e > 0 , for m > M jjP^ • P^ * P^ * * * 
P - Gjl < e; that is, ||E || < e • Therefore, letting e . be the 21 '* lH Xjo 
(i,f)tb element of the matrix E^ , 
ô(I^) = 6(G + E^) 
( \ ) sup N S 
jg=l 1 ijg 
+ ®m, 
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< G . 
.*. The proof is complete-
We have so far studied on the convergence of general nonstationary 
Markov chains. In the real world, however, we may often see some regu­
larly fluctuating demands (for example, seasonal fluctuation). This 
case can be easily treated independently of the previous theorems-
CO 
If a demand process {IL ; T, > 0] appears in a cyclic pattern, 
k 00 
then the sequence of the transition matrices {?, ] of the correspond-
^ k=i 
.CO 
ing inventory position process {IP_ ; T, > 0} , for which subse-
^ i£=0 
quences converge even if the chain itself is not strongly ergodic, will 
have a trend such that the P^'s repeat themselves in a cyclic fashion; 
that is, = P^ for JL = 1, 2, d and n = 0, 1, 2, .-, 
where k = nd + £ and d is the number of system reviews within each 
repeating cycle - Therefore, we may be able to evaluate the limit dis-
CO 
tributions of subsequences of {IP_ } for f = 1, 2, d-
nd+jS n=0 
For example, if a demand pattern is seasonally fluctuated and so d = 4, 
then the limit distributions of subsequences of [IP„ , IP_ , IP_ 
1 5 9 
{^rn } IPtn } IPrn } {^rn } IPcp > ^rp } and 
^2 ^6 -^10 ^3 ^7 -^11 
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[IP , IP , IP„ , ...} can be computed. 
Tg Ti2 
The next theorem, which has been proved by Bowerman, David and 
Isaacson (1977), summarizes the idea of how to compute the long-run 
CO 
distribution of the cyclic nonstationary Markov chain {IP^ ; T, > 0] 
•^k k=0 
oa 
Theorem III-B-8: Let fP, ] be a nonstationary Markov chain such 
K k=l 
that = P^ for 2 = 1, , d and n = 0, 1, 2, ... Assume 
that = P^ • P^ • " P^ is strongly ergodic with constant matrix 
G, . Moreover, let G. = G. II P. for Jl = 1, 2, 3, d-1 . Then, 
a ii a 1 
if El = Pg • ^3 ••• ^d • ^1' = ^3 • ^4 ^d • ^1 ' ^2' 
R, - = P, • P- • P^ ••• P, - , there exist finite constants C 
a-x Q. ± d cL-± 
and 3 (O < p < l) such that for n > 2 
a) 11^ - G^i! < C f 
b) lls° - G J < C for i = 1, 2, d-1 . 
Proof: 
Under the strong ergodicity assumption of R^, (a) follows by 
Huang, Isaacson and Vinograde (1976). 
The inequality (b) follows since for i = 1, 2, ..., d-1 , 
- Gjl = ||(J^ Pj) - GJI, «here P^+z - ' -
9S 
= .n p, - i? p^l 
1=1 1=1 
< ||(Raf"^ - Gjl , since || H Pj = 1 
1=1 
< C 3^"^ , for n > 2 . 
The proof is complete. 
C. Limit Distribution of Inventory Position 
with Nonstationary Poisson Demand 
As is pointed out earlier, the long-run limit distribution of a 
nonstationary Markov chain is the row vector of a constant stochastic 
matrix G which is the limit matrix of nonstationary Markov matrices 
P^^^ in n steps as n —^ œ , if the chain is ergodic in the strong 
sense. Therefore, before trying to find such long-run distribution of 
nonstationary inventory position process {iPq, ; T, > 0} , the 
k k=0 
transition matrices of the process corresponding to the <nQ, r, T > 
and <R; r, T> inventory system operating models shall be constructed 
first under the assumptions made for this work in Chapter I, and then 
the determination on the ergodicity of the Markov matrices will follow, 
let an integer-valued process j t > 0} represent the number 
of demand occurrences by time t • The process is said to have non-
stationary independent increments if the random variables {D/, ^ n]. 
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defined in Section A of this chapter, are exclusively and mutually 
independent, and {D, . , for h > 0 does not have the same 
n-l^^ n'^J 
distribution as {D/, + -il (n = 1, 2, —)• When it is assumed 
^ n-l^V 
that a process {X^; t > 0} is a family of exponentially distributed 
demand inter-arrival times and the corresponding counting process 
has nonstationary independent increments, the process {N^} turns out 
a nonstationary Poisson process. This process can be illustrated by 
use of the mean value function E{N^} denoted by m(t) - m(t) is 
always assumed to be differentiable. Let X and X(t) be, respec­
tively, the mean rate at which counts are being made (or just intensity) 
and the derivative of m(t) (or the intensity function), that is, 
X(t) = ^m(t) . 
If the Poisson process t > 0} does not satisfy the condition that 
m(t) is linearly proportional to t with proportionality factor X , 
that is, m(t) = , it is called a nonstationary Poisson proc­
ess , or a Poisson process with nonstationary increments. 
Thus, we need to know a precise form of m(t) for the construction 
of transition matrices mentioned above. The approximate probability 
that at time t > 0 , one Poisson event occurs within time increment 
At is X(t) * At . Let (O, t] be a time interval such that there 
exists a large positive integral multiplier n satisfying n • At = t , 
so that XiZ' At) * At for £ = 0, 1, 2, —, n-1 represents the 
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approximate probability that such an event occurs within the time inter­
val (^ • At, (j£+l) • At] , or at time JL • At such an event occurs within 
time increment At - Denote by p^(t) the probability that one Poisson 
event occurs just within the time interval (jg • At, (i+l) * At] over 
time range (O, t] , so that for JL = 0, 1, 2, —, n-1 , 
Pjj(t) =[l-\(0)-At] [l-X(At)-At] ... [1-X((^-l)-At)At] [X(X*At)-At] 
• [1 - X.(  J&+l)' At). At] [1 - X( (n-l). At) • At]. 
Denote by 8(t) the probability that one Poisson event occurs anywhere 
over the time range (O, t] . Then, since possible time intervals for 
such event occurrences are not overlapped each other, p^(t) for all 
£ are the probabilities of disjoint random events. Therefore, 
G(t) = ' lim 
n —>• 
n-1 
2- P,(t) 
j&=0 ^ 
or 
lim 
At 0 
n-1 
2 
i=0 
P^(t) 
We shall show that as At —> 0 (or n —y a) , 6(t) tends to the 
Poisson distribution, from which the mean value function m(t) is to be 
identified. 
Define by 
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D(t) = [l-X(0)*At] [l-X(At)-Àt] [1-X(2*At)-At] ... [1-X((n-l)-At)-At] 
n—1 
n  [1 - X(f'At)'At] . 
1=0 
When each p^{t) is multiplied by the relevant unit value 1 h 
[1 - X(i*At)-At]/[I - X(X-At)-At] ; Pj{t) is set equal to the product 
of [X(j6'At)-At] / [1 - X(-£*At)-At] and the common term D(t); namely. 
[X(jJ-At)-At] 
P.(t) = D(t) 
[1 - X(j&-At)-At] 
Therefore, letting 9(t) = lim 9(t, At) , 
At -> a 
n-1 
G(t, At) = Z P.(t) 
2=0 ^ 
n-1 [X(j0-At)-At] 
S D(t) 
2=0 [1 - X(4'At)-At] 
n-1 [X(2-Aô)-At] 
D(t) • 
2=0 [1 - X(2-At)-At] 
Let ^ = inf X(x) and X = sup X(x) for 0 < x < t . Then, 
n-1 
D(t) • Z [X(i*At)-At] [1 - X - At] < e(t. At) 
2=0 
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n-l _ _n 
< D(t) 2 [X(jî-At)-At] [1 - X • At]" • 
je=o 
Taking limit, 
n-1 
[ lim D(t)}-{ Z [X(j^*At)'At]]'{ lim [1-X ' At] ] 
At -> 0 At —>• 0 Z=0 At —> 0 ~ 
< lim G(t, At) , (A) 
At ->• 0 
and lim 9(t,A) 
At —> 0 
n-1 
<{ lim D(t)3 { lim Z [X(^* At) • At]} * { lim [1-X-At] 
At —> 0 At —^ 0 jÈ=0 At —^ 0 
(B) 
where lim and lim mean, respectively, lim inf and 
At —^ 0 At —^ 0 At —> 0 
lim sup . 
At —>• 0 
Since 
n-1 t 
lim S [X(>S* At)*At] = J X(x) dx , and 
At 0 £=0 
lim [1-X * At] ^  = 1 = lim [1 - X • At]~^ , from (A) and (B) , 
At 0 ~ At 0 
t 
lim G(t, At) < { lim D(t)} J X(x) dx < lim @(t. At) 
At —> 0 At —> 0 Q At —> 0 
Therefore, 
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t 
lim e(t. At) = { lim D(t)} J X(x) dx . 
At -> 0 At 0 0 
Given e > 0 , it is possible to choose 6 such that for At < 6 and 
0 < X < t , X(x)-At < e and 
1 
e~^~® < [1 -X(x)- < e"^^^ , (e' is arbitrary), 
which is true from 
[1-X(x)-At] = [{1-xW-A^^ s-x(x)at ^ 
as At —? 0 . 
Thus 
g(-l-e') [X(x)At] < [1 - X(x)-At] < e(-l+s') [X(x)6t] ^ 
and so. 
n—1 
(-1-®') 2 X(-^*At)-At 
e < n [l-X(^'At).At] 
n-1 
 
z=o 
n-1 
(-1+e') 2 X(4'At)-At 
< a , (C) 
n—1 
lim D(t) = lim 11 [1 - X(i*At)*At 
At —^ 0 At —> 0 Z=0 
- J X(x)dx 
= e , from (C) . 
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0(t) = lim 9(t, At) 
At -> 0 
t 
- J X(x)dx ^ 
= e 0 * J X(x)dx , 
0 
which shews the mean value function 
t 
m(t) = E{3!tj.} = J \(x) dx . (3-3-1) 
0 
Let [Tj^; k = 0, 1, 2, ...] be a sequence of time intervals corre­
sponding to an inventory system review periods with = 0 . Then, the 
mean value function m(l^^^) , where represents a time interval 
(T^, ^ k+1^ corresponding to a Poisson demand counting process 
D,m m -I during the (k+l)^^ review period, is 
I k' k+lJ 
= E{N - N } 
k+1 k 
\+l \ 
= J XCx)dx - J XCx)dx , from Eg. (3-3'l) ^ 
0 0 
Vl 
= J X(x)dx , (3-3-2) 
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P[N - E = n} 
k+1 k 
k+1 
J X(x)àx 
k+1 n 
• ( J X(x)dx) 
T, 
(3.3.3) 
n. 
It will be Tjroved in the next section that {IP } and {D/ _ 
^k l^k' k 
h>0} (k = 0, 1, 2, •••) are mutually independent of each other. 
Then, it follows from EQ. (3-3-3) that for T < § < T + s 
\+i " j = 1, 2, q , 
I'llF = r + j, D, . = m] = P{IP^ = r + j, IT - K_ = n] 
^k ^k \ ^ ^k 
= P{IPm = r + j} P{ir - îf = n] 
\ k'S ^k 
e ^ • [ J X(x)dx:] 
T 
= P[IP =r+j3 • . (3.3.4) 
k n.' 
Since = IP^ - (^ = 0, 1, 2, ... ) , if the 
asymptotic limit distribution of IP^ is known, the asymptotic limit 
"k 
ICA-
distribution of HIS^ can be computed by the relation in Eq. (3'3'k), 
so that finally the expected average annual cost analysis can be derived. 
In fact, the Markov chain theory discussed in the preceding section can 
be directly applied to solve for the asymptotic distribution of 
{IP ; T > 0}® . 
k=0 
Using the independence assumption on demands during different re­
view periods and also in view of the fact that {IP^ } and ^ 
h > 0} (k = 0, 1, 2, .. • ) are mutually independent of each other, we 
shall show that the intensity function X(t) of nonhomogeneous Poisson 
demand process yields the parameters of the nonstationary Markov chain 
process for inventory position under <nQ, r, T> and <R, r, T> 
models. It is sufficient to show that the sequence of demands, 
D/_ „ -| , during the corresponding review period [I. directly 
^^k' k+lJ 
affects the next relations to follow: 
(A) 1 IF , h.-!' ^0^ 
k+1 k k-1 0 
= = W1 = V 
for i^ e S = {r + 1, T + 2, —, r+Q} or S = {r + 1, r + 2,...,R], 
¥ k , 
(B) P{IPy^^^= i +^2 1 = W ^ " \+l 1 ^T^+h " V ' 
for h > 0 . 
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In order to show the equality of (A), we can use the relation, 
• \ 1 " Vl"^ • " ^k+1 ) " ^k-1/ 
as follows ; 
° ° ° ° ' ^\-l ' 
= ° Vi' " ° 
" \+i^ 1 ^\-i " 
where f(i^y ^+1^ is the functional measure for demands during the 
(k+l)^^ period which get IP„ equal to i^ given IP„ = i, , and 
^k+1 k 
PflP^^ . 1 = W -^{^(T^.^,T^] = I = W 
whence 
, " \J ' " hs.^  ^ T " \-l^ k-1 k k-1 
° ^'^\+i ° ° • 
SiMilarly, I ' 4.' = Vl' = ^-2^ 
= P{IP^ = L , I IPrn = L } , and so on-
^k+1  ^ -^k ^ 
For the relation of (B), without loss of generality, we consider 
the case, i^ > i^^^^ , in which the demand ^ j = i^ - i^_^^ is 
needed for the transition of inventory position of going from state i^ 
to state i. , • Then 
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\+i 
-J X(x)dx 
T^ ^k+1 \ k+1 
e - ( J X(x)dx) 
~ \+l^' 
from Eg. (3-3-3) 
jjiijewise, 
P{IP, 1 jv, ^{^/'rn J.V, rp u.'kl ~ V^j-T ^ 
"k+1 ' ^ T^+h "k' " ^^(Tj^+h,T^^^+h] -"k " ^ k+1' 
J 
^k+l+^ 
^ X(x)dx 
+h ^k+l+^ 
(  J  X (x )c l x )  
^k"\+l 
" ^ k+l)' 
However, since (N^, } is assumed a Poisson process with nonstationary 
•^k 
independent increments, X(t) is not linearly proportional to t , 
with proportionality factor X • Therefore, 
k+1 
J X(x)d% / J xCx)ax -
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Hence, (A) and (B) hold, so that the process >0 for k = 
0, 1, 2, —} is a nonstationary Markov chain. 
We shall first compute the transition probabilities of the non-
CO 
stationary finite Markov chain {IP„ ; T, >0} (T_ = O) with the \ ^  ~ k=0 0 
finite state space 8' = [r + 1, r+2, r+Qj or S = {1, 2, Q} 
for the <nQ,, r, T> inventory system operating model-
Recall that under the <n%. r, T> model, an order is placed at 
a review time (k = 0, 1, 2, ...) if and only if the inventory 
position {IPm } of the system is less than or equal to r • If IF 
k -^k 
< r , then a quantity nQ, (n = 1, 2, 3^ • • • ) is ordered, where n is 
chosen such that r < IP + nQ < r+Q . Therefore, immediately after a 
k 
review, the inventory position will be in one of the Q, states r + 1, 
r"î"2, ••*, Q • 
Denote by p, . . the transition probability of going from state i it, ij 
to state j in the (k+l)^^ step (or during the (k+l)^^ review period 
(T^, ) given that the process was in state i at time 
namely 
Pi. = r + j 1 IP = r + i] for k = 0, 1, 2, ..., 
^k+1 \ 
and all i,j e S . 
If j < i , this transition probability exists only when {i'Q + (i-j)] 
(jl = 0, 1, 2, units have been demanded in the interval (T^, ' 
that is, D/_ ^ -| = Z'Q, + (i-j) for all i,j e S . On the other 
I k' k+lJ 
hand, if j > i , the transition probability exists only when 
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D/„ _ n = J&'Q, + (i-j) (Z = 1, 2, ... I all e S). Otherwise, the 
I k' k+lJ 
probability is zero-
Based on the above two different kinds of demand impact on inven­
tory positions, the corresponding transition matrix , say, is con­
structed in Table III.l- For notational convenience, denote by . 
K, 1 
the probabilities of [i + i-Q} units demand occurrences during the 
(k+l)®^ review period for ^ = 0, 1, 2, — and i = 0, 1, 2, ..., 
Q-1 , namely, 
œ 
2 PfL,_ _ ^ = i-Q + i] = ,, for i = 0, 1, 2, q-1 . 
[0 .} is notified in Table III.l- So, it is easy to determine that 
K, 1 
the transition probability matrix is doubly stochastic. The matrix is 
composed of all positive entries. Therefore, the matrix is primitive-
CO 
Hence, if the nonstationary Markov chain {IP„ ; T. > 0] is 
^k ^ k=0 
weakly ergodic, then it follows from Theorem III-B.y that there exist 
a limit constant matrix G , each row vector TT of which is uniform; 
that is. 
~ " ^^r+l' ~r-i-2' ' ' "r+Q^ 
= ( ' (3-3-5) 
If we consider the chain [IP_ ] associated with the nonsta-
^ k=0 
tionary (or nonhomogeneous) Poisson demand process [D, „ , in 
l^k'^k+lJ 
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Ill 
which the transition probability matrices, denoted by , repeat 
themselves in a cyclic fashion such as = P^ (4 = 1, 2, d; 
n = 0, 1, 2, . t hen since the P^'s are primitive it can be veri­
fied in view of Theorem III-B.8, or Corollary III-B.l and Theorem 
III.3-7 that the lorg-run limit distribution of [IPm ], denoted by TT , 
is also uniform; that is, 
~c "  ^è' è' è ^ ' (3-3-6) 
the direct use of Theorem III.B.8, we can get the above result, 
d 
since {R, = HP-} is strongly ergodie and the constant matrices 
^ £=1 ^  
f = 1, 2, ..-, d] are composed of all the same row vectors 
rr = ( under the <nQ, r, T> model. 
In order to apply Corollary III-B.l, denote by cr^ a least element 
of the column of P^ for j = 1, 2, ..., Q, . Then, from Table 
III.l 
. eo 
a = min [ S P {D, -, = mft + i}] 
^ i g I m=0 k' k+l-* 
min {0, .} over the set I = {0, 1, 2, ..., Q-l], 
iel 
for j = 1, 2, •••, % . 
Therefore, 
k k 
a = max {a.} over J = [1, 2, ..., Q] 
j eJ ^ 
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= max [ min .}] 
j  eJ iel 
= min % .} 
iel 
Thus, a > min P[D,n m n = i] over I = {0, 1, 2, , Q-L} , 
iel ^^k'^k+1-^ 
for k = 0, 1; 2., 
\+l 
- r \(x)dx m 
. T; ^k+1 
e -[J* X(x)dx] 
T,. 
Moreover, since P{D/ _ -, = i] = 
l^k' k+lJ 
there exists a value a > 0 such that 
a = min r{D/m m n = i] 
iel ^-^k' k+l-' 
= min P{D/ _ = i} , 
i GI ^ nd+^/nd+j^+l-' 
where k = nd+i = 1, 2, d; n = 0, 1, 2, 
since E^'s repeat themselves, 
> min P[D/m m n = il > 0 over L = {1, 2, • • •, d] 
iei 
£ e L 
> CT > 0 . 
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Therefore, the chain {IP„ ; T, > 0] is weakly ergodic referring 
k k=0 
to Corollary III.B-1, and the uniformity result follows by Theorem 
Under the stationary finite Markov chain assumption of the process 
T > 0 and k = 0, 1, 2, ...} , where T is the constant system 
review period, the next equality follows; 
P{lP^k+l)T " I ^kT = r + = ^^^2T = 
(k = 1, 2, —), for all i,j s S • 
When we let p.represent the transition probability of going from 
ItJ 
state i to state j ^ Corollary III.B.2 is directly applied to get 
the long-run limit distribution ^ ^ ] , since the tran­
sition probability matrix is primitive. 
Hence, we conclude that Theorem III.B.7 is robust for the <nQ,, r, T> 
model, because whatever the demand distributions are they will be formed 
CO 
into the corresponding doubly stochastic matrices for {IP ; T, >0} 
^k k=0 
and thence the uniform limit distribution will be achieved-
Now, we shall study on the transition probabilities of the non-
CO 
stationary finite Markov chain {IP_ ; T, > 0} with the state space 
^k k=0 
S* = {1, 2, ..., R - r] under the <R, r, T> model-
Recall that under the <R, r, T> model, if the inventory position 
{IP^ 1 at a review time T^ (k = 0, 1, 2, —) is less than or equal 
to r , then an order is placed immediately after the review time to 
bring the inventory position up to R . 
ni; 
Define by p, = ?{!?_ =r+jl IP = r + i} for an i, j e S* 
-""k+l k 
and k = 0, 1, 2, ... Then, the positive transition probability exists 
only when at least one of the following conditions is satisfied: 
(a) For j < i and j ^  R-r, D/ _ -, = i - ô for all 
l^k'^k+lJ 
i,j s S . 
(b) For i ^  H-r and j = R-r, D, -, = ji + i for an 
^ -^k^ •^k+1-' 
i e S* and f = 0, 1, 2, ... 
(c) For i = j = E-r, D/ „ i = [0] 
V-^k+1^ 
= [JL -r (R - r)} 
for 4 = 0, 1, 2, ... 
Otherwise, the transition probability is zero. The corresponding transi­
tion probability matrix P, , composed of the coarponents {p. . .] , is S. 
established in Table III.2. As was done for the <nQ, r, T> model, 
let 6, . represent the probability of i demand occurrences during k,i 
the (k+l)^^ review period; or formally, 
^ rp 1 = ij ^0- k = 0, 1, 2, ... 
[0, .} are shown in Table III.2. k,i^ 
We shal 1 investigate the transition probability matrices {P^^} 
concerning primitivity and ergodicity (existence of a long-run limit 
distribution). The matrix of Table III.2 shews that column "R", 
column "r +l" and the first two top rows are composed of an positive 
ïablo IJI.!'. TrHtidll.loti matrix f<i' 1 for <H. r. T ^  model 
kil 
R-l-rl p{n P{1) PfD 
Y. P{I) : 
i.0 
H-l-r H-2-r 
r, P(D = JH( H-l-r)1 
1^ 0 \ R-1 
R-2-r 
R-2 
rtl 
Note : 
^k ('''k'''ki]l 
22.6 
entries, and the diagonal elenents are all positive, too. Therefore, it 
is easily determined that each transition matrix is primitive. 
Moreoever, Theorem III.B.6 insures that each transition matrix 
has the unique left eigenvector corresponding to eigenvalue 
CD 
1. Therefore, if the nonstationazy Markov chain {IP^ ; T, >0] 
k k=0 
under the <R, r, T> model satisfies the weak ergodicity in Theorem 
then "by Theorem III.B-5 the long-run limit distribution of 
CO 
} can be computed; namely, 
k k=0 
lim i|rr, - ttII = 0 . 
k —^ CO 
The possible cyclic behaviour of demand patterns can also be taken 
into account for this <R, r, T > case. For example, a seasonal trend 
CO 
of Poisson demand process {N, ; t > 0} may affect the {IP^ ; T, <0] 
^ -^k k=0 
to be kept in the seasonal fashion with d = ^ . 
From the transition probability matrices P^. 's shown in Table 
III.2, it is easily checked that = P^ - Pg - P^ « is composed 
of all positive entries. Recall that a stationary finite Markov chain 
is strongly ergodic if and only if it is weakly ergodic. Therefore, 
the stationary finite transition matrix R^ is strongly ergodic, so 
that it will converge to a constant matrix, (say). Hence, the 
application of Theorem III.B.8 and Theorem III.B.6 to these problems of 
cyclic demand patterns will determine the constant matrices [G^; JL = 
1, 2, 3, h) denoting the seasonal long-run limit distribution of 
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{IP ;T >} (or {IP ; Tnd+, > 0, 4 = 1, 2, d and 
•^k ^ k=0 nd+JL  ^
n = 0, Ij 2, •"*})• 
The above claim can be illustrated with the case of the convergence 
of the inventory positions at the end of every second season, in which 
the sequence of {P , T , T , IL , •••} converges to 
2 6 10 i<-n+2 
(say) as n —^ œ . Denote by the transition probability matrix 
of the {IP- ; d = ^} for the second season in the n"^^ year. Then 
nd+2 
= (P^^'Pg) (P^'Pi^.P^^'Pg) (PyPi^'Pi'Pg) ... 
(n -1) repetitions 
= (p^.pg.p^.p^f-^ (P^^'Pg) 
= (P^-Pg) . 
Therefore, if (R|^)^ converges to as n —>• œ , then con­
verges to Gg = ' (P^^.Pg) as n —> co , which means that the con­
vergence follows by Theorem III-B-8-
As was done under the <nQ,, r, T> model, the following investiga­
tion verifies that Corollary III.B.l can also be used to determine the 
CO 
weak ergodicity of the chain {IP^ ; T, > 0] under this <R, r, T> 
k k=0 
model, since one of the entries in column "R" will become the positive 
maximum value among entries chosen as the least element from each column. 
Therefore, 
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= 
= min [P{D/_, „ -i =0} + 2 P{D/_ „ -, =m + (R - r)} 
iel ^^k'^k+1^ m=0 ^V-^k+1^ 
2 P[D/_ _ -| - m + i}] J 
m=0 ^ k" k+lJ 
over the set I = {0, 1, 2., . R-3-r, R-2-r, R-l-r] 
min [P{D/ _ -,= 0] + S P{D, ^ ^+m+(R-r)}. 
iel nd+ji' nd+ja+l-" m = 0 nd+jJ, nd+i+1-^ 
2 P{D/_ rp -1 - m + i}] 
m=0 ^ nd+4' nd+f+l-' 
where k = nd + <2 (4 = 1, 2, d; n = 0, 1, 2, ...) 
> min [P{D/_ „ -, = 0} + S P[D,m m -i = m + (R-r)} 
iel m=0 
-£ e L 
Z P{D'_ - - = m + i}] , 
m=0 ^ 4' 4+1^ 
over L = {1, 2, 3, ..., d} 
= a (say) . (3'3-7) 
Hence, it follows by Corollary III-B-l that the nonstationary Markov 
CO 
chain {IP_ ; T >0; 4 = 1, 2, d] is weakly ergodic, 
nd+£  ^ n=0 
since > CT > 0 shown in Eq- (3*3-7)-
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In the case of the stationary finite Markov chain T > 0 
and k = 0, 1, 2, •••} under the <R, r, T> model, the long-run 
limit distribution can be computed directly from the corresponding tran­
sition probability matrix , say, consisted of {P„ . } for all 
i,j e S* . p .. is defined to be i, 
-T,ij ^^^(k+l)T 
= P{IPg^ = r+ J 1 IP^ = r+ i} for all i,j e S* and 
k = 0, 1, 2, 
In fact, the nonstationary finite transition matrix [P, } in Table 
k=0 
111-2 can be considered as P^ by fixing the time index invariant, 
where T is a constant review period. For example, (k+l)T] ~ 
instead of [D/„ „ ^ = i-j] , will denote the (i-j) demands 
k' k+1-^ 
during the (k+l)^^ review period. It was discussed earlier that the 
stationary transition matrix P^ is primitive and hence strongly 
ergodic, since a stationary finite Markov chain is strongly ergodic if 
and only if it is weakly ergodic- Thus, there exists the unique long-
CO 
run limit distribution rr = {IP^^; T > 0} 
or the left eigenvector tt for the matrix P^ corresponding to the 
eigenvalue 1. The same result also follows directly by Theorem III.B.6. 
By the way, the system of equations TTP^ = ~ has infinitely many 
^ R 
solutions. Therefore, the second condition 2 tt. = 1 must be applied 
i=r+l ^  
to solve for the unique long-run limit distribution rr . 
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In view of the matrix in Table III-2, it will be easier for us to 
* R 
solve the system of (R - r) equations TrP_ = rr and Z TT. = 1 , 
^ i=r+l ^ 
where is the (R-r) x (R-r-l) matrix reduced by removing the 
column "R". With this reduced system of equations, we shall determine 
the closed form of solution vector tt . Following is the system of 
equations the computations will start with; 
R ^ 
2 TT. = 1 and from Table III.2 , 
i=r+l ^ 
®l'^R-'®0'Vl = Vl 
83'^ + *2-na_i + 8i.Tb_2 + e2'Tb_2 = 
®R-2-r"^R ®R-3-r*^R-l ®R-4-r'"R-2 ^  ''' ^ ®l"^R+3 ^ ®o"^r+2 ^r+2 
®R-l-r'"R ®R-2-r"^R-l ®R-3-r ^R02 ^  ''' ^ ®2"^R+3 ®l"^r+2 
^ ®0'Vl " Vi ' ^ 
(3.3.8) 
Solving for tl, . (i = 1, 2, R-l-r) in terms of tt- , we caji get l\"l K 
the following set of equations for which the coefficients have a 
recurrence relation; 
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C^-V'^R-l = 
e. 
(i-eo^'V2 = ®2*"R^WI = (®i' iirg^ + 
(l-0O)'T7J^_2 = ®3*'^R "*" ®2'~R-1 ®1""R-2 
" iTg^ ^ ®2^ ^ ®2" ^ iTg^ ^ ^ 
(3.3.9) 
(l-0o)-rTj^_4 - 02,'-^ + ®3'^R-1 ®2'^R-2 ®l'~R-3 
©. ef © -9, 
®2 • t( ) -^ ejî 83- ( ) • % 
- C®1* ( 1 _g_ )(( 1 )( 1 _0^ ^  Gg) * ( 1 -e* ) 
and so forth-
Let K. denote the coefficients of rr^ in equation tt^ . (i = 1, 1 K IV"-1 
2., —, R-l-r). Then, Eq. (3-3-9) can be simplified as follows: 
(1 - Sg) = 9]^ 
+ e. (1 - »o' ^  = ®i • • -2
(1 - Oo) K3 = 9i • + 9^ • + 03 
(1 - 9o) iq^ = • Kj + 9^ • Kg + 93 • Ki + Sj. 
122 
(1 - S^) • K, = z e • , (Ko = 1) 
Thus 
2 0. • K, , , (K^ = 1) 
° ^ -®o j:i "3 "i-J ' "'0 (3.3.10) 
for i = 1, 2, . R-l-r 
Thence, 
R 
1 = Z tt . 
i=r+l ^ 
R-1 
= {( Z K.) + 13 
i=r+l 
tt 
R 
Hence, 
R 
1 + 
R-1 
Z K. 
i=r+l ^ 
• TT.j^ (i - 1, 2, '•'} R-l-r) 
J 
(3.3.11) 
These tt_ . (i = 0, 1, 2, .•., R-l-r) in Eg. (3.3.II) can be easily K—1 
computed on a Digital Computer once the probabilities GL's (i = 0, 1, 
2, —, R-l-r) are known. Another approach to general nxn matrix 
problems has been suggested in Isaacson and Madsen (1976). 
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D. Long-Run Expected Average Annual Cost 
Recall the assumptions made in Chapter I that demands occurring 
when the system is out of stock are backordered, units are demanded 
one at a time, and procurement lead time is constant T • We don't 
need to place any additional condition on T such as T < for 
k = 0, 1, 2, •••• The reason is that even if an order placed at the 
(k-l)^^ review time is not arrived until the next review time , 
the decision on whether an order has to he placed at the time will 
depend upon {IP„ } and [D/ , where , = IT - U 
^k-1 ^Vl'-k-l l^k-l'^k^ ^k Vl 
for k = 1, 2, with [If, denoting a nonstat ionary Poisson 
t=0 
process representing customer demands "by time t • We want to make one 
additional assumption for these periodic-review systems that demands in 
different periods are independent random variables. 
With the background about the long-run limit distributions of 
{IP„ j T-u > 0 for k = 0, 1, 2, ...} discussed in the previous section, 
k 
we are about to find the distribution of {NIS^ for § > 0 which 
k ' -
can be immediately used to determine the expected on-hand inventory 
E[OHL _] and the expected backorders E[30„ _] , at time T, + § , 
^k ^ ^k S ^ 
in light of the following relations; by definition, 
and hence, 
12^ 
(3't.2) 
= BO^ _j_ç ^ otherwise • 
Then, using the cost factors discussed in Chapter II, we shall formulate 
cost functions under the periodic-review models, <nQ,, r, T > and 
<R, r, T> , the minimization of which is the criterion to determine 
the corresponding optimum operating policies. 
1. The formulation of the <nQ,, r, T> model for the backorders case with 
nonstationary Poisson demands and constant lead times 
Treating the inventory levels as discrete variable as well as the 
demand variable, we shall first prove that {IP„ ? T, > 0 for k = 0, 1, 
k 
2, • • •} and j T^ > 0 for k = 0, 1, 2., and § > 0} 
are mutually independent of each other-
Recall that under the <nQ,, r, T> operating doctrine, for k = 0, 
1, 2, ... an order is placed at a review time T^ if and only if the 
inventory position IP_ of the system is less than or equal to r . 
k 
If IPm S ^ ' then a quantity nQ is ordered, where n is chosen 
k 
such that r < IP + nQ < r+Q for n = 1, 2, 3, Thus, immediately 
•^k 
after a review, the inventory position of the system will be in one of 
the Q, states r + 1, r + 2, •••, r+Q . Therefore, the problem under 
this model is to determine the optimal values of Q, r and T which 
minimize the objective cost function to be derived later. 
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Let {n.} be a seauence of nonnegative integer multipliers of 
^ i=l 
Q, for nossible ordering at each review time T. and [K. .} (j = 1, 
^ i=l 
2, —, Q) be a subsequence for which there exists {n^^; ^ 2.^' —^ 
associated with the ordering decisions which locate IP^ at a level 
k 
r -r j . Defining = Z * Q represents total amount 
of order placed by time . If an inventory system starts with IPQ H 
r + i (i = 1, 2, —jQj and s O) , then total amount stored in 
by time on the books will be equal to (r+i) + • Q, • Since 
{total amount stored in on the books until immediately after the k^^ 
review time T^] minus [cumulative demand by T^] equals to {inven­
tory position immediately after T^} , following equality follows; 
{(r + i) + Q} - {D(Q^2 ]] = r + j; (j = 1, 2, Q). 
• • D/. m - M. . ' % + (i-j) } fo2r M . - 0, 1; 2, 
TO,T^T TTJ -KJ (3.4.3) 
In other words, - Q+Ci-j) is the cumulative demand by time 
which gets the inventory system to end up with IP_, = r+j . 
k 
Before proceeding to the next step, the following definition is 
needed; for m = 0, 1, 2, . 
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= 0 ; otherwise • 
Theorem III.P.l: For the periodic-review <nQ, r, T> inventory system 
with nonstationary Poisson demand, constant lead time T > 0 and pos­
sible "backorders, and also with IPQ = r + i (i = 1, 2, Q,) , 
P{lPj^= r+j, ' 
(m, Ic = 0, 1, 2, * * * 3 and J =1, 2, •••, Q)* 
Proof: 
5y use of the same idea applied in Theorem II.C.4, 
^ ^(\,T^+§] = 
 ^ — 
_' - S + (1 -3)1 
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• V5] ° 
= P{IP^ = r + j} P{D (T^,V§] 
= m} 
Therefore, it is proved that [IPrp } and {D 
independent of each other. 
— '-(Tk>V§] 
-|} are mutually 
In order to compute the probability distribution of [NIS^ 
CD 
T, > 0 and § >0] , we need define the following relation; for 
k=0 
5 - 1^ 2, ' '  • }  Qj 
P{IP^^, r + j, ^(T^,T^+§] -j -s] ; 
= 0 , 
k'"k 
if j > s 
otherwise. 
(3.4.5) 
Referring to Eq- (3-4.1), 
P{K[Sm ^  = r + s} 
Q 
= 2 P[IP_ = r + j, D, ^ . = j - s} 
j=l k I k'-k 
for s = Q, Q-1, Q-2, 
Q 
= 2 P{IP = r+j] P{D, m +_n=j -s] 
j=l \ I k'^k 
+ 
from Theorem III-D.l and Eq. (S-^o)- (3.4.6) 
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CO 
If we assume that ; T, > 0} forms a weakly ergodic Markov 
k k=0 
chain, then its long-run limit distribution is uniform as shown in Eg,. 
(3-3-5)- If a demand process appearing in a cyclic fashion such as 
^nd+i ~ I (4 = 1, 2, d; n = 0, 1, 2, ...) is taken into account, 
the same uniform long-run distribution is also achieved in light of 
Theorem III-B-S, or Corollary III-B-l and Theorem III.B.7 since for all 
k the k"^^ transition matrix shown in Table III.l has at least one 
uniformly positive column (i.e., a^>a>0). Therefore, for the non-
CO 
stationary Markov chain [IP_ ; T, >0] which is weakly ergodic or 
"k ^ k=0 
appears in a cyclic fashion, the same objective cost expression will be 
obtained in Eq_. (3.4.20). 
From Eq.. (3-4-2) and Eq. (3.^.6), 
P{OH^ - x] — P{NISJ,^ - X} , for x - 0, 1, 2, 
= 2 P{lPm = r+j, D/ n = r+j-x]^ 
J=1 ^k l^k'^k 
% + 
= Z =  r+j] P{D, T +ET = r + j-x] . ( 3 - 4 . 7 )  
j=l k ^V^k 
CO 
.-. E[OIL +c] = Z X • P{OH_ = x} 
k - x=0 k ^ 
œ Q 
= S X . S P{IP„ = r + j] P[D/ _-,=r + j-x} 
x=0 j=l ^k l^k'^kSJ 
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Q => + 
2  S x .  P { I P „  =  r  +  j ]  P [ D ,  n  =  r  +  j  - x }  
j=l x=0 \ I k'^k 
Q, r+j 
2 2 X • P{IP„ = r + j] P{D, n = r + j -x] 
j=l x=0 ^k l-k'^k 
Q, r+j 
2 2 (r . j - y) P{IP = r + j] P(D, . = y] , 
j=l y=0 \ ^ V^k S J 
where y = r + j - x 
% r r+j 
2 P{IP = r+j] L(r + j) 2 P{D,^ . = y] 
j=l ^k y=0 l-k'^k 
r+j -s 
- 2 y • P[D/_ ^ ç-| = y]J • (3-^-
y=0 ^ k' k 
Thus, the long-run expected average number of unit years of on-hand 
inventory (storage) is 
Q r+j 
lim E[OW ] = lim 2 P{IP = r + j] [(r+j) 2 • 
k —^ CO k —œ j=l k y=0 
r+j 
° ^ Vl] ° 
Q, r+j 
= 2 [ lim P{IP =r+j]] lim [(r + j) 2 • 
j=l k —> 00 k k —^ ® y=0 
" yîo ° 
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1 Q. r+j 
= § Z lim [(r + j) 2 P{D, ? =y] 
y j=l k—> c =  y=0 l^k'^k'SJ 
r+j 
- 2 y • P[D, . = y}] , (3.4.9) 
y=0 ^-^k' k 
from Eg.. (3.3«5) • 
IJote: If a review takes place at time , then the next review 
will take place at time or , where AT^ = ^ k+1 ~ ^k ' 
Everything on order immediately after the review at time will arrive 
in the system by + T , but nothing not on order can arrive before 
time + T or + T • Therefore, we shall consider the 
range of § between T and. AT^ + T • 
The long-run expected average number of unit years of on-hand 
inventory inciirred per year, denoted by E[OH] q^ , can be computed as 
follows ; 
E 1 T+AT^ 
E [0H]^_ = lim k!o  ^ V JnQ = . (3.4.10) 
K ^  œ K 
We can also use the probability distribution of [UIS^ in 
Eq. (3-4-6) for computing E[BO^ _j_^] • From Eq.- (3.4.2) and Eq. (3-4.6), 
P{BOj^^^=x} = = -x} for X = 1, 2, ... and T < | < T+ AT^^ 
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% + 
E P[IP = r  + j, D, -,=r + j+x} 
j=l \ I k' k 
Q 
2 P{IP = r + j] PfD, m +_i = r + j+x] (3^.11) 
j=i \ l^k'^k 
E[BO ._] = Z X P{BO = x} 
x=l k ^  
00 Q, 
s x-[2 P{IP =  r + j] PfD, .=r + j+x}] 
x=l x=l ^k l^k'^k'SJ 
Q, =0 
Z P{IP = r + j] [ Z X . P{D, -,=r + j+x}] 
0=1 \ x=l l^k'^k 
Q => 
2 PflP = r + j ]  Z ( y - r - j) P{D, m = y] , 
j=l ^k j=r+j+l 
where y = r + j + x 
Q, c 
Z P{IP = r + j ]  [ Z y P{D, . = y] 
j=l -^k y=r+j+l l^k'^k 
- (r + j) Z P[D, 1 = y}] 
j=r+j+l l^k'^k 
% r r+j 
-(r.o) 
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r+j r+j 1 
+ (r+j) 2 P{D, m +Fl=y] - Z y'P{D, T+Pl=yî 
j=0 SJ y=o l^k'^k J 
Q, r 
2 P{IP„ =r + j} I X(u)du-(r + j) 
0=1 k L_ 
^k 
r+j r+j 1 
+ (r + 3) ^y{D(T^^T^^g]-y} - = y}J , 
Since 
v§ 
E [D(^ T +|]^ " I from Eq. (3-3.2). (3.4.12) 
k' k m 
k 
Under the weak ergodicity assumption on {IP^ ; T, > 0} , 
•^k k=0 
a r 
lim E [BO™ p] = S [ lim P{IP_ = r + j}] lim I X(u)du 
—•> eo k j =1 k —> œ k k —>• ™ L m 
^k 
r+j 
- (r+j) + (r+j) 2 P{D/ . = yl 
y=0 I k' k 
' j!o ^  ° 
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= 5 -2 lim r X(u)du -  (r+j) +  (r+j) 2  P{D/_ m  +--1 = y } 
^ j=l k -9» = _r y=0 
^k 
r+j 
- Z y - P{D, -, = y} . (3.4.13) 
j=0 l^k'^k'SJ 
Therefore, the long-run expected average number of unit years of back-
orders (or shortage) incurred per year, denoted by E , is given 
as follows; 
à 
E [BO] = lim . (3.4.14) 
^ K —> 0= K 
The random variable, say ABO , representing the number of 
^k'T 
backorders incurred between T^+T and can be thought of as 
the difference between two random variables BO and B0_ denot-
^k ^ ^k+l"^ 
ing the number of backorders on the books at time T^+T and 
respectively; that is, AB0_ = BO^ - BO • Thus, 
k ^ ~k+l' k ^  
S [ABO ] = E [BO ^ - BO 1 
k ^  k+1 k ' 
= E [BO ] - E [BO ] 
^k^-1 ^ k ^ 
13^ 
Q 
2 P{IP = r + j] 
j=l k+1 
J X(u)du - (r + j) + (r + j) 
r+j 
2 P{D, 
r+j 
= y] - 2 y • P{D/ = yl 
Q 
2 P{IP = r + j] 
j=l k 
J* X(u)du - (r+j) + (r + j) 
LT 
r+j r+j 
(3.4.15) 
The long-run expected average number of backorders incurred between 
time + T and + T is 
lim E [ABO = lim E [BO ^] - lim E [BO _] 
k—> CO ^ k'' k  — œ  k+l"' k  — > œ k'' 
1 ^ 
^ j=l k 0= 
\+l^ T^+T r+j 
J X(u)du - J X(u)du + (r+j) 2 
.T (- ^-^k+l 
y=o 
r+j 
(3.4.16) 
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Thus, the long-run expected average number of backorders incurred per 
year is 
K 
2 E [ABO^ 
E TABOI = lim 
K œ 
E [BO^ - E [BO^] 
= lim . (3.4.17) 
K —^ œ Tg+T 
We now need to determine the expected review cost per period and 
then estimate the ensemble average to obtain the long-run expected 
average annual cost expression. Denote by W the cost of review-
Since k reviews are made by time , the long-run average annual 
k • W 
cost of reviews is lim — . With the cost A of placing an 
k —> » ^k 
order, the average annual ordering cost can be determined if we know 
the probability that an order will be placed at any given review 
time. Given that the inventory position of the system is r + j immedi­
ately after a review, say , then the probability that it will be 
less than or equal to r at the time of the next review is the 
probability that j or more units are demanded during the review period 
^ \+l - \ 
P{IP < r 1 IP =r + j] = P{D, n> ji IPm =r + 3] 
k+1 ^k ^-^k'-^k+l-i \ 
for j = 1, 2, Q and k = 0, 1, 2,... 
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= P{Dr_ _ n from Theorem III-D-l- (3-4.18) 
^ k' k+l-" 
P = lim P{IPrn s for k = 0, 1, 2, — 
k — »  ^k+1 
Q 
lim Z P{IP =r + j} P{IP < r I IP = r+j] 
k —> œ j=l -"k k+1 k 
Q 
lim Z P{IP = r + j} P{D, 1 > j] 
k—^=0 j=l ^k ^^k'^k+1^ 
from Eq.. (3.4.18) 
T % 
i Z lim P{D, 1 >j] . (3-4.19) 
% j=l k —m l^k'^k+lJ 
Therefore, the long-run average annual cost of placing orders is 
A ' (k .P^) 
lim . 
k —> œ k 
So far, we have evaluated all the terms needed in the cost expres­
sion. Hence, with the inventory carrying charge I , the unit cost of 
an item C , the fixed cost per -unit backordered B and the cost per 
A 
unit year of the shortagf' (backorders) B discussed in Chapter II, we 
can formulate the long-run expected average annual cost expression as 
follows ; 
> w A • k * P 
£(nQ, r,T) = ( lim ) + ( lim ) + IC • E [OH] . 
k —> ^k k —> CO ^k ^ 
A  
+ B • E [ABO]^^ + B • E [BO]^ • (3-4.20) 
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2. The formulation of the <R, r, T> model for the backorders case with 
nonstationary Poisson demands and constant lead times 
Recall that under the <R, r, T> model (or an "Rr" operating 
doctrine), an order is placed immediately after the review time to bring 
the inventory position up to R , if the inventory position [IP^ } at 
~k 
a review time (k = 0, 1, 2, ...) is less than or eq.ual to r . 
Therefore, our objective under this model is to determine the optimal 
values of R, r, and = T^_^^ - T^ (k = 0, 1, 2, •.. ) which mini­
mize the inventory system operating cost. Thereby, we shall derive a 
cost function. 
Under the same assumptions as those made for the <nQ,, r, T > 
case, it is known that an "Rr" operating policy is the optimal one, 
but the <R, T> and the <nQ, r, T> policies are only approxima- -
tiens to the optimal "Rr" doctrine. 
CO 
We shall prove that {IP_ ; TL > 0] and {D/ -, ; T, > 0; 
\ k=0 ^ k' k 
CO CO 
s > 0} are mutually independent of each other. Let [OD .] be 
' ~ k=0 ^ £=1 
a subseauence of {OD.} representing the amount of possible orders 
^ 4=1 
placed at each review time, for which there exists [OD^^, OD^^, , 
OD, .} leading the inventory system to have {IP_ = r + j} for j = 1, 
^ k 
2, ..., Q, • Assume that the inventory system starts with IP^ = r + i 
(i = 1, 2, ..., Q) . Then, under the above assumptions the next eq.uality 
follows ; 
{(r + i) + ST^} - = r + j , (3.4.21) 
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where ST, = Z OD . denoting total amount stored in on the books 
^ JL=1 
until immediately after the review in connection with 
[IPj = r + j] and having 
QD > R - r , if D, . > R-r (4 = 1, 2, ...) 
= 0 otherwise 
VivJ - S?k + (1 -a) • (3^.22) 
Theorem III.D.2: For the periodic-review <R, r, T> inventory system 
with the same restrictions placed in Theorem III.D.l, 
P{IPT^ r + j, ' 
(m,k = 0, 1, ••'} j = 1, 2.} Q)• 
Proof: 
By the same approach applied in Theorem III.D.l, 
P{IP^^ r+3, ^(T^,T^+§] 
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_ K 
- ' -35' ^ SIJE-/'°(°.\] -3'" WS] -] 
= PClPj^ = r+ol - "5 • 
.". It is proved that [IP ] and [D/ _-|} are mutually independ-
ent of each other. 
CO 
The long-run limit distribution of [If ; T, > 0} under the 
^k k=0 
<R, r, T> case was discussed later in the previous section. The 
necessary and sufficient conditions were given in Theorem III.B.4 and in 
Theorem III.B.5. Theorem III.B.8 requires one necessary condition for 
a nonstationary Markov chain, appearing in a cyclic pattern such as 
^nd+£ ^ (f = 1, 2, d; n = 0, 1, 2, ...), to be strongly 
ergodic- It was shown in the previous section that the long-run limit 
CO 
distribution of a nonstationary Markov chain {IPm } associated 
^k k=0 
with nonhomogeneous Poisson demands appearing in a cyclic fashion can 
be easily estimated by using Theorem III.B.8, since for all k the k"^^ 
transition matrix in Table III.2 has at least one uniformly positive 
column (see Eq. CS-B-?)) and hence the stationary matrices (i = 1, 
2, ..., d) are strongly ergodic. 
lif-o 
Under the assumption that the finite long-run limit distribution 
of {IP ] is achievable, we shall derive the long-run expected average 
k 
annual cost expression. Using Theorem III.D.2 and the relations of Eg.. 
(3.4.1) and Eg,. (3«4-5)j 
R-r + 
=r + s} = 2 P{lPm + D/_ _ = J -s] , 
j=l \ 
for S = R-r, R-r-1, ..., 0, -1, -2 
R-r 
= S P{IP =r + jl P{D/ m +,-|=j-s] ; 
j=l l^k'^k 
for T <§ <T + AT^ . (3.4.23) 
From Eq. (3.4.2) and Eq. (3.4.23), 
P{OHij, -x} — P{NISy —x} for x - 0, 1, 2, ... 
R-r 
= 2 P{lPrp = r + j, D, -|=r + J-x}^ 
3=1 \ k'^k 
R-r , 
= 2 P{IP = r+j] P{D, m _n=r+j-x3 . (3-4.24) 
j=l ^k l^k'^k 
E [OIL ] = 2 X P(OB_ ^ = x} 
^k S x=0 > ^ 
2 X . P{NIS = x} 
x=0 ^k^ 
l4l 
03 R-z* 
= 2 X. 2 P{IP =r + j] P{D, . = r + j-xf 
x=0 j=l k 
R-r as 
= Z Z x-P{lP = r+j} P{D, m ^.1 = r+j -x}" 
j=l x=0 k ^ k' k'^-" 
R-r r+j 
2 P[IP = r+j] 2 X • P{D. .=r + j-x} 
j=l ^k x=0 l^k'^k 
R-r r+j 
2 P{IP = r + j] 2 (r + j - y) P{D, , = y] 
j=l ^k y=0 l^k'^k -J 
where y = r + j - x 
R-r r+j 
2 P{IP =r + j] [(r+j) 2 P{D, m +,-, =y] 
j=l ^k y=0 l^k'^k 5-1 
r+j 
- 2 y . P[D, . = y}] • (3.^-25) 
y=0 ^ k' k S J 
Therefore, the long-run expected number of unit years of on-hand 
inventoiy (storage) is 
R-r r+j 
lim E [OIL ] = lim 2 P{IP = r+j]-[(r+j)2 
k —>• CO k = k —> CO j=l k y=0 
r+j 
Ihr2 
R-r r+j 
2 [ lim ?{IP =r + j]] lim [(r+j) 2 
j=l k —>• CO k k —> œ y=0 
• " yîo^ ' V 
Thus, the long-run expected average number of unit years of on-hand 
inventory incurred per year, denoted by E [OH]^ , follows; 
K , 
i J" ' 
E [OH] = lim . (3.4.27) 
^ K —> œ K 
Likewise, using Eq.. and the relation of BO^ with 
in Eq. (3-4.2), 
P{BO„ = x} = P{HTSm ,p = -x} for x = 1, 2, ... and T < § < T+AT. 
^k S k^ 
R-r ^ 
= Z P[lPm = D/m m c^-"] " ^ j x} 
j=l ^k 
R-r 
= 2 P{IP = r + j} PfD, T =r + j+x} (3.4.28) 
j=l ^k ^V^k 
03 
E [BO + ] = Z X P{BO = x} 
k ^  x=l k ^ 
1^3 
œ R-r 
= 2 X • 2 P[IP„ = r+j] P{D, m = r+j +x] 
x=l 0=1 \ 
R-r ® 
= 2 P{IP = r + j} 2 X • P{D, =r+j+x} 
j=l x=l l^k'^k --
R-r os 
= 2 P{IP =r + j} 2 (y-r-j) P{D, . = y} , where y = r+j + x 
j=l \ y=r+j+l l^k'^k'SJ 
R-r r r+j 
2 p{iPm =r +j} E [D/ m +ci] - 2 y • T +p-| 
j=l \ L l^k'^k SJ y=0 ^V^k 
R-r 
2 P{lPm =r + j} 
j=l k 
v§ r+j 
LT. 
r X(u)du - (r+j) + (r+j) 2 P{D/_ „ --| =y} 
y=0 ^-^k' k 
r+j 
= y] 
since 
E " f x(y)du, from Ea. (3-3-2). (3-^.29) 
Assuming that {IP ; T, > 0] is strongly ergodic; 
^k k=0 
R-r 
lim E [BO ] = 2 [ lim P[IPm = r + j]] 
—>• 00 k j=l k —>• eo k 
lim X(u)d.u -
r+j 
(r+j) + (r + j) Z P(D/ .=y} 
y=0 ^^k' k 
r+j 
y!o ^ ° 
(3-^.30) 
Thus, the long-run expected average number of unit years of backorders 
incurred per year, denoted by E[BO]g , is 
K , 
K!O 3; F 
E [BO ] dÇ 
E [B0]„ = lim 
K —> 00 K 
(3.4.31) 
Also, 
(3.^.32) 
where 
R-r 
2 P{IP =r + j} 
j=l k 
J X(u)du-(r+j) + 
1^5 
r+j r+j 
The long-run expected number of backorders incurred between time T^+T 
and T^+i+T is 
lim E [ABO . ] = lim E [BO ] - lim E [B0_ . ] . 
k —> c= ^k^ k —^ o ^k+1 ^  k —> œ ^k ^ 
(3.4.33) 
Thus, the long-run expected average number of backorders incurred per 
year, denoted by E [ABO]^ , is 
K 
Z E [iBO ] 
V—1 It 
E [ABO] = lim — 
k > CO + T 
E [BO^ - E [B0^3 
= lim . (3.4.34) 
k > OS + T 
The probability of an order being placed at a given review time 
can also be computed by the same approach in Eg. (3-4.19); 
P , = lim P{lPr, < r} for k = 0, 1, 2, ... 
H-V. \+l-
R-r 
= lim 2 P{IP = r + j] P[IP < rl IP = r + j] 
k —> œ j=l ^k -^k+l -^k 
ihS 
R-r 
= lim 2 P{IP„ = r + j} P{D, i > j] , 
k -> « 0=1 k 
since from Theorem III.D.2 
P[IP < r| IP = r + j] 
^k+1 k 
R-r 
= 2 [ lim P{IP„ =r + j}] [ lim P[D, n >j}] -
3=1 k —> ® ^k k —eo i^k' k+lJ 
(3.4.35) 
Hence, with the review cost W the long-run expected average 
annual cost function can be given as follows; 
Z(R, r, T) = ( lim k-¥ ) + ( lim 
A • k • P 
od 
+ B • E [ABO]G + B • E [BO] 
^R 
(3.4.36) 
The rest of this section will cover the derivation of the long-run 
CO 
expected average annual cost expression in the case of {IP™ ; T, >0} 
•^k k=0 
lb? 
associated with nonhomogeueous Poisson demands appearing in a cyclic 
pattern. 
CO 
let {P, ] be the transition probability matrices of a cyclic 
k=0 CO 
nonstationary Markov chain {IP^ } and repeat themselves such as 
k=0 
^nd+£ ~ (4 = 1, 2, d; n = 0, 1, 2, —) ; where k = nd+£ . 
Denote by rr^ = (g^ finite row vector of a 
constant matrix for SL = 1, 2, —, d . Then, according to Theorem 
III.B-8, ~^ can be defined as the left eigenvector of stationary 
finite matrix corresponding to eigenvalue 1 and hence the long-
run limit distribution of [IP } as n —>• œ . Therefore, in the 
nd+2 
approach to the <R, r, T> case which takes into account the cyclic 
behavior of stochastic demands, we can also derive the relevant expected 
average annual cost expression similar to the above work-
Using Theorem III-D.2 and the relations of Eq. (3-^-l) and Eq. 
(3.4.5), 
R-r + 
P[NIS =r + s}= Z P[IP_ =r + j} P[D, ^ +^1 =j -s] 
nd+j0 j=l nd+j0 nd+-6'*nd+i 
(3.4.37) 
for T < 5 < T + 'Sfnd+i = ^ na«+l " ' 
From Eq. (3-4.2) and Eq. (3*4.37)^ 
P[OB_ = x] = P{1ÎIS = x} for X = 0, 1, 2, 
nd+4 ^ nd+jg ^ 
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R-r , 
= 2 P{IP =r + j}P{D, 1 = r+j-x] . (3.^.38) 
j=l nd+i ^ nd+f ' iid+^ 
From Eq.. (3'^*25)J 
[OHm +5] = Z X . P{OH_ ^ = x} 
nd+2 ^  x=0 nd+£ 
R-r f r+j 
Z P{IP =r + j] (r + j) Z P[D, .=y} 
j=l ncL+£ L y=0 ^ nd+jJ-* nd+£ 
r+j 
']• - 2 y • P{D, +.1 = y} I • (3.4.39) y=0 nd+^' nd+je 
Therefore, the long-run expected number of unit years of on-hand inven­
tory (storage) is 
R-r 
lim E [0H_ +J = 2 [ lim P{IP =r+j}] 
n —^ <= nd+j& j =1 n —^ œ nd+4 
r+j 
lim [(r+j) Z P{D, . = y} 
n —> CO y=0 ^ nd+X' nd+f 
r+j 
~ 2 y • ^ +Fi ~ y^] 
y=0 nd+£' nd+£ 
R-r r r+j 
Z g, i lim (r+j) Z P{D, ^ , = y} 
j=l ' n —> 00 L y=0 ^ nd+;£' nd+j0 
1^9 
r+3 
E y • P{D, , = y} 
y=0 ^ nd+je' ]• (3AA0) 
where 
^nd+/^ 
- J X(u)dy 
T 4-F] I nd+2' nd+4 
nd+2 
J X(u)du 
nd+£ 
y-
Thus, the long-run expected average number of units years of on-hand 
inventory incurred per year, denoted by E [OH]^^ , is 
N d ^ 
n=0 £=1 ^nd+jg 
r+AZnd+a 
r E [OIL +,]&§ 
nd+X ^ 
E [OH] = lim 
K —> œ N 
(3.4.41) 
where 
^nd+jg '^nd+j^+l " ^ nd+f 
Similarly, using Eq. (3.4.2), Eg. (3*4.6), and Eq. (3.4.28), 
P[BO = x} = P{NIS = -x] for x = 0, 2, . •. 
nd+X ^ nd+£'^ 
R-r 
= Z P[lPrn = r+j] P{D 
j=l nd+4 
(3.4.42) 
= r + j + x} . 
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E [BO +c] = Z X . P{BO = x} 
nd+i ^ x=l nd+£ 
R-r 
= 2 P{IP =r + j] 
j=l nd+^ 
R Tnd+4+5 
J X(u)du-(r+j) 
T 
nd+^ 
r+0 
+ (r+j) 2 P{D = y} 
y=0 nd+j£' nd+j0 
S y • P{D/^ J y3 
^^nd+r nd+jg'SJ y=0 
(3.4.43) 
from Eq. (3-4.29)-
Therefore, the long-run expected number of units years of backorders 
(shortage) is 
lim E [BO ] 
n —>- CO nd-!-jC 
R-r r-A[ lim P{IP„ = r + j] lim j=l I n —> CO nd+£ M i J n —2 J X(u)du - (r+j) T I- nd+i 
r+j 
^ T +Fi ~ <yJ " ^ <y • m +ei 
r+j 
= y} - 2 P[D, +ci=y] 
y=0 ^•^nd+i'"^nd+j£ y=0 ^ nd+4' nd+jJ 
R-r 
S g lim 
j=l n —> 
nd+je ^ 
J X(u)du - (r+j) + 
T 
_ nd+j6 
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r+j r+j 
(r+j) 2 P{D, ,=y}-2yP[D, +Fi=y] 
y=0 nà+Z' nd+£ y=0 nd+£-' nd+i 
(3.4.44) 
Thus, the long-run expected average number of unit years of backorders 
incurred per year, denoted by E , is 
ET d , "^"^^^nd+X 
2 2 J E [BO ]d§ 
n=l £=1 n^d+jg / nd+jg  ^
E [BO]gg = lim 
N —> CO IÎ 
(3.4.45) 
From Eq.- (3'4.32) and Eq. (3'4.33), the long-run expected number of 
backorders incurred between time T ,,-+T and T is 
nd+f nd+j6+l 
lim E [ABO^ ] = lim E [BO - lim E[BO • 
n —> « ~nd+2 n —> œ nd+f+1 ' ' n —> =» nd+i ' 
(3.4.46) 
Therefore, the long-run expected average number of backorders incurred 
per year, denoted by E [ABO]^^ , is 
N d 
S 2 E [ABO 
lim 
E [BO^] 
N 
(3.4.47) 
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From Eq.. (3'^-35)? 
P = lim P[IP_ < r] for n = 0, 1, 2, ... 
n œ nd+^+1 
R-r 
S [ lim P[IP = r + j] lim P{D, i > j] 
j =1 n —>• œ nd+i. n —> œ nd+jÈ'' nd+j£+l^ 
R-r 
= Z g lim P{D, n >jl . (3.4.48) 
j=l n—y œ ^ nd+^' nd+jî+1-' 
Hence, with the review cost W the long-run expected average annual 
cost function in the cyclic <R, r, T> case is formulated as follows; 
„ A • (M) • P . 
a(R, r, T) = ( lim ' ^ ) + ( lim = ^)+IC-E[OH] 
N —® Nd N —> = M 
A 
+ B-E [ABO]gg + B • E [BO]g^ . (3-4.49) 
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IV. SUMMARY Aï® CONCLUSION 
This study has aimed at the analysis of nonstandard inventory 
models, with general iid inter-demand times for transactions reporting, 
and constationary Markov demand for periodic review-
The subject has been developed in the context of the case in which 
demands occurring when the system is out of stock are backordered, 
units are demanded one at a time, and procurement lead time is constant. 
The inventory systems under study were assumed to consist of just one 
stocki33g point with a single source of resupply. The relevant cost 
parameters involved in the objective cost expressions were assumed to 
be in stationary variations with time. 
Under the above assumptions, the cumulative demand by time t , 
t > 0} , is a discrete-valued continuous-parameter stochastic proc­
ess (a renewal process) with sample paths increasing in unit steps. 
was analyzed first to describe probabilistically the inventory 
position t >0] , under the <Q, r> model for transactions 
reporting, and under the <nQ,, r, T> and <R, r, T > models for 
periodic review. It was shown that [IP^ ; t > 0} totally depends on 
t > 0} and an initial inventory position [IPg] . 
In the case of the <0,, r > model, the relation between 
and the n^^ renewal time , where IL = sup{n; < t} , played a 
key role to prove that [IP^ and the cumulative demand between time 
t-T and t , , are mutually independent of each other (see 
Theorem II.C.4). Corollary II-B.l developed during this study and Key 
15^ 
Renewal Theorem II. B. 6 were applied to the computation of the asymptotic 
limit distributions of {IP^_^} and in, respectively, 
Theorem H.D.l and Theorem II.D.3- Then, the joint distribution of 
flP, } and [D/, ,was formulated in Theorem II.C.4. Cnce the 
t-T lt-T,tj 
distribution of NIS^ in Eq. (2.5.3) was determined by use of the Joint 
distribution, the distributions of the on-hand inventory {OH^} and 
the backorders [BO^] were easily computed in, respectively. Eg.. 
and Eq. (2.5.8). Thus, the evaluation of their long-run expected values 
E [OH]q in Eq. (2.5.7) and E [80]^ in Eq. (2.5.II), which were neces­
sary for the long-run expected average annual cost expression, was 
straightforward. Finally, the cost expression for the <Q, r> model 
was derived in Eq. (2.5-15)• 
In addition to the assumptions mentioned above, one more assump­
tion was added in the case of periodic review inventory systems, i.e., 
that demands in different review periods are independent random vari­
ables. 
In the case of the <nQ, r, T> model. Theorem III.B.7 was applied 
CO 
to determine that the long-run distribution of {IP^ ; T, >0] 
k k=0 
associated with the nonstationary Poisson demand process {D/^ _ 
I k' k+lJ CO CO 
T, > 0} is uniform when {IP^ ; T, >0] is weakly ergodic, 
^ k=0 k k=0 
where (T^, represents the (k+l)^^ review period with TQ = 0 . 
However, if the cumulative demand process t > 0} appears in a 
cyclic pattern for which the corresponding transition probability 
CO 
matrices P, of {IP ] repeat themselves in a cyclic fashion 
^k k=0 
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("tiis.'t is, ~ for — 1, 2, • * •, d ajid. n — 0, 1, 2, • • • ) ? 
then the long-run limit distribution of {IP ] is uniform. This 
k 
result was shown in Eq. (3-3-^)' 
Thus, we came to the conclusion that Theorem III.B-7 is robust for 
this < n%, r, T> model, because whatever the demand distributions are 
they will be formed into the corresponding doubly stochastic matrices 
CO 
for [IPm ; T, > 0} and thence the uniform limit distribution will 
^k k=0 
be ended up with. The uniformity leads to the standard computation 
of expected cost. In Theorem III.D.l, it was proved that {IP_ } and 
•^k 
m -p-i? § ^  0} (k = 0, 1, 2, ...) are mutually independent of 
I k' k^SJ 
each other. Given the result in Theorem III.D.l, the distribution of 
{NIS„ _} was derived in Eq. and hence the long-run expected 
•^k ^ 
average values of E [03]^^ and E [BO]^^ were evaluated in, respec­
tively, Eq. (3*^.10) and Eq. (3.4.14). The probability, , that an 
order will be placed at any given review time was also taken into account 
in formulating the long-run expected average annual cost expression in 
Eq. (3.4.19). 
In the case of the <R, r, T> model, conditions from nonstationary 
Markov Chain Theory were given in Theorem III.B.4 and Theorem III.B.5 
which, together with an easily verified condition for weak ergodicity 
in Theorem III.B.4 and Corollary III.B.l, are sufficient for the distri­
butional convergence of {IP ] , and hence of {ins„ for § > 0 
^k k'S 
and k = 0, 1, 2, — Theorem III.D.2 proved that under the model, 
{IPy ] and {D(2 5 >0] (k = 0, 1, 2, ...) are also mutually 
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independent of each other. Thence, the distribution of {NIS 3 was 
determined in Eq.- (3*^-23)j and E [OH]^ and E [BO]^ were evaluated 
in, respectively, Eq. (3-^-27) and Eq. (3-^-3l)- The long-run expected 
averse annual cost expression was finally derived in Eq. (3*^-3^) • 
This study also included an approach to the <R, r, T> case which 
takes into account possible cyclic behavior of demand. The result of 
Eq. (3'3'7) indicates that the strong ergodicity condition of in 
Theorem III.B.8 is satisfied, since turns out a stationary finite 
primitive matrix. Therefore, the long-run limit distribution of sub­
sequences {IP„ } is the row vector of the corresponding limit matrix 
nd+£ 
{G^} for = 1, 2, ..., d and n = 0, 1, 2, The corresponding 
cost function was derived in Eq. (3.4.^9). 
In the case of the <R, r, T> model with stationary Poisson 
demand studied in Hadley and Whitin (1963), the simpler closed form of 
solutions for the long-run limit distribution of T > O] (k = 0, 
1, 2, ...) was derived in terms of recurrence coefficients in Eq. 
(3.3.11). 
The application of nonstationary Markov Chain Theory to periodic-
review inventory control is a more realistic and better approach, and 
also relatively easy to make because the finite transition matrices are 
involved in the determination of long-run limit distribution. Once 
having derived the cost functions Z , Mathematical Programming (includ­
ing Dynamic Programming) technique will be required to determine the 
relevant optimal values of Q, r, R and T on a Digital computer 
which minimize Z • 
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The <Ej T> model is a special case of the <nQ,, r, T> model 
with Q = 1 and R = r + 1 . Therefore, once having obtained the 
equations for the <nQ,, r, T> model, the derivation of the cost func­
tion for the <R, T> model will be straightforward under the same 
assumptions which apply in deriving the <nQ, r, T> model. 
The extension of this study to other inventory systems with random 
lead time or with random demand units will be an immediate challenge. 
For example, if we assume that lead times are independent and the range 
2 ,  — a n d  o r d e r s  a r e  r e c e i v e d  i n  t h e  s a m e  s e q u e n c e  i n  w h i c h  t h e y  
were placed, then the inclusion of stochastic lead times will be allowed 
in the periodic-review models developed in Chapter III by accounting 
for the distribution of lead times as follows ; for example. 
A. Further Research 
of the times is restricted less than T , where T = min AT^ (k = 0, 1, 
E [BO] = lim 
^ K — CO 
K 
where 
158 
f (•) = the probability density function of the random lead 
time Lj^ of the order placed at time such that 
tk < AZk ' 
f^ (*) = the probability density function of L, of the 
\+l 
order placed at time such that • 
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