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Proof assistants are tools developed by computer scientists in order to ease formal reasoning.
In this sense, they provide a framework to express statements and properties. Then, by using the
proof rules of the underlying logic, theorems are proved and mechanically checked by the machine.
Dependent type theory is a formalism which can serve as an alternative to set theory as
a foundation for all mathematics. Type theory provides a unified framework for defining programs
along with their data structures, and for expressing their properties. Concretely, this means
that the same language is used to define programs, state their specifications, and express the proof
of their soundness. Moreover, when the underlying logic is constructive, it is possible to extract a
program from the proof term of its specification. Some type theories offer powerful reasoning
principles such as induction for reasoning about finite objects, or coinduction for reasoning about
infinite objects.
Graphs are a ubiquitous data structure in computer science. They are used for giving
semantics to various logic, for modeling computations, or for expressing relations between objects.
The problem of representing graphs in dependent type theory can be quite challenging. Indeed, the
main obstacle is that, in full generality, graphs can be circular structures. However, induction—the
main reasoning principle in dependent type theory—fails to capture naturally such circularity.
Indeed, inductive types are based around the notion of well-foundedness. Nevertheless, it is
well-known that coalgebraic approaches are better-suited in order to reason about non well-founded
structures, i.e., structures embedding some forms of circularity. As such, coinductive types may be
used to define and reason about these infinite objects. The key idea is that circular structures can
be thought of as infinite trees when cycles are unfolded infinitely.
We are interested in the problem of mechanizing a theory of regular trees in dependent
type theory. Informally, regular trees are characterized as the subset of infinite trees having
the property that the set of their distinct subtrees is finite. As such, regular trees can be thought
of as finite cyclic structures.
In this thesis, we propose two formalizations of regular trees. The first one, based on
coinduction, defines regular trees as a restriction of a coinductive type. The second one follows
a syntactic approach, in the sense that regular trees are characterized as inductively defined cyclic
terms, i.e., terms with back-pointers. We prove that these two representations are isomorphic.
Then, we study the problem of defining transformations on trees that preserve the regularity
property. To this end, we leverage the formalism of tree transducers as a tool to obtain a
synctactic characterization of a subset of corecursive function definitions. Tree transducers are
then interpreted back as tree morphisms preserving this regularity property.
Finally, we study various decidability results through a mechanization of a coalgebraic
µ-calculus interpreted on regular trees. In particular, we prove that the bisimilarity relation
on regular trees is decidable through a reduction to a model-checking problem.
v
Re´sume´
Les assistants de preuve sont des outils de´veloppe´s par les informaticiens dans le but de
faciliter le raisonnement formel. En ce sens, ces outils fournissent un cadre formel permettant
l’expression d’e´nonce´s ainsi que de leurs proprie´te´s. Ensuite, en utilisant les re`gles de preuve de la
logique sous-jacente, les preuves des the´ore`mes sont donne´es a` l’ordinateur pour ve´rification.
La the´orie des types de´pendants est un formalisme pouvant servir comme fondation alternative
a` la the´orie des ensembles pour exprimer les mathe´matiques. Plus ge´ne´ralement, de telles the´ories
des types offrent un cadre unifie´ permettant la de´finition de structures de donne´es, des programmes
manipulant ces structures et l’expression de leurs proprie´te´s. Concre`tement, cela signifie que
le meˆme langage est utilise´ a` la fois pour de´finir les programmes, pour e´noncer leurs spe´cifications,
et enfin exprimer la preuve de leur correction. La notion de constructivite´ peut eˆtre exploite´e afin
d’extraire un programme a` partir du terme de preuve de sa spe´cification. Certaines the´ories
inte`grent de puissants principes de raisonnement tels que l’induction pour raisonner sur des objets
finis, ou la co-induction pour raisonner sur les objets infinis.
Les graphes sont une structure de donne´es omnipre´sente en informatique. Ils sont utilise´s
pour donner une se´mantique aux logiques, pour mode´liser des calculs, ou encore pour de´crire des
relations entre objets. Le proble`me consistant a` repre´senter la structure de graphes en the´orie
des types de´pendants peut s’ave´rer difficile. En effet, le principal obstacle est que, dans leur
forme la plus ge´ne´rale, les structures de graphe peuvent eˆtre cycliques. Cependant, le principe
d’induction (principe de base de raisonnement) e´choue a` capturer une telle circularite´. En effet, les
types inductifs sont base´s sur le principe de bonne-fondation. Ne´anmoins, il est bien connu que les
approches base´es sur les coalge`bres sont plus adapte´es pour raisonner sur des structures non
bien-fonde´es, c’est-a`-dire, des structures infinies ou pre´sentant une forme de circularite´. Dans
ce contexte, les types co-inductifs offrent un cadre naturel pour de´finir et raisonner sur ce type
d’objets. L’ide´e principale re´side dans le fait que les structures cycliques peuvent eˆtre vues comme
des arbres infinis obtenus par de´pliage infini des cycles.
Nous nous inte´ressons au proble`me consistant a` me´caniser une the´orie des arbres re´guliers en
the´orie des types de´pendants. Informellement, les arbres re´guliers sont caracte´rise´s comme le
sous-ensemble des arbres infinis tels que l’ensemble de leurs sous-arbres distincts est fini. Ainsi, les
arbres re´guliers peuvent eˆtre vus comme des structures cycliques finies.
Dans le cadre de cette the`se, nous proposons deux formalisations des arbres re´guliers. La
premie`re, base´e sur la co-induction, de´finit les arbres re´guliers comme la restriction d’un type
co-inductif. La seconde formalisation suit une approche syntaxique, dans le sens ou` les arbres
re´guliers sont caracte´rise´s par des termes cycliques de´finis inductivement, c’est-a`-dire, par des
termes inte´grant des pointeurs de retour. Nous prouvons que ces deux repre´sentations sont
isomorphes.
Dans un second temps, nous e´tudions le proble`me consistant a` de´finir des transformations
d’arbres qui pre´servent la proprie´te´ de re´gularite´. Dans ce but, nous exploitons le formalisme
des transducteurs d’arbres comme un outil visant a` obtenir une caracte´risation syntaxique d’un
sous-ensemble de fonctions co-re´cursives. Les transducteurs d’arbres sont ensuite interpre´te´s
comme des morphismes d’arbres pre´servant la re´gularite´.
Enfin, nous e´tudions des re´sultats de de´cidabilite´ via une me´canisation du µ-calcul coalge´brique
interpre´te´ sur les arbres re´guliers. En particulier, nous prouvons la de´cidabilite´ de la relation de
bissimilarite´ entre arbres re´guliers via d’une re´duction vers un proble`me de ve´rification de mode`les.
vi
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INTRODUCTION
Proof assistants are tools developed by computer scientists in order to ease formal reasoning.
In this sense, they provide a framework to express statements and properties. Then, by using
the proof rules of the underlying logic, theorems are proved and mechanically checked by the
machine. Dependent type theory is a formalism which can serve as an alternative to set theory as
a foundation for all mathematics. Type theory provides a unified framework for defining programs
along with their data structures, and for expressing their properties. Concretely, this means
that the same language is used to define programs, state their specifications, and express the proof
of their soundness. Moreover, when the underlying logic is constructive, it is possible to extract a
program from the proof term of its specification. Some type theories offer powerful reasoning
principles such as induction for reasoning about finite objects, or coinduction for reasoning about
infinite objects.
Graphs are a ubiquitous data structure in computer science. They are used for giving
semantics to various logic, for modeling computations, or for expressing relations between objects.
The problem of representing graphs in dependent type theory can be quite challenging. Indeed,
the main obstacle is that, in full generality, graphs can be circular structures. Consequently,
induction—the main reasoning principle in dependent type theory—fails to capture naturally such
circularity. Indeed, inductive types are based around the notion of well-foundedness. Nevertheless,
it is well-known that coalgebraic approaches are better-suited in order to reason about non
well-founded structures [Rut00], i.e., structures embedding some forms of circularity. As such,
coinductive types may be used to define and reason about these infinite objects. The key idea is
that circular structures can be thought of as infinite trees when cycles are unfolded infinitely. Such
an approach was followed, for instance, in [Pic12] which dealt with the problem of representing
graphs in the Coq proof assistant.
However, when one wants to reason about finite circular structures, things are not as
well-behaved. Indeed, the problem is that when a finite circular structure is represented through
a coinductive type, we lose some information, namely the finiteness property. Consequently,
coinductive types fail to capture the distinction between finite and infinite circular structures.
Though, it is not entirely obvious how to characterize the subset of coinductive terms embedding
such finiteness property and how to preserve it. One of the problems is that, in a constructive
setting, various non-equivalent characterization of finiteness exist [SC10, FU15]. On the one
hand, some characterizations require the underlying equality to be decidable, i.e., such that
there exists an effective procedure checking equality. On the other hand, it could be interesting to
consider weaker characterizations of finiteness in order to capture an increasingly larger subset of
finite circular structures but at the same time, still strong enough to preserve computability.
Regular trees [Cou83] are a fundamental example of infinite trees embedding a finiteness property.
Intuitively, regular trees are the subset of infinite trees having the property that the set of their
distinct subtrees is finite. For example, they arise as solutions of finite system of equations.
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Finite circular structures also arise in inductively-generated structures, e.g., in the syntax
of languages containing an iteration operator. For instance, they are found in functional languages
containing let rec style definitions to express general recursion, in imperative programming with
while loops, or in the form of µ operator in process algebras (resp. in type theory) denoting
recursive processes (resp. recursive types). Semantically, such terms are generally identified
with their unfolding. Consequently, reasoning over these terms has to take into account this
identification. Furthermore, operations defined on these terms ought to be semantically invariant
under unfolding but it is not entirely clear how to extend inductive reasoning to such an
identification principle. However, when terms are viewed as infinite terms, the unfolding operator
becomes transparent. In this context, it could be interesting to reuse the framework of coinductive
types, which naturally identifies terms with their unfolding. For instance, this framework could
be used to define operations on terms by coiteration or to reason about such operations by
coinduction.
The aim in this thesis is to devise a mechanized theory of regular trees in dependent type
theory. In particular, we are interested in giving a formal definition of regular trees taking into
account the specificity of the dependent type theory we are working with, while remaining fully
constructive and axiom-free.
OUTLINE AND SUMMARY OF CONTRIBUTIONS
In this section, we give an overview of each chapter contained this thesis along with a summary of
contributions.
Chapter 1 [Preliminaries]. This chapter contains a short introduction to the dependent type
theory, namely the calculus of (co)inductive constructions, used as the mathematical foundation of
all results found in the subsequent chapters of this thesis. In particular, we introduce inductive
and coinductive types along with their reasoning principles. Furthermore, coinductive types are
presented through a categorical semantics, i.e., as (weakly) final coalgebras. Next, we introduce
various—non equivalent—definitions of finite setoids. These definitions are straightforward
generalizations of finite type definitions found in the literature. This generalization to setoids
is motivated by the fact that the bisimilarity relation on coinductive types is not a congruence. As
a result, we cannot substitute bisimilar terms in arbitrary contexts. Moreover, the underlying
theory lacks proper quotient types.
The main contribution of this chapter is a mechanized library of finite setoids. In particular, we
consider weak forms of finite setoids in the sense that the underlying setoid equivalences are
not assumed to be decidable.
The presentation of coinductive types is partially based upon the following previous work:
[AS14] Benedikt Ahrens and Re´gis Spadotti. Terminal semantics for codata types
in intensional Martin-Lo¨f type theory. In TYPES, volume 39 of LIPIcs, pages
1–26. Schloss Dagstuhl—Leibniz-Zentrum fu¨r Informatik, 2014
[ACS15] Benedikt Ahrens, Paolo Capriotti, and Re´gis Spadotti. Non-wellfounded trees
in homotopy type theory. In TLCA, volume 38 of LIPIcs, pages 17–30. Schloss
Dagstuhl—Leibniz-Zentrum fu¨r Informatik, 2015
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Chapter 2 [Regular Trees]. This chapter is divided in two main parts. First, we formalize
the type of regular trees as a restriction of coinductive types over an arbitrary signature. This
formalization of regular trees is based upon the hierarchy of finite setoids introduced in Chapter 2.
In particular, we do not assume the type of function symbols (as given by the signature) to have a
decidable equality. Yet, it is constructive enough to prove that regular trees are closed under
the subtree order. Next, we define a syntax for regular trees by means of cyclic terms. This
syntax is then shown to be sound and complete with respect to the coinductive characterization of
regular trees. In addition, we give a sound and complete axiomatization of cyclic term equivalence.
Finally, we prove that the function mapping cyclic terms to regular trees is a (setoid) isomorphism.
The main contributions of this chapter are summarized in the following table:
Type of regular trees RegS Definition 2.14
Closure under the subtree order Theorem 2.5
Type of cyclic terms CS Definition 2.15
Soundness of syntactic representation Theorem 2.7
Completeness of syntactic representation Theorem 2.9J K : CS → RegS is a setoid isomorphism Theorem 2.12
Chapter 3 [Tree Transducers]. In this chapter, we study the problem of defining regularity
preserving trees morphisms by means of (co)recursive schemes. To this end, we use the formalism
of top-down tree transducers as a tool to model the abstract syntax of corecursive function
definitions as found in proof assistants such as Coq or Agda. In particular, we study various
sorts of top-down tree transducers of increasing (syntactic) expressiveness. Finally, this abstract
syntax is reified as regularity preserving tree morphisms.
The main contributions of this chapter are summarized in the table below:
Guarded top-down tree transducers Definition 3.9
Regularity-preserving induced tree morphism Theorem 3.2
Top-down tree transducers with -rules Definition 3.11
Regularity-preserving induced tree morphism Theorem 3.3
Top-down tree transducers with finite look-ahead Definition 3.13
Regularity-preserving induced tree morphism Theorem 3.4
Binary top-down tree transducers Definition 3.16
Regularity-preserving induced tree morphism Theorem 3.5
Chapter 4 [Applications]. In this chapter, we present examples using the mechanized theory
of regular trees developed in the previous chapters. Through the computation of a parallel
composition operator on a CSP-like process algebra, we highlight how a termination problem
can be transformed to a productivity problem. The computation of the parallel composition
operator is realized by means of a top-down tree transducer. Next, we consider decidability
problems on the type of regular trees. Indeed, regular trees are characterized through a finiteness
property. Consequently, various properties that are generally undecidable on infinite trees become
decidable on the subset of regular trees. To this end, we give an interpretation of the propositional
modal µ-calculus over the type regular trees and prove the decidability of satisfiability. Then,
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we show how some decidability problems can be translated to a model-checking problem. In
particular, we show that bisimilarity is decidable on regular trees.
The main contributions of this chapter are detailed in the following table:
Parallel composition operator defined as a tree transducer Section 4.1
Interpretation of the µ-calculus over regular trees Section 4.2
Decidability of µ-calculus formula satisfiability (model-checking) Theorem 4.1
Decidability of bisimilarity Theorem 4.2
A subset of the results presented from Chapter 2 to 4 has been published in
[Spa15] Re´gis Spadotti. A mechanized theory of regular trees in dependent type theory.




In this chapter, we introduce the underlying theory used throughout the remaining of this thesis.
First, we give a short introduction to the dependent type theory that serves as the theoretical
foundation of all definitions and results presented in the subsequent chapters. Then, we study
various notions of finite types and setoids in a constructive setting. Finite types are the main
ingredient to characterize the regularity property on infinite trees. Moreover, we introduce
signatures as a way to abstract away structural properties of trees. Finally, we present a semantic
study of coinductive types through coalgebras in category theory.
1.1. DEPENDENT TYPE THEORY
This section introduces the underlying theory used in the formalization of the various results
presented within this thesis. Set theory and all its derivatives (ZF, ZFC, . . . ) is a well-known and
widely used foundation for mathematics. Type theory is another formal system that may be
used for the same purpose. One difference between set theory and type theory is that set theory is
built on top of a logic while type theory is a logic in itself. Some of these logics are intuitionistic
and as such, support constructive reasoning. Another interesting property of type theory is that it
inherits the computational model of the λ-calculus. This last aspect is particularly important
in the context of computer science.
Throughout the years, various sorts of type theories have emerged with increasing com-
plexity and expressiveness. Examples include the Simply-Typed Lambda Calculus [Chu40],
System F [Gir72, Rey74], Intuitionistic Martin-Lo¨f Type Theory (IMLTT) [ML75], Calculus of
Constructions (CoC) [CH88], etc. Among these type systems, the last ones, namely IMLTT and
CoC, are of particular interest to us because they allow types to depend upon values. Such type
theories are also known as dependent type theories. This somewhat subtle change yields a powerful
and expressive logic. In particular, through the Curry-Howard isomorphism, programs/proofs
(terms) and specifications/statements (types) may be expressed within a unique formalism.
In the remaining of this section, we give an overview of the syntax of the dependent type
theory we work with and introduce various notations. Then, we introduce the base type primitives
along with their powerful reasoning principles. Finally, we discuss the problem of dealing with
equality between terms.
1.1.1. Base Types and Type Operators
We assume the reader to be somewhat familiar with dependent type theory as implemented in
proof assistants such as Agda [Nor07] (based on IMLTT) or Coq [Coq16] (based on CoC). Here,
our goal is not to give an in-depth treatment of the underlying type theory. Instead, we review
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Name Type Constructor(s)
Arrow A : Type, B : Type ` A→ B : Type λ(a :A). b
Product A : Type, B : Type ` A×B : Type (a, b)
Disjoint sum A : Type, B : Type ` A unionmultiB : Type inl a, inr b
Empty 0 : Type
Unit 1 : Type tt
And A : Prop, B : Prop ` A ∧B : Prop (a, b)
Or A : Prop, B : Prop ` A ∨B : Prop left a, right b
False ⊥ : Prop
True > : Prop ?
Table 1.1. Base types along with their respective constructors.
all notations that will be used since they are slightly different in the mechanization. Various
introductions to the theories and the proof assistants include [Chl13, PdAC+16, BC04, BC00].
The type theory used in this thesis is the Calculus of Coinductive Constructions [CH88]
as implemented within the Coq proof assistant with some slight syntactic modifications aiming to
improve readability. We begin by reviewing the base types along with their respective inhabitants
found in this dependent type theory.
First, we assume the existence of an infinite cumulative hierarchy of predicative universes
(Typei)i∈N such that Typei is a subtype1 of Typei+1, for all i. At the bottom of the hierarchy,
there is an impredicative universe of logical values, denoted Prop, such that Prop is a subtype
of Type0. Informally, the impredicativity of Prop means that a statement quantifying over
all inhabitants of Prop can be instantiated with itself whereas predicativity restricts the type
of statement to live in a strictly larger universe than the universe being quantified upon. For
example, consider the id function defined in both Prop and in Type:
idType : ∀(A : Typei). A→ A
idType x ≡ x.
idProp : ∀(A : Prop). A→ A
idProp x ≡ x.
Since Prop is impredicative the term idProp(idProp) type-checks whereas idType(idType) leads
to a universe inconsistency which is due to the fact that the type of idType is Typei+1. From now
on, we omit the universe level and simply write Type instead of Typei. Generally, the universe
levels can be inferred as it is the case in Coq. Inference is also possible when quantification upon
universes is allowed [ST14], a feature known as universe polymorphism.
The universe Prop is used in the Calculus of Constructions to isolate terms that are considered
as logical statements—without computational content—from terms considered to be programs.
However, a term living in the sort Prop should not be confused with the type of mere propositions
defined in Section 1.1.3. Nonetheless, it is common to refer to inhabitants of Prop as propositions.
In order to support the separation between program and logical values, typing rules prevent
the elimination (case-analysis) of values in Prop to produce values in Type. This ensures that a
computationally relevant term cannot be obtained from a computationally irrelevant one. This
clear separation allows an extraction procedure [Pau89] to optimize away logical statements.
We assume the existence of some base types and operators on types which are listed in
Table 1.1. All types except the arrow type may be introduced as inductive type definitions (see
1 When S is a subtype of T , a term of type S can be used in a context where the type T is expected.
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Section 1.1.2). The product and disjoint sum types are redefined in the Prop universe and are
called and and or respectively. The negation of a proposition is defined as follows:
¬ : Prop→ Prop
¬P ≡ P → ⊥.
Now, we introduce the two important type operators that allow dependencies between values
and types to be expressed. The first one, called dependent product (also known as pi-type), is
a generalization of the arrow operator:
Type
A : Type B : A→ Type∏
a:AB(a) : Type
. Constructor λ(a :A). b :
∏
a:AB(a).
When the right-hand side does not depend on the left-hand side, we drop the
∏
symbol and
simply write A → B instead of ∏a:AB. To save space, it is often convenient to drop the ∏
symbol altogether and simply write (a : A) → B(a) instead of ∏a:AB(a). In addition, it is
also common to group together formal parameters of the same type. Thus, we may abbreviate
(a : A)(a′ : A) into (a a′ : A).
Successive use of dependent product can introduce some sort of redundancy. For instance,
consider the following type expressing the functoriality of the type List:
map : (A B : Type)→ (A→ B)→ ListA→ ListB.
Here A and B are repeated twice. This means that whenever the function map is used, both
types have to be explicitly supplied even though both parameters could be inferred from the
type of the function. One solution to avoid this redundancy is to mark that A and B as implicit
arguments. They are usually written with curly braces as follows:
map : {A B : Type} → (A→ B)→ ListA→ ListB.
Consequently, instead of writing map A B f l, we can write map f l, leaving A and B to be
inferred from the type of f or l. Implicit arguments are supported in both Agda and Coq
and their usage is quite common in languages based on dependent types. We follow the same
convention in the remaining of this thesis.
Another convenient feature used extensively is known as implicit generalization. This allows
free variables found in the type to be implicitly quantified by pi-types. As a result, with implicit
generalization, the type of the map function can be abbreviated as:
map : (A→ B)→ ListA→ ListB
where A and B occur freely in the type of map.
The second operator specific to dependent type theory is called dependent sum (also known as
sigma-type or dependent pair) and is a generalization of the product operator:
Type
A : Type B : A→ Type∑
a:AB(a) : Type
. Constructor (a, b) :
∑
a:AB(a).
Both of theses operators, namely dependent product and dependent sum, have a counterpart
in the universe of propositions, called forall and exists respectively:
Type
A : Type B : A→ Prop
∀(a :A). B(a) : Prop . Constructor λ(a :A). b : ∀(a :A). B(a).
Type
A : Type B : A→ Prop
∃(a :A). B(a) : Prop . Constructor (a, b) : ∃(a :A). B(a).
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Note that in both cases, the constructors are overloaded.
Finally, we may write the subset type as { a : A | P (a) } : Type where P : A→ Prop instead
of
∑
a:A P (a). We use this type in order to emphasize that P (a) is a logical proposition. This type
can be thought of as a “constructive exists” in the sense that the witness a is computationally
relevant whereas the proof P (a) is not.
1.1.2. Inductive and Coinductives Types
Inductive Types
Inductive types are a powerful construction that can be used to extend the theory with new types.
For instance, both the product and the disjoint sum can be defined as an inductive type as follows:
inductive × (A B : Type) : Type
( , ) : A→ B → A×B.
inductive unionmulti (A B : Type) : Type
inl : A→ A unionmultiB
inr : B → A unionmultiB.
Here the type is introduced with the keyword inductive followed by an identifier. We allow
types to be defined with mixfix notations [DN08], following the conventions of Agda. The
underscore ( ) denotes a placeholder for an argument to be picked (in-order) from the parameters
immediately following the underscore. Arguments of inductive type definitions may appear before
or after the colon (:) operator. In the first case, it denotes polymorphic arguments whereas in the
second case, it represents indices of inductive families. In the latter case, the values of indices
are given by the type of constructor definitions.
Every inductive type definition yields an induction principle1 (dependent eliminator) where
the returned type may depend upon the input term. For example, the induction principle for
the product type is given by:
×-rect P : A×B → Type ∀(a :A). ∀(b :B). P (a, b)∀(p :A×B). P (p)
while its definition is given by:
×-rect : (P : A×B → Type)→ (∀(a :A). ∀(b :B). P (a, b))→ ∀p. P (p)
×-rect P f (a, b) ≡ f a b.
or with case-analysis performed in the right-hand side:
×-rect : (P : A×B → Type)→ (∀(a :A). ∀(b :B). P (a, b))→ ∀p. P (p)
×-rect P f p ≡ match p with
(a, b) ⇒ f a b
end
The definition of ×-rect illustrates the fact that values of inductive types can be eliminated
through a construction called pattern-matching. Pattern-matching may appear in the left-hand
side of equations (as in the example above) or through the construction match . . .with . . . end
which allows case-analysis to be perform on the right-hand side of equations.
1 The induction principle is automatically generated in Coq but not in Agda.
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Inductive type definitions may also be recursive. For instance, consider the type of natural
numbers defined as follows:
inductive N : Type
zero : N
suc : N→ N.
The inductive definition of N captures the well-known induction principle over natural numbers:
N-rect
P : N→ Type P (zero) ∀(n :N). P (n)→ P (sucn)
∀(n :N). P (n) .
The function N-rect is defined recursively1 as follows:
N-rect : (P : N→ Type)→ P (zero)→ (∀(n :N). P (n)→ P (sucn))→ ∀(n :N). P (n)
N-rect P fz fs zero ≡ fz
N-rect P fz fs (sucn) ≡ fs n (N-rect P fz fs n).
Such a recursive definition is well-defined because of a syntactic criterion ensuring termination,
namely that n is a subterm of sucn. We say that the function N-rect is defined by recursion
because the definition of N-rect consists of a series of equations (or rewrite rules) where the function
N-rect is allowed to appear on the right-hand side—provided that the function is well-defined.
When a function over natural numbers is defined with the function N-rect, we say that it is
defined by induction. For example, we can define the function that computes the sum of two
natural numbers by induction on the first argument :
+ : N→ N→ N
+ ≡ N-rect (λ . N→ N) idN (λ . λpm. suc ◦ pm).
Inductive families
Inductive types may also be indexed by other types. In this case, they are called inductive families.
For example, the type of fixed-length lists, also known as vectors, can be defined as an inductive
family indexed by a natural number:
inductive Vec (A : Type) : N→ Type
[ ] : Vec A zero
:: : {n : N} → A→ Vec A n→ Vec A (sucn).
Another example of a N-indexed type is the type representing canonical finite sets (see also
Section 1.2 for a more detailed presentation):
inductive Fin : N→ Type
zero : {n : N} → Fin(sucn)
suc : {n : N} → Finn→ Fin(sucn).
Inductive families are also particularly useful in order to define logical predicates or relations. For
instance, the binary relation “lower-or-equal” on natural numbers can be introduced as follows:
inductive ≤ : N→ N→ Prop
≤zero : {n : N} → zero ≤ n
≤suc : {m n : N} → m ≤ n→ sucm ≤ sucn.
1 Recursive function is a primitive notion in Coq and Agda from which (dependent) eliminators are derived.
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In the context of dependent types and more precisely of inductive families, pattern-matching
can be complicated by the fact that case-analysis on a term may have consequences over the
types depending on it. Proof assistants such as Coq deal with this issue by extending the match
construction with annotations. In full generality, these annotations take the form of:
match t as t′ in T i1 . . . ik return R(t′, i1, . . . , ik) with
p1 ⇒ . . .
. . . ⇒ . . .
pn ⇒ . . .
end
Here t′ binds the concrete case of t, i1, . . . , ik bind indices in the type of t and R is the type
of the expression returned on the right-hand sides for each case. The return type may depend
upon t′ and the indices. Fortunately, these annotations are usually inferred and thus may be
left implicit. In the case when inference fails, these annotations have to be explicitly provided.
However, these annotations can be quite complex and ultimately hinder readability.
Another approach consists in extending pattern-matching with a dependent pattern-matching
compiler. In particular, this allows case-analysis to be performed simultaneously on multiple terms.
Traditionally, dependent-pattern matching compilers often assume that Leibniz equality (defined
in Section 1.1.3) satisfies the principle of Uniqueness of Identity Proofs (uip) [GMM06]. However,
this is not the case in Coq. Recent work on dependent pattern-matching for Agda [CDP14]
lifts this restriction and some forms of dependent pattern-matching can be performed without this
axiom. The same line of work is pursued for the Coq proof assistant through a plugin called
Equations [Soz10]. For the remaining of this thesis, we perform dependent pattern-matching
as equations (as done in Agda or with the Equations plugin in Coq). The main benefit is that it
allows for very concise formulations of definitions as opposed to definitions based on the more
primitive match. . .with. . .end construction, possibly extended with annotations. Though, we
do not assume equality to satisfy uip and all these equations have been elaborated into match
expressions—possibly extended with type annotations—in the Coq development accompanying
this thesis. As an illustration, consider the definition of the lookup function returning the element
of a vector at a given position:
[ ] : Vec A n→ Finn→ A
(x :: ) [ zero ] ≡ x
( :: xs) [ suc i ] ≡ xs[i].
From the pattern-matching of the index i : Finn, we can deduce that n ought to be a successor
natural number. Consequently, there exists n′ : N such that
n = sucn′. (∗)
Furthermore, we can deduce that the vector cannot be empty because it ought to contain at
least one element. This explains why the empty vector ([ ]) is not considered as valid pattern
because it would contradict the equation (∗). Making all implicit arguments explicit would lead to
the following definition, highlighting the usage of inaccessible patterns (enclosed in b c):
[ ] : {A : Type} → {n : N} → Vec A n→ Finn→ A
[ ] A bsucnc (x :: ) zero ≡ x
[ ] A bsucnc ( :: xs) (suc i) ≡ xs[i].
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Inaccessible patterns, bsucnc in this example, are a way to indicate that the terms enclosed
in b c are the only ones that would make the equations type-check. Note that, inaccessible
patterns can—in most cases—be inferred from the context and thus can be left implicit.
Dependent records
Inductive type definitions can also be dependent on their polymorphic arguments. Consider
the definition of the dependent sum as an inductive type:
inductive Σ (A : Type) (B : A→ Type) : Type
( , ) : (a : A)→ (b : B(a))→ Σ A B.
Given a dependent pair, we can define, by case-analysis, two (dependent) functions projecting
respectively, the first and second element of a pair:
proj1 : Σ A B → A
proj1 (a, ) ≡ a.
proj2 : (s : Σ A B)→ B(proj1 s)
proj2 ( , b) ≡ b.
Defining functions projecting arguments out of constructors of inductive definition is so
common that there is a special syntax known as record definitions. For instance, we can introduce
the dependent sum as a dependent record—declared with the record keyword—as follows:
record Σ (A : Type) (B : A→ Type) : Type
constructor ( , )[
proj1 : A
proj2 : B(proj1).
The record syntax could be “desugared” into the declarations presented above. However,
there exist some subtleties regarding the status of record definitions. For instance, Agda (and
more recently Coq) implements the η-rule for record. This rule states that a term t of a given
record type is definitionally equal (defined in Section 1.1.3) to the term obtained by instantiating
its constructor with all projection functions applied to t. Concretely, if we consider the record type
Σ and a term t : Σ A B, given types A and B, the η-rule means that the following equality holds:
t ≡ (proj1 t, proj2 t).
Consequently, because of the η-rule, the definition of Σ as an inductive type and as a record
type are not entirely equivalent. From now on, we assume dependent records to satisfy the η-rule.
Strictly positive types
Syntactic restrictions are imposed upon inductive definitions. In particular, recursive occurrences
of the type being defined shall not appear negatively—to the left of an arrow—in the arguments of
constructors. For instance, consider the following inductive definition:
inductive T : Type
c : (T → T )→ T.
Here T (underlined) appears negatively in the type of the constructor argument c. If such
definition would be accepted it would be possible to write a term which could loop forever:
app : T → T
app (c(f)) ≡ f(c(f)).
forever : T
forever ≡ app(c(app)).
We refer to [CP88] for a study of general positive occurrences in the context of the calculus of
constructions. To summarize, inductive definitions, as found in the Coq proof assistant, may
only characterized the so-called strictly positive types.
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Well-founded induction
Well-founded induction is a generalization of structural induction schemes presented thus far.
Intuitively, it abstracts the notion of terminating computations.
For example, we may want to define a function on natural numbers, following a general
recursive scheme given as follows:
f : N→ N
f n ≡ if p(n)
then n
else f(sucn).
where p is a function from natural numbers to booleans. Such definition is not accepted by the
termination checker because of the problematic call f(sucn), which is clearly not structural.
In order to show that the computation does indeed terminate, we have to find some sort of
measure. Intuitively, this measure indicates how far the current computation step is from the
end result. For instance, this measure could take the form of a function µ : N→ N. Then, given
an input n : N, µ(n) would represent the number of steps remaining in the computation. Next, we
could, for instance, annotate the function f with the values given by µ. Thus, if the measure
decreases by one each time the function is called recursively, we would obtain back a structural
recursive scheme. This time, however, the function f would not be defined by structural recursion
on the input parameter n but on its measure µ(n).
This notion of measure can be generalized further by considering a binary relation  over the
input parameters of the function. For example, if we consider the value of the input parameters of
the function f defined above, we obtain a chain:
n0  n1  n2  · · ·
where each ni represents the value of the input parameter after i steps of computation. Thus, the
computation ends if and only if the chain eventually stops. When the chain ends for all numbers
n, we say that it is well-founded. Traditionally, the chain is presented backwards as follows:
· · · ≺ n2 ≺ n1 ≺ n0.
An element n is said to be ≺-accessible when all its ≺-predecessors are themselves accessible.
Formally, the accessibility relation Acc is defined as:
acc-intro
∀m. m ≺ n→ Acc ( ≺ ) m
Acc ( ≺ ) n .
More concretely, the accessibility relation can be introduced as an inductive type as follows:
inductive Acc {A : Type} ( ≺ : A→ A→ Prop) (x : A) : Prop
acc-intro : ({y : A} → y ≺ x→ Acc ( ≺ ) y)→ Acc ( ≺ ) x.
Note that, there is no base constructor.
A binary relation ≺ is said to be well-founded when all elements are ≺-accessible:
Well-founded : {A : Type} → (≺: A→ A→ Prop)→ Prop
Well-founded ≺ ≡ ∀(a :A). Acc ≺ a.
Finally, a well-founded binary relation induces an induction principle given by:
wf-rect
P : A→ Type ∀(a :A). (∀(a′ :A). a′ ≺ a→ P (a′))→ P (a)
∀(a :A). P (a) ,
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defined by structural induction over the accessibility proof:
wf-rect : {A : Type} → (P : A→ Type)→ ( ≺ : A→ A→ Prop)
→Well-founded( ≺ )→ (∀a. (∀a′. a′ ≺ a→ P (a′))→ P (a))→ ∀(a :A). P (a)
wf-rect P ( ≺ ) wf≺ Pf a ≡ wfAcc a (wf≺(a))
where wfAcc : ∀(a :A). Acc ( ≺ ) a→ P (a)
wfAcc a (acc-intro acc) ≡ Pf a (λa′. wfAcc(a) ◦ acc(a′)).
Intuitively, in order to prove a property P (a), we may assume that the property holds for any
≺-predecessor of a.
Remark. There is one subtlety in the type of the well-founded induction principle wf-rect. Here,
the type of P is A→ Type and not A→ Prop. Recall that the sort Prop is used as a universe
to represent logical values and that elimination in Type is explicitly forbidden. However, under
certain circumstances, inductively-defined Prop values may have a recursor allowing elimination
on any sort. The precise conditions and justification are described in Coq reference manual.
Intuitively, the elimination on type is allowed whenever the inductive type has at most one
constructor such that each of its arguments is in the sort Prop. Following the terminology of
the Coq reference manual, when such conditions are met, we refer to the Prop universe as
Prop-extended.
Empty type
The empty type ⊥ presented in Section 1.1.1 may also be defined as an inductive type but without
any constructor :
inductive ⊥ : Prop.
The induction principle1 associated to the empty type is given by:
⊥-rect P : Type⊥ → P .
Essentially, the induction principle ⊥-rect states that whenever the context contains a term
inhabiting ⊥, it can be used to produce a term of any type. Since ⊥ has no constructor, the
only way to obtain a term p : ⊥ is by proving the existence of a contradiction.
We introduce the () notation as an extension to the grammar of patterns. This notation
deals with the elimination of ⊥, and more generally, of any type provable to be empty by an
automatic procedure. As an illustration, consider the following inductive type definitions:
inductive T : Type
A : T
B : T.
inductive F : T → Type
constrF : N→ F (A).
Then, we define a function over the type family F as such:
get-val : (t : T )→ F (t)→ N
get-val A (constrF (n)) ≡ n
get-val B ().
Here, in the second equation, the type of the second argument of get-val is empty. Consequently,
we can use the () pattern notation. Note that, the second equation does not have a right-hand
side. This is due to the fact that implicitly, the () notation embeds the induction principle of
1 The empty type ⊥ qualifies as Prop-extended.
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the empty type. Indeed, this induction principle can be used to produce a value of any type,
N in this case. Without such syntax extension, the proof that the type F (B) is empty would have
to be explicitly provided and then eliminated through ⊥-rect.
Decidability
Within the calculus of constructions, we cannot prove that the law of excluded-middle (lem)
holds for an arbitrary proposition:
∀(P : Prop). P ∨ ¬P. (lem)
Even though lem does not hold for all propositions, it can still be proven for some propositions.
A computational version of lem can be introduced as an inductive type definition as follows:
inductive Dec (P : Prop) : Type
yes : P → DecP
no : ¬P → DecP.
When the type DecP is inhabited, it captures the fact that it is decidable whether the property P
holds or not. Furthermore, because DecP lives in the sort Type, it is computationally relevant.
As a result, it is admissible to define functions by case-analysis which depends upon the value
of DecP . For example, the statement:
“equality is decidable on natural numbers”
can be formalized as:
N-dec : ∀(m,n :N). Dec(m = n).
The function N-dec is called a decision procedure. Through extraction, when all logical content is
removed, the type DecP is isomorphic to B (bool). Though, the type DecP is more informative
than B as it comes with a justification (with a proof). Given a predicate P : A→ Prop over some
type A, we say that P is decidable when, for all a : A, the type Dec(P (a)) is inhabited. Formally,
Decidable : (P : A→ Prop)→ Type
Decidable P ≡ ∀(a :A). Dec(P (a)).
Coinductive type
Coinductive types are the dual of inductive types. Indeed, they allow terms to be defined by an
infinite application of constructors. By opposition, terms of inductive types are constructed
by a finite application of constructors. Coinductive type definitions are introduced by the
keyword coinductive. The syntax is the same as inductive type definitions and the same positivity
constraints apply. For example, the type of streams over a base type A is defined as follows:
coinductive Stream (A : Type) : Type
:: : A→ StreamA→ StreamA.
As a concrete application, the type of streams could then be used to model the infinite behavior
of reactive systems. Coinductive types can also be used to represent cyclic structures such as
automata or graphs [Rut00, Pic12]. Finally, coinductive types and their associated reasoning
principle are discussed in greater detail in Section 1.4.
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1.1.3. Equality, Identity Type, and Setoids
In order to allow equational reasoning to be used, we present two equalities as found in the type
theory we consider. The first one lives purely at the meta-level while the second one is expressible
as a type. Then, we discuss how equational reasoning is extended to equivalence reasoning by
means of setoids.
Definitional equality
The first equality, called definitional equality, identifies terms which are syntactically equal up-to
reductions1 (β, η, δ, . . . ). When two terms t1 and t2 are definitionally equal, we write t1 ≡ t2.
Note that definitional equality lives purely at the meta-level of the type theory. Consequently,
we cannot talk about definitional equality within the type theory itself.
Leibniz equality
The second equality, called Leibniz equality, is a relation that is introduced as an inductive family:
inductive = (A : Type) (x : A) : A→ Prop
refl : x = x.
There is exactly one constructor refl which stands for reflexivity.
Contrary to definitional equality, Leibniz equality is a type and is often called the identity
type or sometimes propositional equality. The induction principle2 induced from the definition
of = is given by:
=-rect
P : ∀{x, y :A}. x = y → Type ∀(x :A). P (reflx)
∀{x, y :A}. ∀(p :x = y). P (p) .
Given a term p : x = y witnessing the equality of two terms x and y, a context P abstracting over
x and y, and an equality proof p ; in order to produce a value P (p), we can assume that y can be
substituted by x and p by reflx in P .
With this induction principle, we can prove that Leibniz equality is substitutive as follows:
subst : (P : A→ Type)→ x = y → P (x)→ P (y)
subst P ≡ =-rect (λx. λy. λ . P (x)→ P (y)) (λx. id).
Or, with dependent pattern-matching:
subst : (P : A→ Type)→ x = y → P (x)→ P (y)
subst P refl ≡ id.
As a result, given a proof p : x = y, the function subst allows x to be substituted by y in any
context P abstracting over x. This substitution operation is quite common. Therefore, we
introduce the following convenient notation:
∗ : {A : Type} → {P : A→ Type} → {x y : A} → x = y → P (x)→ P (y)
p∗ ≡ subst P p
where the context P is left to be inferred. Thus, subst P p t may be abbreviated as p∗(t).
It is important to note that, even though two definitionally equal terms are propositionally
equal, the converse does not hold in general. For instance, in Coq, we can prove that n+ 0 = n
1 See Coq reference manual for a detailed description of each reduction rule.
2 The identity type = qualifies as Prop-extended.
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holds but not n+ 0 6≡ n. Leibniz equality is an intensional equality and not an extensional equality
since it does not satisfy the reflection principle:
reflection rule
A = B
A ≡ B .
One benefit of intensional equality is to ensure that the type-checking problem remains decidable.
This is not the case with an extensional equality because the reflection rule could make the
type-checking procedure loop forever.
Mere propositions
A type P is called a mere proposition when it satisfies the following property:
∀(p, q :P ). p = q.
Note that, being a mere proposition is a property over types and must not be confused with
the sort Prop which is a universe of logical propositions.
Setoids
Sometimes Leibniz equality is too restrictive but it is often convenient to be able to identify terms
up-to equivalence—for a suitable notion of equivalence. For example, one may want to consider
equality on functions up-to extensionality. In set theory, we can achieve this by considering the
quotient set A/∼ over an equivalence relation ∼ on A. However, since we are lacking proper
quotient type [Coh13], we will use a slightly weaker definition by considering setoids [BCP03].
Formally, the type of setoids is defined as a pair (A,∼) where A is a type and ∼ is a binary
relation over A which is an equivalence relation, i.e., a relation that is:
Reflexive. ∀(x :A). x ∼ x,
Symmetric. ∀(x, y :A). x ∼ y → y ∼ x,
Transitive. ∀(x, y, z :A). x ∼ y → y ∼ z → x ∼ z.
It is often convenient to identify a setoid (A,∼) to its carrier A in a context where a type is
expected. In this case, we say that is there is a coercion from setoids to Type.
Setoid morphisms generalize the notion of function on setoids. Formally, a setoid morphism
from two setoids (A,∼A) and (B,∼B), denoted A −→ B, is defined as a function f : A→ B on
the underlying carriers such that f preserves the equivalence relations:
∀a. ∀a′. a ∼A a′ → f(a) ∼B f(a′).
Moreover, we overload the notations of functions to denote the identity setoid morphism (id)
and the composition of setoid morphisms ( ◦ ). Setoid morphisms can be generalized further
to dependent arrows by considering indexed setoids.
Let ≈ be a binary relation over A and P : A→ Type be a type family. We say that P
respects the relation ≈ when:
∀(a, a′ :A). a ≈ a′ → P (a)→ P (a′). (P respects ≈)
A setoid morphism f : A −→ B is called a split epimorphism when it has a right-inverse,
i.e., when there exists a setoid morphism g : B −→ A such that the composite f ◦ g yields the
identity setoid morphism. In this case, the morphism g is called the section of f .
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Conversely, when the morphism f is left-invertible, it is called a split monomorphism and g is
known as the retraction of f . Finally, we say that A is a retract of B whenever there exists a split
monomorphism A −→ B.
A setoid morphism f : A −→ B that has an inverse is called a setoid isomorphism. We write
A ∼= B when there exists an isomorphism from A to B.
Type classes
Within the Coq proof assistant, setoids and setoid rewriting [Soz09] is achieved by means of
type classes [SO08]. Contrary to languages such as Haskell, type classes in dependent type
theory are not necessarily a primitive construction. As it is the case for Agda or Coq, type
classes are simply defined as a syntactic sugar on top of dependent records with some additions
in the implicit arguments inference algorithm to perform instance resolution. Type classes are
particularly useful as they introduce some form of overloading, thus supporting a form of ad hoc
polymorphism. Thus, it possible to use a common interface (or notation) but with different
definitions depending on the instance considered. Finally, thanks to the instance resolution
procedure, we can leave much of the details implicit. We follow the same approach in the rest
of this thesis.
As an illustration of the use of type classes, we introduce a class for types with a decidable
equality:
class EqDec (A : Type) : Type
?
= : ∀(x, y :A). Dec(x = y).
The function
?
= has an implicit parameter of type EqDecA for some type A. This parameter
is automatically inferred when a valid instance exists in the context. Thus, it is possible to use the
same notation and write n
?
= n′ or b ?= b′ with n, n′ : N and b, b′ : B, provided that an instance
exists for both N and B.
We conclude this section by defining various setoids on most of the base types presented
in Table 1.1.
Canonical setoid. For any type A, we can form the setoid (A, = ).
Function setoid. For any type A and setoid (B, ∼B ), we can form the setoid (A, ∼fext )
where ∼fext denotes function extensionality:
f ∼fext g def⇐⇒ ∀(x :A). f(x) ∼B g(x).
Sigma-type setoid. For any setoid (A, ∼A ) and type family B : A→ Type respecting
the equivalence relation ∼A , we can form the setoid (Σ A B, ∼Σ ) where ∼Σ is
defined as:
p ∼Σ p′ def⇐⇒ proj1 p ∼A proj1 p′.
1.2. FINITE TYPES
Finite types are used extensively throughout this thesis. In particular, they are used to define the
regularity property of infinite trees. In this section, we introduce various definitions of finite types.
This variety of definitions allows one to use the most suited definition depending on context. Next,
we study the relationship between all of these definitions. Note that, in a classical setting, all of
these definitions are equivalent. Most of the material presented in this section is a straightforward
generalization to setoids of the results found in [FU15, SC10, GP15].
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1.2.1. Canonical Finite Types
Canonical finite sets are represented as a type indexed by their cardinal. It is the representation,
in type theory, of the set {m : m < n}.
Definition 1 Canonical finite set
The type of canonical finite sets is defined as:
FiniteSetn := {m : N | m < n } .
Equivalently, canonical finite sets can be represented as an inductive family as follows:
inductive Fin : N→ Type
zero : {n : N} → Fin(sucn)
suc : {n : N} → Finn→ Fin(sucn).
Here, the constructors zero and suc should be thought of as a way to index elements—in a
canonical way—within a finite set. Consequently, the constructor zero indexes the first element,
while suc is used to get to the next index.
Proposition 1 Canonical finite set isomorphism
For any natural number n, we have:
FiniteSetn ∼= Finn.
Proof. In order to prove the isomorphism, we have to give two maps:
from : {n : N} → FiniteSetn→ Finn
from {zero} ( , ())
from {sucn} (zero, ) ≡ zero
from {sucn} (sucm, p) ≡ suc(from(m, p′))
where p′ is a proof of m < n deduced from the proof p : sucm < n. The second map is given by:
to : {n : N} → Finn→ FiniteSetn
to zero ≡ (zero, p)
to (sucn) ≡ (sucm, q′)
where (m, q) ≡ to(n)
where p is a proof that 0 < sucn and q′ is a proof that sucm < sucn deduced from the proof
q : m < n. Proving that to is the inverse of from is immediate by induction. 
Now, we prove various closure properties on finite sets such as the closure by sum, product
and exponentiation. These results are shown by using the inductive representation of finite sets.
Proposition 2 Empty and singleton sets
We have the following isomorphisms:
Fin 0 ∼= 0 and Fin 1 ∼= 1.
Proof. Immediate. 
Remark. The type Fin 0 represents the empty set while Fin 1 denotes the canonical singleton set.
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Proposition 3 Decomposition of a finite set
Every finite set with at least one element can be decomposed as the union of two finite sets:
Fin(sucn) ∼= 1 unionmulti Finn.
Proof. Immediate. 
Proposition 4 Closure properties
Canonical finite sets are closed under sum, product and exponentation.
Proof.
Sum. ∀(n,m :N). Fin(n+m) ∼= Finn unionmulti Finm.
Let n,m be two natural numbers. We proceed by induction on n:
I Base step. Assume that n = 0.
Fin(0 +m) ≡ Finm
∼= 0 unionmulti Finm (0 neutral for unionmulti)
∼= Fin zero unionmulti Finm. (by Prop. 1.2 [Fin 0 ∼= 0])
I Inductive step. Assume that n = sucn′ where n′ : N.
The inductive hypothesis is given by
∀(m :N). Fin(n′ +m) ∼= Finn′ unionmulti Finm. (IH)
Fin(sucn′ +m) ≡ Fin(suc(n′ +m))
∼= 1 unionmulti Fin(n′ +m) (by Prop. 1.3 [Fin(sucn) ∼= 1 unionmulti Finn])
∼= 1 unionmulti (Finn′ unionmulti Finm) (by induction hypothesis (IH))
∼= Fin(sucn′) unionmulti Finm. (by Prop. 1.3 and associativity of unionmulti)
Product. ∀(n,m :N). Fin(n×m) ∼= Finn× Finm.
Let n,m be two natural numbers. We proceed by induction on n:
I Base step. Assume that n = 0.
Fin(0×m) ≡ Fin zero
∼= 0× Finm (0 zero for × and Prop. 1.2 [Fin 0 ∼= 0])
∼= Fin zero× Finm. (by Prop. 1.2)
I Inductive step. Assume that n = sucn′ where n′ : N.
The induction hypothesis is given by
∀(m :N). Fin(n′ ×m) ∼= Finn′ × Finm. (IH)
Fin(sucn′ ×m) ≡ Fin(m+ n′ ×m)
∼= Finm unionmulti Fin(n′ ×m) (closure of sum)
∼= Finm unionmulti (Finn′ × Finm) (by induction hypothesis (IH))
∼= (1× Finm) unionmulti (Finn′ × Finm) (1 neutral for ×)
∼= Fin(sucn′)× Finm. (distributivity of × over unionmulti)
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Exponentiation. ∀(n,m :N). Fin(nm) ∼= Finm −→ Finn.
Let n,m be two natural numbers. We proceed by induction on m:
I Base step. Assume that m = 0.
Finn0 ≡ Fin 1
∼= 0 −→ Finn (exactly one morphism from 0 to any setoid)
∼= Fin zero −→ Finn. (by Prop. 1.2 [Fin 0 ∼= 0])
I Inductive step. Assume that m = sucm′.
The induction hypothesis is given by
Finnm






∼= Finn× Finnm′ (closure of finite sets under product)
∼= (1 unionmulti Finm′) −→ Finn (A× (B −→ A) ∼= (1 unionmultiB) −→ A)
∼= Fin(sucm′) −→ Finn. (by Prop. 1.3 [Fin(sucn) ∼= 1 unionmulti Finn]) 
1.2.2. Finite Setoids
Definition 2 Finite setoid






The number n is called the cardinal of A. When A is finite, we write #A to denote its cardinal.
Remark. When a type satisfied Definition 1.2, it is also called finitely enumerable or Bishop-finite.
Another common definition of finiteness of a type/setoid is characterized by the ability to list
all of its inhabitants.
Definition 3 DF-Listable / Listable
A setoid A is listable without duplicates if there exists a list l : ListA such that:
(i) ∀(x :A). x [∈] l,
(ii) l is duplicate-free.
When the list may contain duplicates, we say that A is listable.
Remark. In the definition of listable, the membership relation [∈] (see Definition A.36)
designates the proof-relevant variant of ∈ . This means that from a proof of x [∈] l we can
extract the position of x within the list l. This is not (always) possible from a proof of x ∈ l since
it lives in the sort Prop.
Proposition 5 Finite and listability
A setoid A is finite if and only if it is listable without duplicates.
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(∀x. x [∈] l)×NoDup l.
The definitions of the membership relation along with the predicate NoDup can be found in
Appendix A, for both vectors and lists. By definition, FiniteA is an isomorphism between a
canonical finite set Fin #A and A. We call index the map A→ Fin #A and index−1 : Fin #A→ A
the map in opposite direction. Now, we prove both equivalences:
(i) FiniteA ⇐⇒ ∑n:N∑v:VecAn(∀x. x [∈] v)×NoDup v
(=⇒) Assume that A is finite.
We must show that there exists a duplicate-free vector containing all elements of A.
We pick n := #A (the cardinal of A) and v := tabulate index−1. Now, we prove that
v contains every inhabitant of A. Let a : A. To show that a [∈] v, we pick the first
projection, called i, to be the index given by i := index a. It remains to show that
v(i) ≈ a. By equational reasoning:
v(i) ≡ (tabulate index−1) (index a)
= index−1(index a) (by Prop. A.8 [lookup(tabulate f) $ f ])
≈ a. (index−1 is the inverse of index)
Finally, proving that v is duplicate-free consists in establishing the injectivity of the





that is extensionally equivalent to index−1. In particular, since
index−1 is an isomorphism, it is also injective.
(⇐=) Assume that we have n : N and v : Vec A n such that M : ∀x. x[∈]v and D : NoDup v.
To show that A is finite, we have to construct an isomorphism from A to a canonical
finite set. We define the cardinal of A to be n. It remains to give two setoid morphisms
f : Finn −→ A and g : A −→ Finn and prove that they are inverse of one another.
The map f is defined as f := lookup v while the map g is given by g := proj1 ◦M .
Showing that f is a setoid morphism is trivial. For g, it is a direct consequence of the fact
that the vector does not contain duplicates. Finally, We show that g is the inverse of f :
• Let i : Finn. To prove that g(f(i)) = proj1(M(v(i))) = i, we use the hypothesis D
stating that lookup is injective. It remains to show that v(proj1(M(v(i)))) = v(i)
which is actually given by proj2(M(v(i))).





v:VecAn(∀x. x [∈] v)×NoDup v ⇐⇒
∑
l:ListA(∀x. x [∈] l)×NoDup l.
Straightforward by induction on vectors from left to right, and by induction on lists from
right to left. The maps converting a vector to a list and back are defined in Appendix A. 
Proposition 6 Finite closure
Finite setoids are closed under sum, product and exponentiation.
Proof. Consequence of Proposition 1.4 [Fin closure]. 
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1.2.3. Finitely Indexed Setoids
We consider another definition of finiteness commonly known as Kuratowski-finiteness.
Definition 4 Finitely indexed
A setoid A is said to be finitely indexed if there exists a split monomorphism from A into a





Remark. In Definition 1.4, the natural number n denotes an upper bound of the cardinal A.
Finitely indexed setoids are sometimes called finitely generated setoids.
Proposition 7 Finitely indexed and listability
A setoid A is said to be finitely indexed if and only if there exists a list l : ListA and a map
M : ∀(x :A). x [∈] l such that ∀(x, y :A). x ≈ y → proj1(M(x)) = proj1(M(y)).
Proof. The proof is similar to the one given in Prop. 1.5 [Finite⇔ DF-Listable]. 
Remark. In Proposition 1.7, in order to construct the split monomorphism from the list l, it
is not enough to specify that l contains every inhabitant of A. It also mandatory to require
that the membership proofs respects the underlying setoid equality. In Proposition 1.5, it is
not necessary because we have proof that the list l is duplicate-free. From this fact, we can derive
that each membership proof ought to be unique and thus respects the underlying setoid equality.
Proposition 8 Finite equivalent to finitely indexed
A setoid is finite if and only if it is finitely indexed.
Proof. Let A be a setoid.
(=⇒) Assume that A is finite.
Thus, there exists an isomorphism A −→ Fin #A. In particular, the map A −→ Fin #A
is a split monomorphism.
(⇐=) Assume that A is finitely indexed.
Then, by definition there exists a split epimorphism f from an initial segment of N.
To prove that A is finite it suffices to show that the underlying setoid equality on A
is decidable. Indeed, with Proposition 1.7 [FinitelyIndexed listability], we obtain a
list containing all inhabitants of A. Then, with the decidability of the underlying A
equality, we can remove any duplicate. Thus, it remains to prove the following statement:
∀(a, a′ :A). Dec(a ≈ a′).
We call index : A −→ Finn and value : Finn −→ A the retraction of index. Since
equality is decidable on canonical finite sets (Proposition A.6), we can compare the values
of the indices a and a′ to deduce whether a ≈ a′. Consequently, we consider two cases:
 Case 1. Assume that index a = index a′.
We can conclude that a ≈ a′ since the function index is injective.
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 Case 2. Assume that index a 6= index a′.
We must show that a 6≈ a′. Assume that a ≈ a′. Since the function index is a setoid
morphism, it is a congruence, hence index a ≈ index a′. Contradiction. 
Proposition 9 Closure properties
Finitely indexed types are closed under sum, product and exponentiation.
Proof. This is a consequence of Prop. 1.8 establishing the equivalence between finite setoids and
finitely indexed setoids along with the proof of the closure property on finite setoids(Prop. 1.4). 
1.2.4. Weakly Finite Indexed Setoids
In the previous section, finitely indexed setoids were defined by the existence of a split epimorphism
from an initial segment of N. Now, we consider a slightly weaker assumption in the sense that the
indexing map is not required to be a setoid morphism. The main consequence is that equivalent
elements in the setoid are not required to be indexed by the same element.
Definition 5 Weakly Finitely Indexed Setoids
A setoid A is said to be weakly finitely indexed when there exist a natural number n and two
maps f : Finn→ A and g : A→ Finn such that g is a right-inverse of f . Formally, we define
it as a dependent record as follows:
record WFI (A : Setoid) : Type
constructor 〈 , , , 〉
ucard : N
index : A→ Fin ucard
value : Fin ucard→ A
rinv : ∀(a :A). value(index a) ≈A a.
Remark. Given a weakly finitely indexed setoid A, we may write #A instead of ucardA to denote
the upper bound of the cardinal of A.
Proposition 10 Finitely indexed to weakly finitely indexed
A finitely indexed setoid A is weakly finitely indexed.
Proof. Immediate. 
Proposition 11 Weakly finitely indexed to finitely indexed
Intuitionistically, there is no map turning a weakly finitely indexed setoid A into a finitely
indexed setoid.
Proof. Let A be a setoid such that A is weakly finitely indexed. We prove that if a map:
φ : ∀A. WFIA→ FinitelyIndexedA
were to exist, then it would entail the law of excluded-middle (lem). Assume that the function φ
exists and let P : Prop be an arbitrary truth value. We can form the type defined as:
S : Type
S ≡ ∑p:Prop(p = > ∨ p = P ).
The equivalence relation considered on S is given by logical equivalence on propositions:
s ≈S s′ def⇐⇒ proj1 s↔ proj1 s′.
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Clearly, the type S is weakly finitely indexed as it is listable ( Proposition 1.12) where the list
is given by [(>, left refl); (P, right refl)]. Thus, by φ we have that S is finitely indexed and by
Proposition 1.8, S is also finite. As a result, we can now use the fact that the underlying setoid
equality on S is decidable. By case-analysis on (>, left refl) ?≈ (P, right refl), we consider two cases:
 Case 1. Assume that e : > ↔ P .
From e, we can conclude that P holds.
 Case 2. Assume that e : ¬(> ↔ P ).
From e, we can conclude that ¬P holds.
To summarize, we have shown that either P or ¬P hold, thus proving lem. 
Proposition 12 Weakly finitely indexed equivalent to listable
A setoid A is weakly finitely indexed if and only if A is listable.
Proof. The proof is similar to the one given in Prop. 1.7 [FinitelyIndexed listability]. 
The following proposition establishes that weakly finitely indexed setoids are preserved by
a “weak” form of split epimorphism. Here, by weak, we mean that the section is not required
to be a setoid morphism. An immediate corollary is that weakly finitely indexed are preserved by
isomorphisms.
Proposition 13 Weakly finitely indexed preserved by “weak” split epimorphism
Let A be a weakly finitely indexed setoid and B a setoid. If there exists two maps f : A −→ B
and g : B → A such that g is a right-inverse of f then B is weakly finitely indexed.
Proof. Let A and B be two setoids. Moreover, let f : A −→ B be a setoid morphism and
g : B → A such that g is a right-inverse of f . Furthermore, assume that A is weakly finitely
indexed. Thus, by definition there exist two maps indexA : A→ Fin #A and valueA : Fin #A→ A
such that index is a right-inverse of value. First, to prove that B is weakly finitely indexed, we
have to give an upper bound on its cardinal. We pick #B := #A. Then, we define the two maps as:
indexB : B → Fin #B
indexB ≡ indexA ◦ g.
valueB : Fin #B → B
valueB ≡ f ◦ valueA .
Finally, it remains to show that indexB is a right-inverse of valueB. Let b : B:
valueB(indexB b) ≡ f(valueA(indexA(g(b))))
≈B f(g(b)) (indexA right-inverse of valueA)
≈B b. (g right-inverse of f) 
In the following, we show that weakly finitely indexed setoids are enough to prove the pigeon
hole principle. This proof is based on well-founded induction over -accessible lists (Def. A.38).
Lemma 1 Pigeon hole principle on finite types
Let A be a type with a decidable Leibniz equality. Let l be a list of elements of A such that
the list l is -accessible. For any stream s : N → A, if for all k : Fin(length l), we have
l(k) = s(length l− suc(toN k)), then there exist two distinct positions i, j such that s(i) = s(j).
Proof. Let A be a type and
?
= : ∀a. ∀a′. Dec(a = a′) be the map deciding Leibniz equality
on A. Moreover, let s : N→ A denote a stream of elements of A. Formally, we have to prove
the following statement:
∀(l : ListA). dle → (∀k. l(k) = s(length l − suc(toN k)))→
∑
i,j:N
i 6= j ∧ s(i) = s(j).
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We proceed by induction on the proof of dle (-accessibility of l):
I Base step. Inductive type without a base constructor.
I Inductive step. Assume that l : ListA, B : dle and Inv : ∀k. l(k) = s(length l − suc(toN i)).
The inductive hypothesis is given by:
∀l′. l′ ≺ l→ (∀k. l′(k) = s(length l′ − suc(toN k))→
∑
i,j:N
i 6= j ∧ s(i) = s(j). (IH)
By case-analysis on the result of membership decision procedure s(length l) ∈? l:
 Case 1. Assume that E : s(length l) ∈ l.
From E, we can extract an index i such that l(i) = s(length l). Consequently, we
have found two positions i and length l such that s(i) = s(length l). Moreover, it is
straightforward to check that both indices are distinct because and index in a list ought
to be strictly smaller than its length.
 Case 2. Assume that E : s(length l) /∈ l.
We use the induction hypothesis (IH) with the list l′ picked to be s(length l) :: l. The
proof of l′ ≺ l, i.e., that l ⊂ s(length l) :: l, is straightforward because of assumption E.
Finally, it remains to prove:
∀(k : Fin(length l)). l′(k) = s(length l − suc(toN k)).
By case-analysis on k, we consider two cases:
 Case 2.1. Assume that k = zero.
We have l′(zero) = s(length l) = s(length l − 0) = s(suc(length l) − suc zero). This
holds by reflexivity, provided that length l − 0 has been rewritten into length l.
 Case 2.2. Assume that k = suc k′ where k′ : Fin(length l):
We conclude immediately with hypothesis Inv. 
Theorem 1 Pigeon hole principle
Let A be a setoid such that A is weakly finitely indexed. For any stream s : N → A, there
exists two distinct positions i, j : N such that s(i) ≈ s(j).
Proof. Let (A,≈) be a weakly finitely indexed setoid. Thus, by definition there exist two
maps index : A → Fin #A and value : Fin #A → A such that ∀a. value(index a) ≈ a. Let
s′ : N → A denote the stream of elements of A. We instantiate Lemma 1.1 with l := [ ] and
s := index ◦ s′. The proof of d[ ]e is given by the well-foundedness of  (Prop. A.15) while
the proof of ∀k. l(k) = s(length l − suc(toN k)) is given by elimination of the empty type on
k : Fin(length [ ]) ≡ Fin zero. Thus, we obtain two distinct positions i, j such that E : s(i) = s(j).
Finally, it remains to find two distinct positions i′, j′ such that s′(i) ≈ s′(j′). We pick i′ := i
and j′ := j. By equational reasoning:
s′(i′) ≈ value(index(s′(i))) (index right-inverse of value)
≈ value(index(s′(j))) (by rewriting hypothesis E)
≈ s′(j′). (index right-inverse of value) 
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1.2.5. Exploration Function
In this section, we introduce yet another characterization of finiteness based on exploration
functions. Intuitively, an exploration function can be thought of as the operation of mapping
a function to each element of a type and then combine all intermediate results.
One interesting use-cases of exploration functions is to derive big-operators such as sum
and product. For instance, if we have a map f : I → N, we may want to define an operation
representing the sum of all f(i), for all i : I. This operation is usually written as:∑
i:I
f(i).
Then, if we assume that I is listable, i.e., there exists a list l = [i0; i1; . . . ; in] containing all
inhabitants of I, the operation can be computed as follows:∑
i:I
f(i) = f(i0) + f(i1) + . . .+ f(in).
Here, we clearly see the scheme describe above. The type I is explored by mapping the function
f on each of its inhabitants. Then, the intermediate computations are combined through the
sum operation. Exploration functions are studied more extensively in [GP15].
Definition 6 Exploration of a type
The type of exploration functions on a type A is defined as follows:
ExploreA := ∀(M : Type). ∀( :M). ∀( ⊕ :M →M →M). (A→M)→M.
Moreover, any exploration function expl : ExploreA shall satisfy, for all type families
P : M → Type, the following introduction rule
expl-intro
P () P (m)× P (m)′ → P (m⊕m′) ∀a. P (f(a))
P (expl  ( ⊕ ) f) ,
and elimination rule
expl-elim
P (m⊕m′)→ P (m)× P (m′) P (expl  ( ⊕ ) f)
∀a. P (f(a)) .
Remark. Definition 1.6 is given for a plain type M . However, when considering setoids, we add a
side-condition on the type family P : M → Type, namely that P ◦ f respects the underlying
setoid equality:
∀(m,m′ :M). m ≈ m′ → P (f(m))→ P (f(m′)).
Here, we use implication instead of an equivalence because the other direction can be derived.
Proposition 14 Explorable and listability
A setoid A is listable if and only if there exists an exploration function.
Proof. Let (A,≈) be a setoid.
(=⇒) Assume that A is listable.
Thus, there exists a list l such that ∀(a :A). a [∈] l. Then, the exploration function on A is
derived as follows:
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expl : {M : Type} →M → (M →M →M)→ (A→M)→M
expl  ⊕ f ≡ fold  (λa. λr. f(a)⊕ r) l.
Finally, the introduction and elimination rules of expl are proven by a straightforward
induction over l.
(⇐=) Assume that there exists an exploration function expl on A.
The list l enumerating the elements of A is constructed as follows:
l : ListA
l ≡ expl [ ] ( ++ ) [ ].
It remains to prove that every element of A is in the list l, i.e., ∀(a :A). a [∈] l:
()
l1++l2 [⊆] l→ l1 [⊆] l
()
l1++l2 [⊆] l2 [⊆] l





where () and () are derived from the introduction rules of ++ , () is given by expl-elim
(with P (m) := m ⊆ l) and () is by definition of subset. 
Remark. Given an exploration function on A, an upper bound for the cardinal of the type A
can be computed as follows:
ucardA ≡ expl zero ( + ) (λ . 1).
1.2.6. Streamless Setoid
Streamless types are introduced in [SC10] and some closure properties are studied in [Par14].
In this section, we generalize slightly the definition of streamless types to setoids and show
the connection between streamless setoids and other notions of finiteness presented thus far.
Streamless setoids will be used mainly as a tool to obtain a sufficient condition to compute
fixpoints of monotonic functions on (complete) lattices.
Definition 7 Streamless setoid






i < j ∧ s(i) ≈A s(j).
Remark. Definition 1.7 is a reformulation of the statement: “there is no injection from N to A”.
This is also similar to the pigeon hole principle introduced in the previous section. In particular,
note that the stream position i, j are computationally-relevant.
Proposition 15 Weakly finitely indexed to streamless
Let A be a setoid. If A is weakly finitely indexed, then it is streamless.
Proof. Let A be a weakly finitely indexed setoid. Moreover, let s : N→ A denote a stream of
elements of A. By Theorem 1.1, there exist two distinct positions i, j such that s(i) ≈ s(j).
Clearly, since ≤ is total and i 6= j, we have either i < j or j > i. Assume the first case holds, i.e.,
i < j. As a result, we have two positions i, j such that i < j and s(i) ≈ s(j). Consequently, we
can conclude that A is streamless. The other direction holds by symmetry. 
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Figure 1.1. Relationships between various definitions of finite setoids.
Proposition 16 Streamless to weakly finitely indexed
Intuitionistically, there is no map from streamless setoids to weakly finitely indexed setoids.
Proof. To prove that no such map exists, we show that the law of excluded-middle (lem) is
derivable. Assume that there is map from streamless setoids to weakly finitely indexed setoids:
φ : ∀(A : Setoid). StreamlessA→WFIA.
Let P : Prop be an arbitrary proposition. We construct the setoid S := (P,≈P ) where
p ≈P p′ def⇐⇒ >.
Clearly, the setoid S is streamless: for any stream s : N→ P , we have s(0) ≈P s(1) ⇐⇒ >. By
φ, the setoid S is also weakly finitely indexed. Thus, by definition, there exists an upper bound
#S for the cardinal of S and there exist two maps, index : S → Fin #S and value : Fin #S → S.
By case-analysis on #S, we consider two cases:
 Case 1. Assume that #A = 0.
We prove that ¬P holds. Assume that we have a proof p : P . With index p : Fin #S ≡ Fin 0,
we obtain a term with empty type. Contradiction.
 Case 2. Assume that #A = sucn where n : N.
We prove that P holds. This proof is given by value zero : P .
As a result, we have proven that P ∨ ¬P holds. 
Figure 1.1 summarizes the various notions of finiteness presented in this section along with
their relationships. Some relationships are the result of theorems and are annotated accordingly.
Other relationships are represented with dashed lines to emphasize that they are a logical
consequence of the transitivity of implication.
1.3. SIGNATURES AND INDEXED SIGNATURES
In this section, we introduce the definitions of signatures and indexed signatures. Then, we define
the free term algebra (resp. coalgebra) induced by signatures. Finally, we give examples showing
how signatures are used to represent (co)inductive type definitions within the type theory itself.
1.3.1. Signatures
A signature (or ranked alphabet) is defined to be a set of symbols or operators, along with a
ranking function assigning to each operator an arity. The type of signature is represented as
dependent record as follows:
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record Sig : Type
constructor C[
Op : Type
Ar : Op→ N.
The field Op is a type representing the set of operators or function symbols. Note that,
traditionally the set of operators is required to be finite but we do not make this assumption in
the definition of Sig. However, shall we need such assumption, we would rather add the proof
of finiteness as a parameter of the definition or proposition that require it. This has the benefit of
emphasizing the parts of the mechanization that actually rely on such assumption. The field Ar is
a map assigning a rank to each operator. We use {α(a1)1 , . . . , α(an)n } as a notation to define a
finite ranked alphabet: the set of operators is given by {α1, . . . , αn } while the rank of αi is given
by the superscript ai, for each i. A ranked alphabet such that each operator has a rank of 1 is
called a unary ranked alphabet.
Example. We consider a signature describing a tree-like structure with operators {⊥, ::,×} of
arity 0, 1, and 2 respectively. This ranked alphabet is thus represented as follows:
Tree-like : Sig
Tree-like ≡ {⊥(0), ::(1),×(2) }.
Example. The signature for the type of lists is described as follows:
List-Sig : (A : Type)→ Sig
List-Sig A ≡ { [ ](0), :: a(1) }(a:A).
Extension functor of a ranked alphabet. A signature S induces an endofunctor on Type,
called the extension functor, where the action on types is given by:
ext : Sig→ Type→ Type
ext S X ≡ ∑o:S.Op Vec X (S.Ar o).
Coercion ext : Sig Sortclass.
and the action on morphisms is given by:
mapSig : (S : Sig)→ (X → Y )→ S(X)→ S(Y )
mapSig S f (o, os) ≡ (o,mapVec f os).
Note that the function ext is left implicit in the definition of mapSig. Here, we use a feature
available in the Coq proof assistant known as implicit coercions [Sa¨ı97]. Declaring ext as a
coercion from signatures to sorts implies that a signature may be used in place of a sort. The
conversion from signatures to sorts is done implicitly—through ext—during type-checking. This
notion of extension of a signature will be particularly important in the next section when we
define the term algebra over a signature.
Combinators. It is possible to define various combinators on signatures and establish their
soundness with respect to their underlying extension functor. We give a few examples:
N-ary combinator.
〈 〉 : Type→ N→ Sig
〈A〉n ≡ AC constn.
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Sum combinator.
〈unionmulti〉 : Sig→ Sig→ Sig
S1 〈unionmulti〉 S2 ≡ (S1.Op unionmulti S2.Op)C [S1.Ar, S2.Ar ].
Product combinator.
〈×〉 : Sig→ Sig→ Sig
S1 〈×〉 S2 ≡ (S1.Op× S2.Op)C uncurry(λo1. λo2. S1.Ar o1 + S2.Ar o2).
The function [ , ] denotes the dependent eliminator of the coproduct:
P : A unionmultiB l : ∀(a :A). P (inl a) r : ∀(b :B). P (inr b)
[l, r] : ∀(x :A unionmultiB). P (x)
while uncurry is the dependent eliminator of the product:
P : A×B → Type f : ∀(a :A). ∀(b :B). P (a, b)
uncurry f : ∀(x :A×B). P (x) .
Finally, to etablish the soundness, for instance, of the combinator 〈unionmulti〉 we need to show how the
combinator is related to its counterpart in the semantics, i.e., on its extension functor. Concretely,
this consists in proving the following statement:
∀(X : Type). (S1〈unionmulti〉S2)(X) ∼= S2(X) unionmulti S2(X).
1.3.2. Indexed Signatures
Many-sorted signatures are a generalization of signatures adding typing constraints (sorts) to the
arguments of operators. The type of many-sorted signatures is defined as a dependent record:
record MSig (S : Type)
constructor C[
Op : Type
Typ : Op→ ListS × S.
The main difference with signatures is that the arity function Ar of the type Sig has been
replaced by a typing function Typ which is used to assign a sort to operators and their arguments.
Here, this mapping is expressed by means of a non-empty list of sorts. The non-empty list is
encoded as a pair (l, r) composed of a possibly empty list of sorts and a sort. Intuitively, the list l
assigns a sort to each argument of an operator while the sort r denotes the sort of the operator
itself. Note that the arity of the operator is now implicit and may be recovered by computing
the length of the list.
An alternative representation of many-sorted signatures can be introduced as follows:
record ISig (I : Type)
constructor C[
Op : I → Type
Typ : (i : I)→ Op i→ List I.
Here, the difference with the type MSig is that the type of operators is indexed over a base type
I. Both representations, namely MSig and ISig, are in fact provably isomorphic but working
with indexed signatures seems more appropriate. Indeed, in the context of inductive families,
it is relatively straightforward to derive their corresponding indexed signatures, as illustrated
in the following example.
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Remark. When the indexed type I is defined to be the unit type, the type of signatures Sig is
isomorphic to the type of indexed signatures ISig>.
Example. In the previous section, we showed how the signature for polymorphic lists can be
defined. Now, we extend the signature to lists with length constraints in order to represent the
signature of vectors, i.e., fixed-length lists. First, we recall the inductive definition of vectors:
inductive Vec (A : Type) : N→ Type
[ ] : Vec A zero
:: : {n : N} → A→ Vec A n→ Vec A (sucn).
The type Vec is indexed by a natural number accounting for the length of the list. Thus, the term
[ ] constructs an empty vector, i.e., a list of length equal to 0. The constructor :: extends a
vector of length n with one element, yielding a vector of length n+ 1. The signature corresponding
to the inductive definition of the type Vec can be defined as follows:
VecSig (A : Type) : ISigN
VecSig A ≡ OpVec CArVec
where inductive OpVec : N→ Type
[ ] : OpVec zero
cons : (a : A)→ (n : N)→ OpVec(sucn)
ArVec : {n : N} → OpVecn→ ListN
ArVec bzeroc [ ] ≡ [ ]
ArVec bsucmc (cons a m) ≡ [m ].
Here, we use the convenience of inductive families in order to define the set of operators OpVec.
The index is a natural number accounting for the number of elements within the vector. Note
that, it is the same type indexing Vec and its signature. This is in general the case when we
want to derive the index signature from an inductive family definition. Unlike the definition of
Vec, the type OpVec is not recursive. The function ArVec defines both the arity of operators
and the type of their arguments. As such, the operator [ ] has no argument while the operator
consm has one argument whose type (sort) is given by m.
1.3.3. Term Algebra
Given a signature S, the type of all terms constructed from the operators of S is called the term
algebra induced by S. It is inductively defined as follows:
inductive T (S : Sig) : Type
C : (o : S.Op)→ (Fin(S.Ar o)→ TS)→ TS .
The term algebra TS has only one constructor C with two parameters, namely an operator
and a list of arguments. This list of arguments is modeled as a finite map. This representation has
several benefits. First, the induced inductive principle is easily derived:
P : TS → Type ∀(o :S.Op). ∀(f : Fin(S.Ar o)→ TS). (∀k. P (f(k)))→ P (oC f)
∀(t :TS). P (t)
.
Second, arguments are easily accessed through function application given an index of a
subterm. However, the main drawback of the functional representation concerns equality
between terms. The problem is that Leibniz equality does not satisfy functional extensionality.
Thus, given two terms oC f and oC f ′, we cannot conclude, in general, that oC f = oC f ′ when
∀(k : Fin(S.Ar o)). f(k) = f ′(k).
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Alternatively, arguments of operators can be represented as a vector. The choice of a vector
instead of a list is motivated by the fact that we want to ensure—by construction—that the
number of arguments matches the specification given by the arity function.
inductive T (S : Sig) : Type
C : (o : S.Op)→ Vec TS (S.Ar o)→ TS .
This vector-based representation of arguments circumvents the main drawback of the functional
representation in the sense that, extensionally equal vectors are provably Leibniz equal. However,
the induction principle associated to this new representation is complicated by the fact that
the type TS is nested1 with the type Vec:
P : TS → Type ∀(o :S.Op). ∀(v : Vec TS (S.Ar o)). Q(v)→ P (oC v)
Q : ∀n. Vec TS n→ Type Q([ ]) ∀n. ∀(t :TS). ∀(v : Vec TS n). P (t)→ Q(v)→ Q(t :: v)
∀(t :TS). P (t)
With that induction principle, we can prove an alternative principle which is closer to the one
induced by the functional representation:
P : TS → Type ∀(o :S.Op). ∀(v : Vec TS n). (∀(k : Fin(S.Ar o)). P (v(k)))→ P (oC v)
∀(t :TS). P (t)
.
Free Monad. Given a signature S : Sig and a type X : Type denoting variables, we can
extend the signature S by injecting variables into S as follows:
〈 〉 : Sig→ Type→ Sig
〈S〉X ≡ S 〈unionmulti〉 〈X〉0.
where 〈X〉0 denotes the nullary signature. The term algebra T〈S〉X induced by the signature 〈S〉X
is isomorphic to the following inductive definition:
inductive TS (X : Type) : Type
var : X → TS(X)
C : (o : S.Op)→ Vec (TS(X)) (S.Ar o)→ TS(X).
The type TS(X) is called the free monad of S. Indeed, it carries the structure of monad.
Concretely, we can define the parallel substitution operation on it:
>>= : TS(X)→ (X → TS(Y ))→ TS(Y )
(var x) >>= f ≡ f(x)
(oC v) >>= f ≡ oCmapVec ( >>= f) v.
The unit operation of the monad is given by var. It is straightforward to check, by induction, that
all laws of monads are satisfied by the parallel substitution function:
Left-identity. var x>>= f = f(x),
Right-identity. t>>= var = t,
Associativity. (t>>= f)>>= g = t>>= (λx. f(x)>>= g).
1 The induction principle generated by Coq does not account for the nesting of Vec with TS .
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1.4. COALGEBRAS AND COINDUCTIVE TYPES
In this section, we review the relationship between coalgebraic structures and coinductive types.
First, we recall some formal definitions about coalgebras in a type-theoretic context, that is, where
definitions are expressed as types. To keep the presentation simple, we specialize the definitions to
the category of types. Nevertheless, these definitions can be generalized to an arbitrary category.
Finally, we show how coalgebras are used to give a semantics to coinductive types.
Definition 8 Coalgebra
An F -coalgebra for a functor F : Type→ Type is a dependent pair:
Coalg(F ) : Type :=
∑
X:Type
X → F (X).
The first component X is called the carrier of the coalgebra while the second component
X → F (X) is called the destructor. We denote by destr, the second component of Coalg(F ).
Definition 9 Morphism of coalgebras
Let X = (X, destrX) and Y = (Y, destrY ) be two F -coalgebra for a functor F . A morphism of
coalgebras is given by a function f : X → Y on the underlying carriers such that the following
diagram commutes:
X Y
F (X) F (Y )
f
F (f)
destrX destrY destrY ◦ f = F (f) ◦ destrX
The type of coalgebra morphisms is thus defined as a dependent pair where the first component
is the function between the carriers and the second component is a coherence condition:
X → Y := { f : X → Y | F (f) ◦ destrX = destrY ◦ f }.
Definition 10 Final coalgebra
A coalgebra X is said to be the final coalgebra when, for all coalgebras Y, there exists a unique
coalgebra morphism into X . Formally:
Final(X ) := ∀(Y : Coalg(F )). ∃!(f : X → Y).
∑
f :X→Y
∀f ′. f = f ′.
We say that X is weakly final when the morphism exists but is not necessarily unique.
1.4.1. Semantics of Coinductive Types
In the previous section, we introduced coalgebras in a category-theoretic setting. Now, we show
how coinductive types can be semantically described as weakly final coalgebras.
Coinductive datatypes are introduced by the keyword coinductive. For example, given a
signature S, the coterm algebra can be defined as a codatatype as follows:
coinductive coT (S : Sig) : Type
J : (o : S.Op)→ (Fin(S.Ar o)→ coTS)→ coTS .
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This type definition is very similar to its dual, the term algebra over S defined in Section 1.3.3.
The main difference is that terms are allowed to be built by infinite applications of J . Given
a term t : coTS , we can observe its root function symbol and its subterms:
root : coT→ S
root (oJ ) ≡ o.
subterms : (t : coTS)→ Fin(S.Ar(root t))→ coTS
subterms (oJ os) ≡ os.
Note that there is a dependence between the type of nodes and its arity. Consequently, the
observation function subterms depends on root.
We can give to the type coTS the structure of an S-coalgebra as follows:
coalgcoT : Coalg(S)
coalgcoT ≡ (coTS , destr)
where destr : coTS → S(coTS)
destr t ≡ (root t, tabulate(subterms t)).
The destructor is given by the two observation functions namely root and subterms. Next, we
prove that the type coTS gives rise to a weakly-final coalgebra. To do that, we have to show that
for any coalgebra (X, destrX) there is an arrow into coTS :
coiter : (destrX : X → S(X))→ X → coTS
coiter destrX x ≡ oJ coiter destrX ◦ f
where o : S.Op
o ≡ proj1(destrX(x))
f : Fin(S.Ar o)→ X
f ≡ lookup(proj2(destrX(x))).
The function coiter is defined by corecursion. In the context of inductive types, recursive definitions
are accepted provided that the recursive call is applied to a subterm of the inductive term. This
ensures that the recursive function definition viewed as a rewrite system will eventually terminate.
By duality, for coinductive types, a corecursive call is accepted provided that it is guarded by
a constructor—in this case, the constructor is J . For the calculus of coinductive constructions,
the rules specifying whether a corecursive call is in guarded form can be found in [Coq93, Gim96].
This condition ensures that constructors appearing on the left-hand side of equations cannot be
consumed infinitely often without producing a value. Note that, for both recursive or corecursive
definitions, the acceptance condition is based upon a syntactic criterion. Nonetheless, this criterion
is not complete (see Section 1.1.2 for well-founded induction). Therefore, valid (semantically)
(co)recursive definitions may fail to satisfy this syntactic criterion. For instance, the stream of
natural numbers ω = 0, 1, 2, . . . could be defined as follows:
map : (A→ B)→ StreamA→ StreamB
map f ≡ coiter〈f ◦ head, tail〉.
ω′ : Stream N
ω′ ≡ 0 :: map suc ω′.




〈f ◦ head〉 〈head,tail〉
Here, the function map is defined by coiteration. Since the type of streams is a weakly final
coalgebra, in order to produce a map StreamA → StreamB, it suffises to give to the type
StreamA the structure of a StreamB coalgebra. However, the problem with the corecursive
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definition of ω′ is that it violates the guard condition. Indeed, the corecursive call occurs under a
function which is not a constructor. Nevertheless, this definition is productive. This fact can
be shown by considering another definition of ω, this time syntactically guarded:
ω : N→ Stream N
ωn ≡ n ::ωsucn.
ω : Stream N
ω ≡ ω0.
Then, we can show that the following laws are satisfied—up-to bisimilarity—by this definition:
headw ≡ 0, tailω ∼ map suc ω.
This example illustrates the incompleteness of the syntactic criterion for corecursive definitions.
Consequently, it is sometimes convenient to rely on “more primitive” notions to define
functions. We can use (dependent) iterators or well-founded induction for inductive types and
coiterators for coinductive types. Various techniques have been proposed to ease the production of
corecursive definitions [BPT15, AM13] or to circumvent the guard condition [EHB13, Dan10].
1.4.2. Equality and Coinductive Types
So far, we showed that the type coTS is weakly final. However, it is interesting to discuss why it
fails to be the final coalgebra. This is mainly due to the fact that Leibniz equality fails to identify
extensionally equal functions. In order to be the final coalgebra, equality between inhabitants
of the type coTS has to satisfy an extensionality principle known as bisimilarity. Before defining
formally bisimilarity, we recall the definition of a bisimulation relation expressed coalgebraically.
Bisimulation. Let (X , destrX ) be an S-coalgebra for a signature S and let R : X → X → Prop
be a binary relation. Define the sigma-closure of R to be
R := ∃x. ∃y. xR y,
along with two projections piR1 (x, y, r) := x and piR2 (x, y, r) := y. An S-bisimulation is a relation R
together with a map destrR : R → S(R) such that both piR1 and piR2 are S-coalgebra morphisms:
X XR
















◦ destrR = destrX ◦piRi , i ∈ { 1, 2 }
We say that a bisimulation relation is an equivalence relation when the underlying relation is
an equivalence relation.
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Deterministic Automaton
Q : Type,
δ : Q→ Σ→ Q,
F : Q→ B. s1 s2b, c




{ s1; s2 },
{s1 7→
(⊥, { a 7→ s1
; b, c 7→ s2 })
; s2 7→
(>, { a, b, c 7→ s2 })}
Non-Deterministic Automaton
Q : Type,
δ : Q→ Σ→ P(Q),





{ s1; s2 },
{s1 7→
(⊥, { a 7→ {s1; s2} })
; s2 7→
(>, { b, c 7→ {s2} })
Deterministic Top-Down Tree Automaton

Q : Type,
∆ : Q→ (σ : Σ.Op)→ Vec Q (Σ.Ar σ),
F : Q→ B.
q1(f(x1, x2))→ f(q1(x1), q2(x2)),
q1(g(x))→ g(q2(x)),
q2(f(x1, x2))→ f(q1(x1), q1(x2)),
q2(g(x))→ g(q2(x)).
F (Q) :=
B× ((σ : Σ)→ Vec Q (S.Ar σ)),
(Q,Q→ F (Q))
{ q1; q2 },
{q1 7→ ⊥, {f 7→ [q1, q2]
; g 7→ [q2]}
; q2 7→ >, {f 7→ [q1, q1]
; g 7→ [q2]}}
Figure 1.2. Transition systems along with their respective functors viewed as coalgebras
In the context of labeled transition systems (S,A,−→), a bisimulation relation is defined
to be a relation R over states such that:
sR s′ ⇒
{
∀s a−→ t. ∃s′ a−→ t′. tR t′,
∀s′ a−→ t′. ∃s a−→ t. tR t′.
Note that, when such transitions systems are represented as coalgebras (see Figure 1.2), the
bisimulation relation definition coincides with the categorical one.
For example, when the functor S is the functor of streams, we obtain the classical definition
of bisimulation given by:
head s1 = head s2 tail s1 R tail s2
s1 R s2
.
Bisimilarity. The bisimilarity relation on the term coalgebra coTS for a given signature S
is defined coinductively as follows:
coinductive ∼ : coTS → coTS → Prop
∼-intro : (e : root t1 = root t2)→ (∀k. subterms t1 k ∼ subterms t2 e∗(k))→ t1 ∼ t2.
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One remarkable property of bisimilarity is that it is the greatest bisimulation. This means that
that for any S-bisimulation R, we have R ⊆ ∼ , i.e., ∀x. ∀y. xR y → x ∼ y. The proof of
that statement is straightforward (by corecursion) and follows from these two simple facts:
xR y
e : rootx = root y
,
xR y k : Fin(S.Ar(rootx))
(subterms x k)R (subterms y e∗(k))
,
which are direct consequences of the definition of bisimulation.
Coinduction proof principle. The coinduction proof principle provides a way to prove
equality between two terms t1 and t2 by giving a bisimulation relation R such that both t1 and t2
are related by R. Formally,
∀(R : coTS → coTS → Prop). bisim(R)→ ∀(t1, t2 : coTS). t1 R t2 → t1 = t2.
Here, bisim is a predicate on binary relations that characterizes bisimulations. However, the
coinduction proof principle is not available for the coinductive types of Coq.
1.5. CONCLUSION
In this chapter, we have introduced the type theory—calculus of coinductive constructions—used
to formalize all results contained in this thesis. In particular, we have presented inductive
and coinductive type definitions along with their respective reasoning principles. We have also
discussed how quotient of types can be approximated through setoids. This is particularly
important in the context of coinductive types since they fail to satisfy the coinductive proof
principle. Consequently, most of the results based on coinductive type definitions have to be dealt
with modulo bisimilarity. Furthermore, we introduced signatures and indexed signatures as a
tool to reason about strictly positive (co)inductive types. Finally, we have presented a hierarchy of




In this chapter, we introduce formally the type of regular trees [Cou83] over an arbitrary
signature. First, we give a characterization of regular trees based on a restriction of a coinductive
representation of trees. Intuitively, this restriction is expressed as a property upon the set of
subtrees of an infinite tree, namely that this type is finite. To this end, we reuse a lot of the
material about finite types introduced in the previous chapter. Moreover, we aim to define a
notion of subtrees that is as independent as possible of a particular tree representation. Although
we use a weak notion of finiteness1 to characterize the set of subtrees, we show that it is still
sufficient to obtain, constructively, a closure property: a subtree of a regular tree is again regular.
Next, we introduce a syntax aiming to characterize all regular trees. This syntax is based
on an inductive representation of infinite trees as cyclic terms [GHUV06]. Here, cycles within
terms are encoded by means of binders. Contrary to the coinductive characterization, cyclic
terms allow cycles to be represented explicitly. The main advantage of a syntax-based approach is
that trees obtained through the syntax are regular by construction. Finally, we show that this
syntax is sound and complete with respects to the coinductive characterization of regular trees.
2.1. A COINDUCTIVE CHARACTERIZATION
In this section, we aim to give a coinductive characterization of regular trees [Cou83]. Informally,
a potentially infinite tree is said to be regular whenever the set of its subtrees is finite—up-to tree
isomorphism. In order to formally define this property, we proceed as follows.
First, we introduce, as a coinductive datatype definition, the type of infinite trees over a
signature. Then, we discuss the notion of tree isomorphism and introduce the bisimulation-based
proof method. In particular, we show that the binary relation defined to be the chain of
approximations of tree isomorphisms—up-to a given depth—is a bisimulation.
Next, we define the set of subtrees of an infinite tree through unranked coalgebras. These
coalgebras are used to abstract away from a particular representation of infinite trees. To this end,
we work on coalgebras induced by a specific signature, namely the unranked signature. Intuitively,
this signature allows nodes of a tree to be represented by its arity. In addition, the carrier of these
coalgebras are taken to be setoids rather than types. Starting from a given coalgebra viewed as a
transition system, we define the notions of paths and successors. Then, this abstract framework is
instantiated on the type of infinite trees yielding a formal definition of regular trees.
Finally, we prove a closure property on regular trees, namely that a subtree of a regular tree
is again regular. In particular, we show that this result is not trivial because of the relatively
weak definition of finiteness used in the characterization of the regularity property.
1 For instance, we do not assume decidability of equality of the set of operators of the signature.
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2.1.1. Infinite Trees
In the previous chapter, we introduced the coterm algebra induced by a signature. From this type
definition, we can derive a type characterizing infinite trees. Here, we recall briefly its definition
slightly adapted to the tree terminology (as opposed to the term terminology used previously).
Definition 1 Type of infinite trees
Let S : Sig be a signature. The type of infinite trees over the signature S, denoted coTS , is
defined coinductively as follows:
coinductive coT (S : Sig) : Type
J : (o : S.Op)→ (Fin(S.Ar o)→ coTS)→ coTS .
Given an infinite tree, we may observe its root:
root : {S : Sig} → coTS → S.Op
root (oJ ) ≡ o
and define a function indexing its immediate subtrees:
br : {S : Sig} → (t : coTS)→ Fin(S.Ar(root t))→ coTS
br ( J b) ≡ b.
coercion br : coT Funclass.
The map br is used as a coercion from infinite trees to functions. Consequently, given an index k
of a subtree of t, we may obtain the subtree at position k by writing t(k) instead of br t k.
Equality between infinite trees
As Leibniz equality fails to identify all isomorphic trees, we define a coinductive extensional
equality on trees, known as bisimilarity:
coinductive ∼ {S : Sig} : coTS → coTS → Prop
∼-intro : ∀{t1, t2}. (e : root t1 = root t2)→ (∀k. t1(k) ∼ t2(e∗(k)))→ t1 ∼ t2.
When two trees t1 and t2 are related by ∼ we say that they are (tree) isomorphic or bisimilar.
Here, because of the dependence between an operator and its arity we have to transport the
equality proof when the kth subtree of t2 is accessed. Nevertheless, we can prove a strong
elimination principle on bisimilarity, namely that we may use any proof of equality between roots:
Proposition 1 Elimination principle on ∼
Let S be a signature and t1, t2 be two infinite trees over S. If t1 ∼ t2 then, for any equality
proof e : root t1 = root t2 and index k : Fin(S.Ar(root t1)), we have t1(k) ∼ t2(e∗(k)).
Proof. Let S : Sig, t1, t2 : coTS and B : t1 ∼ t2 a proof that t1 is bisimilar to t2. Moreover, let
e : root t1 = root t2 be an equality proof and k : Fin(S.Ar(root t1)) be an index of an immediate
subtree of t1. By case-analysis on B, there exists an equality e
′ : root t1 = root t2. Furthermore,
there exists a proof H : ∀k. t1(k) ∼ t2(e′∗(k)). By equational reasoning:
t1(k) ∼ t2(e′∗(k)) (by hypothesis H(k))
≡ t2(subst (Fin ◦S.Ar) e′ k) (by definition of ∗)
= t2(subst Fin (ap S.Ar e
′) k) (by Prop. A.1 [subst (P ◦ f) p $ subst P (ap f p)])
= t2(subst Fin (ap S.Ar e) k) (by uip on N, ap S.Ar e′ = ap S.Ar e)
= t2(subst (Fin ◦S.Ar) e k) (by Prop. A.1 [subst (P ◦ f) p $ subst P (ap f p)])
≡ t2(e∗(k)). (by definition of ∗) 
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Remark. Prop. 2.1 is important since it allows any proof of equality to be used regardless of the
one used in the initial proof. However, this does not entail that ∼ is a mere proposition.
In the following, we show that bisimilarity is the largest bisimulation relation. A bisimulation
relation on infinite trees is defined as follows:
Definition 2 Bisimulation relation on infinite trees
Let S be a signature. A binary relation R : coTS → coTS → Prop is said to be a
bisimulation relation when it satisfies:
(i) ∀(t1, t2 : coTS). t1 R t2 → root t1 = root t2,
(ii) ∀(t1, t2 : coTS). ∀(e : root t1 = root t2). ∀(k : Fin(S.Ar(root t1))). t1(k)R t2(e∗(k)).
We denote by bisim(R), the type of binary relation satisfying (i – ii).
Remark. As for the definition of bisimilarity, there should be a dependence between the conditions
(i) and (ii). Indeed, the definition should have been written as follows:
∀(t1, t2 : coTS). t1 R t2 → ∃(e : root t1 = root t2). ∀k. t1(k)R t2(e∗(k)). (bisimulation-alt)
However, in Proposition 2.1 [∼ elim.], we observed that the choice of the equality proof is not
important. This justifies why we used universal quantification in (ii). Finally, it is possible to
prove (as in Proposition 2.1) that Definition 2.2 and (bisimulation-alt) are in fact equivalent.
Theorem 1 Coinduction proof principle
Let S be a signature. The bisimilarity relation ∼S is the largest bisimulation relation.
Proof. Let S : Sig be a signature and R : coTS → coTS → Prop be a binary relation. Moreover,
assume that there is a proof B : bisim(R). We have to show that:
∀(t1, t2 : coTS). t1 R t2 → t1 ∼ t2. (cofix)
We prove it by corecursion, thus we may assume (cofix). Let t1, t2 be two infinite trees and let
r : t1 R t2. From B and by definition of bisim, there exists a proof e such that root t1 = root t2.
Furthermore, there exists a proof B′ such that ∀e. ∀k. t1(k)R t2(e∗(k)). Consequently, to prove
that t1 ∼ t2, we use the constructor ∼-intro. It remains to show that:
• root t1 = root t2, which is given by hypothesis e,
• ∀k. t1(k) ∼ t2(e∗(k)), which is proven by applying B′ e k : t1(k)R t2(e∗(k)) to (cofix). 
We conclude this section by defining the bisimilarity relation up-to a given depth. Then, we
show that this binary relation is a bisimulation. Consequently, it may be used to show that two
infinite trees are bisimilar (Theorem 2.1). This bisimulation relation is important because it
allows bisimilarity proofs to be produced by induction on the depth, free of guard conditions.
Definition 3 Bisimilarity up-to a given depth
Let S be a signature. The binary relation ∼n : coTS → coTS → Prop, denoting
bisimilarity up-to depth n, is defined inductively as follows:
inductive ∼ {S : Sig} : coTS → N→ coTS → Prop
∼0-intro : ∀{t1, t2}. t1 ∼0 t2
∼suc-intro : ∀{t1, t2}. ∀{n}. ∀(e : root t1 = root t2). (∀k. t1(k) ∼n t2(e∗(k)))→ t1 ∼sucn t2.
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Now, we prove that the bisimilarity up-to a given depth induces a chain whose limit coincides
with the bisimilarity relation.
Theorem 2 Bisimilarity up-to a given depth induces a bisimulation relation
Let S be a signature. The binary relation D defined as:
t1 D t2 def⇐⇒ ∀(n :N). t1 ∼n t2,
is a bisimulation relation.
Proof. Let S be a signature and t1, t2 : coTS be two trees. Assume that d : t1 D t2, i.e., that we
have d : ∀n. t1 ∼n t2. In order to show that D is a bisimulation, we prove (i–ii) of Definition 2.2:
(i) root t1 = root t2.
By case-analysis on d(1) : t1 ∼1 t2, we obtain a proof e : root t1 = root t2.
(ii) ∀(e : root t1 = root t2). ∀(k : Fin(S.Ar(root t1))). ∀(n :N). t1(k) ∼n t2(e∗(k)).
Let e : root t1 = root t2 be an equality proof, k be an index and n be a natural number. By
case-analysis on d(sucn) : t1 ∼sucn t2, there exists an equality proof e′ : root t1 = root t2
along with a proof H such that ∀k. t1(k) ∼n t2(e′∗(k)). By the same arguments used in
Prop. 2.1, we can substitute e′ by e in H, thus we have that t1(k) ∼n t1(e∗(k)) by H(k). 
Remark. We could also prove the other direction, namely that the bisimilarity relation is included
in D. This proof is immediate by induction on the depth. Intuitively, when two infinite trees
are bisimilar, they are bisimilar up-to any arbitrary depth.
An important consequence of Theorem 2.2 is that proofs of bisimilarity between infinite
trees can be obtained by induction rather than by coinduction. Indeed, one of the problem
of coinductively-defined proofs is the syntactic guard condition. This restriction can hinder
compositional reasoning. For example, the use of transitivity in coinductive proofs can lead to
syntactically non guarded corecursive calls. However, when the proof is obtained by induction
on the depth of trees, we are freed from these syntactic considerations and thus, we may recover
some forms of compositionality.
2.1.2. Unranked Coalgebras
In this section, we define the type of unranked coalgebras induced by the unranked signature.
Here, the goal is to obtain an abstract structure used to define the notion of paths and successors
independently of a particular infinite tree representation. Note that, carriers of coalgebras are
considered here to be setoids rather than plain types.
Definition 4 Unranked signature
The unranked signature, denoted U, is defined as:
U := NC id.
Remark. The unranked signature is introduced here as a simplification. Without it, every
subsequent result of this section would have to be polymorphic over signatures.
As shown in Section 1.3.1, a signature induces a functor on Type called the extension
function. In the following, we show that this functor can be extended to setoids.
Proposition 2 Induced functor on setoids
The unranked signature U induces an endofunctor on setoids denoted FU.
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where the binary relation ≈ is given by:
(n, v) ≈ (n′, v′) def⇐⇒ ∃(e :n = n′). ∀(k : Finn). v(k) ≈X v′(e∗(k)).
It is straightforward to check that ≈ is an equivalence relation. Note that, the type ∑n:N Vec X n
is isomorphic to the type of lists over X.
Given two setoids (X,≈X), (Y,≈Y ) and a setoid morphism h : X −→ Y , the action on h is
given by:
mapFU h (n, v) := (n,mapVec h v).
Finally, it remains to show that the function mapFU respects the underlying setoid equivalences:
∀(n, v). ∀(n′, v′). (n, v) ≈ (n′, v′)→ mapFU h (n, v) ≈ mapFU h (n′, v′).
Let (n, v), (n′, v′) : FU(X,≈X) such that (n, v) ≈ (n′, v′). By definition of ≈, there exists a
proof e : n = n′ such that ∀k. v(k) ≈X v′(e∗(k)). By induction on e, we can substitute n′
by n and e by refln. Consequently, we have ∀k. v(k) ≈X v′(refl∗(k)) = v′(k). Moreover, since
h is a setoid morphism and that ∀v. ∀k. (mapVec h v)(k) = h(v(k)) (Prop. A.11), we obtain
that ∀k. (mapVec h v)(k) = h(v(k)) ≈Y h(v′(k)) = (mapVec h v′)(k). Thus, we have proved
that both vectors, namely mapFU h (n, v) and mapFU h (n, v′), are extensionally equivalent. By
Proposition A.10, this is a sufficient condition to show that they are equal. 
Definition 5 Type of U-coalgebra





The two projections function of a U-coalgebra, denoted rank and next, are defined as follows:
rank : ∀{X :U}. X → N
rank {X, outX} ≡ proj1 ◦ outX .
next : ∀{X :U}. ∀(s :X). Fin(rank s)→ X
next {X, outX} ≡ proj2 ◦ outX .
Remark. Note that, given a coalgebra (X, outX), both projection functions, namely rank and next,
preserve setoid equivalences. Indeed, since outX is a setoid morphism, it is straightforward to
prove that the following congruence laws hold:
(i) ∀(s, s′ :X). s ≈X s′ → rank s = rank s′,
(ii) ∀s, s′. ∀(k : Fin(rank s)). ∀(k′ : Fin(rank s′)). s ≈X s′ → k ' k′ → next s k ≈X next s′ k.
Here, k ' k′ denotes an heterogeneous equality over the type of finite sets (see Definition A.24).
Terminology. Let T : U be a coalgebra. We may refer to T as a transition system (TS), where
the carrier of T is called the type of states and next is the transition function. We say that s′ is an
immediate successor state of s when there exists an index k : Fin(rank s) such that s′ = next s k.
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2.1.3. Paths and Successors in Unranked Coalgebras
For the remaining of this section, we fix a transition system T : U . We call S the type of states of
T . In addition, for a given state s : S and index k : Fin(rank s), we abbreviate next s k as s[k].
Paths
A path within a transition system could be represented as a list of natural numbers. To account
for the dependency between a state and its rank, we represent elements of a path as a dependent
pair (n, k) with n being the rank.
Definition 6 Path
The type of paths is defined as a list of pairs:
Path : Type
Path ≡ List (∑n:N Finn)
where the first element of the pair is a natural number n : N and the second element is an
index k : Finn taken from the finite set induced by n. Moreover, we denote by ε : Path, the
empty path, i.e., the path defined as ε := [ ].
However, not all paths are valid for a given transition system. Indeed, we have to ensure that
a path can be effectively “mapped” onto it. Figure 2.1 contains an example of a valid (resp.
invalid) path in the transition system T starting from the state s1. The problem with the invalid
path p = [(2, 1); (3, 2); (4, 3)] is the last element, namely (4, 3). Here, the rank of the state s3
is 4  3. Consequently, there is no out-going transition in T that can be indexed by 3.
Definition 7 Set of s-paths
Let s : S be a state. The set of s-paths, denoted P(s), is defined inductively as follows:
Pε
ε ∈ P(s) , P::
e : n = rank s p ∈ P(s[e∗(k)])
(n, k) :: p ∈ P(s) .
Moreover, the type of all s-paths, denoted P(s), is defined as follows:
P(s) := { p : Path | p ∈ P(s) } .
Notation. Here, we use the membership notation with predicates which can be thought of an
encoding of sets in type theory. Thus, a ∈ P is a notation for P (a), for P : A→ Prop.
Remark. The specification of P could be generalized further, the drawback being that it adds
a slightly stronger dependency between the rank of a state and the indices of its out-going
transitions. For instance, consider the valid path p = [(2, 1); (3, 2); (3, 1)] of Figure 2.1. This
path could have been also expressed as p′ = [(2, 1); (3, 2); (2, 1)]. The difference concerns the
last element (2, 1). With this new definition, we have a weaker specification of the rank of s3.
Nevertheless, it is possible to lift the index 1 of type Fin 2 to the type Fin 3. Consequently, an
alternative definition of the rule P:: could be given as follows:
P::
e : n ≤ rank s p ∈ P(s[lifte(k)])
(n, k) :: p ∈ P(s)
where the type of the function lift is given by: ∀(m,n :N). Finm→ m ≤ n→ Finn.




















A valid path in T :











An invalid path in T :
p = [(2, 1); (3, 2); (4, 3)]
Figure 2.1. Examples of a valid/invalid paths within a transition system.
Next, we prove two properties on the type of s-paths, namely that it is a mere proposition
and that path membership is decidable, regardless of whether the underlying setoid equality
on states is decidable or not.
Proposition 3 P(s) is a mere proposition
Let s : S be a state and p be a path. Then, the type p ∈ P(s) is a mere proposition.
Proof. Let p : Path and s : S. To show that the type p ∈ P(s) is a mere proposition, we have to
prove that:
∀(P,Q : p ∈ P(s)). P = Q.
Let P,Q : p ∈ P(s). We proceed by induction on the path p:
I Base step. Assume that p = ε.
Both P and Q can only be obtained from the rule Pε and are thus equal.
I Inductive step. Assume that p = (n, k) :: p′ where n : N, k : Finn and p′ : Path.
The induction hypothesis is given by:
∀(s :S). ∀(P,Q : p′ ∈ P(s)). P = Q. (IH)
By case-analysis on P : (n, k) :: p′ ∈ P(s), there exist an equality proof e : n = rank s and a
proof P ′ : p′ ∈ P(s[e∗(k)]) such that P ′ = P:: e P ′. Likewise, by elimination of Q, there exist
an equality proof e′ : n = rank s and a proof Q′ : p′ ∈ P(s[e′∗(k)]) such that Q = P:: e′ Q′.
Because N satisfies uip, we have that e = e′. Altogether, we establish that P = Q as follows:
P = P:: e P
′ (by case-analysis)
= P:: e
′ Q′ (e = e′ by uip on N and P ′ = Q′ by (IH))
= Q. (by case-analysis) 
Proposition 4 Decidability of P(s)
For all states s : S, the predicate P(s) is decidable.
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Proof. We have to show that:
∀(p : Path). ∀(s :S). Dec(p ∈ P(s)).
Let p : Path and s : S. We proceed by induction on the path p:
I Base step. Assume that p = ε.
In this case, Dec(ε ∈ P(s)) is obtained by yesPε.
I Inductive step. Assume that p = (n, k) :: p′ where n : N, k : Finn and p′ : Path.
The induction hypothesis is given by:
∀(s :S). Dec(p′ ∈ P(s)). (IH)
Furthermore, we consider two cases by elimination of n
?
= rank s:
 Case 1. Assume that e : n = rank s.
From the induction hypothesis (IH), with s picked to be s[e∗(k)], we obtain a term
D : Dec(p′ ∈ P(s[e∗(k)])). By case-analysis on D:
 Case 1.1. Assume that D = yesP ′ where P ′ : p′ ∈ P(s[e∗(k)]).
In this case, Dec(p ∈ P(s)) is obtained by yes(P:: e P ′).
 Case 1.2. Assume that D = noP ′ where P ′ : p′ /∈ P(s[e∗(k)]).
From hypothesis P ′, it is straightforward to show that there exists a proof P of
p /∈ P(s). Finally, we conclude that Dec(p ∈ P(s)) with noP .
 Case 2. Assume that e : n 6= rank s.
In this case, we prove that there exists a proof P such that p /∈ P(t):
Assume that p ∈ P(t). Then, by case-analysis (using rule P::), there exists a proof e′
such that n = rank s. Contradiction.
Finally, from P , we conclude that Dec(p ∈ P(t)) with noP . 
Successors
In this section, we define formally the type of successors of a given state. We follow a bottom-up
approach in the sense that we start from the elementary notion of path defined previously.
Definition 8 Successor state indexed by a path
Given a state s and a path p, we compute the successor of s ending at p as follows:
| : (s : S)→ Path→MaybeS
s |ε ≡ just s
s |(n,k) :: p ≡ match n ?= rank s with
yes e ⇒ s[e∗(k)]|p
no ⇒ nothing
end
Note that the return type of the function computing the successor of a state s is not S but
MaybeS. This is due to the fact that we do not know whether the path used in the computation
of the successor is an s-path (see Figure 2.1 for an example of an invalid path). In essence,
Maybe is used here to provide a representation of partial functions in a total setting.
Alternatively, we could leverage dependent types in order to strengthen the specification
of the function on the input parameters:
| : (s : S)→ (p : Path)→ p ∈ P(s)→ S.
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Or, we could provide a justification explaining why the computation failed:
| : (s : S)→ (p : Path)→ S unionmulti p /∈ P(s).
Here, we choose to decompose the problem of defining the function computing the successor
state and proving its specification:
Proposition 5 Successor function specification





⇐⇒ p ∈ P(s).
Proof. Let s : S and p : Path. We proceed by induction on the path p:
I Base step. Assume that p = ε.
is-just(s|ε) ≡ is-just(just s)
⇔ > (by definition of is-just)
⇔ ε ∈ P(s). (by rule Pε)
I Inductive step. Assume that p = (n, k) :: p′ where n : N, k : Finn and p′ : Path.











⇔ ∃(e :n = rank s). is-just(s[e∗(k)]|p′) (by case-analysis on n ?= rank s)
⇔ ∃(e :n = rank s). p′ ∈ P(s[e∗(k)]) (by induction hypothesis (IH))
⇔ p ∈ P(s). (by rule P::) 
Proposition 6 Alternative successor specification





⇐⇒ p /∈ P(s).
Proof. Immediate consequence of Proposition 2.5 and by definition of is-nothing. 
Definition 9 Setoid structure on P(s)
Let s : S be a state of T . We say that two s-paths, p1, p2 : P(s), are s-equivalent if and only if
the successor states, respectively indexed by p1 and p2, are equivalent. Formally,
p1 ≈s p2 def⇐⇒ s|p1 ≈S s|p2 .
We could explain the setoid structure on P(s) by analogy with pointer structures found
in languages such as C or Ocaml. In this context, a state s could be seen as a memory area
and a path could be interpreted as a pointer within this memory. Thus, elements of P(s) are
considered equal if they lead to isomorphic states, or said otherwise, if they point to memory
cells representing equal values. To summarize, we are not interested in equality between paths
(pointers) but rather, we are interested in equality between states (values).
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One important property of the function computing the successor state indexed by a path
is that it preserves the underlying setoid equality on states:
Proposition 7 Successor function respects setoid equality
Let s, s′ : S be two states of T and p be a path. If s ≈S s′ then s|p ≈ s′|p.
Proof. Let s, s′ : S, p : Path and H : s ≈S s′. We proceed by induction on the path p:
I Base step. Assume that p = ε.
In this case, we have s|ε = just s and s′|ε = just s′. We have to prove that just s ≈ just s′. By
definition of the setoid equivalence, just is a congruence. Thus, it suffices to show that s ≈ s′
which holds by assumption H.
I Inductive step. Assume that p = (n, k) :: p′ where n : N, k : Finn and p′ : Path.
The induction hypothesis is given by:
∀(s, s′ :S). s ≈S s′ → s|p′ ≈ s′|p′ . (IH)
From hypothesis H, it is straightforward to obtain a proof r such that rank s = rank s′.
match n
?
= rank s with






= rank s′ with





By case-analysis on n
?
= rank s:
 Case 1. Assume that e : n = rank s. In addition, since we
have rank s = rank s′, we deduce that there exists a proof e′ of
n = rank s′. Therefore, we can simplify n ?= rank s′ into yes e′.
s[e∗(k)]|p′ ≈ s′[e′∗(k)]|p′
⇐⇒ { induction hypothesis (IH) }
s[e∗(k)] ≈S s′[e′∗(k)]
⇐⇒ { by rewriting e′ into e with uip}
>.
 Case 2. Assume that e : n 6= rank s.
From e, we can deduce that there exists a proof e′ of n 6= rank s′.
Thus, n
?
= rank s′ can be simplified into no e′. Finally, we
conclude that nothing ≈ nothing by reflexivity.

Now, we formalize the successor1 relation between states within a transition system.
1 The successor relation is indeed the transitive closure of the one-step relation induced by next.
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Definition 10 Successor relation (transitive)
Let s, s′ : S be two states of T . We say that s′ is a successor of s, denoted s  s′, if there
exists a path p such that the successor state of s indexed by p is s′. Formally,
 : S → S → Type
s  s′ ≡
{
p : Path | s|p ∈ b ∼ s′c
}
.
Moreover, the set of successors starting from a state s, denoted s , is defined as:
 : S → Type
s ≡ ∑s′:S s  s′.
Here, the notation b ≈S s′c denotes the lifting of the predicate ≈S s′ : S → Prop
to elements on Maybe(S). Thus, we have b ≈S s′c : Maybe(S) → Prop. We refer to
Appendix A for the formal definition.
Remark. Even though we say that  is a relation, it is important to note that s  s′ lives in
Type and not Prop. This means that s  s′ is computationally-relevant. Concretely, when
we say that s′ is a successor of s, we are not just interested in this logical fact, but we are also
interested in the path p starting at s and leading to s′.
As for the type P(s), we give a setoid structure to the type s .
Definition 11 Setoid structure on s 
Let s : S be a state of T . We say that two successor states s1, s2 : s are equivalent if and
only if proj1 s1 ≈S proj1 s2.
The following proposition shows that the type of paths induces an induction principle over
the successor relation:
Proposition 8 Induction principle for the successor relation
Let P : S → S → Type be a relation on states of T . If,
(i) ∀(s, s′ :S). s ≈ s′ → P s s′,
(ii) ∀(s, s′ :S). ∀(k : Fin(rank s)). s[k]  s′ → P (s[k]) s′ → P s s′,
then,
∀(s, s′ :S). s  s′ → P s s′.
Proof. Let P : S → S → Type. Suppose that both (i) and (ii) holds. Moreover, let s, s′ : S
and H = (p,H ′) : s  s′ where p : Path and H ′ : s|p ∈ b ≈S s′c. We proceed by induction
on the path p:
I Base step. Assume that p = ε.
When we substitute p by ε in H ′, we have a proof that just s ∈ b ≈S s′c. Furthermore, by
case-analysis on H ′, we deduce that s ≈S s′. Finally, we use this fact and hypothesis (i)
to conclude that P s s′ holds.
I Inductive step. Assume that p = (n, k) :: p′ with n : N, k : Finn and p′ : Path.
The induction hypothesis is given by:
∀(s, s′ :S). s|p′ ∈
⌊ ≈S s′⌋→ P s s′. (IH)
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By case-analysis on n
?
= rank s we consider two cases:
 Case 1. Assume that e : n = rank s.
In this case, the computation s|p reduces to s[e∗(k)]|p′ . In addition, the type of the
hypothesis H ′ is now s[e∗(k)]|p′ ∈ b ≈S s′c. To prove P s s′, we use hypothesis (ii)
with k := e∗(k). Thus, it remains to show that P (s[e∗(k)]) s′ holds. This follows directly
from the induction hypothesis (IH) instantiated with hypothesis H ′.
 Case 2. Assume that e : n 6= rank s.
We show that this case leads to a contradiction. The computation s|p reduces to
nothing. Consequently, the type of H ′ is now nothing ∈ b ≈S s′c which is clearly empty.
Contradiction. 
Remark. Here, in order to define the successor relation, we followed a bottom-up approach. First,
we started with the elementary notion of paths, which is then restricted to the set of paths within
a transition system—through the predicate P. In addition, starting from a state s and a path p,
we defined the (partial) function computing the state ending at p. Altogether, this allowed us to
derive the definition of the successor relation. Furthermore, we prove an induction principle
on it, derived from the induction principle on paths.
Alternatively, we could have followed a top-down approach. In this case, the successor relation





k : Fin(rank s) s[k]  s′
s  s′
.
On the one hand, the constructors of the successor relation are in fact the witnesses of the
existence of a path, starting from a state s and ending at a state s′. The names of the constructors
are thus chosen accordingly to emphasize this fact.
On the other hand, the indices of the successor relation ensure—through typing—that all
paths built from the constructors are always within the transition system. Consequently, we
eliminate by construction any path which is not valid in the transition system.
Even though the latter approach seems more appealing, we argue that the first one, namely
the bottom-up approach, is still preferable. Indeed, it allows for better compositional reasoning as
we can define computations on “untyped” paths. Then, these computations can be proven to
preserve typing, if required. Another benefit is that paths are defined as plain lists. As such,
we can reuse the underlying theory of lists to derive functions or properties on paths. Finally,
Theorem 2.3 highlights precisely that the path is the only computationally-relevant part in the
successor relation. We think that this less obvious when starting from the inductive definition.
Proposition 9 Sequentialization of successor computation
Let s : S be an state of T and p, p′ two paths. Then, the following equality holds:
s|p++p′ = s|p>>= |p′ .
Proof. Trivial by induction on p. 
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Proposition 10 Successor relation is a preorder
The subtree relation  is a preorder:
(i) ∀(s :T ). s  s,
(ii) ∀(s, s′, s′′ :S). s  s′ → s′  s′′ → s  s′′.
We overload the notations on paths denoting ε : s  s and ++ : s  s′ → s′  s′′ → s  s′′.
Proof.
(i) Let s : S. The first component of s  s is defined to be the empty path ε. Thus it remains
to show that s|ε ∈ b ≈S sc. This follows directly from the fact that s|ε = just s and that
the setoid equivalence ≈S is reflexive.
(ii) Let s, s′, s′′ : S, H = (p,Hp) : s  s′ and H ′ = (p′, Hp′) : s′  s′′ where p, p′ : Path,
Hp : s|p ∈ b ≈S s′c and Hp′ : s′|p′ ∈ b ≈S s′′c. The first component of s  s′′ is defined
to be p ++ p′. Thus, it remains to prove that s|p++p′ ∈ b ≈S s′′c. By case-analysis on Hp,
there exist a state u : S, a proof e : s|p = justu and a proof that b : s′ ≈S u:
s|p++p′ ∈ b ≈S s′′c
⇐⇒ { by Prop. 2.9 [Seq. succ. computation] }
s|p>>= − |p′ ∈ b ≈S s′′c
⇐⇒ { by Prop. A.5 [x>>= f ∈ bP c ⇔ x ∈ bbP c ◦ fc] }
s|p ∈
⌊
b ≈S s′′c ◦−|p′
⌋
⇐⇒ { by rewriting equation e }
justu ∈
⌊
b ≈S s′′c ◦−|p′
⌋
⇐⇒ { by Prop. A.3 [m ∈ bP c ⇔ ∃(a :A). m = just a ∧ P (a)] }
u|p′ ∈ b ≈S s′′c
⇐⇒ { by rewriting equation b }
s′|p′ ∈ b ≈S s′′c
⇐⇒ { by assumption Hp′ }
>. 
Remark. Consider the transition system on the right composed of two
states s and t. The rank of s is 1 while the rank of t is 2. Clearly, we
have s  t and conversely, we have t  s. However, both states s and t
are not equivalent. Consequently, the relation  is not antisymmetric.
s t
The following proposition highlights the fact that the subtree relation inherits properties
of paths:
Proposition 11 Associativity of successor concatenation
The concatenation operation on successor states is associative.
Proof. Let s1, s2, s3, s4 : S and p1 : s1  s2, p2 : s2  s3 and p3 : s3  s4. Then, we show that:
p1 ++ p2 ++ p3 ≈ (p1 ++ p2) ++ p3
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which by definition of the underlying setoid equivalence on the successor relation is the same as:
proj1 p1 ++ proj1 p2 ++ proj1 p3 =
(
proj1 p1 ++ proj1 p2
)
++ proj1 p3.
Here, the concatenation operator ( ++ ) operates on path which is clearly associative. 
Remark. Similarly, it is immediate to check that, for all states s1, s2 : S and p : s1  s2, we have
ε ++ p ≈ p and p ++ ε ≈ p.
The following theorem emphasizes the fact that the only relevant information is the path and
not the successor state indexed by it. Indeed, the type of s-path is already indexed by s and
thus given a path the successor state indexed by it can easily be computed.
Theorem 3 s-path / s-successor isomorphism
Let s : S be a state of T . We have the following setoid isomorphism:
s ∼= P(s).
Proof. Let s be a state. In order to show that s is isomorphic to P(s), we have to construct two
morphisms f : s −→ P(s) and g : P(s) −→ s and show that they are inverse of one another.
First, we start by defining the setoid morphisms f and g. The domains and codomains of both f
and g are sigma-types, therefore we begin with their first components:
f1 : s → Path
f1 ( , p, ) ≡ p
g1 : P(s)→ S









. It is obtained from H : p ∈ P(s) applied to Proposi-
tion 2.5 [Succ. function spec.].
The second components of f and g are obtained as follows:
• f2 : ∀(q : s ). f1(q) ∈ P(s).
Let q = (q′, p,H) : s where q′ : S, p : Path and H : s|p ∈ b ≈S q′c. By elimination of





holds. Finally, with Proposition 2.5, we conclude that f1(q) ∈ P(s).
• g2 : ∀(p :P(s)). s  g1(p).
Let p = (p′, H) : P(s) where p′ : Path and H : p′ ∈ P(s). We pick p′ to be the first
component of s  g1(p). It remains to prove that s|p′ ∈ b ≈S g1(p)c. By case-analysis
on s|p′ , we consider two cases:
 Case 1. Assume that e : s|p′ = justu where u : S.
s|p′ ∈ b ≈S g1(p)c
= { by rewriting e and by definition of g1 }
justu ∈ b ≈S uc
⇐⇒ { ≈S is reflexive}
>.
 Case 2. Assume that e : s|p′ = nothing.
With Proposition 2.6 and hypothesis e, we obtain a proof that p′ /∈ P(s) which contradicts
the hypothesis H : p′ ∈ P(s).
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Now that both components are defined, we define both f and g as follows:
f : s → P(t)
f q ≡ (f1(q), f2(q)).
g : P(s)→ s 
g p ≡ (g1(p), g2(p)).
Here, we have yet to show that both f and g preserve the underlying setoid equivalences:
• ∀(q1, q2 : s ). q1 ≈ q2 → f(q1) ≈ f(q2).
Let qi = (q
′
i, pi, Hi) where q
′
i : S, pi : Path and
Hi : s|pi ∈ b ≈S q′ic for i ∈ {1, 2}. Moreover,
let E : q1 ≈ q2 which by Def. 2.11 is the same
as E : q′1 ≈S q′2
f(q1)
≈ { by definition of setoid equivalence }
s|f1(q′1,p1,H2)




By case-analysis onHi, there exists two
states u1, u2 : S such that we have
justui = s|pi and ui ≈S q
′
i. Along
with hypothesis E, this allows us to
conclude that u1 ≈S q′1 ≈S q′2 ≈S u2.

s|p2
≡ { by definition of f1 }
s|f1(q′2,p2,H2)
≈ { by definition of setoid equivalence }
f(q2).
• ∀(p1, p2 :P(s)). p1 ≈ p2 → g(p1) ≈ g(p2).
Let pi = (p
′
i, H) where p
′
i : Path and Hi : pi ∈
P(s) for i ∈ {1, 2}. Moreover, let E : p1 ≈ p2




By definition of setoid equivalence and
by definition of g1. Moreover, the 2
nd
part of g(p1) is generalized yielding a














By case-analysis on E, there exists a
proof ui such that s|p′
i
= justui and
a proof e : u1 ≈S u2 ; cases where
the case-analysis of s|p′
i
yields nothing
are omitted since they contradict the
hypotheses Hi (see Prop. 2.6). Finally,
since we have from-just (s|p′
i
) Ji = ui,









By definition of setoid equivalence and




2) is generalized yielding a





Finally, we show that f and g are inverse of one another:
(i) ∀(q : s ). g(f(q)) ≈ q.
Let q = (q′, p,H) : s with q′ : S, p : Path and H : s|p ∈ b ≈S q′c.





(f2(q)) (by definition of g1 and by definition of f)
≈ q′ (f1(p) = p and by case-analysis on H)
≈ q. (by definition of setoid equivalence)
(ii) ∀(p :P(t)). f(g(s)) ≈ p.
Let p = (p′, H) : P(s) with p′ : Path and H : p′ ∈ P(s).
f(g(p)) ≈ s|f1(g(p)) (by definition of setoid equivalence and of f)
≈ s|p′ (by definition of g2 we have f1(g2(p)) = p′)
≈ p. (by definition of setoid equivalence) 
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2.1.4. Finite Type of Successors
In this section, we define the type of states having the property that the set of reachable states
(successors) is finite. This notion is similar to the regularity property of infinite trees. Then,
we prove a closure property on such states: any reachable state has a finite set of reachable states.
In a classical setting, this property is immediate. Indeed,
Figure 2.2 clearly shows that, from a state s with a finite
set of reachable states s , the reachable set of states of any
successor state t is necessarily contained in s . Since finite
sets are closed under inclusion, we can deduce that the set
of reachable states of t is also finite.
However, things are not as well-behaved in a constructive
setting: in general, finite types (setoids) are not closed under
inclusion. For instance, assume that it is the case for weakly
finitely indexed setoids. Then, given a weakly finitely indexed
setoid B and an inclusion map i : A ↪→ B from a setoid A,
we obtain a proof that A is weakly finitely indexed. From this, we can show that the law of
excluded-middle is provable. Let P : Prop be an arbitrary proposition. We pick for B the
type defined as B := Unit. Furthermore, we define the subset type A := { b : B | P } where the





Figure 2.2. Reachable states
(b, p) ≈A (b′, p′) def⇐⇒ b = b′ ∧ p↔ p′.
Clearly, we have an inclusion map i : A ↪→ B defined to be i := λ( :A). tt. Since B is weakly
finitely indexed, then so is A. Finally, by observing the upper bound of the cardinal of A, we
consider two cases: if #A = 0, then A is empty and ¬P holds, whereas if #A ≥ 1, then A is
inhabited and P holds. Consequently, we have shown that either P or ¬P hold.
As illustrated above, the inclusion map is not enough—constructively—for finite types to
be closed under inclusion. The missing component is a function deciding which elements of B are
in the range of the inclusion map. From this, we can partition B and thus, prove that A is finite.
In the following, we define formally, in an U-coalgebra, the type characterizing states such
that the set of their reachable states is finite.
Definition 12 Has finite successors
The predicate SuccFinite characterizing states that have a finite set of successors is defined
as follows:
SuccFinite : S → Type
SuccFinite s ≡ WFI(s ).
Remark. For a given state s : S of a coalgebra T , we may write SuccFiniteT (s) to make explicit
which coalgebra is considered.
Definition 13 Finite Successors
Given a transition system T : U , the type of states having a finite set of successors is defined
as follows:



















Figure 2.3. Overview of the proof of finiteness of the set of reachable states.
In the remaining of this section, we establish the following closure property: “given a state s
such that the set of its successors is finite then, for any of its successors s′, the set of its successors
is again finite”. As explained in the introduction of this section and illustrated in Figure 2.2, if we
want to prove the closure property constructively from an inclusion map i : t ↪→ s , we have
to somehow be able to filter out the successor of s that are not in the reachable states from t.
Though, it is not obvious whether it is possible without decidable equality on states. Indeed,
the definition of finiteness chosen in Definition 2.12 is relatively weak and does not entail, in
general, decidability of the underlying state equality.
Nevertheless, this version of finiteness still gives us an indexing map to a domain with a
decidable equality. Let us recall that this indexing map is not a setoid morphism, i.e., equivalent
states are not necessarily mapped to equivalent indices.
Figure 2.3 gives an overview of the main steps of the proof of the closure property. Here, T
represents an arbitrary U-coalgebra, s denotes a state of T such that the set of its reachable
states is finite. We consider an immediate successor state s[k], the goal is then to show that
the type s[k] is finite. To this end, we first show that the state s induces an U-coalgebra,
denoted T (#s), on the type of indices of s . Next, we show how to compute the set of reachable
sets from the state is[k], thus proving the finiteness of the type is[k] . This corresponds to the
step ©1 in Figure 2.3. Finally, in step ©2 , we show how the type is[k] and s[k] are related.
Essentially, we prove that there exist two maps f : is[k] → s[k] and g : s[k] → is[k] such
that ∀x. f(g(x)) ≈T x. Then, we prove that the finiteness of s[k] follows from the finiteness
of is[k] shown at step ©1 .
Transitive closure computation
Let T : U be a transition system. We call S the carrier of T . Moreover, we assume that the
type S has a decidable Leibniz equality and that every list l of states is -accessible, i.e., we have
a proof W : Well-founded(  ).
First, we define the following binary relation @ on pairs of list of states:
(l1, l2) @ (l′1, l′2)
def⇐⇒ l1  l′1 ∨ (l1 = l′1 ∧ length l2 < length l′2).
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The relation @ is the lexicographic order induced by < on N and  on lists (see Def. A.38).
Since both relations are well-founded, so is their lexicographic product (see [Pau86]).
We compute the reflexive-transitive closure induced by the Next transition function as follows:
succs : (M : ListS)→ (P : ListS)→ Acc ( @ ) (P,M)→ ListS
succs M [ ] ≡ M
succs M (p ::P ) (acc-introf) ≡ match p ∈? M with
yesm ⇒ succs M P (f H)
nonm ⇒ succs (p ::M) (Next(p)++P ) (f(H ′))
end
where H : (M,P ) @ (M,p ::P )
H ′ : (p ::M,Next p++P ) @ (M,p ::P ).
The terms for both H and H ′ are omitted but the proofs are straightforward. Indeed, for H
it suffices to show that length(P ) < 1 + length(P ) = length(p ::P ). For H ′, the proof of dp ::Me
is derived from nm.
In the function succs, the list M represents a set of marked states, i.e., states that have
already been visited. The list P is a set of states to be processed, that is, successor states that
have yet to be visited. The function Next used above is defined as the list of immediate successors
of a state:
Next : S → ListS
Next s ≡ tabulate(Next s).
Finally, the reflexive-transitive closure of reachable states from a state s is computed as follows:
[ ]∗ : S → ListS
[s]∗ ≡ succs [ ] [ s ] m
where m is a proof that Acc ( @ ) m which is derived from W . The soundness and completeness
of [ ]∗ is established in Appendix C.
Induced unranked coalgebras
Proposition 12 Coalgebra structure on successor states
Let s : S be a designated state of T . The type s of successors of s has an U-coalgebra
structure. This induced coalgebra is denoted by T (s) : U .
Proof. Let s : S be a state. We have to construct a coalgebra for the carrier setoid s . To this
end, it suffices two give to maps rank, and next that respects the underlying setoid equivalences:
rank : s → N
rank ≡ rankT ◦ proj1
next : ∀(s′ : s ). Fin(rank s′)→ s 
next (s′, H) k ≡ (nextT s′ k,H ′)
where H ′ : s  s[k]
where H ′ is a proof obtain by transitivity of  (Prop. 2.10) and H : s  s′. The proof that
both functions, namely rank and next, respect the underlying equality are straightforward. Indeed,
they are a consequence of the fact that rankT and nextT are already setoid morphisms. 
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The following proposition corresponds to step ©1 of Figure 2.3.
Proposition 13 Coalgebra structure induced by the indexing function
Let σ : FSuccT be a state of T such that the set of its successors is finite. The type Fin #σ,
has an U-coalgebra structure, denoted by T (#σ). Furthermore, the set of successors of any
state of T (#σ) is also finite.
Proof. Let σ : FSuccT be a state of T . We denote by s the state defined to be proj1 σ. First,
we give to the type Fin #σ a structure of an U-coalgebra. As was the case with the previous
proposition, we define the two observation functions:
rank : Fin #σ → N
rank ≡ rankT (σ) ◦ value,
next : ∀(i : Fin #σ). Fin(rank i)→ Fin #σ
next i k ≡ index(nextT (σ) (value i) k).
The proofs that both rank and next respects the underlying setoid equivalences are straightforward.
Finally, we have to show that for a state i of T (#σ), its set of successors is finite. Formally, we
have to prove:
∀(i : Fin #σ). SuccFinite(i).
Let i : Fin #σ be a state. We have to show that the type i is weakly finitely indexed. By
Proposition 1.12, it suffices to show that the type is listable, i.e., that there exists a list containing
all elements of i . The reflexive-transitive closure l := [i]∗ computes such a list. However, in
order to use the function [ ]∗, we have yet to show that:
(i) the type Fin #σ has a decidable equality,
(ii) every list of elements of Fin #σ is -accessible.
The proof of (i) is given by Proposition A.6. The proof of (ii) is given by Proposition A.15 since
the type Fin #σ is listable. By Theorems C.1 and C.2, the list l contains all successors of i. 
Now, we prove the result illustrated by step ©2 in Figure 2.3.
Lemma 1 PT (#σ)(−) weak retract of PT (−)
Let σ : FSuccT be a state and s : σ be a successor state of σ. Then, the type PT (#σ)(index s)
is a weak retract of PT (s).
Proof. Let σ : FSuccT and s : σ be a successor state. We have to show that there exist two
maps r : P(index s) −→ P(s) and i : P(s)→ P(index s) such that ∀s′. r(i(s′)) ≈ s′.
• r : P(index s) −→ P(s).
We define the map r as follows:
r : P(index s)→ P(s)
r (p,H) ≡ (p, f(H))
where f : p ∈ P(index s)→ p ∈ P(s).
The function f is obtained by path induction on p and by exploiting the fact that index is a
section of value. It remains to show that r is a setoid morphism. Let P, P ′ : P(index s) and
E : P ≈ P ′, we have to show that r(P ) ≈ r(P ′):
r(P ) ≡ s|proj1 P (by Def. 2.9 [Setoid structure on P])
≈ mapMaybe value (index(s)|proj1 P ) (by Equation (∗))
≈ mapMaybe value (index(s)|proj1 P ′) (by rewriting E)
≈ s|proj1 P ′ (by Equation (∗))
≡ r(P ′) (by Def. 2.9 [Setoid structure on P])
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where Equation (∗) is given by:





The proof of (∗) is straightforward by path induction on p and by exploiting the fact that
index is a section of value.
• i : P(s)→ P(index s). We define the map i as follows:
i : P(s)→ P(index s)
i (p,H) ≡ (p, g(H))
where g : p ∈ P(s)→ p ∈ P(index s).
The function g is obtained by path induction on p by exploiting the fact that index is a
section of value.
Finally, it remains to show that i is a right-inverse of r. Let P : P(s). Clearly, we have
r(i(P )) ≈ s|proj1 P ≈ P by reflexivity. 
We conclude with a proof akin to the closure property mentioned in the introduction.
Theorem 4 Coalgebra structure on FSucc
Let T : U be a transition system. The type FSuccT has an U-coalgebra structure.
Proof. We define the two projection functions as follows:
rank : FSuccT → N
rank ≡ rankT ◦ proj1,
next : ∀(s : FSuccT ). Fin(rank s)→ FSuccT
next (s, F ) k ≡ nextT s k, F ′
where F ′ : SuccFinite(nextT s k).
It remains to give the proof F ′ that the successor closure of a successor state is finite. Let
σ : FSuccT be a designated state such that we have a proof F : SuccFinite σ. We call
s′ := nextT σ k, the underlying successor state of σ for the kth transition. To prove that the
successor closure of s′ is finite, we proceed as follows:
(i) by Prop. 2.13, we have SuccFinite(index s′) and since P(index s′) ∼= (index s′) by Thm. 2.3,
we obtain that WFI(P(index s′)),
(ii) similarly, we have the isomorphism P(s′) ∼= WFI(s′ ), thus to prove SuccFinite(s′), it
suffices to show that WFI(P(s′)),




(i)−−−→ WFI(P(index s′)) (iii)−−−−→ WFI(P(s′)) (ii)−−−→ WFI(s′ ). 
2.1.5. Regular Trees
In this section, we instantiate the previous definitions to the type of infinite trees. In addition,
we use a slightly different terminology better suited to trees. From these, we derive a formal
definition of the type of regular trees and prove the closure property.
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Proposition 14 Infinite tree U-coalgebra
Let S be a signature. The type coTS of infinite trees has an U-coalgebra structure.
Proof. We consider the setoid (coTS , ∼ ), where ∼ denotes the bisimilarity relation. We
define the two projection functions:
rank : coTS → N
rank ≡ S.Ar ◦ root,
next : ∀(t : coTS). Fin(rank t)→ coTS
next ≡ br.
The proofs that both rank and next respect bisimilarity are straightforward. 
Definition 14 Regular tree
Let S be a signature. A tree t : coTS is said to be regular when the type of its subtrees is
finite. Formally,
Regular(t) := SuccFinite(t).
The type of all regular trees over the signature S, denoted RegS , is given by:
RegS := FSucccoTS .
The following theorem is important since it establishes that the regularity property is preserved
by observations on infinite trees.
Theorem 5 Regularity property closure
Let S be a signature and t : RegS be a regular tree. For any tree s, if s is a subtree of t, then
s is regular.
Proof. Let t : RegS be a regular tree, s : coTS be a tree and P : t  s a proof that s is a subtree
of t. We proceed by induction on P (Prop. 2.8):
I Base step. Assume that e : t ∼ s.
It straightforward to show that Regular( ) preserves the underlying setoid equality.
I Inductive step. Assume that p : t[k]  s where k : Fin(rank t).
The induction hypothesis is given by:
Regular(t[k])→ Regular(s). (IH)
From induction hypothesis (IH), to prove Regular(s), it suffices to show that Regular(t[k]).
From Theorem 2.4 [Coalg. on FSucc], we can conclude that Regular(t[k]) holds since t[k]
is a successor state of t which is regular by assumption. 
Now, we consider two examples. The first one is a proof that an infinite tree is regular.
In particular, this shows that all definitions given thus far can be instantiated with concrete
values. The second example is a proof that the stream ω of the sequence of natural numbers
is not regular.
Example of an infinite regular tree. Here, we show how to that an infinite tree is regular.
First, we consider the following signature:
S := {⊥(0);4(1);(2) }










Figure 2.4. Examples of a regular tree t and of a non-regular stream ω
where ⊥ designates a leaf constructor, 4 is a unary constructor and  is a binary constructor.
We follow the convention that the left-argument of  is indexed by zero and the right-argument is
indexed by suc zero.
Next, we consider the following infinite tree (Figure 2.4) defined corecursively as follows:
t : coTS
t ≡  t′ (4 t)
where t′ : coT
t′ ≡  (4 t′) ⊥.
In order to show that t is regular, we how to prove that the set of subtrees of t can be indexed
by a finite type. All of these subtrees are represented in Figure 2.5. Since the tree t has two cycles,
we proceed compositionally. First, we show that SuccFinite(t′). By Theorem 2.3, it suffices
to show that the setoid P(t′) is weakly finitely indexed. To this end, we define the indexing map:
indext′ : Path→ Fin 3
indext′ ε ≡ zero
indext′ ((2, zero) :: ε) ≡ suc zero
indext′ ((2, zero) ::(1, zero) :: p
′) ≡ indext′(p′)
indext′ ≡ suc zero
while the value map is given by:
valuet′ : Fin 3→ P(t′)
valuet′ zero ≡ ε,
valuet′ (suc zero) ≡ (2, zero) :: ε,
valuet′ ≡ (2, suc zero) :: ε, .
Note that, the domain of indext′ is the type Path rather than P(t′). This is due to the fact
that the proof that the path is in t′ is not required to produce an index, thus yielding a slightly
simpler definition. In the definition of valuet′ , we have omitted the proofs witnessing the fact that
the paths are in the tree t′ because they can be inferred automatically. Finally, it remains to show
that indext′ is a section of valuet′ :
∀(p :P(t′)). valuet′(indext′(proj1 p)) ≈ p.


















Figure 2.5. Subtrees of the infinite tree t up-to bisimilarity
By Definition 2.9, this is equivalent to:
∀(p : Path). p ∈ P(t′)→ t′|val-idx p ≈ t′|p. ()
where val-idx := proj1 ◦ valuet′ ◦ indext′ . We prove Equation () by recursion on the path p:
 Case 1. Assume that p = ε.
We have t′|val-idx ε ≡ t′|proj1(valuet′ zero) ≈ t
′|ε by reflexivity.
 Case 2. Assume that p = (2, zero) :: ε.
We have t′|val-idx((2,zero) :: ε) ≡ t′|proj1(valuet′ (suc zero)) ≈ t
′|(2,zero) :: ε by reflexivity.
 Case 3. Assume that p = (2, zero) ::(1, zero) :: p′ and that H : p ∈ P(t′).
We have t′|val-idx((2,zero) ::(1,zero) :: p′) ≡ t′|val-idx p′ . In addition, it is straightforward to show
that from H, we can derive a proof H ′ : p′ ∈ P(t′). Then, by recursion on p′, we obtain
a proof that t′|val-idx p′ ≈ t′|p′ . Consequently, we have t′|p′ ≈ t′|(2,zero) ::(1,zero) :: p′ by reflexivity.
 Case 4. Assume that p is none of the above cases and that H : p ∈ P(t′).
From the proof H, it is straightforward to show that p = (1, zero) :: ε. Intuitively, (1, zero)
is the only valid prefix of the path that we have not seen thus far. Then, we have
t′|val-idx((1,zero) :: ε) ≡ t′|proj1(valuet′ (suc zero)) ≈ ⊥ ≈ t
′|(1,zero) :: ε.
Finally, we prove that t is regular. The proof follows the same structure than the previous
one, showing that t′ is regular. We define the indexing map as follows:
indext : Path→ Fin 5
indext ((2, zero) :: p) ≡ suc(suc(indext′(p)))
indext ((2, suc zero) :: ε) ≡ suc zero
indext ((2, suc zero) ::(1, zero) :: p
′) ≡ indext(p′)
indext ≡ zero
while the value map is given by:
valuet : Fin 5→ P(t)
valuet zero ≡ ε,
valuet (suc zero) ≡ (2, suc zero) :: ε,
valuet (suc(suc i)) ≡ (2, zero) :: proj1(valuet′(i)), .
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The proof that indext is a section of valuet is omitted since it follows the same structure than the
proof establishing that indext′ is a section of valuet′ .
Example of an infinite non-regular tree. In the previous paragraph, we gave an example of
a constructive proof of the regularity property of a tree. Now, we consider the opposite problem,
i.e., proving that an infinite tree is not regular. For that, we consider a simple case—the stream ω.
This stream can be defined corecursively as follows:
f : N→ Stream N
f ≡ n :: f(sucn),
ω : Stream N
ω ≡ f0.
To prove that ω is not regular, we assume that this is the case, and derive a contradiction. Assume
that we have a proof H : Regular(ω). By Proposition 1.15, the type ω is also streamless.
Then, we define the following stream of ω-successors:
h : N→ ω 
h n ≡ f(n), lemman
where lemma : ∀(n :N). ω  f(n).
The proof of lemma is given by induction on n:
I Base step. Assume that n = zero.
We have ω ≡ f(0)  f(0) by ε (Prop. 2.10, reflexivity of  ).
I Inductive step. Assume that n = sucn′ where n′ : N.
The induction hypothesis is given by
ω  f(n). (IH)
We have to show that ω  f(sucn). We use the transitivity of  (Prop. 2.10) with f(n).
Thus, we have ω  f(n) by the induction hypothesis (IH) and f(n)  f(sucn) by next.
Since ω is streamless, there exist two positions i, j such that i 6= j and h(i) ≈ h(j). By definition
of the setoid equality (see Definition 2.11), we have f(i) ∼ f(j), where ∼ denotes bisimilarity. By
elimination of f(i) ∼ f(j), we have, in particular, that root(f(i)) = i = j = root(f(j)). This
contradicts the assumption i 6= j.
2.2. A SYNTAX FOR REGULAR TREES
In the previous section, we have showed with an example how to prove that an infinite tree is
regular. However, such proof can be quite involved since it consists in listing every subtree of
given tree. Instead of following this approach, we aim at defining a syntax that will characterize
all regular trees by construction.
2.2.1. Cyclic Terms
The key idea leading to the definition of the syntax for regular trees is illustrated in Figure 2.6.
On the left, observe that the tree contains an explicit representation of cycles. These cycles were
represented semantically through corecursive equations (see Section 1.4), thus exploiting the
ability of coinductive datatypes to describe infinite terms. Note that, if we ignore these cycles,
we are left with a spanning tree which could be represented inductively. Consequently, we have to
find a way to represent these cycles within this inductive representation. To accomplish this, we
follow the approach developed in [GHUV06] which implements implicit cycles by means of binders.
In Figure 2.6, the additions made to the right tree to account for the representation of cycles are
highlighted. Here, both recx and recy denote binders while x and y represent the bound variables.















Figure 2.6. Various representation of cycles for a regular tree.
Binder representation
Mechanizing the meta-theory of programming languages is still an active subject of research.
One of the main topic concerns the representation of binder operators. This problem led to
the POPLmark challenge. Various solutions were proposed such as Higher-Order Abstract
Syntax [PE88], Nominal logics [Pit01], nameless representation with de Bruijn indices [dB72]
or hybrid approaches using both named and nameless representation such as the locally nameless
representation [ACP+08].
Binders encoding based on a nameless representation are important because there are by
essence canonical and thus, α-equivalence on terms coincides with Leibniz equality. Another
reason is that nameless representations can be conveniently encoded as a heterogeneous type, i.e.,
as a type family indexed by the number of free variables [AR99]. One important property of such
encoding is that this type family possesses the structure of a monad, and thus is equipped with a
substitution operation with good algebraic properties. For example, the untyped lambda-calculus
can be a represented as a heterogeneous inductive type (as presented in [AR99]) as follows:
inductive LC (n : N) : Type
var : Finn→ LC(n)
· : LC(n)→ LC(n)→ LC(n)
λ : LC(sucn)→ LC(n).
The type LC is indexed by the number of free variables. The heterogeneity of LC is observed on
the λ-abstraction constructor since the type of its argument is given by LC(sucn)—a lambda-term
with an additional free variable. Given a lambda term t with n+ 1 variables constructing the
term λt reduces the number of free variables by one. This has the effect of turning a free variable
in t into a bound variable. Following the convention of de Bruijn indices, bound variables are thus
indexed by the number of enclosing λ-abstractions.
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Remark. The lambda term λf. λg. g(f(x)) is represented as λλ(var 0 · (var 1 · var 2)). In a locally
nameless style—where both free and bound variables have a distinct encoding—the term is
represented as λλ bvar 0 · (bvar 1 · fvar x), where bvar are bound variables and fvar are free variables.
Inductive Definition
Now, we introduce the type of cyclic terms over a base signature. Here, we follow the encoding
presented in [GHUV06] as a mean to represent cycles in a spanning tree (defined inductively).
Definition 15 Cyclic term
The type of cyclic term, denoted C, is defined inductively as an heterogeneous datatype as
follows:
inductive C (S : Sig) (n : N) : Type
var : Finn→ CS(n)
rec C : (o : S.Op)→ Vec (CS(sucn)) (Fin(S.Ar o))→ CS(n).
Cyclic terms are inductively defined by only two constructors. The constructor rec oC os
builds a term with a function symbol o and a vector of subterms given by os. Here rec marks a
position within the cyclic term that can be later referenced by a bound variable—introduced
with the var constructor. A cyclic term does not contain free variables is said to be closed. In
addition, for closed terms, we may write CS instead of CS(0). For instance, the closed cyclic term
represented in Figure 2.6 is defined as follows:
recC [ recC [ rec4C [ var(suc zero) ]
; rec⊥C [ ] ]
; rec4C [ var(suc zero) ] ] : C{⊥(0);4(1);(2) }.
In this example, the signature is written “inline”, that is, the operators are given by ⊥, 4 and 
with an arity of 0, 1 and 2 respectively. In order to avoid redundant usage of rec when it is not
further referenced by a bound variable, we introduce the following function:
C : {n : N} → (o : S.Op)→ Vec (CS(n)) (S.Ar o)→ CS(n)
o C os ≡ rec oCmapVec weaken os.
The difference between rec C and C is the number of free variables appearing in the
vector of arguments. In the first case, since rec C is a binder, the vector of arguments contains
an additional free variable. However, in the second case, the number of free variables in the same
for the vector of arguments and the resulting term. Thus, in order to define C from rec C
each element contained in the vector of arguments has to be weakened. Intuitively, weakening is an
operation on terms consisting in shifting every variable by one. This operation is formally defined
in the next section. With this function, the previous term can be written more compactly as:
recC [ recC [4C [var zero ]
; ⊥C [ ] ]
; 4C [ var zero ] ] : C{⊥(0);4(1);(2) }.
In the inductive type definition of cyclic terms, CS(n) is nested within Vec—type of the
constructor rec C . However, Coq fails to infer an adequate induction principle that takes into
account the nesting of inductive types. Consequently, we prove a more general induction principle.
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Proposition 15 Induction principle on cyclic term
Let P : ∀(n :N). CS(n)→ Type be a type family on cyclic terms such that:
Pvar
n : N x : Finn
P (var x)
, Prec
n : N o : S.Op os : Vec (C(sucn)) (S.Ar o) Q(os)
P (rec oC os)
,
and let Q : ∀{m,n :N}. Vec (CS(m)) n→ Type be a type family such that:
Q[ ]
m : N
Q {m} [ ] , Q::





n : N t : CS(n)
P (t)
.
Proof. The proof is given by the following recursive function:
Crec : {n : N} → (t : CS(n))→ P (t)
Crec (var x) ≡ Pvar(x)
Crec (rec oC os) ≡ Prec(VecCrec(os))
where VecCrec : ∀(m,n :N). ∀(v : Vec (CS(m)) n). Q(v)
VecCrec [ ] ≡ Q[ ]
VecCrec (t :: ts) ≡ Q:: (Crec(t)) (VecCrec(ts)).
Note that each recursive call is on a subterm of the input. 
In the following proposition, we prove an induction principle akin to the one that would
have been generated by Coq if the argument of the constructor rec C was as a finite map
rather than a vector.
Proposition 16 Alternative induction principle on cyclic terms
Let P : ∀(n :N). CS(n)→ Type be a type family on cyclic terms such that:
Pvar
n : N x : Finn
P (var x)
, Prec
n : N o : S.Op os : Vec (C(sucn)) (S.Ar o) ∀k. P (os(k))




n : N t : CS(n)
P (t)
.
Proof. We use the induction principle of Prop. 2.15 with Q := λ(m,n :N). λv. ∀k. P (v(k)). The
first two premises for P are actually true by assumption. Then, it remains to show the ones for Q:
• ∀(m :N). ∀(k : Fin zero). P ([ ](k)).
The type Fin zero is empty. Contradiction.
• ∀m,n. ∀(t :CS(m)). ∀(os : Vec n). P (t)→ (∀k. P (os(k)))→ ∀k. P ((t :: os)(k)).
Let H : P (t), H ′ : ∀k. P (os(k)) and k : Fin(sucn). By case-analysis on k:
 Case 1. Assume that k = zero.
We have to show that P (t :: os) zero which reduces to P (t). Then, we conclude with H.
 Case 2. Assume that k = suc k′ where k′ : Finn.
We have to that P (t :: os) (suc k′) which reduces to P (os(k′)). We conclude with H ′. 
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2.2.2. Syntactic Properties on Cyclic Terms
In this section, we prove some technical results about cyclic terms. Ultimately, this consists in
proving that the type CS : N→ Type is a monad. A categorical treatment of syntax with binders
can be found in [Ahr15]. In the following, we summarize the various syntactic properties on
cyclic terms. The proofs of all these results are detailed in Appendix B. For the remaining of
this section, we fix an arbitrary signature S.
Renaming operation
The first operation on cyclic terms, called renaming, establishes the functoriality of CS : N→ Type.
rename : (Finm→ Finn)→ CS(m)→ CS(n)
rename ρ (var x) ≡ var(ρ(x))
rename ρ (rec oC os) ≡ rec oCmapVec (rename(shift ρ)) os.
Due to the heterogeneity in the type of the constructor rec C , the renaming function f needs
to be shifted, in the following way:
shift : (Finm→ Finn)→ Fin(sucm)→ Fin(sucn)
shift f zero ≡ zero
shift f (sucm) ≡ suc(f(m)).
Identity.
∀t. rename id t = t. (rename-id)
Composition.
∀(f : Finm→ Finn). ∀(g : Finn→ Fin p). ∀(t :CS(m)).
rename (g ◦ f) t = rename g (rename f t). (rename-◦)
Congruence.
∀(f, g : Finm→ Finn). ∀(t :CS(m)).
(∀x. f(x) = g(x))→ rename f t = rename g t. (rename-cong)
Finally, we define the weakening operation as follows:
weaken : CS(n)→ CS(sucn)
weaken ≡ rename suc .
Substitution operation
The second operation on cyclic terms, called substitution, establishes that CS is a monad.
subst : (Finm→ CS(n))→ CS(m)→ CS(n)
subst σ (var x) ≡ σ(x)
subst σ (rec oC os) ≡ rec oCmapVec (subst(liftσ)) os.
Due to the heterogeneity in the type of the constructor rec C , the substitution function σ
needs to be lifted, in the following way:
lift : (Finm→ CS(n))→ Fin(sucm)→ CS(sucn)
lift f zero ≡ var zero
lift f (sucm) ≡ rename suc (f(m)).
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The substitution operation satisfies the following monad laws:
Identity.
∀(f : Finm→ CS(n)). ∀(x : Finm). subst f (var x) = f(x). (subst-var)
Right-identity.
∀(t :CS(m)). subst var t = t. (subst-η)
Associativity.
∀(f : Finm→ CS(n)). ∀(g : Finn→ CS(p)). ∀(t :CS(m)).
subst g (subst f t) = subst (subst g ◦ f) t. (subst-subst)
Congruence.
∀(f, g : Finm→ CS(n)). ∀(t :CS(m)).
(∀x. f(x) = g(x))→ subst f t = subst g t. subst-cong
The one-variable substitution operation is defined as follows:
[∗ := ] : CS(sucm)→ CS(m)→ CS(m)
t[∗ := u] ≡ subst σu t
where σ : CS(m)→ Fin(sucm)→ CS(m)
σu zero ≡ u
σu (sucx) ≡ var x.
This substitution operation is particularly useful to substitute a newly introduced free variable in
a term. Moreover, the one-variable substitution satisfies the following laws:
Weakening and one-variable substitution.
∀(t, u :CS(m)). weaken(t)[∗ := u] = t. (weaken-subst∗)
Substitution and one-variable substitution commute.
∀(t :CS(m)). subst f (t[∗ := u]) = (subst (lift f) t)[∗ := subst f u]. (subst-subst∗)
2.2.3. Semantics of Cyclic Terms
Cyclic terms will be interpreted as infinite trees. To this end, we introduce the type of closures:
inductive Closure (S : Sig) : N→ Type
[ ] : ClosureS(zero)
:: : ∀(n :N). CS(n)→ ClosureS(n)→ ClosureS(sucn).
The type Closure is defined in such a way as to ensure that each new free variable may only
refer to terms that are already in the closure. As a result, this guarantees that each free variable
is ultimately defined by a closed term:
var-def : {n : N} → ClosureS(n)→ Finn→ CS
var-def (t :: ρ) zero ≡ subst (var-def ρ) t
var-def (t :: ρ) (sucn) ≡ var-def ρ n.
Note that the function var-def terminates since the number n of free variables decreases in-between
each recursive call. Given a term and a closure, we obtain a closed term where each free variable
has been substituted with its definition:
close-term : {n : N} → CS(n)→ ClosureS(n)→ CS
close-term t ρ ≡ subst (var-def ρ) t.
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Now, we give two interpretation functions of cyclic terms as infinite trees based on two
implementation strategies. The first one is based on substitution and operates on closed terms:
J K : CS → coTSJ var() KJ rec oC os K ≡ oJλk. J os(k)[∗ := rec oC os] K.
The second interpretation function is defined for terms that may contain free variables while
carrying their definitions within a closure. However, we have to deal with one technicality in order
to define the function by guarded corecursion. When the term is a free variable, its definition has
to be looked up within the closure in order to extract a function symbol to ensure productivity.
Moreover, note that, nothing prevents the definition of a free variable to be again a free variable.
Consequently, the process of looking up the definition of the variable has to be repeated until a
term in guarded form is obtained. Though, this process is guaranteed to terminate eventually
since closures are inductively defined terms. As a result, we define the interpretation function
by coiteration, that is, by mapping S-coalgebras into the (weakly) final coalgebra coTS . The
carrier of the S-coalgebra consists of pairs of terms in guarded form associated with a closure:





o:S.Op Vec (CS(n)) (S.Ar o)×ClosureS(n).
while the morphism is defined as to inductively compute the next guarded term, by first looking
up the definition of a free variable in the closure:
lookup : {n : N} → Finn→ ClosureS(n)→ GS
lookup zero (var k :: ρ) ≡ lookup k ρ
lookup zero (rec oC os :: ρ) ≡ ( , o, os, rec oC os :: ρ)
lookup (suc i) ( :: ρ) ≡ lookup i ρ.
Finally, any term associated with a closure can be turned into a term in guarded form:
toG : {n : N} → CS(n)→ ClosureS(n)→ GS
toG (var k) ρ ≡ lookup k ρ
toG (rec oC os) ρ ≡ ( , o, os, rec oC os :: ρ).
The semantics of cyclic term as an infinite tree is thus obtained as follows:
G-coalg : GS → S(GS)
G-coalg (m, o, os, ρ) ≡ (o, λi. toG (os(i)) ρ).
J K : {n : N} → CS(n)→ ClosureS(n)→ coTSJ t Kρ ≡ coiterator G-coalg (toG t ρ).
Remark. With a more powerful termination checker such as the one implemented in the Agda
prover, the interpretation function could be written in a more natural style as follows:J K : {n : N} → CS(n)→ ClosureS(n)→ coTSJ var zero K(t :: ρ) ≡ J t KρJ var(sucn) K(t :: ρ) ≡ J var n KρJ rec oC os Kρ ≡ oJλk. J os(k) K(rec oC os :: ρ).
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The subtlety is that this recursive definition is mixing induction and coinduction:
• When the term is a free variable, then its definition is looked up within the closure. This
search is performed by induction on the closure.
• When the term is not a free variable, then the definition is coinductive and we have to
produce a value to satisfy the productivity criterion.
In the following, we prove some technical results about the relationship of the close-term
function and the substitution operation. Then, we show that the two semantics defined previously
are equivalent, i.e., they yield bisimilar infinite trees.
Proposition 17 One-variable substitution in close-term
Let t : CS(sucn), u : CS(n) be two cyclic terms and ρ : ClosureS(n) be a closure. Then,
close-term (t[∗ := u]) ρ = close-term t (u :: ρ).
Proof. Let t : CS(sucn), u : CS(n) and ρ : ClosureS(n).
close-term(t[∗ := u]) ≡ subst (var-def ρ) (subst σu t) (by definition)
= subst (subst(var-def ρ) ◦σu) t (by law subst-subst)
= subst (var-def(u :: ρ)) t ()
≡ close-term t (u :: ρ) (by definition)
where () is proved with the law subst-cong and by case-analysis on variables on the function
subst(var-def ρ) ◦σu. 
Proposition 18 Weakening in close-term
Let t, u : CS(n) be two cyclic terms and ρ : ClosureS(n) be a closure. Then, we have
close-term (weaken t) (u :: ρ) = close-term t ρ.
Proof. Let t, u : CS(n) and ρ : ClosureS(n).
close-term (weaken(t)) (u :: ρ)
= { by Prop. 2.17 [close-term (t[∗ := u]) ρ = close-term t (u :: ρ)] }
close-term ((weaken t)[∗ := u]) ρ
= { by law weaken-subst∗ }
close-term t ρ. 
Proposition 19 Empty closure in close-term
Let t : CS be a closed cyclic term. Then, we have
close-term t [ ] = t.
Proof. Let t : CS .
close-term t [ ] ≡ subst (var-def [ ]) t (by definition)
= subst var t ()
= t (by law subst-η)
where () is proved with subst-cong and by case-analysis on x in var-def [ ] x = var x. 
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Proposition 20 Propositional computation rule
Let n : N, o : S.Op be an operator, os : Vec (CS(sucn)) (S.Ar o) be a vector of arguments
and ρ : ClosureS(n) be a closure. Then, for all indices k : Fin(S.Ar o), we haveJ close-term (rec oC os) ρ K k = J close-term (os(k)) (rec oC os :: ρ) K.
Proof. Let n : N, o : S.Op, os : Vec (CS(sucn)) (S.Ar o), ρ : ClosureS(n) and k : Fin(S.Ar o).J close-term (rec oC os) ρ K k
≡ J rec oCmapVec (subst(lift(var-def ρ))) os K k
≡ J (mapVec (subst(lift(var-def ρ))) os)(k)[∗ := close-term (rec oC os) ρ] K
= J (subst (lift(var-def ρ)) (os(k)))[∗ := close-term (rec oC os)ρ] K ()
= J (subst (var-def ρ) (os(k)))[∗ := rec oC os] K ()
= J close-term (os(k)) (rec oC os :: ρ) K ()
where () is given by Prop. A.11 [(mapVec f v)(k) = f(v(k))], () is justified with the law
subst-subst∗, and () is due to Prop. 2.17 [close-term (t[∗ := u]) ρ = close-term t (u :: ρ)].
Remark. In the Agda definition of the semantics function mentioned previously, this law above
holds definitionally.
Theorem 6 Equivalence of semantics
Let n : N, t : CS(n) be a cyclic term and ρ : ClosureS(n) be a closure. Then, we haveJ close-term t ρ K ∼ J t Kρ.
Proof. We define the binary relation R as follows:
sR s′ def⇐⇒ ∃(n :N). ∃(t :CS(n)). ∃(ρ : ClosureS(n)). s = J close-term t ρ K ∧ s′ = J t Kρ
and show that it is a bisimulation relation, that is:
∀(s, s′ : coTS). sR s′ → sR s′.
where sR s′ is defined to be ∃(e : root s = root s′). s(k)R s′(e∗(k)). We assume sR s′ and show
that sR s′. By case-analysis on t : CS(n), we consider two cases:
 Case 1. Assume that t = var x where x : Finn. Here, we have to show that:
J close-term (var x) ρ KR J var x Kρ.
By induction on the number of free variables n:
I Base step. Assume that n = 0 and x : Fin 0.
This case is trivial since the type of x is empty.
I Inductive step. Assume that n = sucn′ where n′ : N and x : Fin(sucn′).
The induction hypothesis is given by:
∀(x : Finn′). ∀(ρ : ClosureS(n′)). J close-term (var x) ρ KR J var x Kρ. (IH)
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By case-analysis on the variable x : Fin(sucn′) and the closure ρ : ClosureS(sucn′):
 Case 1.1. Assume that x = zero and ρ = t′ :: ρ′, t′ : CS(sucn′) and ρ′ : Closures(n′).
We have, by definition:
J close-term (var zero) ρ KR J var zero Kρ ⇐⇒ J subst (var-def ρ′) t′ KR J t′ Kρ′ .
Furthermore, by case-analysis on the term t′:
 Case 1.1.1. Assume that t′ = var x′ where x′ : Finn′.
The goal is given by
J subst (var-def ρ′) (var x′) KR J var x′ Kρ′
and is discharged by the induction hypothesis (IH).
 Case 1.1.2. Assume that t′ = rec oC os where os : Vec (CS(sucn′)) (S.Ar o).J subst (var-def ρ′) (rec oC os) KR J rec oC os Kρ′
≡ J rec oCmapVec (subst(lift(var-def ρ′))) os K
R (oJλk. J os(k) K(rec oC os :: ρ′))
⇔ ∀k. (J close-term (rec oC os) ρ′ K k)R (J os(k) K(rec oC os :: ρ′)) ()
⇔ ∀k. (J close-term (os(k)) (rec oC os :: ρ′) K)
R (J os(k) K(rec oC os :: ρ′)) ()
⇔ > ()
where () holds since both roots are equal by reflexity, () is given by Prop. 2.20,
and () is justified by picking t := os(k) and ρ := rec oC os :: ρ′.
 Case 1.2. Assume that x = sucx′ where x′ : Finn′ and ρ = t′ :: ρ′.
J close-term (var(sucx′)) (t′ :: ρ′) KR J var(sucx′) Kt′ :: ρ′
≡ { by definition }J close-term (var x′) ρ′ KR J var x′ Kρ′
⇐⇒ { by induction hypothesis (IH) }
>.
 Case 2. Assume that t = rec oC os where o : S.Ar o, os : Vec (CS(sucn)) (S.Ar o).
J close-term (rec oC os) ρ KR J rec oC os Kρ
⇐⇒ { both roots are equal by reflexivity }
∀k. J close-term (rec oC os) ρ K kR J os(k) K(rec oC os :: ρ)
⇐⇒ { by rewriting with Proposition 2.20 }
∀k. J close-term (os(k)) (rec oC os :: ρ) KR J os(k) K(rec oC os :: ρ)
⇐⇒
{
we pick t := os(k) and ρ := rec oC os :: ρ,
then, clearly both terms are related by R.
}
>. 
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Proposition 21 Weakening in J K
Let n : N, t : CS(sucn) be a cyclic term and ρ : ClosureS(sucn) be a closure. Then, we haveJ weaken t Kρ ∼ J t K(tail ρ).
Proof. Let n : N, t : CS(sucn) and ρ : ClosureS(sucn).J weaken t Kρ = J close-term (weaken t) ρ K ()
= J close-term t (tail ρ) K ()
= J t K(tail ρ) () 
where equation () is given by Theorem 2.6 [J close-term t ρ K ∼ J t Kρ], () is justified with
Proposition 2.18 [close-term (weaken t) (u :: ρ) = close-term t ρ], and finally () by Theorem 2.6.
2.2.4. Subterms of Cyclic Terms
So far, we have defined two equivalent functions mapping cyclic terms to infinite trees but we
have yet to show that these infinite trees are actually regular. To this end, we will show that
the type of subterms of a cyclic term is finite. It is interesting to remark that the following
definitions and theorems are a generalization—to an arbitrary signature—of the results of [BH97],
which deals with the problem of giving a complete axiomatization of the subtyping relation of
iso-recursive types. In the remaining of this section, we show that the type of cyclic terms has
an unranked coalgebra structure. Then, we prove some technical results about paths in cyclic
terms in the context of substitutions.
Proposition 22 Coalgebra structure on cyclic terms
Let n be a natural number and S be a signature. The type of cyclic terms with n free variables,
CS(n), has an U-coalgebra structure.
Proof. Let n : N and S : Sig be a signature. We have to construct a coalgebra for the carrier
setoid (CS(n), = ). To this end, it suffices to give two maps rank, and next:
rank : CS(n)→ N
rank (var ) ≡ zero
rank (rec oC os) ≡ S.Ar o,
next : ∀(c :CS(n)). Fin(rank c)→ CS(n)
next (var ) ()
next (rec oC os) k ≡ os(k)[∗ := rec oC os].
The proof that both functions, namely rank and next, respects the underlying equality are not
required since Leibniz equality is substitutive. 
With Proposition 2.22, we can reuse all the abstract material defined in Section 2.1.2. Let
us recall briefly the main definitions:
• P(t) : Path→ Prop, set of paths in a cyclic term t : CS(n),
•  : CS(n)→ CS(n)→ Type, successor relation called in this context the subterm relation,
• t|p : Maybe(CS(n)), subterm of t indexed by a path p.
In the remaining of this section, we prove some specific results related to the substitution
operation on cyclic terms. We fix an arbitrary signature S : Sig.
Proposition 23 Subterm substitution decomposition
Let t : CS(m) be a cyclic term and f : Finm → CS(n) be a substitution function. Then, for
all p ∈ P(t), we have
(subst f t)|p = mapMaybe (subst f) (t|p).
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Proof. Let t : CS(m), f : Finm→ CS(n) and H : p ∈ P(t). We proceed by induction on p:
I Base step. Assume that p = ε.
subst f t|ε ≡ just(subst f t)
≡ mapMaybe (subst f) (t|ε).
I Inductive step. Assume that p = (i, k) :: p′ where i : N, k : Fin i and p′ : Path.
The induction hypothesis is given by:
∀(m,n :N). ∀(t :CS(m)). ∀(f : Fin(m)→ CS(n)).
p′ ∈ P(t)→ subst f t|p′ = mapMaybe (subst f) (t|p′). (IH)
By case-analysis on t, we consider two cases:
 Case 1. Assume that t = var x where x : Finm.
The type p ∈ P(var x) is empty. Contradiction.
 Case 2. Assume that t = rec oC os where o : S.Op and os : Vec (CS(sucm)) (S.Ar(o)).
From elimination of the hypothesis p ∈ P(rec oC os), we deduce that there exist a proof
e : n = rank(rec oC os) = S.Ar o and a proof that p′ ∈ P(os(e∗(k))[∗ := rec oC os]).
subst f (rec oC os)|(i,k) :: p′
≡ { by definition }
match i
?
= S.Ar o with





by simplification of the match expression with e
and by Prop. A.11 [(mapVec f v)(k) = f(v(k))]
}
subst (lift f) (os(e∗(k)))[∗ := subst f (rec oC os)]|p′
= { by the law subst-subst∗ }
subst f (os(e∗(k))[∗ := rec oC os])|p′
= { by the induction hypothesis (IH) }
mapMaybe (subst f)
(
os(e∗(k))[∗ := rec oC os]|p′
)





= S.Ar o with




≡ { by definition }
mapMaybe (subst f) (rec oC os|(i,k) :: p′). 




This example illustrates case (i) of Prop. 2.25.
Here, we consider a path p in the term subst f t.
However, the path is only contain within t,











This example illustrates case (ii) of Prop. 2.25.
Here, we consider a path p in the term subst f t.
Note that, in this case, the path goes beyond t.
Thus, necessarily, the path ought to go through
a variable var x of t. As a result, the path p
can be decomposed in two parts: p′ which
is strictly contained within t and p′′ which is
strictly contained in the substituted term f(x).
Figure 2.7. Illustration of the two cases described in Proposition 2.25.
In the following, we prove that a path in a cyclic term can be extended to a path in term
containing a substitution.
Proposition 24 Path in substitution introduction rule
Let t : CS(m) be a cyclic term, f : Finm → CS(n) be a substitution. For all paths p, if
p ∈ P(t) then p ∈ P(subst f t).
Proof. Let m,n : N, t : CS(m), f : Finm→ CS(n), p : Path and H : p ∈ P(t).
p ∈ P(subst f t)








mapMaybe (subst f) (t|p)
)
⇐⇒ { by Prop. A.4 [is-just(mapMaybe f m)⇔ is-justm] }
is-just(t|p)
⇐⇒ { by Prop. 2.5 [Succ. function spec.] }
p ∈ P(t)
⇐⇒ { by assumption H }
>. 
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Next, we prove how a path within a cyclic term applied to a substitution can be decomposed.
Proposition 25 Path in substitution elimination rule
Let t : CS(m) be a cyclic term and f : Finm → CS(n) be a substitution function. For all
paths p such that p ∈ P(subst f t), then one of the following holds:
(i) p ∈ P(t),
(ii) there exist a variable x : Finm and a decomposition of p as two paths p1 and p2, such
that t|p1 = just(var x) and p2 ∈ P(f(x)).
Proof. Let m,n : N, t : CS(m), f : Finm → CS(n), p : Path and H : p ∈ P(subst f t). We
proceed by path induction on p:
I Base step. Assume that p = ε.
In this case, (i) is trivially true.
I Inductive step. Assume that p = (i, k) :: p′ where i : N, k : Fin i and p′ : Path.
The induction hypothesis is given by:
∀(m,n :N). ∀(t :CS(m)). ∀(f : Finm→ CS(n)). H : p′ ∈ P(subst f t)





∣∣∣ p = p1++p2 ∧ t|p1 = just(var x) ∧ p2 ∈ P(f(x))} . (IH)
By case analysis on t, we consider two cases:
 Case 1. Assume that t = var x′ where x′ : Finm.
We show that (ii) holds. We pick x := x′ as the variable. Obviously, taking both p1 := ε
and p2 := (i, k) :: p
′ yields a decomposition of p. Finally, var x|p1 = just(var x) is true by
reflexivity and p2 ∈ P(f(x)) holds by assumption.
 Case 2. Assume that t = rec oC os where o : S.Op and os : Vec (CS(sucm)) (S.Ar o).
From the hypothesis (i, k) :: p′ ∈ P(subst f (rec oC os)), we deduce that there exist a
proof e : n = S.Ar o and a proof H : p′ ∈ P(subst f (os(e∗(k))[∗ := rec oC os])). With
H applied to the induction hypothesis (IH), we consider two cases:
 Case 2.1. Assume that H ′ : p′ ∈ P(os(e∗(k))[∗ := rec oC os]).
We show that (i) holds. That is, p′ ∈ P(rec oC os). By applying the rule P::,
it remains to show that there is an equality proof e : n = S.Ar o such that
p′ ∈ P
(
os(e∗(k))[∗ := rec oC os]
)
. The first proof is given by e while the second
is given by hypothesis H ′.




os(e∗(k))[∗ := rec oC os] = just(var x′), ()
p′2 ∈ P(f(x′)). ()
We show that (ii) holds. We pick x := x′, p1 := k :: p′1 and p2 := p′2. Finally,
• k :: p′ = (k :: p1)++p2 by (1),
• os(e∗(k))[∗ := rec oC os] = just(var x) by (2),
• p′2 ∈ P(f(x)) by (3). 
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Proposition 26 Path in one-variable substitution elimination rule
Let t : CS(sucn) and u : CS(n) be two cyclic terms. For all paths p such that p ∈ P(t[∗ := u]),
then one of the following holds:
(i) p ∈ P(t),
(ii) there exists a path p′ 6= p such that p′ is a suffix of p and p′ ∈ P(u).
Proof. Consequence of Proposition 2.25. 
2.2.5. Soundness and Completeness of Syntactic Representation
In this section, we justify that the type of cyclic terms is a syntax for regular trees. Consequently,
we prove that the representation is sound, in the sense that each cyclic term induces a regular
tree. Furthermore, we are also interested in the converse problem, that is, proving that each
regular tree has indeed a representation as a cyclic term.
Soundness of syntactic representation
Proving that the cyclic term representation is sound with respects to the semantic function J K
consists in proving that the type of subterms is weakly finitely indexed. To this end, we proceed
compositionally. First, we show that the type of paths P(var x) from a variable is finite. Then, we
show that the same holds for the type of paths P(rec oC os), assuming that the type of paths is
finite for all subterms of rec oC os. Finally, we prove that the type of subterms t is weakly
finitely indexed by exploiting the isomorphism between the type t and the type of paths P(t).
Lemma 2 Finiteness of P(var x)
Let x : Finn be a free variable. Then, the type P(var x) is weakly finitely indexed.
Proof. Let x : Finn. We have to show that there exist a number c and a map f : Fin c→ P(var x)
which has a section. We define c := 1 and f as follows:
f : Fin c→ P(var x)
f zero ≡ (ε,Pε)
f (suc()).
It remains to show that f has a section which consists in proving that:
∀(p :P(var x)). { i : Fin c | f(i) ≈ p } .
We map any p to the index zero : Fin c. Let (p,H) : P(var x), it remains to show that:
f(i)




By case-analysis on p:
 Case 1. Assume that p = ε.
Clearly, we have var x|ε = var x|p = var x|ε.
 Case 2. Assume that p = (i, k) :: p′ where i : N, k : Fin i and p′ : Path.
The type of H : (i, k) :: p′ ∈ P(var x) is empty. Contradiction.
(p,H). 
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Lemma 3 Finiteness of P(rec oC os)
Let o : S.Op be an operator and os : Vec (CS(sucn)) (S.Ar o) be a vector of cyclic terms. If,
for all k : Fin(S.Ar o), the type P(os(k)) is weakly finitely indexed, then so is P(rec oC os).
Proof. Let o : S.Op, os : Vec (CS(sucn)) (S.Ar o) and k : Fin(S.Ar o). By assumption, for all
k : Fin(S.Ar o), the type P(os(k)) is weakly finitely indexed. Thus, for all k, there exists a natural
number ck along with two functions fk : Fin ck → P(os(k)) and gk : P(os(k))→ Fin ck such that
gk is a section of fk.
In order to prove that P(rec oC os) is weakly finitely indexed, we have to show that there
exists a function from a finite set to P(rec oC os) that has a right inverse. First, we show that the
type 1 unionmulti∑k:Fin(S.Ar o) Fin ck is finite, i.e., it is isomorphic to a finite type:
1 unionmulti∑k:Fin(S.Ar o) Fin ck
∼= { by Prop. 1.2 [Fin 1 ∼= 1] and Prop. A.7 [sumk fk finite] }
















Next, we define a map from elements in 1 unionmulti∑k:Fin(S.Ar o) Fin ck to elements in P(rec oC os):
f : 1 unionmulti∑k:Fin(S.Ar o) Fin ck → P(rec oC os)
f (inl ) ≡ (ε,Pε)
f (inr(k, ik)) ≡ (( , k) :: proj1(fk(ik)), H)
where H : fk(ik) ∈ P(os(k)[∗ := rec oC os])
where the proof H is obtained from the second projection of fk(ik), yielding a path in P(os(k)),
along with Proposition 2.24 lifting that path in a term with a substitution.
Finally, we show that f has a right-inverse, i.e., we prove the following:
∀(P :P(rec oC os)).
{
i : 1 unionmulti∑k:Fin(S.Ar o) Fin ck ∣∣∣ f(i) ≈ P} .
Let P := (p,M) : P(rec oC os) where p : Path and M : p ∈ P(rec oC os). We proceed by
well-founded induction on the length of the path p. The induction hypothesis is given by:
∀(P ′ :P(rec oC os)). ∀(L : length(proj1 P ′) < length p).{
i : 1 unionmulti∑k:Fin(S.Ar o) Fin ck ∣∣∣ f(i) ≈ P ′} . (IH)
By case-analysis on the path p:
 Case 1. Assume that p = ε.
We pick i := inl tt. It remains to prove that f(i) ≈ P . By definition of setoid equality
(Def. 2.9), it suffices to show that:
rec oC os|proj1(f(i)) = rec oC os|ε = rec oC os|p.
Clearly, this holds by reflexivity.
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 Case 2. Assume that p = (m, k) :: p′ where m : N, k : Finm and p′ : Path.
By applying Proposition 2.26 to H, we consider two cases:
 Case 2.1. Assume that H ′ : p′ ∈ P(os(e∗(k))).
We pick i := inr(e∗(k), gk(p′, H ′)). Let q := proj1(fk(gk(p′, H ′))) : Path. It remains to
prove that f(i) ≈ P :
f(i)
≈ { by definition of setoid equality (Def. 2.9) }
rec oC os|proj1(f(i))
≡ { by definition }
match S.Ar o
?
= S.Ar o with





by substituting S.Ar o
?
= S.Ar o with yes refl since N satisfies uip
}
os(e∗(k))[∗ := rec oC os]|q
≈
{
by Prop. 2.23 [(subst f t)|p = mapMaybe (subst f) (t|p)]
}




≈ { gk is a right-inverse of fk by assumption }






by Prop. 2.23 [(subst f t)|p = mapMaybe (subst f) (t|p)]
}









= S.Ar o with
yes e ⇒ os(e∗(k))[∗ := rec oC os]|p′
no ⇒ nothing
end
≡ { by definition }
rec oC os|(m,k) :: p′
≈ { by definition of setoid equality (Def. 2.9) }
((m, k) :: p′,P:: e H).
 Case 2.2. Assume that p1, p2 : Path, E : p
′ = p1++p2, H : os(e∗(k))|p1 = just(var zero)
and H ′ : p2 ∈ P(rec oC os).
Since we obtain another path p2 in P(rec oC os), we can use the induction hypothesis
(IH). Clearly, we have length(p2) < length(pi1(P )) because p2 is a decomposition of p
′
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which is already smaller than proj1 P = p. Consequently, we obtain from H
′ applied to
(IH), an index i′ : 1unionmulti∑k:Fin(S.Ar o) Fin ck such that H ′′ : f(i) ≈ P ′ where P ′ := (p2, H ′).
We pick i := i′, it remains to prove that:
f(i)
≈ { by hypothesis H ′′ and definition of setoid equality (Def. 2.9) }
rec oC os|p2
≡ { by definition }(
mapMaybe (λt. t[∗ := rec oC os]) (just(var zero))) >>= λt. t|p2
= { by rewriting hypothesis H }(





by Prop. 2.23 [(subst f t)|p = mapMaybe (subst f) (t|p)]
}
os(e∗(k))[∗ := rec oC os]|p1++p2
= { by rewriting hypothesis E }
rec oC |(n,k) :: p′
≈ { by definition of setoid equality (Def. 2.9) }
P. 
Lemma 4 Finiteness of P(t)
Let t : CS(n) be a cyclic term with n free variables. Then, the type P(t) is weakly finitely
indexed.
Proof. We proceed by induction on t:
I Base step. Assume that t = var x with x : Finn.
This a consequence of Lem. 2.2 [P(var x) finite].
I Inductive step. Assume that t = rec oC os with o : S.Op and os : Vec (CS(sucn)) (S.Ar o).
The induction hypothesis is given by:
∀(k : Fin(S.Ar o)). WFI(P(os(k))). (IH)
We conclude with the induction hypothesis (IH) applied to Lemma 2.3 [P(rec oC os) finite]. 
Theorem 7 Finiteness of t 
Let n : N and t : CS(n) be a cyclic term, then the type of subterms of t, namely t , is weakly
finitely indexed.
Proof. Let n and t : CS(n). This is a direct consequence of Thm. 2.3 [s ∼= P(s)] and Lem. 2.4. 
In the remaining of this section, we prove that the semantics function J K maps cyclic terms
to regular trees. We show that this result follows from the finiteness of the type of subterms
of cyclic terms and the proposition below.
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Proposition 27 Path-membership equivalence
For all t : CS and p : Path, we have:
p ∈ PC(t) ⇐⇒ p ∈ PcoTJ t K.
Proof. Let t : CS and p : Path. We proceed by induction on p:
I Base step. Assume that p = ε.
This case is trivially true since the empty path ε is valid in any unranked coalgebra.
I Inductive step. Assume that p = (n, k) :: p′ with n : N, k : Finn and p′ : Path.
The induction hypothesis is given by:
∀(t :CS). p′ ∈ PC(t) ⇐⇒ p′ ∈ PcoTJ t K. (IH)
Furthermore, by case-analysis on t, we consider two cases:
 Case 1. Assume that t = var x with x : Fin zero.
Obviously, this case leads to a contradiction since the type of x is empty.
 Case 2. Assume that t = rec oC os with o : S.Op and os : Vec (CS(suc zero)) (S.Ar(o)).
(n, k) :: p′ ∈ PC(rec oC os)
⇔ ∃(e :n = S.Ar(o)). p′ ∈ PC(os(e∗(k))[∗ := rec oC os]) ()
⇔ ∃(e :n = S.Ar(o)). p′ ∈ PcoT(J os(e∗(k))[∗ := rec oC os] K) ()
⇔ (n, k) :: p′ ∈ PcoT(J rec oC os K) ()
where () and () are given by the rule P::, and () is a consequence of (IH). 
Proposition 28 Successor in semantics decomposition
Let n : N, p be a path and t : CS be a cyclic term. Then, we haveJ t K|p = mapMaybe J K (t|p).
Proof. Straightforward by induction on the path p. 
Theorem 8 Soundness of cyclic term representation
Let t : CS be a closed cyclic term. Then, the infinite tree J t K is regular.
Proof. Let t : C(S). In order to show that J t K is regular, we have to prove that the type J t K 
is weakly finitely indexed. By Theorem 2.3, it suffices to show that the type PJ t K is weakly
finitely indexed. Also, by Proposition 1.13, it suffices to show that there exists a weak retract
from PJ t K to P(t). Consequently, it remains to show that:
• f : P(t) −→ PJ t K.
Let p : P(t). We pick the first projection to be proj1 p. The proof that proj1 ∈ P(J t K) is
given by applying proj2 p to Proposition 2.27. Finally, it is straightforward to check, with
Proposition 2.28, that we have a setoid morphism.
• g : PJ t K→ P(t).
Let p : P(t). We pick the first projection to be proj1 p. The proof that proj1 ∈ P(t) is given
by applying proj2 p to Proposition 2.27.
• ∀(p :PJ t K). f(g(p)) ≈ p.
By Definition 2.9, this holds by reflexivity. 
















Figure 2.8. Computation of a cyclic term from a regular tree.
Completeness of syntactic representation
Proving that the cyclic term representation is complete with respects to the semantics functionJ K means that we have to show that there exists a function mapping regular trees to cyclic
terms. The algorithm computing such a cyclic term is quite similar to the ones found in graph
theory. Intuitively, it consists in traversing in the regular tree until we encounter a leaf node or
a node that has already been visited. Consequently, by marking each visited node, we know
that this process will eventually end since a regular tree contains only finitely many distinct
subtrees. However, we have to deal with some technicalities because, in general, the bisimilarity
relation is not decidable on trees. As such, it is not clear how to test whether a node has already
been visited. Nevertheless, we will show that having an indexing function is enough to ensure
termination and establish the completeness result.
In Figure 2.8, we illustrate how the algorithm computes a cyclic term from a regular tree.
On the left, we have an infinite tree t, assumed to be regular, along with an arbitrary subtree
s. In addition, we consider yet another subtree u of s, and by transitivity of t. In the middle,
we represent an environment that is used to keep track of the subtrees of t that have already been
visited. Visited subtrees are denoted by grayed out cells in the environment Γ. In addition, we
associate to each visited state a fresh free variable. Following the de Bruijn typing discipline,
the free variables are canonical and are represented by natural numbers. On the right, we have
represented the cyclic term obtained from t, in six main steps detailed in the following:
©1 The tree t has not been visited yet. Thus, we mark it in Γ and associate a free variable to t.
©2 We build the cyclic term corresponding to t by using the constructor rec C . The root of t
is mapped as-is in the corresponding cyclic term.
©3 The tree s has not been visited yet. Thus, we mark it in Γ and associate a free variable to s.
©4 As we did for t, we build the cyclic term corresponding to the subtree s of t.
©5 The tree u is mapped to the same index as s. Here, we are in the case where a visited subtree
has already been marked.
©6 We indicate that u has already been visited by using the constructor var along with the
variable associated with the index Γ(u). As a result, we obtain a back-pointer into recs.
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Now, we define the type of environments and show how they are extended in a way that
preserves de Bruijn typing discipline.
Definition 16 Environment
Let n : N be a natural number. We define the type of environments over S, denoted EnvS(n),
as follows:
EnvS(n) := Finn→ CS(n).
The operation extending an environment with an additional element is given by:
; : {n : N} → CS(sucn)→ EnvS(n)→ EnvS(sucn)
(t ; Γ) zero ≡ t
(t ; Γ) (sucx) ≡ weaken(Γ(x)).
Note that, an environment is extended similarly to a list, i.e., by adding the new element in
front. As a result, the weaken function is applied to all remaining elements. This is mandatory,
because we have to take into account the dependency between the number of free variables in
a term and the number of elements in the environment.
We fix an arbitrary regular tree χ : RegS . Now, we define the function sem-inv-aux that
computes the cyclic term representation of an arbitrary subtree of χ as follows:
sem-inv-aux : {l : List #χ} → dle → χ → EnvS(length l)→ CS(length l)
sem-inv-aux B t Γ ≡
match s ∈#? l with
yes(k, ) ⇒ Γ(k)
noM ⇒ rec (root s)C k 7→ sem-inv-aux (Md::eB) (next t k) (var zero; Γ)
end
Here, the l is used to mark the indices of the subtrees of χ that have already been visited. The
term of type dle denotes a proof that the list is -accessible and is used to witness termination
of the recursion function (see Appendix A for further details). Moreover, t : χ represents an
arbitrary subtree of χ and Γ : EnvS(length l) is used to assign a variable to each visited subtree a
corresponding cyclic term.
Next, we establish the soundness of the function sem-inv-aux with respects to the semantic
function J K. Intuitively, we have to show that given a subtree t : χ , the computed cyclic
term sem-inv-aux(t) is semantically bisimilar to t. First, we prove a weakening principle on the
bisimilarity up-to a given depth relation.
Proposition 29 Weakening principal on ∼n
Let n be a natural number and t, s : coT be two infinite trees. If t ∼sucn s, then t ∼n s.
Proof. Let n : N, t, s : coT and H : t ∼sucn s. By induction on n, we consider two cases:
I Base step. Assume that n = zero.
In this, case, t ∼zero s holds trivially by constructor ∼0-intro.
I Inductive step. Assume that n = sucn′ where n′ : N.
The induction hypothesis is given by:
∀(t, s : coTS). t ∼sucn′ s→ t ∼n s. (IH)
We have to show that t ∼sucn′ s. From elimination of the hypothesis H, we obtain a proof
e : root t = root s and a proof H ′ : ∀k. t(k) ∼sucn′ s(e∗(k)). We use the constructor ∼suc-intro.
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Thus, it remains to prove that ∀k. t(k) ∼n′ s(e∗(k)) which is a consequence of the application
of H(k) to the induction hypothesis (IH). 
Here, we prove that the image by J K of the computed cyclic term is bisimilar up-to a given
depth to the original regular tree. In the following, we fix an arbitrary regular tree χ : RegS .
Lemma 5 Soundness of sem-inv-aux
Let n be a natural number, l be a list of indices #χ, t : χ be a subtree of χ, Γ be a environment
and ρ a closure. Then,
∀(B : dle). (∀i. l[i] ∼n JΓ(i) Kρ)→ t ∼n J sem-inv-aux B t Γ Kρ.
Proof. Let n : N, l : List(#χ), t : χ , Γ : EnvS(length l), ρ : ClosureS(length l), B : dle and
I : ∀i. l[i] ∼n JΓ(i) Kρ. We proceed by recursion on n, thus we may assume the following function:
∀(n :N). ∀(l : List #χ). ∀(B : dle). ∀(t :χ ).
∀(Γ : EnvS(length l)). ∀(ρ : ClosureS(length l)).
(∀i. l[i] ∼n JΓ(i) Kρ)→ t ∼n J sem-inv-aux B t Γ Kρ. (fix)
By case-analysis on n : N, we consider two cases:
 Case 1. Assume that n = zero.
t ∼0 J sem-inv-aux B t Γ Kρ holds by ∼0-intro.
 Case 2. Assume that n = sucn′ with n′ : N.
By case-analysis on t ∈#? l, we consider two cases:
 Case 2.1. Assume that i : Fin(length l) and e : l[i] ≈ t.
t ∼sucn′ l[i] (by rewriting e)
∼sucn′ JΓ(i) Kρ. (by I(i))
 Case 2.2. Assume that M : t /∈ l.
We have to prove that:
t ∼sucn′ J rec (root t)C k 7→ sem-inv-aux (Md::eB) (next t k) (var zero ; Γ) Kρ.
We define tinv := rec (root t)C k 7→ sem-inv-aux (Md::eB) (next t k) (var zero ; Γ). Also,
we generalize sucn′ in both the goal and the assumption I. Thus, the new goal is:
∀(m :N). (∀i. l[i] ∼m JΓ(i) Kρ)→ t ∼m J tinv Kρ.
Let m : N and I : ∀i. l[i] ∼m JΓ(i) Kρ. We proceed by induction on m:
I Base step. Assume that m = zero.
t ∼0 J tinv Kρ holds trivially by ∼0-intro.
I Inductive step. Assume that m = sucm′ with m′ : N.
The induction hypothesis is given by:
(∀i. l[i] ∼m′ JΓ(i) Kρ)→ t ∼m′ J tinv Kρ. (IH)
Clearly, we have e : root t = root J tinv Kρ by reflexivity. Consequently, we use the
constructor ∼suc-intro with e. Thus, it remains to show that:
∀k. t(k) ∼m′ J sem-inv-aux (Md::eB) (next t k) (var zero ; Γ) K(tinv :: ρ).
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Let k : Fin(S.Ar(root t)). We use the recursive function (fix). Here, m′ is a subterm
of sucn′ since m was generalized from sucn′. It remains to prove:
∀i. (index t :: l)[i] ∼ m′J (var zero ; Γ)(i) K(tinv :: ρ).
Let i : Fin(suc(length l)). By case-analysis on i, we consider two cases:
 Case 2.2.1. Assume that i = zero.
(index t :: l)[zero] ≡ value(index t)
∼m′ t (index is a section of value)
∼m′ J tinv Kρ ()
≡ J var zero Ktinv :: p
≡ J (var zero ; Γ)(zero) Ktinv :: p.
where () is a consequence of the induction hypothesis (IH) instantiated with
hypothesis I (weaken by Prop. 2.29).
 Case 2.2.2. Assume that i = suc i′ with i′ : Fin(length l).
(index t :: l)[suc i′]
≡ { by definition }
l[i′]
∼m′ { by applying I(i′) to Prop. 2.29 [Weakening of ∼n] }JΓ(i′) Kρ
∼ { by Prop. 2.21 [J weaken t Kρ ∼ J t Ktail ρ] }J weaken(Γ(i′)) Ktinv :: ρ
≡ { by definition }J (var zero ; Γ)(suc i′) Ktinv :: ρ. 
Remark. The proof of Lemma 2.5 is somewhat subtle because of nested recursion. The outer
recursive function is used to show that the subtree t : χ is actually bisimilar up-to depth n
to the semantics of the computed cyclic term sem-inv-aux(t). The inner recursive function is used
to prove that the invariant, namely ∀i. l[i] ∼n JΓ(i) K, is preserved. Indeed, the semantics of
cyclic terms is defined as the infinite unfolding of its cycles. As such, in the proof of preservation,
we are presented with a goal that is identical to the main theorem we are trying to prove in the
first place. Nevertheless, this works because the depth up-to which the trees have to be proven
bisimilar decreases in each invariant preservation proofs and thus, is guaranteed to end eventually.
Finally, we define the function computing the cyclic term of a regular tree:
sem-inv : RegS → CS
sem-inv χ ≡ sem-inv-aux χ B (χ, ε) Γ
where B : d[ ]e
Γ : Fin zero→ CS
Γ ().
The proof B is obtained from Proposition A.15.
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Now, we prove the completeness result, namely that the semantics function J K has a section:
Theorem 9 Completeness of cyclic term representation
For any regular tree t : RegS , there exists a semantically equivalent cyclic term.
Proof. Let t : RegS . The cyclic term is obtained by c := sem-inv t. It remains to show that:
t ∼ J c K.
We use coinduction proof principle with the bisimulation up-to a given depth. Thus, it suffices to
prove that:
∀(n :N). t ∼n J sem-inv t K.
This follows from Lemma 2.5 [Soundness of sem-inv-aux]. The premises are straightforward to
prove since the list is empty. 
The theorem above justifies that the semantics function on cyclic terms J K : CS → RegS
has an inverse sem-inv : RegS → CS which we denote by J K−1.
Inductive axiomatization of cyclic term equivalence
Previously, we were interested in the problem of characterizing syntactically regular trees. Let us
recall that two closed cyclic terms are considered to be equivalent when their image by J K yield
bisimilar infinite trees. In this section, we show that equivalence of (closed) cyclic terms admits
an inductive axiomatization. Ultimately, we obtain a purely inductive characterization of the type
of regular trees. For the remaining of this section, we fix an arbitrary signature S : Sig.
In order to prove that such axiomatization exists for closed cyclic terms, we first define an
axiom system for cyclic terms with free variables. Let n : N and Γ : List(CS(n)× CS(n)) be a
context composed of pairs of cyclic terms. We say that two cyclic terms t and s are equivalent in
Γ, denoted Γ ` t∼i s, whenever a proof is derivable from the inductively generated set of inference
rules given by:
∼i∈
(t, s) ∈ Γ




Γ ` var x∼i var y ,
∼irec
∀k. (rec oC os, rec o′C os′) :: Γ ` os(k)[∗ := rec oC os]∼i os′(e∗(k))[∗ := rec o′C os′]
Γ ` rec oC os∼i rec o′C os′ .
Definition 17 Closed cyclic term identification relation
Let t, s : CS be two cyclic terms. We say that t is identified to s, denoted t∼i s, if and only if
[ ] ` t∼i s is derivable from the empty context. Formally,
t∼i s def⇐⇒ [ ] ` t∼i s.
In the remaining, we prove that the relation ∼i is sound and complete with respects to the
semantically defined equivalence relation on closed cyclic terms.
Soundness proof
A pair of cyclic terms (t1, t2) : CS is a valid assumption up-to depth n, when:
Valid : N→ (CS × CS)→ Prop
Valid n (t1, t2) ≡ J t1 K ∼n J t2 K.
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Lemma 6 Soundness of inductive axiomatization up-to a given depth
Let n : N and Γ : List(CS × CS) be a context. For any closed terms t, s : CS , we have
Γ ` t∼i s→ All (Validn) Γ→ Valid n (t, s).
Proof. Let n : N, Γ : List(CS × CS), t, s : CS , E : Γ ` t ∼ s and A : All (Validn) Γ. We
proceed by recursion on n, thus we assume the following function:
∀n. ∀Γ. ∀(t, s :CS). Γ ` t∼i s→ All (Validn) Γ→ Valid n (t, s). (fix)
By case-analysis on n, we consider two cases:
 Case 1. Assume that n = zero.J t K ∼0 J s K holds by ∼0-intro.
 Case 2. Assume that n = sucn′ with n′ : N.
By case-analysis on E:
 Case 2.1. Assume that M : (t, s) ∈ Γ.
By hypothesis A : All (Valid(sucn′)) Γ, it suffices to show that (t, s) ∈ Γ which is
given by assumption M .
 Case 2.2. Assume that t = var x, s = var y where x, y : Fin 0 and e : x = y.
This case leads to a contradiction since the type of both x and y is empty.
 Case 2.3. Assume that t = rec oC os and s = rec o′C os′ where o : S.Op, o′ : S.Op,
os : Vec (CS(1)) (S.Ar o), os′ : Vec (CS(1)) (S.Ar o′). Furthermore, assume that
e : o = o′ and E′ : ∀k. (t, s) :: Γ ` os(k)[∗ := t] ∼ os′(e∗(k))[∗ := s].
By induction on e, we can substitute e by refl and o′ by o. Thus, the goal is:
J rec oC os K ∼sucn′ J rec oC os′ K.
We generalize the term (sucn′) in both the goal and the hypothesis A. Now, it remains
to prove that:
∀(m :N). All (Validm) Γ→ J rec oC os K ∼m J rec oC os′ K.
Let m : N and A : All (Validm) Γ. By induction on m:
I Base step. Assume that m = 0.J rec oC os K ∼0 J rec oC os′ K holds trivially by ∼0-intro.
I Inductive step. Assume that m = sucm′ where m′ : N.
The induction hypothesis is given:
All (Validm′) Γ→ J rec oC os K ∼m′ J rec oC os′ K. (IH)
Clearly, we have e′ : o = o by reflexivity. Consequently, we use the constructor
∼suc-intro with e′. It remains to show that:
∀k. J os(k)[∗ := rec oC os] K ∼m′ J os′(k)[∗ := rec oC os′] K.
Let k : Fin(S.Ar o). We use the recursive function (fix). Here, m′ is a subterm of
sucn′ since m was generalized from sucn′. It remains to prove:
All (Validm′) ((rec oC os, rec oC os′) :: Γ).
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We use the constructor all::, thus it remains to prove that:
• Valid m′ (rec oC os, rec oC os′).
We use the induction hypothesis (IH) along with the proof of All(Validm′) Γ
given below.
• All (Validm′) Γ:
We have A : All (Valid(sucm′)) Γ, thus by functoriality of All, it suffices to
show that:
∀t. ∀s. Valid (sucm′) (t, s)→ Valid m′ (t, s).
This is a consequence of Proposition 2.29 [Weakening of ∼n]. 
Theorem 10 Soundness of inductive axiomatization
Let t, s : CS be two closed cyclic terms. We have,
t∼i s→ J t K ∼ J s K.
Proof. Let t, s : CS and E : [ ] ` t∼i s. We use the coinduction proof principle (Theorem 2.1) with
the bisimulation up-to a given depth (Theorem 2.2). Thus, it suffices to prove that:
∀(n :N). J t K ∼n J s K.
This follows from E applied to Lemma 2.6 E. Finally, it remains to show that All (Validn) [ ].
This holds immediately with constructor all[ ]. 
Completeness proof
The completeness proof is slightly more involved. Let t1, t2 : CS be two closed terms. By
Theorem 2.7, the set of subterms of both t1 and t2 are weakly finitely indexed. Thus there
exist two maps index1 : t1 → Fin(#t1 ) and index2 : t2 → Fin(#t2 ). Furthermore, both
index1 and index2 have a left-inverse, denoted respectively by value1 : Fin(#t1 ) → t1 and
value2 : Fin(#t2 )→ t2 . Now, we lift all the above functions to product of subterms. Thus, we
define T := (t1, t2) : CS × CS and #T := #t1 × #t2 : N. We lift the indexing on T as follows:
Index : T → Fin #T
Index (t1, t2) ≡ (index1(t1), index2(t2)),
and the value function:
Value : Fin #T → T
Value (i1, i2) ≡ (value1(t1), value2(t2)).
Note that, we have silently exploited the isomorphism Fin(m× n) ∼= Finm× Finn of Prop. 1.6
in the definition of both Index and Value.
It is straightforward to check that Index is a right-inverse of Value. Thus, we have
∀(t :T ). Value(Index t) ≈ t. (Value-Index)
Lemma 7 Completeness of inductive axiomatization
Let l be a list of indices #T , and Γ be a list of pair of closed cyclic terms. Moreover, let s1 : t1 
and s2 : t2 be two subterms of t1 and t2 respectively. Then,
∀(B : dle). (∀i. Value(l[i]) ∈ Γ)→ J s1 K ∼ J s2 K→ Γ ` s1 ∼i s2.
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Proof. Let l : List #T , Γ : ListT , s1 : t1 , s2 : t2 , B : dle. Moreover, let I : ∀i. Value(l[i]) ∈ Γ
and E : J s1 K ∼ J s2 K. We proceed by induction on B.
I Base step. Inductive type without a base constructor.
I Inductive step. The induction hypothesis is given by
∀(l′ : List #T ). l′  l→ ∀Γ. ∀(s′1 : t1 ). ∀(s′2 : t2 ).
(∀i. Value(l′[i]) ∈ Γ)→ J s′1 K ∼ J s′2 K→ Γ ` s′1 ∼ s′2. (IH)
By case-analysis on Index(s1, s2) ∈? l, we consider two cases:
 Case 1. Assume that M : Index(s1, s2) ∈ l.
By rule ∼i∈, to prove Γ ` s1 ∼i s2, it suffices to show that (s1, s2) ∈ Γ. From the
hypothesis M and the decidability of equality on Fin #T , we can compute an index
i : Fin(length l) such that l[i] ≈ Index(s1, s2). From that and with I, we can deduce that
(s1, s2) ∈ Γ(i).
 Case 2. Assume that N : Index(s1, s2) /∈ l.
By case-analysis on both s1 and s2, we have:
 Case 2.1. Assume that s1 = var x or s2 = var y where x, y : Fin 0.
This case leads to a contradiction since the type of both x and y is empty.
 Case 2.2. Assume that s1 = rec oC os and s2 = rec o′C os′ where o : S.Op, o′ : S.Op,
os : Vec (CS(1)) (S.Ar o), os′ : Vec (CS(1)) (S.Ar o′).
By rule ∼irec, to show that Γ ` rec oC os∼i rec o′C os′, it suffices to prove:
• e : o = o′.
By assumption, we have E : J rec oC os K ∼ J rec o′C os′ K, thus by elimination
of E, we have o = o′.
• ∀k. (s1, s2) :: Γ ` os(k)[∗ := s1]∼i os′(e∗(k))[∗ := s2].
Let k : Fin(S.Ar o). We use the induction hypothesis (IH) with l′ defined to
be Index(s1, s2) :: l. It remains to show:
- Index(s1, s2) :: l  l.
This follows from hypothesis N : Index(s1, s2) /∈ l.
- p1 : t1  os(k)[∗ := s1] and p2 : t2  os′(e∗(k))[∗ := s2].
By assumption, we have t1  s1. By transitivity of the subterm relation, it
suffices to show that s1  os(k)[∗ := s1] which is clearly true. The same
reasoning is used to prove t2  os′(e∗(k))[∗ := s2].
- ∀i. Value((Index(s1, s2) :: l)(i)) ∈ (s1, s2) :: Γ.
Let i : Fin(suc(length l)). We consider two cases:
 Case 2.2.1. Assume that i = zero.
We have to prove that Value(Index(s1, s2)) ∈ (s1, s2) :: Γ. By constructor
here, it suffices to show that Value(Index(s1, s2)) ≈ (s1, s2) which follows
from Equation (Value-Index).
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 Case 2.2.2. Assume that i = suc i′ where i′ : Fin(length l).
We have to prove that l[i] ∈ (s1, s2) :: Γ. By using constructor there, it
suffices to show that l[i] ∈ Γ which holds by assumption I(i′).
- J os(k)[∗ := s1] K ∼ J os′(e∗(k))[∗ := s2] K.
This follows from the elimination of the assumption E. 
Theorem 11 Completeness of inductive axiomatization
Let t, s : CS be two closed cyclic terms. We have,J t K ∼ J s K→ t∼i s.
Proof. Let t, s : CS and E : J t K ∼ J s K. To prove [ ] ` t∼i s, we use Lemma 2.7 with E. Thus, it
remains to prove:
• d[ ]e.
This follows from Proposition A.15.
• ∀i. [ ][i] ∈ [ ].
Let i : Fin 0. The type of i is empty. Contradiction. 
Summary
Let S : Sig be a arbitrary signature. So far, we considered two equivalence relations on closed
cyclic terms. The first one is semantic:
t∼s s def⇐⇒ J t K ∼ J s K,
while the second one is syntactic:
t∼i s def⇐⇒ [ ] ` t∼i s.
We proved that both relations, namely ∼i and ∼s, are in fact equivalent. In addition, we showed
that the type of closed cyclic terms CS constitutes a sound and complete syntax for the type
of regular tree RegS . All these results are summarized in the following theorem.
Theorem 12 Cyclic term and regular tree isomorphism
Let S be a signature. We have the following setoid isomorphisms:
(CS ,∼i) ∼= (CS ,∼s) ∼= (RegS ,∼).
Proof. Let S : Sig. By transitivity:
• (CS ,∼i) ∼= (CS ,∼s).
We have two maps f, g : CS → CS defined to be the identity function. Clearly, from
Theorems 2.10 and 2.11, we have that ∼i ↔ ∼s and thus f and g are setoid morphisms. It is
straightforward to check that f is the inverse of g.
• (CS ,∼s) ∼= (RegS ,∼).
The first map f : CS → RegS is given by J K. Clearly, it is a setoid morphism. The
map g : RegS → CS is defined to be J K−1. It is also a setoid morphism. Finally, it
straightforward to check that f is the inverse of g. 
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2.3. CONCLUSION
In the first part of this chapter, we have defined, formally, the type of regular trees over an arbitrary
signature. In particular, we showed that the regularity property can be characterized equivalently
through the set of paths in a tree or through the set of its subtrees. Such characterizations were
explored, for instance, in the work of [Gin79, Nel83, Cou83]. Let us recall that regular trees
are characterized through a finiteness property. However, as shown in the previous chapter,
various incomparable definitions of finite can be considered in a constructive setting. Consequently,
the choice of one particular characterization of finite types (or setoids) is important. Here, we
have chosen a definition of finite that is weak enough to be able to characterize regular trees
without assuming decidable equality on nodes of the trees, but still strong enough constructively
to define meaningful computations and prove that regular trees are closed under tree destructors.
In the second part of this chapter, we studied a syntactic characterization of regular trees by
means of cyclic terms. We used a representation of cycles through binders following the work
of [GHUV06]. Then, we defined the semantics of cyclic terms as the infinite unfolding of their
cycles. These induced infinite trees were then proven to be regular. Furthermore, we have also
studied the converse problem, namely to compute a cyclic term representation of a regular tree.
Finally, we have proposed an inductive axiomatization of the equivalence of cyclic terms. In it
is interesting to note that such axiomatization was studied by [BH97], dealing with the problem of
defining the subtyping relation for iso-recursive types. In addition, these results were mechanized
in the proof assistant Agda by [DA10] to illustrate the usage of mixed inductive-coinductive
style. However, such reasoning principle is not available in the Coq proof assistant and thus
their approach was not directly applicable. Altogether, we proved that the type of cyclic
terms is isomorphic to the type of regular trees, thus yielding a sound and complete syntactic
characterization of regular trees.
CHAPTER THREE
TREE TRANSDUCERS
In this chapter, we study the problem of defining regular trees homomorphisms, i.e., morphisms
preserving the regularity property of trees. Our goal is to find a syntactic criterion ensuring, by
construction, that corecursive definitions preserve this property. To this end, we use the formalism
of tree transducers as a mean to represent the abstract syntax of (co)recursive functions. Then,
tree transducers are reified into tree morphisms preserving regularity.
3.1. MOTIVATING EXAMPLE
A regular tree homomorphism between an input signature I and an output signature O is a
morphism φ : coTI → coTO preserving regularity. As an example, consider the following two
mutually corecursive functions on streams of A’s:
φ1 : StreamA→ StreamA
φ1 (x ::xs) ≡ f1(x) ::φ2(xs)
φ2 : StreamA→ StreamA
φ2 (x ::xs) ≡ f2(x) ::φ1(xs)
where f1, f2 are two arbitrary self-maps on A. Showing that both φ1 and φ2 preserve the regularity
property amounts to prove that, given a regular tree s, the type of its subtrees φi(s) is weakly
finitely indexed. One way to give such a proof is to use the result of Proposition 1.13 which shows
that the finiteness property is transported along weak forms of split epimorphisms. Consequently,
if we can prove that the type φi(s) is a weak retract of s , we will obtain a proof that φi
preserves the regularity property. Nonetheless, such proof can be quite tedious and requires
to construct a specific indexing function.
However, through a syntactic observation of the definitions of φi, it is easy to see that they
ought to preserve regularity. Essentially, each function φi consists in applying the function fi to
the head of the input stream. Consequently, if the input stream σ is regular, i.e., ultimately
periodic, its image φi(σ) ought to be regular as well.
On the other hand, let’s observe through another example a tree morphism failing to preserve
regularity. For i : N, we define the family of corecursive functions ψi as follows:
ψi : StreamN→ StreamN
ψi (x ::xs) ≡ fi(x) ::ψi+1(xs).
If we define, for all x, fi(x) := i, then, for any input stream σ, we obtain a stream ψ0(σ) ∼ ω
which is clearly not regular.
The difference between the two examples is that the family ψi is defined by means of an
infinite number of corecursive equations. This result is not surprising. The regularity property
may be characterized—equivalently—by the solutions of finite systems of guarded equations
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as presented in [Cou83, Blo83, AAV01]. Here, in the definition of ψi, by discarding the input
stream, we have actually defined an infinite system which cannot be reduced to a finite system.
3.2. TOP-DOWN TREE TRANSDUCERS
In this section, we study the formalism of top-down tree transducers [Rou68, Tha70, Rou70] as a
tool to define regularity preserving tree morphisms. First, we recall the set-theoretic definitions of
the formalism of tree transducers but restricted to the case of finite trees which is usually the case
in the literature. Next, we give a type-theoretic translation of this formalism and extend its
semantics to the denotational model of infinite trees.
Finally, we conclude this section with some extension to the formalism of tree transducers
in order to handle more powerful tree transformations.
3.2.1. Definitions and Semantics
Top-down tree transducers is a formalism providing a formal model for syntax-directed seman-
tics [FV98, CDG+07]. Tree transducers can be used to specify tree transformations in a formalism
resembling attributed grammar with synthesized attributes. Here, we recall the (set-theoretic)
definitions of top-down tree transducers and its semantics as found in the literature.
Notations. For all k : N, we write Xk = {x1, . . . , xk} for a set of variables with k elements.





σ ∈ Σ(k) t1, . . . , tk ∈ TΣ(X)
σ(t1, . . . , tk) ∈ TΣ(X)
.
When the type of variables X is the empty set, we write TΣ instead of TΣ(∅). The set Σ(k)
where Σ is a ranked alphabet and k ∈ N denotes the subset of function symbols in Σ of arity
k. Given a tree t ∈ TΣ(Xk), k ≥ 1 and trees s1, . . . , sk ∈ TΣ, we write t[x1 := s1, . . . , xk := sk]
for the operation consisting in substituting each variable xi in t by si. Given a family of trees
(si)i∈{1,...,k}, we may abbreviate t[x1 := s1, . . . , xk := sk] as t[xi := si | i ∈ {1, . . . , k}]. When
k = 0, the substitution operation is the identity. We denote by CΣ, the set of one-hole contexts
over the ranked alphabet Σ, i.e., trees t ∈ TΣ() where  appears exactly once in t. Given a
context β ∈ CΣ and a tree t ∈ TΣ, the operation replacing the hole  with t is denoted as β[t].
Definition 1 Top-down tree transducer [FV98]
A top-down tree transducer (tdtt) is defined as a tuple T = 〈Q,Σ,∆, q0, R〉 where:
• Q is a finite unary ranked alphabet, called the states of the transducer,
• Σ,∆ denote an input and output ranked alphabet respectively,
• q0 ∈ Q is a designated element of Q, called the initial state,
• R is a finite set of rewrite rules of the following form:
q(σ(x1, . . . , xk))→ ξ
where q ∈ Q, σ ∈ Σ(k), x1, . . . , xk ∈ Xk and ξ ∈ T∆(QXk).
The set of rewrite rules is said to be deterministic (resp. total) when for each left-hand
side q(σ(x1, . . . , xk)), there is at most (resp. at least) one applicable rule. When a tdtt is both
deterministic and total, the right-hand side of a rewrite rule is uniquely determined by its left-hand





















Figure 3.1. A derivation step induced by T .
side. In this case, given a state q ∈ Q and a function symbol σ ∈ Σ(k), we write rhs(q, σ) to
denote the right-hand side of the rewrite rule q(σ(x1, . . . , xk)) → ξ ∈ R. From now on, we
consider only total deterministic tdtt.
The semantics of a top-down tree transducer T = 〈Q,Σ,∆, q0, R〉 is usually expressed as a
term rewriting system.
Definition 2 Induced derivation relation
The derivation relation induced by T , is a binary relation, denoted ⇒T , over the set TQ∪Σ∪∆,
and is defined as follows:
β ∈ CQ∪Σ∪∆ q ∈ Q σ ∈ Σ(k) s1, . . . , sk ∈ TΣ ξ = rhs(q, σ)
β[q(σ(s1, . . . , sk))]⇒ β[ξ[x1 := s1, . . . , xk := sk]]
.
Figure 3.1 illustrates one step of derivation.
Definition 3 Language of a tdtt
The language of the top-down tree transducer T , denoted L(T ), is defined as
L(T ) = { (r, s) ∈ TΣ × T∆ | q0(r)⇒∗T s }
where ⇒∗T is the reflexive-transitive closure of the derivation relation induced by T .
When a tdtt T is both deterministic and total, it can be shown that the derivation relation
induced by T is both confluent and normalizing (see [FV98] for details). Consequently, each
state of the transducer T induces a tree morphism, which can be characterized inductively:
Definition 4 Induced tree morphism
Let T = 〈Q,Σ,∆, q0, R〉 be a deterministic and total tdtt. For every q ∈ Q, the induced tree
morphism, denoted τ qT , is defined as follows:
τ qT : TΣ → T∆
σ(s1, . . . , sk) 7→ rhs(q, σ)[(q′i, xi) := τ
q′i
T (si) | i ∈ { 1, . . . , k }].
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Remark. Let T be a total deterministic tdtt, the language of T , namely L(T ), is precisely the
graph of the induced morphism τ q0T , where q0 is the initial state of the transducer T .
Example. As a first example, we consider a tree transducer which defines the negation operation
on a fragment of the propositional calculus. Consider the ranked alphabet P , describing the
syntax of the propositional calculus (without propositional variables):
P = {⊥(0),>(0),∧(2),∨(2) }.
We denote P = TP the term algebra induced by P . We define the negation operation as a
single-state tree transducer N = 〈{¬}, P, P,¬, R〉 where the set of rules R is defined as follows:
neg(⊥)→ >,
neg(>)→ ⊥,
neg(∧(p1, p2)→ ∨(neg(p1), neg(p2)),
neg(∨(p1, p2))→ ∧(neg(p1), neg(p2)).
Now, we define ¬ : P → P as ¬p := τnegN (p), where τ is given by Definition 3.4. The following

















Remark. Notice that the formalism of total deterministic tdtt shares syntactic similarities with a
restricted form of pattern-matching in equations. Indeed, if we consider the problem of defining
the function neg by means of a recursive function, we would write:
neg′ : TP → TP
neg′ ⊥ ≡ >
neg′ > ≡ ⊥
neg′ (∧(p1, p2)) ≡ ∨(neg′ p1, neg′ p2)
neg′ (∨(p1, p2)) ≡ ∧(neg′ p1, neg′ p2).
Consequently, tdtt can be thought of as an abstract syntax describing a subset of recursive
functions defined by pattern-matching.
3.2.2. Tree Transducers in Dependent Type Theory
In this section, we define the type of total deterministic tdtt and their semantics on finite trees.
The definitions follow closely the ones presented in the previous section (based on the set-theoretic
foundation). Here and in the subsequent sections, we make an extensive use of the free monad
type induced by a signature (see Section 1.3.1). Given a signature O and a type of variables
X, we denote by O∗(X), the free monad induced by O and X. In addition, we write O+(X) to
mean O(O∗(X)) and On(X) to mean O · · ·O︸ ︷︷ ︸
n times
(X).
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Definition 5 Type of Top-Down Tree Transducers
Let I,O be two signatures. The type of top-down tree transducer from I to O, denoted
TDTT I O, is defined as a dependent record as follows:
record TDTT (I O : Sig) : Type
constructor 〈 , , 〉 state : Typeinit : state
rhs : state→ (i : I.Op)→ O∗(state× Fin(I.Ar i)).
When we introduced the type of tdtt, we followed an “unbundled approach”: the type TDTT
is indexed by the input and output signatures. The main benefit of this approach is that we
can easily constrain the input/output signatures.
Another important point is that, in the definition TDTT, the state space is not required
to be finite. However, when such an assumption is required, it will be mentioned explicitly.
The record field rhs is defined as a function (and not a relation) from state and function
symbol to right-hand sides of rewrite rules. Therefore, the type TDTT actually characterizes
total deterministic top-down tree transducers. Note that, the set of variables (Xk is the previous
section) is canonical and is replaced by Fin(O.Ar i).
Example. The tree transducer N encoding the negation of a formula of propositional calculus
is defined as follows. First, we define the signature P :
P : Sig
P ≡ opC ar
where inductive op : Type
⊥ | > | ∧ | ∨ : op
ar : op→ N
ar ⊥ ≡ 0 ar ∧ ≡ 2
ar > ≡ 0 ar ∨ ≡ 2.
Then, the definition of N is given by:
N : TDTT P P
N ≡ 〈Unit, tt, rw-rules〉
where rw-rules : Unit→ (o : op)→ P ∗(Unit× ar(o))
rw-rules neg ⊥ ≡ >C [ ]
rw-rules neg > ≡ ⊥C [ ]
rw-rules neg ∧ ≡ ∨C var(neg, zero) :: var(neg, suc zero) :: [ ]
rw-rules neg ∨ ≡ ∧C var(neg, zero) :: var(neg, suc zero) :: [ ].
As illustrated in the example above, defining both the signature P and the tree transducer
N is not so practical (syntactically speaking). Nevertheless, we could define a concrete syntax
for both signatures and tree transducers which would considerably ease their definitions. However,
it turns out that this syntax already exists in the language on which this mechanization is based:
signatures are the abstract syntax of strictly positive inductive definitions (restricted to finite
arities) and tdtt are the abstract syntax of a restricted form of recursive functions.
96 Chapter 3. Tree Transducers
In the Coq proof assistant, the translation from the concrete syntax to the abstract syntax
would have to be done through a plugin because at this time, we don’t have access, in the language
itself, to the abstract syntax of declarations (such as inductive types or functions). Though,
in the Agda proof assistant, thanks to the reflection module, such procedure could be defined
directly through a meta-program. Furthermore, recent additions in Agda allows (co)recursive
functions to be defined through this reflection library.
As mentioned in the previous section, the induced tree morphisms of total deterministic tdtts
admit an inductive characterization. Thus, it is straightforward to translate Definition 3.4 by
means of a recursive function definition.
Definition 6 Induced tree morphism
Let I,O be two signatures and T : TDTT I O be a tree transducer. The induced tree
morphism starting from a designated state is defined as follows:
τT : T.state× TI → TO
τT (q, oC os) ≡ T.rhs q o>>= λ(q′, k). τT (q′, os(k)).
Moreover, we define the semantics of the tdtt T as tree morphisms:LT M : TI → TOLT M t ≡ τT (T.init, t).
Remark. Here, in the definition of τT , we assumed that os(k) is a subterm of os.
3.2.3. Towards Tree Transducers on Infinite Trees
In this section, we discuss how to extend the formalism of top-down tree transducers in order to
operate on infinite trees. As discussed previously, top-down tree transducers can be thought
of as a way to describe the abstract syntax of recursive functions. When extended to infinite trees,
this formalism can be used as the abstract syntax of a subset of corecursive functions.
Let us recall that, for tdtt on finite trees, the type of the right-hand sides of rewrite rules
is given by the term algebra T∆(Q×X), where ∆ is the output ranked alphabet, Q is the state
space and X represents of a set variables. Notice that, in the case of finite trees, right-hand
sides are allowed to be non-productive, i.e., it is possible to write rules of the following form:
q(σ(x1, . . . , xk))→ q(xi).
Here, q denotes a state of the tdtt and σ is a function symbol of the input signature. Such rules
are not problematic because finite trees are inductively defined values. Consequently, the leaf
function symbols ought to have an arity of 0. In this case, rewrite rules operating on nullary
function symbols cannot contain state variables on the right-hand sides. Therefore, even with
unproductive rewrite rules, the induced tree morphism yields a total function. Indeed, a stateless
rewrite rule will always be reached eventually. Moreover, termination is ensured due to the fact
that the argument of each recursive call—modeled as a state in the formalism of tdtt—is always a
subtree of the input tree. This rule is enforced by the type of the right-hand sides.
However, when we consider infinite trees, this is no longer the case. Indeed, if such rules were
allowed, we could obtain a non-productive cycle, that is, an infinite sequence of derivations where
no output is ever produced. For instance, consider the following rewrite rule:
q(σ(x))→ q(x). (∗)
Then, when we apply successively the rule (∗) to the stream σω:
q(σσσ · · ·)  q(σσ · · ·)  q(σ · · ·)  q(· · ·)  · · ·  q(· · ·)  · · · ,
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we obtain an infinite non-productive derivation. This is precisely for the same reasons that such
rules are forbidden in corecursion definition in the proof assistants Coq or Agda. In order to
forbid such problematic rules, we consider two solutions.
The first solution consists in characterizing the rules that are productive. Let T : TDTT I O
be a top-down tree transducer as given by Definition 3.5. We define the subset of productive
right-hand sides, denoted ProdrhsT : TO(T.state× α)→ Prop, as follows:
now
o : O.Op os : Vec (TO(T.state× α)) (O.Ar o)
oC os ∈ ProdrhsT
,
later
q : Q a : α r : ηT (q, out(α)) ∈ ProdrhsT
var(q, a) ∈ ProdrhsT
,
where α is an abstract type with an I-coalgebra structure out : α→ I(α) and the function ηT
is defined as follows:
ηT : T.state× I(α)→ O∗(T.state× α)
ηT (q, (i, is)) ≡ mapO∗(T.state×−) (λk. is(k)) (T.rhs(q, i)).
Then, by enforcing each rewrite rule to be productive, it is now possible to define a function
that inductively searches the head function symbol eventually produced in a right-hand side.
However, such an approach is not practical since the type of variables in the right-hand has to be
abstracted. Indeed, it may be different for each rewrite rule. Finally, the type ProprhsT introduces a
tight dependency between a proof of productivity and the induced tree morphism which can
be difficult to deal with.
The second solution consists in enforcing—through typing—each rule to be productive. This
approach is similar to the syntactic guard condition imposed on corecursive function definitions.
However, it is different from type-based termination/productivity developed for example in
[Abe07]. As an example, we consider a very simple form of top-down tree transducers which
are characterized as morphism of signatures:
Definition 7 Morphism of signatures
Let I,O : Sig be two signatures. A morphism of signatures between I and O, denoted I ⇒ O,
is given by a dependent pair of functions (l, r), where l : I.Op→ O.Op is called a re-labeling
map and r : ∀(i : I.Op). O.Ar(l(i))→ I.Ar(i) is called a re-indexing map.
Morphisms of signatures can be thought of as a basic tdtt in the sense that they model rules
of the form:
i(x1, . . . , xk)→ o(y1, . . . , yk′)
where i (resp. o) is an input (resp. output) function symbol and {y1, . . . , yk′} ⊆ {x1, . . . , xk}.
Reformulated in the formalism of tdtt (as introduced in the previous section), morphism of
signatures are thus single-state tdtt with a set of rewrite rules given by a function:
rhs : (i : I.Op)→ O(I.Ar i).
Indeed, through typing, we ensure that each rewrite rule is productive since an output function
symbol has to be given for each input symbol. This contrasts with the previous definition of
tdtt on finite trees where the codomain of rhs was given as the term algebra TO(Q×X) which, in
particular, allows variables of type Q×X to appear unguarded by an output function symbol.
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Then, it is straightforward to lift morphisms of signatures to tree morphisms:
Definition 8 Induced tree morphism
Let I,O be two signatures and f : I ⇒ O be a morphism of signatures. The tree morphism
induced by f , denoted L f M, is defined corecursively as follows:L f M : coTI → coTOL f M (iC is) ≡ l(i)Jλk. L f M(is(r(k))).
Here, the re-labeling function l is used to produce an output symbol from an input symbol thus
ensuring that the tree morphism is productive. The re-indexing function r is used to select the
argument of the corecursive call among the direct subtrees of the input tree.
In the previous chapter, we gave a coinductive-based characterization of regular trees. A tree
t : coTS over a signature S is said to be regular when the type of all its subtrees, namely t , is
weakly finitely indexed. In addition, we introduced the type of cyclic terms CS and we showed that
the type of closed cyclic terms is isomorphic to RegS—the type of regular trees. Consequently, it
is now possible to use the type of closed cyclic terms as an alternative characterization of regular
trees. To this end, we redefine the predicate Regular as follows:
Regular : ∀{S : Sig}. coTS → Type
Regular t ≡ { c : CS | J c K ∼ t } .
Furthermore, we overload this predicate to define regularity-preserving tree morphisms:
Regular : ∀{I,O : Sig}. (coTI → coTO)→ Type
Regular f ≡ { fC : CI → CO | ∀(c :CI). J fC(c) K ∼ fJ c K } .
To summarize, an infinite tree (resp. tree morphism) is said to be regular when there exists a
semantically equivalent cyclic term (resp. cyclic term morphism).
In the following, we justify that, given a signature morphism f , its induced morphism L f M
preserves the regularity property. First, we detail the methodology used in the proof since the
same principles will applied on every subsequent proofs establishing the regularity preservation.
Following the definition of Regular on tree morphisms, in order to show that L f M preserves
regularity, we have first to construct a cyclic tree morphism. To this end, we first generalize
the induced morphism to operate on cyclic terms with free variables:
〈| f |〉 : ∀{n :N}. EnvO(n)→ CI(n)→ CO(n)
〈| f |〉n Γ (var x) ≡ Γ(x)
〈| f |〉n Γ (rec iC is) ≡ rec(l(i))C k 7→ 〈| f |〉sucn (var zero ; Γ) (is(r(k))).
In order to improve readability, we assume that is(r(k)) is a subterm of rec iC is in the definition
of 〈| f |〉. In practice, we have to give an alternative definition in order to use structural recursion
and then prove that the equations above hold propositionally.
Next, we show that 〈| f |〉n is semantically equivalent to L f M, i.e., we have to prove the
following:
∀(n :N). ∀(t :CI(n)). ∀(Γ : EnvO(n)). ∀(ρi : ClosureI(n)). ∀(ρo : ClosureO(n)).
(∀(x : Finn). JΓ(x) Kρo ∼ L f M(J t Kρi))→ J 〈| f |〉n t Γ Kρo ∼ L f M(J t Kρi). (L f M−〈| f |〉)
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Finally, we obtain the induced tree morphism on cyclic terms as follows:
〈| f |〉 : CI → CO
〈| f |〉 ≡ 〈| f |〉0(∅)
where ∅ denotes the empty environment. The proof that it yields a morphism that is semantically
equivalent to L f M is given by the following theorem.
Theorem 1 Signature morphisms preserve regularity
Let I,O : Sig be two signatures and f : I ⇒ O be a morphism of signature. Then, the induced
morphism L f M preserves regularity of trees.
Proof. Let I,O : Sig and f : I ⇒ O. To show that L f M preserves regularity, we have to construct
a semantically equivalent morphism on closed cyclic terms. We use the cyclic term morphism
〈| f |〉 : CI → CO defined previously. It remains to show the equation (L f M−〈| f |〉) holds. To this
end, we use the coinduction proof principle with the bisimulation up-to a given depth. This yields
the following generalized goal:
∀(n, p :N). ∀(t :CI(p)). ∀(Γ : EnvO(p)). ∀(ρi : ClosureI(p)). ∀(ρo : ClosureO(p)).
(∀(x : Fin p). JΓ(x) Kρo ∼n L f M(J var x Kρi))→ J 〈| f |〉p t Γ Kρo ∼n L f M(J t Kρi). (fixn)
The proof is by recursion on n, thus we assume that the equation (fixn) holds. Let n, p : N,
t : CI(p), Γ : EnvO(p), ρi : ClosureI(p), ρo : ClosureO(p) and H : (∀(x : Fin p). JΓ(x) Kρo ∼nL f M(J var x Kρi)). By case-analysis on n, we consider two cases:
 Case 1. Assume that n = 0.J 〈| f |〉p t Γ Kρo ∼0 L f M(J t Kρi) holds by ∼0-intro.
 Case 2. Assume that n = sucn′ where n′ : N. Furthermore, by case-analysis on t:
 Case 2.1. Assume that t = var x where x : Fin p.
We have to show that J 〈| f |〉p (var x) Γ Kρo ∼sucn′ L f M(J var x Kρi). This holds by H.
 Case 2.2. Assume that t = rec iC is where i : I.Op and is : Vec (CI(suc p)) (I.Ar i).
We generalize the term sucn′ in both the goal and the hypothesis H. Thus, we obtain:
∀(m :N). (∀(x : Fin p).JΓ(x) Kρo ∼m L f M(J var x Kρi))→ J 〈| f |〉p t Γ Kρo ∼m L f M(J rec iC is Kρi).
Let m : N and H : ∀(x : Fin p). JΓ(x) Kρo ∼m L f M(J var x Kρi). By induction on m:
I Base step. Assume that m = 0.J 〈| f |〉p t Γ Kρo ∼0 L f M(J t Kρi) holds by ∼0-intro.
I Inductive step. Assume that m = sucm′ where m′ : N.
The induction hypothesis is given by
(∀(x : Fin p). JΓ(x) Kρo ∼m′ L f M(J var x Kρi))
→ J 〈| f |〉p (rec iC is) Γ Kρo ∼m′ L f M(J rec iC is Kρi). (IH)
Clearly, we have e : root(L f M(J rec iC is Kρi))) = root(L f M(J rec iC is Kρi)) by reflex-
ivity. Consequently, we use the constructor ∼suc-intro with e. It remains to show
that:
∀k. J 〈| f |〉p (rec iC is) Γ Kρo k ∼m′ L f M(J rec iC is Kρi) k
which is equivalent to the following goal:
∀k. J 〈| f |〉suc p (is(r(k))) Γ′ Kρ′o ∼m′ L f M(J is(r(k)) Kρ′i)
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where Γ′ := (var zero; Γ), ρ′o := (〈| f |〉p (rec iC is) Γ) :: ρo and ρ′i := (rec iC is) :: ρi.
Let k : Fin(O.Ar(l(i))). We use the recursive function (fixn). Here, m
′ is a subterm
of sucn′ since m was generalized from sucn′. It remains to prove that the invariant
is preserved:
∀(x : Fin(suc p)). JΓ′(x) Kρ′o ∼m′ L f M(J var x Kρ′i)
Let x : Fin(suc p). By case-analysis on x, we consider two cases:
 Case 2.2.1. Assume that x = zero.
We have JΓ′(x) Kρ′o ≡ J (var zero; Γ)(zero) Kρ′o ∼m′ J 〈| f |〉p (rec iC is) Γ Kρo . Like-
wise, for the right-hand side, we have L f M(J var zero Kρ′i) ∼m′ L f M(J rec iC is Kρi).
By (IH), in order to prove that J 〈| f |〉p (rec iC is) Γ Kρo ∼m′ L f M(J rec iC is Kρi),
it suffices to show that ∀(x : Fin p). JΓ(x) Kρo ∼m′ L f M(J var x Kρi). This is given
by applying H to Proposition 2.29 [Weakening of ∼n].
 Case 2.2.2. Assume that x = sucx′ where x′ : Fin p.
We have JΓ′(sucx′) Kρ′0 ≡ J (var zero; Γ)(sucx′) K ∼m′ JΓ(x′) Kρ0 . Likewise, for
the right-hand side, we have L f M(J var(sucx′) Kρ′i) ∼m′ L f M(J var x′ Kρi). Finally,
this is proved by applying H to Proposition 2.29 [Weakening of ∼n]. 
3.3. GUARDED TOP-DOWN TREE TRANSDUCERS
In this section, we extend the definition of top-down tree transducers to operate on infinite trees.
To this end, we first characterize the subset of tdtt with right-hand sides in guarded-form. This
restriction on the right-hand sides yields a straightforward extension of the type TDTT defined
previously. Then, we show that such a subset induces a morphism on infinite trees. Finally, we
prove that the induced tree morphism preserve regularity.
Definition 9 Guarded Top-Down Tree Transducer
Let I,O : Sig be two signatures. The type of guarded top-down tree transducers, denoted
GTDTT I O, is defined as a dependent record:
record gTDTT (I O : Sig) : Type
constructor 〈 , , , 〉 state : Typeinit : state
rhs : ∀(q : state). ∀(i : I.Op). O+(state× Fin(I.Ar i)).
The main difference with the type TDTT is that the type of rhs ends with O+(state× S.Ar i)
instead of O∗(state× S.Ar i). Consequently, each rewrite rule is required to always produce an
output function symbol: productivity is ensured by construction. The definition of the induced
tree morphism is not as straightforward as the one defined for morphisms of signatures. Here,
the problem is that the right-hand sides of rewrite rules are—finite—trees of arbitrary depth.
We define the induced tree morphism by coiteration. To this end, given a guarded tree transducer
T , we give to the type O∗(state× coTI), a structure of an O-coalgebra:
rhs-coalg : O∗(T.state× coTI)→ O+(T.state× coTI)
rhs-coalg (var(q, t)) ≡ η q t
rhs-coalg (oC os) ≡ (o, os).
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The function η which substitutes variables in right-hand sides of rewrite rules with the corresponding
subtree is defined as follows:
η : T.state→ coTI → O+(T.state× coTI)
η q t ≡ mapO+(T.state×−) (br t) (T.rhs q (root t)).
Intuitively, we apply the rewrite rule from the state q and the input function symbol given by
the root of t. Finally, we use the functoriality of the type O+(T.state×−) to replace the variable
indexing a subtree of t by the actual subtree of t. This step is illustrated in Figure 3.1. Now, it is
straightforward to define the induced tree morphism of a guarded tdtt:
Definition 10 Induced tree morphism
Let I,O be two signatures and T : GTDTT I O be a guarded tree transducer. The induced
tree morphism starting from a designated state q, denoted LT Mq, is defined as follows:LT M : T.state→ coTI → coTOLT Mq t ≡ coiter rhs-coalg (var(q, t)).
Moreover, we define the semantics of the guarded tdtt T as:LT M : coTI → coTOLT M ≡ LT MT.init.
The following recursive equation justifies that a derivation step has been correctly applied:
Proposition 1 Rewrite rule application
Let I,O : Sig be two signatures and T : gTDTT I O be a guarded tree transducers. Then,
for each state q : T.state and infinite tree t : coTI , we have:LT Mq(t) ∼ η q t >>=+ uncurry LT M.
Proof. The proof is straightforward after proving, by induction on t, the following generalized goal:
∀(t :O∗(T.state× coTI)). coiter rhs-coalg t ∼ t>>= uncurry LT M. 
Finally, we show that the induced morphisms of guarded tree transducers preserve regularity.
Theorem 2 L− M preserves regularity
Let I,O : Sig be two signatures and let T : gTDTT I O be a guarded tree transducer. If the
state space T.state is finite, then the induced tree morphism LT M preserves regularity.
Proof. Instead of giving a direct proof of this result, we exploit the fact that it is an instance of a
more general result. Indeed, this follows from Proposition 3.3 and of Theorem 3.4. 
3.4. GUARDED TREE TRANSDUCERS WITH ε-RULES
Guarded top-down tree transducers, as defined previously, impose that each rule consumes the
root of the input tree. When the semantics of tree transducers is defined on finite tree, this
restriction is mandatory to ensure that the successive applications of the rewrite rules eventually
terminate. However, when we consider the application of such rewrite rules on infinite trees ,
it is possible to drop this constraint altogether and allow rewrite rules which do not alter the
input tree [Rou70, Tha70]. For instance, a rewrite rule such as
q → f(q)
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where f is an arbitrary unary function symbol is accepted by the productivity checker of Coq.
This leads to the following extension of the definition of guarded top-down tree transducers:
Definition 11 Guarded tdtt with ε-rules
Let I,O : Sig be two signatures. The type of guarded top-down tree transducers with ε-rules,
denoted εTDTT I O, is defined as follows:
record εTDTT (I O : Sig) : Type
constructor 〈 , , , 〉 state : Typeinit : state
rhs : state→ ∀(i : I.Op). O+(state×Maybe(Fin(I.Ar i))).
The main difference with the type gTDTT is in the type of variables of the right-hand sides.
Before, variables ought to be picked from an indexing set of subtrees of the input tree whereas
now, we encapsulate variables within Maybe. Intuitively, when a variable is nothing, it means
that the computation should be carried on without consuming the input tree. On the other hand,
when the variable is just(k), it expresses the fact that the computation resumes on the subtree
indexed by k, thus consuming the input context. In order to define the induced tree morphism of
guarded tdtt with ε-rules, we follow the same procedure than for guarded tdtt. Let T denote a
guarded tdtt with ε-rules. First, we give to the type of right-hand sides an O-coalgebra structure:
rhs-coalg : O∗(T.state× coTI)→ O+(T.state× coTI)
rhs-coalg (var(q, t)) ≡ η q t
rhs-coalg (oC os) ≡ (o, os).
The function η which substitutes variables in right-hand sides of rewrite rules with the corresponding
subtree is defined as follows:
η : T.state× coTI → O+(T.state × coTI)
η q t ≡ mapO+(T.state×−) h (rhs q (root t))
where h : Maybe(root t)→ coTI
h nothing ≡ t
h (just k) ≡ t(k).
Now, we define the induced tree morphism of a guarded tdtt with ε-rules:
Definition 12 Induced tree morphism
Let I,O be two signatures and T : εTDTT I O be a guarded tree transducer with ε-rules.
The induced tree morphism starting from a designated state is defined as follows:LT M : T.state→ coTI → coTOLT Mq t ≡ coiter rhs-coalg (var(q, t)).
Moreover, we define the semantics of the guarded tdtt T as:LT M : coTI → coTOLT M ≡ LT MT.init.
The following recursive equation justifies that a derivation step has been correctly applied:
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Proposition 2 Rewrite rule application
Let I,O : Sig be two signatures and T : εTDTT I O be a guarded tree transducers. Then,
for each state q : T.state and infinite tree t : coTI , we have:LT Mq(t) ∼ η q t >>=+ uncurry LT M.
Proof. The proof is straightforward after proving by induction on t the following generalized goal:
∀(t :O∗(T.state× coTI)). coiter rhs-coalg t ∼ t>>= uncurry LT M. 
The formalism of guarded top-down tree transducer with ε-rules subsumes the formalism
of guarded top-down tree transducers:
g→εTDTT : ∀{I,O : Sig}. gTDTT I O → εTDTT I O
g→εTDTT T ≡ 〈T.state, T.init, εrhs〉
where εrhs : T.state→ (i : I)→ O+(T.state×Maybe(Fin(S.Ar i)))
εrhs q i ≡ mapO+(T.state×−) just (T.rhs q i).
We still have to check that the translation is sound:
Proposition 3 gTDTT to εTDTT soundness
Let T : gTDTT be a guarded top-down tree transducer. Then, there exists a guarded top-
down tree transducer with ε-rules εT : εTDTT I O such that
∀(t : coTI). LT M(t) ∼ L εT M(t).
Proof. The transducer εT is given by g→εTDTT. Then, the proof of the equation above is
straightforward by coinduction. 
In the following, we show that restricted to finite guarded tree transducer with ε-rules, i.e.,
tree transducers with a finite state space, the induced tree morphism preserves regularity.
Theorem 3 L− M preserves regularity
Let I,O : Sig be two signatures and let T : εTDTT I O be a guarded tree transducer with
ε-rules. If the state space T.state is finite, then the induced tree morphism LT M preserves
regularity.
Proof. Instead of giving a direct proof of this result, we exploit the fact that it is an instance of a
more general result. Indeed, this follows from Proposition 3.4 and of Theorem 3.4. 
3.5. TREE TRANSDUCERS WITH FINITE LOOK-AHEAD
Previously, we introduced guarded top-down tree transducers as a mean to ensure productivity by
construction. Then, guarded top-down tree transducers were extended further by allowing of
rewrite rules which that do not alter the input tree. Here, we define yet another extension of the
formalism of guarded top-down tree transducer with a notion of finite look-ahead. This sorts of
extension were extensively studied in the literature about tree transducers. Some examples include
[Eng77, SV95]. Generally, these extensions are defined over finite trees. As a result, the look-ahead
function may be computed, for instance, through a bottom-up tree automaton [CDG+07]. However,
since we work with infinite trees, we have to somehow restrict the depth of the look-ahead since it
can be arbitrarily large.
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Definition 13 Guarded tdtt with finite look-ahead
Let I,O : Sig be two signatures. The type of top-down tree transducers with finite look-ahead,
denoted lTDTT I O, is defined as a dependent record:
record lTDTT (I O : Sig) : Type
constructor 〈 , , 〉 state : Typeinit : state
rhs : ∀(q : state). ∑d:N(c : Id(Unit))→ O+(state× {p | p ∈ Pd(c)}).
The formalism of tdtt with finite look-ahead is extended in two ways. On the one hand,
each state q is annotated with a given depth d, expressing how deep the context needs to be
in order to produce a value. Contexts are represented by iterating d times the functor induced by
the input signature I. Note that the empty context is allowed. On the other hand, the type
of variables indexing the subtrees of the input trees is generalized. Since the context can be
arbitrarily deep, we need a way to index subtrees in the context in order to specify how much
of the context is actually consumed. This indexing is achieved through the predicate Pd(c) where
c : Id(>) denotes a context of depth d. The predicate Pn(c) represents the set of paths within





c : Isuc d(X) e : n = I.Ar(proj1 c) p ∈ Pn(proj2 c (e∗(k)))
(m, k) :: p ∈ Psucn
.
Note that, the type Pn(−) is similar to the type of paths in an unranked coalgebra as defined
in Section 2.1.3. Furthermore, it shares the same properties. In particular, it is straightforward to
prove by path induction that:
• ∀p. p ∈ Pn(c)↔ p ∈ Pn(mapIn f c), (Pn-map)
• ∀c. ∀p. ∀(P,Q : p ∈ Pn(c)). P = Q, (Pn-mere-prop)
• ∀(t : coTI). p ∈ Pn([I]n t)→ p ∈ PcoT(t). (Pn-unfold)
Given a top-down tree transducer with finite look-ahead T , we define the function depth
representing the depth of the input context starting from a given state:
depth : ∀{T : lTDTT I O}. T.state→ N
depth {T} ≡ proj1 ◦T.rhs.
In addition, we define the following variant of rhs:
rhs′ : ∀{T : lTDTT I O}. ∀{α}. (q : T.state)→ (c : Idepth q(α))→ O+(T.state× cc ∈ Pα)
rhs′ {T} q ≡ proj2(T.rhs q).
Now, we show how to define the induced tree morphism of a guarded top-down tree transducer
with finite look-ahead. First, let us recall that the type of infinite tree coTS can be regarded
as both a S-algebra and a S-coalgebra. Thus, we have the following two maps:
[J] : ∀{S : Sig}. S(coTS)→ coTS
[J] (o, os) ≡ oJ os.
[I] : ∀{S : Sig}. coTS → S(coTS)
[I] t ≡ (root t, tabulate(br t)).
Both [J] and [I] can be iterated to yield a Sn-algebra and a Sn-coalgebra respectively:
[J] : ∀{S : Sig}. ∀n. Sn(coTS)→ coTS
[J]zero ≡ id
[J]sucn ≡ [J] ◦mapS [J]n .
[I] : ∀{S : Sig}. ∀n. Sn(coTS)→ coTS
[I]zero ≡ id
[I]sucn ≡ mapS [I]n ◦ [I] .
















Figure 3.2. Derivation step for a tree transducer with finite look-ahead.
Moreover, it is straightforward to show by induction on n : N that we have:
∀(S : Sig). ∀(n :N). ∀(t : coTS). [J]n([I]n t) ∼ t.
Now that we have defined the iterated version of S-(co)algebras on infinite trees, it is straightforward
to generate a look-ahead up-to a given depth:
look-ahead : ∀{S : Sig}. ∀(n :N). coTS → Sn(Unit)
look-aheadn ≡ mapSn (const tt) ◦ [I]n .
The look-ahead function is defined by iterating the destructor of infinite trees. Then, we use
the functoriality of the free monad to replace the subtree variables with element of the type Unit.
This context is used in conjunction with the map rhs of the tree transducer. In addition, we
define the function that folds back the remaining context:
↓[ ] : ∀{n :N}. ∀{t : coTI}. ∀{p : Path}. p ∈ Pn(look-aheadn t)→ coTI
↓[P ] ≡ from-just (t|Pt) H
where Pt : p ∈ PcoT(t)
H : is-just(t|Pt)
where Pt is a proof obtained as follows:
p ∈ Pn(look-aheadn t) Pn-map−−−−−−→ p ∈ Pn([I]n t) Pn-unfold−−−−−−−→ p ∈ PcoT(t),
and H is a proof obtained from Proposition 2.5 applied to Pt. Clearly, we have also that:
∀(n :N). ∀(t : coTI). ∀(p : Path). ∀(P : p ∈ Pn(look-aheadn t)). t  ↓[P ]. (look-ahead )
In order to define the induced tree morphism of guarded tdtt with finite look-ahead, we follow the
same procedure than for simple guarded top-down tree transducers.
rhs-coalg : O∗(T.state× coTI)→ O+(T.state× coTI)
rhs-coalg (var(q, t)) ≡ η q t
rhs-coalg (oC os) ≡ (o, os).
The function η which substitutes variables in right-hand sides is given by:
η : T.state× coTI → O+(T.state× coTI)







Here, the function η can be decomposed into three main steps as illustrated in Figure 3.2:
©1 a look-ahead context of depth given by depth q is generated from the input tree,
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©2 the applicable rewrite rule is used,
©3 the look-ahead context that is not consumed is folded back into the input tree.
Now, we define the induced tree morphism of a guarded tdtt with finite look-ahead:
Definition 14 Induced tree morphism
Let I,O be two signatures and T : lTDTT I O be a guarded tree transducer with finite
look-ahead. The induced tree morphism starting from a designated state is defined as follows:LT M : T.state→ coTI → coTOLT Mq t ≡ coiter rhs-coalg (var(q, t)).
Moreover, we define the semantics of the guarded tdtt T with finite look-ahead as:LT M : coTI → coTOLT M ≡ LT MT.init.
The formalism of guarded top-down tree transducer with finite look-ahead subsumes the
formalism of top-down tree transducers with ε-rules:
ε→lTDTT : ∀{I,O : Sig}. εTDTT I O → lTDTT I O
ε→lTDTT T ≡ 〈T.state, T.init, Lrhs〉
where Lrhs : ∀(q :T.state). ∑(d:N)(c : Id(Unit))→ O+(T.state× {p | p ∈ Pd(c)})
Lrhs q ≡ (1, λ(c : I(Unit)). mapO+(T.state×−) (h(c)) (T.rhs q (proj1 c))
h : ∀(c : I(Unit)). Maybe(Fin(I.Ar i))→ {p | p ∈ Pd(c)}
h c nothing ≡ (ε,Pε)
h c (just k) ≡ (k :: ε,P:: k Pε).
We still have to check that the translation is sound:
Proposition 4 εTDTT to lTDTT soundness
Let T : εTDTT be a guarded top-down tree transducer with ε-rules. Then, there exists a
guarded top-down tree transducer with finite look-ahead lT : lTDTT I O such that
∀(t : coTI). LT M(t) ∼ L lT M(t).
Proof. The transducer lT is given by ε→lTDTT. Then, the proof of the equation above is
straightforward by coinduction. 
Example. Top-down tree transducers with finite look-ahead can be thought of as an abstract syntax
for corecursive function with deep pattern-matching, i.e., by allowing terms to be pattern-matched
several times consecutively. As an illustration, consider the following example which consists
in swapping consecutive elements of a stream:
swap : Stream A→ Stream A
swap (x1 ::x2 ::xs) ≡ x2 ::x1 :: swap xs.
The corecursive function swap can be defined by the following tdtt with finite look-ahead:
Tswap :
lTDTT (StrA) (StrA)
Tswap ≡ 〈Unit, tt, λ( : Unit). (2, f)〉
where f : (c : Str2A(>))→ Str+A(Unit× {p | p ∈ P2(c)})
f (x1C [x2C [ ]]) ≡ x2C [x1C [tt,P:: zero (P:: zero Pε)]].
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Here, we show that restricted to finite guarded tree transducer with finite look-ahead, i.e., tree
transducers with a finite state space, the induced tree morphism preserves regularity.
Theorem 4 Induced tree morphism preserves regularity
Let I,O : Sig be two signatures and let T : lTDTT I O be a tree transducer with finite
look-ahead. If the state space T.state is finite, then the induced tree morphism LT M preserves
regularity.
Proof. The proof that the induced morphism preserves regularity of trees is similar to Thm. 3.1.
Let T : lTDTT I O be a top-down tree transducer with finite look-ahead. We assume that the
type of state of T , namely T.state is weakly finitely indexed (WFI) (the underlying equality for
states is Leibniz equality). First, we show how to compute, starting from a regular tree χ, a
cyclic term that is semantically equivalent to χ. Let χ : RegI be a regular tree. By definition,
we have that the type of successors of χ, namely χ , is WFI. Clearly, the product of two
WFI types is again WFI, thus T.state× χ is again WFI. We abbreviate the type of indices
Fin #(T.state × χ ) as I. Consequently, we have an indexing map index : T.state × χ → I
and a valuation map value : I → T.state× χ such that index is a right-inverse of value. The
function building a cyclic term starting from an arbitrary subtree of χ is defined as follows:
〈|T |〉 : ∀{l : List I}. dle → EnvO(length l)→ T.state→ χ → CO(length l)
〈|T |〉 {l} B Γ q t ≡ match (q, t) ∈? l with
yes(i, ) ⇒ Γ(i)
nonp ⇒ rec+ (η′ q t) (〈|T |〉 (npd::eB) (var zero; Γ))
end
The function η′ is an extension of η such that it operates on subtrees of the root tree χ :
η′ : T.state× χ → O+(T.state× χ )
η′ (q, (t, p)) ≡ mapO+(T.state×−) h (rhs q (look-ahead(depth q) t))
where h : {p | p ∈ P(depth q)(look-ahead(depth q) t)} → χ 
h (p, P ) ≡ (↓ [P ], p++p′)
p′ : t  ↓ [P ]
where the path p′ is obtained from (look-ahead ). The function rec+ is defined as follows:
rec+ : O+(X)→ (X → CS(sucn))→ CS(n)
rec+ (o, os) f ≡ rec oCmapVec (λt. t>>= f) os
while the function >>= is given by:
>>= : ∀X. ∀(n :N). S∗(X)→ (X → CS(n))→ CS(n)
t>>= f ≡ fold∗ f [C] t
where [C] : ∀{n :N}. S(CS(n))→ CS(n)
[C] (o, os) ≡ rec oCmapVec weaken os.
Then, we prove that the semantics mapping regular trees to cyclic terms coincides with the
semantics defined previously on plain infinite trees. We begin by the following generalized lemma:
∀(n :N). ∀(l : List I). ∀(B : dle). ∀(q :T.state). ∀(t :χ ).
∀(Γ : EnvO(length l)). ∀(ρ : ClosureO(n)).
(∀(x : Fin(length l)). l[i] ∼n JΓ(x) Kρ)→ LT M q t ∼n J 〈|T |〉 l B q t Γ Kρ. (〈|T |〉)
This proof has the same structure than Theorem 3.1. It only requires the following intermediate
lemma:
∀(S : Sig). ∀X,Y. ∀(u :S∗(X)). ∀(v :S∗(Y )). ∀(m,n :N).
∀(f :X → coTS). ∀(g :Y → CS(m)). ∀(ρ : ClosureS(m)). ∀(h :Y → X).
u = mapS
∗
h v → (∀(y :Y ). f(h(y)) ∼n J g(y) Kρ)→ (u>>= f) ∼n J v >>= g Kρ.















Figure 3.3. Lifting of product of trees to trees over product of signatures
The proof is straightforward by induction on v. Finally, from (〈|T |〉) and Theorem 2.6, we can
easily deduce that the semantics coincides on the domain of regular trees:
∀q. ∀(t : RegI). LT M q t ∼ J 〈|T |〉′ q t K (sem-equiv)
where LT M′ := 〈|T |〉 [ ] B q t ∅ with B : d[ ]e obtained from the finiteness of the type of Fin as
given by Proposition A.15, and ∅ : EnvO(zero) represents the empty environment. Finally, we
can show that LT M : coTI → coTO preserves the regularity of trees. To this end, it suffices to
give a cyclic term morphism:LT MC : CI → COLT MC c ≡ 〈|T |〉′ T.init J c K
and prove that:
∀(c :CI). LT M(J c K) ∼ J LT MC c K
which is given by (sem-equiv). 
3.6. BINARY TOP-DOWN TREE TRANSDUCERS
In this section, we study the problem of extending the formalism of tree transducers to operate
over multiple trees at the same time. In order to ease the presentation, the results presented here
deal only with the case of binary tdtt but they can be generalized straightforwardly to n-ary tdtt.
Instead of generalizing each variant (productive/guarded tdtt, tdtt with finite look-ahead)
to the n-ary case, we introduce an operation lifting a product of trees to a tree over a product
signatures. Then, each formalism introduced in the previous section can be used without
modification. Intuitively, we define one possible “internalization” of the binary case to the unary
case. To this end, we introduce a combinator on signatures:
Definition 15 Product of signatures
Let S1, S2 be two signatures. We define the product of signatures, denoted S1 ⊗ S2, as follows:
⊗ : Sig→ Sig→ Sig
S1 ⊗ S2 ≡ S1.Op× S2.OpC uncurry(λo1. λo2. S1.Ar o1 + S1.Ar o1 × S2.Ar o2 + S2.Ar o2).
Intuitively, this signature is used as a way to encode a traversal into a product of tree. The
arity function is composed of three main parts. Here, the sum models choice. Thus, the arity
function should be read as: either we walk down into the first tree while keeping the second
tree intact or we walk down both trees, or we walk down into the second while leaving the first
tree untouched.
3.6. Binary Top-Down Tree Transducers 109
Definition 16 Product lifting
Let S1, S2 : Sig be two signatures. The operation lifting a product on trees t1 and t2, over a
tree on a product of signatures, denoted t1 ⊗ t2, is defined by corecursion, as follows:
⊗ : coTI1 → coTI2 → coTI1⊗I2
t1 ⊗ t2 ≡ root t1, root t2Jλk. match k with
inl(inl(i, j)) ⇒ t1(i)⊗ t2(j)
inr(inl(i)) ⇒ t1(i)⊗ t2
inr(inr(j)) ⇒ t1 ⊗ t2(j)
end
Note that in the definition, we have silently used the isomorphisms Fin(n +m) ∼= Finn unionmulti Finm
and Fin(n ∗m) ∼= Finn× Finm. The lifting operation is represented graphically in Figure 3.3.
Intuitively, this operation represents the combination of a synchronous and asynchronous product
of trees. In particular, it models the combination of choices that are available regarding what
should be consumed by the rewrite rules.
Theorem 5 Product lifting preserves regularity
Let I1, I2 : Sig be two signatures. The function lifting the product of trees to trees on a
product of signatures preserves regularity of trees.
Proof. The proof follows the same structure and arguments than the one showing that tdtts with
finite look-ahead preserve regularity of trees (Thm. 3.4). First, we build a function computing the
product lifting on cyclic terms. Assume that we have two regular trees χ1 : RegI1 , χ2 : RegI2 .
By definition, both types χ1 and χ2 are weakly finitely indexed and so is their product
χ1 × χ2 . We abbreviate the type of indices Fin #(χ1 × χ2 ) as I.
prodC : ∀(l : List I). dle → EnvO(length l)→ χ1 → χ2 → CO(length l)
prodC {l} B Γ t1 t2 ≡ match (t1, t2) ∈#? l with
yes(i, ) ⇒ Γ(i)
nonp ⇒ rec (root t1, root t2)C tabulate prodC-sub
end
where prodC-sub : Fin(I1.Ar(root t1)× I2.Ar(root t2))→ CO(length(suc l))
prodC-sub (inl(inl(i, j))) ≡ prodC (npd::eB) (var zero; Γ) (t1(i)) (t2(j))
prodC-sub (inr(inl(i))) ≡ prodC (npd::eB) (var zero; Γ) (t1(i)) t2
prodC-sub (inr(inr(j))) ≡ prodC (npd::eB) (var zero; Γ) t1 (t2(j)).
Then, we prove that the semantics mapping regular trees to cyclic terms coincides with the
semantics defined previously on plain infinite trees. To this end, we begin by the following
generalized lemma:
∀(n :N). ∀(l : List I). ∀(B : dle). ∀(t1 :χ1 ). ∀(t2 :χ2 ).
∀(Γ : EnvO(length l)). ∀(ρ : ClosureO(n)).
(∀(x : Fin(length l)). l[i] ∼n JΓ(x) Kρ)→ t1 ⊗ t2 ∼n J prodC l B t1 t2 Γ Kρ.
The proof proceeds by induction on the depth n. Then, starting from χ1 and χ2, we instantiate
the result above and with Theorem 2.2, we obtain:
χ1 ⊗ χ2 ∼ J prodC [ ] B t1 t2 ∅ K
where B : d[ ]e is a proof obtained from the finiteness of Fin and ∅ denotes the empty environment.
Consequently, we have shown that there exists a cyclic term representing the product lifting
of tree regular trees. 
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Example. The zipWith operation over two streams is defined corecursively as follows:
zipWith : StreamA→ StreamB → StreamC
zipWith (a :: as) (b :: bs) ≡ (f a b) :: zipWith as bs
where f : A → B → C is an arbitrary function. Then, we can show that zipWith preserves
regularity. To this end, we define a tree transducer from streams over the product of signatures
to streams gTDTT (StrA ⊗ StrB) StrC . Clearly, the following corecursive definition can be
expressed as a guarded top-down tree transducer:
zipWith⊗ : coTStrA⊗StrB → coTStrC
zipWith⊗ ((a, b)J abs) ≡ (f a b)Jλk. zipWith⊗(abs(inl(inl(zero, zero)))).
Finally, zipWith can be obtained from the induced tree morphism of zipWith⊗ and by precomposi-
tion with the product lifting function:
zipWith f s1 s2 ≡ zipWith⊗(s1 ⊗ s2).
Since both function preserves regularity, namely zipWith⊗ and (s1 ⊗ s2), so does zipWith.
3.7. CONCLUSION
In this chapter, we have studied the problem of defining regularity preserving tree morphisms.
To this end, we used the formalism of top-down tree transducer as a way to model the abstract
syntax of a subset of corecursive functions. Indeed, our goal was to find a syntactic criterion
to characterize the subset of corecursive functions that preserve regularity. In this context, we
have introduced various sorts of tree transducers. The first one, called guarded top-down tree
transducers, was used to model the abstract syntax of productive corecursive function consuming
the root symbol of the input tree at each step of the recursion. Then, we generalized this recursive
scheme by allowing ε-rules, that is, rewrite rules which do not necessarily consume the root
of the input tree. In essence, this new sort of tree transducer allows some rewrite rules to be
purely productive. In this last extension, we generalized the type of rewrite rules further with
the introduction of guarded top-down tree transducers with finite look-ahead. This extension
models a subset of corecursive functions with deep pattern-matching, i.e., when patterns can
be matched recursively. Finally, we introduced a product lifting operation on infinite trees in
order to derive binary tree transducers from the previous ones.
CHAPTER FOUR
APPLICATIONS
In this chapter, we study two main applications of the theory of regular trees developed thus
far. First, we consider the problem of defining an operation, namely parallel composition, on
a process algebra. In particular, this process algebra contains a constructor allowing the definition
of recursive processes. Semantically, recursive processes are identified with their infinite unfolding.
In this context, we show how a termination problem, occurring in the definition of the parallel
composition, can be recast into a productivity problem. Next, we define an interpretation of
the coalgebraic µ-calculus [CKP11] over regular trees. In particular, we prove that satisfiability
is decidable. Finally, we give a proof that bisimilarity is decidable on regular trees through a
reduction to a model-checking problem.
4.1. SEQUENTIALIZATION OF PROCESSES
In this section, we show how a termination problem can be viewed as a productivity problem.
Problem
Consider the problem of defining the synchronous parallel product of processes for a fragment
of process algebra such as bpa [BK88] or csp [Hoa78]. Intuitively, this operation consists in a
sequentialization of the parallel composition operator, in the sense that this operator is eliminated.
The syntax Proc of processes is defined inductively as follows:
P,Q ::= STOP | SKIP | a→ P | P Q | µX.P | X
where SKIP (resp. STOP) denotes the successful (resp. unsuccessful) terminating process. The
process a→ P accepts the action a, where a ranges over a set of atomic actions, and then behaves
as P . The non-deterministic choice between P and Q is denoted P Q. Finally, µX.P denotes a
recursively-defined process. Various semantic models for such process algebra exists. For instance,
there are denotational models based on trace-semantics where processes are identified with the
sequence of their observable communications. Operational semantics interpret processes over
labeled transition systems. Regardless of the actual model considered J− K : Proc → D, the
recursive operator ought to be indistinguishable from its unfolding. Consequently, the following
equation shall hold: JµX.P K =D JP [X := µX.P ] K. (µ-unfold)
The problem with this equation is that it is more of a semantic notion rather than a syntactic one.
Let us recall that the syntax of processes is given by an inductive definition. Consequently, this
definition induces an induction principle. For the type Proc, this induction principle is given by:
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Here, the rule rec does not take into account the equation (µ-unfold). The main issue being
that an inductive framework is based around the notion of well-foundedness. However, this notion
may be violated by the unfolding operation. Indeed, an unfolded recursive process may lead
to a strictly larger term—syntactically speaking. Now, consider the following axiomatization
of the synchronous parallel composition operation:
STOP ‖ P = STOP
P ‖ STOP = STOP
P ‖ SKIP = P
SKIP ‖ P = P
(a→ P ) ‖ (a→ Q) = a→ (P‖Q)
(a→ P ) ‖ (b→ Q) = STOP a 6= b
(P Q) ‖ R = (P‖R)  (Q‖R)
R ‖ (P Q) = (P‖R)  (Q‖R).
Here, no axiom is given for the µ constructor because it can be derived. Indeed, parallel
composition should be congruence and thus shall satisfy:
(µX.P ) ‖Q = (P [X := µX.P ]) ‖Q, P ‖ (µX.Q) = P ‖ (Q[X := µX.Q]).
This set of axioms can be read as a recursive function definition. If we try to define the parallel
composition operation as a function on processes in a proof assistant such as Coq, this definition
would be rejected by the termination checker. The problem here concerns the last two equations.
Indeed, for both right-hand sides the function is called recursively with arguments that are not
subterms of the input terms. However, it is not obvious how to justify that such computation
does indeed terminate. Now, we recast this problem by considering the use of non-well-founded
syntax, that is, by defining the syntax of process, denoted ∞Proc, coinductively:
P,Q ::= STOP | SKIP | a→ P | P Q.
The only notable difference with the previous syntax is the removal of the µ constructor. In a
coinductive setting, it is possible to define infinite objects and thus recursive processes. Now,
if we define the parallel composition operation corecursively on the non-well-founded syntax,
namely ∞Proc, we obtain:
‖∞ :∞Proc→∞Proc→∞Proc
STOP ‖∞ ≡ STOP
‖∞ STOP ≡ STOP
SKIP ‖∞ P ≡ P
P ‖∞ SKIP ≡ P
(a→ P ) ‖∞ (b→ Q) ≡ if a ?= b then a→ P ‖∞ Q else STOP end
(P Q) ‖∞ R ≡ (P ‖∞ R)  (Q ‖∞ R)
R ‖∞ (P Q) ≡ (R ‖∞ P )  (R ‖∞ Q).
Such definition is accepted by the productivity checker of Coq. Indeed, every corecursive call
is guarded by a constructor. Clearly, we can define a function from Proc to ∞Proc by mapping
recursive processes to their unfolding1. If we could define a map in the opposite direction, namely
from ∞Proc to Proc, we could use the corecursive definition in order to derive the parallel
1 We can extend ∞Proc with an additional value to deal with non-guarded processes such as µX.X.
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composition operation on Proc. Therefore, in this context, a termination problem can be recast
into a productivity problem.
Solution
As explained previously, our goal is to define, in a proof assistant such as Coq, a map representing
the parallel composition operation on processes. Here, we show how the framework of regular
trees introduced in the previous chapters provides a solution to this problem.
The syntax of processes Proc can be expressed as a cyclic term CProc where the signature
Proc is given by:
Proc :=
{
STOP(0) ; SKIP(0) ; →(1)a ; (2)
}
.
Moreover, we defined a semantic function J− K : CProc → RegProc mapping cyclic terms to
regular trees. Consequently, we can define a map by corecursion following the definition of
‖∞ . Clearly, this function is productive and for each equation, each argument occurring in
the corecursive call is a subterm of the input terms. As a result, this corecursive definition can
be expressed as a 2-ary guarded top-down tree transducers T . Then, since guarded top-down
tree transducers preserve regularity, we can conclude that the parallel composition operation
‖∞ preserves regularity. Finally, by exploiting the inverse map J− K−1 : RegProc → CProc,
we can obtain a cyclic term. To summarize, we can derive the definition of ‖ from ‖∞
as follows:
P ‖Q := J LT M JP K JQ K K−1.
In particular, this derived parallel composition operator respects the (µ-unfold) equation, i.e.,
(µX.P ) ‖Q ≈ (P [X := µX.P ]) ‖Q.
4.2. MODEL-CHECKING ON REGULAR TREES
In this section, we introduce the syntax for a coalgebraic µ-calculus [CKP11] and define its
semantics interpreted over an arbitrary T -coalgebra. The treatment of the underlying modal logic
is parametric in the sense that modal operators are given by an arbitrary signature. Instantiated
with the suitable signature, one can obtain the propositional modal µ-calculus [Koz83]. Next,
we show that formula satisfiability is decidable when the semantics is interpreted over finite
T -coalgebras. Finally, this abstract framework is instantiated over the type of regular trees thus
yielding a model-checking procedure.
4.2.1. Syntax
The full syntax of the propositional modal µ-calculus [Koz83] is given as follows:
Φ ::= X | p | > | ⊥ | ¬Φ | Φ ∧ Φ | Φ ∨ Φ | 〈a〉Φ | [a]Φ | νX.Φ | µX.Φ
where X ranges over variables, p denotes atomic propositions and a ranges over a set of actions.
The operators true (>), false (⊥), negation (¬ ), and ( ∧ ), or ( ∨ ) and propositional
variables (p) are those from the propositional logic. The operators box ([ ]) and diamond (〈 〉)
are modal operators. Finally, the least fixpoint operator is denoted by µ while ν denotes the
greatest fixpoint.
It is quite common to restrict the syntax of the µ-calculus to a minimal core by removing
operators which are derivable by duality. However, some restrictions on the negation operator
are imposed in order to ensure that the semantics is monotone thus justifying the existence of
fixpoints. More concretely, the set of terms is restricted to the ones where the negation operator
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appear positively in front of variables. Informally, positivity means that there shall be only an
even number of nested applications of the negation operator in front of variables. For instance,
in the term νX. p ∧ ¬X, the negation operator occurs negatively in front of X while it occurs
positively in the term νX. p ∧ ¬[a]¬X.
Instead of giving the syntax of the propositional µ-calculus, we follow the approach presented
in [CKP11] which abstract away the set of modal operators into a signature Λ : Sig.
inductive Term (n : N) : Type
var : Finn→ Termn
µ : Term(sucn)→ Termn
ν : Term(sucn)→ Termn
∧ : Termn→ Termn→ Termn
∨ : Termn→ Termn→ Termn
◦ : Λ(Termn)→ Termn
• : Λ(Termn)→ Termn.
The binders µ and ν are implemented by means of a nested datatype definition and follow
the de Bruijn typing discipline. The last two constructors, namely ◦ and its dual •, represent
the modal operators as given by the signature Λ. Let us emphasize that we have removed the
negation operator ¬ from the syntax. In addition, we have also removed > (resp. ⊥) designating
the universally true (resp. false) formula. However, all these operators can be derived. In the
following, we give the definition of the negation operator which consists in swapping each operator
by its dual:
¬ : ∀{n :N}. Termn→ Termn
¬(var x) ≡ var x
¬(µΦ) ≡ ν(¬Φ)
¬(νΦ) ≡ µ(¬Φ)
¬(Φ1 ∧ Φ2) ≡ (¬Φ1) ∨ (¬Φ2)
¬(Φ1 ∨ Φ2) ≡ (¬Φ1) ∧ (¬Φ2)
¬(◦Φ) ≡ •(Λ (¬ ) Φ)
¬(•Φ) ≡ ◦(Λ (¬ ) Φ).
Notice that, for the last two constructors, namely ◦ and •, we use the functor induced by the
signature Λ (see Section 1.3.1). As a result, we can lift the recursive function ¬ to operate
on terms of type Λ(Termn) thus we have Λ(¬ ) : Λ(Termn)→ Λ(Termn). Furthermore, it
is interesting to remark that the recursive call Λ (¬ ) Φ is accepted by the Coq termination
checker. The true (resp. false) formula is defined as follows:
> : ∀{n :N}. Termn
> ≡ ν(var zero).
⊥ : ∀{n :N}. Termn
⊥ ≡ µ(var zero).
We introduce, given a predicate P : A→ Prop, universal quantification for vectors and signatures:
Vec∀ : ∀{n}. Vec A n→ Prop
Vec∀ v ≡ ∀k. P (v(k)).
∀ : ∀(S : Sig). S(A)→ Prop
S∀ P ≡ Vec∀ P ◦ proj2.
The binary case is given by:
Vec∀2 : ∀{m,n}. Vec A m→ Vec A n→ Prop
Vec∀2 v v′ ≡ ∃(e :m = n). ∀k. P (v(k)) (v′(e∗k)).
∀2 : ∀(S : Sig). S(A)→ S(A)→ Prop
S∀2 s s′ ≡ Vec∀2 (proj2 s) (proj2 s′).
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4.2.2. Denotational Semantics
Coalgebraic µ-calculus formulae are interpreted over an arbitrary T -coalgebra. For the remaining
of this section, given an endofunctor T , we fix an arbitrary T -coalgebra (X, γ : X → T (X)). The
domain of the denotational semantics is given by mapping from environments to subsets of states.
We denote ℘ : Setoid→ Setoid, the contravariant power set functor. Type-theoretically, ℘
is defined as a characteristic function:
℘ : Setoid→ Setoid
℘ X ≡ X −→ Prop,
−1 : (X −→ Y )→ ℘(Y ) −→ ℘(X)
f−1 A ≡ {x : f(x) ∈ A }.
Here, {x : P } : ℘( ) is a notation for λx. P : ℘( ). Moreover, we may denote function application
P (x) by x ∈ P when P designates a predicate. We recall that the type ℘(X) is a complete lattice
(see [DP02]). The equivalence (resp. order) relation on ℘(X) is given by:
≈ : ℘(X)→ ℘(X)→ Prop
A ≈ B ≡ ∀x. x ∈ A↔ x ∈ B,
v : ℘(X)→ ℘(X)→ Prop
A v B ≡ ∀x. x ∈ A→ x ∈ B.
The join and meet operation are given respectively by:
unionsq : ℘(X)→ ℘(X)→ ℘(X)
A unionsqB ≡ {x : x ∈ A ∨ x ∈ B },
u : ℘(X)→ ℘(X)→ ℘(X)
A uB ≡ {x : x ∈ A ∧ x ∈ B }.
The greatest (resp. least) lower (resp. upper) bound operator is defined as:⊔
: ℘(℘(X))→ ℘(X)⊔
I ≡ {x : ∃A. A ∈ I ∧ x ∈ A },
d
: ℘(℘(X))→ ℘(X)d
I ≡ {x : ∀A. A ∈ I → x ∈ A }.
If we assume the law of excluded-middle (lem), the type ℘(X) is also a complete boolean algebra
and the negation operation is given by:
{ : ℘(X)→ ℘(X)
{A ≡ {x : x /∈ A },
univ : ℘(X)
univ ≡ {x : >},
∅ : ℘(X)
∅ ≡ {x : ⊥}.
Orders. A preorder on a type A is a binary relation v : A→ A→ Prop that is reflexive
and transitive. A partial order is a preorder that is also antisymmetric. Given a preorder (A,v)
(resp. partial order), we can define the dual order, denoted (A,v∂) as follows:
∀(a, a′ :A). a v∂ a′ def⇐⇒ a′ v a.
A function f : (A,vA)→ (B,vB) is said to be order-preserving when it is monotone, i.e.,
monotone(f) := ∀(a, a′ :A). a vA a′ → f(a) vB f(b).
We denote by A
m−−→ B the type of function from A to B that are order-preserving. Concretely,
A
m−−→ B := {f : A→ B | monotone(f)}.
A function is said to be anti-monotone when it is monotone on the dual order:
anti-monotone(f) := ∀(a, a′ :A). a vA a′ → f(b) vB f(a).
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Fixpoints. The fixpoint operators, namely lfp and gfp, are derived as follows:
lfp : (℘(X)→ ℘(X))→ ℘(X)
lfp(f) ≡ d pref
where pref : ℘(℘(X))
pref = {X : f(X) v X },
gfp : (℘(X)→ ℘(X))→ ℘(X)
gfp(f) ≡ ⊔ postf
where postf : ℘(℘(X))
postf = {X : X v f(X) }.
When f : ℘(X)→ ℘(X) is monotone, we have that
lfp(f) ≈ f(lfp(f)) ∧ ∀x. x ≈ f(x)→ lfp(f) v x,
gfp(f) ≈ f(gfp(f)) ∧ ∀x. x ≈ f(x)→ x v gfp(f). (Knaster-Tarski [Tar55])
From the definitions and equations above, the following proof principles can be derived:
ind
f(x) v x
lfp(f) v x , coind
x v f(x)
x v gfp(f) .
It is straightforward to prove that u (resp. unionsq ) and lfp (resp. gfp) are monotone. Also,
the composition of monotone functions is again monotone.
Semantics definition
In order to give the denotational semantics of the coalgebraic µ-calculus, we require that we are








If we have a function symbol λ(k) ∈ Λ of arity k, the naturality condition expressed above
corresponds to:
∀(A1, . . . , Ak :℘(X)). T (f)−1(J◦ KλX(A1, . . . , Ak)) = J◦ KλY (f−1(A1), . . . , f−1(Ak)).
The other map, namely J• KX is derived from J◦ KX by duality as follows:J• K : ∀X. Λ(℘(X))→ ℘(T (X))J• KX ≡ { ◦ J◦ K ◦Λ({).
The denotational semantics of the coalgebraic µ-calculus is thus computed as follows:
J K : ∀{n :N}. Termn→ EnvX(n)→ ℘(X)J var x Kρ ≡ ρ(x)J µΦ Kρ ≡ lfp(λ(A :℘(X)). JΦ K(A :: ρ))J νΦ Kρ ≡ gfp(λ(A :℘(X)). JΦ K(A :: ρ))J Φ1 ∧ Φ2 Kρ ≡ JΦ1 Kρ u JΦ2 KρJ Φ1 ∨ Φ2 Kρ ≡ JΦ1 Kρ unionsq JΦ2 KρJ ◦Φ Kρ ≡ γ−1(J◦ K(Λ J Kρ Φ))J •Φ Kρ ≡ γ−1(J• K(Λ J Kρ Φ))
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where the type of environments is defined as EnvX(n) := Vec (℘(X)) n. We define the following
order relation on environments:
∀(n :N). ∀(p, ρ′ : EnvX(n)).
ρ v ρ′ def⇐⇒ ∀(x : Finn). ρ(x) v℘(X) ρ′(x).
Moreover, we lift an order (A,vA) to Λ(A) as follows:
∀(a, a′ : Λ(A)). a v a′ def⇐⇒ a (Λ∀2 vA) a′.
Definition 1 Satisfiability
Let n be a natural number, Φ be a formula with at most n variables and ρ be an environment.
Moreover, let s : X denote a state in the T -coalgebra. We say that the formula Φ is satisfied at
state s for ρ, written s ρ Φ, when we have s ∈ JΦ Kρ. In order to make explicit the underlying
T -coalgebra over which formulae are interpreted, we may write (X, γ), s ρ Φ.
In order to justify the existence of fixpoints, we have to prove that the semantics is monotone.
Proposition 1 J− K is monotone
Let n be a natural number and let t be a term with at most n free variables. If the map J◦ K
is monotone, then so is the semantic map:
∀(ρ, ρ′ : EnvX(n)). ρ v ρ′ → J t Kρ v J t Kρ′ .
Proof. Let ρ, ρ′ : EnvX(n) be two environments and H : ρ v ρ′. We have to show thatJ t Kρ v J t Kρ′ , i.e., ∀(x :X). x ∈ J t Kρ → x ∈ J t Kρ′ . We proceed by induction on the term t. We
consider only the case for var, µ, ∧, and ◦ since the others follow by duality.
I Base step. Assume that t = var x where x : Finn.
Immediate by assumption H.
I Inductive step. Assume that t = µΦ where Φ.
The induction hypothesis is given by:
monotoneJΦ K (IH)
We have to prove that JµΦ K is monotone, i.e., Jµ K(λA. JΦ KA :: ρ) v Jµ K(λA. JΦ KA :: ρ′).
Since lfp is order-preserving, it suffices to show that ∀A,A′. A v A′ → JΦ KA :: ρ v JΦ KA′ :: ρ′ .
Assume that H ′ : A v A′. We use the induction hypothesis (IH), thus it remains to show
that A :: ρ v A′ :: ρ′. This follows directly from H and H ′.
I Inductive step. Assume that t = Φ1 ∧ Φ2 where Φ1,Φ2 : Termn.
The induction hypothesis is given by:
monotoneJΦ1 K ∧monotoneJΦ2 K. (IH)
The map u : ℘(X) → ℘(X) → ℘(X) is monotone on both of its arguments. Thus, we
conclude with the induction hypothesis (IH).
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I Inductive step. Assume that t = ◦Φ where Φ : Λ(Termn).
The induction hypothesis is given by:
Λ∀ (monotone ◦ J K) Φ. (IH)
The pre-image function −1 : (X −→ Y )→ ℘(Y ) −→ ℘(X) is also clearly monotone. By
assumption, so is J◦ K. Finally, we conclude with the induction hypothesis (IH).
I Inductive step. Assume that t = •Φ where Φ : Λ(Termn).
It suffices to show that the derived map is monotone. By definition, we have J• KX ≡
{ ◦(J◦ KX ◦Λ({)). The map { is anti-monotone thus Λ({) is also anti-monotone. Moreover,
the composition of a monotone map with an anti-monotone map yields an anti-monotone
map. As a result, the map J◦ KX ◦Λ({) is anti-monotone. Finally, the composition of two
anti-monotone map yields a monotone map. Consequently, J• KX is monotone. 
As a sanity check, we verify that the derived operators have the intended semantics:
Proposition 2 Semantics of derived operators
Let n be a natural number, t be a term with at most n variables and ρ be an environment
with n elements. Then, we have:
(i) J> Kρ ≈ univ,
(ii) J⊥ Kρ ≈ ∅,
(iii) if we assume lem, J¬Φ Kρ ≈ ¬JΦ K¬ρ where ¬ρ := mapVec (¬ ) ρ.
Proof. Let n : N, t : Termn and ρ : EnvX(n).
(i) We have J>Kρ ≡ gfp id. By antisymmetry, we have that gfp id v univ. It remains to show that
univ v gfp id. By coind, it suffices to show that univ v id(univ) which holds by reflexivity.
(ii) dual of (i).
(iii) Straightforward by induction on Φ. 
Decidability
In this section, we show that restricted to finite T -coalgebras, i.e., coalgebras such that the carrier
is finite, satisfiability is decidable. For the remaining of this section, we fix a finite T -coalgebra
(X, γ : X → T (X)).
Decidability on ℘(X). We say that a morphism f : ℘(X)→ ℘(X) preserves decidability when:
Decidablefun(f) := ∀(A :℘(X)). Decidable(A)→ Decidable(f(A)).
Here, Decidable(A) is equivalent to say that membership in A is decidable. It is straightforward
to check that −1, unionsq , u and { preserve decidability. Consequently, it remains to show
how to compute least and greatest fixpoints.
Computation of fixpoints. Let (A,vA) be a partial order with a minimal element ⊥. Moreover,
assume that A is streamless and let f : A→ A be a monotone self-map.
[Existence.] Define the ω-chain cn := f
n(⊥). Clearly, the chain c : N→ A is monotone:
⊥ v f(⊥) v · · · v fn(⊥) v · · · .
Moreover, since A is streamless, there exist two positions i, j : N such that i < j and ci = cj .
By a straightforward induction on i < j and by exploiting the antisymmetry of vA, we can
show that ci = ci+1, i.e., f
i(⊥) = f i+1(⊥) = f(f i(⊥)).
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[Least fixpoint.] Assume that x is a fixpoint of f , i.e., x = f(x). Clearly, we have ⊥ v x
and since f is monotone, we can conclude that f(⊥) v f(x). By iterating i times, we have
f i(⊥) v f i(x), thus f i(⊥) v x since x is a fixpoint of f .
We have proved that on streamless types with a minimal element, any monotone self-map
on A has a least fixpoint which is computed by iterating f , starting from the minimal element.
The construction above can be generalized to setoids by requiring that the function f is a setoid
morphism. Now, we explain how this result can be extended to the power set functor ℘(−).
Let X be a type. Moreover, assume that X is finite (at least weakly-finitely indexed) and let
f : ℘(X)→ ℘(X) be a map such that f is monotone and preserves decidability. Since X is finite
so is 2X . A decidable predicate P : ℘(X) induces a map on 2X defined as follows:
? : (P : ℘(X))→ {DecidableP} → 2X




Similarly, every map 2X induces a map on ℘(X) defined as follows:
‖ ‖ : 2X → ℘(X)
‖p‖ ≡ {x : p(x) = true }.
Clearly, we have that both maps are inverse of one another:
• ∀(p : 2X). ∀x. ‖p‖?(x) = p(x),
• ∀(P :℘(X)). Decidable(P )→ ‖P ?‖ ≈ P .




























const ∅ f f f
[const ∅]? [f ]? [f ]? [f ]?
We can use the fixpoint computation defined previously, on the bottom on the diagram. Indeed,
the type 2X is finite, [const∅]? ≈ const false is a map to the minimal element of 2X and [f ]? is
monotone. Thus, there exists a number i, such that lfp[f ]? ≈ ([f ]?)i(const false). Furthermore,
since all squares commute, we have ‖ lfp[f ]?‖ ≈ ‖([f ]?)i(const false)‖ ≈ f i(∅) ≈ lfp f . Finally,
the map ‖ ‖ transports decidability, thus membership is decidable in lfp f .
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Theorem 1 Decidability of satisfiability
Let n be a natural number, Φ be a term with at most n free variables and ρ be an environment.
Then, we have
Vec∀ Decidable ρ→ Decidable(JΦ Kρ).
Proof. Let n : N, Φ : Termn, ρ : EnvX(n) and H : Vec∀ Decidable ρ. We proceed by
induction on Φ.
I Base step. Assume that t = var x where x : Finn.
We have Decidable(J var x Kρ) ≡ Decidable(ρ(x)) which is a consequence of H.
I Inductive step. Assume that t = µΦ where Φ : Term(sucn).
The induction hypothesis is given by:
∀(ρ : EnvX(sucn)). Vec∀ Decidable ρ→ Decidable(JΦ Kρ). (IH)
By Dec - lfp to prove Decidable(lfp(λA. JΦ K(A :: ρ))), it suffices to show that (λA. JΦ K(A :: ρ))
preserves decidability. Let A : ℘(X) be such that membership is decidable. To prove
Decidable(JΦ K(A :: ρ)), we use the induction hypothesis (IH). Thus, it remains to show that
Decidable(Vec∀ Decidable ρ). By rule Dec -Vec∀, it suffices to show that all elements
of the ρ are decidable which is true by assumption.
I Inductive step. Assume that t = Φ1 u Φ2 where Φ1,Φ2 : Termn.
The induction hypothesis is given by:
∀(ρ : EnvX(n)). Vec∀ Decidable ρ→ Decidable(JΦ1 Kρ) ∧Decidable(JΦ2 Kρ). (IH)
This case is trivial with rule Dec -u.
I Inductive step. Assume that t = ◦Φ where Φ : Λ(Termn).
The induction hypothesis is given by:
∀(ρ : EnvX(n)). Vec∀ Decidable ρ→ Λ∀ Decidable (Λ J− Kρ Φ). (IH)
We have to show Decidable(γ−1(J◦ K(Λ J− Kρ Φ))). By rule Dec -−1 and assumption I, it
suffices to prove that Λ∀ Decidable (Λ J− Kρ Φ) which holds by (IH).
I Inductive step. Assume that t = •Φ where Φ : Λ(Termn).
It suffices to show that the derived map J• K preserves decidability. Let t : Λ(℘(X))
such that Λ∀ Decidable t. By definition, we have that J• KX ≡ { ◦(J◦ KX ◦Λ({)). We
have that { preserves decidability (Dec -{). By assumption, J◦ KX preserve decidability if
Λ∀ Decidable (Λ { t). By rule Dec -Λ-map, it suffices to show that Λ∀ Decidable t which
holds by assumption, and that { preserves decidability which is given by Dec -{. 
4.2.3. Decidability of Bisimilarity
In this section, we show that bisimilarity is decidable over the type of regular trees. For the
remaining of this section, we fix a signature S : Sig. In addition, we assume that the set of
operators, namely S.Op, has a decidable Leibniz equality. Let us recall that bisimilarity is defined
as coinductively as follows:
coinductive ∼ : coTS → coTS → Prop
∼-intro : ∀{t1, t2}. (e : root t1 = root t2)→ (∀k. t1(k) ∼ t2(e∗(k)))→ t1 ∼ t2.




















t : Λ(℘(X)) Λ∀ Decidable t Decidablefun f
Dec-Λ-map




Decidablefun f Decidable P
Dec-app
Decidable(f(P ))
A finite f : ℘(A)→ ℘(A) f monotone Decidablefun f
Dec-lfp
Decidable(lfp f)
A finite f : ℘(A)→ ℘(A) f monotone Decidablefun f
Dec-gfp
Decidable(gfp f)
Figure 4.1. Decidability proof rules
In order to prove that the type (∀(t, s : coTS). Dec(t ∼ s)) is inhabited, we show that the
bisimilarity relation can be encoded as a µ-calculus formula. To this end, we consider the following
signature which extends S with a nullary function symbol:
S⊥ : Sig
S⊥ ≡ MaybeS.OpC ar
where ar : Maybe(S.Op)→ N
ar nothing ≡ zero
ar (just o) ≡ S.Ar o.
Now, we compute a synchronous product of infinite trees. The product is given by the following
function defined corecursively:
⊗ : coTS → coTS → coTS⊥
t⊗ s ≡ match root t ?= root s with
yes e ⇒ just(root t)Jλk. t(k)⊗ s(e∗(k))
no ⇒ nothingC⊥-elim
end
Intuitively, given two infinite trees, we compare their roots. If they are the same, we repeat
this process on all of their subtrees. Note that, when the roots are equal, we are given a proof
e witnessing this equality. Then, this proof is used to “cast” an index of t in an index of s. As
soon as the roots differ, the computation halts. This indicates that no further synchronization
is possible. Clearly, the definition of ⊗ can be expressed as a 2-ary top-down tree transducer.
Consequently, the function ⊗ preserves the regularity of trees. Now, we can think of bisimilarity
as a temporal logic property:
“two trees are bisimilar if and only they can always be synchronized through ⊗”.
Now, we define the signature of temporal operators that we need to express this statement:
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Λ : Sig
Λ ≡ ΛopCΛar
where inductive Λop : Type
pred : (S⊥.Op→ B)→ Λop
 : Λop
Λar : op→ N
Λar  ≡ 1
Λar (pred ) ≡ 0,
J pred p K : ℘(S⊥(X))J pred p K ≡ { s : p(proj1(s)) = true },
J  K : ℘(X)→ ℘(S⊥(X))J  K R ≡ { s : S∀⊥ (λs′. s′ ∈ R) s }.
Intuitively, given a formula Φ, the formula Φ means that Φ should hold on all successor
states. The other nullary operator pred is used to express predicates over states. The semantics of
these operators can be expressed on an arbitrary S⊥-coalgebra and is given above.
Clearly, we have that J  K is monotone and preserves decidability. The same holds forJ pred− K. Moreover, given a S⊥-coalgebra (X, γ), a formula Φ : Termn and an environment
ρ : EnvX(n), it is straightforward to check that:
s ρ Φ↔ S∀⊥ (λs′. s′ ρ Φ) (γ(s)),
and
s ρ pred p↔ p(proj1(γ(s))) = true.
Let us recall that for any signature S and regular tree χ : RegS , the type of successors of
χ has a S-coalgebra structure inherited from coTS . Now, we interpret the formula of the
coalgebraic µ-calculus on this successor-coalgebra, i.e., on t for a given t : RegS⊥ . In addition,
we define the formula ok as follows:
ok : Term zero
ok ≡ pred sync?
where sync? : MaybeS.Op→ B
sync? nothing ≡ false
sync? (just ) ≡ true.
Lemma 1 Bisimilarity as a µ-formula
Let t, s : RegS be two regular trees. We have
t ∼ s↔ (t⊗ s, ε)  νX.ok ∧ X.
Proof. Let t, s : RegS .
(=⇒) Assume that E : t ∼ s.
We have to show that (t⊗s, ε)  νX.ok∧X. By rule coind, it suffices to find a post fixpoint
r of λX. ok∧X such that (t⊗s, ε) ∈ r. We pick r := {u : ∃t. ∃s. ∃p. t ∼ s∧u ≈ (t⊗s, p) }.
Clearly, we have (t⊗ s) ∈ r. It remains to show that (t⊗ s, ε) [r] ok∧(var zero). To prove
a conjunction, it suffices to show:
• (t⊗ s, ε) [r] ok:
this is equivalent to the following proposition sync?(root(t ⊗ s)) = true. Since we
have t ∼ s by assumption, t and s have equal roots. Consequently, we can prove that
necessarily sync?(root(t⊗ s)) = true.
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• (t⊗ s, ε) [r] (var zero):
By elimination of E : t ∼ s, we obtain a proof that Er : root t = root s. With this
proof, we can show that the goal if the same as ∀k. (t(k)⊗ s(k), k :: ε) [r] var zero which
amounts to show that ∀k. (t(k)⊗ s(k), k :: ε) ∈ r which is clearly true.
(⇐=) Assume that (t⊗ s, ε)  νX.ok ∧ X.
By corecursion, we assume
∀t. ∀s. ∀p. (t⊗ s, p)  νX.ok ∧ X → t ∼ s. (cofix)
Clearly, since the semantics of ν is a greatest fixpoint, we can unfold it one time. Thus
we can deduce that (t⊗ s, ε)  ok ∧ (νX.ok ∧ X). By elimination of the conjunction,
we can deduce that necessarily the root of t and s are synchronizable and thus equal. We
call Er : root t = root s this proof of equality. Furthermore, we have that H : ∀k. (t(k) ⊗
s(e∗k), k :: ε)  (νX.ok ∧ X). Finally, we can use the constructor ∼-intro with the proof
Er. It remains to show that ∀k. t(k) ∼ t(e∗k). We conclude by applying H to (cofix). 
Theorem 2 Decidability of bisimilarity
Bisimilarity is decidable for regular trees.
Proof. Let t, s : RegS be two regular trees. By Lemma 4.1, we have that t ∼ s is equivalent
to a µ-formula. Moreover, by Theorem 4.1 satisfiability for this formula is decidable since the
carrier of the S⊥-coalgebra is (t⊗ s) which is weakly finitely indexed. Indeed, the tree product
t⊗ s is regular. Consequently, in order to prove that Dec(t ∼ s), it suffices to show that it is
equivalent to a proposition that is decidable which is indeed the case. 
4.3. CONCLUSION
In this chapter, we considered an application of tree transducers to highlight how a termination
problem occurring in the definition of the parallel composition operation of a process algebra
with recursive processes, can be recast into a productivity problem. In particular, this example
illustrated how functions on cyclic terms can be derived from functions on infinite trees. Moreover,
we considered decidability problems on regular trees. To this end, we developed an interpretation
of a coalgebraic µ-calculus [CKP11] over regular trees that is parametric over the interpretation
model and the syntax. Several formalizations or mechanizations of various modal logics in the
context of proof assistants exists in the literature. For the Coq proof assistants, [TW06] presents
a formalization of the branching temporal logic CTL∗, [Spr98] contains a mechanization of a
model-checker for the propositional modal µ-calculus. The last one is close to our work, though
their mechanization in not parametric over the type of models not over the syntax of modal
operators. However, it should be emphasized that our initial goal with the interpretation of
µ-calculus on regular trees was not to obtain an efficient implementation of a model-checker
but merely to be used as a tool to derive decidability results. In particular, we showed that
bisimilarity can be interpreted as a µ-calculus formula. One possible extension of our work would
be to generalize further our mechanization by allowing the semantic domain to be also parametric.
For instance, the semantic interpretation could be defined by requiring a contravariant functor
from types to complete boolean algebras instead of the power set functor. In this case, decidability
of satisfiability would follow from the ability to define a complete boolean algebra such that
all operations (join, greatest upper bounds, . . . ) on it are computable. With this extension, it
should be possible to reuse the work on binary decision diagrams (BDDs) of [BJM13, VGPA00] or
[GLSG15] in the context of finite trees, to obtain more efficient implementations.

CONCLUSION
In this thesis, we have presented a mechanization of the theory of regular trees in dependent
type theory. Regular trees are infinite trees characterized by a finiteness property, namely such
that the set of their distinct subtrees is finite. In this work, we have considered two main
problems. Firstly, we considered the problem of characterizing regular trees as a type. To this end,
we addressed regular trees semantically by means of coinductive types—a natural framework
to reason about infinite objects. Then, we defined a syntax of regular trees and proved its
soundness with respect to the semantic characterization. Secondly, we considered the problem
of defining tree transformations preserving the regularity property. Throughout our work, one
of our main concerns was to use sufficiently abstract data structures together with as weak as
possible hypotheses while remaining in a constructive setting. For instance, we worked in a type
theory without assuming lem (Law of Excluded-Middle), proof-irrelevance, the extensionality
principle on functions or uip (Uniqueness of Identity Proofs). The remaining paragraphs highlight
our related contributions.
The first contribution of this thesis is a study of the problem of characterizing finite types in
type theory. In a constructive setting, several notions of finiteness exist. This problem was refined
by considering setoids—types equipped with an equivalence relation—in order to enable reasoning
on coinductive types modulo bisimilarity. We compared several notions of finite types which
have been classified into three categories: enumerable, weakly finitely indexed, streamless. Weakly
finitely indexed setoids were of particular interest since they give a characterization of finite
setoids where the underlying equivalence relation is not required to be decidable.
The second contribution of this thesis is a semantic and syntactic characterization of the type
of regular trees over an arbitrary signature S. First, we specified the type of regular trees as
a restriction of infinite trees such that the set of its subtrees is weakly finitely indexed—up-to
bisimilarity. In particular, we did not assume that the equality on the function symbols given
by the signature is decidable. In addition, we proved that the type of regular trees has an
S-coalgebra structure. Next, we gave a syntactic characterization of the type of regular trees
by means of cyclic terms where cycles in the term are encoded through binding structures. We
showed that cyclic terms have a semantic interpretation as regular trees by unfolding the cycles
infinitely. Furthermore, we also considered the converse problem, that is, computing a cyclic
term representation of a regular tree.
The third contribution of this thesis is a study of the problem of defining regularity preserving
tree morphisms. To this end, we used the formalism of top-down tree transducers as a tool to model
the abstract syntax of a subset of corecursive function definition. Essentially, tree transducers
describe term rewriting systems. Then, tree transducers were reified into tree morphisms obtained
by transforming an input tree according the specified rewrite rules. In addition, we proved that
these induced tree morphisms preserve regularity. In this context, we studied three different
variants of tree transducers with increasing syntactic power. The first variant is a straightforward
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extension of classical top-down tree transducers on finite trees to infinite trees, called guarded
top-down tree transducers. In this formalism, a restriction is imposed on the right-hand sides
of rewrite rules to ensure productivity by construction. Then, we extended the formalism of
guarded tree transducers with ε-rules, that is, rewrite rules which may not consume the input
tree. These rewrite rules can thus be thought of as purely productive. The last variant we
considered, named guarded top-down tree transducers with finite look-ahead, extends rewrite rules
with the ability to observe a finite context before producing a value. Moreover, the formalism
of ε-rules was generalized in the sense that rewrite rules may specify the part of the context
that is actually consumed. Furthermore, we considered the problem of representing binary
top-down tree transducer, i.e., tree transformations operating on two trees simultaneously. To
this end, we defined a lifting operation which consists in transforming a product of trees into a
tree over a product of signatures. Then, binary tree transducers were obtained through unary tree
transducers by a pre-processing phase applying this lifting operation. Finally, for every variant of
tree transducers introduced, we proved that their induced tree morphisms preserve regularity.
The last contribution of this thesis is an interpretation of a coalgebraic µ-calculus over the
type of regular trees. In particular, we proved the decidability of satisfiability. This decidability
result was then used to show that bisimilarity on regular trees is decidable. In addition, we
considered an application of tree transducers to highlight how a termination problem occurring
in the definition of the parallel composition operation of a process algebra with recursive processes,
can be recast into a productivity problem.
PERSPECTIVES
There are several ways to extend the work presented in this thesis. In the following, we mention
some promising topics for further research.
Regular trees in Homotopy Type Theory. Homotopy Type Theory (HoTT), part of
Univalent Foundations [Uni13], is an extension of Intensional Martin-Lo¨f Type Theory [ML75].
The extension is given by the Univalence Axiom, which captures the idea of reasoning modulo
isomorphism, an ubiquitous informal principle in mathematics. The types in HoTT correspond to
∞-groupoids, infinite-dimensional categorical structures. On the other hand, types as considered
in traditional type theory correspond to 1-groupoids, that is, those ∞-groupoids that have a
trivial higher structure. In that sense, the universe of discourse of type theory used in this
thesis is a subuniverse of that of HoTT. In [ACS15], we show how to derive coinductive types
(indexed M -types) over an arbitrary indexed signature. These coinductive types are characterized
by a universal property. This construction relies on the function extensionality principle, a
consequence of the univalence axiom. In particular, we prove that such coinductive types satisfy
the coinduction proof principle [Rut00]:
sR t→ s = t
where R denotes an arbitrary bisimulation relation and = denotes the identity type. It
could be interesting to generalize the work of this thesis to higher dimensional structures by
passing to the formal framework of Univalent Foundations. The coinductive types derived in
[ACS15] constitutes a first step towards this direction. Furthermore, it could be interesting to see
whether the type of cyclic terms could be define by means of Higher Inductive Types [Uni13, LS13],
a newly introduced device in HoTT. Higher inductive types are an extension of inductive types
with path constructors. Through these path constructors, it should be possible to specify that
a cyclic term ought to be identified with its unfolding.
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Towards quotient of regular coinductive types. In Chapter 1, we explained that coinductive
types, as implemented in Coq, correspond categorically only to weakly final coalgebras and
are thus not characterized by a universal property. A main consequence is that the identity
type is not the greatest bisimulation, i.e., this inclusion ∼ ⊆ = is not derivable. Another
consequence is that bisimilarity is not a congruence and thus bisimilar terms cannot be substituted
in an arbitrary context. If we restrict the coinductive types to the subset of decidable regular
coinductive types, it should be possible to define a normalization map [Li15]:
⇓: RegS → CS
mapping regular trees to cyclic terms. A map with the same signature, namely J K−1, was
defined in Chapter 2 when we established the completeness of the syntactic representation of
regular trees. However, what is missing is a minimization step. Such minimization problems
over finite cyclic structures such as finite-state automata or regular expression have been studied
in-depth in the literature and several (efficient) algorithms exist such as [Hop71, Brz62].
Regular coinductive types. Throughout all chapters, we developed a mechanized library
of regular trees in Coq. What is still missing is a syntax within Coq to simplify its instantiation.
For instance, we could extend the coinductive datatype definition with a new keyword regular.
Consequently, one could define the type type of cyclic lists as follows:
regular coinductive List (A : Type) : Type
[ ] : ListA
:: : A→ ListA→ ListA.
From this definition a signature S could be generated and instantiated to the type of cyclic
terms CS . Then, the CoFixpoint operator of Coq could be extended to deal with regular
coinductive types. Intuitively, from a corecursive function definition from a finite List-coalgebra,
we extract the corresponding top-down tree transducer T and then use its induced morphismLT M : X → List(A) which preserves regularity. Such an approach was used in in [JKS12],
where the authors present an extension of Ocaml called coCaml aiming to add support for
programming with regular trees. Their approach consists in extending recursive function definitions
with solver annotations. Then, a set of equations is generated, following the definition of the
recursive function, and is solved through the annotated solver. For instance, they consider the
problem of producing inductive values by consuming regular trees as well as the problem of
building regularity preserving functions. Our approach is slightly different in the sense that
we define specific—syntactically-constrained—recursive schemes by means of tree transducers
which are then solved up-front.
Tree transducers as regular trees. Tree transducers, as described in Chapter 3, are an
abstract syntax for (co)recursive function definitions. When restricted to the subset for finite-state
tree transducers over finite signature, tree transducers can be described by a finite system of
(guarded) equations whose unique solutions are regular trees. Consequently, it should be possible
to represent such tree transducers by means of cyclic terms. Then, by reusing the decidability
theory developed in Chapter 4, we could show that tree transducer equivalence is decidable,
thus recovering known results [Sei90, Sei94, Man14]. Another interesting application of this
cyclic term representation of tree transducers is the problem of productivity. Indeed, all the
tree transducers introduced in this thesis required the assumption that every rewrite rule ought to
be immediately productive.
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Regular trees over many-sorted signatures. As shown in [AGH+15], it possible to derive
indexed W -types (IW -types) from their non-indexed counterparts, namely W -types [MLS84].
Here, W -trees correspond to the term algebra induced by a signature while IW -trees are the
indexed term algebra induced by many-sorted signatures. Intuitively, this derivation is obtained
starting from a type IWPRE of pre-IW -trees where indices have been internalized through
sigma-types. Then, a typing relation τ : WPRE → Type is defined over such pre-terms. Finally,





As described in [AGH+15], such a construction can be reused to derive IM -types from M -types.
It could be interesting to check whether such a construction could be employed to derive a notion
of regular trees over many-sorted signatures, the question being whether typing constraints should
be considered in the characterization of the regularity property. For instance, consider the type of
N-indexed streams over a base type A defined as follows:
coinductive StreamN (A : Type) : N→ Type
:: : ∀{n :N}. A→ StreamN(sucn)→ StreamN n.
Intuitively, each element of the stream is indexed by its depth. Now, given an element a : A,
we can define the constant stream aω:
aω : StreamN zero
aω ≡ a :: aω.
Clearly, if we forget the indices, we are left with a regular stream. However, if we consider
the indexed, we have an infinity of substreams with a distinct type. As a step towards this
direction, we could consider the work of [MW15] where they give a category-theoretic proof that
the substitution operation over the infinitary lambda-calculus preserves regularity.
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138 Appendix A. Definitions and Notations
IDENTITY TYPE
Definition 1 Equality on functions
Let A,B : Type and f, g : A→ B. Then,
f $ g def⇐⇒ ∀x. f(x) = g(x).
Definition 2 Lifting of equalities to equalities on functions (congruence)
Let A,B be two types. Then,
ap : ∀(f :A→ B). ∀{a, a′ :A}. a = a′ → f(a) = f(a′)
ap f refl ≡ refl.
Definition 3 Substitution (transport)
subst : ∀{A :Type}. ∀(B :A→ Type). ∀{a, a′ :A}. x = y → B(x)→ B(y)
subst B refl ≡ id.
Proposition 1 Substitution property
Let A,B : Type be two types, f : A→ B and C : B → Type be a type family. For all x, y : A,
p : x = y, c : C(f(x)), we have:
subst (C ◦ f) p u = subst C (ap f p) u.
Proof. Immediate by induction on p. 
UNIQUENESS OF IDENTITY PROOFS
Definition 4 Uniqueness of identity proofs (UIP)
The uniqueness of identity proofs principle is given by:
uip : Type→ Prop
uip A ≡ ∀{x, y :A}. ∀(p, q :x = y). p = q.
Theorem 1 Hedberg’s theorem [Hed98]
Let A be a type. If Leibniz equality is decidable on A then A satisfies uip. Formally,
∀(A : Type). (∀(a, a′ :A). (a = a′) unionmulti (a 6= a′))→ uipA.
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SIGNATURE
EXTENSION FUNCTOR DEFINITION
Definition 5 Extension functor
The extension functor induced by a signature S is defined as follows:
ext : Sig→ Type→ Type
ext S X ≡ ∑o:S.Op Vec X (S.Ar o)
We specify a coercion from signatures to functions through ext:
Coercion ext : Sig Funclass
Definition 6 Action on functions
The action on functions of the extension functor of a signature S is given by:
mapSig : {S : Sig} → (X → Y )→ S(X)→ S(Y )
mapSig f (o, os) ≡ (o,mapVec f os)
COMBINATORS
Definition 7 Constant signature
Given a type X, the constant signature is defined as follows:
const : Type→ Sig
const X ≡ X Cλ . zero
Definition 8 Disjoint sum of signatures
Given two signatures S1 and S2, the disjoint sum of S1 and S2 is defined as follows:
unionmulti : Sig→ Sig→ Sig
S1 unionmulti S2 ≡ S1.Op unionmulti S2.OpC [S1.Ar, S2.Ar]
Definition 9 Product of signatures
Given two signatures S1 and S2, the product of S1 and S2 is defined as follows:
× : Sig→ Sig→ Sig
S1 × S2 ≡ S1.Op× S2.OpC uncurry(λo1. λo2. S1.Ar o1 + S2.Ar o2)
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FREE MONAD
DEFINITION
Definition 10 Free monad definition
The free monad of S is obtained from the term algebra induced by the signature S unionmulti constX.
∗ : Sig→ Type→ Type
S∗(X) ≡ TSX
where SX : Sig
SX ≡ S unionmulti const(X)
Definition 11 Guarded free monad
The guarded free monad of S is defined as follows:
+ : Sig→ Type→ Type
S+(X) ≡ S(S∗(X))
CONSTRUCTORS
Definition 12 Variable constructor
The constructor introducing variables is defined as follows:
var : {S : Sig} → {X : Type} → X → S∗(X)
var x ≡ inr xC [ ]
Definition 13 Term constructor
The constructor introducing terms is defined as follows:
C : {S : Sig} → {X : Type} → S+(X)→ S∗(X)
oC v ≡ inl oC v
Definition 14 Guarded term constructor
The constructor introducing guarded terms is defined as follows:
C+ : {S : Sig} → {X : Type} → S(S+(X))→ S+(X)
C+ ≡ mapS(−) ( C )
ITERATOR
Definition 15 Iterator definition
The iterator function on free monads is defined as follows:
fold∗ : {S : Sig} → (X → A)→ (S(A)→ A)→ S∗(X)→ A
fold∗ v f (var x) ≡ v(x)
fold∗ v f (oC os) ≡ f o (mapVec (fold∗ v f) os)
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MAYBE
DEFINITIONS
Definition 16 Inductive datatype definition
The type Maybe is defined as follows:
inductive Maybe (A : Type) : Type
just : A→MaybeA
nothing : MaybeA
Definition 17 Action on functions
The action on functions of Maybe is given by:
mapMaybe : (A→ B)→MaybeA→MaybeA
mapMaybe f nothing ≡ nothing
mapMaybe f (just a) ≡ just(f(a))
Definition 18 Susbtitution
The substitution operation on Maybe is given by:
>>= : MaybeA→ (A→MaybeB)→MaybeB
nothing >>= f ≡ nothing
just a >>= f ≡ f(a)
PREDICATE LIFTING
Definition 19 Predicate lifting (exists)
Given a predicate P : A → Prop, the operation lifting P , denoted bP c is introduced as
follows:
inductive b c {A : Type} (P : A→ Prop) : MaybeA→ Prop
exists : {a : A} → P (a)→ just a ∈ bP c
Definition 20 Predicate lifting (forall)
Given a predicate P : A → Prop, the operation lifting P , denoted AllP is introduced as
follows:
inductive All {A : Type} (P : A→ Prop) : MaybeA→ Prop
nothing : nothing ∈ AllP
just : {a : A} → P (a)→ just a ∈ AllP
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Definition 21 Constructor predicate (just)
The function is-just characterizes terms in Maybe that are produced with just:
is-just : MaybeA→ Prop
is-just ≡ bconst>c
Definition 22 Constructor predicate (nothing)
The function is-nothing characterizes terms of Maybe that are produced with nothing.
is-nothing : MaybeA→ Prop
is-nothing ≡ ¬ ◦ is-just
PROPERTIES
Proposition 2 Extraction of a value from a proof of is-just
Given a term m : MaybeA and a proof of p : is-justm, we can extract a value a : A, such
that m = just a.
Proof. The value is obtained from the following function:
from-just : {m : MaybeA} → is-justm→ A
from-just (just a) ≡ a
from-just nothing ()
Then, by case-analysis on m, that we have m = just(from-just m p). 
Proposition 3 b c specification
Let A : Type, and P a predicate on A. For all m : MaybeA, we have
m ∈ bP c ⇐⇒ ∃(a :A). m = just a ∧ P (a).
Proof. Immediate by case-analysis on m. 
Proposition 4 is-just and map
Let A,B : Type, f : A→ B and m : MaybeA. Then, we have:
is-just(mapMaybe f m) ⇐⇒ is-justm
Proof. Immediate by case-analysis on m. 
Proposition 5 b c and substitution
Let A,B : Type, P : A→ Prop, f : A→MaybeB and m : MaybeA. Then, we have:
m>>= f ∈ bP c ⇐⇒ m ∈ ⌊bP c ◦ f⌋.
Proof. Immediate by case-analysis on m. 
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CANONICAL FINITE SET
DEFINITION
Definition 23 Inductive definition
The type of canonical finite sets is defined as follows:
inductive Fin : N→ Type
zero : {n : N} → Fin(sucn)
suc : {n : N} → Finn→ Fin(sucn).
Proposition 6 Decidable equality
For all n : N, equality is decidable on canonical finite sets Finn:
∀(n :N). EqDec(Finn).
Proof. By induction on term of type Fin. 
Definition 24 Heterogeneous equality
The heterogenous equality on canonical finite sets is defined inductively as follows:
inductive ' : ∀{n}. ∀{n′}. Finn→ Finn′ → Prop
'-zero : ∀{n}. zeron ' zeron
'-suc : ∀{n, n′}. ∀{i : Finn}. ∀{i′ : Finn′}. i ' i′ → suc i ' suc i′.
INDEXED SUM
Definition 25 Indexed sum
Given a natural number n and a map f : Finn→ N, the indexed sum of f , denoted sum
k:Finn
f(k)
or simply sum f , is defined as follows:
sum : ∀{n :N}. (Finn→ N)→ N
sum {zero} ≡ 0
sum {sucn} f ≡ f(zero) + sum(f ◦ suc).
Proposition 7 Fin-indexed sum is finite








Proof. Let n : N and f : Finn → N. The proof is straightforward by induction on n and by
proving the following intermediate decomposition result:
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VECTOR
DEFINITION
Definition 26 Inductive definition
inductive Vec (A : Type) : N→ Type
[ ] : Vec A zero
:: : {n : N} → A→ Vec A n→ Vec A (sucn).
VECTORS AND FINITE MAPS
Definition 27 From finite maps to vectors
tabulate : {A : Type} → {n : N} → (Finn→ A)→ Vec A n
tabulate {A} {zero} ≡ [ ]
tabulate {A} {sucn} f ≡ f(zero) :: tabulate(f ◦ suc)
Definition 28 From vectors to finite maps
lookup : {A : Type} → {n : N} → Vec A n→ Fin(n)→ A
lookup (x :: ) zero ≡ x
lookup ( ::xs) (suc i) ≡ lookup xs i
We specify a coercion from vectors to functions through lookup:
Coercion lookup : Vec Funclass
Proposition 8 Lookup-tabulate identity
Let n : N and f : Finn→ A. Then, we have:
∀(i : Finn). lookup (tabulate f) i = f(i).
Proof. Immediate by induction on n. 
Proposition 9 Tabulate-lookup identity
Let n : N. Then, we have:
∀(v : Vec A n). tabulate(lookup v) = v.
Proof. Immediate by induction on the vector. 
Proposition 10 Extensional equality
Let n : N and A : Type. For all v, v′ : Vec A n, if ∀(k : Finn). v(k) = v′(k) then v = v′.
Proof. Immediate by vector induction. 
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FUNCTORIALITY
Definition 29 Action on functions
mapVec : ∀n. (A→ B)→ Vec A n→ Vec A n
mapVec f [ ] ≡ [ ]
mapVec f (x ::xs) ≡ f(x) :: mapVec f xs
Proposition 11 Map lookup simplification
Let A,B : Type, f : A→ B, n : N, and v : Vec A n. Then, we have
∀(k : Finn). (mapVec f v) (k) = f(v(k)).
Proof. Immediate by induction on k. 
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LIST
DEFINITION
Definition 30 Inductive definition
The type of lists over A is introduced as follows:
inductive List (A : Type) : Type
[ ] : ListA
:: : A→ ListA→ ListA.
LISTS AS FINITE MAPS
Definition 31 Finite maps to lists
Given a finite map f : Finn→ A:
tabulate : {A : Type} → {n : N} → (Finn→ A)→ ListA
tabulate {A} {zero} ≡ [ ]
tabulate {A} {sucn} f ≡ f(zero) :: tabulate(f ◦ suc)
Definition 32 Lists to finite maps
A list l : A induces a finite map Fin(length l)→ A defined as follows:
lookup : {A : Type} → ∀{n :N}. ∀(l : List A). → Fin(length l)→ A
lookup (x :: ) zero ≡ x
lookup ( ::xs) (suc i) ≡ lookup xs i
We specify a coercion from lists to functions through lookup:
Coercion lookup : List Funclass
PREDICATE LIFTING
Definition 33 Exists predicate definition
The predicate lifting exists
inductive Any (P : A→ Prop) : ListA→ Prop
here : ∀{x}. ∀{xs}. P (x)→ Any P (x ::xs)
there : ∀{x}. ∀{xs}. Any P xs→ Any P (x ::xs).
Definition 34 All predicate definition
The predicate all
inductive All (P : A→ Prop) : ListA→ Prop
all[ ] : All P [ ]
all:: : ∀{x}. ∀{xs}. P (x)→ All P xs→ All P (x ::xs).
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LIST MEMBERSHIP
Definition 35 Membership
Let (A,≈A) be a setoid. The membership operation is defined as follows:
∈ : A→ ListA→ Prop
x ∈ l ≡ Any (λy. y ≈ x) l
Definition 36 Proof-relevant membership
Let (A,≈A) be a setoid. The proof-relevant membership operation is defined as follows:
[∈] : A→ ListA→ Prop
x [∈] l ≡ { i : Fin(length l) | l(i) ≈ x } .
PROPERTIES
Proposition 12 All lookup
Let A : Type, P : A→ Prop and l : ListA. We have:
∀(a :A). a ∈ l→ All P l→ P (a).
Proof. Immediate by induction on the membership proof a ∈ l and case-analysis on All P l. 
Proposition 13 All action on predicates
Let A : Type, P,Q : A→ Prop and l : ListA. We have:
(∀x. P (x)→ Q(x))→ All P l→ All Q l.
Proof. Immediate by induction on the All P l predicate. 
DUPLICATE-FREE LIST
Definition 37 Inductive definition
inductive NoDup : ListA→ Prop
nodup[ ] : NoDup [ ]
nodup:: : ∀{x}. ∀{xs}. x /∈ xs→ NoDupxs→ NoDup(x ::xs).
Proposition 14 Duplicate removal
Let (A,≈A) be a setoid such that ≈A is decidable. Then, for any list l : ListA, there exists a
list l′ such that:
(i) ∀a. a ∈ l↔ a ∈ l′,
(ii) l′ is duplicate-free.
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BOUNDED-INDUCTION
Definition 38 Inductive definition
inductive  {A : Type} : ListA→ ListA→ Prop
-intro : ∀(x :A). ∀(l : ListA). → x /∈ l→ x :: l  l.
Definition 39 Accessibility definition
d e : {A : Type} → ListA→ Prop
dle ≡ Acc (  ) l
this is an example Definition A.39.
Definition 40 Elimination
d::e : {A : Type} {x : A} {l : ListA} → x /∈ l→ dle → dx :: le
p d::e (acc-intro f) ≡ f(p)
Proposition 15 Well-founded
Let (A,≈) be a setoid such that setoid equality is decidable. If A is listable then the relation
 is well-founded.
INDEX MANAGEMENT
In the remaining of this section, we assume that (A,≈A) is a weakly finitely indexed setoid.
By definition , there exist two maps index : A→ Fin #A and value : Fin #A→ A.
Definition 41 Lookup index
[ ] : ∀(l : List #A). Fin(length l)→ A
l[i] ≡ value(l(i))
Definition 42 Membership test
∈#? : ∀(a :A). ∀(l : List(Fin #A)). {i : Fin(length l) | l[i] ≈ a} unionmulti {index a /∈ l}
APPENDIX B
CYCLIC TERMS PROPERTIES
In this appendix, we prove some technical results about cyclic terms. Ultimately, this consists
in proving that the type CS : N → Type is a monad. A categorical treatment of syntax with
binders can be found in [Ahr15]. In the following, we summarize the various syntactic properties
on cyclic terms. We fix an arbitrary signature S.
EQUALITY PROOF RULES
In this section, we show that vectors—viewed as finite maps—satisfy an extensionality principle.
Proposition 1 Extensionality principle on vectors
Let A be a type, n be a natural number and v, v′ : Vec A n be two vectors. Then, we have:
vec-ext
∀(i : Finn). v(i) = v′(i)
v = v′
.
Proof. Let n : N, v, v′ : Vec A n be two vectors and H : ∀i. v(i) = v′(i). By induction on v:
I Base step. Assume that v = [ ].
Here, the vector v′ ought to be [ ]. Consequently, we have v = v′.
I Inductive step. Assume that n = sucn′ and v = a ::u where a : A and u : Vec A n′.
The induction hypothesis is given by
∀(v′ : Vec A n′). (∀(i : Finn′). u(i) = v′(i))→ u = v′. (IH)
By case-analysis on v′, there exist a′ : A and u′ : Vec A n′ such that v′ = a ::u′. Then,
v = a ::u = a ::u′ (by rewriting (IH) and proving its premise with H ◦ suc)
= a′ ::u′ = v′. (by rewriting H(zero) : a = a′) 
The extensionality principle on vectors extends to the constructor rec C of cyclic terms.
Proposition 2 Extensionality principle on rec
Let n be a natural number, o : S.Op be a function symbol, os, os′ : Vec (CS(sucn)) (S.Ar o)
be two vectors of arguments of cyclic terms. Then, we have:
rec-ext
∀(i : Fin(S.Ar o)). v(i) = v′(i)
rec oC os = rec oC os′
.
Proof. Consequence of Proposition B.1. 
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The following proposition can be used on function defined by induction over cyclic terms.
Proposition 3 Extensionality principle on recmap-ext
Let m,m′, n be natural numbers, o : S.Op be a function symbol, os, os′, os′′ be two vectors of
arguments of cyclic terms. Moreover, let f : Cs(m) → CS(sucn) and g : CS(m′) → CS(sucn)
be two functions on cyclic terms. Then, we have:
recmapL -ext
∀i. f(os(i)) = os′(i)
rec oCmapVec f os = rec oC os′
recmapR -ext
∀i. os(i) = f(os′(i))
rec oC os = rec oCmapVec f os′
recmap-ext
∀i. f(os(i)) = g(os′(i))
rec oCmapVec f os = rec oCmapVec f os′
.
Proof. Let m,m′, n : N, o : S.Op, os : Vec (CS(m)) (S.Ar o), os′ : Vec (CS(m′)) (S.Ar o).
Moreover, let f : CS(m) → CS(sucn) and g : CS(m′) → CS(sucn) be two functions on cyclic
terms. We prove only the last rule, namely rec-ext. The others can be derive from it by taking
either f or g to be the identity map. Assume that H : ∀i. f(os(i)) = g(os′(i)):
rec oCmapVec f os = rec oCmapVec g os′
⇐⇒ { by Proposition B.1 [vec-ext] }
∀i. (mapVec f os)(i) = (mapVec g os)(i)
⇐⇒ { by Proposition A.11 [(mapVec f v)(k) = f(v(k))] }
∀i. f(os(i)) = g(os(i))
⇐⇒ { by assumption }
> 
SHIFT OPERATION
Here, we show the functoriality of an operation which consists in shifting by one all elements
of a canonical finite set.
Definition 1 shift operation
The action of suc on morphisms is given by:
shift : (Finm→ Finn)→ Fin(sucm)→ Fin(sucn)
shift f zero ≡ zero
shift f (sucm) ≡ suc(f(m))
Now, we prove the functor laws:
Proposition 4 shift functor laws
Let n : N. The successor operation on finite sets is functorial:
(i) shift id $ idFin(sucn),
(ii) ∀(f : Finm→ Finn). ∀(g : Finn→ Fin p). shift(g ◦ f) $ shift(g) ◦ shift(f).
(iii) ∀(f, g : Finm→ Finn). f $ g → shift(f) $ shift(g).
Proof. All three cases are trivial by case-analysis over elements of the type Fin. 
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RENAMING OPERATION
The renaming operation establishes the functoriality of the type CS : N→ Type of cyclic terms.
Intuitively, this operation consists in applying a function—acting on finite sets—on each var
constructor of a cyclic term.
Definition 2 Renaming operation
The renaming operation on cyclic terms is defined recursively as follows:
rename : (Finm→ Finn)→ CS(m)→ CS(n)
rename f (var x) ≡ var(f(x))
rename f (rec oC os) ≡ rec oCmapVec (rename(shift f)) os
Remark. Note that, even though the recursive call of rename occurs within the function used
by mapVec, the Coq termination checker still infers that such a recursive call is valid.
Proposition 5 Functoriality of cyclic terms
The renaming operation is functorial:
(i) ∀(f, g : Finm→ Finn). f $ g → rename f $ rename g,
(ii) rename id $ idCS(n),
(iii) ∀(f : Finm→ Finn). ∀(g : Finn→ Fin p). rename(g ◦ f) $ rename(g) ◦ rename(f).
Proof. By induction on the cyclic term renamed.
(i) Let m,n : N, f, g : Finm→ Finn, E : f $ g, t : CS(m).
I Base step. Assume that t = var x where x : Finm.
rename f (var x) = rename g (var x)
⇐⇒ { by reflexivity }
var(f(x)) = var(g(x))
⇐⇒ { = is a congruence }
f(x) = g(x)
⇐⇒ { by assumption E }
>
I Inductive step. Assume that t = rec oC os where os : Vec (CS(sucm)) (S.Ar o).
The induction hypothesis is given by:
∀f. ∀g. f $ g → ∀i. rename f (os(i)) = rename g (os(i)). (IH)
rename f (rec oC os) = rename g (rec oC os)
⇐⇒ { by reflexivity }
rec oCmapVec (rename(shift f)) os = rec oCmapVec (rename(shift g)) os
⇐⇒ { by Proposition B.2 [rec-ext] and induction hypothesis (IH) }
shift f $ shift g
⇐⇒ { by Proposition B.4 (iii) }
>
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(ii) Let n : N and t : CS(n).
I Base step. Assume that t = var x where x : Finn.
rename id (var x) = var x ⇔ var(idx) = var x (by reflexivity)
⇔ > (by reflexivity)
I Inductive step. Assume that t = rec oC os where os : Vec (CS(sucn)) (S.Ar o).
The induction hypothesis is given by:
∀i. rename id (os(i)) = os(i). (IH)
rename id (rec oC os) = rec oC os
⇐⇒ {by reflexivity }
rec oCmapVec (rename(shift id)) os = rec oC os
⇐⇒ { by Proposition B.2 [rec-ext] and induction hypothesis (IH) }
shift id $ id
⇐⇒ { by Proposition B.4 (i) }
>
(iii) Let m,n, p : N, f : Finm→ Finn, g : Finn→ Fin p and t : CS(m).
I Base step. Assume that t = var x where x : Finn.
rename (g ◦ f) (var x) = rename g (rename f (var x))
⇐⇒ {reflexivity}
var(g(f(x))) = var(g(f(x)))
⇐⇒ { by reflexivity }
>
I Inductive step. Assume that t = rec oC os where os : Vec (CS(sucn)) (S.Ar o).
The induction hypothesis is given by:
∀f. ∀g. ∀i. rename (g ◦ f) (os(i)) = rename g (rename f (os(i))). (IH)
rename (g ◦ f) (rec oC os) = rename g (rename f (rec oC os))
⇐⇒ { by reflexivity }
rec oCmapVec (rename(shift(g ◦ f))) os
= rec oCmapVec (rename(shift g)) (mapVec (rename(shift f)) os)
⇐⇒ { by Proposition B.3 [recmap-ext] and Proposition B.4 (ii) }
∀i. rename (shift g ◦ shift f) (os(i))
= rename (shift g) (mapVec (rename(shift f)) (os(i)))
⇐⇒ { by Proposition A.11 [(mapVec f v)(k) = f(v(k))] }
∀i. rename (shift g ◦ shift f) (os(i))
= rename (shift g) (rename (shift f) (os(i)))
⇐⇒ { by induction hypothesis (IH) }
> 
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The weakening operation consists in shifting every variable by one.
Definition 3 Weakening
The weakening operation on cyclic terms is defined as follows:
weaken : CS(n)→ CS(sucn)
weaken ≡ rename suc
LIFTING OPERATION
Here, we define the lifting operation that will be used in the definition of the substitution function:
Definition 4 Lifting operation
The lifting operation is defined as follows:
lift : (Finm→ CS(n))→ (Fin(sucm)→ CS(n))
lift f zero ≡ var zero
lift f (sucm) ≡ weaken(f(m))
Proposition 6 Properties on lift
The lift operation is a congruence and commutes—in a suitable sense—with renaming:
(i) ∀(f, g : Finm→ CS(n)). f $ g → lift(f) $ lift(g)
(ii) ∀(f :CS(m)→ CS(n)). ∀(g : Finn→ Fin p). lift(rename g ◦ f) $ rename(shift g) ◦ lift(f).
Proof. Trivial by case-analysis over elements of Fin. 
PARALLEL SUBSTITUTION OPERATION
The parallel substitution is an important operation on cyclic terms. In particular, it justifies
that the type CS : N→ Type has the structure of a monad.
Definition 5 Parallel substitution operation
The parallel substitution function is defined as follows:
subst : (Fin(m)→ CS(n))→ CS(m)→ CS(n)
subst f (var x) ≡ f(x)
subst f (rec oC os) ≡ rec oCmapVec (subst(lift f)) os
Moreover, we define the one variable substitution as follows:
[∗ := ] : {n : N} → CS(sucn)→ CS(n)→ CS(n)
t[∗ := u] ≡ subst σu t
where σ : CS(n)→ Fin(sucn)→ CS(n)
σu zero ≡ u
σu (sucx) ≡ var x
In the following, we prove the monad laws.
Proposition 7 Substitution operation is a congruence
The substitution operation is a congruence:
∀(f, g : Finm→ CS(n)). f $ g → subst(f) $ subst(g).
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Proof. Straightforward by induction over the cyclic term. 
The left-identity law of the monad, namely subst f (var x) = f x holds definitionally. We
prove the right-identity law.
Proposition 8 Identity substitution
The constructor var is the identity substitution:
subst var $ id.
Proof. Let n : N and t : CS(n). We proceed by induction on t:
I Base step. Assume that t = var x where x : Finm.
This case is trivial by reflexivity.
I Inductive step. Assume that t = rec oC os where os : Vec (CS(sucn)) (S.Ar o).
The induction hypothesis is given by:
∀i. subst var (os(i)) = os(i). (IH)
Then, we have:
subst var (rec oC os) = rec oC os
⇐⇒ { by reflexivity }
rec oCmapVec (subst(lift var)) os = rec oC os
⇐⇒ { by recmapL -ext }
∀i. subst (lift var) (os(i)) = os(i)
⇐⇒ { lift(var) $ var by case-analysis on Fin }
∀i. subst var(os(i)) = os(i)
⇐⇒ { by induction hypothesis (IH) }
> 
In the following, we prove properties related to the renaming operation.
Proposition 9 Renaming commutes with substitution
Renaming commutes with substitution:
∀(t :CS(m)). ∀(f : Finm→ CS(n)). ∀(g : Finn→ Fin p).
rename g (subst f t) = subst (rename g ◦ f) t.
Proof. Let m,n, p : N, t : CS(m), f : Finm → CS(n) and g : Finn → Fin p. We proceed by
induction on t:
I Base step. Assume that t = var x where x : Finm.
This case is trivial by reflexivity.
I Inductive step. Assume that t = rec oC os where os : Vec (CS(sucn)) (S.Ar o).
The induction hypothesis is given by:
∀(n, p :N). ∀(f : Finm→ CS(n)). ∀(g : Finn→ Fin p). ∀k.
rename g (subst f (os(k))) = subst (rename g ◦ f) (os(k)). (IH)
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Then, we have:
rename g (subst f (rec oC os)) = subst (rename g ◦ f) (rec oC os)
⇐⇒ { by reflexivity }
rec oCmapVec (rename(shift g)) (mapVec (subst(lift f)) os)
= rec oCmapVec (subst(lift(rename g ◦ f))) os
⇐⇒ { by Proposition B.3 [recmap-ext] and (mapVec f v)(k) = f(v(k)) }
∀i. rename (shift g) (subst (lift f) (os(i))) = subst (lift(rename g ◦ f)) (os(i))
⇐⇒ { by Proposition B.6 [lift(rename g ◦ f) $ rename(shift g) ◦ lift f ] }
∀i. rename (shift g) (subst (lift f) (os(i))) = subst (rename(shift g) ◦ lift f) (os(i))
⇐⇒ { by induction hypothesis (IH) }
> 
Proposition 10 Substitution commutes with renaming
Substitution commutes with renaming:
∀(t :CS(m)). ∀(f : Finm→ CS(n)). ∀(g : Finn→ Fin p).
subst (g ◦ f) t = subst g (rename f t).
Proof. The proof is by induction on t and similar to the one given in Proposition B.9. 
Now, we specialize the previous results for the one-variable substitution function:
Proposition 11 Unbound variable substitution
Substitution of an unbound variable has no effect:
∀(t :CS(sucn)). ∀(u :CS(n)). weaken t[∗ := u] = t.
Proof. Direct consequence of Proposition B.10 [subst(g ◦ f) $ subst g ◦ rename f ]. 
The following result about lift is needed to complete the proof of the third monad law.
Proposition 12 Lifting distributes over substitution
The lift operation distributes over substitution:
∀(x : Finm). ∀(f : Finm→ CS(n)). ∀(g : Finn→ CS(p)).
lift (subst g ◦ f) x = subst (lift g) (lift f x).
Proof. Let x : Finx, f : Finm → CS(n) and g : Finn → CS(p). We proceed by case-analysis
on x:
 Case 1. Assume that x = zero.
This case is trivial by reflexivity.
 Case 2. Assume that x = sucx′ where x′ : Finm′.
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lift (subst g ◦ f) (sucx′)
≡ { by definition }
weaken(subst g (f(x′)))
= { by Proposition B.9 [rename g ◦ subst f $ subst(rename g ◦ f)] }
subst (lift g ◦ suc) (f(x′))
= { by Proposition B.10 [subst(g ◦ f) $ subst g ◦ rename f ] }
subst (lift g) (weaken(f(x′)))
≡ { by definition }
subst (lift g) (lift f (sucx′)). 
Proposition 13 Associativity of substitution
The substitution operation is associative:
∀(f : Finm→ CS(n)). ∀(g : Finn→ CS(p)). ∀(t :CS(m)).
subst g (subst f t) = subst (subst g ◦ f) t.
Proof. Let f : Finm→ CS(n), g : Finn→ CS(p) and t : CS(m). We proceed by induction on the
cyclic term term t:
I Base step. Assume that t = var x where x : Finm.
This case is trivial by reflexivity.
I Inductive step. Assume that t = rec oC os where os : Vec (CS(sucn)) (S.Ar o).
The induction hypothesis is given by:
∀k. ∀(n, p :N). ∀(f : Fin(sucm)→ CS(n)). ∀(g : Finn→ CS(p)).
subst g (subst f (os(k))) = subst (subst g ◦ f) (os(k)). (IH)
subst g (subst f (rec oC os)) = subst (subst g ◦ f) (rec oC os)
⇐⇒ { by reflexivity }
rec oCmapVec (subst(lift g))
(
mapVec (subst(lift f)) os
)
= rec oCmapVec (subst(lift(subst g ◦ f))) os
⇐⇒ { by Prop. B.2 [rec-ext] and Prop. A.11 [(mapVec f v)(k) = f(v(k))] }
∀i. subst (lift g) (subst (lift f) (os(i)))
= subst (lift(subst g ◦ f)) (os(i))
⇐⇒ { by rewriting the induction hypothesis (IH) }
subst (subst(lift g) ◦ lift f) (os(i)) = subst (lift(subst g ◦ f)) (os(i))
⇐⇒ { by Proposition B.7 [subst-cong] }
> 
Proposition 14 Substitution commutes with one-variable substitution
The substitution operation commutes with one-variable substitution:
∀(f : Finm→ CS(n)). ∀(t :CS(sucn)). ∀(u :CS(m)).
subst f (t[∗ := u]) = (subst (lift f) t)[∗ := subst f u]
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Proof. Let f : Finm→ CS(n), t : CS(sucn) and u : CS(m). Then, we have:
(subst (lift f) t)[∗ := subst f u] = subst f (t[∗ := u])
⇐⇒ { by definition of [∗ := ] }
subst σ(subst f u) (subst (lift f) t) = subst f (subst σu t)
⇐⇒ { by Proposition B.13 [subst g ◦ subst f $ subst(subst g ◦ f)] }
subst (subst(σsubst f u) ◦ lift f) t = subst f (subst σu t)
⇐⇒ { by Proposition B.7 [subst-cong] }
∀(x : Finm). subst σsubst f u (lift f x) = subst f (σu(x))
⇐⇒

By case-analysis on x:
 Case 1. Assume that x = zero.
This case is trivial by reflexivity.
 Case 2. Assume that x = sucx′ where x′ : Finm′.
subst σ(subst f u) (lift f (sucx
′))
≡ { by definition }
subst σ(subst f u) (weaken(f(x
′)))
= { by Proposition B.10 [subst(g ◦ f) $ subst g ◦ rename f ] }
subst (σ(subst f u) ◦ suc) (f(x′))
≡ { by definition }
subst var (f(x′))
= { by Proposition B.8 [subst var $ id] }
f(x′)
≡ { by definition }






Let T : U be a transition system. We call S the carrier of T . Moreover, we assume that the type
S has a decidable Leibniz equality and that every list l of states is -accessible, i.e., we have a
proof W : Well-founded (  ).
First, we define the following binary relation @ on pairs of list of states:
(l1, l2) @ (l′1, l′2)
def⇐⇒ l1  l′1 ∨ (l1 = l′1 ∧ length l2 < length l′2).
The relation @ is the lexicographic order induced by < on N and  on lists (see Def. A.38).
Since both relations are well-founded, so is their lexicographic product (see [Pau86]).
We compute the reflexive-transitive closure induced by the nexttransition function as follows:
succs : (M : ListS)→ (P : ListS)→ Acc ( @ ) (P,M)→ ListS
succs M [ ] ≡ M
succs M (p :: P ) (acc-intro f) ≡ match p ∈? M with
yesm ⇒ succs M P (f(H))
nonm ⇒ succs (p :: M) (Next(p)++P ) (f(H ′))
end
where H : (M,P ) @ (M,p :: P )
H ′ : (p :: M,Next(p)++P ) @ (M,p :: P )
The terms for both H and H ′ are omitted but the proofs are straightforward. Indeed, for H is
suffices to show that M = M and length(P ) < 1 + lengthP = length(p :: P ) and for H ′, the proof
of dp :: Me is derived from nm.
In the function succs, the list M represents a set of marked states, i.e., states that have
already been visited. The list P is a set of states to be processed, i.e., states that have yet to be
visited. The map Next used above is defined as the list of immediate successors of a state.
Next : S → ListS
Next s ≡ tabulate(next s)
It is straightforward to check that the function Next satisfied the following specification:
∀(s, s′ :S). s′ ∈ Next(s) ⇐⇒ ∃k. next s k = s′. (Next-spec)
Finally, the reflexive-transitive of a state s : S is computed as follows:
[ ]∗ : S → ListS
[s]∗ ≡ succs [ ] [ s ] m
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where m is a proof that Acc ( @ ) m which is derived from W . It remains to show the soundness
and completeness of [ ]∗.
Lemma 1 Soundness of succs
Let M,P be two lists of states. Moreover, let A be a proof that the pair (M,P ) is @-accessible
and let s be a state. If,
∀(s′ :S). (s′ ∈M) unionmulti (s′ ∈ P )→ s  s′,
then,
∀(s′ :S). s′ ∈ succs M N A→ s  s′.
Proof. Let M,P : ListS be a list of states and s be a state. Moreover, let A : Acc ( @ ) (M,P )
be a proof that (M,P ) is @-accessible. We proceed by induction on the accessibility proof A:
I Base step. Inductive type without a base constructor.
I Inductive step. Assume that A = acc-intro f where f : ∀L. L @ (M,P )→ Acc ( @ ) L.
Moreover, let s′ : S be such that I : s′ ∈ succs M P A and let H : ∀s′. (s′ ∈M)unionmulti (s′ ∈ P )→
s  s′. The induction hypothesis is given by:
∀(M ′, P ′ : ListS). ∀(H : (M ′, P ′) @ (M,P )).
(∀s′. (s′ ∈M ′) unionmulti (s′ ∈ P ′)→ s  s′)→ ∀s′. s′ ∈ succs M ′ P ′ (f(H))→ s  s′. (IH)
By case-analysis on P , we consider two cases:
 Case 1. Assume that P = [ ].
We prove that s  s′ with hypothesis H . Thus, it remains to show that either s′ ∈M or
s′ ∈ P . The first one holds and is given by hypothesis I : s′ ∈ succs M [ ] A = M .
 Case 2. Assume that P = p ::P ′ where p : S and P ′ : ListS.
By case-analysis on p ∈? M , we consider two cases:
 Case 2.1. Assume that e : p ∈M .
We prove that s  s′ by instantiating the induction hypothesis (IH) with M ′ := M ,
P ′ := P ′ and hypothesis I. Thus, it remains to show that:
∀s′. (s′ ∈M) unionmulti (s′ ∈ P ′)→ s  s′.
Let s′ : S and U : (s′ ∈M)unionmulti (s′ ∈ P ′). By case-analysis on U , we consider two cases:
 Case 2.1.1. Assume that e : s′ ∈M .
We conclude that s  s′ by applying e to hypothesis H.
 Case 2.1.2. Assume that e : s′ ∈ P ′.
Since s′ ∈ P ′, we derive a proof E′ such that s′ ∈ p ::P ′ = P . Thus, we conclude
that s  s′ by applying E′ to H.
 Case 2.2. Assume that e : p /∈M .
We prove that s′  s by instantiating the induction hypothesis (IH) with M ′ := p ::M ,
P := Next(p)++P ′ and hypothesis I. Thus, it remains to show that:
∀s′. (s′ ∈ p ::M) unionmulti (s′ ∈ Next(p)++P ′)→ s  s′.
Let s′ : S and U : (s′ ∈ p ::M) unionmulti (s′ ∈ Next(p)++P ′). By case-analysis on U , we
consider two cases:
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 Case 2.2.1. Assume that e : s′ ∈ p ::M .
Here, we have yet two cases to consider.
If E : s′ ≈S p, then we have a proof E′ of s′ ≈S p ∈ p ::P ′ = P and thus, we
conclude that s  s′ with by applying E to hypothesis H.
If E : s′ ∈M , we conclude that s  s′ by applying E to hypothesis H.
 Case 2.2.2. Assume that e : s′ ∈ Next(p)++P ′.
Here, we have yet two cases to consider.
If E : s′ ∈ Next(p), then there exist a k and a proof E′ that next p k = s′. Since
we have p ∈ p ::P ′, we can use this fact along with hypothesis H to derive that
s  p. Finally, by transitivity of  , we have s  p and p  next p k hence
hence s  s′ (by rewriting E′).
If E : s′ ∈ P ′, we derive a proof E′ that s′ ∈ p :: P ′ and thus, we conclude that
s  s′ by applying E′ to hypothesis H . 
In order to prove the completeness property, we first define two invariants and prove that some
properties are preserved.
Invariant 1. The first invariant is given by:
Inv1 : (M P : ListS)→ Prop
Inv1 M P ≡ ∀(s, s′ :S). s ∈M → s′ /∈M → s′ ∈ Next(s)→ s′ ∈ P.
Proposition 1 Invariant 1 preservation
Let M,P be two lists of states. We have,
(i) ∀(p :S). p ∈M → Inv1 M (p ::P )→ Inv1 M P ,
(ii) ∀(p :S). p /∈M → Inv1 M (p ::P )→ Inv1 (p ::M) (Next(p)++P )
Proof. Let M,P : ListS be a list of states and let s, s′ be two states.
(i) Let I : Inv1 M (p ::P ), E : s ∈M , N : s′ /∈M , N ′ : s′ ∈ Next(s) and H : p ∈M . We have
to show that s′ ∈ P . We instantiate hypothesis I with E, N and N ′, thus we have a proof
H ′ : s′ ∈ p ::P . Furthermore, we consider two cases by elimination on H ′:
 Case 1.1. Assume that e : s′ = p.
We can show that this case leads to a contradiction. Indeed, we have N : s′ = p /∈M and
H : p ∈M . Contradiction.
 Case 1.2. Assume that e : s′ ∈ P .
The proof is immediate with e.
(ii) Let I : Inv1 M (p ::P ), E : s ∈ (p ::M), N : s′ /∈ (p ::M), N ′ : s′ ∈ Next(s) and H : p /∈M .
We have to show that s′ ∈ Next(p)++P . We consider two cases by elimination of E:
 Case 2.1. Assume that e : s = p.
To show that s′ ∈ Next(p)++P , it suffices to show that s′ ∈ Next(p). This is given by
hypothesis N ′ : s′ ∈ Next(s) = Next(p).
 Case 2.2. Assume that e : s ∈M .
Clearly, from N , we can derive a proof E′ of s′ /∈M . We instantiate hypothesis I with e,
E′ and N ′. Thus, we obtain a proof H ′ : s′ ∈ (p ::P ). By elimination of H ′:
 Case 2.2.1. Assume that e′ : s′ = p.
We can show that this case leads to a contradiction. Indeed, we have that N : s′ =
p /∈ (p ::M) but clearly, p ∈ (p ::M). Contradiction.
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 Case 2.2.2. Assume that e′ : s′ ∈ P .
To show that s′ ∈ Next(p)++P , it suffices to show that s′ ∈ P which is given by
hypothesis e′. 
Invariant 2. The second invariant is defined as follows:
Inv2 : (M P : ListS)→ Prop
Inv2 M P ≡ ∀(s, s′ :S). s M P s′.
where the relation  is defined inductively as follows:
inductive  (MP : ListS) : S → S → Type
 -ε : ∀s. s ∈M → s M P s
 -step : ∀s, s′, s′′. s ∈M → s′ ∈ next(s)→ s′ M P s′′ → s M P s′′
 -P : ∀s, s′. s /∈M → s ∈ P → s  s′ → s M P s′
Proposition 2 Path normalization
Let M,P be two lists of states. We have,
(i) ∀(s, s′ :S). s ∈M → Inv1 M P → s  s′ → s M P s′,
(ii) ∀(s, s′ :S). s ∈ P → Inv1 M P → s  s′ → s M P s′.
Proof. Let M,P : ListS be two lists of states and let s, s′ be two states. Morever, let I : Inv1 M P
and let H : s  s′.
(i) Let E : s ∈M . We proceed by induction on H:
I Base step. Assume that e : s = s′.
We use constructor  -ε, thus it remains to prove that s ∈M which is given by E.
I Inductive step. Assume that there exists an index k : Fin(rank s) and a proof e : s[k]  s′.
The induction hypothesis is given by:
s[k] ∈M → s[k] M P s′. (IH)
By case-analysis on s[k] ∈? M , we consider two cases:
 Case 1.1. Assume that C : s[k] ∈M .
We use constructor  -step, thus it remains to show that there exists a state s′′ such
that s ∈M , s′′ ∈ Next(s) and s′′ M P s′. We pick s′′ := s[k]. The proof of s ∈M is
given by E, the proof of s′′ ∈ Next(s) is derived from (Next-spec), and finally, the
proof of s′′ M P s′ is obtained from C applied to the induction hypothesis (IH).
 Case 1.2. Assume that C : s[k] /∈M .
We use constructor  -step, thus it remains to show that there exists a state s′′ such
that s ∈M , s′′ ∈ Next(s) and s′′ M P s′. We pick s′′ := s[k]. The proof of s ∈M is
given by E, the proof of s′′ ∈ Next(s) is derived from (Next-spec). It still remains
to show that s′′ M P s′. First, we prove that C ′ : s[k] ∈ P . This is obtained by
applying E , C and H ′ : s[k] ∈ Next(s) (derived from (Next-spec)) to hypothesis I.
Finally, to prove s′′ M P s′, we use constructor  -P, thus it remains to show that
s[k] /∈M , s[k] ∈ P and s[k]  s′. All of these are given by C, C ′ and e respectively.
(ii) Let e : s ∈ P . By case-analysis on s ∈? M , we consider two cases:
 Case 2.1. Assume that C : s ∈M .
We conclude that s M P s′ with (i).
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 Case 2.2. Assume that C : s /∈M .
We use constructor  -P, thus it remains to show that s /∈M , s ∈ P and s  s′. All of
these are given by E, C and H respectively. 
Proposition 3 Invariant 2 preservation
Let M,P be two lists of states. We have,
(i) ∀(p :S). p ∈M → Inv1 M (p ::P )→ ∀s, s′. s M p ::P s′ → Inv2 M P s s′,
(ii) ∀(p :S). p /∈M → Inv1 M (p ::P )
→ ∀s, s′. s M p ::P s′ → Inv2 (p ::M) (Next(p)++P ) s s′.
Proof. Let M,P : ListS be a two lists of states and let s, s′ be two states.
(i) Let I1 : Inv1 M (p ::P ), I2 : s
M p ::P s′ and H : p ∈M .
We have to show that s M P s′. We proceed by induction on I2:
I Base step. Assume that e : s = s′ and e′ : s ∈M .
We use constructor  -ε, thus it suffices to show that s ∈M which is given by e′.
I Base step. Assume that e : s /∈M , e′ : s ∈ (p ::P ) and e′′ : s  s′.
By case-analysis on e′, we consider two cases:
 Case 1.1. Assume that C : s = p.
We have e : s = p /∈M and H : p ∈M . Contradiction.
 Case 1.2. Assume that C : s ∈ P . We use constructor  -P, thus it suffices to show
that s /∈M , s ∈ P and s  s′. All of these are given by e, C, and e′′ respectively.
I Inductive step. Assume that there exists s′′ : S such that e : s ∈M and e′ : s′′ ∈ Next(s).
The induction hypothesis is given by:
s′′ M P s′. (IH)
We have to show that s M P s′. We use constructor  -step, thus it suffices to show
that there exists a state t such that s ∈M , t ∈ Next(s), and t M P s′. For t, we pick
the state given by s′′. All remaining goals are proven by e, e′ and (IH) respectively.
(ii) Let I1 : Inv1 M (p ::P ), I2 : s
M p ::P s′ and H : p /∈M .
We have to show that s p ::M Next(p)++P s′. We proceed by induction on I2:
I Base step. Assume that e : s = s′ and e′ : s ∈M .
We use constructor  -ε, thus it suffices to show that s ∈ (p ::M) which is given by e′.
I Base step. Assume that e : s /∈M , e′ : s ∈ (p ::P ) and e′′ : s  s′.
By case-analysis on e′, we consider two cases:
 Case 2.1. Assume that C : s = p.
To show that s p ::M Next(p)++P s′, we use Proposition C.2 (i). Thus, it remains
to show that s ∈ (p ::M), Inv1 (p ::P ) (Next(p)++P ) and s  s′. The first one is
obtained from C, the second one is given by applying I1 and H Proposition C.1
(ii), and the last one is given by e′′.
 Case 2.2. Assume that C : s ∈ P .
To show that s p ::M Next(p)++P s′, we use Proposition C.2 (ii). Thus, it remains to
show that s ∈ Next(p)++P , Inv1 (p ::P ) (Next(p)++P ) and s  s′. The first one is
obtained from C, the second one is given by applying I1 and H to Proposition C.1 (ii).
Finally, to prove s ∈ Next(p)++P , it suffices to show that s ∈ P which is given by C.
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I Inductive step. Assume that there exists s′′ : S such that e : s ∈M and e′ : s′′ ∈ Next(s).
The induction hypothesis is given by:
s′′ p ::M Next(p)++P s′. (IH)
We have to show that s p ::M Next(p)++P s′. We use constructor  -step, thus it suf-
fices to show that there exists a state t such that s ∈ (p ::M), t ∈ Next(s), and
t p ::M Next(p)++P s′. For t, we pick the state given by s′′. All remaining goals are proven
by e, e′ and (IH) respectively. 
Lemma 2 Completeness of succs
Let M,P be two lists of states. Moreover, let A be a proof that the pair (M,P ) is @-accessible
and let s be a state. If,
Inv1 M P
then,
∀(s′ :S). s M P s′ → s′ ∈ succs M N A.
Proof. LetM,P : ListS be a list of states and let s be a state. Moreover, let A : Acc ( @ ) (M,P )
be a proof that (M,P ) is @-accessible. We proceed by induction on the accessibility proof A:
I Base step. Inductive type without a base constructor.
I Inductive step. Assume that A = acc-intro f where f : ∀L. L @ (M,P )→ Acc ( @ ) L.
Moreover, let s′ : S such that I : s M P s′ and let H : Inv1 M P . The induction hypothesis
is given by:
∀(M ′, P ′ : List s). ∀(H : (M ′, N ′) @ (M,P )).
Inv1 M
′ P ′ → ∀s′. s M ′ P ′ s′ → s′ ∈ succs M ′ P ′ (f(H)). (IH)
By case-analysis on P , we consider two cases:
 Case 1. Assume that P = [ ].
We have to show that s′ ∈ succs M [ ] A = M . We proceed by induction on I : s M [ ] s′:
I Base step. Assume that e : s = s′ and e′ : s ∈M .
We conclude that s′ = s ∈M with hypothesis e′.
I Base step. Assume that e : s /∈M , e′ : s ∈ P and e′′ : s  s′.
Because P is the empty list, the proof e′ leads to a contradiction.
I Inductive step. Assume that there exists s′′ : S such that e : s ∈M , e′ : s′′ ∈ Next(s)
and e′′ : s′′ M [ ] s′.
The induction hypothesis is given by:
s′ ∈M. (IH′)
We conclude that s′ ∈M with (IH′).
 Case 2. Assume that P = p ::P ′ where p : S and P ′ : ListP .
By case-analysis on p ∈? M , we consider two cases:
 Case 2.1. Assume that e : p ∈M .
We prove that s′ ∈ succs M P ′ by instantiating the induction hypothesis (IH) with
M ′ := M and P := P ′. Thus, it remains to show that both invariants are preserved.
The proof of Inv1 M P
′ is given by applying e to Proposition C.1 (i). The proof of
s M P ′ s′ is given by applying e to Proposition C.3 (i).
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 Case 2.2. Assume that e : p /∈M .
We prove that s′ ∈ succs (p ::M) (Next(p)++P ′) by instantiating the induction
hypothesis (IH) with M ′ := M and P := P ′. Thus, it remains to show that both
invariants are preserved. The proof of Inv1 (p ::M) (Next(p)++P
′) is given by
applying e to Proposition C.1 (ii). The proof of s p ::M Next(p)++P ′ s′ is obtained by
Proposition C.3 (ii) applied with e. 
Theorem 1 Soundness of [ ]∗
Let s, s′ be two states. If, s′ ∈ [s]∗ then, s  s′.
Proof. Let s, s′ be two states and H : s′ ∈ [s]∗. We apply Lemma C.1, thus it remains to show
that the invariant holds initially. Indeed, we have to prove that:
∀(s′ :S). (s ∈ [ ]) unionmulti (s ∈ [s])→ s  s′.
Let s′ : S. In order to prove that s  s′, it suffices to show that s ∈ [s] which holds trivially. 
Theorem 2 Completeness of [ ]∗
Let s, s′ be two states. If, s  s′ then, s′ ∈ [s]∗.
Proof. Let s, s′ be two states and H : s  s′. We apply Lemma C.2, thus it remains to show that
the invariant holds initially. Indeed, we have to prove that:
(∀(s, s′ :S). s ∈ [ ]→ s′ /∈ [ ]→ s′ ∈ next(s)→ s′ ∈ [s]) ∧ (s [ ] [s] s′).
• ∀(s, s′ :S). s ∈ [ ]→ s′ /∈ [ ]→ s′ ∈ Next(s)→ s′ ∈ [s]:
Let s, s′ be two states and M : s ∈ [ ]. Clearly, the type of M is empty. Contradiction.
• s [ ] [s] s′:
We use constructor  -P thus, it remains to prove s /∈ [ ], s ∈ [s] and s  s′. The first two






Les assistants de preuve sont des outils de´veloppe´s par les informaticiens dans le but de
faciliter le raisonnement formel. En ce sens, ces outils fournissent un cadre formel permettant
l’expression d’e´nonce´s ainsi que de leurs proprie´te´s. Ensuite, en utilisant les re`gles de preuve de
la logique sous-jacente, les preuves des the´ore`mes sont donne´es a` l’ordinateur pour ve´rification. La
the´orie des types de´pendants est un formalisme pouvant servir comme fondation alternative a` la
the´orie des ensembles pour exprimer les mathe´matiques. Plus ge´ne´ralement, de telles the´ories des
types offrent un cadre unifie´ permettant la de´finition de structures de donne´es, des programmes
manipulant ces structures et l’expression de leurs proprie´te´s. Concre`tement, cela signifie que
le meˆme langage est utilise´ a` la fois pour de´finir les programmes, pour e´noncer leurs spe´cifications,
et enfin exprimer la preuve de leur correction. La notion de constructivite´ peut eˆtre exploite´e afin
d’extraire un programme a` partir du terme de preuve de sa spe´cification. Certaines the´ories
inte`grent de puissants principes de raisonnement tels que l’induction pour raisonner sur des objets
finis, ou la co-induction pour raisonner sur les objets infinis.
Les graphes sont une structure de donne´es omnipre´sente en informatique. Ils sont utilise´s pour
donner une se´mantique aux logiques, pour mode´liser des calculs, ou encore pour de´crire des
relations entre objets. Le proble`me consistant a` repre´senter la structure de graphes en the´orie
des types de´pendants peut s’ave´rer difficile. En effet, le principal obstacle est que, dans leur
forme la plus ge´ne´rale, les structures de graphe peuvent eˆtre cycliques. En conse´quence, le
principe d’induction, qui est le principe de base du raisonnement en the´orie des types de´pendants,
e´choue a` capturer une telle circularite´. En effet, les types inductifs sont base´s sur le principe
de bonne-fondation. Ne´anmoins, il est bien connu que les approches base´es sur les coalge`bres
sont plus adapte´es pour raisonner sur des structures non bien-fonde´es [Rut00], c’est-a`-dire, des
structures infinies ou pre´sentant une forme de circularite´. Dans ce contexte, les types co-inductifs
offrent un cadre naturel pour de´finir et raisonner sur ce type d’objets. L’ide´e principale re´side
dans le fait que les structures cycliques peuvent eˆtre vues comme des arbres infinis en proce´dant
a` un de´pliage infini de leurs cycles. Une telle approche a e´te´ poursuivie dans [Pic12] ou` a e´te´
conside´re´ le proble`me de la repre´sentation de graphes dans l’assistant de preuve Coq.
Cependant, ce type de raisonnement ne s’applique pas naturellement aux structures circulaires
finies. En effet, une repre´sentation co-inductive de ces structures circulaires finies entraˆıne une perte
d’information : la proprie´te´ de finitude. En conse´quence, les types co-inductifs ne nous permettent
pas de pouvoir faire la distinction entre structures circulaires finies et structures infinies. De`s
lors, il est inte´ressant de conside´rer la proble´matique de la caracte´risation du sous-ensemble des
termes co-inductifs posse´dant cette proprie´te´ de finitude, ainsi que le proble`me de sa pre´servation.
D’autre part, sachant que l’on se place dans le cadre d’une the´orie constructive, il existe des
caracte´risations de la proprie´te´ de finitude [SC10, FU15] qui ne sont pas toutes e´quivalentes.
En effet, certaines caracte´risations requie`rent le fait que l’e´galite´ soit de´cidable, c’est-a`-dire, tel
qu’il existe une proce´dure calculatoire justifiant cette e´galite´. De plus, il peut eˆtre inte´ressant de
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conside´rer des variantes plus faibles de la proprie´te´ de finitude capturant des sous-ensembles plus
larges de ces structures circulaires finies, tout en e´tant suffisamment fortes pour pre´server la
calculabilite´. Les arbres re´guliers [Cou83] sont un des exemples fondamentaux d’arbres infinis
posse´dant une proprie´te´ de finitude. Intuitivement, les arbres re´guliers sont un sous-ensemble
des arbres infinis ayant la proprie´te´ que l’ensemble de leurs sous-arbres distincts est fini. Par
exemple, ces arbres sont utilise´s pour caracte´riser les solutions de syste`mes finis d’e´quations.
Plus concre`tement, les structures circulaires finies interviennent lorsque l’on conside`re le
de´pliage se´mantique d’ope´rateurs d’ite´ration pre´sents dans la syntaxe de langages. On peut
citer les langages fonctionnels contenant la construction let rec servant a` exprimer la re´cursivite´
ge´ne´rale, les boucles while dans les langages impe´ratifs, ou encore l’ope´rateur µ dans les alge`bres
de processus (resp. de certaines the´ories des types) de´notant les processus re´cursifs (resp. les
types re´cursifs). Se´mantiquement, de tels termes sont ge´ne´ralement identifie´s a` leur de´pliage.
En conse´quence, le raisonnement sur ces termes doit prendre en compte cette identification. De
plus, les ope´rations de´finies sur ces termes doivent eˆtre invariantes par de´pliage. En revanche,
le raisonnement inductif ne capture pas en ge´ne´ral ce principe d’identification. Cependant, s’il
l’on se place du point de vue des termes infinis, l’ope´ration de de´pliage devient transparente.
Dans ce cas, il peut eˆtre inte´ressant de re´utiliser le cadre des types co-inductifs qui par de´finition
identifient les termes a` leurs de´pliages. Par exemple, ce cadre pourrait permettre de de´finir des
ope´rations par co-ite´ration ou permettre de raisonner sur celles-ci par co-induction.
L’objet de cette the`se est de proposer une the´orie me´canise´e des arbres re´guliers dans la
the´orie des types de´pendants. En particulier, nous attacherons une grande importance a` donner
une de´finition formelle des arbres re´guliers prenant en compte les spe´cificite´s de la the´orie des types
de´pendants dans laquelle nous travaillons, tout en restant entie`rement constructif et de´finitionnel
(sans axiome supple´mentaire).
Plan et re´sume´ des contributions
Dans cette section, nous fournissons un aperc¸u des chapitres composant cette the`se accompagne´
d’un re´sume´ de chacune des contributions.
Chapitre I [Pre´liminaires]. Ce chapitre est une bre`ve introduction a` la the´orie des types
de´pendants : le calcul des constructions (co)inductives. Cette the´orie servira comme base pour
les fondements mathe´matiques de tous les re´sultats pre´sente´s dans les chapitres ulte´rieurs.
En particulier, nous introduisons les types inductifs et co-inductifs ainsi que les principes de
raisonnement qui leur sont associe´s. De plus, nous donnons une pre´sentation des types co-inductifs
au travers d’une se´mantique cate´gorique, c’est-a`-dire, vus comme des coalge`bres (faiblement)
finaux.
Ensuite, nous introduisons diverses de´finitions non-e´quivalentes des setoids finis. Ces de´finitions
constituent une simple ge´ne´ralisation des de´finitions de types finis tels qu’elles sont trouve´es
dans la litte´rature. Cette ge´ne´ralisation vers les setoids est motive´e par le fait que la logique
sous-jacente dans laquelle nous travaillons ne posse`de pas de types quotients. De plus, la relation
de bissimilarite´ sur les types co-inductifs n’est pas une congruence. De`s lors, il n’est pas possible
de substituer des termes bissimilaires dans des contextes arbitraires.
La principale contribution de ce chapitre est une bibliothe`que me´canise´e des setoids finis. En
particulier, nous conside´rons des formes faibles de setoids finis dans le sens ou` l’e´quivalence du
setoid n’est pas ne´cessairement de´cidable.
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La pre´sentation des types co-inductifs s’appuie en partie sur ces travaux:
[AS14] Benedikt Ahrens and Re´gis Spadotti. Terminal semantics for codata types in
intensional Martin-Lo¨f type theory. In TYPES, volume 39 of LIPIcs, pages
1–26. Schloss Dagstuhl—Leibniz-Zentrum fu¨r Informatik, 2014
[ACS15] Benedikt Ahrens, Paolo Capriotti, and Re´gis Spadotti. Non-wellfounded trees
in homotopy type theory. In TLCA, volume 38 of LIPIcs, pages 17–30. Schloss
Dagstuhl—Leibniz-Zentrum fu¨r Informatik, 2015
Chapitre II [Arbres re´guliers]. Ce chapitre est divise´ en deux parties. Dans un premier
temps, nous formalisons le type des arbres re´guliers comme une restriction des types co-inductifs
sur une signature arbitraire. Cette formalisation des arbres re´guliers utilise la hie´rarchie des
setoids finis introduite dans le chapitre 1. En particulier, nous ne prenons pas comme hypothe`se le
fait que le type des symboles de fonctions (de´crit par une signature) posse`de une e´galite´ de´cidable.
Ne´anmoins, cette de´finition est suffisamment constructive pour prouver que les arbres re´guliers
sont clos pour la relation de sous-arbre.
Dans un second temps, nous de´finissons une syntaxe des arbres re´guliers au moyen de termes
cycliques. Cette repre´sentation syntaxique est ensuite prouve´e correcte et comple`te par rapport a`
la caracte´risation co-inductives des arbres re´guliers. De plus, nous donnons une axiomatisation
correcte et comple`te de l’e´quivalence entre termes cycliques. Enfin, nous prouvons que la fonction
associant un terme cyclique a` un arbre re´gulier est un isomorphisme de setoids.
Les principales contributions de ce chapitre sont re´sume´es dans la table suivante :
Type des arbres re´guliers RegS Proposition 2.14
Cloˆture pour la relation sous-arbre The´ore`me 2.5
Type des termes cycliques CS Proposition 2.15
Correction de la repre´sentation syntaxique The´ore`me 2.7
Comple´tude de la repre´sentation syntaxique The´ore`me 2.9J K : CS → RegS est un isomorphisme de setoid The´ore`me 2.12
Chapitre III [Transducteurs d’arbres]. Dans ce chapitre, nous e´tudions et de´finissons
a` l’aide de sche´mas (co)re´cursifs, diffe´rentes classes de morphismes d’arbres pre´servant la proprie´te´
de re´gularite´. Dans ce but, nous utilisons le formalisme des transducteurs d’arbres comme outil
pour mode´liser la syntaxe abstraite des de´finitions de fonctions co-re´cursives comme en Agda ou
en Coq. En particulier, nous e´tudions diverses sortes de transducteurs d’arbres d’expressivite´
croissante. Finalement, chaque terme de cette syntaxe abstraite est re´ifie´ en un morphisme entre
arbres re´guliers.
Les principales contributions de ce chapitre sont re´sume´es dans la table ci-dessous :
Transducteur (d’arbres) descendant garde´ Proposition 3.9
De´rivation d’un morphisme d’arbre pre´servant la re´gularite´ The´ore`me 3.2
Transducteur (d’arbres) descendant avec re`gles ε Proposition 3.11
De´rivation d’un morphisme d’arbre pre´servant la re´gularite´ The´ore`me 3.3
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Transducteur (d’arbres) descendant a` observation finie Proposition 3.13
De´rivation d’un morphisme d’arbre pre´servant la re´gularite´ The´ore`me 3.4
Transducteur (d’arbres) descendant binaire Proposition 3.16
De´rivation d’un morphisme d’arbre pre´servant la re´gularite´ The´ore`me 3.5
Chapitre IV [Applications]. Dans ce chapitre, nous pre´sentons des exemples exploitant
la the´orie me´canise´e des arbres re´guliers qui a e´te´ de´veloppe´e dans les chapitres pre´ce´dents. En
prenant l’exemple du calcul de l’ope´ration de composition paralle`le d’une alge`bre de processus telle
que CSP, nous montrons comment un proble`me de terminaison peut eˆtre reformule´ en un proble`me
de productivite´. La composition paralle`le est de´finie comme un transducteur d’arbres descendant.
Ensuite, nous conside´rons des proble`mes de de´cidabilite´ sur le type des arbres re´guliers. En effet,
certaines proprie´te´s inde´cidables sur les arbres infinis deviennent de´cidables sur ce fragment.
Dans ce but, nous donnons une interpre´tation du µ-calcul coalge´brique sur le type des arbres
re´guliers. En particulier, nous montrons que la relation de bissimilarite´ est de´cidable sur les arbres
re´guliers via une traduction vers un proble`me de ve´rification de mode`les.
Les principales contributions de ce chapitre sont de´taille´es dans la table suivante :
De´finition de la composition paralle`le de´finie par un transducteur d’arbres Section 4.1
Interpre´tation du µ-calcul sur les arbres re´guliers Section 4.2
De´cidabilite´ de la satisfiabilite´ des formules du µ-calcul (model-checking) The´ore`me 4.1
De´cidabilite´ de la bissimilarite´ The´ore`me 4.2
Un sous-ensemble des re´sultats pre´sente´s dans les chapitres 3 a` 4 a e´te´ publie´ dans
[Spa15] Re´gis Spadotti. A mechanized theory of regular trees in dependent type theory.




Dans ce chapitre, nous introduisons la the´orie des types utilise´e dans cette the`se. Tout d’abord,
nous donnons une introduction ge´ne´rale de la the´orie des types de´pendants qui nous servira
comme cadre formel pour e´noncer toutes les de´finitions et tous les re´sultats des chapitres qui
suivent. Ensuite, nous e´tudions diverses notions de types finis et de setoids finis dans un cadre
constructif. Les setoids finis constituent le principal outil the´orique pour caracte´riser la proprie´te´
de re´gularite´ sur les arbres infinis. De plus, nous introduisons e´galement la notion de signature
afin d’abstraire les proprie´te´s structurelles des arbres. Enfin, nous pre´sentons une e´tude de la
se´mantique des types co-inductifs selon une approche coalge´brique.
I.1. The´orie des types de´pendants
Dans cette section, nous introduisons la the´orie des types qui nous servira a` formaliser les
diffe´rents re´sultats pre´sente´s dans cette the`se. Cette the´orie des types se nomme le calcul des
constructions (co-)inductives [CH88, CP88, Gim96] et est imple´mente´e dans l’assistant de preuve
Coq. Dans les sections suivantes, nous introduisons succinctement les diffe´rentes constructions
syntaxiques pre´sentes dans cette the´orie.
I.1.1. Types de bases et ope´rateurs
Nous supposons que le lecteur est de´ja` familier a` une the´orie des types de´pendants telle qu’elle
peut eˆtre imple´mente´e dans les assistants de preuves comme Agda ou Coq. C’est pourquoi,
nous ne rappelons pas dans le de´tail les diffe´rentes re`gles de typage et de re´ductions. Ne´anmoins,
nous introduisons les constructions syntaxiques ainsi que les notations que nous utiliserons car
celles-ci diffe`rent de celles utilise´es en Coq.
Tout d’abord, nous supposons a` la base de la hie´rarchie, l’existence d’une sorte Prop utilise´e
pour repre´senter l’univers des propositions logiques. Ensuite, vient la sorte Typei indexe´e par
un nombre naturel i, de sorte que Prop soit un sous-type de Type0 et que, plus ge´ne´ralement,
Typei soit un sous-type de Typei+1. L’univers des propositions est suppose´ impre´dicatif alors que
les univers des types sont eux suppose´s pre´dicatifs. En Coq, les niveaux d’univers peuvent eˆtre
infe´re´s ainsi il n’est pas ne´cessaire de les mentionner explicitement. Nous suivons cette convention
dans le reste de cette the`se. Il est important de noter que l’univers des propositions permet de
repre´senter des termes de´pourvus de contenu calculatoire. De`s lors, il existe une se´paration stricte
entre les sortes Prop et Type de sorte que les termes dans Prop ne peuvent pas eˆtre, en ge´ne´ral,
e´limine´s pour obtenir des termes dans Type.
Nous admettons l’existence de types de base comme le type 0 : Type (vide) qui n’est habite´
par aucun e´lement ; le type 1 : Type (unite´) qui est habite´ par un unique e´le´ment tt. Ces types
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de base ont un e´quivalent dans la sorte des propositions. Ainsi, nous notons ⊥ : Prop le type
repre´sentant la proposition toujours fausse et > : Prop, la proposition qui est toujours vraie.
De plus, nous supposons aussi l’existence d’ope´rateurs sur les types. Par exemple, l’ope´rateur
A→ B permet de construire le type des fonctions ou encore l’ope´rateur A×B (resp. A unionmultiB)
permet de construire le produit (resp. la somme disjointe) de types. Les e´quivalents dans la
sorte Prop sont donne´s par A ∧ B et A ∨ B de´signant respectivement la conjonction et la
disjonction de propositions. L’ensemble de ces types de bases est re´sume´ dans le tableau 1.1. Enfin,
nous admettons l’existence de l’ope´rateur
∏
qui permet de construire des fonctions avec types
de´pendants (
∏
a:AB(a)) ainsi que l’ope´rateur
∑




I.1.2. Types inductifs et co-inductifs
Les types inductifs offrent la possibilite´ d’e´tendre la the´orie avec de nouveaux types. En
particulier, ils permettent l’e´criture de de´finitions re´cursives. Pour chaque de´finition inductive,
l’assistant de preuve Coq ge´ne`re un principe d’induction permettant de raisonner sur ces types.
Par exemple, les nombres naturels sont de´finis inductivement de la fac¸on suivante :
inductive N : Type
zero : N
suc : N→ N.
Le principe d’induction associe´ aux nombres naturels prend la forme suivante :
N-rect
P : N→ Type P (zero) ∀(n :N). P (n)→ P (sucn)
∀(n :N). P (n) .
Les types inductifs peuvent aussi eˆtre indexe´s par d’autres types. Dans ce cas, on parle de
familles inductives. Ainsi le type repre´sentant les listes de taille fixe peut eˆtre introduit comme
une famille inductive indexe´e par leur taille :
inductive Vec (A : Type) : N→ Type
[ ] : Vec A zero
:: : {n : N} → A→ Vec A n→ Vec A (sucn).
Les termes des types inductifs peuvent eˆtre e´limine´s en utilisant la construction syntaxique
appele´e filtrage par motif (pattern-matching) match . . . with . . . end. Il est aussi possible de
proce´der a` cette e´limination en utilisant des de´finitions de fonctions par e´quations. De`s lors, chaque
e´quation constitue un cas a` conside´rer dans la de´finition. Ensuite, chacune d’entre elles doit eˆtre
ve´rifie´e afin de s’assurer qu’aucun cas n’a e´te´ omis et que chaque terme a e´te´ correctement e´limine´.
Les types enregistrements de´pendants permettent aussi d’introduire des de´finitions inductives
avec des fonctions de projections pre´de´finies. Ainsi, le type des paires de´pendantes peut eˆtre de´fini
par un enregistrement de´pendant de la fac¸on suivante :




Les deux fonctions de projections, ici proj1 et proj2 sont de´rive´es automatiquement et permettent
d’extraire respectivement, le premier et le second e´le´ment d’une paire de´pendante.
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Dans le cadre d’une de´finition de fonction re´cursive, il est ne´cessaire de s’assurer que la
fonction termine pour chaque entre´e. Si l’on autorisait une forme de re´cursivite´ ge´ne´rale, il serait
alors possible de montrer l’inconsistence de la the´orie, vue comme un syste`me logique. En effet, il
serait tre`s facile de construire une preuve de faux (type ⊥) en de´finissant une fonction re´cursive
bouclant inde´finiment. L’assistant de preuve Coq se base sur l’observation de sche´mas syntaxiques
pour s’assurer de la terminaison des fonctions. En revanche, lorsque le sche´ma de de´finitions
de la fonction ne s’inscrit pas dans ce cadre, il est ne´cessaire de fournir une preuve explicite de
terminaison. Ge´ne´ralement, cela consiste a` identifier une relation d’ordre bien-fonde´e (mesure)
entre les e´le´ments en entre´e.
Les types co-inductifs sont duaux aux types inductifs. Intuitivement, ils permettent de
produire des termes par application infinie des constructeurs. Par opposition, les termes des
types inductifs sont construits par application finie des constructeurs. Les types co-inductifs sont
introduits de la meˆme manie`re que les types inductifs. Par exemple, le type des flots (Stream) se
de´finit de la fac¸on suivante :
coinductive Stream (A : Type) : Type
:: : A→ StreamA→ StreamA.
Le type des flots peut eˆtre utilise´, par exemple, pour mode´liser le comportement infini de syste`mes
re´actifs. Les types co-inductifs peuvent aussi eˆtre utilise´s pour repre´senter des structures cycliques
comme des automates ou des graphes.
I.1.3. Egalite´, type identite´ et setoids
Nous introduisons deux types d’e´galite´ afin de permettre un raisonnement e´quationnel.
La premie`re e´galite´ est dite de´finitionnelle dans le sens ou` elle se situe au niveau de la me´ta-
the´orie. Nous notons A ≡ B quand les termes A et B sont de´finitionnellement e´gaux. L’e´galite´
de´finitionnelle prend en compte les diffe´rentes re`gles de re´duction du calcul des constructions
(co-)inductives (β, η, δ, . . . ).
Afin de pouvoir raisonner sur l’e´galite´ entres termes (ou types) dans la the´orie elle-meˆme,
il est ne´cessaire de proce´der a` une internalisation de l’e´galite´ de´finitionnelle au moyen de l’e´galite´
de Leibniz (type identite´) :
inductive = (A : Type) (x : A) : A→ Prop
refl : x = x.
Il n’y a qu’un unique constructeur refl (reflexivite´) de sorte qu’une preuve de reflexivite´ n’est
possible que si les termes sont de´finitionnellement e´gaux. Il est important de noter que le type
identite´ est une congruence. En effet, il est possible de de´finir une fonction de substitution
permettant la re´e´criture dans un contexte arbitraire. L’e´galite´ de Leibniz est dite intensionnelle
(par opposition a` extensionnelle) car elle ne satisfait pas la re`gle suivante :
reflection rule
A = B
A ≡ B .
De plus, nous introduisons le type h-prop (mere propositions). Le type A est un h-prop s’il est
habite´ et ve´rifie la proprie´te´ suivante :
∀(p, q :A). p = q.
Parfois, l’e´galite´ de Leibniz est trop fine et il peut eˆtre ne´cessaire de pouvoir identifier des
termes a` e´quivalence pre`s (pour une notion ade´quate d’e´quivalence). Par exemple, les fonctions
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peuvent eˆtre conside´re´es comme e´quivalentes lorsqu’elles sont extensionnellement e´gales. En the´orie
des ensembles, cette notion peut eˆtre re´alise´e au moyen d’ensembles quotients. Cependant, la
the´orie des types que nous utilisons ne permet pas la construction de types quotients. Ne´anmoins,
une internalisation possible de ces types est obtenu par l’introduction des setoids [BCP03]. Un
setoid est de´fini comme un type e´quipe´ d’une relation d’e´quivalence (re´flexive, symme´trique,
transitive) de sorte que les termes dans le setoid sont identifie´s par cette relation. Les setoids
seront particulie`rement utiles pour raisonner sur les types co-inductifs a` bissimilarite´ pre`s.
L’imple´mentation des setoids en Coq est base´e sur les classes de types [SO08] introduisant une
forme de polymorphisme ad hoc. En outre, cela autorise une forme de surcharge. Ainsi, une meˆme
notation peut eˆtre utilise´e et spe´cialise´e pour chaque type. Dans le contexte des setoids, nous
utilisons la notation ≈ pour de´signer la relation d’e´quivalence associe´e au setoid.
I.2. Types et setoids finis
Les types et setoids finis sont tre`s utilise´s tout au long de cette the`se. En particulier, ils
nous seront utiles pour de´finir la proprie´te´ de re´gularite´ des arbres infinis. Dans ce qui suit, nous
introduisons succinctement les diffe´rentes versions de types et setoids finis que nous avons e´tudie´es.
Les re´sultats pre´sente´s ci-apre`s sont une ge´ne´ralisation imme´diate aux setoids des re´sultats
disponibles dans [FU15, SC10, GP15] pour les types finis.
I.2.1. Types finis canoniques
Les types finis canoniques sont indexe´s par leur cardinal (leur nombre d’e´le´ments) et
correspondent a` la repre´sentation en the´orie des types de l’ensemble {m : m < n}. Ils peuvent
aussi eˆtre introduits par une famille inductive (type Fin).
I.2.2. Setoids finis
Un type A (FiniteA) est dit fini s’il existe une bijection avec un type fini canonique, pour
un cardinal donne´. Cette notion se ge´ne´ralise aux setoids lorsque la bijection respecte les relations
d’e´quivalence des setoids. Nous montrons que les types et setoids finis sont clos pour les ope´rations
de produit, somme et exponentiation.
I.2.3. Setoids e´nume´rables
Une autre variante de types ou setoids finis est donne´e par l’existence d’une fonction
d’indexation des e´le´ments. On parle alors de types (setoids) e´nume´rables (FinitelyIndexed).
Nous montrons que cette variante est e´quivalente a` la caracte´risation pre´ce´dente (type/setoid
fini). De plus, nous prouvons e´galement que cette variante est e´quivalente a` la de´finition plus
classique de type fini, donne´e par l’existence d’une liste sans e´le´ment duplique´ qui contient tous les
habitants du type.
I.2.4. Setoids faiblement finiment indexe´s
Dans le contexte des setoids, nous avons e´tudie´ une version plus faible de la fonction
d’indexation dans le sens ou`, celle-ci peut ne pas respecter la relation d’e´quivalence du setoid.
Intuitivement, deux e´le´ments e´quivalents dans le setoid peuvent eˆtre indexe´s par des e´le´ments
diffe´rents. On parle alors d’un setoid faiblement finiment indexe´ (WFI). Nous avons prouve´
que les setoids e´nume´rables sont faiblement finiment inde´xe´s mais que la re´ciproque n’est pas vraie
constructivement.
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I.2.5. Setoids a` fonction d’exploration
Les fonctions d’exploration (Explore) constituent une autre manie`re de caracte´riser les
types ou setoids finis. La principale diffe´rence avec les versions pre´ce´demment introduites est
que ces fonctions sont caracte´rise´es par des principes d’introduction et d’e´limination. La notion de
setoid a` fonction d’exploration est e´quivalente a` la notion de setoid faiblement finiment indexe´.
I.2.6. Setoids sans suite injective
Enfin, la dernie`re variante e´tudie´e de´finit un setoid comme fini de`s lors qu’il n’existe pas de
fonction injective depuis N. On parle de setoid sans suite injective (Streamless). Nous avons
prouve´ que cette notion est plus faible que la notion de setoid faiblement finiment indexe´.
I.3. Signatures et signatures indexe´es
Dans cette section, nous introduisons les de´finitions de signatures ainsi que leur variante
inde´xe´e. Puis, nous de´finissons l’alge`bre de termes (resp. co-termes) librement engendre´e par
une signature.
I.3.1. Signatures
Une signature (ou alphabet gradue´) est de´finie comme la donne´e d’un ensemble de symboles
ou ope´rateurs et d’une fonction associant a` chaque ope´rateur son arite´. Le type des signatures est
de´fini par un enregistrement de´pendant OpCAr ou` la premie`re fonction de projection Op : Type
associe le type des ope´rateurs et la seconde projection Ar : Op→ N donne la fonction d’arite´.
Les signatures induisent un endofoncteur sur Type appele´ foncteur d’extension.
ext : Sig→ Type→ Type
ext S X ≡ ∑o:S.Op Vec X (S.Ar o).
Le point fixe de ce foncteur peut eˆtre obtenu par une de´finition de type inductif. Cela permet, par
exemple, de raisonner sur les types inductifs dans la the´orie elle-meˆme via leur signature.
I.3.2. Signatures indexe´es
Les signatures indexe´es (multi-sorte´es) constituent une ge´ne´ralisation des signatures en
ajoutant des contraintes de typage (sortes) au niveau des arguments des ope´rateurs. Le type des
signatures indexe´es est introduit par un enregistrement de´pendant indexe´ par un type repre´sentant
les sortes S. La premie`re fonction de projection Op : Type renvoie le type des ope´rateurs et la
seconde projection Typ : Op→ ListS associe a` chaque ope´rateur une liste de sortes pour chacun
de ces arguments. Par ailleurs, l’arite´ de l’ope´rateur est donne´e par la longueur de cette liste.
Comme pour les signatures, on peut construire le foncteur d’extension ainsi que son point
fixe, correspondant dans ce cas aux familles inductives.
I.3.3. Alge`bre de termes
E´tant donne´ une signature S, le type de tous les termes construits a` partir de l’ensemble
des ope´rateurs de S est appele´ l’alge`bre de termes induite par S. Il est de´fini inductivement
comme suit :
inductive T (S : Sig) : Type
C : (o : S.Op)→ Vec TS (S.Ar o)→ TS .
L’ajout de variables de type X construit la monade libre induite par S:
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inductive TS (X : Type) : Type
C : (o : S.Op)→ Vec (TS(X)) (S.Ar o)→ TS(X)
var : X → TS(X).
Notons qu’il est possible d’internaliser le type des variables dans la signature. La structure de
monade du type TS(X) est donne´e par une ope´ration subst de substitution posse´dant de bonnes
proprie´te´s alge´briques ainsi que d’une ope´ration (var) d’injection des variables dans TS(X).
I.4. Coalge`bres et types co-inductifs
Dans cette section, nous e´tudions les relations entre les structures coalge´briques et les types
co-inductifs.
I.4.1. Se´mantique des types co-inductifs
Nous rappellons qu’en the´orie des cate´gories une coalge`bre pour un foncteur F est donne´e par
une paire (X,α : X → F (X)) ou` X est le support du coalge`bre et α est la fonction d’observation.
Le type des co-termes induit par une signature S est de´fini co-inductivement comme suit :
coinductive coT (S : Sig) : Type
J : (o : S.Op)→ (Fin(S.Ar o)→ coTS)→ coTS .
En particulier, le type coTS posse`de une structure de S-coalge`bre.
Un morphisme de coalge`bres est donne´ par une fonction f : X → Y entre les supports des
coalge`bres, de sorte que le diagramme suivant commute :
X Y




De plus, une coalge`bre X est dite terminale lorsque pour toute coalge`bre Y , il existe un unique
morphisme X → Y . On peut montrer que le type coTS est une coalge`bre faiblement terminale.
En effet, nous avons seulement l’existence du morphisme mais pas son unicite´.
I.4.2. E´galite´ et types co-inductifs
Pre´ce´demment, nous avons mentionne´ que le type coTS peut eˆtre vu comme une coalge`bre
faiblement terminale. Cependant, il est inte´ressant de discuter pourquoi cette coalge`bre n’est
pas terminale. Intuitivement, la raison principale est due au fait que l’e´galite´ de Leibniz n’identifie
pas les fonctions extensionnellement e´gales. En effet, pour eˆtre terminale, la coalge`bre coTS
doit satisfaire un principe d’extensionnalite´ appele´ bissimilarite´. La relation de bissimilarite´ est
de´finie comme la plus grande relation de bissimulation. En particulier, lorsque la coalge`bre est
terminale alors la relation de bissimilarite´ co¨ıncide avec la relation d’e´galite´. On parle alors de
principe de co-induction [Rut00].
CHAPITRE DEUX
Arbres re´guliers
Dans ce chapitre, nous proposons une de´finition formelle du type des arbres re´guliers [Cou83]
sur une signature abstraite. Tout d’abord, nous donnons une caracte´risation des arbres re´guliers
base´e sur une restriction de la repre´sentation co-inductive des arbres infinis. Intuitivement, cette
restriction consiste a` ne conside´rer que les arbres infinis tels que l’ensemble de leur sous-arbres est
fini. Dans ce but, nous utilisons une grande partie des notions sur les setoids finis introduites dans
le chapitre pre´ce´dent. De plus, nous avons pour objectif de conside´rer une notion de sous-arbre qui
soit aussi inde´pendante que possible de la repre´sentation des arbres conside´re´e. Bien que la notion
de finitude choisie pour caracte´riser l’ensemble des sous-arbres soit faible1, nous montrons qu’elle
est ne´anmoins suffisante pour obtenir, de fac¸on constructive, la proprie´te´ de fermeture suivante :
« un sous-arbre d’un arbre re´gulier est encore re´gulier. »
Ensuite, nous introduisons une syntaxe ayant pour but de caracte´riser tous les arbres re´guliers.
Cette syntaxe est base´e sur une repre´sentation inductive des arbres infinis vus comme des termes
cycliques [GHUV06]. Ici, les cycles dans les termes sont encode´s au moyen de lieurs. Contrairement
a` la caracte´risation base´e sur les types co-inductifs, les cycles sont explicites. Le principal avantage
d’une approche syntaxique est que les arbres ainsi obtenus sont re´guliers par construction. Enfin,
nous montrons que cette repre´sentation syntaxique est correcte et comple`te par rapport a` la
repre´sentation base´e sur la caracte´risation co-inductive des arbres re´guliers.
II.1. Une caracte´risation co-inductive
Dans cette section, nous avons pour objectif de donner une caracte´risation co-inductive des
arbres re´guliers [Cou83]. Dans ce but, nous introduisons le type des arbres infinis sur une signature
au moyen d’une de´finition co-inductive. Nous e´tudions pre´cise´ment la notion d’isomorphisme
d’arbres. Ensuite, nous donnons une de´finition abstraite de l’ensemble des sous-arbres d’un arbre
infini sur des coalge`bres dites non gradue´es. Enfin, en conside´rant la restriction finie de cet
ensemble, nous obtenons une caracte´risation des arbres re´guliers.
II.1.1. Arbres infinis
Le type des arbres infinis coTS sur une signature est introduit au moyen une de´finition
co-inductive :
coinductive coT (S : Sig) : Type
J : (o : S.Op)→ (Fin(S.Ar o)→ coTS)→ coTS .
1 Par exemple, nous ne supposons pas que l’e´galite´ sur les ope´rateurs de la signature soit de´cidable.
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Le type coTS posse`de une structure de S-coalge`bre. En effet, nous pouvons observer la racine
d’un arbre via la fonction root : coTS → S ainsi que ses sous-arbres directs, donne´s par la fonction
br : (t : coTS)→ Fin(S.Ar(root t))→ coTS .
L’e´galite´ de Leibniz est une relation trop forte pour identifier tous les arbres infinis isomorphes.
En conse´quence, nous introduisons la relation de bissimilarite´ de´finie comme la plus grande relation
de bissimulation. Les relations de bissimulations sont caracte´rise´es par une proprie´te´ de clotuˆre :
si deux arbres sont en relation alors leurs racines sont e´gales et chacun de leurs sous-arbres sont
eux-meˆme en relation. La relation de bissimilarite´ ∼ peut eˆtre introduite au moyen d’une
de´finition co-inductive :
coinductive ∼ {S : Sig} : coTS → coTS → Prop
∼-intro : ∀{t1, t2}. (e : root t1 = root t2)→ (∀k. br t1 k ∼ br t2 (e∗(k)))→ t1 ∼ t2.
Ensuite, nous prouvons le principe de co-induction permettant d’e´tablir que deux arbres infinis
sont bissimilaires de`s lors qu’il existe une relation de bissimulation les contenant. En s’appuyant
sur ce re´sultat, nous montrons que la relation de bissimilarite´ a` profondeur n :
t1 D t2 def⇐⇒ ∀(n :N). t1 ∼n t2
est une relation de bissimulation. Cette proprie´te´ nous sera particulie`rement utile pour e´tablir
des re´sultats de bissimilarite´ par induction.
II.1.2. Coalge`bres non gradue´es
Nous introduisons ici le type des coalge`bres non gradue´es. Le but e´tant ici de de´finir de
fac¸on abstraite la notion chemin et de successeur inde´pendamment du choix de la repre´sentation
des arbres infinis. De`s lors, les arbres infinis peuvent eˆtre conside´re´s comme des syste`mes de
transitions. La signature dite non gradue´e est introduite comme suit :
U := NC id.





Ici, nous conside´rons que les supports des colge`bres ne sont pas des types mais des setoids. La
structure de coalge`bre est donne´e par deux fonctions : rank : ∀{X :U}. X → N associant a` chaque
e´le´ment du colge`bre un rang, c’est-a`-dire, le nombre de ses successeurs directs, et la fonction
next : ∀{X :U}. ∀(s :X). Fin(rank s)→ X permettant leur observation.
II.1.3. Chemins et successeurs dans les coalge`bres non gradue´es
En s’appuyant sur les coalge`bres non gradue´es introduites pre´ce´demment, nous de´finissons la
notion de chemin dans un syste`me de transitions de meˆme que le type des successeurs.
Concre`tement, nous de´finissons le type des chemins en deux e´tapes. Dans un premier temps,
nous introduisons le type des chemins dans un syste`me de transitions comme la donne´e d’une liste
de nombres :
Path := List (
∑
n:N Fin n).
Dans un souci de simplification, les nombres sont repre´sente´s ici par des paires ou` le premier
e´le´ment de´signe le rang n associe´ a` l’e´tat courant et le second e´le´ment de´signe la transition
effectivement choisie dans l’ensemble fini induit par n. Dans un second temps, nous introduisons le
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type des chemins valides dans un syste`me de transitions T , repre´sente´ par une coalge`bre non
gradue´e, a` partir d’un e´tat s :
P(s) := { p : Path | p ∈ PT (s) } .
ou` PT (s) : Path → Prop est un pre´dicat caracte´risant l’ensemble des chemins valides dans
T partant de s. Ici, un chemin est dit valide si la liste des nombres qui composent le chemin
respectent les fonctions d’observation (rank et next).
Le type des successeurs d’un e´tat est obtenu en s’appuyant sur la notion de chemin. En effet,
e´tant donne´ un chemin p : Path et un e´tat s, il est possible de calculer l’e´tat successeur, note´
s|p, en ite´rant la fonction d’observation next le long de p. Le type repre´sentant l’ensemble des





ou` s  s′ est la relation re´flexive et transitive successeur.
Finalement, nous montrons qu’il existe un isomorphisme de setoids entre le setoid des chemins
valides partant de s et le setoid repre´sentant les e´tats accessibles depuis s :
s ∼= P(s).
II.1.4. Type fini des successeurs
Dans cette section, nous de´finissons le type des e´tats d’un syste`me de transitions tels que
l’ensemble de leurs e´tats accessibles (successeurs) est fini. Cette notion est similaire a` la proprie´te´
de re´gularite´ des arbres infinis.
Formellement, e´tant donne´ un syste`me de transitions T = (S, outS), le type des e´tats ayant





ou` SuccFinite(s) de´signe le fait que le type des successeurs de s, s , est faiblement finiment
indexe´. Plus concre`tement :
SuccFinite s := WFI(s ).
Enfin, nous montrons une proprie´te´ de cloˆture : le setoid FSucc peut eˆtre muni d’une
structure de U-coalge`bre. Intuitivement, cette proprie´te´ e´nonce le fait que l’ensemble des e´tats
accessibles est clos par la relation successeur. La difficulte´ de cette preuve est due au fait que
les setoids faiblement finiment indexe´s ne sont pas, en ge´ne´ral, clos par inclusion.
II.1.5. Arbres re´guliers
Dans cette section, nous conside´rons les arbres re´guliers comme une instance des re´sultats
ge´ne´raux pre´sente´s pre´ce´demment.
Tous d’abord, e´tant donne´ une signature S, nous montrons que le setoid (coTS ,∼) peut eˆtre
muni d’une structure de U-coalge`bre. De`s lors, la notion de re´gularite´ co¨ıncide avec la notion
d’ensemble d’e´tats accessibles fini. Plus concre`tement :
Regular(t) := SuccFinite(t).
De meˆme, le type des arbres re´guliers sur la signature S, note´ RegS , est obtenu par :
RegS := FSucccoTS .
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Enfin, les re´sultats ge´ne´riques se transportent sur cette instance particulie`re et nous obtenons
ainsi la proprie´te´ de cloˆture suivante : les sous-arbres d’un arbre re´gulier sont eux-meˆmes re´guliers.
II.2. Une syntaxe pour les arbres re´guliers
Dans cette section, nous conside´rons une autre approche pour de´finir les arbres re´guliers.
L’objectif ici est d’introduire une syntaxe afin de caracte´riser les arbres re´guliers par construction.
L’avantage par rapport a` l’approche pre´sente´e dans la section pre´ce´dente, que nous pouvons
qualifier de se´mantique, re´side dans le fait qu’il n’est pas ne´cessaire de fournir une preuve de
finitude pour montrer qu’un arbre re´gulier. En effet, nous prouvons la correction et la comple´tude
de cette repre´sentation syntaxique des arbres re´guliers par rapport a` l’approche se´mantique.
II.2.1. Termes cycliques
L’ide´e principale conduisant a` la caracte´risation syntaxique des arbres re´guliers consiste
a` repre´senter les cycles de fac¸on explicite. En effet, pre´ce´demment, les arbres infinis sont introduits
au moyen d’e´quations co-re´cursives en exploitant le fait que les types co-inductifs permettent
de de´finir des termes infinis. En revanche, dans ce cadre, les cycles deviennent implicites car
se´mantiquement identifie´s a` leur de´pliage. Afin de conserver cette information, nous devons trouver
un moyen de capturer les cycles dans la syntaxe. Dans ce but, nous utilisons l’approche de´veloppe´e
par [GHUV06] qui consiste a` encoder les cycles au moyen de lieurs. Syntaxiquement, l’arbre
infini est repre´sente´ par son arbre couvrant et les lieurs sont utilise´s pour marquer des points
de retour implicites mode´lisant ainsi les cycles.
Concre`tement, nous introduisons le type des termes cycliques CS sur une signature S par
le type inductif suivant :
inductive C (S : Sig) (n : N) : Type
var : Finn→ CS(n)
rec C : (o : S.Op)→ Vec (CS(suc n)) (Fin(S.Ar o))→ CS(n).
Nous utilisons ici une repre´sentation des lieurs dite anonyme car les variables sont implicitement
renomme´es de fac¸on canonique (de Bruijn). L’un des avantages de cette repre´sentation est
que l’α-e´quivalence, identifiant les termes α-convertibles, co¨ıncide avec l’e´galite´ de Leibniz. De
plus, le type CS est indexe´ par un nombre naturel n repre´sentant le nombre de variables libres
dans un terme. Ici, les variables sont introduites au moyen du constructeur var et sont choisies
canoniquement dans l’ensemble fini induit par Finn. L’autre constructeur, rec, est utilise´ pour
repre´senter le lieur. Il permet aussi d’injecter les ope´rateurs donne´s par la signature. Il est
important de noter que le nombre de variables libres est augmente´ d’une unite´ sous le lieur. Ainsi,
les re`gles de typages garantissent qu’une variable libre devient lie´e par application de rec.
II.2.2. Proprie´te´s syntaxiques des termes cycliques
Dans cette section, nous rappelons les proprie´te´s syntaxiques des termes cycliques. La finalite´
consiste a` montrer que le type CS : N→ Type posse`de une structure de monade. Ainsi, nous
de´finissons sur les termes cycliques une ope´ration de renommage :
rename : (Fin m→ Fin n)→ CS(m)→ CS(n),
ainsi qu’une ope´ration de substitution :
subst : (Fin m→ CS(n))→ CS(m)→ CS(n).
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En utilisant, l’ope´ration de substitution ge´ne´rale, nous introduisons e´galement l’ope´ration consistant
a` substituer la variable lie´e dans le terme t par un terme u :
t[∗ := u] := substσu t
ou` σu de´signe la fonction de substitution.
II.2.3. Se´mantique des termes cycliques
Le type des termes cycliques coTS de´crit une syntaxe des arbres re´guliers. Afin de prouver la
correction de cette caracte´risation syntaxique, nous de´finissons une fonction se´mantique associant
a` chaque terme cyclique sa repre´sentation co-inductive en terme d’arbre infini :
J K : CS → coTSJ var () KJ rec oC os K ≡ oJλk. J os(k)[∗ := rec oC os] K.
Notons que la fonction se´mantique n’est de´finie que sur les termes cycliques clos, c’est-a`-dire,
sans variable libre. Se´mantiquement, un terme cyclique est identifie´ a` son de´pliage. Ici, le de´pliage
est de´fini en substituant la variable lie´e du terme cyclique par le terme lui-meˆme.
Nous proposons une autre fonction se´mantique utilisant la notion de fermeture, introduite par
le type inductif suivant :
inductive Closure (S : Sig) : N→ Type
[ ] : ClosureS(zero)
:: : ∀(n :N). CS(n)→ ClosureS(n)→ ClosureS(suc n).
Intuitivement, le type des fermetures (Closure) permet de repre´senter des environnements
garantissant, par construction, que toute variable libre peut eˆtre finalement associe´e a` un terme
clos. De`s lors, il est possible de de´finir une fonction (close-term) qui, e´tant un terme cyclique
et une fermeture, produit un terme clos obtenu apre`s substitution des variables libres par leur
de´finition donne´e par la fermeture :
close-term : {n : N} → CS(n)→ ClosureS(n)→ CS .
Enfin, la seconde fonction se´mantique associant un terme cyclique a` son de´pliage est de´finie
comme suit1 :J K : {n : N} → CS(n)→ ClosureS(n)→ coTSJ var zero K(t :: ρ) ≡ J t KρJ var(suc n) K(t :: ρ) ≡ J var(n) KρJ rec oC os Kρ ≡ oJλk. J os(k) K(rec oC os :: ρ).
Dans le cas de la premie`re variante, la fonction ope`re sur des termes clos. Ainsi, il est ne´cessaire de
de´plier le terme avant l’appel co-re´cursif afin de pre´server cet invariant. En ce qui concerne la
seconde variante, le de´pliage ne s’observe que lorsque l’on atteint effectivement une variable
libre. En conse´quence, contrairement a` la premie`re variante, la seconde de´finition ope`re sur des
termes avec des variables libres en me´morisant leur de´finition dans une fermeture.
Finalement, nous montrons que les deux fonctions se´mantiques co¨ıncident. Concre`tement,
nous prouvons que les arbres infinis obtenus par application des fonctions se´mantiques sur un
terme cyclique sont bissimilaires.
1 De´finition simplifie´e s’affranchissant de la condition de garde syntaxique (voir chapitre 2).
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II.2.4. Sous-termes des termes cycliques
L’objectif de cette section est d’introduire les diffe´rents re´sultats interme´diaires qui nous
serons utiles pour e´tablir la correction de la repre´sentation syntaxique des arbres re´guliers sous
forme de termes cycliques.
Tout d’abord, nous montrons que le type des termes cycliques posse`de une structure de
U-coalge`bre. Ainsi, nous pouvons re´utiliser les de´finitions et proprie´te´s de la section II.1. De`s
lors, un terme cyclique peut eˆtre vu comme un syste`me de transitions sur lequel les notions de
chemins et de successeurs sont bien de´finies.
Ensuite, nous prouvons que l’ensemble des successeurs, c’est-a`-dire, l’ensemble des sous-termes
d’un terme cyclique est fini. Cette preuve s’appuie sur un lemme d’e´limination consistant a`
de´composer et normaliser un chemin dans un terme cyclique obtenu par une substitution. Enfin,
nous montrons que pour tout terme cyclique t : CS(n), le setoid des sous-termes de t est
faiblement finiment indexe´.
II.2.5. Correction et comple´tude de la repre´sentation syntaxique
Dans cette section, nous justifions le fait que la de´finition inductive des termes cycliques
est une syntaxe pour les arbres re´guliers. Dans ce but, nous devons prouver d’une part que l’image
d’un terme cyclique par la fonction se´mantique est un arbre re´gulier, et d’autre part, que tout
arbre re´gulier peut eˆtre repre´sente´, de manie`re e´quivalente, sous la forme d’un terme cyclique.
Formellement, la proprie´te´ de correction s’e´nonce comme suit :
∀(t : coT). Regular J t K.
La preuve s’obtient par induction sur le terme cyclique t en exploitant les re´sultats de´montre´s
dans la section pre´ce´dente (finitude de t ).
La preuve de comple´tude se de´compose de deux parties. Tout d’abord, nous de´finissons une
fonction, nomme´e sem-inv : RegS → CS , calculant a` partir d’un arbre re´gulier, sa repre´sentation
en terme cyclique. Ensuite, nous prouvons la correction de cette fonction :
∀(t : RegS). J sem-inv t K ∼ t.
La combinaison de ces deux re´sultats (la correction et la comple´tude), nous permet de conclure
que le type des termes cycliques est une syntaxe pour les arbres re´guliers.
Enfin, nous conside´rons e´galement le proble`me de donner une axiomatisation finie de
l’e´quivalence entre termes cycliques. Cette relation d’e´quivalence, note´e Γ ` t∼i s, est de´finie
inductivement comme suit :
∼i∈
(t, s) ∈ Γ




Γ ` var x∼i var y ,
∼irec
∀k. (rec oC os, rec o′C os′) :: Γ ` os(k)[∗ := rec oC os]∼i os′(e∗(k))[∗ := rec o′C os′]
Γ ` rec oC os∼i rec o′C os′ .
Nous prouvons que cette e´galite´ syntaxique est e´quivalente a` l’e´galite´ se´mantique ∼s :
s∼s t def⇐⇒ J s K ∼ J t K.
Finalement, en combinant les re´sultats de ce chapitre, nous construisons les isomorphismes de
setoids suivants :
(CS ,∼i) ∼= (CS ,∼s) ∼= (RegS ,∼).
CHAPITRE TROIS
Transducteurs d’arbres
Dans ce chapitre, nous e´tudions la proble´matique consistant a` de´finir des morphismes d’arbres
infinis pre´servant la re´gularite´. Notre objectif est d’exhiber un crite`re syntaxique assurant, par
construction, que les de´finitions co-re´cursives pre´servent cette proprie´te´. Dans ce but, nous utilisons
le formalisme des transducteurs d’arbres afin de repre´senter la syntaxe abstraite des fonctions
(co-)re´cursives. Ensuite, chaque terme de cette syntaxe abstraite est re´ifie´ en un morphisme
d’arbres re´guliers.
III.1. Exemple d’illustration
Un morphisme d’arbres re´guliers entre une signature d’entre´e I et une signature de sortie
O est un morphisme φ : coTI → coTO tel que l’image de tout arbre re´gulier par φ est un arbre
re´gulier. Conside´rons, par exemple, les deux fonctions mutuellement co-re´cursives suivantes :
φ1 : StreamA→ StreamA
φ1 (x ::xs) ≡ f1(x) ::φ2(xs)
φ2 : StreamA→ StreamA
φ2 (x ::xs) ≡ f2(x) ::φ1(xs)
ou` f1 et f2 sont deux fonctions arbitraires sur un type de base A. Afin de de´montrer que les
fonctions φ1 et φ2 pre´servent la proprie´te´ de re´gularite´, il est ne´cessaire de prouver, e´tant donne´
un arbre re´gulier s en entre´e, que le type des sous-arbres φi(s) est fini. Ne´anmoins, produire
une telle preuve peut se re´ve´ler eˆtre fastidieux. En effet, il convient de produire une fonction
d’indexation vers un type fini de l’ensemble des sous-arbres et cela pour tout arbre re´gulier.
Cependant, si nous observons syntaxiquement les de´finitions des fonctions φi, il est aise´ de
remarquer qu’elles doivent ne´cessairement pre´server la proprie´te´ de re´gularite´. En effet, chaque
fonction φi est de´finie de sorte que son action consiste a` appliquer la fonction fi sur le premier
e´le´ment d’un flot. Par conse´quent, si un flot σ en entre´e est re´gulier (finalement pe´riodique) alors
son image par φi est ne´cessairement re´gulie`re.
A` pre´sent, conside´rons un exemple de fonction qui, cette fois, ne pre´serve pas la proprie´te´ de
re´gularite´. Pour tout i : N, nous de´finissons une famille de fonctions co-re´cursives ψi comme suit :
ψi : Stream N→ Stream N
ψi (x ::xs) ≡ fi(x) ::ψi+1(xs).
De plus, nous posons, pour toute valeur x, fi(x) := i. Alors, nous pouvons conclure que pour
tout flot en entre´ σ re´gulier ou non, le flot en sortie ψ0(σ) n’est pas re´gulier car ce dernier est
e´quivalent au flot ω.
La diffe´rence entre les deux exemples pre´ce´dents est que la famille de fonctions ψi est de´finie
en utilisant une infinite´ d’e´quations co-re´cursives. Le fait que la famille ψi ne pre´serve pas la
re´gularite´ n’est pas surprenant. En effet, la proprie´te´ de re´gularite´ peut eˆtre caracte´rise´e par
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l’existence de solutions pour des syste`mes finis d’e´quations [Cou83, Blo83, AAV01]. Or, la famille
ψi de´crit en re´alite´ en syste`me d’e´quations infinis qui ne peut pas eˆtre re´duit en un syste`me fini
d’e´quations e´quivalent.
III.2. Transducteurs d’arbres descendants
Dans cette section, nous pre´sentons le formalisme des transducteurs descendants d’arbres.
Par la suite, nous utiliserons ce formalisme comme outil pour de´finir des morphismes d’arbres
pre´servant la proprie´te´ de re´gularite´. Tout d’abord, nous rappelons les de´finitions et re´sultats
des transducteurs d’arbres finis, en the´orie des ensembles, tels qu’ils sont pre´sente´s dans la
litte´rature. Ensuite, nous conside´rons le proble`me de de´finir, en the´orie des types de´pendants,
des transducteurs qui ope`rent cette fois sur des arbres infinis.
III.2.1. De´finitions et se´mantique
Les transducteurs d’arbres descendants [Rou68, Tha70, Rou70] sont un formalisme utilise´ pour
de´crire des mode`les se´mantiques formels dirige´s par la syntaxe. Ils permettent de spe´cifier des
transformations d’arbres dans un formalisme qui ressemble a` celui des grammaires attribue´es
avec attributs synthe´tise´s.
Formellement, un transducteur (d’arbres finis) descendant est de´crit par un quintuplet
T = 〈Q,Σ,∆, q0, R〉 ou` :
• Q est un alphabet gradue´ unaire fini, de´signant les e´tats du transducteur,
• Σ, ∆ sont des alphabets gradue´s d’entre´e et de sortie respectivement,
• q0 ∈ Q est un e´le´ment de Q, appele´ e´tat initial,
• R est un ensemble fini de re`gles de re´e´criture ayant la forme suivante :
q(σ(x1, . . . , xk))→ ξ
ou` q ∈ Q, σ est un symbole Σ d’arite´ k, x1, . . . , xk ∈ Xk de´signent des variables et ξ est un
terme issu de l’alge`bre de termes T∆(QXk).
L’ensemble R des re`gles de re´e´criture est dit de´terministe (resp. complet) lorsque pour chaque
partie gauche q(σ(x1, . . . , xk)), il existe au plus (resp. au moins) une re`gle applicable. Quand
cet ensemble est a` la fois de´terministe et complet, l’ensemble des parties droites des re`gles est
de´termine´ de manie`re unique par sa partie gauche. Dans ce cas, la relation est fonctionnelle et
nous notons la partie droite d’une re`gle rhs(q, σ).
La se´mantique des transducteurs d’arbres est ge´ne´ralement de´crite par des syste`mes de
re´e´criture de termes. Ainsi la relation de de´rivation induite par le transducteur T , note´e
⇒T⊆ TQ∪Σ∪∆ × TQ∪Σ∪∆, est de´finie par :
β ∈ CQ∪Σ∪∆ q ∈ Q σ ∈ Σ(k) s1, . . . , sk ∈ TΣ ξ = rhs(q, σ)
β[q(σ(s1, . . . , sk))]⇒T β[ξ[x1 := s1, . . . , xk := sk]]
ou` C de´signe un contexte (terme avec une place) sur l’alphabet gradue´ Q ∪ Σ ∪∆.
Le langage d’un transducteur d’arbres T , note´ L(T ), est de´fini par :
L(T ) = { (r, s) ∈ TΣ × T∆ | q0(r)⇒∗T s }
ou` ⇒∗T de´signe la fermeture re´flexive et transitive de ⇒T .
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Lorsqu’un transducteur d’arbres T est de´terministe et total, il est possible de montrer que la
relation de de´rivation induite par T est confluente et normalisante (voir [FV98]). De plus, chaque




q∈Q : TΣ → T∆
σ(s1, . . . , sk) 7→ rhs(q, σ)
[
(q′i, xi) := τ
q′i
T (si)
∣∣∣ i ∈ { 1, . . . , k }] .
III.2.2. Transducteurs d’arbres en the´orie des types de´pendants
Dans cette section, nous de´finissons le type des transducteurs d’arbres de´terministes et totaux
ope´rant sur les arbres finis. Ces nouvelles de´finitions sont tre`s proches de celles introduites (en
the´orie des ensembles) dans la section pre´ce´dente.
Le type des transducteurs (d’arbres) descendants est de´fini au moyen d’un type enregistrement
de´pendant comme suit :
record TDTT (I O : Sig) : Type
constructor 〈 , , 〉 state : Typeinit : state
rhs : state→ (i : I.Op)→ O∗(state× Fin(I.Ar i)).
La principale diffe´rence avec la de´finition des transducteurs de la section pre´ce´dente concerne
le type des e´tats state. En effet, celui n’est pas ne´cessairement fini. De plus, les re`gles de re´e´criture
sont repre´sente´es ici par une fonction (rhs) et non pas par une relation.
Finalement, nous pouvons de´finir les morphismes d’arbres induits par un transducteur d’arbres
T au moyen d’une fonction re´cursive :
τT : T.state× TI → TO
τT (q, oC os) ≡ (T.rhs q o)[(q′, k) := τT (q′, os(k))].
Ainsi, en partant de l’e´tat initial du transducteur, nous obtenons un morphisme d’arbres, note´LT M, entre les alge`bres de termes induites par les signatures I et O :
LT M : TI → TOLT M t ≡ τT (T.init, t).
III.2.3. Transducteurs descendants sur les arbres infinis
Dans cette section, nous pre´sentons les proble`mes rencontre´s lorsque le formalisme des
transducteurs descendants est e´tendu pour ope´rer sur les arbres infinis.
Tout d’abord, nous rappelons que pour les transducteurs sur les arbres finis, les parties droites
des re`gles de re´e´criture sont des termes issus de l’alge`bre de termes T∆(Q ×X), ou` ∆ de´signe un
alphabet gradue´ en sortie, Q un ensemble d’e´tats et X un ensemble. En effet, les re`gles ayant
la forme suivante :
q(σ(x1, . . . , xk))→ q(xi)
sont syntaxiquement valides car q(xi) : T∆(Q×X). Ainsi, il est tout a` fait possible de de´finir des
re`gles qui consomme un ope´rateur en entre´e mais qui ne produisent pas de symbole en sortie. Ce
type de re`gles n’est pas proble´matique pour les arbres finis car ce sont des structures inductives.
En effet, les feuilles de l’arbre sont ne´cessairement d’arite´ ze´ro. Dans ce cas, les parties droites des
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re`gles de re´e´criture ne peuvent pas contenir de symbole repre´sentant un e´tat. Ainsi, ces re`gles sont
finalement productives.
En revanche, si nous conside´rons la possibilite´ que les arbres soient infinis, l’argument qui
justifie la validite´ des re`gles de re´e´criture non productives n’est pas plus valable. Par exemple,
conside´rons la re`gle de re´e´criture suivante :
q(σ(x))→ q(x). (∗)
Si nous appliquons la re`gle (∗) successivement sur le flot σω :
q(σσσ · · ·)⇒ q(σσ · · ·)⇒ q(σ · · ·)⇒ q(· · ·)⇒ · · · ⇒ q(· · ·)⇒ · · · ,
nous obtenons une de´rivation infinie non productive. C’est pre´cise´ment pour ces raisons que
de telles re`gles non productives sont interdites dans les de´finitions de fonctions co-re´cursives
en Coq ou en Agda.
Afin d’interdire ces re`gles de re´e´criture proble´matiques, nous proposons deux solutions. La
premie`re solution consiste a` caracte´riser le sous-ensemble des re`gles productives. Dans ce cas,
chaque re`gle de re´e´criture doit eˆtre accompagne´e d’une preuve justifiant qu’elle sera finalement
productive. Cette solution a l’avantage d’offrir une tre`s grande liberte´ dans l’e´criture de la re`gle.
Ne´anmoins, produire le terme de preuve peut eˆtre relativement fastidieux. En effet, la productivite´
doit eˆtre garantie pour tout arbre en entre´e. La seconde solution s’appuie sur un crite`re syntaxique,
semblable a` la condition de garde, afin de garantir la productivite´ des re`gles : tout e´tat doit eˆtre
garde´ par un ope´rateur de l’alphabet gradue´ de sortie. L’avantage de cette solution est qu’il n’est
plus ne´cessaire de fournir de preuve de productivite´, les re`gles sont productives par construction.
En revanche, des contraintes syntaxiques plus fortes s’appliquent pour l’e´criture de ces re`gles.
III.3. Transducteurs descendants garde´s
Dans cette section, nous modifions la de´finition du type TDTT des transducteurs descendants
sur les arbres finis. Cette modification s’appuie sur la seconde solution pre´sente´e dans la section
pre´ce´dente consistant a` caracte´riser les parties droites des re`gles de re´e´criture sous forme garde´e :
record gTDTT (I O : Sig) : Type
constructor 〈 , , , 〉 state : Typeinit : state
rhs : ∀(q : state). ∀(i : I.Op). O+(state× Fin(I.Ar i)).
La principale diffe´rence avec le type TDTT est que le type de retour de rhs est maintenant
O+(state × Fin(I.Ar i)) plutoˆt que O∗(state × Fin(I.Ar i)). Par conse´quent, chaque re`gle de
re´e´criture doit ne´cessairement produire un symbole en sortie : la productivite´ est garantie par
construction. De la meˆme fac¸on que pour le type TDTT, nous de´finissons, cette fois, par
co-ite´ration, le morphisme sur les arbres infinis induit par un transducteur descendant garde´ T :
LT M : coTI → coTO.
Enfin, nous prouvons que ce morphisme pre´serve la proprie´te´ de re´gularite´ sur les arbres infinis.
Ainsi, le type du morphisme induit peut eˆtre change´ en :
LT M : RegI → RegO.
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III.4. Transducteurs descendants avec re`gles ε
Le formalisme des transducteurs descendants garde´s, tel que de´finit pre´ce´demment, impose que
chaque de´rivation induite par toute re`gle de re´e´criture consomme la racine du sous-arbre en entre´e.
Lorsque nous avons pre´sente´, au de´but de ce chapitre, les transducteurs descendants ope´rant sur
les arbres finis, cette restriction e´tait ne´cessaire pour garantir la terminaison de l’application
successive des re`gles de re´e´criture. Cependant, une telle contrainte n’est plus indispensable de`s lors
que l’on conside`re les arbres infinis. En effet, dans ce contexte, seule la productivite´ compte. Ainsi,
il est possible de lever totalement cette restriction et d’autoriser l’e´criture de re`gles purement
productives. Cela conduit a` l’extension du formalisme des transducteurs garde´s suivante :
record εTDTT (I O : Sig) : Type
constructor 〈 , , , 〉 state : Typeinit : state
rhs : state→ (i : I.Op)→ O+(state×Maybe(Fin(I.Ar i))).
Dans le cas des transducteurs garde´s, le type des parties droites des re`gles e´tant donne´ par
O+(state×Fin(I.Ar i)). Ici, le type Fin(I.Ar i) repre´sente l’ensemble des variables. En particulier,
il est utilise´ afin d’indexer de manie`re canonique les sous-arbres de l’arbre en entre´e. Maintenant,
nous utilisons le foncteur Maybe afin d’exprimer une modalite´ sur le choix de l’arbre sur lequel la
de´rivation doit se poursuivre. Ainsi, il est possible, de choisir une variable indexant un sous-arbre
de l’arbre en entre´e sur lequel la de´rivation se poursuivra, ou alors de n’en choisir aucune. Dans ce
cas, cela signifie que la de´rivation se poursuit implicitement sur la totalite´ de l’arbre en entre´e.
Nous de´finissons par co-ite´ration, le morphisme sur les arbres infinis induit par un transducteur
garde´ avec re`gles ε : LT M : coTI → coTO.
De plus, nous prouvons que ce morphisme pre´serve la proprie´te´ de re´gularite´ sur les arbres
infinis. Ainsi, le type du morphisme induit peut eˆtre change´ en :
LT M : RegI → RegO.
Finalement, nous montrons que le formalisme des transducteurs garde´s est inclus dans le
formalisme des transducteurs garde´s avec re`gles ε. Ainsi, il existe une fonction de traduction entre
les deux, donne´e par le profil suivant :
g→εTDTT : ∀{I,O : Sig}. gTDTT I O → εTDTT I O
et ve´rifiant pour tout transducteur T : gTDTT I O:
∀(t : coTI). LT M(t) ∼ L g→εTDTT T M(t).
III.5. Transducteurs descendants a` observation finie
Pre´ce´demment, nous avons introduit les transducteurs garde´s sur les arbres infinis afin de
garantir la productivite´ des re`gles par construction. Ensuite, ce formaliste a e´te´ e´tendu afin de
permettre l’utilisation de re`gles de re´e´criture purement productives. Maintenant, nous de´finissons
une autre extension du formalisme des transducteurs en ajoutant un contexte d’observation fini.
Dans le cadre des arbres finis, ce contexte est ge´ne´ralement calcule´ au moyen d’automates d’arbres
ascendants [CDG+07]. Cependant, nous travaillons ici sur des arbres infinis, par conse´quent, nous
devons imposer certaines restrictions. Par exemple, la profondeur du contexte d’observation
doit eˆtre finie car celle-ci peut eˆtre arbitrairement large.
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Le type des transducteurs d’arbres a` observation finie est de´fini comme suit :
record lTDTT (I O : Sig) : Type
constructor 〈 , , 〉 state : Typeinit : state
rhs : ∀(q : state). ∑d:N(c : Id(Unit))→ O+(state× {p | p ∈ Pd(c)}).
Ce nouveau formalisme est introduit selon deux axes. D’une part, chaque e´tat q est annote´
par un nombre d exprimant la profondeur du contexte d’observation ne´cessaire afin de produire
une valeur. Les contextes sont repre´sente´s en ite´rant d fois le foncteur induit par l’alphabet
d’entre´e I. D’autre part, le type des variables indexant les sous-arbres est ge´ne´ralise´. Ici, ce type
est donne´ par les chemins dans le contexte d’observation. En particulier, ces chemins servent
a` indiquer la partie du contexte d’observation qui est consomme´e par la re`gle de re´e´criture.
Nous de´finissons par co-ite´ration, le morphisme sur les arbres infinis induit par un transducteur
a` observation finie : LT M : coTI → coTO.
Cette fonction s’obtient en 3 e´tapes (voir Figure 3.2) :
©1 le contexte d’observation de profondeur depth q est ge´ne´re´ a` partir de l’arbre en entre´e,
©2 la re`gle de re´e´criture applicable est utilise´e,
©3 le contexte d’observation qui n’est pas consomme´ est remis dans l’arbre en entre´e.
De plus, nous prouvons que ce morphisme pre´serve la proprie´te´ de re´gularite´ sur les arbres
infinis. Ainsi, le type du morphisme induit peut eˆtre change´ en :
LT M : RegI → RegO.
Finalement, nous montrons que le formalisme des transducteurs avec re`gles ε est inclu dans le
formalisme des transducteurs avec contexte d’observation fini. Ainsi, il existe une fonction de
traduction entre les deux, donne´ par le profil suivant :
ε→lTDTT : ∀{I,O : Sig}. εTDTT I O → lTDTT I O
et ve´rifiant pour tout transducteur T : εTDTT I O :
∀(t : coTI). LT M(t) ∼ L ε→lTDTT T M(t).
III.6. Transducteurs descendants binaires
Dans cette section, nous expliquons comment les transducteurs descendants binaires sont
obtenus a` partir de leur variante unaire. Les transducteurs binaires ope`rent sur deux arbres
simultane´ment avec des signatures en entre´e et en sortie potentiellement diffe´rentes. L’ide´e
principale sur laquelle repose cette construction consiste a` de´finir une ope´ration de produit interne,
note´e ⊗ , sur les signatures. Concre`tement, cette ope´ration est de´finie comme suit :
⊗ : Sig→ Sig→ Sig
S1 ⊗ S2 ≡ S1.Op× S2.OpC uncurry(λo1. λo2. S1.Ar o1 + S1.Ar o1 × S2.Ar o2 + S2.Ar o2).
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Ensuite, nous e´tendons ce produit de signatures aux arbres infinis. Ainsi, nous de´finissons une
ope´ration consistant a` transformer un couple d’arbres infinis en un arbre infini sur un produit
de signatures. Cette ope´ration est donne´e par la fonction co-re´cursive suivante :
⊗ : coTI1 → coTI2 → coTI1⊗I2
t1 ⊗ t2 ≡ root t1, root t2Jλk. match k with
inl(inl(i, j)) ⇒ t1(i)⊗ t2(j)
inr(inl(i)) ⇒ t1(i)⊗ t2
inr(inr(j)) ⇒ t1 ⊗ t2(j)
end
En particulier, nous prouvons que ce produit d’arbres ( ⊗ ) pre´serve la proprie´te´ de re´gularite´.
Par conse´quent, nous pouvons utiliser cette ope´ration pour de´river les transducteurs binaires
a` partir des transducteurs unaires. Cette construction se re´alise en deux e´tapes.
Dans un premier temps, le transducteur binaire est de´crit par sa variante unaire choisie parmi
celles pre´sente´es pre´ce´demment. La signature en entre´e de ce transducteur unaire est donne´e
par le produit des signatures en entre´e du transducteur binaire.
Dans un second temps, le morphisme induit par le transducteur unaire est pre´-compose´
avec l’ope´ration de produit d’arbres. Ainsi, il est aise´ de de´montrer que le morphisme induit par le
transducteur binaire pre´serve la proprie´te´ de re´gularite´. En effet, les deux fonctions qui le de´finisse,
a` savoir le morphisme induit par le transducteur unaire et l’ope´ration de produit, pre´servent




Dans ce chapitre, nous e´tudions deux applications de la the´orie des arbres re´guliers de´veloppe´e
jusqu’a` pre´sent. Dans un premier temps, nous conside´rons le proble`me consistant a` de´finir
l’ope´ration de composition paralle`le d’une alge`bre de processus. En particulier, cette alge`bre de
processus contient un constructeur permettant de de´finir des processus re´cursifs. Se´mantiquement,
les processus re´cursifs sont identifie´s a` leur de´pliage. Dans ce contexte, nous montrons comment un
proble`me de terminaison peut eˆtre reformule´ en proble`me de productivite´. Dans un second temps,
nous donnons une interpre´tation du µ-calcul coalge´brique [CKP11] sur les arbres re´guliers. En
particulier, nous prouvons la de´cidabilite´ de la satisfiabilite´. Enfin, nous donnons une preuve
de la de´cidabilite´ de la relation de bissimilarite´ sur les arbres re´guliers en utilisant une re´duction
vers un proble`me de ve´rification de mode`les.
IV.1. Se´quentialisation de processus
Nous conside´rons ici le proble`me consistant a` de´finir l’ope´ration de composition paralle`le
synchrone pour un fragment d’une alge`bre de processus telle que bpa [BK88] ou csp [Hoa78].
La grammaire, note´e Proc, des processus est donne´e par :
P,Q ::= STOP | SKIP | a→ P | P Q | µX.P | X
ou` SKIP (resp. STOP) de´signe un processus qui termine avec succe`s (resp. e´chec). Le processus
a → P accepte l’action a puis se comporte comme P . Le choix non-de´terministe entre deux
processus P et Q s’e´crit P Q. Enfin, la construction syntaxique µX.P permet de repre´senter
des processus re´cursifs ou` X de´signe une variable de processus.
Ge´ne´ralement, les se´mantiques associe´es aux alge`bres de processus peuvent s’exprimer au
moyen d’une fonction J− K : Proc → D ou` D de´signe un domaine se´mantique. Ne´anmoins,
inde´pendamment du choix du domaine D, l’ope´rateur d’ite´ration µ doit eˆtre assimile´ a` de son
de´pliage. Par conse´quent, l’e´quation suivante doit eˆtre valable sur le domaine se´mantique :
JµX.P K =D JP [X := µX.P ] K (µ-de´pliage)
L’ope´ration de composition paralle`le synchrone est axiomatise´e comme suit :
STOP ‖ P = STOP
P ‖ STOP = STOP
P ‖ SKIP = P
SKIP ‖ P = P
(a→ P ) ‖ (a→ Q) = a→ (P‖Q)
(a→ P ) ‖ (b→ Q) = STOP a 6= b
(P Q) ‖ R = (P‖R)  (Q‖R)
R ‖ (P Q) = (P‖R)  (Q‖R).
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Ici, il n’y a pas d’axiome pour l’ope´rateur d’ite´ration µ car les e´quations peuvent eˆtre de´rive´es
de celle donne´e par (µ-de´pliage). En effet, la composition paralle`le doit eˆtre une congruence
et ainsi doit satisfaire les e´quations suivantes :
(µX.P )‖Q = (P [X := µX.P ])‖Q, P‖(µX.Q) = P‖(Q[X := µX.Q]).
L’ensemble des axiomes donne´ pre´ce´demment peut eˆtre vu comme une de´finition de fonction
re´cursive. Ne´anmoins, si une telle de´finition e´tait utilise´e dans un assistant de preuve tel que
Coq, celle-ci serait rejete´e par le ve´rificateur de terminaison. Le proble`me vient de l’ope´rateur
d’ite´ration µ et de la re`gle se´mantique qui lui est associe´e, a` savoir le de´pliage. En effet, le terme
P [X := µX.P ] peut eˆtre syntaxiquement plus grand que µX.P .
Cependant, avec une syntaxe co-inductive, le proble`me de terminaison e´voque´ pre´ce´demment
disparaˆıt. En effet, dans un contexte co-inductif, l’ope´rateur d’ite´ration µ n’est plus ne´cessaire car
il est possible d’exprimer des termes infinis directement. De`s lors, l’axiomatisation pre´ce´dente peut
maintenant eˆtre vue comme une de´finition d’une fonction co-re´cursive :
‖∞ :∞Proc→∞Proc→∞Proc
STOP ‖∞ ≡ STOP
‖∞ STOP ≡ STOP
SKIP ‖∞ P ≡ P
P ‖∞ SKIP ≡ P
(a→ P ) ‖∞ (b→ Q) ≡ if a ?= b then a→ P ‖∞ Q else STOP end
(P Q) ‖∞ R ≡ (P ‖∞ R)  (Q ‖∞ R)
R ‖∞ (P Q) ≡ (R ‖∞ P )  (R ‖∞ Q)
ou` ∞Proc de´signe la syntaxe co-inductive. Cette de´finition est accepte´e par Coq car elle est
productive. En effet, chaque appel co-re´cursif est garde´ par un constructeur. Ainsi, il est beaucoup
plus aise´ de de´finir l’ope´ration de composition paralle`le sur la syntaxe infinie.
Maintenant, nous allons utiliser la the´orie sur les transducteurs d’arbres de´veloppe´e dans
le chapitre pre´ce´dent afin de de´river la de´finition de l’ope´ration de composition paralle`le sur la
syntaxe finie a` partir de celle sur la syntaxe infinie. L’ide´e est de remarquer que les processus
peuvent eˆtre exprime´s au moyen de termes cycliques sur la signature suivante :
Proc :=
{
STOP(0) ; SKIP(0) ; →(1)a ; (2)
}
Ainsi, nous pouvons exploiter la fonction se´mantique, J− K : CProc → RegProc, qui interpre`te les
termes cycliques comme des arbres infinis re´guliers. De plus, il est clair que la fonction ‖∞ peut
s’exprimer au moyen d’un transducteur binaire d’arbres. Sachant que les transducteurs pre´servent
la proprie´te´ de re´gularite´, l’arbre infini re´sultant de la composition paralle`le est re´gulier. Enfin,
en exploitant le morphisme inverse, J− K−1 : RegProc → CProc, on obtient une repre´sentation
de l’arbre re´gulier comme un terme cyclique. Pour re´sumer, on de´rive la de´finition de la fonction
‖ a` partir de la de´finition de la fonction ‖∞ comme suit :
P‖Q := J LT M JP K JQ K K−1
ou` T de´signe le transducteur binaire repre´sentant ‖∞ et LT M son morphisme induit. En
particulier, cette de´finition respecte l’e´galite´ se´mantique suivante :
(µX.P )‖Q ≈ (P [X := µX.P ])‖Q.
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IV.2. Ve´rification de mode`les sur les arbres re´guliers
Dans cette section, nous introduisons la syntaxe d’un µ-calcul coalge´brique [CKP11] et nous
de´finissons sa se´mantique interpre´te´e sur une T -coalge`bre arbitraire. Le traitement de la logique
modale sous-jacente est parame´trique, dans le sens ou` les ope´rateurs modaux sont donne´s par
une signature arbitraire. Ensuite, nous montrons que la satisfiabilite´ est de´cidable lorsque les
formules du µ-calcul sont interpre´te´es sur des T -coalge`bres finis et en particulier sur les arbres
re´guliers. Enfin en utilisant ce re´sultat, nous montrons que la relation de bissimilarite´ est de´cidable
pour les arbres re´guliers.
IV.2.1. Syntaxe
E´tant donne´e une signature Λ : Sig, la syntaxe du µ-calcul coalge´brique [CKP11] est de´finie
inductivement comme suit :
inductive Term (n : N) : Type
var : Finn→ Termn
µ : Term(sucn)→ Termn
ν : Term(sucn)→ Termn
∧ : Termn→ Termn→ Termn
∨ : Termn→ Termn→ Termn
◦ : Λ(Termn)→ Termn
• : Λ(Termn)→ Termn.
Les formules > and ⊥ ainsi que l’ope´rateur de ne´gation ¬ ne sont pas dans la syntaxe car
ils peuvent eˆtre de´rive´s, c’est-a`-dire, de´finis comme fonctions sur la syntaxe. Les lieurs µ et ν ainsi
que les variables utilisent une repre´sentation anonyme canonique (indices de de Bruijn). Les
constructeurs ◦ et • repre´sentent les ope´rateurs modaux tels que donne´es par la signature Λ.
IV.2.2. Se´mantique de´notationnelle
Les formules du µ-calcul sont interpre´te´s sur un T -coalge`bre arbitraire (X, γ : X −→ T (X))
ou` T est un endofoncteur. Le domaine se´mantique est donne´ par les fonctions associant des
environnements a` des sous-ensembles d’e´tats. Nous notons, ℘ : Setoid→ Setoid, le foncteur
contravariant « ensemble des parties » :
℘ : Setoid→ Setoid
℘ X ≡ X −→ Prop,
−1 : (X −→ Y )→ ℘(Y ) −→ ℘(X)
f−1 A ≡ {x : f(x) ∈ A }.
Nous rappelons que le setoid ℘(X) est un treillis complet. De plus, si nous admettons la loi du
tiers-exclus, c’est aussi une alge`bre de boole comple`te.
Nous supposons l’existence d’une fonction J◦ K : ∀X. Λ(℘(X)) −→ ℘(T (X)), qui donne une
se´mantique a` l’ensemble des ope´rateurs modaux de la signature Λ, telle que pour tout morphisme
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E´tant donne´ un symbole de fonction λ(k) ∈ Λ d’arite´ k, la condition de naturalite´ exprime´e
pre´ce´demment correspond a` l’e´quation suivante :
∀(A1, . . . , Ak :℘(X)). T (f)−1(J◦ KλX(A1, . . . , Ak)) ≈ J◦ KλY (f−1(A1), . . . , f−1(Ak)).
La fonction qui donne une se´mantique aux ope´rateurs modaux duaux est obtenue comme suit :
J• K : ∀X. Λ(℘(X)) −→ ℘(T (X))J• KX ≡ { ◦ J◦ K ◦Λ({)
ou` { de´signe l’ope´ration de comple´mentation d’un ensemble.
Enfin, la se´mantique de´notationnelle du µ-calcul coalge´brique est calcule´e de la fac¸on suivante :
J K : ∀{n :N}. Termn→ EnvX(n)→ ℘(X)J var x Kρ ≡ ρ(x)J µΦ Kρ ≡ lfp(λ(A :℘(X)). JΦ K(A :: ρ))J νΦ Kρ ≡ gfp(λ(A :℘(X)). JΦ K(A :: ρ))J Φ1 ∧ Φ2 Kρ ≡ JΦ1 Kρ u JΦ2 KρJ Φ1 ∨ Φ2 Kρ ≡ JΦ1 Kρ unionsq JΦ2 KρJ ◦Φ Kρ ≡ γ−1(J ◦ K(Λ(J Kρ) Φ))J •Φ Kρ ≡ γ−1(J • K(Λ(J Kρ) Φ))
ou` le type des environnements est de´fini par EnvX(n) := Vec (℘(X)) n.
En supposant que la fonction J◦ K est monotone, on montre par induction sur la syntaxe, que
la fonction se´mantique J− K est monotone. Ce re´sultat justifie l’existence des points fixes. De
plus, sur les T -coalge`bres finies, ces points fixes sont calculables. De`s lors, on montre que l’on
peut, sur cette restriction (T -coalge`bre finie), de´cider de la satisfiabilite´ d’une formule du µ-calcul.
IV.2.3. De´cidabilite´ de la relation de bissimilarite´
Dans cette section, nous donnons une preuve de la de´cidabilite´ de la relation de bissimilarite´
sur les arbres re´guliers. Cette preuve s’appuie sur tous les re´sultats pre´ce´dents.
Soit S : Sig une signature telle que l’e´galite´ sur les ope´rateurs S.Op est de´cidable. Nous








ou` S⊥ de´signe la signature obtenue a` partir de S auquel a e´te´ adjoint un symbole d’arite´ ze´ro.
Le constructeur pred p permet d’exprimer des pre´dicats sur les e´tats alors que  est l’ope´rateur de
modalite´ « pour tout successeur. » La se´mantique de chacun de ces ope´rateurs est donne´e par :
J pred p K : ℘(S⊥(X))J pred p K ≡ { s : p(proj1(s)) = true }, J K : ℘(X)→ ℘(S⊥(X))J K R ≡ { s : S∀⊥ (λs′. s′ ∈ R) s }.
Ici, le µ-calcul coalge´brique que l’on conside`re est tre`s proche du µ-calcul propositionnel [Koz83].
Nous rappelons que, e´tant donne´ un arbre re´gulier χ : RegS sur une signature arbitraire S, le
type de ses successeurs χ , posse`de une structure de S-coalge`bre. Ainsi, nous pouvons interpre´ter
les formules du µ-calcul sur cette coalge`bre. De plus, par de´finition de la proprie´te´ de re´gularite´, le
support de cette coalge`bre est fini. Cela implique, d’apre`s le re´sultat de la section pre´ce´dente, que
nous pouvons de´cider de la satisfiabilite´ des formules. Par conse´quent, pour prouver la de´cidabilite´
de la relation de bissimilarite´, il suffit de montrer que cette relation peut eˆtre repre´sente´e, de
manie`re e´quivalente, par une formule du µ-calcul.
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Maintenant, nous de´taillons la construction permettant de caracte´riser la relation de
bissimilarite´ comme une formule du µ-calcul. Tout d’abord, nous pre´cisons comment la signature
S⊥ est obtenue a` partir de S :
S⊥ : Sig
S⊥ ≡ MaybeS.OpC ar
where ar : Maybe(S.Op)→ N
ar nothing ≡ zero
ar (just o) ≡ S.Ar o.
L’ide´e ge´ne´rale consiste a` de´finir un produit synchrone d’arbres. Intuitivement, le calcul de ce
produit donne l’espace d’e´tats sur lequel la formule du µ-calcul sera interpre´te´e alors que la
formule elle-meˆme ve´rifiera si les arbres sont effectivement synchronisables. Le produit synchrone
d’arbres est de´fini co-re´cursivement comme suit :
⊗ : coTS → coTS → coTS⊥
t⊗ s ≡ match root t ?= root s with
yes e ⇒ just(root t)Jλk. t(k)⊗ s(e∗(k))
no ⇒ nothingC⊥-elim
end
Intuitivement, e´tant donne´s deux arbres, nous comparons leurs racines. Si elles sont e´gales, alors
elles sont « synchronise´es » et le calcul se poursuit co-re´cursivement sur les sous-arbres ; si elles
diffe`rent, le calcul du produit s’ache`ve. Il est clair que la fonction ⊗ peut eˆtre exprime´e par un
transducteur binaire. Par conse´quent, si les deux arbres en entre´e sont re´guliers alors leur produit
synchrone le sera e´galement. La formule du µ-calcul exprimant la proprie´te´ de synchronisation
entre deux arbres est de´finie par :
νX.ok ∧ X. (⊗-sync)
ou` ok est une formule sur les e´tats spe´cifiant si la synchronisation entre les racines a eu lieu.
Elle est de´finie de la fac¸on suivante :
ok : Term zero
ok ≡ pred sync?
where sync? : Maybe(S.Op)→ B
sync? nothing ≡ false
sync? (just ) ≡ true.
Enfin, nous montrons que la relation de bissimilarite´ entre les deux e´tats est caracte´rise´e
de manie`re e´quivalente par la formule de µ-calcul. Concre`tement, nous prouvons l’e´nonce´ suivant :
t ∼ s↔ (t⊗ s, ε)  νX.ok ∧ X.
ou` (t⊗ s, ε)  νX.ok ∧ X est une notation pour (t⊗ s, ε) ∈ J νX.ok ∧ X K[ ].
Pour conclure, la relation de bissimilarite´ sur les arbres est de´cidable car celle-ci est e´quivalente
a` une formule du µ-calcul interpre´te´e sur le produit synchrone d’arbres qui posse`de la structure
d’une coalge`bre finie.
Conclusion
Dans cette the`se, nous avons pre´sente´ une me´canisation constructive d’une the´orie des arbres
re´guliers en the´orie des types de´pendants. Les arbres re´guliers sont des arbres infinis caracte´rise´s
par une proprie´te´ de finitude spe´cifiant que le sous-ensemble des sous-arbres distincts est fini. Dans
ce travail, nous avons traite´ deux proble´matiques majeures. La premie`re concerne la caracte´risation
des arbres re´guliers comme un type. Ainsi, nous avons aborde´ ce sujet en conside´rant un point
de vue se´mantique visant a` de´finir les arbres re´guliers au moyen de types co-inductifs. Puis,
nous avons propose´ une syntaxe des arbres re´guliers et prouve´ la correction de la repre´sentation
syntaxique par rapport a` la caracte´risation se´mantique. La seconde proble´matique consistait
a` introduire une notion de morphisme d’arbres re´guliers. Dans ce travail, nous avons cherche´
des structures de donne´es suffisamment abstraites avec des hypothe`ses aussi faibles que possible
pour le cadre constructif conside´re´. Nous avons travaille´ dans une the´orie des types dans laquelle le
principe du tiers-exclu (lem) n’est pas admis, tout comme le principe d’inde´pendance des preuves
(proof-irrelevance), le principe de l’extensionalite´ des fonctions ou encore le principe d’unicite´ des
preuves d’e´galite´ (uip). Les paragraphes qui suivent re´sument les principales contributions.
La premie`re contribution de cette the`se est une e´tude de la caracte´risation des types finis
en the´orie des types. Plusieurs notions de types finis existent dans un cadre constructif. Cette
proble´matique a e´te´ e´largie en conside´rant des setoids finis, c’est-a`-dire, des types munis d’une
relation d’e´quivalence, dans le but de permettre le raisonnement sur les types co-inductifs modulo
relation de bissimilarite´. Nous avons compare´ plusieurs notions de types finis et les avons classe´es
en trois cate´gories: setoid e´nume´rable, setoid faiblement finiment indexable, et setoid sans suite
injective (streamless). Les setoids faiblement finiment indexables sont particulie`rement inte´ressants
puisqu’ils permettent de conside´rer des setoids finis dont la relation d’e´quivalence n’est pas
ne´cessairement de´cidable.
La deuxie`me contribution de cette the`se consiste en une caracte´risation se´mantique et
syntaxique du type des arbres re´guliers sur une signature arbitraire S. Dans un premier temps,
nous avons spe´cifie´ le type des arbres re´guliers comme les arbres infinis dont l’ensemble de
sous-arbres distincts (a` bissimilarite´ pre`s) est faiblement finiment indexable. En particulier,
nous n’avons pas suppose´ que l’e´galite´ sur les symboles de fonctions donne´s par la signature est
de´cidable. De plus, nous avons prouve´ que le type des arbres re´guliers posse`de une structure
de S-coalge`bre. Puis, nous avons donne´ une caracte´risation syntaxique du type des arbres re´guliers
au moyen de termes cycliques ou` les cycles ont e´te´ repre´sente´s au moyen de lieurs. Nous avons
valide´ que les termes cycliques ont une interpre´tation se´mantique en terme d’arbres re´guliers
en de´pliant les cycles inde´finiment. En outre, nous avons aussi conside´re´ le proble`me inverse,
c’est-a`-dire, le calcul d’une repre´sentation par un terme cyclique d’un arbre re´gulier et e´tabli
l’isomorphisme entre les deux repre´sentations.
La troisie`me contribution de cette the`se porte sur les morphismes d’arbres re´guliers. Nous
avons utilise´ le formalisme des transducteurs d’arbres descendants pour mode´liser la syntaxe
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abstraite d’un sous-ensemble des fonctions co-re´cursives. Ensuite, les transducteurs d’arbres sont
re´ifie´s en morphismes d’arbres pre´servant la proprie´te´ de re´gularite´. Dans ce contexte, nous avons
e´tudie´ trois variantes de transducteurs d’arbres d’expressivite´ syntaxique croissante. La premie`re
variante est une extension imme´diate des transducteurs d’arbres classiques sur les arbres finis vers
les arbres infinis, appele´e transducteurs d’arbres descendants garde´s. Dans ce formalisme, nous
imposons une restriction sur la partie droite des re`gles de re´e´criture afin d’assurer la productivite´
des re`gles par construction. Puis, nous avons e´tendu ce formalisme des transducteurs d’arbres
garde´s avec l’ajout de re`gles ε, c’est-a`-dire, avec des re`gles de re´e´criture offrant la possibilite´
d’exprimer que la racine de l’arbre en entre´e n’est pas consomme´e. Ces nouvelles re`gles de re´e´criture
peuvent eˆtre conside´re´es comme e´tant purement productives. La dernie`re variante conside´re´e,
nomme´e transducteur d’arbres a` observation finie, e´tend les re`gles de re´e´criture avec la possibilite´
d’utiliser un contexte fini avant de produire une valeur. Par ailleurs, cette extension ge´ne´ralise le
formalisme des re`gles ε dans le sens ou` l’on autorise la spe´cification dans les re`gles de re´e´criture de
la partie du contexte qui est consomme´e. Enfin, nous avons aussi conside´re´ le proble`me de la
repre´sentation des transducteurs binaires, c’est-a`-dire, des transformations ope´rant sur deux arbres
simultane´ment. Dans ce but, nous avons pre´alablement de´fini une ope´ration d’internalisation
du produit d’arbres consistant a` transformer un couple d’arbres, en un arbre sur une signature
produit. Ainsi, un transducteur binaire est obtenu en pre´-composant un transducteur unaire
avec ce produit interne. Enfin, nous avons prouve´ que les morphismes d’arbre induits par chacune
des variantes pre´servent la proprie´te´ de re´gularite´.
La dernie`re contribution de cette the`se concerne l’application du cadre the´orique e´labore´ d’une
part, a` l’interpre´tation d’un µ-calcul coalge´brique sur le type des arbres re´guliers, et d’autre part, a`
la de´finition d’un ope´rateur de composition paralle`le sur une alge`bre de processus re´cursifs. Dans le
premier cas, nous avons prouve´ que le proble`me de satisfiabilite´ d’une formule du µ-calcul est
de´cidable sur les arbres re´guliers. Dans le second cas, nous avons montre´ comment un proble`me de
terminaison peut eˆtre reformule´ en un proble`me de productivite´.
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