In this paper, an extended multifocal VEP/ERG paradigm, referred to as the unified multifocal electroretinography and visual evoked potential paradigm (UMEV), is presented. This paradigm allows a simultaneous recording of luminance responses, temporal interactions, spatial interactions and spatial-temporal interactions. Two studies were conducted to demonstrate the capability and validity of the UMEV. The results show that the UMEV system derives a significant spatial interaction VEP in addition to a similar luminance response (mfERG) and pattern reversal VEP (mfVEP) to the VERIS system. Second, the amplitude of spatial interaction VEP is diminished by increasing the distance between two stimuli while the amplitude of temporal interaction VEP remain relatively unchanged.
Introduction
The visual system is a non-linear system. Here we are concerned with two general types of non-linearities called temporal and spatial interactions. A temporal interaction is the effect of the response to a preceding stimulus upon the response to a given stimulus. Temporal interactions are closely related to the temporal characteristics or the dynamics of the visual system. Spatial interaction refers to the influence of the response to an adjacent stimulus upon the response to a given stimulus. Spatial interaction dictates how the visual system responds to a non-uniform stimulus. It is the key in understanding phenomena such as Mach bands, grating induction, simultaneous brightness contrast, and texture segregation. Moreover, there is an interdependent relationship between the spatial and the temporal characteristics of the visual system. For example, the temporal transfer function, measured with psychophysics method, changes with respect to spatial frequency of the stimuli (Snowden, 1992; Wilson & Bergen, 1979) . The spatial frequency tuning function of VEPs also depends on the temporal frequency of the stimuli (Moskowitz & Sokol, 1980; Regan, 1978) .
Understanding the temporal and spatial characteristics of the visual system has been an important goal of vision research. Many visual functions or sub-systems, such as magnocellular (MC) and the parvocellular (PC) pathway, have their own temporal and spatial properties. The ganglion cells in PC pathway exhibited sustained response and had a lower temporal cutoff frequency then the MC pathway (Lee, Pokorny, Smith, Martin, & Valberg, 1990) . A uniform achromatic luminance flickering at a high temporal frequency predominantly stimulates the MC pathway, while a slowly flickering iso-luminance chromatic stimulus predominantly stimulates the PC pathway (Kremers et al., 2000) . As to clinical research, the parts of the visual system that are specifically affected by certain diseases may also have unique temporal and spatial characteristics. Choosing visual stimuli with optimal spatial and temporal properties is important for developing an effective visual test for detecting those diseases. To better understand the spatial and temporal aspects of visual processing to a complex scene, it is desirable to be able to study the response to every component separately as well as the temporal, spatial and spatial-temporal interactions among those components. The paradigm introduced here allows a simultaneous recording of multiple local luminance responses, as well as the temporal interactions, spatial interactions and spatial-temporal interactions among them.
Background

Temporal and spatial interaction
A simple mathematical description illustrates the concept of interaction. Let A and B denote two visual stimuli with identical properties except for either their locations or presentation times. We designate the state of the stimulus with a +1 or )1. For studying the achromatic response, A ¼ þ1 indicates that stimulus A is brighter (an increment) than the background, while A ¼ À1 indicates that it is darker (a decrement). The relationship among the total response R, the response to a stimulus r and the interaction i can be simplified with the following equation.
RðA; BÞ ¼ rðAÞ þ rðBÞ þ iðA Ã BÞ ð 1Þ
Eq.
(1) symbolizes the fact that the total response to both stimuli is different to the sum of the responses to them separately. In Eq.
(1), r represents the response associated with the event (luminance) designated by A (or B); i represents the response associated with the event designated by a value resulted from A Ã B. For example, rðþ1Þ is the response associated with a luminance increment while rðÀ1Þ is the response associated with a luminance decrement. iðÀ1Þ, or iððþ1Þ Ã ðÀ1ÞÞ, is the response associated with a event when A and B are of different luminance. Limited by the binary stimulus used in this paper, it is impossible to derive rðþ1Þ and rðÀ1Þ separately. Also notice that
Thus, the most meaningful way for using Eq. (1) is deriving the luminance response as rðþ1Þ À rðÀ1Þ and the interaction as iðþ1Þ À iðÀ1Þ. Both the temporal and the spatial interactions can be described with Eq. (1). For temporal interactions, we replace B with A À1 , the same stimulus as A, but presented at a previous time, then the interaction term becomes the temporal interaction. The temporal interaction here is the inverse of what is called a reversal response (Regan, 1972) , since A Ã A À1 ¼ À1 indicates that A and A À1 are different and A Ã A À1 ¼ 1 indicates that A and A À1 are the same.
If B is a stimulus adjacent to stimulus A, then the interaction term becomes the spatial interaction. Since A Ã B ¼ À1 indicates that there is a spatial contrast between A and B and A Ã B ¼ 1 indicates that A and B are the same, a spatial interaction is also a negative spatial contrast response. This negative, as with the negative for the reversal response, is unimportant for this paper, since we are mainly concerned with a comparison between the responses. For simplicity, we will refer to the temporal and spatial interaction responses as a reversal and spatial contrast response respectively. However, to get the pattern reversal VEP or the spatial contrast VEP in the strictest sense of the terms, we would have to multiply temporal interaction and spatial interaction VEP by negative one.
When both A and its neighboring stimulus B can be presented twice, new interactions emerge from the combinations of A, B, A À1 , and B À1 . Some important interactions include a Ôresidual spatial interactionÕ that is associated with A Ã B À1 and a temporal-spatial interaction that is associated with A Ã B Ã A À1 Ã B À1 . The Ôre-sidual spatial interactionÕ represents the influence from a previous presented adjacent stimulus (B À1 ) upon the response to a given stimulus A. The temporal-spatial interaction is the reversal response with respect to the status of being a pattern.
Since a temporal interaction also exists, though at a smaller magnitude, between the stimuli that do not immediately proceed each other, Eq. (1) becomes more complicated when stimulus A can be presented more than twice. Essentially, there is a term for every combination among A, A À1 , A À2 and A À3 ,. . . and each term has influence, though with a different magnitude, to the total response.
The m-sequence method
Deriving local responses from the total response is desirable. However, when multiple local stimuli are presented in many time frames, the interactions among the spatial and temporal events becomes exponentially more numerous and complicated. SutterÕs multifocal technique (Sutter, 1991) elegantly tackles this problem. To reduce the complexity of this problem, two simplifications were adopted. First, the temporal interactions of the visual system do not extend significantly over a limited time period. For example, if we ignore all the temporal interactions over five stages, the number of temporal interaction terms can be significantly reduced. Second, spatial interactions between stimuli are small or can be avoided by adding an inset between each pair of adjacent stimuli. The extremely complicated response can be reduced into the sum of the independent responses to each local stimulus.
The paradigm introduced in this paper also uses the m-sequence method. With a new display design, the spatial interaction response is enhanced. At the same time, the number of spatial interactions associated to a stimulus is reduced to make it possible to derive the temporal and spatial interactions.
In the multifocal technique, stimuli are modulated with mutually orthogonal m-sequences. An m-sequence is a pseudo-random temporal sequence of +1s and )1s that modulates one stimulus patch between one of two possible states. The m-sequence technique can be illustrated with the multifocal luminance paradigm. Fig. 1A shows a multifocal luminance display at a moment of time. The color of a stimulus patch is white when the stage of the m-sequence is +1 and it is black when the stage is )1. The luminance response associated with a patch can be derived by taking the cross-correlation between the electrophysiological record and the msequence that modulates the luminance of that patch. The cross-correlation between a record and an m-sequence is also called a ÔkernelÕ. The luminance response is called the first order kernel (1K). Since each kernel is tightly related with the stimulus sequence, for simplicity, such a stimulus sequence is also be referred to as a kernel in this paper. Mathematically, the luminance response is also equivalent to the difference between the sum of all the responses that follow the stages of +1 and the sum of all the responses that follow the stages of )1. Notice that this luminance response is equivalent to rðþ1Þ À rðÀ1Þ from Eq. (1).
Beside the luminance responses, the m-sequence method also allows for the derivation of temporal interactions through the so called second order kernel (2K). A 2K is derived by taking a cross-correlation between the record and the product of two m-sequences. For example, let M be the m-sequence modulating the luminance of a given patch, and ðM ) 1Þ is the same sequence shifted by one stage ( Fig. 2A) , thus indicating the luminance of the previous display. The product of M and M ) 1 can be called the first slice of 2K. Notice that the first slice of 2K is also made up of +1 and )1, but here these are associated with pairs of temporal events. A )1 in the 2K m-sequence represents a change between successive stimuli, while a +1 represents a no-change. If instead of the luminance display, a checkerboard pattern (Fig. 1B) is used, then the 2K corresponds to the pattern reversal.
It is also possible to derive a spatial interaction response by considering the 2K between two adjacent patches. This kernel has been referred to as a ÔcrossÕ or ÔmutualÕ kernel (Benardete & Kaplan, 1997; Sutter, 2001) . The spatial interaction kernel is associated with the product of the m-sequences of the two patches. This is illustrated in Fig. 2B where the m-sequences for two adjacent patches, 1 and 2, are shown. The product of these two m-sequences is then the m-sequences associated to the spatial interaction, which is same as the spatial interaction from Eq. (1). Fig. 2C shows the events associated with state )1 and +1 of the spatial interaction kernel. Here a )1 corresponds to two adjacent areas having a different color while a +1 corresponds to two adjacent areas having the same color. The spatial interaction kernel has been used to study the center surround interaction of the ganglion cell (Benardete & Kaplan, 1997) where the center and the surround fields were modulated with a pair of msequences. Although it is possible to derive a spatial interaction kernel using current multifocal technique, the limited number of independent m-sequences and low signal to noise ratio of this response make this approach extremely difficult, if not impossible, to effect in practice (Sutter, 2001 ).
The UMEV paradigm
To obtain a spatial interaction from the mfVEP, we introduce a new paradigm called the unified multifocal electroretinography and visual evoked potential paradigm (UMEV). It is named the UMEV because, in principle, it allows for the simultaneous recording of luminance responses, as in the mfERG paradigm, and pattern reversal responses, which approximate those in the standard pattern-reversal mfVEP paradigm. A key aspect of the UMEV is that every element contains two sets of checks ( Fig. 3A) and each set is modulated with its own m-sequence. Thus, each element has an equal probability of being in one of four states: all white (sets 1 and 2 white), checkerboard (set 1 white and set 2 black), checkerboard reversed (set 1 black and set 2 white), and all black (sets 1 and 2 black). Fig. 1C shows what the display may look like at a moment in time. The responses associated with an element are obtained by averaging the correspondent responses associated with the two sets of checks. This method is illustrated with the 1K response (Fig. 3B ). In Fig. 3B , M 1 and M 2 are the independent m-sequences that modulate check 1 and 2, as described in Fig. 2B , respectively. The 1K response of check 1 (or check 2) can be derived with the cross correlation between the recording and M 1 (or M 2 ). Since both checks locate by and large at the same area, it is more meaningful to obtain the 1K response of the entire element (1K element ), which is the average of the 1Ks of check 1 and check 2 (1K 1 and 1K 2 ). Since cross-correlation is a linear operation, we have:
Thus, the 1K of an element is associated with the sequence ðM 1 þ M 2 Þ=2. The entire element is white when the stage of ðM 1 þ M 2 Þ=2 is +1, black when the stage of ðM 1 þ M 2 Þ=2 is )1. The cases are ignored when the two sets of checks are different from each other. Therefore, the 1K of an UMEV element is similar to the luminance response defined in Eq. (1). Fig. 3C shows how the four states of an element are related to the luminance and the spatial interaction stimulation. It is important to notice the links, shown in Eq. (2), between the average of two responses and the average of two m-sequences. This link is also the basis of the response definition table presented in Fig. 4 . As we have just seen, the UMEV allows for the derivation of the luminance response (1K) and the spatial interaction kernel. Moreover, by combining sums and products of non-overlapping m-sequences, the UMEV allows us to derive four important temporal 2K responses: temporal interaction, flash reversal, pattern reversal and temporal spatial interaction. To derive the temporal interaction kernel, first, within an element, the temporal interaction 2Ks of checks 1 and 2 are derived separately. These 2Ks are then averaged to get the temporal interaction kernel of the element. Again, according to the linear property of the cross-correlation, the average of 2K responses for both 2 sets of checks is equivalent to the cross-correlation between the recording and the average of two m-sequences associated to the 2Ks, which equals ðM 1 Ã ðM 1 ) 1Þ þ M 2 Ã ðM 2 ) 1ÞÞ=2, where M 1 and M 2 are the m-sequences that modulate the luminance of checks 1 and 2, respectively. To illustrate all the temporal interactions, the display column in Fig. 4 considers the appearance of a 2-by-2 portion of an element of the display on two consecutive presentations, time )1 (T À1 ) and time 0 (T 0 ). This portion, like the element, can be in one of four states (see Fig. 3C ) at each time period. In two consecutive frames, there are 16 possible situations as noted in Fig. 4 . Consider the derivation of the pattern reversal response. In situations 7 and 10, the previous display is a reversed pattern compared with the current display. In situations 6 and 11, the previous display is identical to the current display. In other situations, one of the displays is not a pattern thus is irrelevant to the pattern reversal response. The pattern reversal responses are derived by summing the responses in all the epochs following the situations 6 and 11 and subtracting the responses in all the epochs following the situations 7 and 10. These operations are depicted in the column labeled Ôpattern reversalÕ in Fig. 4 with Ô+Õ and Ô)Õ. The flash reversal response is derived in a similar way as the pattern reversal response. It only considers the cases when all the displays are uniform and ignores the cases when one of the displays shows a checker board pattern. Now consider the response associated with sequence ðM 1 Ã M 2 Þ Ã ððM 1 ) 1Þ Ã ðM 2 ) 1ÞÞ. According to the property of m-sequences, ðM 1 ) 1Þ Ã ðM 2 ) 1Þ is equivalent to ðM 1 Ã M 2 Þ ) 1 (Reid, Victor, & Shapley, 1997; Sutter, 1987) . Thus the spatial-temporal interaction is related to the sequence ðM 1 Ã M 2 Þ Ã ððM 1 Ã M 2 Þ ) 1Þ, which is the temporal interaction with respect to the spatial interaction. The display changes either from a pattern to a uniform or from a uniform to a pattern when the stage of the temporal-spatial interaction kernel is )1 (in rows 2, 3, 8, 9, 12, 14 and 15 in Fig. 4) . The display remains its status of being a pattern, either from a uniform to a uniform or from a pattern to a pattern when the stage of the temporal-spatial interaction kernel is +1 (in rows 1, 4, 6, 7, 10, 11, 13 and 16 in Fig. 4) .
In the multifocal technique, kernel overlap can cause significant contamination to the responses (Sutter, 2001) . To avoid kernel overlap, we chose an m-sequence that allows us to derive, for 60 local stimuli, the first order, first and second slices of second order, fourth order along with the newly introduced spatial interaction, Ôresidual spatial interactionÕ and temporal-spatial interaction kernels. Since a theoretical solution for choosing an m-sequence is not available, the m-sequence must be validated to assure that there is no significant kernel overlap. The procedure described here was validated in three ways. First, we compared the equivalent kernels from the new paradigm to those from an established paradigm, i.e. the VERIS system. Second, there was no sign of kernel overlap in the derived responses within the signal window (Fig. 9) . Third, noise only records were obtained by blocking local portions of the screen. The responses from these regions contained only noise (data not shown).
General methods
Apparatus
All stimuli were displayed on an Apple 21Õ color display with a resolution of 1600-by-1200 pixels. The mean luminance was 64.5 cd/m 2 and the contrast was close to 100%. The displays for the VERIS system (for experiment 1) were made with the dartboard designing function of VERIS TM 4.3 (EDI, San Mateo, CA). The displays for the UMEV system (for both experiments 1 and 2) were made by a custom built system using Microsoft DirectX 8 library. The VEP or ERG signals were amplified by a Grass preamplifier (P511J, Quincy, MA), and converted into digital signal with a sample rate of 1020 Hz. The data analysis was performed using MATLAB (Mathworks Inc, MA).
Subjects
All the studies were conducted with four normal subjects (3 male, 1 female) who ranged in age from 20 to 40 years. Informed consent was obtained from all subjects before their participation. Procedures adhered to the tenets of the Declaration of Helsinki and the protocol was approved by the committee of the Institutional Board of Research Associates of Columbia University.
Stimuli
Dartboard stimuli (Experiment 1)
The UMEV display was a 30-element dartboard (Fig.  1C) of six rings. The outer radii of the 6 rings were 2.2°, 5°, 8.55°, 13°, 18.5°, 22.5°of the visual angle, respectively. The first ring was divided into upper and lower elements, the second into four quadrants and the outer rings into six elements. The number of checks within each element was 32 (4 by 8) in the first and the second rings and 40 (4 by 10) for the other rings. The display changed every 23.53 ms (two screen frames at 85 Hz refresh rate). For the VERIS stimuli, each sector of the displays had the same size and shape as the corresponding element in UMEV. Two displays, flash display (Fig. 1A) and pattern reversal display ( Fig 1B) were used in two separate recordings. Note that each of the local stimuli in the display (Fig. 1) is randomly in one of its possible states.
For the UMEV, the 60 sets of checks in the 30 elements were modulated with 60 independent msequences. For the VERIS system, the 30 sectors were modulated with 30 m-sequences. The m-sequence length was 2 14 ) 1. Each run lasted 6.4 min and was divided into 32 or 16 segments. The experiments were repeated twice on separate days and the data were averaged.
Checkerboard stimuli (Experiment 2)
The stimulus display was an equal sized 16-element grid (Fig. 5A ) of four rows and four columns. The display extends 20°in width. Each element in the display was a 4-by-4 checkerboard. Two sets of checks in an element could be separated by a 0, 4, 8 or 16-pixel inset with a mean luminance ( Fig. 5B and C) . The inset widths of 4, 8 and 16 pixels are close to 4 0 , 8 0 and 16 0 of visual angle separately. Most experiment parameters were the same to those used in experiment 1 except two. First, each stimulus lasted 47 ms (four screen frames). This time was chosen to optimize the amplitude of the spatial interaction VEP. Second, the m-sequence had a length of 2 13 ) 1 stages and the recording time was one 6.4-min run for each condition.
Data collection and preprocessing
The continuous EEG responses were recorded for monocular stimulation. The active electrode was placed at 4 cm above the inion and the reference electrode at the inion. The ground electrode was placed at the forehead. Using two midline electrodes (the so-called bipolar recording) serving as the active and reference is typical for multifocal VEP recordings because bipolar recording usually yields VEPs with higher signalto-noise ratio than the traditional mono-polar recording (e.g. Baseler, Sutter, Klein, & Carney, 1994; Klistorner, Graham, Grigg, & Billson, 1998) . The particular placement was chosen based upon previous work in our laboratory (Hood & Greenstein, 2003; Hood, Zhang, Hong, & Chen, 2002) .
The low-and high-frequency cutoffs of the amplifier was set at 100 and 3 Hz for the VEP channel. In experiment 1, the ERG was recorded simultaneously with a DLT electrode placed on the eye and a reference electrode placed at the ipsilateral temple. The low-and high-frequency cutoffs for ERG channel were set at 300 and 10 Hz. To ensure the quality of the retinal image, the pupil was not dilated. The mfVEP and the mfERG responses were low-pass filtered offline using a sharp cutoff at 35 and 100 Hz respectively, and a fast Fourier transform technique. The FFT filter is used because it removes high-frequency noises without an undesirable phase shift.
Measures for comparing two responses: cross-correlation, latency and log RMS ratio
The waveform similarity between the VERIS and UMEV techniques was measured with a cross-correlation. The cross-correlation equals 1 when two responses are identical and equals zero when two responses are unrelated to each other. The latency between two responses was measured as the time shift of one response for obtaining the maximum cross-correlation between them. The amplitude of a response was defined as the root-mean-square (RMS) for the signal window. The ERG signal window was 0-80 ms (see Fig. 6 ) and the VEP signal window was 45-195 ms (see Fig. 9 ). These windows were chosen because the major portion of signal falls within these time windows. To compare the amplitudes of two responses (i.e. the responses from VERIS and from UMEV), we use the log RMS ratio, which is the logarithm of the ratio between the RMS amplitudes of the signal windows.
Grouping data
To enhance the signal-to-noise ratio and to facilitate the data presentation, individual traces were averaged into groups. The ERG responses were grouped into rings because the major factor affecting the waveform of the ERG is the eccentricity. The VEPs were grouped into eight groups according to center/periphery, medial/ lateral and upper/lower dichotomies. In agreement with the cortical anatomy, traces within each group tend to have a similar waveform (Hood et al., 2000; Klistorner & Graham, 1999) . 
Results
Experiment 1. Comparison between the UMEV and the current multifocal paradigms
Since the luminance stimulus did not elicit a strong mfVEP, the comparison of the luminance responses was performed with mfERG data. Fig. 6 shows the mfERG responses recorded with both the VERIS and the UMEV systems. Fig. 6A shows all 30 responses averaged for four subjects and Fig. 6C shows the ring averages for four subjects. The blue traces are from the VERIS, and the red traces from the UMEV paradigm. The luminance responses obtained with the two systems are very similar. Fig. 7 compares the multifocal pattern reversal VEP recorded with the VERIS and the UMEV paradigm. Fig. 7A shows all 30 responses averaged for of four subjects and Fig. 7C shows the grouped responses for four subjects. The pattern reversal responses obtained with the two systems are essentially identical.
To obtain a quantitative measure of the similarity between the responses shown in Figs. 6 and 7, the crosscorrelation, latency and log RMS ratio between responses from the two systems were obtained. For each subject, the responses were first averaged into either six rings for the ERG or eight groups for the VEP. Then, the similarity measures were obtained for each pair of grouped responses recorded from VERIS system and UMEV paradigm. Finally, the mean and the standard deviation cross subjects were obtained and listed in Tables 1 and 2 . Since the condition of this study was not optimized for the mfERG recording (the tested eyes were not dilated and the mean luminance is quite low), the signal-to-noise ratio of the mfERG traces were lower than the mfVEP traces. That may be the reason why the cross-correlation of the mfERG is lower than that of the mfPVEP. The similarity between the two systems is evident from the response waveform, the cross-correlation and the absence of a latency difference. Note that although the amplitude of the responses of the UMEV paradigm is similar to that of VERIS, the signal-to-noise ratio is different. According to signal processing theory, the signal-to-noise ratio of a response is proportional to the square root of the number of stimulus presentations. Compared to the VERIS system, the luminance stimulus is presented half of the time (Fig. 3C ) and the pattern reversal VEP is presented a quarter of the time (Fig. 4) in the UMEV paradigm. The signal-to-noise ratio of UMEV luminance response should be 1= ffiffi ffi 2 p of the standard multifocal luminance response and the signalto-noise ratio of UMEV pattern reversal response should be 1= ffiffi ffi 4 p that of a standard multifocal pattern reversal response. In the log RMS ratio column, a positive number indicates that the VERIS system yielded a larger ERG than the UMEV did. Table 2 The mean and the standard deviation of similarity measures for the four subjects between the grouped responses of mfPVEP recorded with the VERIS and the corresponding responses recorded with the UMEV system In the log RMS ratio column, a positive number indicates that the VERIS system yielded a larger ERG than the UMEV did.
UMEV also derives a temporal, spatial, and temporal-spatial interaction VEP. Fig. 8 presents their waveforms, which have been scaled to have similar noise level, averaged for four subjects. The spatial interaction VEP differs in waveform and amplitude to the temporal interaction VEP. The temporal-spatial interaction VEP is similar to the spatial interaction VEP in this condition. Since the temporal interaction VEP, containing both pattern reversal and luminance reversal responses, is very similar to pattern reversal VEP of UMEV. We use spatial interaction VEP and temporal interaction VEP in the next experiment.
To ensure that there is no kernel overlap for all the kernels derived with the UMEV, the upper and lower field responses averaged for all subjects for some kernels are shown in Fig. 9 , along with the pattern reversal VEPs recorded with the VERIS system. There is no significant kernel overlap response in the VEPs within the signal window. Fig. 9 also shows that with the UMEV paradigm, the efficiency of the recording may not be improved because both the luminance response and the pattern reversal VEPs were obtained with fewer presentations and therefore having a smaller signalto-noise ratio compared to the responses recorded with the VERIS system.
Experiment 2. The effect of the distance between two stimuli on the spatial interaction VEP
The duration for each display in experiment 2 is four frames (47 ms). This display duration is used because pilot data showed that the spatial interaction VEP recorded under this condition was twice as large as that obtained with the 11 ms duration used in experiment 1. Fig. 10A , the spatial interaction VEP is progressively diminished when the inset width is increased, while in Fig. 10B , the amplitudes of the temporal interaction VEPs are similar to each other in different conditions. In Fig. 10C , each dot represents the log RMS ratio between a response to an inset display and the response for the same location to the zero inset display. The open symbols represent the temporal interaction VEP, while the filled symbols represent the spatial interaction VEP. The data showed that the amplitude of the spatial, but not the temporal, interaction VEP decreases with increased inset width.
Discussion
Experiment 1 shows that there are no significant differences in response waveform or latency between the UMEV paradigm and the equivalent paradigms of the VERIS systems. The new paradigm can derive the first order kernel and the second order kernel that are similar to the standard multifocal method, even though there are differences in both the visual events and the recording procedures between the two paradigms. Fig. 8 shows that both the spatial interaction VEP and the temporal-spatial interaction VEP responses are significant in amplitude. Among those responses, the spatial interaction VEP and the temporal interaction VEP were compared in experiment 2. The spatial interaction kernel is defined as the difference between responses to the cases when two adjacent stimuli are the same in luminance and the cases when they are different in luminance (Fig. 3B) . Data shows that the larger the distance between the two stimuli, the weaker what we have called the spatial interaction between them is. This result agrees with other evidence that the effect of spatial interaction is diminished with increasing the distance between adjacent stimuli (Beyerstein & Freeman, 1977; Cannon & Fullenkamp, 1996; Zemon & Ratliff, 1982) . The simultaneously recorded temporal interaction VEPs were similar in those conditions when the width of insets were larger than zero, showing a dissociation between the spatial interaction VEP and temporal interaction VEP and ruling out the possibility that this effect could be due to a general decrease of activity.
Essentially, the UMEV paradigm has its origins in the multifocal flash paradigm. However, it has three advantages over the traditional flash paradigm for studying spatial interaction. First, the number of spatial interaction kernels associated with each stimulus element is reduced to 1, instead of the 4 or 6 (for a hexagon display) in the traditional design. Second, for the same area of a display, the length of the borders between two stimuli (the two sets of checks) is many times longer than in the traditional design. This improvement result in a much larger spatial interaction response than those that could be generated using the traditional paradigm. Third, the UMEV allows for the comparison of luminance, temporal and spatial interaction responses under identical testing conditions. This is important for a multifocal VEP experiment because a recording is usually of a long duration. (A 7-min run was adopted in many mfVEP studies). If these responses were to be recorded in separate runs, the visual system would not only be receiving different stimuli, but would also be in different adaptation conditions. Hence, attributing all the response differences to the display could be misleading.
One of the advantages of using m-sequence method, in addition to being able to derive multiple local visual responses, is that it reveals the systemÕs temporal nonlinearity by presenting temporally random stimuli and deriving the higher order kernels. As a contrast, the traditional VEP/ERG paradigms, both transient and steady-state, only present stimuli at a constant time interval. By the same token, the UMEV allows for the study of spatial interactions by stimulating the visual system with elements of temporal-spatial, randomly arranged shapes (pattern and non-pattern), while current multifocal paradigms only present display patches with a constant shape (either a pattern or a uniform luminance patch). The visual system is a non-linear temporal and spatial system. It is also non-uniform cross visual field. The UMEV allows us to study this system along the temporal, spatial and the location dimensions simultaneously, thus offering a new means for studying problems such as texture segregation, color vision, motion induced pattern perception, and binocular interaction.
