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MONOPOLES AND LENS SPACE SURGERIES
PETER KRONHEIMER, TOMASZ MROWKA, PETER OZSVA´TH, AND ZOLTA´N SZABO´
Abstract. Monopole Floer homology is used to prove that real projective
three-space cannot be obtained from Dehn surgery on a non-trivial knot in
the three-sphere. To obtain this result, we use a surgery long exact sequence
for monopole Floer homology, together with a non-vanishing theorem, which
shows that monopole Floer homology detects the unknot. In addition, we
apply these techniques to give information about knots which admit lens space
surgeries, and to exhibit families of three-manifolds which do not admit taut
foliations.
1. Introduction
Let K be a knot in S3. Given a rational number r, let S3r (K) denote the oriented
three-manifold obtained from the knot complement by Dehn filling with slope r.
The main purpose of this paper is to prove the following conjecture of Gordon
(see [18], [19]):
Theorem 1.1. Let U denote the unknot in S3, and let K be any knot. If there is an
orientation-preserving diffeomorphism S3r (K)
∼= S3r (U) for some rational number r,
then K = U .
To amplify the meaning of this result, we recall that S3r (U) is the manifold
S1 × S2 in the case r = 0 and is a lens space for all non-zero r. More specifically,
with our conventions, if r = p/q in lowest terms, with p > 0, then S3r (U) = L(p, q)
as oriented manifolds. The manifold S3p/q(K) in general has first homology group
Z/pZ, independent of K. Because the lens space L(2, q) is RP3 for all odd q, the
theorem implies (for example) that RP3 cannot be obtained by Dehn filling on a
non-trivial knot.
Various cases of the Theorem 1.1 were previously known. The case r = 0 is
the “Property R” conjecture, proved by Gabai [15], and the case where r is non-
integral follows from the cyclic surgery theorem of Culler, Gordon, Luecke, and
Shalen [7]. The case where r = ±1 is a theorem of Gordon and Luecke, see [20]
and [21]. Thus, the advance here is the case where r is an integer with |r| > 1,
though our techniques apply for any non-zero rational r. In particular, we obtain
an independent proof for the case of the Gordon-Luecke theorem. (Gabai’s result
is an ingredient of our argument.)
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The proof of Theorem 1.1 uses the Seiberg-Witten monopole equations, and
the monopole Floer homology package developed in [23]. Specifically, we use two
properties of these invariants. The first key property, which follows from the tech-
niques developed in [25], is a non-vanishing theorem for the Floer groups of a
three-manifold admitting a taut foliation. When combined with the results of [14],
[15], this non-vanishing theorem shows that Floer homology can be used to distin-
guish S1 × S2 from S30(K) for non-trivial K. The second property that plays a
central role in the proof is a surgery long exact sequence, or exact triangle. Surgery
long exact sequences of a related type were introduced by Floer in the context of
instanton Floer homology, see [5] and [11]. The form of the surgery long exact se-
quence which is used in the topological applications at hand is a natural analogue
of a corresponding result in the Heegaard Floer homology of [30] and [29]. In fact,
the strategy of the proof presented here follows closely the proof given in [35].
Given these two key properties, the proof of Theorem 1.1 has the following
outline. For integral p, we shall say that a knot K is p-standard if S3p(K) cannot be
distinguished from S3p(U) by its Floer homology groups. (A more precise definition
is given in Section 3, see also Section 6.) We can rephrase the non-vanishing theorem
mentioned above as the statement that, if K is 0-standard, then K is unknotted.
A surgery long exact sequence, involving the Floer homology groups of S3p−1(K),
S3p(K) and S
3, shows that if K is p-standard for p > 0, then K is also (p − 1)
standard. By induction, it follows that if K is p-standard for some p > 0, then
K = U . This gives the theorem for positive integers p. When r > 0 is non-
integral, we prove (again by using the surgery long exact sequence) that if S3r (K) is
orientation-preservingly diffeomorphic to S3r (U), then K is also p-standard, where
p is the smallest integer greater than r. This proves Thoerem 1.1 for all positive r.
The case of negative r can be deduced by changing orientations and replacing K
by its mirror-image.
As explained in Section 8, the techniques described here for establishing Theo-
rem 1.1 can be readily adapted to other questions about knots admitting lens space
surgeries. For example, if K denotes the (2, 5) torus knot, then it is easy to see that
S39(K)
∼= L(9, 7), and S311(K)
∼= L(11, 4). Indeed, a result described in Section 8
shows that any lens space which is realized as integral surgery on a knot in S3 with
Seifert genus two is diffeomorphic to one of these two lens spaces. Similar lists are
given when g = 3, 4, and 5. Combining these methods with a result of Goda and
Teragaito, we show that the unknot and the trefoil are the only knots which admits
a lens space surgery with p = 5. In another direction, we give obstructions to a
knot admitting Seifert fibered surgeries, in terms of its genus and the degree of its
Alexander polynomial.
Finally, in Section 9, we give some applications of these methods to the study
of taut foliations, giving several families of three-manifolds which admit no taut
foliation. One infinite family of hyperbolic examples is provided by the (−2, 3, 2n+
1) pretzel knots for n ≥ 3: it is shown that all Dehn fillings with sufficiently
large surgery slope r admit no taut foliation. The first examples of hyperbolic
three-manifolds with this property were constructed by Roberts, Shareshian, and
Stein in [39], see also [6]. In another direction, we show that if L is a non-split
alternating link, then the double-cover of S3 branched along L admits no taut
foliation. Additional examples include certain plumbings of spheres and certain
surgeries on the Borromean rings, as described in this section.
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Outline. The remaining sections of this paper are as follows. In Section 2, we give
a summary of the formal properties of the Floer homology groups developed in [23].
We do this in the simplest setting, where the coefficients are Z/2. In this context we
give precise statements of the non-vanishing theorem and surgery exact sequence.
With Z/2 coefficients, the non-vanishing theorem is applicable only to knots with
Seifert genus g > 1. In Section 3, we use the non-vanishing theorem and the surgery
sequence to prove Theorem 1.1 for all integer p, under the additional assumption
that the genus is not 1. (This is enough to cover all cases of the theorem that do
not follow from earlier known results, because a result of Goda and Teragaito [17]
rules out genus-1 counterexamples to the theorem.)
Section 4 describes some details of the definition of the Floer groups, and the
following two sections give the proof of the surgery long-exact sequence (Theo-
rem 2.4) and the non-vanishing theorem. In these three sections, we also introduce
more general (local) coefficients, allowing us to state the non-vanishing theorem in
a form applicable to the case of Seifert genus 1. The surgery sequence with local
coefficients is stated as Theorem 5.12. In Section 6, we discuss a refinement of the
non-vanishing theorem using local coefficients. At this stage we have the machinery
to prove Theorem 1.1 for integral r and any K, without restriction on genus. In
Section 7, we explain how repeated applications of the long exact sequence can be
used to reduce the case of non-integral surgery slopes to the case where the surgery
slopes are integral, so providing a proof of Theorem 1.1 in the non-integral case
that is independent of the cyclic surgery theorem of [7].
In Section 8, we describe several further applications of the same techniques to
other questions involving lens-space surgeries. Finally, we give some applications
of these techniques to studying taut foliations on three-manifolds in Section 9.
Remark on orientations. Our conventions about orientations and lens spaces have
the following consequences. If a 2-handle is attached to the 4-ball along an attaching
curve K in S3, and if the attaching map is chosen so that the resulting 4-manifold
has intersection form (p), then the oriented boundary of the 4-manifold is S3p(K).
For positive p, the lens space L(p, 1) coincides with S3p(U) as an oriented 3-manifold.
This is not consistent with the convention that L(p, 1) is the quotient of S3 (the
oriented boundary of the unit ball in C2) by the cyclic group of order p lying in the
center of U(2).
Acknowledgements. The authors wish to thank Cameron Gordon, John Morgan,
and Jacob Rasmussen for several very interesting discussions. We are especially
indebted to Paul Seidel for sharing with us his expertise in homological algebra.
The formal aspects of the construction of the monopole Floer homology groups
described here have roots that can be traced back to lectures given by Donaldson
in Oxford in 1993. Moreover, we have made use of a Floer-theoretic construction
of Frøyshov, giving rise to a numerical invariant extending the one which can be
found in [13].
2. Monopole Floer homology
2.1. The Floer homology functors. We summarize the basic properties of the
Floer groups constructed in [23]. In this section we will treat only monopole Floer
homology with coefficients in the field F = Z/2Z. Our three-manifolds will always
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be smooth, oriented, compact, connected and without boundary unless otherwise
stated. To each such three-manifold Y , we associate three vector spaces over F,
̂
HM •(Y ), ĤM •(Y ), HM •(Y ).
These are the monopole Floer homology groups, read “HM-to”, “HM-from”, and
“HM-bar” respectively. They come equipped with linear maps i∗, j∗ and p∗ which
form a long exact sequence
(1) · · ·
i∗−→
̂
HM •(Y )
j∗
−→ ĤM •(Y )
p∗
−→ HM •(Y )
i∗−→
̂
HM •(Y )
j∗
−→ · · · .
A cobordism from Y0 to Y1 is an oriented, connected 4-manifold W equipped with
an orientation-preserving diffeomorphism from ∂W to the disjoint union of −Y0
and Y1. We write W : Y0 → Y1. We can form a category, in which the objects are
three-manifolds, and the morphisms are diffeomorphism classes of cobordisms. The
three versions of monopole Floer homology are functors from this category to the
category of vector spaces. That is, to each W : Y0 → Y1, there are associated maps
̂
HM (W ) :
̂
HM •(Y0)→
̂
HM •(Y1)
ĤM (W ) : ĤM •(Y0)→ ĤM •(Y1)
HM (W ) : HM •(Y0)→ HM •(Y1).
The maps i∗, j∗ and p∗ provide natural transformations of these functors. In
addition to their vector space structure, the Floer groups come equipped with a
distinguished endomorphism, making them modules over the polynomial ring F[U ].
This module structure is respected by the maps arising from cobordisms, as well as
by the three natural transformations.
These Floer homology groups are set up so as to be gauge-theory cousins of
the Heegaard homology groups HF+(Y ), HF−(Y ) and HF∞(Y ) defined in [30].
Indeed, if b1(Y ) = 0, then the monopole Floer groups are conjecturally isomorphic
to (certain completions of) their Heegaard counterparts.
2.2. The non-vanishing theorem. A taut foliation F of an oriented 3-manifold
Y is a C0 foliation of Y with smooth, oriented 2-dimensional leaves, such that there
exists a closed 2-form ω on Y whose restriction to each leaf is everywhere positive.
(Note that all foliations which are taut in this sense are automatically coorientable.
There is a slightly weaker notion of tautness in the literature which applies even in
the non-coorientable case – i.e. that there is a transverse curve which meets all the
leaves. Of course, when H1(Y ;Z/2Z) = 0, all foliations are coorientable, and hence
these two notions coincide.) We write e(F) for the Euler class of the 2-plane field
tangent to the leaves, an element of H2(Y ;Z). The proof of the following theorem
is based on the techniques of [25] and makes use of the results of [9].
Theorem 2.1. Suppose Y admits a taut foliation F and is not S1 × S2. If either
(a) b1(Y ) = 0, or (b) b1(Y ) = 1 and e(F) is non-torsion, then the image of
j∗ :
̂
HM •(Y )→ ĤM •(Y ) is non-zero.
The restriction to the two cases (a) and (b) in the statement of this theorem arises
from our use of Floer homology with coefficients F. There is a quite general non-
vanishing theorem for 3-manifolds satisfying the hypothesis in the first sentence;
but for this version (which is stated as Theorem 6.1 and proved in Section 6) we
need to use more general, local coefficients.
Note that j∗ for S
2 × S1 is trivial in view of the following:
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Proposition 2.2. If Y is a three-manifold which admits a metric of positive scalar
curvature, then the image of j∗ is zero.
According to Gabai’s theorem [15], if K is a non-trivial knot, then S30(K) admits
a taut foliation F , and is not S1 × S2. If the Seifert genus of K is greater than 1,
then e(F) is non-torsion. As a consequence, we have:
Corollary 2.3. The image of j∗ :
̂
HM •(S
3
0 (K))→ ĤM •(S
3
0(K)) is non-zero if the
Seifert genus of K is 2 or more, and is zero if K is the unknot. 
2.3. The surgery exact sequence. Let M be an oriented 3-manifold with torus
boundary. Let γ1, γ2, γ3 be three oriented simple closed curves on ∂M with alge-
braic intersection numbers
(γ1 · γ2) = (γ2 · γ3) = (γ3 · γ1) = −1.
Define γn for all n so that γn = γn+3. Let Yn be the closed 3-manifold obtained by
filling along γn: that is, we attach S
1 ×D2 to M so that the curve {1} × ∂D2 is
attached to γn. There is a standard cobordismWn from Yn to Yn+1. The cobordism
is obtained from [0, 1]×Yn by attaching a 2-handle to {1}×Yn, with framing γn+1.
Note that these orientation conventions are set up so that Wn+1 ∪Yn+1 Wn always
contains a sphere with self-intersection number −1.
Theorem 2.4. There is an exact sequence
· · · −→
̂
HM •(Yn−1)
Fn−1
−→
̂
HM •(Yn)
Fn−→
̂
HM •(Yn+1) −→ · · · ,
in which the maps Fn are given by the cobordisms Wn. The same holds for ĤM •
and HM •.
The proof of the theorem is given in Section 5.
2.4. Gradings and completions. The Floer groups are graded vector spaces, but
there are two caveats: the grading is not by Z, and a completion is involved. We
explain these two points.
Let J be a set with an action of Z, not necessarily transitive. We write j 7→ j+n
for the action of n ∈ Z on J . A vector space V is graded by J if it is presented as
a direct sum of subspaces Vj indexed by J . A homomorphism h : V → V
′ between
vector spaces graded by J has degree n if h(Vj) ⊂ V
′
j+n for all j.
If Y is an oriented 3-manifold, we write J(Y ) for the set of homotopy-classes of
oriented 2-plane fields (or equivalently nowhere-zero vector fields) ξ on Y . To define
an action of Z, we specify that [ξ]+n denotes the homotopy class [ξ˜] obtained from
[ξ] as follows. Let B3 ⊂ Y be a standard ball, and let ρ : (B3, ∂B3) → (SO(3), 1)
be a map of degree −2n, regarded as an automorphism of the trivialized tangent
bundle of the ball. Outside the ball B3, we take ξ˜ = ξ. Inside the ball, we define
ξ˜(y) = ρ(y)ξ(y).
The structure of J(Y ) for a general three-manifold is as follows (see [25], for exam-
ple). A 2-plane field determines a Spinc structure on Y , so we can first write
J(Y ) =
⋃
s∈Spinc(Y )
J(Y, s),
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where the sum is over all isomorphism classes of Spinc structures. The action of Z
on each J(Y, s) is transitive, and the stabilizer is the subgroup of 2Z given by the
image of the map
(2) x 7→ 〈c1(s), x〉
from H2(Y ;Z) to Z. In particular, if c1(s) is torsion, then J(Y, s) is an affine copy
of Z.
For each j ∈ J(Y ), there are subgroups
̂
HM j(Y ) ⊂
̂
HM •(Y )
ĤM j(Y ) ⊂ ĤM •(Y )
HM j(Y ) ⊂ HM •(Y ),
and there are internal direct sums which we denote by
̂
HM ∗, ĤM ∗ and HM ∗:
̂
HM ∗(Y ) =
⊕
j
̂
HM j(Y ) ⊂
̂
HM •(Y )
ĤM ∗(Y ) =
⊕
j
ĤM j(Y ) ⊂ ĤM •(Y )
HM ∗(Y ) =
⊕
j
HM j(Y ) ⊂ HM •(Y )
The • versions are obtained from the ∗ versions as follows. For each s with c1(s)
torsion, pick an arbitrary j0(s) in J(Y, s). Define a decreasing sequence of subspaces
ĤM [n] ⊂ ĤM ∗(Y ) by
ĤM [n] =
⊕
s
⊕
m≥n
ĤM j0(s)−m(Y ),
where the sum is over torsion Spinc structures. Make the same definition for the
other two variants. The groups
̂
HM •(Y ), ĤM •(Y ) and HM •(Y ) are the comple-
tions of the direct sums
̂
HM ∗(Y ) etc. with respect to these decreasing filtrations.
However, in the case of
̂
HM , the subspace
̂
HM [n] is eventually zero for large n, so
the completion has no effect. From the decomposition of J(Y ) into orbits, we have
direct sum decompositions
̂
HM •(Y ) =
⊕
s
̂
HM •(Y, s)
ĤM •(Y ) =
⊕
s
ĤM •(Y, s)
HM •(Y ) =
⊕
s
HM •(Y, s).
Each of these decompositions has only finitely many non-zero terms.
The maps i∗, j∗ and p∗ are defined on the ∗ versions and have degree 0, 0 and
−1 respectively, while the endomorphism U has degree −2. The maps induced by
cobordisms do not have a degree and do not always preserve the ∗ subspace: they
are continuous homomorphisms between complete filtered vector spaces.
MONOPOLES AND LENS SPACE SURGERIES 7
To amplify the last point above, consider a cobordism W : Y0 → Y1. The
homomorphisms
̂
HM (W ) etc. can be written as sums
̂
HM (W ) =
∑
s
̂
HM (W, s),
where the sum is over Spinc(W ): for each s ∈ Spinc(W ), we have
̂
HM (W, s) :
̂
HM •(Y0, s0)→
̂
HM •(Y1, s1),
where s0 and s1 are the resulting Spin
c structures on the boundary components.
The above sum is not necessarily finite, but it is convergent. The individual termŝ
HM (W, s) have a well-defined degree, in that for each j0 ∈ J(Y0, s0) there is a
unique j1 ∈ J(Y1, s1) such that
̂
HM (W, s) :
̂
HM j0(Y0, s0)→
̂
HM j1(Y1, s1).
The same remarks apply to ĤM and HM . The element j1 can be characterized
as follows. Let ξ0 be an oriented 2-plane field in the class j0, and let I be an
almost complex structure on W such that: (i) the planes ξ0 are invariant under
I|Y0 and have the complex orientation; and (ii) the Spin
c structure associated to
I is s. Let ξ1 be the unique oriented 2-plane field on Y1 that is invariant under I.
Then j1 = [ξ1]. For future reference, we introduce the notation
j0
s
∼ j1
to denote the relation described by this construction.
2.4.1. Remark. Because of the completion involved in the definition of the Floer
groups, the F[U ]-module structure of the groups ĤM ∗(Y, s) (and its companions)
gives rise to an F[[U ]]-module structure on ĤM •(Y, s), whenever c1(s) is torsion. In
the non-torsion case, the action of U on ĤM ∗(Y, s) is actually nilpotent, so again
the action extends. In this way, each of
̂
HM •(Y ), ĤM •(Y ) and HM •(Y ) become
modules over F[[U ]], with continuous module multiplication.
2.5. Canonical mod 2 gradings. The Floer groups have a canonical grading
mod 2. For a cobordism W : Y0 → Y1, let us define
ι(W ) =
1
2
(
χ(W ) + σ(W )− b1(Y1) + b1(Y0)
)
,
where χ denotes the Euler number, σ the signature, and b1 the first Betti number
with real coefficients. Then we have the following proposition.
Proposition 2.5. There is one and only one way to decompose the grading set J(Y )
for all Y into even and odd parts in such a way that the following two conditions
hold.
(1) The gradings j ∈ J(S3) for which
̂
HM j(S
3) is non-zero are even.
(2) If W : Y0 → Y1 is a cobordism and j0
s
∼ j1 for some Spin
c structure s on
W , then j0 and j1 have the same parity if and only if ι(W ) is even.
This result gives provides a canonical decomposition
̂
HM •(Y ) =
̂
HM even(Y )⊕
̂
HM odd(Y ),
with a similar decomposition for the other two flavors. With respect to these mod
2 gradings, the maps i∗ and j∗ in the long exact sequence have even degree, while
8 KRONHEIMER, MROWKA, OZSVA´TH, AND SZABO´
p∗ has odd degree. The maps resulting from a cobordism W have even degree if
and only if ι(W ) is even.
2.6. Computation from reducible solutions. While the groups
̂
HM •(Y ) and
ĤM •(Y ) are subtle invariants of Y , the group HM •(Y ) by contrast can be cal-
culated knowing only the cohomology ring of Y . This is because the definition
of HM •(Y ) involves only the reducible solutions of the Seiberg-Witten monopole
equations (those where the spinor is zero). We discuss here the case that Y is a
rational homology sphere.
When b1(Y ) = 0, the number of different Spin
c structures on Y is equal to the
order of H1(Y ;Z), and J(Y ) is the union of the same number of copies of Z. The
contribution to HM •(Y ) from each Spin
c structure is the same:
Proposition 2.6. Let Y be a rational homology sphere and t a Spinc structure on
Y . Then
HM •(Y, t) ∼= F[U
−1, U ]]
as topological F[[U ]]-modules, where the right-hand side denotes the ring of formal
Laurent series in U that are finite in the negative direction.
The maps HM •(W ) arising from cobordisms between rational homology spheres
are also standard:
Proposition 2.7. Suppose W : Y0 → Y1 is a cobordism between rational homology
spheres, with b1(W ) = 0, and suppose that the intersection form on W is negative
definite. Let s be a Spinc structure on W , and suppose j0
s
∼ j1. Then
HM (W, s) : HM j0(Y0)→ HM j1(Y1)
is an isomorphism. On the other hand, if the intersection form on W is not negative
definite, then HM (W, s) is zero, for all s.
The last part of the proposition above holds in a more general form. Let W be a
cobordism between 3-manifolds that are not necessarily rational homology spheres,
and let b+(W ) denote the dimension of a maximal positive-definite subspace for
the quadratic form on the image of H2(W,∂W ;R) in H2(W ;R).
Proposition 2.8. If the cobordism W : Y0 → Y1 has b
+(W ) > 0, then the map
HM (W ) is zero.
2.7. Gradings and rational homology spheres. We return to rational ho-
mology spheres, and cobordisms between them. If W is such a cobordism, then
H2(W,∂W ;Q) is isomorphic to H2(W ;Q), and there is therefore a quadratic form
Q : H2(W ;Q)→ Q
given by Q(e) = (e¯ ⌣ e¯)[W,∂W ], where e¯ ∈ H2(W,∂W ;Q) is a class whose restric-
tion to W is e. We will simply write e2 for Q(e).
Lemma 2.9. Let W,W ′ : Y0 → Y1 be two cobordisms between a pair of rational
homology spheres Y0 and Y1. Let j0 and j1 be classes of oriented 2-plane fields on
the 3-manifolds and suppose that
j0
s
∼ j1
j0
s′
∼ j1
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for Spinc structure s and s′ on the two cobordisms. Then
c21(s)− 2χ(W )− 3σ(W ) = c
2
1(s
′)− 2χ(W ′)− 3σ(W ′),
where χ and σ denote the Euler number and signature.
Proof. Every 3-manifold equipped with a 2-plane field ξ is the boundary of some
almost-complex manifold (X, I) in such a way that ξ is invariant under I; so bearing
in mind the definition of the relation
s
∼, and using the additivity of all the terms
involved, we can reduce the lemma to a statement about closed almost-complex
manifolds. The result is thus a consequence of the fact that
c21(s)[X ]− 2χ(X)− 3σ(X) = 0
for the canonical Spinc structure on a closed, almost-complex manifold X .
Essentially the same point leads to the definition of the following Q-valued func-
tion on J(Y ), and the proof that it is well-defined:
Definition 2.10. For a three-manifold Y with b1(Y ) = 0 and j ∈ J(Y ) represented
by an oriented 2-plane field ξ, we define h(j) ∈ Q by the formula
4h(j) = c21(X, I)− 2χ(X)− 3σ(X) + 2,
where X is a manifold whose oriented boundary is Y , and I is an almost-complex
structure such that the 2-plane field ξ is I-invariant and has the complex orienta-
tion. The quantity c21(X, I) is to be interpreted again using the natural isomorphism
H2(X, ∂X ;Q) ∼= H2(X ;Q).
The map h : J(Y )→ Q satisfies h(j + 1) = h(j) + 1.
Now let s be a Spinc structure on a rational homology sphere Y , and consider
the exact sequence
(3) 0→ im(p∗) →֒ HM •(Y, s)
i∗−→ im(i∗)→ 0,
where p∗ : ĤM •(Y, s)→ HM •(Y, s). The image of p∗ is a closed, non-zero, proper
F[U−1, U ]]-submodule of HM •(Y, s); and the latter is isomorphic to F[U
−1, U ]]
by Proposition 2.6. The only such submodules of F[U−1, U ]] are the submodules
U rF[[U ]] for r ∈ Z. It follows that the short exact sequence above is isomorphic to
the short exact sequence
0→ F[[U ]]→ F[U−1, U ]]→ F[U−1, U ]]/F[[U ]]→ 0.
This observation leads to a Q-valued invariant of Spinc structures on rational ho-
mology spheres, after Frøyshov [13]:
Definition 2.11. Let Y be an oriented rational homology sphere and s a Spinc
structure. We define (by either of two equivalent formulae)
Fr(Y, s) = min{ h(k) | i∗ : HM k(Y, s)→
̂
HM k(Y, s) is non-zero },
= max{ h(k) + 2 | p∗ : ĤM k+1(Y, s)→ HM k(Y, s) is non-zero }.
When j∗ is zero, sequence (3) determines everything, and we have:
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Corollary 2.12. Let Y be a rational homology sphere for which the map j∗ is zero.
Then for each Spinc structure s, the short exact sequence
0→ ĤM •(Y, s)
p∗
−→ HM •(Y, s)
i∗−→
̂
HM •(Y, s)→ 0
is isomorphic as a sequence of topological F[[U ]]-modules to the sequence
0→ F[[U ]]→ F[U−1, U ]]→ F[U−1, U ]]/F[[U ]]→ 0.
Furthermore, if jmin denotes the lowest degree in which
̂
HM jmin(Y, s) is non-zero,
then h(jmin) = Fr(Y, s).
2.8. The conjugation action. Let Y be a three-manifold, equipped with a spin
bundle W . The bundle W which is induced from W with the conjugate complex
structure naturally inherits a Clifford action from the one on W . This correspon-
dence induces an involution on the set of Spinc structures on Y , denoted s 7→ s.
Indeed, this conjugation action descends to an action on the Floer homology
groups:
Proposition 2.13. Conjugation induces a well-defined involution on
̂
HM •(Y ),
sending
̂
HM (Y, s) 7→
̂
HM (Y, s). Indeed, conjugation induces involutions on the
other two theories as well, which are compatible with the maps i∗, j∗, and p∗.
3. Proof of Theorem 1.1 in the simplest cases
In this section, we prove Theorem 1.1 for the case that the surgery coefficient is
an integer and the Seifert genus of K is not 1.
3.1. The Floer groups of lens spaces. We begin by describing the Floer groups
of the 3-sphere. There is only one Spinc structure on S3, and j∗ is zero because
there is a metric of positive scalar curvature. Corollary 2.12 is therefore applicable.
It remains only to say what jmin is, or equivalently what the Frøyshov invariant is.
Orient S3 as the boundary of the unit ball in R4 and let SU(2)+ and SU(2)− be
the subgroups of SO(4) that act trivially on the anti-self-dual and self-dual 2-forms
respectively. Let ξ+ and ξ− be 2-plane fields invariant under SU(2)− and SU(2)+
respectively. Our orientation conventions are set up so that [ξ−] = [ξ+] + 1.
Proposition 3.1. The least j ∈ J(S3) for which
̂
HM j(S
3) is non-zero is j = [ξ−].
The largest j ∈ J(S3) for which ĤM j(S
3) is non-zero is [ξ+] = [ξ−] − 1. The
Frøyshov invariant of S3 is therefore given by:
Fr(S3) = h([ξ−]) = 0.
We next describe the Floer groups for the lens space L(p, 1), realized as S3p(U)
for an integer p > 0. The short description is provided by Corollary 2.12, because
j∗ is zero. To give a longer answer, we must describe the 2-plane field in which
the generator of
̂
HM lies, for each Spinc structure. Equivalently, we must give the
Frøyshov invariants.
We first pin down the grading set J(Y ) for Y = S3p(K) and p > 0. For a general
knot K, we have a cobordism
W (p) : S3p(K)→ S
3,
obtained by the addition of a single 2-handle. The manifoldW (p) has H2(W (p)) =
Z, and a generator has self-intersection number −p. A choice of orientation for a
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Seifert surface for K picks out a generator h = hW (p). For each integer n, there is
a unique Spinc structure sn,p on W (p) with
(4) 〈c1(sn,p), h〉 = 2n− p.
We denote the Spinc structure on S3p(K) which arises from sn,p by tn,p; it depends
only on n mod p. Define jn,p to be the unique element of J(S
3
p(K), tn,p) satisfying
jn,p
sn,p
∼ [ξ+],
where ξ+ is the 2-plane field on S
3 described above. Like tn,p, the class jn,p depends
on our choice of orientation for the Seifert surface. Our convention implies that
j0,1 = [ξ+] on S
3
1(U) = S
3. If n ≡ n′ mod p, then jn,p and jn′,p belong to the same
Spinc structure, so they differ by an element of Z acting on J(Y ). The next lemma
calculates that element of Z.
Lemma 3.2. We have
jn,p − jn′,p =
(2n− p)2 − (2n′ − p)2
4p
.
Proof. We can equivalently calculate h(jn,p)− h(jn′,p). We can compare h(jn,p)
to h([ξ+]) using the cobordism W (p), which tells us
4h(jn,p) = 4h([ξ+])− c
2
1(sn,p) + 2χ(W (p)) + 3σ(W (p)),
and hence
4h(jn,p) = −4 +
(2n− p)2
p
+ 2− 3
=
(2n− p)2
p
− 5.
The result follows.
Now we can state the generalization of Proposition 3.1.
Proposition 3.3. Let n be in the range 0 ≤ n ≤ p. The least j ∈ J(Y, tn,p) for
which
̂
HM j(S
3
p(U), tn,p) is non-zero is jn,p + 1. The largest j ∈ J(S
3
p(U), tn) for
which ĤM j(S
3
p(U), tn,p) is non-zero is jn,p. Equivalently, the Frøyshov invariant
of (S3p(U), tn,p) is given by:
(5)
Fr(S3p(U), tn,p) = h(jn,p) + 1
=
(2n− p)2
4p
−
1
4
.
The meaning of this last result may be clarified by the following remarks. By
Proposition 2.7, we have an isomorphism
HM (W (p), sn,p) : HM jn,p(S
3
p(U), tn,p)→ HM [ξ+](S
3);
and because j∗ is zero for lens spaces, the map
p∗ : ĤM jn,p+1(S
3
p(U), tn,p)→ HM jn,p(S
3
p(U), tn,p)
is an isomorphism. Proposition 3.3 is therefore equivalent to the following corollary:
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Corollary 3.4. The map
ĤM (W (p), sn,p) : ĤM •(S
3
p(U), tn,p)→ ĤM •(S
3)
is an isomorphism, whenever 0 ≤ n ≤ p.
A proof directly from the definitions is sketched in Section 4.14. See also Propo-
sition 7.5, which yields a more general result by a more formal argument.
We can now be precise about what it means for S3p(K) to resemble S
3
p(U) in its
Floer homology.
Definition 3.5. For an integer p > 0, we say that K is p-standard if
(1) the map j∗ :
̂
HM •(S
3
p(K))→ ĤM •(S
3
p(K)) is zero; and
(2) for 0 ≤ n ≤ p, the Frøyshov invariant of the Spinc structure tn,p on S
3
p(K)
is given by the same formula (5) as in the case of the unknot.
For p = 0, for the sake of expediency, we say that K is weakly 0-standard if the
map j∗ is zero for S
3
0(K).
Observe that tn,p depended on an orientation Seifert surface for the knot K.
Letting t+n,p and t
−
n,p be the two possible choices using the two orientations of the
Seifert surface, it is easy to see that t+n,p is the conjugate of t
−
n,p. In fact, since the
Frøyshov invariant is invariant under conjugation, it follows that our notation of
p-standard is independent of the choice of orientation.
If p > 0 and j∗ is zero, the second condition in the definition is equivalent to the
assertion that ĤM (W (p), sn,p) is an isomorphism for n in the same range:
Corollary 3.6. If K is p-standard and p > 0, then
ĤM (W (p), sn,p) : ĤM •(S
3
p(K), tn,p)→ ĤM •(S
3)
is an isomorphism for 0 ≤ n ≤ p. Conversely, if j∗ is zero for S
3
p(K) and the above
map is an isomorphism for 0 ≤ n ≤ p, then K is p-standard.
The next lemma tells us that a counter-example to Theorem 1.1 would be a
p-standard knot.
Lemma 3.7. If S3p(K) and S
3
p(U) are orientation-preserving diffeomorphic for
some integer p > 0, then K is p-standard.
Proof. Fix an integer n, and let ψ : S3p(K) → S
3
p(U) be a diffeomorphism. To
avoid ambiguity, let us write tKn,p and t
U
n,p for the Spin
c structures on these two
3-manifolds, obtained as above. Because j∗ is zero for S
3
p(K) and HM (W (p), sn,p)
is an isomorphism, the map
ĤM (W (p), sn,p) : ĤM •(S
3
p(K), t
K
n,p)→ ĤM •(S
3)
is injective. Making a comparison with Corollary 3.6, we see that
Fr(S3p(K), t
K
n,p) ≤ Fr(S
3
p(U), t
U
n,p)
for 0 ≤ n ≤ p. So
p−1∑
n=0
Fr(S3p(K), t
K
n,p) ≤
p−1∑
n=0
Fr(S3p(U), t
U
n,p).
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On the other hand, the as n runs from 0 to p−1, we run through all Spinc structures
once each; and because the manifolds are diffeomorphic, we must have equality of
the sums. The Frøyshov invariants must therefore agree term by term, and K is
therefore p-standard.
3.2. Exploiting the surgery sequence. When the surgery coefficient is an in-
teger and the genus is not 1, Theorem 1.1 is now a consequence of the following
proposition and Corollary 2.3, whose statement we can rephrase as saying that a
weakly 0-standard knot has genus 1 or is unknotted.
Proposition 3.8. If K is p-standard for some integer p ≥ 1, then K is weakly
0-standard.
Proof. Suppose that K is p-standard, so that in particular, j∗ is zero for S
3
p(K).
We apply Theorem 2.4 to the following sequence of cobordisms
· · · −→ S3p−1(K)
W0−→ S3p(K)
W1−→ S3
W2−→ S3p−1(K) −→ · · ·
to obtain a commutative diagram with exact rows and columns,yj∗ y0 y0
−−−−−→ ĤM •(S
3
p−1(K))
ĤM (W0)
−−−−−−→ ĤM •(S
3
p(K))
ĤM (W1)
−−−−−−→ ĤM •(S
3) −−−−−→yp∗ yp∗ yp∗
−−−−−→ HM •(S
3
p−1(K))
HM (W0)
−−−−−−→ HM •(S
3
p(K))
HM (W1)
−−−−−−→ HM •(S
3) −−−−−→yi∗ yi∗ yi∗
−−−−−→
̂
HM •(S
3
p−1(K))
̂
HM (W0)
−−−−−−→
̂
HM •(S
3
p(K))
̂
HM (W1)
−−−−−−→
̂
HM •(S
3) −−−−−→yj∗ y0 y0
In the case K = U , the cobordism W1 is diffeomorphic (preserving orientation) to
N \B4, where N is a tubular neighborhood of a 2-sphere with self-intersection num-
ber −p; and W2 has a similar description, containing a sphere with self-intersection
(p− 1). In general, the cobordism W1 is the manifold we called W (p) above.
Lemma 3.9. The maps
HM (W1) : HM •(S
3
p(K))→ HM •(S
3)
ĤM (W1) : ĤM •(S
3
p(K))→ ĤM •(S
3)
are zero if p = 1 and are surjective if p ≥ 2.
Proof. We write
ĤM •(S
3
p(K)) =
p−1⊕
n=0
ĤM •(S
3
p(K), tn,p).
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If n in the range 0 ≤ n ≤ p − 1, the map ĤM •(W1, sn,p) is an isomorphism by
Corollary 3.6, which gives identifications
ĤM •(S
3
p(K), tn,p)
ĤM (W1,sn,p)
−−−−−−−−−→ ĤM •(S
3)y y
F[[U ]]
1
−−−−→ F[[U ]].
For n′ ≡ n mod p, under the same identifications, ĤM (W1, sn′,p) becomes multi-
plication by U r, where
r = (jn′,p − jn,p)/2.
This difference was calculated in Lemma 3.2. Taking the sum over all sn′,p, we see
that ∑
n′≡n (p)
ĤM (W1, sn′,p) : ĤM •(S
3
p(K), tn,p)→ ĤM •(S
3)
is isomorphic (as a map of vector spaces) to the map F[[U ]] → F[[U ]] given by
multiplication by the series∑
n′≡n (p)
U ((2n
′−p)2−(2n−p)2)/8p ∈ F[[U ]].
When n = 0, this series is 0 as the terms cancel in pairs. For all other n in the range
1 ≤ n ≤ p − 1, the series has leading coefficient 1 (the contribution from n′ = n)
and is therefore invertible. Taking the sum over all residue classes, we obtain the
result for ĤM . The case of HM is similar, but does not depend on Corollary 3.6.
We can now prove Proposition 3.8 by induction on p. Suppose first that p ≥ 2
and let K be p-standard. The lemma above tells us that ĤM (W1) is surjective, and
from the exactness of the rows it follows that ĤM (W0) is injective. Commutativity
of the diagram shows that HM (W0) ◦ p∗ is injective, where p∗ : ĤM •(S
3
p−1(K))→
HM •(S
3
p−1(K)). It follows that
j∗ :
̂
HM •(S
3
p−1(K))→ ĤM •(S
3
p−1(K))
is zero, by exactness of the columns. To show that K is (p− 1)-standard, we must
examine its Frøyshov invariants.
Fix n in the range 0 ≤ n ≤ p− 2, and let
e ∈ HM jn,p−1(S
3
p−1(K), tn,p−1)
be the generator. To show that the Frøyshov invariants of S3p−1(K) are standard
is to show that
e ∈ image
(
p∗ : ĤM •(S
3
p−1(K))→ HM •(S
3
p−1(K))
)
.
From the diagram, this is equivalent to showing
HM (W0)(e) ∈ image
(
p∗ : ĤM •(S
3
p(K))→ HM •(S
3
p(K))
)
.
Suppose on the contrary that HM (W0)(e) does not belong to the image of p∗. This
means that there is a Spinc structure u on W0 such that
jn,p−1
u
∼ jm,p + x
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for some integer x > 0, and m in the range 0 ≤ m ≤ p− 1. There is a unique Spinc
structure w on the composite cobordism
X =W1 ◦W0 : S
3
p−1(K)→ S
3
whose restriction to W0 is u and whose restriction to W1 is sm,p. We have
jn,p−1
w
∼ [ξ+] + x.
On the other hand, the composite cobordism X is diffeomorphic to the cobordism
W (p− 1)#CP
2
(a fact that we shall return to in Section 5), and we can therefore
write (in a self-evident notation)
w = sn′,p−1#s
for some Spinc structure s on CP
2
, and some n′ equivalent to n mod p. From
Lemma 2.9, we have
c21(w)− 2χ(X)− 3σ(X)
= 4x+ c21(sn,p−1)− 2χ(W (p− 1))− 3σ(W (p− 1))
or in other words
(2n− p+ 1)2 − (2n′ − p+ 1)2
p− 1
+ c21(s) + 1 = 4x.
But n is in the range 0 ≤ n ≤ p−1 and c21(s) has the form−(2k+1)
2 for some integer
k, so the left hand side is not greater than 0. This contradicts the assumption that
x is positive, and completes the argument for the case p ≥ 2.
In the case p = 1, the maps HM (W1), ĤM (W1) and
̂
HM (W1) are all zero. A
diagram chase again shows that j∗ is zero for S
3
0(K), so K is weakly 0-standard.
4. Construction of monopole Floer homology
4.1. The configuration space and its blow-up. Let Y be an oriented 3-manifold,
equipped with a Riemannian metric. Let B(Y ) denote the space of isomorphism
classes of triples (s, A,Φ), where s is a Spinc structure, A is a Spinc connection of
Sobolev class L2k−1/2 in the associated spin bundle S → Y , and Φ is an L
2
k−1/2
section of S. Here k − 1/2 is any suitably large Sobolev exponent, and we choose
a half-integer because there is a continuous restriction map L2k(X) → L
2
k−1/2(Y )
when X has boundary Y . The space B(Y ) has one component for each isomorphism
class of Spinc structure, so we can write
B(Y ) =
⋃
s
B(Y, s).
We call an element of B(Y ) reducible if Φ is zero and irreducible otherwise. If we
choose a particular Spinc structure from each isomorphism class, we can construct
a space
C(Y ) =
⋃
s
C(Y, s),
where C(Y, s) is the space of all pairs (A,Φ), a Spinc connection and section for the
chosen S. Then we can regard B(Y ) as the quotient of C(Y ) by the gauge group
G(Y ) of all maps u : Y → S1 of class L2k+1/2.
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The space B(Y ) is a Banach manifold except at the locus of reducibles; the
reducible locus Bred(Y) is itself a Banach manifold, and the map
B(Y )→ Bred(Y )
[s, A,Φ] 7→ [s, A, 0]
has fibers L2k−1/2(S)/S
1, which is a cone on a complex projective space. We can
resolve the singularity along the reducibles by forming a real, oriented blow-up,
π : Bσ(Y )→ B(Y ).
We define Bσ(Y ) to be the space of isomorphism classes of quadruples (s, A, s, φ),
where φ is an element of L2k−1/2(S) with unit L
2 norm and s ≥ 0. The map π is
π : [s, A, s, φ] 7→ [s, A, sφ].
This blow-up is a Banach manifold with boundary: the boundary consists of points
with s = 0 (we call these reducible), and the restriction of π to the boundary is a
map
π : ∂Bσ(Y )→ Bred(Y )
with fibers the projective spaces associated to the vector spaces L2k−1/2(S).
4.2. The Chern-Simons-Dirac functional. After choosing a preferred connec-
tion A0 in a spinor bundle S for each isomorphism class of Spin
c structure, we can
define the Chern-Simons-Dirac functional L on C(Y ) by
L(A,Φ) = −
1
8
∫
Y
(At −At0) ∧ (FAt + FAt0) +
1
2
∫
Y
〈DAΦ,Φ〉 dvol.
Here At is the associated connection in the line bundle Λ2S. The formal gradient
of L with respect to the L2 metric ‖Φ‖2 + 14‖A
t − At0‖
2 is a “vector field” V˜ on
C(Y ) that is invariant under the gauge group and orthogonal to its orbits. We
use quotation marks, because V˜ is a section of the L2k−3/2 completion of tangent
bundle. Away from the reducible locus, V˜ descends to give a vector field (in the
same sense) V on B(Y ). Pulling back by π, we obtain a vector field Vσ on the
interior of the manifold-with-boundary Bσ(Y ). This vector field extends smoothly
to the boundary, to give a section
Vσ : Bσ(Y )→ Tk−3/2(Y ),
where Tk−3/2(Y ) is the L
2
k−3/2 completion of TB
σ(Y ). This vector field is tangent
to the boundary at ∂Bσ(Y ). The Floer groups
̂
HM (Y ), ĤM (Y ) and HM (Y ) will
be defined using the Morse theory of the vector field Vσ on Bσ(Y ).
4.2.1. Example. Suppose that b1(Y ) is zero. For each Spin
c structure s, there is (up
to isomorphism) a unique connection A in the associated spin bundle with FAt = 0,
and there is a corresponding zero of the vector field V at the point α = [s, A0, 0] in
Bred(Y ). The vector field Vσ has a zero at the point [s, A0, 0, φ] in ∂B
σ(Y ) precisely
when φ is a unit eigenvector of the Dirac operator DA. If the spectrum of DA is
simple (i.e. no repeated eigenvalues), then the set of zeros of Vσ in the projective
space π−1(α) is a discrete set, with one point for each eigenvalue.
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4.3. Four-manifolds. Let X be a compact oriented Riemannian 4-manifold (pos-
sibly with boundary), and write B(X) for the space of isomorphism classes of triples
(s, A,Φ), where s is a Spinc structure, A is a Spinc connection of class L2k and Φ is
an L2k section of the associated half-spin bundle S
+. As in the 3-dimensional case,
we can form a blow-up Bσ(X) as the space of isomorphism classes of quadruples
(s, A, s, φ), where s ≥ 0 and ‖φ‖L2(X) = 1. If Y is a boundary component of X ,
then there is a partially-defined restriction map
r : Bσ(X) 99K Bσ(Y )
whose domain of definition is the set of configurations [s, A, s, φ] on X with φ|Y
non-zero. The map r is given by
[s, A, s, φ] 7→ [s|Y , A|Y , s/c, cφ|Y ],
where 1/c is the L2 norm of φ|Y . (We have identified the spin bundle S on Y with
the restriction of S+.) When X is cylinder I × Y , with I a compact interval, we
have a similar restriction map
rt : B
σ(I × Y ) 99K Bσ(Y )
for each t ∈ I.
If X is non-compact, and in particular if X = R× Y , then our definition of the
blow-up needs to be modified, because the L2 norm of φ need not be finite. Instead,
we define Bσloc(X) as the space of isomorphism classes of quadruples [s, A, ψ,R
+φ],
where A is a Spinc connection of class L2l,loc, the set R
+φ is the closed ray generated
by a non-zero spinor φ in L2k,loc(X ;S
+), and ψ belongs to the ray. (We write R+
for the non-negative reals.) This is the usual way to define the blow up of a vector
space at 0, without the use of a norm. The configuration is reducible if ψ is zero.
4.4. The four-dimensional equations. When X is compact, the Seiberg-Witten
monopole equations for a configuration γ = [s, A, s, φ] in Bσ(X) are the equations
(6)
1
2
ρ(F+At)− s
2(φφ∗)0 = 0
D+Aφ = 0,
where ρ : Λ+(X) → isu(S+) is Clifford multiplication and (φφ∗)0 denotes the
traceless part of this hermitian endomorphism of S+. When X is non-compact, we
can write down essentially the same equations using the “norm-free” definition of
the blow-up, Bσloc(X). In either case, we write these equations as
F(γ) = 0.
In the compact case, we write
M(X) ⊂ Bσ(X)
for the set of solutions. We draw attention to the non-compact case by writing
Mloc(X) ⊂ B
σ
loc(X).
Take X to be the cylinder R × Y , and suppose that γ = [s, A, ψ,R+φ] is an
element of Mloc(R × Y ). A unique continuation result implies that the restriction
of φ to each slice {t} × Y is non-zero; so there is a well-defined restriction
γˇ(t) = rt(γ) ∈ B
σ(Y )
for all t. We have the following relation between the equations F(γ) = 0 and the
vector field Vσ:
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Lemma 4.1. If γ is in Mloc(R × Y ), then the corresponding path γˇ is a smooth
path in the Banach manifold-with-boundary Bσ(Y ) satisfying
d
dt
γˇ(t) = −Vσ.
Every smooth path γˇ satisfying the above condition arises from some element of
Mloc(R× Y ) in this way.
We should note at this point that our sign convention is such that the 4-
dimensional Dirac operator D+A on the cylinder R × Y , for a connection A pulled
back from Y , is equivalent to the equation
d
dt
φ+DAφ = 0
for a time-dependent section of the spin bundle S → Y .
Next we define the moduli spaces that we will use to construct the Floer groups.
Definition 4.2. Let a and b be two zeros of the vector field Vσ in the blow-up
Bσ(Y ). We write M(a, b) for the set of solutions γ ∈ Mloc(R × Y ) such that the
corresponding path γˇ(t) is asymptotic to a as t→ −∞ and to b as t→ +∞.
Let W : Y0 → Y1 be an oriented cobordism, and suppose the metric on W is
cylindrical in collars of the two boundary components. Let W ∗ be the cylindrical-
end manifold obtained by attaching cylinders R−×Y0 and R
+×Y1. From a solution
γ in Mloc(W
∗), we obtain paths γˇ0 : R
− → Bσ(Y0) and γˇ1 : R
+ → Bσ(Y1). The
following moduli spaces will be used to construct the maps on the Floer groups
arising from the cobordism W :
Definition 4.3. Let a and b be zeros of the vector field Vσ in Bσ(Y0) and B
σ(Y1)
respectively. We write M(a,W ∗, b) for the set of solutions γ ∈Mloc(W
∗) such that
the corresponding paths γˇ0(t) and γˇ1(t) are asymptotic to a and b as t→ −∞ and
t→ +∞ respectively.
4.4.1. Example. In example 4.2.1, suppose the spectrum is simple, let aλ ∈ ∂B
σ(Y )
be the critical point corresponding to the eigenvalue λ, and let φλ be a corresponding
eigenvector of DA0 . Then the reducible locus M
red(aλ, aµ) in the moduli space
M(aλ, aµ) is the quotient by C
∗ of the set of solutions φ to the Dirac equation
d
dt
φ+DA0φ = 0
on the cylinder, with asymptotics
φ ∼
{
C0e
−λtφλ, as t→ −∞,
C1e
−µtφµ, as t→ +∞,
for some non-zero constants C0, C1.
4.5. Transversality and perturbations. Let a ∈ Bσ(Y ) be a zero of Vσ. The
derivative of the vector field at this point is a Fredholm operator on Sobolev com-
pletions of the tangent space,
DaV
σ : Tk−1/2(Y )a → Tk−3/2(Y )a.
Because of the blow-up, this operator is not symmetric (for any simple choice of
inner product on the tangent space); but its spectrum is real and discrete. We
say that a is non-degenerate as a zero of Vσ if 0 is not in the spectrum. If a is a
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non-degenerate zero, then it is isolated, and we can decompose the tangent space
as
Tk−1/2 = K
+
a ⊕K
−
a ,
where K±a and K
−
a is the closures of the sum of the generalized eigenvectors belong-
ing to positive (respectively, negative) eigenvalues. The stable manifold of a is the
set
Sa = { r0(γ) | γ ∈Mloc(R
− × Y ), lim
t→+∞
rt(γ) = a }.
The unstable manifold Ua is defined similarly. If a is non-degenerate, these are
locally closed Banach submanifolds of Bσ(Y ) (possibly with boundary), and their
tangent spaces at a are the spaces K+a and K
−
a respectively. Via the map γ 7→ γ0,
we can identify M(a, b) with the intersection
M(a, b) = Sa ∩ Ua.
In general, there is no reason to expect that the zeros are all non-degenerate. (In
particular, if b1(Y ) is non-zero then the reducible critical points are never isolated.)
To achieve non-degeneracy we perturb the equations, replacing the Chern-Simons-
Dirac functional L by L + f , where f belongs to a suitable class P(Y ) of gauge-
invariant functions on C(Y ). We write q˜ for the gradient of f on C(Y ), and qσ for
the resulting vector field on the blow-up. Instead of the flow equation of Lemma 4.1,
we now look (formally) at the equation
d
dt
γˇ(t) = −Vσ − qσ.
Solutions of this perturbed flow equation correspond to solutions γ ∈ Bσ(R×Y ) of
an equation Fq(γ) = 0 on the 4-dimensional cylinder. We do not define the class
of perturbations P(Y ) here (see [23]).
The first important fact is that we can choose a perturbation f from the class
P(Y ) so that all the zeros of Vσ + qσ are non-degenerate. From this point on we
suppose that such a perturbation is chosen. We continue to write M(a, b) for the
moduli spaces, Sa and Ua for the stable and unstable manifolds, and so on, without
mention of the perturbation. The irreducible zeros will be a finite set; but as in
Example 4.2.1, the number of reducible critical points will be infinite. In general,
there is one reducible critical point aλ in the blow-up for each pair (α, λ), where
α = [s, A, 0] is a zero of the restriction of V + q to Bred(Y ), and λ is an eigenvalue
of a perturbed Dirac operator DA,q. The point aλ is given by [s, A, 0, φλ], where
φλ is a corresponding eigenvector, just as in the example.
Definition 4.4. We say that a reducible critical point a ∈ ∂Bσ(Y ) is boundary-
stable if the normal vector to the boundary at a belongs to K+a . We say a is
boundary-unstable if the normal vector belongs to K−a .
In our description above, the critical point aλ is boundary-stable if λ > 0 and
boundary-unstable if λ < 0. If a is boundary-stable, then Sa is a manifold-
with-boundary, and ∂Sa is the reducible locus S
red
a . The unstable manifold Ua
is then contained in ∂Bσ(Y ). If a is boundary-unstable, then Ua is a manifold-
with-boundary, while Sa is contained in the ∂B
σ(Y ).
The Morse-Smale condition for the flow of the vector field Vσ + qσ would ask
that the intersection Sa ∩ Ua is a transverse intersection of Banach submanifolds
in Bσ(Y ), for every pair of critical points. We cannot demand this condition,
because if a is boundary-stable and b is boundary-unstable, then Ua and Sb are
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both contained in ∂Bσ(Y ). In this special case, the best we can ask is that the
intersection be transverse in the boundary.
Definition 4.5. We say that the moduli space M(a, b) is boundary-obstructed if a
and b are both reducible, a is boundary-stable and b is boundary-unstable.
Definition 4.6. We say that a moduli space M(a, b) is regular if the intersec-
tion Sa ∩ Ub is transverse, either as an intersection in the Banach manifold-with-
boundary Bσ(Y ) or (in the boundary-obstructed case) as an intersection in ∂Bσ(Y ).
We say the perturbation is regular if:
(1) all the zeros of Vσ + qσ are non-degenerate;
(2) all the moduli spaces are regular; and
(3) there are no reducible critical points in the components Bσ(Y, s) belonging
to Spinc structures s with c1(s) non-torsion.
The class P(Y ) is large enough to contain regular perturbations, and we suppose
henceforth that we have chosen a perturbation of this sort. The moduli spaces
M(a, b) will be either manifolds or manifolds-with-boundary, and the latter occurs
only if a is boundary-unstable and b is boundary-stable. We write M red(a, b) for
the reducible configurations in the moduli space
4.5.1. Remark. The moduli space M(a, b) cannot contain any irreducible elements
if a is boundary-stable or if b is boundary-unstable.
We can decompose M(a, b) according to the relative homotopy classes of the
paths γˇ(t): we write
M(a, b) =
⋃
z
Mz(a, b),
where the union is over all relative homotopy classes z of paths from a to b. For
any points a and b and any relative homotopy class z, we can define an integer
grz(a, b) (as the index of a suitable Fredholm operator), so that
dimMz(a, b) =
{
grz(a, b) + 1, in the boundary-obstructed case,
grz(a, b), otherwise,
whenever the moduli space is non-empty. The quantity grz(a, b) is additive along
composite paths. We refer to grz(a, b) as the formal dimension of the moduli space
Mz(a, b).
Let W : Y0 → Y1 be a cobordism, and suppose q0 and q1 are regular pertur-
bations for the two 3-manifolds. Form the Riemannian manifold W ∗ by attaching
cylindrical ends as before. We perturb the equations F(γ) = 0 on the compact man-
ifold W by a perturbation p that is supported in cylindrical collar-neighborhoods
of the boundary components. The term perturbation p near the boundary com-
ponent Yi is defined by a t-dependent element of P(Yi), equal to q0 in a smaller
neighborhood of the boundary. We continue to denote the solution set of the per-
turbed equations Fp(γ) = 0 by M(W ) ⊂ B
σ(W ). This is a Banach manifold with
boundary, and there is a restriction map
r0,1 :M(W )→ B
σ(Y0)× B
σ(Y1).
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The cylindrical-end moduli spaceM(a,W ∗, b) can be regarded as the inverse image
of Ua × Sb under r0,1:
M(a,W ∗, b) −−−−→ Ua × Sby y
M(W )
r0,1
−−−−→ Bσ(Y0)× B
σ(Y1).
The moduli space M(a,W ∗, b) is boundary-obstructed if a is boundary-stable and
b is boundary-unstable.
Definition 4.7. If M(a,W ∗, b) is not boundary-obstructed, we say that the mod-
uli space is regular if r0,1 is transverse to Ua × Sb. In the boundary-obstructed
case, M(a,W ∗, b) consists entirely of reducibles, and we say that it is regular if the
restriction
rred0,1 :M
red(W )→ ∂Bσ(Y0)× ∂B
σ(Y1)
is transverse to Ua × Sb.
One can always choose the perturbation p on W so that the moduli spaces
M(a,W ∗, b) are all regular. Each moduli space has a decomposition
M(a,W ∗, b) =
⋃
z
Mz(a,W
∗, b)
indexed by the connected components z of the fiber r−10,1(a, b) of the map
r0,1 : B
σ(W ) 99K Bσ(Y0)× B
σ(Y1).
The set of these components is a principal homogeneous space for the groupH2(W,Y0∪
Y1;Z). We can define an integer grz(a,W, b) which is additive for composite cobor-
disms, such that the dimension of the non-empty moduli spaces is given by:
dimMz(a,W
∗, b) =
{
grz(a,W, b) + 1, in the boundary-obstructed case,
grz(a,W, b), otherwise,
4.6. Compactness. We suppose now that a regular perturbation q is fixed. The
moduli space M(a, b) has an action of R, by translations of the cylinder R×Y . We
write M˘(a, b) for the quotient by R of the non-constant solutions:
M˘(a, b) = { γ ∈M(a, b) | rt(γ) is non-constant }/R.
We refer to elements of M˘(a, b) as unparametrized trajectories. The space M˘z(a, b)
has a compactification: the space of broken (unparametrized) trajectories M˘+z (a, b).
This space is the union of all products
(7) M˘z1(a0, a1)× · · · × M˘zl(al−1, al),
where a0 = a, al = b and the composite of the paths zi is z.
Because of the presence of boundary-obstructed trajectories, the enumeration
of the strata that contribute to the compactification is more complicated than it
would be for a Morse-Smale flow. For example:
Lemma 4.8. If M˘z(a, b) is zero-dimensional, then it is compact. If M˘z(a, b) is
one-dimensional and contains irreducible trajectories, then the non-empty products
(7) that contribute to the compactification M˘+z (a, b) are of two types:
(1) products M˘z1(a, a1)× M˘z2(a1, b) with two factors;
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(2) products M˘z1(a, a1)× M˘z2(a1, a2)× M˘z3(a2, b) with three factors, of which
the middle one is boundary-obstructed.
The situation for the reducible parts of the moduli spaces is simpler. If M˘ redz (a, b)
has dimension one, then its compactification involves only broken trajectories with
two components,
M˘ redz1 (a, a1)× M˘
red
z2 (a1, b).
In [23], gluing theorems are proved that describe the structure of the compact-
ification M˘+z (a, b) near a stratum of the type (7). In the case of a 1-dimensional
moduli space containing irreducibles (as in the lemma above), the compactifica-
tion is a C0 manifold with boundary in a neighborhood of the strata of the first
type. At a point belonging to a stratum of the second type (with three factors),
the structure of the compactification is more complicated: a neighborhood of such
a point can be embedded in the positive quadrant R+ × R+ as the zero set of a
continuous function that is strictly positive on the positive x-axis, strictly negative
on the positive y-axis, and zero at the origin. We refer to this structure (more
general than a 1-manifold with boundary) as a codimension-1 δ-structure. Despite
the extra complication, spaces with this structure share with compact 1-manifolds
the fact that the number of boundary points is even:
Lemma 4.9. Let N = N1 ∪ N0 be a compact space, containing an open subset
N1 that is a smooth 1-manifold and a closed complement N0 that is a finite set.
Suppose N has a codimension-1 δ-structure in the neighborhood of each point of
N0. Then |N0| is even.
4.6.1. Remark. In the case that a is boundary-unstable and b is boundary-stable,
the space M˘z(a, b) is already a manifold-with-boundary before compactification:
the boundary is M˘ redz (a, b).
The moduli spaces Mz(a,W
∗, b) can be compactified in a similar way. For ex-
ample, if Mz(a,W
∗, b) contains irreducibles and is one-dimensional, then it has a
compactification obtained by adding strata that are products of either two or three
factors. Those involving two factors have one of the two possible shapes
(8)
M˘z1(a, a1)×Mz2(a1,W
∗, b)
Mz1(a,W
∗, b1)× M˘z2(b1, b)
where the a’s belong to Bσ(Y0) and the b’s belong to B
σ(Y1). Those involving three
factors have one of the three possible shapes
(9)
M˘z1(a, a1)× M˘z2(a1, a2)×Mz3(a2,W
∗, b)
M˘z1(a, a1)××Mz2(a1,W
∗, b1)× M˘z3(b1, b)
Mz1(a,W
∗, b1)× M˘z2(b1, b2)× M˘z3(b2, b).
In the case of three factors, the middle factor is boundary-obstructed. All these
strata are finite sets, and the compactification M+(a,W ∗, b) has a codimension-1
δ-structure at each point.
4.7. Three Morse complexes. Let Cs, Cu and Co denote the set of critical points
(zeros of Vσ + qσ in Bσ(Y )) that are boundary-stable, boundary-unstable, and
irreducible respectively. Let
Cs(Y ), Cu(Y ), Co(Y )
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denote vector spaces over F, with bases ea indexed by the elements a of these three
sets. For every pair of critical points a, b, we define
nz(a, b) =
{
|M˘z(a, b)| mod 2, if dim M˘z(a, b) = 0,
0, otherwise.
From these, we construct linear maps
∂oo : C
o(Y )→ Co(Y )
∂os : C
o(Y )→ Cs(Y )
∂uo : C
u(Y )→ Co(Y )
∂us : C
u(Y )→ Cs(Y )
by the formulae
∂ooea =
∑
b∈Co
∑
z
nz(a, b)eb, (a ∈ C
o),
and so on. The four maps correspond to the four cases in which a space of trajec-
tories can contain irreducibles: see Remark 4.5.1 above.
Along with the nz(a, b), we define quantities n¯z(ab) using the reducible parts of
the moduli spaces:
n¯z(a, b) =
{
|M˘ redz (a, b)| mod 2, if dim M˘
red
z (a, b) = 0,
0, otherwise.
These are used similarly as the matrix entries of linear maps
∂¯ss : C
s(Y )→ Cs(Y )
∂¯su : C
s(Y )→ Cu(Y )
∂¯us : C
u(Y )→ Cs(Y )
∂¯uu : C
u(Y )→ Cu(Y ).
Note that the maps ∂¯us and ∂
u
s are different. The former counts reducible elements
in zero-dimensional moduli spaces M˘ redz (a, b), where the corresponding irreducible
moduli space M˘(a, b) will be 1-dimensional.
Lemma 4.10. We have the following identities:
∂oo∂
o
o + ∂
u
o ∂¯
s
u∂
o
s = 0
∂os∂
o
o + ∂¯
s
s∂
o
s + ∂
u
s ∂¯
s
u∂
o
s = 0
∂oo∂
u
o + ∂
u
o ∂¯
u
u + ∂
u
o ∂¯
s
u∂
u
s = 0
∂¯us + ∂
o
s∂
u
o + ∂¯
s
s∂
u
s + ∂
u
s ∂¯
u
u + ∂
u
s ∂¯
s
u∂
u
s = 0.
Proof. All four identities are proved by enumerating the end-points of all the
1-dimensional moduli spaces M˘+z (a, b) that contain irreducibles, using Lemma 4.8
and Lemma 4.9. In the last identity of the four, the extra term ∂¯us is accounted for
by Remark 4.6.1.
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Using the reducible parts of the moduli spaces, we obtain the simpler result:
Lemma 4.11. We have the following identities:
∂¯ss ∂¯
s
s + ∂¯
u
s ∂¯
s
u = 0
∂¯ss ∂¯
u
s + ∂¯
u
s ∂¯
u
u = 0
∂¯uu ∂¯
s
u + ∂¯
s
u∂¯
s
s = 0
∂¯uu ∂¯
u
u + ∂¯
s
u∂¯
u
s = 0.

Definition 4.12. We construct three vector spaces with differentials, (Cˇ(Y ), ∂ˇ),
(Cˆ(Y ), ∂ˆ) and (C¯(Y ), ∂¯), by setting
Cˇ(Y ) = Co(Y )⊕ Cs(Y )
Cˆ(Y ) = Co(Y )⊕ Cu(Y )
C¯(Y ) = Cs(Y )⊕ Cu(Y ),
and defining
∂ˇ =
[
∂oo ∂
u
o ∂¯
s
u
∂os ∂¯
s
s + ∂
u
s ∂¯
s
u
]
, ∂ˆ =
[
∂oo ∂
u
o
∂¯su∂
o
s ∂¯
u
u + ∂¯
s
u∂
u
s
]
, ∂¯ =
[
∂¯ss ∂¯
u
s
∂¯su ∂¯
u
u
]
.
The proof that the differentials ∂ˇ, ∂ˆ and ∂¯ each have square zero follows by
elementary manipulation of the identities in the previous two lemmas. We define
the Floer homology groups
̂
HM ∗(Y ), ĤM ∗(Y ), HM ∗(Y )
as the homology of the three complexes above. Each of these is a sum of subspaces
contributed by the connected components Bσ(Y, s) of Bσ(Y ), so that
̂
HM ∗(Y ) =
⊕
s
̂
HM ∗(Y, s)
for example. After choosing a base-point, we can grade the complex Cˇ(Y, s) by
Z/dZ, where dZ is the subgroup of Z arising as the image of the map
z 7→ grz(a, a)
from π1(B
σ(Y, s), a) to Z. This image is contained in 2Z and coincides with the im-
age of the map (2). The • versions of the Floer groups are obtained by completion,
as explained in Section 2.4.
To motivate the formalism a little, it may be helpful to say that the construction
of these complexes can also be carried out (with less technical difficulty) in the case
that we replace Bσ(Y ) by a finite-dimensional manifold with boundary, (B, ∂B).
In the finite-dimensional case, the complexes compute respectively the ordinary
homology groups,
H∗(B;F), H∗(B, ∂B;F), H∗(∂B;F).
The long exact sequence (1) is analogous to the long exact sequence of a pair
(B, ∂B). The maps i∗, j∗ and p∗ arise from maps i, j, p on the chain complexes of
Definition 4.12, given by the matrices
i =
[
0 ∂uo
1 ∂us
]
, j =
[
1 0
0 ∂¯su
]
, p =
[
∂os ∂
u
s
0 1
]
.
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The exactness of the sequence is a formal consequence of the identities.
Up to canonical isomorphism, the Floer groups are independent of the choice of
metric and perturbation that are involved in their construction. As in Floer’s orig-
inal argument [12], this independence follows from the more general construction
of maps from cobordisms, and their properties.
4.8. Maps from cobordisms. Let W : Y0 → Y1 be a cobordism equipped with
a Riemannian metric and a regular perturbation p so that the moduli spaces
Mz(a,W
∗, b) are regular. For each pair of critical points a, b belonging to Y0
and Y1 respectively, let
mz(a,W, b) =
{
|Mz(a,W
∗, b)| mod 2, if dimMz(a,W
∗, b) = 0,
0, otherwise.
Define m¯z(a,W, b) for reducible critical points similarly, usingM
red
z (a,W
∗, b). These
provide the matrix entries of eight linear maps
moo : C
o
•(Y0)→ C
o
• (Y1)
mos : C
o
•(Y0)→ C
s
•(Y1)
muo : C
u
• (Y0)→ C
o
• (Y1)
mus : C
u
• (Y0)→ C
s
•(Y1)
and
m¯ss : C
s
•(Y0)→ C
s
•(Y1)
m¯su : C
s
•(Y0)→ C
u
• (Y1)
m¯us : C
u
• (Y0)→ C
s
•(Y1)
m¯uu : C
u
• (Y0)→ C
u
• (Y1),
with definitions parallel to the those of the maps ∂oo etc. above. For example,
m¯ss(ea) =
∑
b∈Cs(Y1)
∑
z
m¯z(a,W, b)eb, (a ∈ C
s(Y0)).
The bullets denote completion, which is necessary because, for a given a, there are
infinitely many b for which m¯ab,z may be non-zero for some z. (For a given a and
b, only finitely many z can contribute.) Again, mus and m¯
u
s are different maps.
By enumerating the boundary points of 1-dimensional moduli spacesM+(a,W ∗, b)
and appealing to Lemma 4.9, we obtain identities involving these operators. For
example, by considering such moduli spaces for which the end-points a and b are
both irreducible, we obtain the identity
(10) moo∂
o
o + ∂
o
om
o
o + ∂
u
o ∂¯
s
um
o
s + ∂
u
o m¯
s
u∂
o
s +m
u
o ∂¯
s
u∂
o
s = 0.
The five terms in this identity enumerate the boundary points of each of the five
types described in (8) and (9).
We combine these linear maps to define maps
mˇ(W ) : Cˇ•(Y0)→ Cˇ•(Y1),
mˆ(W ) : Cˆ•(Y0)→ Cˆ•(Y1),
m¯(W ) : C¯•(Y0)→ C¯•(Y1),
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by the formulae
mˇ(W ) =
[
moo m
u
o ∂¯
s
u + ∂
u
o m¯
s
u
mos m¯
s
s +m
u
s ∂¯
s
u + ∂
u
s m¯
s
u
]
,
mˆ(W ) =
[
moo m
u
o
m¯su∂
o
s + ∂¯
s
um
o
s m¯
u
u + m¯
s
u∂
u
s + ∂¯
s
um
u
s
]
,
and
m¯(W ) =
[
m¯ss m¯
u
s
m¯su m¯
u
u
]
.
Identities such as (10) supply the proof of:
Proposition 4.13. The maps mˇ(W ), mˆ(W ) and m¯(W ) are chain maps, and they
commute with i, j and p.
We define
̂
HM (W ), ĤM (W ) and HM (W ) to be the maps on the Floer homology
groups arising from the chain maps mˇ(W ), mˆ(W ) and m¯(W ).
4.9. Families of metrics. The chain maps mˇ(W ) depend on a choice of Riemann-
ian metric g and perturbation p on W . Let P be a smooth manifold, perhaps with
boundary, and let gp and pp be a smooth family of metrics and perturbations on
W , for p ∈ P . We suppose that there are collar neighborhoods of the boundary
components Y0 and Y1 on which all the gp are equal to the same fixed cylindrical
metrics and on which all the pp agree with the given regular perturbations q0 and
q1. We can form a parametrized moduli space over P , as the union
M(a,W ∗, b)P =
⋃
p
{p} ×M(a,W ∗, b)p
⊂ P × Bσloc(W
∗).
Regularity for such moduli spaces is defined as the transversality of the map
r0,1 : M(W )P → B
σ(Y0)× B
σ(Y1)
to the submanifold Ua×Sb, with the usual adaptation in the boundary-obstructed
cases. If P has boundary Q, then we take regularity of M(a,W ∗, b)P to include
also the condition that M(a,W ∗, b)Q is regular. Given any family of metrics gp for
p ∈ P , and any family of perturbations pq for q ∈ Q such that the moduli spaces
M(a,W ∗, b)Q are regular, we can choose an extension of the family pq to all of P
in such a way that all the moduli spaces M(a,W ∗, b)P are regular also.
Now suppose that P is compact, with boundary Q. For each a and b, define
mz(a,W, b)P =
{
|MPz (a,W
∗, b)| mod 2, if dimMPz (a,W
∗, b) = 0,
0, otherwise.
Use the moduli spaces of reducible solutions to define m¯z(a,W, b)P similarly. From
these, we construct linear maps
mˇ(W )P : Cˇ•(Y0)→ Cˇ•(Y1)
with companion maps mˆ(W )P and m¯(W )P . If the boundary Q is empty, then these
are chain maps, just as in the case that P is a point: the proof is by enumeration
of the boundary points in the compactifications of 1-dimensional moduli spaces
Mz(a,W
∗, b)P . (The compactification is constructed as the parametrized union of
the moduli spaces M+z (a,W
∗, b)p over P .)
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If Q is non-empty, then the boundary ofMz(a,W
∗, b)P has an additional contri-
bution, namely the moduli space Mz(a,W
∗, b)Q. Identities such as (10) therefore
have an additional term: we have, for example (one of eight similar identities),
(11) (moo)
P ∂oo + ∂
o
o(m
o
o)
P + ∂uo ∂¯
s
u(m
o
s)P + ∂
u
o (m¯
s
u)P ∂
o
s + (m
u
o )P ∂¯
s
u∂
o
s = (m
o
o)Q.
The maps mˇ(W )P etc. are no longer chain maps: instead, we have
∂ˇmˇ(W )P + mˇ(W )P ∂ˇ = mˇ(W )Q
∂ˆmˆ(W )P + mˆ(W )P ∂ˆ = mˆ(W )Q
∂¯m¯(W )P + m¯(W )P ∂¯ = m¯(W )Q.
Thus mˇ(W )Q is chain-homotopic to zero, and mˇ(W )P provides the chain-homotopy.
If we take P to be the interval [0, 1] and Q to be the boundary {0, 1}, we obtain:
Corollary 4.14. The chain maps mˇ(W )0 and mˇ(W )1 from Cˇ•(Y0) to Cˇ•(Y1),
corresponding to two different choices of metric and regular perturbation on the
interior of W , are chain homotopic, and therefore induce the same map on Floer
homology. The same holds for the other two flavors.
4.10. Composing cobordisms. Let W : Y0 → Y2 be a composite cobordism
W : Y0
W0−→ Y1
W1−→ Y2.
Equip W with a metric which is cylindrical near the two boundary components as
well as in a neighborhood of Y1 ⊂W , and let p be a perturbation that agrees with
the regular perturbations qi near Yi for i = 0, 1, 2. For each T ≥ 0, let W (T ) ∼=W
be the Riemannian manifold obtained by cutting along Y1 and inserting a cylinder
[−T, T ]× Y1 with the product metric. We can form the parametrized union
(12)
⋃
T≥0
Mz(a,W (T )
∗, b).
Since the manifolds W (T ) are all copies of W with varying metric, this can be seen
as an example of a parametrized moduli space Mz(a,W
∗, b)P of the sort we have
been considering, with P ∼= [0,∞). We add a fiber over T =∞ by setting
W (∞)∗ =W ∗0 ∐W
∗
1 ,
a disjoint union of the two cylindrical end manifolds. We define
Mz(a,W (∞)
∗, b)
to be the union of products
(13)
⋃
c
⋃
z0,z1
Mz0(a,W
∗
0 , c)×Mz1(c,W
∗
1 , b).
The union is over all pairs of classes z0, z1 with composite z and all c ∈ C(Y1).
Putting in this extra fiber, we have a family
Mz(a,W
∗, b)P¯ =
⋃
T∈[0,∞]
{T } ×Mz(a,W (T )
∗, b),
parametrized by the space P¯ ∼= [0,∞]. The moduli space just defined is a non-
compact manifold with boundary. The boundary consists of the union of the two
fibers over T = 0 and T = ∞, together with the reducible locus M redz (a,W
∗, b)P¯
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in the case that the moduli space contains both reducibles and irreducibles. It is
contained in a compact space
M+z (a,W
∗, b)P¯ =
⋃
T∈[0,∞]
{T } ×M+z (a,W (T )
∗, b),
where for T =∞ a typical element of M+z (a,W (T )
∗, b) is a quintuple
(γ0, γ01, γ1, γ12, γ2),
where γi is a broken trajectory for Yi (possibly with zero components) and γ01, γ12
belong to the moduli spaces of W0 and W1.
Lemma 4.15. IfMz(a,W
∗, b)P is zero-dimensional, then it is compact. IfMz(a,W
∗, b)P
is one-dimensional and contains irreducible trajectories, then the compactification
M+z (a,W
∗, b)P¯ is a 1-dimensional space with a codimension-1 δ-structure at all
boundary points. The boundary points are of the following types:
(1) the fiber over T = 0, namely the space Mz(a,W
∗, b) for W (0) =W ;
(2) the fiber over T =∞, namely the union of products (13);
(3) products of two factors, of one of the forms
M˘z1(a, a1)×Mz2(a1,W
∗, b)P
Mz1(a,W
∗, b1)P × M˘z2(b1, b)
(cf. (8) above);
(4) products of three factors, of one of the forms
M˘z1(a, a1)× M˘z2(a1, a2)×Mz3(a2,W
∗, b)P
M˘z1(a, a1)×Mz2(a1,W
∗, b1)P × M˘z3(b1, b)
Mz1(a,W
∗, b1)P × M˘z2(b1, b2)× M˘z3(b2, b)
(cf. (9) above);
(5) parts of the fiber M+z (a,W (∞)
∗, b) over T =∞ of one the forms
M˘z1(a, a1)×Mz2(a1,W
∗
0 , c)×Mz2(c,W
∗
1 , b)
Mz1(a,W
∗
0 , c1)× M˘z2(c1, c)×Mz3(c,W
∗
1 , b)
Mz1(a,W
∗
0 , c)×Mz2(c,W
∗
1 , b1)× M˘z3(b1, b),
where the middle factor is boundary-obstructed in each case;
(6) the reducible locus M redz (a,W
∗, b)P in the case that the moduli space con-
tains both irreducibles and reducibles (which requires a to be boundary-
unstable and b to be boundary-stable).
Following a familiar pattern, we now count the elements in the zero-dimensional
moduli spaces, to obtain elements of F:
mz(a,W, b)P =
{
|Mz(a,W
∗, b)P | mod 2, if dimMz(a,W
∗, b)P = 0,
0, otherwise,
and
m¯z(a,W, b)P =
{
|M redz (a,W
∗, b)P | mod 2, if dimM
red
z (a,W
∗, b)P = 0,
0, otherwise.
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These become the matrix entries of maps
Koo : C
o
•(Y0)→ C
o
•(Y2)
Kos : C
o
•(Y0)→ C
s
•(Y2)
Kuo : C
u
• (Y0)→ C
o
•(Y2)
Kus : C
u
• (Y0)→ C
s
•(Y2)
and
K¯ss : C
s
•(Y0)→ C
s
•(Y2)
K¯su : C
s
•(Y0)→ C
u
• (Y2)
K¯us : C
u
• (Y0)→ C
s
•(Y2)
K¯uu : C
u
• (Y0)→ C
u
• (Y2),
just as we defined moo and its companions. From Lemma 4.15 and Lemma 4.9 we
obtain identities involving these operators, as usual. For example, as an operator
Co(Y0)→ C
o(Y2), we have
moo(W ) +m
o
o(W1)m
o
o(W0) +K
o
o∂
o
o + ∂
o
oK
o
o +K
u
o ∂¯
s
u∂
o
s + ∂
u
o K¯
s
u∂
o
s + ∂
u
o ∂¯
s
uK
o
s
+muo (W1)m¯
s
u(W0)∂
o
s +m
u
o (W1)∂¯
s
um
o
s(W0) + ∂
u
o m¯
s
u(W1)m
o
s(W0) = 0.
The ten terms in this identity correspond to the ten possibilities listed in the first
five cases of the lemma above. (The final case of the lemma does not apply.)
We combine the pieces Koo etc. to define a map
Kˇ : Cˇ•(Y0)→ Cˇ•(Y2)
by the matrix
Kˇ =
[
Koo K
u
o ∂¯
s
u +m
u
o (W1)m¯
s
u(W0) + ∂
u
o K¯
s
u
Kos K¯
s
s +K
u
s ∂¯
s
u +m
u
s (W1)m¯
s
u(W0) + ∂
u
s K¯
s
u
]
.
Proposition 4.16. We have the equality
∂ˇKˇ + Kˇ∂ˇ = mˇ(W1)mˇ(W0) + mˇ(W )
as maps Cˇ•(Y0)→ Cˇ•(Y2). At the level of homology therefore, we have
̂
HM (W1) ◦
̂
HM (W0) =
̂
HM (W ).
There are similar identities for the other two flavors of Floer homology.
Proof. The chain-homotopy identity is a formal consequence of the ten-term
identity above, together with its seven companions and the corresponding identities
for the ∂ and m operators.
4.11. The module structure. We describe now a way to define the F[U ]-modules
structure on Floer homology. A different and more general approach is taken in
[23], but the result is the same, and the present version of the definition (based on
[8]) is simpler to describe. LetW : Y0 → Y1 be a cobordism, and let w1, . . . , wp ∈W
be chosen points. Let B1, . . . , Bp be standard ball neighborhoods of these points.
The space Bσ(Bq) is a Hilbert manifold with boundary; and because it arises as a
free quotient by the gauge group G of L2k+1 maps u : Bq → S
1, there is a natural
line bundle Lq on B
σ(Bq) associated to the homomorhpism u 7→ u(wq) from G to
S1.
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Because of unique continuation, there is a well-defined restriction map
rq : M(W )→ B
σ(Bq),
and hence also
rq :M(a,W
∗, b)→ Bσ(Bq),
for all a and b. Let sq be a smooth section of Lq, and let Vq ⊂ B
σ(Bq) be its
zero set. Omitting the restriction maps that are implied by our notation, we now
consider the moduli spaces
Mz(a,W
∗, {w1, . . . , wp}, b) ⊂Mz(a,W
∗, b)
defined as the intersection
Mz(a,W
∗, b) ∩ V1 ∩ · · · ∩ Vp.
We can choose the sections sq so that, for all a and b, their pull-backs of s1, . . . , sq
to M(a,W ∗, b) have transverse zero sets. The above intersection is then a smooth
manifold.
We repeat verbatim the construction of the chain maps mˇ(W ), mˆ(W ) and m¯(W )
from Section 4.8, but replacingMz(a,W
∗, b) by the lower-dimensional moduli space
Mz(a,W
∗, {w1, . . . , wp}, b) throughout. In this way, we construct maps that we
temporarily denote by
̂
HM (W, {w1, . . . , wp}) :
̂
HM •(Y0)→
̂
HM •(Y1),
with similar maps for the other two flavors. As a special case, we define a map
U :
̂
HM •(Y )→
̂
HM •(Y )
by taking p = 1 and taking W to be the cylinder [0, 1] × Y . The proof of the
composition law for composite cobordisms adapts to prove that Up is equal to the
map arising from the cylindrical cobordism with p base-points; and more generally,
̂
HM (W, {w1, . . . , wp}) = U
p
̂
HM (W ),
(a formula which then makes the notation
̂
HM (W, {w1, . . . , wp}) obsolete).
4.12. Local coefficients. There is a variant of Floer homology, using local coeffi-
cients. We continue to work over the field F = Z/2, and we consider a local system
of F-vector spaces, Γ on Bσ(Y ). This means that for each points a in Bσ(Y ) we
have a vector space Γa over F, and for each relative homotopy-class of paths z from
a to b we have an isomorphism
Γ(z) : Γa → Γb.
These should satisfy the composition law Γz = Γz2 ◦ Γz1 for composite paths.
Given such a local system, and given as usual a Riemannian metric and regular
perturbation for Y , we introduce vector spaces Co(Y ; Γ), Cs(Y ; Γ) and Cu(Y ; Γ),
defining them as ⊕
a
Γa,
where the sum is over all critical points in Bσ(Y ) that are irreducible, boundary-
stable or boundary-unstable respectively. We define a map ∂oo : C
o(Y ; Γ) →
Co(Y ; Γ) by the formula
∂oo(e) =
∑
b∈Co
∑
z
nz(a, b)Γ(z)(e), (e ∈ Γa),
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where nz(a, b) is defined as before. This map, along with its companions ∂
o
s etc.,
are then used to define the differential
∂ˇ : Cˇ(Y ; Γ)→ Cˇ(Y ; Γ)
for the complex Cˇ(Y ; Γ) = Co(Y ; Γ)⊕Cs(Y ; Γ). Proceeding as before, we construct
the Floer group
̂
HM •(Y ; Γ), and also its companions ĤM •(Y ; Γ) and HM •(Y ; Γ).
Let W : Y0 → Y1 now be a cobordism, and suppose local systems Γi are given
on Yi for i = 0, 1. The restriction maps
ri : B
σ(W ) 99K Bσ(Yi), (i = 1, 2)
are only partially defined, but the pull-backs r∗i (Γi) provide well-defined local sys-
tems on Bσ(W ). This is because a local system Γ on Bσ(Y ) is, in a canonical way,
the pull-back of a local system on B(Y ), and the restriction maps to B(Yi) are
everywhere defined.
Definition 4.17. A W -morphism from the local system Γ0 on B
σ(Y0) to the local
system Γ1 on B
σ(Y1) is an isomorphism of local systems,
ΓW : r
∗
0(Γ0)→ r
∗
1(Γ1).
Given a in Bσ(Y0) and b in B
σ(Y1), and given a choice z of a connected component
in r−10,1(a, b), a W -morphism provides us with an isomorphism
ΓW (z) : Γa → Γb,
which behaves as expected with respect to composition on either side with paths
in Bσ(Yi). We can use ΓW to define maps
moo : C
o(Y0; Γ0)→ C
o(Y1; Γ1),
and so on, just as in Section 4.8 above: for example, we define
moo(e) =
∑
b∈Co(Y1)
∑
z
mz(a,W, b) ΓW (z)(e), (e ∈ Γ0,a).
The result is a map
̂
HM (W ; ΓW ) :
̂
HM •(Y0; Γ0)→
̂
HM •(Y1; Γ1),
with companion maps on ĤM and HM . The proof of independence of the choice
of metric and perturbation on W , and the proof of the composition law (with the
obvious notion of composition of W -morphisms), carry over with straightforward
modifications.
4.12.1. Support of local systems. Let Y be a three-manifold, and fix an open subset
M ⊂ Y . There is a partially-defined restriction map ρM : B
σ(Y ) 99K Bσ(M). A
local system Γ over Bσ(M) induces a local system ρ∗M (Γ) over B
σ(Y ) by pull-back.
(The fact that the ρM is only partially defined is again of no conequence, as above.)
Definition 4.18. A local system over Bσ(Y ) which is obtained as the pull-back of
one over Bσ(M) is said to be supported on M .
Similarly, suppose we have a cobordism W : Y0 −→ Y1, equipped with an open
set B ⊂W , and let M0 = B∩Y0 andM1 = B∩Y1. Let Γ0 and Γ1 be local systems
on the Mi. Again, we have partially-defined restriction maps
ρ0 : B
σ(B) 99K Bσ(Mi), (i = 1, 2)
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which induce well-defined local systems ρ∗i (Γi). over B
σ(B). A B-morphism of
local systems is an isomorphism
ΓB : ρ
∗
0(Γ0) −→ ρ
∗
1(Γ1)
of local systems over Bσ(B). Using the restriction map
ρ : Bσ(W ) 99K Bσ(B),
we can pull back a B-morphism ΓB of local systems to obtain a W -morphism
ρ∗B(ΓB) : r
∗
0(ρ
∗
0(Γ0)) −→ r
∗
1(ρ
∗
1(Γ1)).
Such a W -morphism is said to be supported on B.
4.12.2. Example. Let η be a C∞ singular 1-cycle in Y with real coefficients. Given
a relative homotopy class of paths z from a to b in Bσ(Y ), let us choose a repre-
sentative path z˜, and let [Az˜, s, φz˜ ] be the corresponding element of B
σ([0, 1]× Y ).
Define
fη(z) = (i/2π)
∫
[0,1]×η
FAtz˜ .
This depends only on η and z.
Let K be an integral domain of characteristic 2, and let
µ : R → K×
be a homomorphism from the additive group R to the multiplicative group of units
in K. We can construct a local system Γη on B
σ(Y ) by declaring that Γη,a is K for
all a, and that
Γη(z) : Γη,a → Γη,b
is multiplication by the unit µ(fη(z)) in K
×. For definiteness, we henceforth take K
to be the field of fractions of the group ring F[R], and µ to be the natural inclusion
µ : R → F[R]× ⊂ K×.
Now let W : Y0 → Y1 be a cobordism, let η0, η1 be 1-cycles as above, and let Γηi
be the corresponding local systems. Suppose we are given a C∞ singular 2-chain ν
in W , with
∂ν = η1 − η0.
Given a component z in r−10,1(a, b), we choose a representative [Az , s, φz] in B
σ(W ),
and we extend our notation above by setting
fν(z) = (i/2π)
∫
ν
FAz .
We can define aW -morphism ΓW,ν : Γη0 → Γη1 by specifying that the isomorphism
ΓW,ν(z) : Γη0,a → Γη1,b
is given by multiplication by µ(fν(z)). There are corresponding maps
̂
HM (W ; ΓW,ν) :
̂
HM •(Y0; Γη0)→
̂
HM •(Y1; Γη1)
ĤM (W ; ΓW,ν) : ĤM •(Y0; Γη0)→ ĤM •(Y1; Γη1)
HM (W ; ΓW,ν) : HM •(Y0; Γη0)→ HM •(Y1; Γη1)
We can consider these constructions as defining functors on an extension of our
cobordism category. We have a category whose objects are pairs (Y, η), where Y
is a 3-manifold (compact, connected and oriented as usual) and η is a C∞ singular
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1-cycle with real coefficients. The morphisms are diffeomorphism classes of pairs
(W, ν), where ν is a 2-cycle and ∂ν = η1 − η0.
From the definitions, it follows that if ν˜ = ν + ∂θ for some C∞ 3-chain θ, then
ΓW,ν and ΓW,ν˜ are equal. As a consequence, there are isomorphisms (for example)
̂
HM •(Y ; Γη) ∼=
̂
HM •(Y ; Γη′)
whenever [η] = [η′] in H1(Y ;R). However, to specify a particular isomorphism,
one must express η − η′ as a boundary. Indeed, suppose that ∂ν1 = η − η
′ = ∂ν2,
then the two isomorphisms differ by the automorphism which on
̂
HM •(Y, t; Γη) is
given by multiplication by µ(〈c1(t), [ν − ν
′]〉). In particular, when Y is a rational
homology three-sphere and η is a cycle, then there is a canonical identification
̂
HM (Y ; Γη) ∼=
̂
HM (Y )⊗K.
If the 1-cycle η is contained in M ⊂ Y , then the local coefficient system Γη is
supported on M , in the sense of the definition above. Moreover, suppose W : Y0 →
Y1 is a cobordism, B ⊂W is an open set with Mi = B ∩ Yi, and ηi are 1-cycles in
Mi. Let ν be a 2-cycle with ∂ν = η1−η0. Then the W -morphism ΓW,ν : Γη0 → Γη1
is supported on B if ν is contained in B.
We conclude this section by noting the following result. (The only particular
property of our choice of K and µ that is used here is the fact that 1 − µ(t) is a
unit, for all non-zero t.)
Lemma 4.19. If [η] is non-zero in H1(Y ;R), then HM •(Y ; Γη) = 0 and hence
j∗ :
̂
HM •(Y ; Γη)→ ĤM •(Y ; Γη) is an isomorphism.
Proof. If c1(s) is non-torsion, there are no reducible critical points, soHM •(Y ; Γη)
has contributions only from those s with torsion first Chern class. For each such s,
the space of reducibles in B(Y, s) has the homotopy type of the torusH1(Y ;R)/H1(Y ;Z),
for it deformation-retracts onto the torus T of Spinc connections A in S with
FAt = 0. The lemma is a consequence of the fact that the ordinary homology
group H∗(T ; Γη) with local coefficients is zero. Details are given in [23].
4.13. Duality and pairings. Along with the chain complex (Cˇ∗(Y ), ∂ˇ) and its
companions, we have the corresponding cochain complexes,
(Cˇ∗(Y ), ∂ˇ∗), (Cˆ∗(Y ), ∂ˆ∗), (C¯∗(Y ), ∂¯∗),
and the monopole Floer cohomology groups
̂
HM ∗(Y ), ĤM ∗(Y ), HM ∗(Y ). These
are modules over F[U ], with U now acting with degree 2. To form the • versionŝ
HM •(Y ), we should now complete in the direction of increasing degree, so that
they again become modules over F[[U ]]. We can do the same with local coefficients,
and we have non-degenerate pairings of K-vector spaces
(14)
̂
HM j(Y ; Γ−η)×
̂
HM j(Y ; Γη)→ K,
for any C∞ real 1-cycle η.
Let −Y denote the oriented manifold obtained from Y by reversing the orien-
tation. The spaces Bσ(Y ) and Bσ(−Y ) can be canonically identified, though the
change of orientation changes the sign of the functional L, and so changes the vector
field Vσ to −Vσ. If q is a regular perturbation for Y , we can select −q as regular
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perturbation for −Y . The notion of boundary-stable and boundary-unstable are
interchanged when the vector field changes sign, so we have identifications
Co(Y ) = Co(−Y )
Cs(Y ) = Cu(−Y )
Cu(Y ) = Cs(−Y ).
The moduli space M(a, b) for the cylinder R × Y is the same as the moduli space
M(b, a) for the cylinder R×(−Y ). So the operator ∂os on −Y , for example, becomes
(∂uo )
∗ for Y . In this way, the boundary map ∂ˆ for −Y becomes the operator ∂ˇ∗ for
Y , and so on. Thus we obtain the following proposition, which we state also for
local coefficients.
Proposition 4.20. There are canonical isomorphisms
D :
̂
HM j(−Y )→ ĤM
j(Y )
D : ĤM j(−Y )→
̂
HM j(Y )
D : HM j(−Y )→ HM
j(Y ).
If η is a real 1-cycle in Y , and Γη the corresponding local system with fiber K, then
there are also isomorphisms
D :
̂
HM j(−Y ; Γη)→ ĤM
j(Y ; Γη)
D : ĤM j(−Y ; Γη)→
̂
HM j(Y ; Γη)
D : HM j(−Y ; Γη)→ HM
j(Y ; Γη).
Here j belongs to the grading set J(Y ), which we can identify canonically with
J(−Y ), because the notion of an oriented 2-plane field on Y makes no reference to
the orientation of the manifold.
Note that the canonical identification J(Y ) = J(−Y ) does not respect the action
of Z: there is a sign change, so j+n becomes j−n if the orientation of Y is reversed.
If we combine the isomorphisms D with the pairing (14), we obtain a non-
degenerate pairing of vector spaces over F,
〈 − , − 〉D : ĤM ∗(−Y )×
̂
HM ∗(Y )→ F.
With local coefficients, there is a non-degenerate pairing of vector spaces over K:
〈 − , − 〉D : ĤM ∗(−Y ; Γ−η)×
̂
HM ∗(Y ; Γη)→ K.
4.14. Calculations for lens spaces. Let S3p(U) be the lens space obtained by
integer surgery on the unknot, for some p > 0, and let W (p) : S3p(U)→ S
3 be the
surgery cobordism, as described in Section 3.1. Corollary 3.4 states that the map
(15) ĤM (W (p), sn,p) : ĤM •(S
3
p(U), tn,p)→ ĤM •(S
3)
is an isomorphism if 0 ≤ n ≤ p, an assertion which is equivalent to the calculation
of the Frøyshov invariant of (S3p(U), tn,p) as given in Proposition 3.1. We shall now
provide a proof of this result.
Recall that we have injective maps
p∗ : ĤM •(S
3
p(U), tn,p) →֒ HM •(S
3
p(U), tn,p)
p∗ : ĤM •(S
3) →֒ HM •(S
3)
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because these 3-manifolds have positive scalar curvature for their standard metrics,
c.f. Proposition 2.2. The complex C¯∗(S
3
p(U)) can be described using the material of
Example 4.2.1. In B(S3p(U), tn,p), we have a unique critical point α = [0, An, 0], with
Atn flat. After a choice of small perturbation, we can assume that the perturbation
DAn,q of the Dirac operator DAn has simple spectrum; and there is then one non-
degenerate critical point aλ in the blow-up B
σ(S3p(U), tn,p) for each eigenvalue λ of
DAn,q. The differentials in the Floer complexes are all zero, and we have
HM ∗(S
3
p(U), tn,p) = C¯∗(S
3
p(U), tn,p)
=
⊕
λ
F eaλ .
The image p∗ĤM ∗(S
3
p(U), tn,p) is the subspace
Cˆ∗(S
3
p(U), tn,p) =
⊕
λ<0
F eaλ ,
which is generated as an F[U ]-module by the element eaλ
−1
, where λ−1 is the
first negative eigenvalue. Let bµ−1 similarly denote the critical point in B
σ(S3)
corresponding to the generator of p∗ĤM ∗(S
3); so µ−1 is the first negative eigenvalue
of the perturbed Dirac operator on S3.
The assertion that the map (15) is surjective is equivalent to the assertion that
ĤM (W (p), sn,p)(eaλ
−1
) = ebµ
−1
.
The moduli spaceM redsn,p(aλ−1 ,W (p), bµ−1) can be identified with the space of equiv-
alence classes of pairs [A, φ], where
• A is a Spinc connection for sn,p onW (p)
∗, satisfying F+At = 0 and such that
At is asymptotic to a flat connection on both ends; and
• φ is a section of S+ on W (p)∗ satisfying a small-perturbation of the Dirac
equation D+A,pφ = 0 and having asymptotics
|φ| = O(e−λ−1t), t→ −∞,
|φ| = O(e−µ−1t), t→ +∞,
on the two ends of W (p)∗.
(The equivalence relation is generated by the action of gauge treansformations and
scaling φ by non-zero complex scalars.)
The connection A satisfying the first condition is unique up to gauge transforma-
tion. Given A, the spinors Φ satisfying the second condition form an open subset
of a projective space of complex dimension 2d, where d is the L2 index of the Dirac
operator D+A on W (p)
∗. The moduli space is a point if d = 0. So the surjectivity
of (15) is eventually equivalent to the next lemma.
Lemma 4.21. Let A be a Spinc connection for a Spinc structure s on W (p)∗, and
suppose that that FAt is anti-self-dual and is asymptotically zero on both ends. Then
the index of the Fredholm operator
D+A : L
2
1,A(W (p)
∗, S+))→ L2(W (p)∗, S−)
is zero if the pairing of c1(s) with a generator h of H2(W (p);Z) satisfies
−p ≤ 〈c1(s), h〉 ≤ p.
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Proof. If we change the orientation of W (p), make a conformal change, and add
two points, we obtain a Ka¨hler orbifold W¯ , the weighted projective space obtained
as the quotient of C3 \ {0} by the action of C∗ with weights (1, 1, p). Because of
its conformal invariance, we can equivalently study the index of the Dirac operator
on W¯ . Let the Ka¨hler form ω be normalized so as to have integral 1 on h, and let
Lk be the orbifold line bundle on W¯ with curvature c1(Lk) = k[ω]. Let s0 be the
canonical Spinc structure (which has c1(s0) = −(p+ 2)[ω]) and let sk be the Spin
c
structure on W¯ obtained by tensoring s0 with Lk. Let Ak be a Spin
c connection
for sk compatible with the holomorphic structure.
The kernel of D+Ak is isomorphic to the orbifold Dolbeault cohomology group
H0,0(W¯ ;Lk)⊕H
0,2(W¯ ;Lk).
If k < 0, then H0,0 vanishes because Lk then has negative degree. If k > −p− 2,
then H0,2 vanishes, by Serre duality. So the kernel of the Dirac operator is zero
for −p − 2 < k < 0; or equivalently −p − 2 < c1(sk) < p + 2. The cokernel is
H0,1(W¯ ;Lk), which vanishes for all k.
5. Proof of the surgery long exact sequence
We return to the notation of Theorem 2.4. Before starting the proof in earnest,
we explain the simple argument which shows that the composites
̂
HM •(Wn+1) ◦̂
HM •(Wn) are zero. We use the composition law to equate this map to
̂
HM (Xn),
where Xn is the composite cobordism,
Xn =Wn ∪Yn+1 Wn+1
from Yn to Yn+2. Recall that each cobordism Wn arises from the addition of a
single 2-handle. The core of the 2-handle in Wn+1 attaches to the cocore of the
2-handle in Wn to form an embedded 2-sphere,
En ⊂ Xn.
This sphere has self-intersection number −1, and the boundary Sn of a tubular
neighborhood of En is an embedded 3-sphere, giving an alternative decomposition
Xn = Bn#SnZn,
where here Bn is another cobordism from Yn to Yn+2 (obtained by a two-handle
addition), punctured at point, and Zn is the tubular neighborhood. (See Figure 1
for a schematic sketch of X1.)
There is a diffeomorphism τ : Xn → Xn which is the identity on Bn with
τ∗[En] = −[En]
in H2(Xn;Z). If s is a Spin
c structure on Xn, then 〈c1(s), [En]〉 is odd; so τ acts
on Spinc(Xn) without fixed points. We can write
̂
HM (Xn) =
∑
s
̂
HM (Xn, s),
and by diffeomorphism-invariance, the contributions from s and τ∗(s) are equal.
Since F has characteristic 2, the sum vanishes.
The proof that the sequence is exact is considerably harder than the proof that
the composites are zero. We use the following straightforward result from homo-
logical algebra.
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Y YY
S
1 2 3
1
Figure 1. Breaking up the composite. This indicates two
ways of breaking up the composite cobordism X1. Y2 separates X1
into W1 and W2, while S1 separates it into B1 and Z1.
Lemma 5.1. Let {Cn}n∈Z/3Z be a collection of chain complexes over Z/2Z and let
{fn : Cn −→ Cn+1}n∈Z/3Z
be a collection of chain maps with the following two properties:
(1) the composite fn+1 ◦ fn : Cn −→ Cn+2 is chain-homotopic to zero, by a
chain homotopy Hn:
∂ ◦Hn +Hn ◦ ∂ = fn+1 ◦ fn;
(2) the sum
ψn = fn+2 ◦Hn +Hn+1 ◦ fn : Cn −→ Cn
(which is a chain map) induces isomorphisms on homology, (ψn)∗ : H∗(Cn)→
H∗(Cn).
Then the sequence
· · · −→ H∗(Yn−1)
(fn−1)∗
−→ H∗(Yn)
(fn)∗
−→ H∗(Yn+1) −→ · · ·
is exact.
We wish to apply the lemma to the chain maps mˇ(Wn); and while we know that
the composites mˇ(Wn+1)mˇ(Wn) induce the zero map on Floer homology, we need
an explicit chain-homotopy in order to apply the lemma. That is our goal in the
next subsection.
5.1. The first chain homotopy. We now construct the required null-homotopy
of mˇ(Wn+1)mˇ(Wn). Take n = 1, and equip X1 with a metric g which is product-
like near both the separating hypersurfaces Y2 and S1. From this, we construct a
family of metrics Q(S1, Y2) parametrized by T ∈ R as follows. When the parameter
T for the family is negative, we insert a cylinder [T,−T ] × S1 normal to S1, and
when it is positive, we insert a cylinder [−T, T ]×Y2 normal to Y2. We can arrange
that the metric on S1 has positive scalar curvature and is close to the round metric.
There is a corresponding parametrized moduli space
Mz(a, X
∗
1 , b)Q.
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As in Section 4.10, we can complete the family of Riemannian manifolds: at T =
−∞ we obtain the disjoint union
X1(−∞)
∗ = B∗1 ∐ Z
∗
1 ,
and at T = +∞ we obtain
X1(+∞)
∗ =W ∗1 ∐W
∗
2 .
The manifold B∗1 has three cylindrical ends. There is now a moduli space
Mz(a, X
∗
1 , b)Q¯ → Q¯(S1, Y2)
over Q¯(S1, Y2) = [−∞,∞] and its compactification M
+
z (a, X
∗
1 , b)Q¯, involving bro-
ken trajectories.
Define quantities mz(a, X1, b)Q ∈ F by counting elements in zero-dimensional
moduli spaces Mz(a, X
∗
1 , b)Q in the now familiar way, and define m¯z(a, X1, b)Q
similarly, using M redz (a, X
∗
1 , b)Q. We use these as the matrix entries of the linear
map
(16) Hoo : C
o(Y1)→ C
o(Y3)
and its seven companions Hos , H
u
o , H
u
s , H¯
s
s , H¯
s
u, H¯
u
s and H¯
u
u ; and from these we
construct a map Hˇ1 by the same formula that defined the chain-homotopy Kˇ in
Section 4.10:
Hˇ1 =
[
Hoo H
u
o ∂¯
s
u +m
u
o (W2)m¯
s
u(W1) + ∂
u
o H¯
s
u
Hos H¯
s
s +H
u
s ∂¯
s
u +m
u
s (W2)m¯
s
u(W1) + ∂
u
s H¯
s
u
]
.
Proposition 5.2. If the chosen perturbation on S1 ∼= S
3 is sufficiently small, then
we have
∂ˇ ◦ Hˇ1 + Hˇ1 ◦ ∂ˇ = mˇ(W2) ◦ mˇ(W1)
as chain maps from Cˇ•(Y1) to Cˇ•(Y3).
Proof. The formula closely resembles the formula involving Kˇ from Proposi-
tion 4.16. The chain homotopy Kˇ was defined using the family of metrics parametrized
by the positive half, [0,∞], of the family Q¯. The fiber over T = 0 contributed the
extra term mˇ(W ) in the previous formula.
To prove the present proposition, we proceed as before, obtaining identities in-
volvingHoo and its companions by examining 1-dimensional moduli spacesM
+
z (a, X
∗
1 , b)Q¯
and counting their boundary points. The new phenomena occur in examining the
fiber of T = −∞.
A typical element of M+z (a, X
∗
1 , b)Q¯ in the fiber over T = −∞ is a quintuple
(γ˘Y1 , γ˘S1 , γ˘Y3 , γB1 , γZ1),
where the first three are broken trajectories on the corresponding cylinders (each of
these may be empty) and γB1 and γZ1 are solutions on the corresponding cylindrical-
end manifolds.
To understand which of these decompositions occur, we must understand the
Floer complex for the three-sphere S1. Since the S1 has positive scalar curvature
and is simply-connected, there is a unique (reducible) critical point in B(S1). After
a small perturbation, the critical points in Bσ(S1) still lie over a single reducible
configuration. We label these critical points in Bσ(S1) as aλi , where λi are the
eigenvalues of a self-adjoint Fredholm operator obtained as a small perturbation of
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the Dirac operator on S3. (See Example 4.2.1.) We assume that the λi are strictly
increasing as i runs through Z and that λ0 is the first positive eigenvalue:
(17) · · ·λ−2 < λ−1 < 0 < λ0 < λ1 < · · · .
It is a consequence of this description that γ˘S1 a priori live in even-dimensional
moduli spaces. In fact, by counting dimensions, we see that the trajectories γ˘S1 in
this fiber are empty.
We claim that the possibilities for γZ1 come in pairs. Specifically, regard Z1 as a
manifold with boundary S1 (so that −S1 is a boundary component of B1). For each
critical point, we have moduli spaces Mz(Z1, aλi). The choice of z is equivalent in
this instance to a choice of Spinc structure s on Z1, which in turn is determined
by its first Chern class. We write zk for the component corresponding to the Spin
c
structure s with 〈c1(s), [E1]〉 = 2k − 1.
Lemma 5.3. The following hold for a sufficiently small perturbation on S1.
(1) The moduli spaces Mz(Z1, aλi) contain no irreducibles. They are empty for
i ≥ 0.
(2) For i < 0, the moduli space Mzk(Z1, aλi) consists of a single point when it
has formal dimension equal to zero.
(3) The formal dimensions of Mzk(Z1, aλi) and Mz1−k(Z1, aλi) are the same.
Proof. The formal dimensions of all the moduli spaces Mzk(Z1, aλ0) are the
same as the moduli spaces for the corresponding Spinc structures over CP
2
. It
follows that the formal dimension of Mzk(Z1, aλi) is −k(k − 1) − 2i − 1 if i ≥ 0,
and −k(k − 1) − 2i − 2 if i < 0,. Thus, the formal dimensions of all the moduli
spaces Mz(Z1, aλi) with i ≥ 0 are negative, and these moduli spaces are therefore
empty. If i < 0, then aλi is boundary-unstable, so the corresponding moduli space
contains no irreducibles. That the zero-dimensional moduli spaces are points is the
same phenomenon that underlies Proposition 2.7. Specifically, The last statement
is a consequence of the diffeomorphism τ : Z1 → Z1 which is the identity on the
cylindrical end and sends [E1] to −[E1].
From the lemma, it follows that the number of end-points of a 1-dimensional
moduli space M+z (a, X
∗
1 , b)Q¯ which lie over T = −∞ is even. The identities which
we obtain from these moduli spaces are therefore the same as the identities for Koo
etc. in Section 4.10, but without the term from T = 0. For example, we have
moo(W1)m
o
o(W0) +H
o
o∂
o
o + ∂
o
oH
o
o +H
u
o ∂¯
s
u∂
o
s + ∂
u
o H¯
s
u∂
o
s + ∂
u
o ∂¯
s
uH
o
s
+muo (W1)m¯
s
u(W0)∂
o
s +m
u
o (W1)∂¯
s
um
o
s(W0) + ∂
u
o m¯
s
u(W1)m
o
s(W0) = 0.
The chain identity in the proposition follows from this identity and its companions.
5.2. The second chain homotopy. Proposition 5.2 gives us the first chain homo-
topy required by Lemma 5.1. Our next goal is to to construct the second homotopy
required by the lemma. This will be constructed by counting points in moduli
spaces associated to a two-parameter family of metrics on a four-manifold.
Specifically, consider the four-manifold V1 obtained as
V1 =W1 ∪Y2 W2 ∪Y3 W3.
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This four-manifold contains the 2-spheres E1 and E2, and the 3-spheres S1 and
S2 which bound their tubular neighborhoods. The spheres E1 and E2 intersect
transversely in a single point, with intersection number 1. The 3-spheres S1 and
S2 intersect transversely in a 2-torus. Let N1 be a regular neighborhood of E1∪E2
containing the 3-spheres S1 and S2. The boundary of N1 is a separating hyper-
surface R1 in V1, diffeomorphic to S
1 × S2. The manifold N1 is diffeomorphic
to the complement of the neighborhood of a standard circle in CP
2
, and gives a
decomposition
V1 = U1 ∪R1 N1.
The manifold U1 is obtained topologically by removing a neighborhood of the curve
{0} × K from the cylindrical cobordism [−1, 1] × Y1, where K is the core of the
solid torus S1 ×D2 that was used in the Dehn filling to create Y1.
In all, we have five separating hypersurfaces Y2, R1, Y3, S2, and S1, as pictured
in Figure 2. These are arranged cyclically so that any one intersects only its two
neighbors. For any two of these surfaces, say S and S′, which do not intersect, we
can construct a 2-parameter family of metrics P (S, S′) parametrized by R+ × R+,
by inserting cylinders [−TS, TS ] × S and [−TS′, TS′ ] × S
′. In the usual way, we
complete this family to obtain a family of Riemannian manifolds over the “square”
P¯ (S, S′) ∼= [0,∞]× [0,∞].
There are five such families of metrics, corresponding to the five pairs of disjoint
separating surfaces. The squares fit together along five common edges, correspond-
ing to families of metrics where just one of the lengths TS is non-zero. In this way
we set up a two-parameter family of metrics P¯ = P¯ (R1, Y2, Y3, S1, S2), as the union
of five squares P¯ (S, S′), as shown in Figure 3. For each of the five hypersurfaces S,
there are two edges of P¯ where TS = ∞. We denote the union of these two edges
by Q¯S . Thus,
∂P¯ = Q¯S2 ∪ Q¯Y2 ∪ Q¯Y3 ∪ Q¯S2 ∪ Q¯R1 .
By a small adjustment, we can arrange throughout the family that the metrics on
R1, S1, and S2 are standard.
S2
Y Y1 2
S1
R
Y3 Y1
1
Figure 2. Breaking up the triple-composite. This indicates
the five hypersurfaces which separate V1.
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Q(Y )
P(S Y )1 3 P(Y Y )2 3
P(Y S )2 2
P(R S )21
P(R S )1 1
Q(S )2Q(R )1
Q(S )1 Q(Y )2
3
Figure 3. The two-parameter family of metrics. This is
a schematic illustration of the two-parameter family of metrics P¯ ,
parameterized by a pentagon. The five regions parameterize the
five two-parameter families of metrics where the metrics are varied
normal to two of the five three-manifolds. Any two two-parameter
families meet along an edge which parameterizes metrics where
only one of the five three-manifolds is pulled out. The five edges
on the boundary parameterize metrics where one of the five three-
manifolds is stretched completely out.
For each pair of critical points a, b in C(Y1), we now have a (parametrized)
moduli spaceMz(a, V
∗
1 , b)P and its compactificationM
+
z (a, V
∗
1 , b)P¯ . If this moduli
space is zero-dimensional, then it is compact. As usual, we define quantities
mz(a, V1, b)P¯ , m¯z(a, V1, b)P¯
by counting points (mod 2) in zero-dimensional moduli spaces Mz(a, V
∗
1 , b)P and
M redz (a, V
∗
1 , b)P respectively. These are the matrix entries of maps such as
Goo : C
o
•(Y1)→ C
o
•(Y1)
and its seven companions Gos, G
u
o , G
u
s , G¯
s
s, G¯
s
u, G¯
u
s and G¯
u
u.
Now suppose that Mz(a, V
∗
1 , b)P has dimension 1. In the first instance, let us
suppose that a and b are in Co(Y1). As in the earlier settings, we will obtain an
identity
Aoo = 0
for an operator Aoo : C
o
•(Y1)→ C
o
• (Y1) by enumerating mod 2 the endpoints of the
compactification M+z (a, V
∗
1 , b)P¯ , and summing over all a, b and z. First, there are
the endpoints which lie over the interior of P ⊂ P¯ . These arise from strata with
either two factors,
M˘z1(a, a1)×Mz2(a1, V
∗
1 , b)P
Mz1(a, V
∗
1 , b1)P × M˘z2(b1, b),
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or three:
M˘z1(a, a1)× M˘z2(a1, a2)×Mz3(a2, V
∗
1 , b)P
M˘z1(a, a1)×Mz2(a1, V
∗
1 , b1)P × M˘z3(b1, b)
Mz1(a, V
∗
1 , b1)P × M˘z2(b1, b2)× M˘z3(b2, b),
just as in Lemma 4.15. In the case of three factors, the middle one is boundary-
obstructed. Together, these terms contribute
(18a) Goo∂
o
o + ∂
o
oG
o
o + ∂
u
o ∂¯
s
uG
o
s + ∂
u
o G¯
s
u∂
o
s +G
u
o ∂¯
s
u∂
o
s
to the operator Aoo. The remaining terms of A
o
o come from boundary points in the
moduli space that lie over one of the five parts Q¯S of the boundary ∂P¯ . In the case
that S = S1 or S2, the contribution from Q¯S is zero. This is because when TS1 or
TS2 becomes infinite, the manifold V1 splits off either Z
∗
1 or Z
∗
2 , so we can apply
Lemma 5.3 to see that the total number of endpoints over Q¯S1 and Q¯S2 is even.
(This is the same mechanism involved in the proof of Proposition 5.2.)
Next we analyze the endpoints which lie over Q¯Y3 . When TY3 =∞, the manifold
V ∗1 decomposes as a disjoint union X
∗
1 ∪W
∗
3 , where X
∗
1 is the composite cobordism
above. In the family parametrized by Q¯Y3 , the metric on W
∗
3 is constant, while
the family of metrics on the component X∗1 is the same family Q¯ that appeared
as Q¯(S1, Y2) in Section 5.1. Endpoints lying over the interior part of the edge,
QY3 ⊂ Q¯Y3 may belong to strata with two factors, which have the form
Mz1(a, X
∗
1 , a1)Q¯ ×Mz2(a1,W
∗
3 , b);
or they may belong to strata with three factors, one of which is boundary ob-
structed, as in case 5 of Lemma 4.15. Altogether, these terms contribute four
terms to Aoo,
(18b) moo(W3)H
o
o (X1) +m
u
o (W3)H¯
s
u(X1)∂
o
s
+muo (W3)∂¯
s
uH
o
s (X1) + ∂
u
o m¯
s
u(W3)H
o
s (X1)
where the operators H∗∗ = H
∗
∗ (X1) are those defined at (16). The contributions
from endpoints lying over QY2 are similar: we obtain
(18c) Hoo (X2)m
o
o(W1) +H
u
o (X2)m¯
s
u(W1)∂
o
s
+Huo (X2)∂¯
s
um
o
s(W1) + ∂
u
o H¯
s
u(X2)m
o
s(W1).
There is also one possible type of endpoint that occurs at the vertex of P¯ where
Q¯Y3 and Q¯Y2 meet: these lie in a moduli space
Mz1(a,W
∗
1 , a1)×Mz2(a1,W
∗
2 , a2)×Mz3(a2,W
∗
3 , b),
where the middle factor is boundary-obstructed. These contribute a term
(18d) muo (W3)m¯
s
u(W2)m
o
s(W1)
to Aoo.
When TR1 =∞, we have a decomposition of V
∗
1 into two pieces
N∗1 ∪ U
∗
1 ,
where U1 and N1 are as above. The manifold U
∗
1 has three ends. We regard U1
as a cobordism from R1 ∐ Y1 to Y1, and N1 as a manifold with oriented boundary
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R1. The 1-parameter family of metrics Q¯R1 is constant on U1, and we have moduli
spaces
Mz(N1, a
′)Q¯ and Mz(a
′, a, U∗1 , b)
or a′ ∈ C(R1) and a, b ∈ C(Y1). Here Q¯ ∼= [−∞,∞] is the family of metrics Q¯(S1, S2)
on U1 which stretches along S1 when T is negative and S2 when T is positive. On
N1 we can count points in zero-dimensional moduli spaces Mz(N1, a
′)Q¯, and so
define elements
ns ∈ C
s
•(R1),
no ∈ C
o
•(R1)
n¯s ∈ C
s
•(R1)
n¯u ∈ C
u
• (R1).
(The last two count points in zero-dimensional moduli spaces M redz (N1, a
′).) The
situation simplifies slightly, on account of the following lemma.
Lemma 5.4. If the perturbation on R1 is sufficiently small, then there are no
irreducible critical points (so no is zero), and no irreducible trajectories on R×R1.
The perturbation can be chosen so that the one-dimensional reducible trajectories
come in pairs, so ∂¯ss , ∂¯
s
u, ∂¯
u
s and ∂¯
u
u are all zero. The invariant n¯s is zero also.
Proof. We postpone the proof to Section 5.3 below, where we also calculate
n¯u.
The zero-dimensional moduli spaces Mz(a
′, a, U∗1 , b) provide the matrix entries
of maps
muoo : C
u
• (R1)⊗ C
o
•(Y1)→ C
o
•(Y1)
as well asmuuo ,m
uo
s andm
uu
s , while the reducible parts of these moduli spaces define
m¯sss , m¯
ss
u , m¯
su
s , m¯
su
u , m¯
us
s , m¯
us
u , m¯
uu
s and m¯
uu
u . Of these eight maps defined by
zero-dimensional moduli spaces of reducible solutions, the maps m¯sss , m¯
su
s and m¯
us
u
arise from boundary-obstructed moduli spaces. The moduli spaces Mz(a
′, a, U∗1 , b)
contributing to m¯ssu are doubly boundary obstructed (or boundary obstructed with
corank 2, in the notation of [23]): these zero-dimensional moduli spaces have formal
dimension grz(a
′, a, U1, b) = −2.
We can now enumerate the end-points belonging to Q¯R1 in the 1-dimensional
moduli spacesM+z (a, V
∗
1 , b)P¯ that contribute toA
o
o. First there are points belonging
to strata with two factors, of the form
Mz1(N
∗
1 , a
′)Q¯ ×Mz2(a
′, a, U∗1 , b),
where a′ is necessarily boundary-unstable (so the solution onN∗1 is reducible). Next
we should look for points belonging to strata with three factors, one of which is
boundary-obstructed; but when a and b are irreducible, there are no such contribu-
tions. Finally, there are points belonging to strata with four factors, one of which
is doubly boundary-obstructed. These have the form
Mz1(N
∗
1 , a
′)Q¯ ×Mz2(a, a1)×Mz3(a
′, a1, U
∗
1 , b1)×Mz4(b1, b),
where a′ is boundary-stable, a1 is boundary-stable, and b1 is boundary-unstable.
From these we obtain the final two terms in Aoo:
(18e) muoo (n¯u ⊗ ·) + ∂
u
o m¯
ss
u (ns ⊗ ∂
o
s(·)).
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The identity Aoo = 0 has sixteen terms, from (18a)–(18e):
Goo∂
o
o + ∂
o
oG
o
o + ∂
u
o ∂¯
s
uG
o
s + ∂
u
o G¯
s
u∂
o
s +G
u
o ∂¯
s
u∂
o
s
+moo(W3)H
o
o (X1) +m
u
o (W3)H¯
s
u(X1)∂
o
s
+muo (W3)∂¯
s
uH
o
s (X1) + ∂
u
o m¯
s
u(W3)H
o
s (X1)
+Hoo (X2)m
o
o(W1) +H
u
o (X2)m¯
s
u(W1)∂
o
s
+Huo (X2)∂¯
s
um
o
s(W1) + ∂
u
o H¯
s
u(X2)m
o
s(W1)
+muo (W3)m¯
s
u(W2)m
o
s(W1) +m
uo
o (n¯u ⊗ ·) + ∂
u
o m¯
ss
u (ns ⊗ ∂
o
s(·)) = 0.
There are three similar identities, Aos = 0, A
u
o = 0 and A
u
s = 0, coming from the
three other types of 1-dimensional moduli spaces that contain irreducibles. In full,
these are
Aos = ∂¯
s
sG
o
s + G¯
s
s∂
o
s + ∂
o
sG
o
o +G
o
s∂
o
o + ∂
u
s ∂¯
s
uG
o
s + ∂
u
s G¯
s
u∂
o
s +G
u
s ∂¯
s
u∂
o
s
+ m¯sss (ns ⊗ ∂
o
s ·) + ∂
u
s m¯
ss
u (ns ⊗ ∂
o
s ·)
+muos (nu ⊗ ·)
+ H¯ss (X2)m
o
s(W1) +H
o
s (X2)m
o
o(W1)
+ ∂us H¯
s
u(X2)m
o
s(W1) +H
u
s (X2)∂¯
s
um
o
s(W1) +H
u
s (X2)m¯
s
u(W1)∂
o
s
+ m¯ss(W3)H
o
s (X1) +m
o
s(W3)H
o
o (X1)
+ ∂us m¯
s
u(W3)H
o
s (X1) +m
u
s (W3)∂¯
s
uH
o
s (X1) +m
u
s (W3)H¯
s
u(X1)∂
o
s
+mus (W3)m¯
s
u(W2)m
o
s(W1)
Auo = ∂
o
oG
u
o +G
o
o∂
u
o + ∂
u
o G¯
u
u +G
u
o ∂¯
u
u + ∂
u
o ∂¯
s
uG
u
s + ∂
u
o G¯
s
u∂
u
s +G
u
o ∂¯
s
u∂
u
s
+ ∂uo m¯
ss
u (ns ⊗ ∂
u
s ·) + ∂
u
o m¯
su
u (ns ⊗ ·)
+muuo (nu ⊗ ·)
+Hoo (X2)m
u
o (W1) +H
u
o (X2)m¯
u
u(W1)
+ ∂uo H¯
s
u(X2)m
u
s (W1) +H
u
o (X2)∂¯
s
um
u
s (W1) +H
u
o (X2)m¯
s
u(W1)∂
u
s
+moo(W3)H
u
o (X1) +m
u
o (W3)H¯
u
u (X1)
+ ∂uo m¯
s
u(W3)H
u
s (X1) +m
u
o (W3)∂¯
s
uH
u
s (X1) +m
u
o (W3)m¯
s
u(X1)∂
u
s
+mus (W3)m¯
s
u(W2)m
o
s(W1)
Aus = G¯
u
s + ∂¯
s
sG
u
s + G¯
s
s∂
u
s + ∂
u
s G¯
u
u +G
u
s ∂¯
u
u + ∂
u
s ∂¯
s
uG
u
s + ∂
u
s G¯
s
u∂
u
s +G
u
s ∂¯
s
u∂
u
s
+ ∂osG
u
o +G
o
s∂
u
o
+ ∂us m¯
ss
u (ns ⊗ ∂
u
s ·) + ∂
u
s m¯
su
u (ns ⊗ ·) + m¯
su
s (ns ⊗ ·) + m¯
ss
s (ns ⊗ ∂
u
s ·)
+muus (nu ⊗ ·)
+ H¯ss (X2)m
u
s (W1) +H
u
s (X2)m¯
u
u(W1)
+ ∂us H¯
s
u(X2)m
u
s (W1) +H
u
s (X2)∂¯
s
um
u
s (W1)
+Hus (X2)m¯
s
u(W1)∂
u
s +H
o
s (X2)m
u
o (W1)
+ m¯ss(W3)H
u
s (X1) +m
u
s (W3)H¯
u
u (X1)
+ ∂us m¯
s
u(W3)H
u
s (X1) +m
u
s (W3)∂¯
s
uH
u
s (X1)
+mus (W3)H¯
s
u(X1)∂
u
s +m
o
s(W3)H
u
o (X1)
+mus (W3)m¯
s
u(W2)m
u
s (W1)
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There are four simpler identities involving only the reducible moduli spaces:
these are the vanishing of expressions A¯ss, A¯
s
u, A¯
u
s and A¯
u
u, where for example
A¯ss = G¯
s
s∂¯
s
s + G¯
u
s ∂¯
s
u + ∂¯
s
sG¯
s
s + ∂¯
u
s G¯
s
u
+ m¯ss(W3)H¯
s
s (X1) + m¯
u
s (W3)H¯
s
u(X1) + H¯
s
s (X2)m¯
s
s(W1) + H¯
u
s (X2)m¯
s
u(W1)
+ m¯uss (n¯u ⊗ ·).
We define an operator
Lˇ : Cˇ•(Y1)→ Cˇ•(Y1)
by combining some of the contributions from Q¯R1 : we write
(19) Lˇ =
[
Loo L
u
o ∂¯
s
u + ∂
u
o L¯
s
u
Los L¯
s
s + L
u
s ∂¯
s
u + ∂
u
s L¯
s
u
]
,
where
Loo = m
uo
o (n¯u ⊗ ·),
and so on. (The term n¯u appears in the definition of all of these.) In words, when
grz(a, V1, b) = −1 the eb component of Lˇ(ea) counts points in the zero-dimensional
strata of M˘+z (a, b) which are broken along a critical point in C
u(R1).
We define Gˇ : Cˇ•(Y1)→ Cˇ•(Y1) by the formula
Gˇ =
[
a b
c d
]
,
where
a = Goo
b = ∂uo G¯
s
u +G
u
o ∂¯
s
u +m
u
oH¯
s
u +H
u
o m¯
s
u + ∂
u
o (m¯
ss
u (ns ⊗ ·))
c = Gos
d = G¯ss + ∂
u
s G¯
s
u +G
u
s ∂¯
s
u +m
u
s H¯
s
u +H
u
s m¯
s
u + ∂
u
s m¯
ss
u (ns ⊗ ·).
Here, we have written muoH¯
s
u for example as an abbreviation for m
u
o (W3)H¯
s
u(X1),
because no ambiguities arise in the formulae. In words, if gr(a, V ∗1 , b) = −2, the eb
component of Gˇ(ea) counts points in the zero-dimensional strata of M˘
+
z (a, b).
Proposition 5.5. We have the identity
∂ˇ ◦ Gˇ+ Gˇ ◦ ∂ˇ = mˇ3 ◦ Hˇ1 + Hˇ2 ◦ mˇ1 + Lˇ,
where mˇ3 = mˇ(W3) and Hˇ1, Hˇ2 are the operators from Proposition 5.2, using X1
and X2 respectively.
Proof. In addition to the identities A∗∗ = 0 and A
∗
∗ = 0, there are the identities
arising from pieces of the cobordism. For example, we can consider the three-ended
manifold U∗1 . On this, once again, we can enumerate ends of the one-dimensional
moduli spaces Mz(a
′, a, U∗1 , b). These give relations which are formally similar to
the relations coming from a two-ended cobordism from Y1 to Y2 (since differentials
for the Floer homology of R1 are trivial, c.f. Lemma 5.4). Looking at ends of
irreducible moduli spaces, we get four relations of the type Buoo , B
uu
s , B
uu
o and B
uu
s
For example, the relation of the form Buus = 0, can be written out as:
(20)
Buus = m¯
uu
s (· ⊗ ·) + m¯
us
s (· ⊗ ∂
u
s (·)) +m
uu
s (· ⊗ ∂¯
u
u(·))
+ ∂¯ssm
uu
s (· ⊗ ·) + ∂
u
s m¯
uu
u (· ⊗ ·)
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In addition to these, we have eight relations coming from looking at ends of reducible
moduli spaces B
∗∗
∗ = 0 (where here each ∗ can be either symbol u or s). There are
the relations coming from ends of moduli spaces for the X1 and X2 (with its two-
parameter families of metrics), the ends of the moduli spaces forWi, and finally, the
ends of moduli spaces for R×Yi. Putting all these together, we get the proposition.
We can put the above outlined proof of Proposition 5.5 into a more conceptual
framework. Throughout the following discussion, we fix two critical points a and
b with gr(a, V ∗1 , b) = −1 (where both a and b are in C
s ∪ Co, if we are considering
the case of
̂
HM , for example). We count the ends of those one-dimensional strata
in M+z (a, V
∗
1 , b)P . Clearly, these ends count points in the zero-dimensional strata
in M+z (a, V
∗
1 , b)P . We claim that the total sum of these zero-dimensional strata
counts the eb component of the image of ea under the map
(21) ∂ˇ ◦ Gˇ+ Gˇ ◦ ∂ˇ + mˇ3 ◦ Hˇ1 + Hˇ2 ◦ mˇ1 + Lˇ,
which must therefore be zero.
The verification can be broken into the following three steps. Recall that the
strata of M+z (a, V
∗
1 , b)P consist of fibered products over various critical points of
moduli spaces. We call these critical points with multiplicity (if the same critical
point appears more than once) break points for the stratum. We say that a stratum
in M+z (a, V
∗
1 , b)P has a good break if at least one of its break points lies in (C
s ∪
Co)(Yi) (with i ∈ {1, 2, 3}) or in C
u(R1). One must verify first that the non-empty,
zero-dimensional strata in M+z (a, V
∗
1 , b)P which have a good break have, in fact, a
unique (i.e. with multiplicity one) good break. This follows from a straightforward
dimension count, after listing all possible good breaks. Indeed, in view of the
definitions of the maps Gˇ, Hˇ , mˇ, and Lˇ, the above dimension counts show that
the strata for which the good break occurs along Y1 are counted in ∂ˇ ◦ Gˇ + Gˇ ◦ ∂ˇ,
those where it occurs along Y3 are counted in mˇ3 ◦ Hˇ1, those where it occurs along
Y2 are counted in Hˇ2 ◦ mˇ1, and those where it occurs along R1 are counted in Lˇ.
Second, one verifies that any of the zero-dimensional strata with one good break
appear uniquely as boundaries of one-dimensional moduli spaces in M+z (a, V
∗
1 , b)P .
Finally, one verifies that any of the zero-dimensional strata inM+z (a, V
∗
1 , b)P which
have no good break, and hence are not accounted for in Equation (21), are counted
exactly twice: they appear in the boundaries of two distinct one-dimensional strata
in M+z (a, V
∗
1 , b)P .
5.3. Calculation. The plan of the proof is to deduce Theorem 2.4 from Lemma 5.1.
We have already constructed the chain homotopies referred to in the first part of
the lemma: these are the chain homotopies Hˇn. To verify the hypothesis in the
second part of the lemma, it is enough to verify that Lˇ induces isomorphisms in
homology, because of Proposition 5.5. That is the content of the next proposition.
Proposition 5.6. The map Lˇ : Cˇ•(Y1)→ Cˇ•(Y1) induces isomorphisms in homol-
ogy. Indeed, the resulting map on
̂
HM •(Y1) is multiplication by the power series∑
k≥0
Uk(k+1)/2,
which has leading coefficient 1.
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We begin by examining the Floer complexes of the manifold R1 = S
1 × S2,
equipped with a standard metric and small regular perturbation q from the class
P(R1). With no perturbation, the critical points (A,Φ) of the Chern-Simons-Dirac
functional all belong to the Spinc structure s0 with c1(s0) = 0. They are simply
the reducible solutions (A, 0) with At flat. In B(R1), they form a circle. For any
flat connection A, the corresponding Dirac operator DA on R1 has no kernel, so
there is no spectral flow between any two points in the circle. We can choose our
small perturbation to restrict to a standard Morse function on this circle, with one
maximum α1 and one minimum α0. We also need to arrange that the corresponding
perturbed Dirac operators a these two points have simple eigenvalues, and we choose
the perturbation small enough so as not to introduce any spectral flow on the paths
joining α1 to α0. In the blow-up Bσ(R1), each of these critical points gives rise to
a collection of critical points a0i and a
1
i , corresponding to the eigenvalues λi of
the perturbed Dirac operator. We again assume these eigenvalues are labeled in
increasing order, with λ0 the first positive eigenvalue, as in (17). The points a
0
i and
a1i are boundary-stable when i ≥ 0 and boundary-unstable when i < 0.
The trajectories on R × R1 are all reducible, because R1 has positive scalar
curvature. Their images in B(R1) are therefore either constant paths at α
0 or α1, or
one of the two trajectories γ, γ′ from α1 to α0 on the circle. For each i, there are two
trajectories γi and γ
′
i lying over γ and γ
′ respectively in a moduli spaceMz(a
1
i , a
0
i ).
These are the only trajectories belonging to 1-dimensional moduli spaces, so all
boundary maps are zero in the Floer complexes. Thus
̂
HM •(R1) ∼= Cˇ•(R1), which
has generators
e0i , e
1
i , (i ≥ 0)
corresponding to the critical points a0i and a
1
i , while Cˆ•(R1) has generators
e0i , e
1
i , (i < 0).
We identify J(Y, s0) with Z in such a way that e
0
0 belongs to Cˇ0(R1). Then e
µ
i is
in grading µ+ 2i for i positive and in grading µ+ 2i+ 1 for i negative.
The manifold N1 has boundary R1, and its homology is generated by the classes
[E1] and [E2] of the two spheres. A Spin
c structure t on N1 whose restriction to
R1 is s0 is uniquely determined by the evaluation of c1(t) on [E1]. For each k ∈ Z,
we write tk for the Spin
c structure whose first Chern class evaluates to 2k + 1 on
[E1]. The Spin
c structures tk and t−1−k are complex conjugates. We write
Mk(N
∗
1 , a
′)Q¯
for the union of the moduli spaces belonging to components z which give rise the
Spinc structure tk. The family Q¯ is the same 1-parameter family Q¯(S1, S2) that
appeared above. The following lemma and its two corollaries are straightforward.
Lemma 5.7. The dimension of the moduli space Mk(N
∗
1 , a
µ
i )Q¯ is given by
dimMk(N
∗
1 , a
µ
i )Q¯ =
{
−µ− k(k + 1)− 2i, i ≥ 0,
−µ− k(k + 1)− 2i− 1, i < 0.

Corollary 5.8. The only non-empty moduli spaces Mk(N
∗
1 , a
′)Q with a
′ boundary-
stable occur when k = 0 or −1 and a′ = a00, in which case the moduli space is
zero-dimensional. The moduli spaces M redk (N
∗
1 , a
′)Q¯ are empty for all boundary-
stable a′. 
48 KRONHEIMER, MROWKA, OZSVA´TH, AND SZABO´
Corollary 5.9. The zero-dimensional moduli spacesMk(N
∗
1 , a
′)Q¯, with a
′ boundary-
unstable, are the moduli spaces
(22) Mk(N
∗
1 , a
1
ik
)Q¯, ik = −1− k(k + 1)/2.

At this point, we have verified all parts of Lemma 5.4, and in addition we can
now express n¯u ∈ C
u
• (R1) as
n¯u =
∑
k∈Z
ak e
1
−1−k(k+1)/2
where ak counts points in the moduli space (22) (which consists entirely or re-
ducibles, because a1ik is boundary-unstable).
Lemma 5.10. For all k ∈ Z, the sum ak + a−1−k is 1 mod 2.
Proof. Let g be any Riemannian metric on N∗1 that is standard on the end. Fix
a Spinc structure tk on N1. Because N
∗
1 has no first homology and no self-dual,
square-integrable harmonic 2-forms, there is a unique Spinc connection
A = A(k, g)
in the associated spin bundle S+ → N1 with L
2 curvature satisfying the abelian
anti-self-duality equation F+At = 0. On the cylindrical end, A
t is asymptotically
flat, so A defines a point
θk(g) ∈ S,
where S ⊂ B(R1) is the circle of flat Spin
c connections. This depends only on k
and g.
Fix a Spin structure on R1 whose associated Spin
c structure is s0. This fixes
an isomorphism between s0 and its complex conjugate. Complex conjugation now
gives an involution on the circle, σ : S → S, with two fixed points s+ and s−. The
isomorphism between s0 and its conjugate extends to an isomorphism t¯k → t−1−k,
and we therefore have
(23) θ−1−k(g) = σθk(g).
Consider now the family of metrics Q¯ = Q¯(S1, S2) on N1. As T goes to −∞,
the manifold N∗1 decomposes into two pieces, one of which has cylindrical ends
R− × S1 and R
+ ×R1. This piece, call it T
∗
1 , carries no L
2 harmonic 2-forms (it is
a punctured S2×D2 with cylindrical ends), so the map θk extends to continuously
to T = −∞ and θk(−∞) is one of s+ or s−. The same applies to T = +∞, so we
obtain a map
θk : Q¯→ S
with
θk(±∞) ∈ {s+, s−}.
We also have θk(+∞) = θ−1−k(+∞), and the same with T = −∞. Thus the two
maps
θk, θ−1−k : [−∞,∞]→ S
together define a mod 2 1-cycle in S. The statement of the lemma follows from the
assertion that this 1-cycle has non-zero degree mod 2.
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Specifically, let Θk : S1 −→ S be the cycle obtained by joining θk and θ−1−k.
We show that for generic x ∈ S, the space Θ−1k (x) is cobordant to
(24)
(
Mabk (N
∗
1 , a
1)Q¯
⋃
Mab−1−k(N
∗
1 , a
1)Q¯
)
×Mab(a1, ([0, 1]×R1)
∗,S)×S {x} × S
Here,Mabk (N
∗
1 , a
1)Q¯ denotes the moduli space of solutions to the perturbed abelian
anti-self-duality equiations. Similarly, Mab(a1, ([0, 1]×R1)
∗,S) denotes the moduli
space of solutions to the perturbed abelian anti-self-duality equations, where we
use the perturbation at the t = ∞ and no perturbation and the t = −∞ end.
In particular, this moduli space admits a map by taking the limit as t 7→ ∞ to
S. The claimed compact cobordism is induced by taking a one-parameter family
of perturbations indexed by T ∈ R+ on N∗1 which are supported on ever-longer
pieces of the attached cylinder. The fiber over T = 0 of this cobordism is {x} ×S(
Mabk (N
∗
1 ,S) ∪M
ab
−1−k(N
∗
1 ,S)
)
, whose number of points coincides with the stated
degree, while the fiber over T = ∞ is the space described in (24). In particular,
if the stated degree is odd, then so is the number of points in Mabk (N
∗
1 , a
1) ∪
M−1−k(N
∗
1 , a
1). But Mabk (N
∗
1 , a
1) is identified with Mk(N
∗
1 , a
1
ik
).
It remains now to show that the degree of Θk is non-zero modulo two. This in
turn is equivalent to saying that
θk(∞) 6= θk(−∞),
because of the relationship (23). So we must prove that θk : Q¯ → S is a path
joining s− to s+.
To get a concrete model for θk, choose a standard closed curve δ representing the
generator of H1(R1), and let Σ ⊂ N
∗
1 be a topological open disk with a cylindrical
end R+× δ. To pin it down, we make Σ disjoint from Z1 ⊂ N1 and have geometric
intersection 1 with E2 ⊂ Z2. If we write A = A(k, g) again for the anti-self-dual
connection, then
θk(g) = exp
1
2
∫
Σ
FAt
is a model for the map θk as a map from the circle. (The factor of 1/2 is there
because of the relationship between A and At.) When T = −∞, the surface Σ is
contained in the piece T ∗1 on which the connection A
t has become flat. So with this
model, θk(−∞) = 1. When T = +∞, the surface Σ decomposes into two pieces:
one is a cylinder contained in T ∗2 , which contributes nothing to the integral; and the
other is a disk ∆ with cylindrical end contained in Z∗2
∼= CP
2
\B4. The curvature
FAt has exponential decay on the end of Z
∗
2 and its integral on ∆ is equal to its
integral on any compact surface ∆′ ⊂ Z∗2 having the same intersection with E2.
Since ∆ has intersection 1 with E2 and c1(tk) evaluates to −(2k + 1) on E2, we
have ∫
∆
FAt = (2π/i)(2k + 1).
So θk(∞) = −1, and we have the result.
For each integer i < 0, we can define a map
Lˇ[i] : Cˇ•(Y1)→ Cˇ•(Y1)
by repeating the definition of Lˇ above, but replacing n¯u in the formulae by the
basis vector e1i . Because there are no differentials on R1, the map Lˇ[i] is a chain
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map, and from the formula for n¯u, we have
Lˇ =
∑
k∈Z
ak Lˇ[−1− k(k + 1)/2]
=
∑
k≥0
Lˇ[−1− k(k + 1)/2],
where in the second line we have used Lemma 5.10. Proposition 5.6 now follows
from:
Lemma 5.11. The map Lˇ[i] : Cˇ•(Y1) → Cˇ•(Y1) for i < 0 gives rise to the map̂
HM •(Y1)→
̂
HM •(Y1) given by multiplication by U
−i−1.
Proof. We use the fact that the manifold U1 (whose moduli spaces define Lˇ) can
be realised as the complement in [−1, 1]× Y1 of the tubular neighborhood a curve
K: thus
[−1, 1]× Y1 = U1 ∪R1 N(K),
where N(K) ∼= S1×B3 and R1 is the oriented boundary of N(K). Referring to the
definition of the action of Up from Section 4.11, we choose p basepoints w1, . . . wp
in the interior of N(K), and use these together with the cylindrical cobordism
[−1, 1]× Y1 to define a chain map
(25) mˇ([−1, 1]× Y1, {w1, . . . , wp}) : Cˇ•(Y1)→ Cˇ•(Y1)
which induces the map Up on
̂
HM •(Y1).
We can use any Riemannian metric on the cylinder in the construction of this
chain map. We choose a metric in which N(K) has positive scalar curvature, the
metric on R1 is standard, and R1 has a product neighborhood. We then consider
the family of metrics parametrized by Q = [0,∞) obtained by inserting a cylinder
[−T, T ]× R1. By an argument similar to our previous analysis, we obtain in this
way a chain-homotopy between the chain map (25) and the chain map∑
j<0
bj Lˇ[j],
where ∑
j<0
bje
1
j = n¯u(N(K))
is the element of Cˆ•(R1) ∼= ĤM •(R1) obtained by counting points in moduli spaces
on N(K)∗ with p base-points. That is,
bj = |M(N(K), a
1
j) ∩ V1 ∩ · · · ∩ Vp| mod 2,
or zero if the intersection is not zero-dimensional. An examination of dimensions
shows that the only contributions occur when j = −1 − p. The moduli consists
of reducibles, so the calculation of bj is straightforward: we have bj = 1 when
j = −1 − p. Thus the sum above has just one term, and the map Up is equal to
the map arising from the chain map Lˇ[−1− p].
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With the verification of Proposition 5.6, the proof of Theorem 2.4 is complete
for the case of
̂
HM •. The other two case have similar proofs. In the case of HM •,
the formulae are considerably simpler. The exactness in the case of ĤM • could
also be deduced from the other two cases, by chasing the square diagram in which
the columns are the i, j, p exact sequences and the rows are the surgery cobordism
sequences.
5.4. Local coefficients. We describe here a refinement of the long exact sequence,
with local coefficients. As in Section 2.3, we consider a 3-manifold M with torus
boundary, and let γ0, γ1, γ2 be three oriented simple closed curves on ∂M with
algebraic intersection
(γ0 · γ1) = (γ1 · γ2) = (γ2 · γ0) = −1.
We again write Wn : Yn −→ Yn+1 for the 2-handle cobordisms.
The interior Mo can be viewed as an open subset of Yi for all i. Fix local
coefficient systems Γi over Yi which are supported in M
o ⊂ Yi, in the sense of
Definition 4.18. Moreover, the set [0, 1]×Mo can be viewed as an open subset of
Wn (where here {0} ×M
o ⊂ Yn and {1} ×M
o ⊂ Yn+1). Let
ΓWn : Γn −→ Γn+1
be a Wn-morphism of the local system which is supported in [0, 1]×M
o.
Theorem 5.12. Let Γn be local systems on the Yn, and let ΓWn : Γn → Γn+1
be morphisms of local systems. Suppose these satisfy the support condition just
described. Then, the induced maps with local coefficients Fˇn =
̂
HM (Wn; ΓWn) fit
into a long exact sequence of the form
· · · −→
̂
HM •(Yn−1; Γn−1)
Fˇn−1
−→
̂
HM •(Yn; Γn)
Fˇn−→
̂
HM •(Yn+1; Γn+1) −→ · · · .
There are also corresponding long exact sequences for the other two variants of
Floer homology.
Proof. To prove exactness, we once again appeal to Lemma 5.1. Indeed, the ho-
motopies Hˇ ′n : Cˇ(Yn; Γn) −→ Cˇ(Yn+2; Γn+2) are constructed as before, only now the
entries contain also the Xn-morphisms gotten by composing the morphisms ΓWn
and ΓWn+1 (we add the primes to distinguish the homotopies here from the ones
appearing in the discussion in Subsection 5.1). Observe that this composite mor-
phism of local systems is supported in the complement of Zn (so as in Lemma 5.4,
the contributions from Zi still drop out in pairs). In fact, the proof of Proposi-
tion 5.5 carries over, as well, since the triple-composite morphism of local systems
is supported in a complement of the Ni.
In the same way, the map Lˇ′ is seen to be multiplication gotten by multiplying
the chain map induced by the triple-composite ΓWn+2 ◦ ΓWn+1 ◦ ΓWn (which is
supported in the complement of Nn) by the power series Lˇ. In particular, the map
Lˇ′ is a quasi-isomorphism, too.
Specializing to the local system determined by cycles (Example 4.12.2), we get
the following:
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Corollary 5.13. Let Y0, Y1, Y2 be as above, with the additional property that
H1(Y0;Z) ∼= Z and H1(Y1;Z) = H1(Y2;Z) = 0. Fix a cycle η in M
o which generates
the image of H1(M ;Z) in H1(M ;R). In this case, we have a long exact sequence
· · · −→
̂
HM •(Y−1)⊗K
Fˇ−1
−→
̂
HM •(Y0; Γη0)
Fˇ0−→
̂
HM •(Y1)⊗K
Fˇ1−→ · · · .
in which the map Fˇ1 can be expressed in terms of the usual maps induced by cobor-
disms, by the following formula:
Fˇ1 =
∑
s∈Spinc(W1)
µ(〈c1(s), [h]〉) ·
̂
HM (W1, s),
where [h] ∈ H2(W1;Z) ∼= Z is a generator.
Proof. We apply Theorem 5.12 in the following setting. We let Γn be the local
system on Yn induced by the chain η ⊂ M
o ⊂ Yn. Indeed, in the cobordisms
Wn : Yn → Yn+1, we choose two-chains νn which are products νn = [0, 1] × η ⊂
[0, 1] × Mo ⊂ Wn. The chain νn induces a Wn-morphism of the local system
ΓWn,νn which is supported in [0, 1]×M
o.
Recall that the isomorphism class of
̂
HM (Y ; Γη) depends only on the homology
class of η. In fact, since both Y1 and Y2 are homology three-spheres, the cycle is
null-homologous, so it follows at once that for i = 1, 2,
(26)
̂
HM (Yi; Γηi)
∼=
̂
HM (Yi)⊗K.
We argue that the chain ν1 ⊂W1 represents a generator of H2(W1, ∂W1;Z) ∼= Z.
To see why, recall that inside Y1, γ0 can be viewed as a knot, with a Seifert surface
Σ. Pushing the interior of the Seifert surface into [0, 1] × Y1, which we then cap
off inside the added two-handle, we obtain a generator [Σ̂] for H2(W1;Z). On the
other hand, our chain ν1 is gotten by [0, 1]× η, and η links the knot γ0 once. Thus,
it follows that the oriented intersection number of Σ̂ with ν1 is ±1, and hence
[ν1] is also a generator of H2(W1, ∂W1). Now, for each Spin
c structure on W1,
we see that composing with the identification from Equation (26), we see that the
map
̂
HM (W1; ΓW1,ν , s) is identified with µ(〈c1(s), [ν]]〉) ·
̂
HM (W1, s), where here
[ν] ∈ H2(W1;Z) is the unique homology class corresponding to ν1. The result now
follows.
6. Proof of the non-vanishing theorem
6.1. Statement of the sharper result. We now turn to the proof of Theorem 2.1.
There is a sharper version of this non-vanishing theorem, which involves the Floer
groups with local coefficients.
Theorem 6.1. Suppose Y admits a taut foliation F and is not S1 × S2. Let η be
a C∞ singular 1-cycle in Y whose homology class [η] satisfies
P.D.[η] = [ω] + t e(F) ∈ H2(Y ;R)
where ω is closed 2-form which is positive on the leaves of F and t ∈ R. Then the
image of the map
j∗ :
̂
HM k(Y ; Γη)→ ĤM k(Y ; Γη)
is non-zero, where k ∈ J(Y ) is the homotopy class of the 2-plane given by the
tangents planes to F
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As an application, we consider the case of the manifold Y = S30(K), where
K 6= U . By the results of [14] again, this manifold has a taut foliation F ; and if
ω is closed and positive on the leaves, then the cohomology class [ω] will be non-
zero, because Gabai’s foliation has a compact leaf. We therefore have the following
corollary. Unlike Corollary 2.3, this result applies also to genus one knots:
Corollary 6.2. Suppose K 6= U , let g be the Seifert genus of K, and let s be a Spinc
structure on S30(K) for which c1(s) is 2g − 2 times a generator for H
2(S30(K);Z).
Then there is a k ∈ J(Y, s) such that the image of
j∗ :
̂
HM k(S
3
0 (K); Γη)→ ĤM k(S
3
0(K); Γη)
is non-zero whenever the homology class [η] is non-zero. By contrast, j∗ is zero for
S30(U), for all η. 
The proof of the theorem is based on the results of [25]. Let X be a compact
oriented 4-manifold with oriented boundary Y . We assume X is connected, but
may allow Y to be disconnected. Let ξ be an oriented contact structure on Y ,
compatible with the orientation of Y . If α is a 1-form on Y whose kernel is the field
of 2-planes ξ, then the orientation condition can be expressed as the condition that
α ∧ dα > 0. Let s be the Spinc structure on Y determined by ξ, and let sX be any
extension of s to X . Note that the space of isomorphism classes of such extensions,
denoted by Spinc(X, ξ), is an affine space for the group H2(X,Y ;Z). Generalizing
the monopole invariants of closed 4-manifolds, the paper [25] defines an invariant
m(X, ξ, sX) associated to such data. Neglecting orientations, we can take it to be
an element of F = Z/2. We review some of the properties of this invariant.
The 2-plane field ξ picks out not just a Spinc structure s on Y , but also a preferred
nowhere-vanishing section Φ0 of the spin bundle S → Y . When sX is given, we can
interpret Φ0 as a section of S
+
X |Y , and there is a relative second Chern class (or
Euler class) which we use as the definition of gr(X, ξ, sX):
gr(X, ξ, sX) = 〈c2(S
+
X ,Φ0), [X, ∂X ]〉 ∈ Z.
The condition gr(X, ξ, sX) = 0 is equivalent to the existence of an almost complex
structure on X for which the 2-planes ξ are complex and such that the associated
Spinc structure is sX .
Theorem 6.3 ([25]).
(1) The invariant m(X, ξ, sX) is non-zero only if gr(X, ξ, sX) = 0, and vanishes
for all but finitely many sX ∈ Spin
c(X, ξ).
(2) Suppose X carries a symplectic form ω that is positive on the oriented 2-
plane field ξ. Let sω ∈ Spin
c(X, ξ) be the canonical Spinc structure which
ω determines on X. Then
m(X, ξ, sω) = 1.
(3) Let ω and sω be as in the previous item, let e ∈ H
2(X, ∂X ;Z), and let
sω+e ∈ Spin
c(X,ω) denote the Spinc structure with spin bundle S = Sω⊗L,
where L is the line bundle, trivialized on ∂X, with relative first Chern class
c1(L) = e. Then, if m(X, ξ, sω + e) 6= 0, it follows that
〈e ⌣ ω, [X, ∂X ]〉 ≥ 0,
with equality only if e = 0. 
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We combine the individual invariants m(X, ξ, sX) into a generating function.
Recall that K is the field of fractions of F[R], and that µ : R → K× is the canonical
homomorphism. Given a reference Spinc structure s0 on X extending s, we define
a function
m∗(X, ξ, s0) : H2(X,Y ;R)→ K
by the formula
m∗(X, ξ, s0)(h) =
∑
e
m(X, ξ, s0 + e)µ〈2e, h〉.
As a corollary of Theorem 6.3 we have:
Corollary 6.4. If X carries a symplectic form ω positive on ξ then
m∗(X, ξ, sω)(P.D.[ω]) 6= 0.
Further, if the intersection form on H2(X, ∂X) is trivial then
m∗(X, ξ, sω)(P.D.([ω] + t c1(sω))) 6= 0
for all t ∈ R.
Proof. The first statement is an immediate consequence of Theorem 6.3. For the
second statement, we note that the condition gr(X, ξ, sω + e) = 0 is equivalent to
e ⌣ (e+ c1(sω)) = 0,
or simply to e ⌣ c1(sω) = 0 when the cup product on the relative cohomology is
zero; so
m∗(X, ξ, sω)(P.D.([ω] + t c1(sω))) = m
∗(X, ξ, sω)(P.D.[ω]).
6.2. Construction of the invariants of (X, ξ). We review the construction of
the invariant m(X, ξ, sX) from [25]. Let α again be the 1-form defining the 2-plane
field ξ on Y , let ω0 be the symplectic form d(t
2α/2) on [1,∞)× Y , and let g0 be a
compatible metric. Attaching [1,∞)× Y to X , we obtain a complete Riemannian
manifold X+ with an expanding conical end. On the end, there is a canonical
Spinc connection A0 and spinor Φ0 of unit length. We choose a reference Spin
c
structure s0 on X , extending the Spin
c structure on the end, and extend A0 and
Φ0 arbitrarily. For a pair (A,Φ) consisting of a Spin
c connection in sX and a section
of S+X , we consider the equations on X
+:
(27)
1
2
ρ(F+At)− (ΦΦ
∗)0 =
1
2
ρ(F+
At0
)− (Φ0Φ
∗
0)0 + ǫ,
D+AΦ = 0,
where ǫ is a perturbation term: an exponentially decaying section of isu(S+X). There
is a moduli spaceM(X+, sX) consisting of all gauge-equivalence classes of solutions
(A,Φ) on X+ which are asymptotically equal to (A0,Φ0), in that
(28)
A−A0 ∈ L
2
k
Φ− Φ0 ∈ L
2
k,A0 .
For generic ǫ, this moduli space is a smooth manifold, and
dimM(X+, sX) = gr(X, ξ, sX)
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if the moduli space is non-empty. Note that the asymptotic conditions mean that
Φ is non-zero, so there are no reducible solutions in the moduli space. The moduli
space is compact, and m(X, ξ, sX) is defined as the number of points in the moduli
space, mod 2, or as zero if the dimension is positive.
6.3. Floer chains from contact structures. Let Z now denote the half-infinite
cylinder R+×(−Y ), which has oriented boundary {0}×Y . Given a contact structure
ξ defined by a 1-form α as above, we again form the symplectic cone [1,∞) × Y ,
with oriented boundary {1}× (−Y ), and attach this to Z. The result is a complete
Riemannian manifold Z+ with one cylindrical end and one expanding conical end;
the latter carries the symplectic form ω0.
On Z+, we write down monopole equations which resemble the equations (27)
on the conical end and resemble the perturbed equations Fp = 0 on the cylindrical
end. A convenient way to make this construction is as a fiber product. To do
this, we choose a regular perturbation q for the equations on Y , and let p be a
t-dependent perturbation on the cylinder Z that is equal to q on the end and is
zero near the boundary. For each critical point a in Bσ(−Y ), there is a moduli
space
M(R+ × (−Y ), a) ⊂ Bσ(R+ × (−Y )).
This is a Banach manifold with a restriction map
r0 :M(R
+ × (−Y ), a)→ Bσ({0} × (−Y )) = Bσ(Y ).
There is also the moduli space M1 of solutions to the equations (27) on the conical
manifold [1,∞) × Y , with asymptotic conditions (28). We choose the term ǫ so
that the right-hand side of the first equation vanishes near the boundary {1} × Y .
This is another Banach manifold; and because the solutions are irreducible, there
is a restriction map to blown-up configuration space of the boundary, because of a
unique continuation argument:
r1 : M1 → B
σ({1} × Y ) = Bσ(Y ).
Definition 6.5. We define the moduli space M(Z+, a) as the fiber product of the
maps r0 and r1.
Although the fiber product makes a convenient definition, we can also regard
M(Z+, a) as a subspace of Bσloc(Z
+). Given γ in M(Z+, a), we can define a path
γˇ in Bσ(Y ) by restricting γ to the slices {t} × Y , first in the cylindrical end then
in the conical end. If γ, γ′ are two solutions, then the corresponding paths γˇ and
γˇ′ both have limit point a on the cylindrical end and have the same asymptotics
on the conical end; so there is a well-defined difference element in π1(B
σ(Y ), a). In
this way, we partition M(Z+, a) into components of different topological type:
M(Z+, a) =
⋃
z
Mz(Z
+, a).
Once again, we can count points in zero-dimensional moduli spaces, to define:
mz(Z
+, a) =
{
|Mz(Z
+, a)| mod 2, if dimMz(Z
+, a) = 0,
0, otherwise.
The compactness results of [25] tell us that mz(Z
+, a) is zero for all but finitely
many a and z. Because Mz(Z
+, a) consists only of irreducibles, a must be either
irreducible or boundary-stable on −Y if the moduli space is to be non-empty.
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(Note that the notion of “boundary-stable” for a critical point a depends on the
orientation: Cs(−Y ) is the same as Cu(Y ).) Taking the irreducible and boundary-
stable elements in turn, we define an element of the complex Cˇ∗(−Y ) = C
o(−Y )⊕
Cs(−Y ), by
(29) ψˇ = (ψo, ψs),
where
ψo =
∑
a∈Co
∑
z
mz(Z
+, a) ea
and
ψs =
∑
a∈Cs
∑
z
mz(Z
+, a) ea.
We have:
Lemma 6.6. The element ψˇ in Cˇ∗(−Y ) is closed: that is, ∂ˇψˇ = 0.
Proof. As usual, this is proved by counting the boundary points of 1-dimensional
moduli spacesMz(Z
+, b), augmented by the observation that there are no reducible
solutions in these moduli spaces. Specifically, counting boundary points in the case
that b is irreducible gives the identity
∂ooψ
o + ∂uo ∂¯
s
uψ
s = 0,
while the case that b is boundary-stable provides the identity
∂osψ
o + ∂¯ssψ
s + ∂us ∂¯
s
uψ
s = 0.
Together these tell us that ∂ˇψˇ = 0.
Next we extend the construction of ψˇ to the Floer complex with local coefficients.
Let η be a C∞ real 1-cycle in Y , and let η+ be the corresponding non-compact 2-
chain in Z+. Like Z+, the 2-chain η+ has one cylindrical end and one expanding
conical end; it is oriented so that the cylindrical end coincides with −(R+ × η).
Extend the connection A0 from the conical end to all of Z
+ in such a way that it is
translation-invariant and in temporal gauge on the cylindrical end. Let γ belong to
Mz(Z
+, a), and let A be the corresponding Spinc connection on Z+. The integral
f(z) = (i/2π)
∫
η+
(FAt − FAt0)
is finite, and depends on γ through only its homotopy class z. Let Γ−η be the
local system on Bσ(−Y ) defined in Example 4.12.2, and denote the generator 1 in
Γa ∼= K by ea. Then we can define an element
ψˇη = (ψ
o
η, ψ
s
η) ∈ Cˇ(−Y ; Γ−η)
by the formulae
ψoη =
∑
a∈Co
∑
z
mz(Z
+, a)µ(f(z)) ea
ψsη =
∑
a∈Cs
∑
z
mz(Z
+, a)µ(f(z)) ea.
As in the previous case, we have:
Lemma 6.7. The element ψˇη in Cˇ∗(−Y ; Γ−η) is closed. 
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6.4. Proof of Theorem 6.1. We recall Eliashberg and Thurston’s construction
[9], whereby a taut foliation on Y leads to a symplectic form ωW on the cylinder
W = [−1, 1]× Y
and contact structures ξ± on the boundary components. Let α be a 1-form defining
the tangents to the foliation F , and let ω be a closed 2-form positive on the leaves.
Set
ωW = d(tα) + ω
on W . This form is symplectic. According to [9], there exist smooth contact
structures ξ+ and ξ−, compatible with the orientations of Y and −Y respectively,
which are C0 close to the tangent plane field of the foliation. We regard these as
contact structures on the two boundary components {1} × Y and {−1}× Y of W ;
the C0-close condition means that ωW will be positive on these 2-plane fields.
If we regard W as a manifold with a contact structure ξ = (ξ−, ξ+) on its
boundary {−1, 1} × Y , then we can construct the invariants
m(W, ξ, sW )
for Spinc structures sW extending the standard Spin
c structure determined by the
2-plane field on the boundary, as above. On the other hand, the contact structure
ξ+ provides a cycle
ψˇ(ξ+) =
(
ψo(ξ+), ψs(ξ+)
)
∈ Cˇ∗(−Y ),
and from ξ− we similarly obtain a cycle
ψˇ(ξ−) =
(
ψo(ξ−), ψs(ξ−)
)
∈ Cˇ∗(Y ).
Let
Ψˇ(ξ+) ∈
̂
HM ∗(−Y ) Ψˇ(ξ−) ∈
̂
HM ∗(Y )
be the homology classes of these.
Proposition 6.8. We have the pairing formula∑
sW
m(W, ξ, sW ) =
〈
j∗Ψˇ(ξ+), Ψˇ(ξ−)
〉
D
,
where 〈 − , − 〉D is the duality pairing
ĤM ∗(−Y )⊗
̂
HM ∗(Y )→ F,
from Section 4.13.
Proof. Let Z+(ξ+) be the manifold with one cylindrical end and one conical end,
obtained by applying the construction of the previous subsection to ξ+ on Y , and let
Z+(ξ−) be constructed similarly using ξ−. As above, we have counting-invariants
mz(Z
+(ξ+), a) ∈ F, (a ∈ C
o(−Y ) ∪ Cs(−Y )),
mz(Z
+(ξ−), a) ∈ F, (a ∈ C
o(Y ) ∪ Cs(Y )).
In the case of the first of these two, we can regard a as a critical point in Bσ(Y )
via the identification
Co(−Y ) ∪ Cs(−Y )) = Co(Y ) ∪ Cu(Y )).
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If we unravel the pairing on the right-hand side of the formula in the proposition,
we find it is equal to
(30)
∑
a∈Co(Y )
mz1(Z
+(ξ−), a)mz2(Z
+(ξ+), a)
+
∑
a∈Cs(Y )
∑
b∈Cu(Y )
mz1(Z
+(ξ−), a)nz2(a, b)mz3(Z
+(ξ+), b)
where nz(a, b) counts unparametrized boundary-obstructed trajectories as in Sec-
tion 4.7. On the other hand, we can consider the 1-parameter family of metrics
on W parametrized by Q = [0,∞) in which the length of the cylinder is increased.
There is a corresponding parametrized moduli space
M(W+, sW )Q
associated to the manifoldW+ with two conical ends. The map to Q is proper, and
there is a compactificationM(W+, sW )Q¯ over Q¯ = [0,∞], where at∞ the manifold
W+ becomes the disjoint union of Z+(ξ−) an Z
+(ξ+). If we look at the union of all
1-dimensional moduli spaces M(W+, sW )Q¯ and count the endpoints of these, then
the contributions from endpoints lying over 0 ∈ Q¯ is equal to the left-hand side in
the proposition, while the contribution from the endpoints lying over∞ is the sum
(30).
We now reformulate this proposition for local coefficients. Because ξ− and ξ+
are both C0-close to F , there is a canonical choice of reference Spinc structure s0
on W , and we can write an arbitrary sW as
sW = s0 + e,
for some e ∈ H2(W,∂W ;Z). Let η be a 1-cycle in Y , and set
hη = [−1, 1]× [η]
regarded as a class in H2(W,∂W ;R). Let
m∗(W, ξ, s0) : H2(W,∂W ;R)→ K
be as in Section 6.1. The construction of ψˇη leads to classes
Ψˇη(ξ+) ∈
̂
HM ∗(−Y ; Γ−η) Ψˇη(ξ−) ∈
̂
HM ∗(Y ; Γη).
Just as in the case of coefficients F, we have:
Proposition 6.9. We have the pairing formula
m∗(W, ξ, s0)(hη) =
〈
j∗Ψˇη(ξ+), Ψˇη(ξ−)
〉
D
,
where 〈 − , − 〉D is the duality pairing
ĤM ∗(−Y ; Γ−η)⊗
̂
HM ∗(Y ; Γη)→ F,
from Section 4.13, and j∗ is the map
̂
HM ∗(−Y ; Γ−η)→ ĤM ∗(−Y ; Γ−η). 
Now we conclude the proof of Theorem 6.1. Suppose the class [η] in H1(Y ;R)
satisfies
P.D.[η] = [ω] + t c1(F),
so that the class hη in H2(W,∂W ;R) satisfies
P.D.[hη] = [ωW ] + t c1(sωW ).
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The intersection form on H2(W,∂W ) is trivial, so Corollary 6.4 tells us that
m∗(W, ξ, s0)(hη) is non-zero. (Note that s0 and sωW are the same.) From the
proposition above, it follows that j∗Ψˇη(ξ
+) is non-zero; and in particular the image
of j∗ is non-trivial in ĤM ∗(−Y ; Γ−η). The hypotheses of the theorem are symmet-
rical with respect to orientation, so j∗ has non-zero image also in ĤM ∗(Y ; Γη). 
6.5. Application to knots of genus one. Using the non-vanishing theorem with
local coefficients, we can now complete the proof of Theorem 1.1 for knots of genus
1, in the case that the surgery coefficient is an integer. The arguments of Section 3
continue to show that if K is p-standard then K is (p − 1)-standard, for integers
p ≥ 2. We need therefore only prove the following result, by a method applicable
to genus 1.
Proposition 6.10. If K is p-standard for p = 1, then K is the unknot.
Proof. Consider the long exact sequence sequence with local coefficients, in the
form given in Corollary 5.13, applied to 3-manifolds S3, S31(K) and S
3
0(K):
· · · −→
̂
HM •(S
3)⊗K
Fˇ−1
−→
̂
HM •(S
3
0(K); Γη0)
Fˇ0−→
̂
HM •(S
3
1(K))⊗K
Fˇ1−→ · · · .
If K is 1-standard, then the map Fˇ1 is given by multiplication by∑
n≥0
Un(n+1)/2 · (µ(2n+ 1) + µ(−2n− 1)),
thought of as a map from K[U−1, U ]/K[U ] (∼=
̂
HM (S31(K)) ⊗ K
∼=
̂
HM (S3) ⊗ K)
to itself. Since the coefficient of U0 is a non-zero element of K, this map is an
isomorphism. By the long exact sequence, we can conclude that
̂
HM (S30(K); Γη0) =
0. It follows now from Corollary 6.2 that K is the unknot.
7. The case of non-integral r
We now turn to the proof of Theorem 1.1 in the case where r is non-integral.
Some of the results proved along the way apply in more general settings, and will
be used later.
Our strategy here is to show that if there is an orientation-preserving diffeomor-
phism S3r (K)
∼= S3r (U) for r > 0, then K is p-standard where p is the smallest
integer greater than r. In this way, we reduce to the case of integral r, which is
proved earlier in the paper. Of course, the case, where r < 0 once again follows
from the case where r > 0, by reflecting the knot.
Lemma 7.1. Let W : Y1 → Y2 be a cobordism which contains a sphere with self-
intersection number zero S ⊂ W which represents a non-trivial homology class in
H2(W,∂W ;Z). Then, for each Spin
c structure s ∈ Spinc(W ), the induced map on
Floer homologies are trivial.
Proof. Since S1 × S2 admits a metric of positive scalar curvature, it follows that
if
̂
HM (W, s) is non-trivial, then 〈c1(s), [S]〉 = 0.
We must now prove that even if 〈c1(s), [S]〉 = 0, then the induced map
̂
HM (W, s)
is trivial. To see this, we pass to the blow-up Ŵ = W#CP
2
. Fix a two-sphere E
in Ŵ supported in CP
2
with square −1. Given s ∈ Spinc(W ), there is a Spinc
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structure ŝ ∈ Spinc(Ŵ ) which extends s and with the additional property that
〈c1(̂s), [E]〉 = +1. By the blow-up formula,
̂
HM (W, s) =
̂
HM (Ŵ , ŝ) =
̂
HM (Ŵ , ŝ +
PD(E)). Since [S]− [E] can also be represented by a sphere with self-intersection
number −1,
̂
HM (Ŵ , ŝ+ PD(E)) =
̂
HM (Ŵ , ŝ+ PD[S])). By repeatedly using the
same argument , we have that
̂
HM (W, s) =
̂
HM (Ŵ , ŝ + kPD[S]) for all k ∈ Z.
However, our hypotheses on S ensure that {ŝ+kPD[S]}k∈Z is an infinite collection
of Spinc structures; but for any fixed η ∈
̂
HM (Y1), there can be only finitely many
Spinc structures for which the map
̂
HM (Ŵ , t)(η) is non-trivial. It now follows
that
̂
HM (W, s) = 0. Since b+(W ) > 0, it follows from Proposition 2.8 that the map
HM (W, s) = 0 as well, and an easy diagram chase now also shows that ĤM (W, s) =
0.
Proposition 7.2. Let M be a three-manifold with torus boundary, and choose
oriented curves γ1 and γ2 with γ1 · γ2 = −1. Fix also a cycle η ⊂M . Letting γ3 be
a curve representing [γ1] + [γ2] and γ4 be a curve representing [γ1]− [γ2]. Consider
the surgery long exact sequences
· · · −→
̂
HM •(Y1; Γη)
Fˇ1−→
̂
HM •(Y2; Γη)
Fˇ2−→
̂
HM •(Y3; Γη) −→ · · ·
· · · −→
̂
HM •(Y2; Γη)
Gˇ2−→
̂
HM •(Y1; Γη)
Gˇ1−→
̂
HM •(Y4; Γη)
Gˇ4−→ · · ·
where here Yi is obtained from M by filling γi and Fˇi and Gˇi are maps induced by
the cobordisms equipped with the product cycles [0, 1] × η, thought of as supported
in the complement of the two-handle additions, as in Theorem 5.12. Then we have
that Fˇ1 ◦ Gˇ2 = 0 = Gˇ2 ◦ Fˇ1. For composites of the maps belonging to the long exact
sequences for the other two Floer homologies HM and ĤM , we have an analogous
vanishing results. (e.g. F̂1 ◦ Ĝ2 = 0).
Proof. Let A1 : Y1 −→ Y2 denote the cobordism inducing the map Fˇ1, and and
B2 : Y2 −→ Y1 denote the cobordism inducing the map Gˇ2, so that the union B2∪Y2
A1 : Y1 −→ Y1 is a cobordism (i.e. Fˇ1 =
̂
HM (A1; ΓA1,ν) and Gˇ2 =
̂
HM (B2; ΓB2,ν),
where here the chains ν are induced by the product cycles [0, 1]× η, thought of as
supported the complement of two-handle additions).
Inside the composite cobordism W = B2 ∪Y2 A1, one can find a sphere with
self-intersection number S equal to zero, which represents a non-trivial homology
class in H2(W,∂W ;Z). Specifically, suppose that A1 is built from Y1 by attaching
a two-handle along K1 (with some framing) and B2 is obtained by then attaching a
two-handle along K2 (with some other framing), then the two-sphere S corresponds
to K2, and it is homologically non-trivial since the homology class corresponding
to K1 intersects it once (c.f. Figure 4).
It follows from the composition law for cobordisms, together with Lemma 7.1
that
0 =
̂
HM (W ; ΓW,ν) =
̂
HM (B2; ΓB2,ν) ◦
̂
HM (A1; ΓA1,ν) = Gˇ2 ◦ Fˇ1.
The composite Fˇ1 ◦ Gˇ2 vanishes in the same way.
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K
K K
1
2 3 K4
Figure 4. Handle decomposition for Proposition 7.2.
Consider the link pictured above, where here K1 is thought of as
any initial framed knot in the three-manifold Y1, and K2, K3, and
K4 are unknots with the property that Ki links Ki−1 and Ki+1 ge-
ometrically once (for i = 2, 3). The three cobordisms A1 : Y1 → Y2,
A2 : Y2 → Y3, and A3 : Y3 → Y1 which induce maps fitting into the
long exact sequence are given as follows. A1 is specified by the
framed knot K1, A2 is specified by the framed knot K2 (thought
of as a knot in Y2) with framing −1, while A3 is specified by the
framed knot K3 with framing −1. Three cobordisms B2 : Y2 → Y1,
B1 : Y1 → Y4, B4 : Y4 → Y2 are specified as follows. B2 is specified
by K2 (thought of as a knot inside Y2) with framing 0, while B1 is
specified by K3 with framing −1, and B4 is specified by K4 with
framing −1. In particular, the cobordism B2 ∪Y2 A1 : Y1 → Y1 is
specified by the link K1 ∪ K2, where here K2 is given framing 0.
In this composite cobordism, K2 corresponds to a homologically
non-trivial sphere with self-intersection number zero.
Proposition 7.3. Let K be a knot in S3, and fix a cycle η ∈ S3−K whose homology
class generates H1(S
3 − K;R). Let r0, r1 ∈ Q ∪ {∞} with r0, r1 non-negative.
Suppose moreover that if we write r0 and r1 as fractions in their lowest terms
ri = pi/qi (where here all pi, qi are non-negative integers), then p0q1 − p1q0 = 1.
Then, we have a short exact sequence of the form:
0 −→
̂
HM •(S
3
r1(K); Γη) −→
̂
HM •(S
3
r2(K); Γη) −→
̂
HM •(S
3
r0(K); Γη) −→ 0,
where here r2 = (p0 + p1)/(q0 + q1).
Proof. We prove the result by induction on q2 = q0 + q1.
In the case where q0 + q1 = 1, it follows that q0 = 0 and q1 = p0 = 1. Now,
Theorem 5.12 gives us an exact sequence
−→
̂
HM •(S
3
p1+1(K); Γη) −→
̂
HM •(S
3; Γη)
̂
HM (W ;ΓW,ν)
−→
̂
HM •(S
3
p1(K); Γη) −→ · · · .
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We claim that the map
̂
HM (W ; Γν) ≡ 0. This follows from commutativity of the
diagram,
HM •(S
3; Γη)
HM•(W ;ΓW,η)
−−−−−−−−−−→ HM •(S
3
p1(K); Γη)
i∗
y i′∗y
̂
HM •(S
3; Γη))
̂
HM (W )
−−−−−→
̂
HM •(S
3
p1(K); Γη)
bearing in mind that i∗ : HM •(S
3; Γη) −→
̂
HM •(S
3; Γη) is surjective, together with
the fact that HM •(W ; ΓW,η) ≡ 0, which is analyzed in two cases. In the case where
p1 > 0, HM (W ) ≡ 0 since b
+
2 (W ) = 1, in view of Proposition 2.8; while in the
case where p1 = 0, it follows from the fact that HM •(S
3
0(K); Γη) = 0, in view
of Lemma 4.19. (Note that the present case of Lemma 4.19 follows at once from
Proposition 2.7, together with the surgery long exact sequence on the level of HM
with local coefficients.)
For the inductive step, Theorem 5.12 gives a long exact sequence
−→
̂
HM •(S
3
r2 ; Γη) −→
̂
HM •(S
3
r0 ; Γη)
F
−→
̂
HM •(S
3
r1 ; Γη) −→ · · ·
Let r3 = (p0 − p1)/(q0 − q1). If q0 > q1, then by induction on the denominator, we
have a short exact sequence
0 −→
̂
HM •(S
3
r1 ; Γη)
G
−→
̂
HM •(S
3
r0 ; Γη) −→
̂
HM •(S
3
r3 ; Γη) −→ 0.
By Proposition 7.2, it follows that G ◦ F = 0. Since G is injective, it follows that
F is the trivial map.
In the case where q0 < q1, by induction on the denominator, we have
0 −→
̂
HM •(S
3
r3(K); Γη) −→
̂
HM •(S
3
r1(K); Γη)
G
−→
̂
HM •(S
3
r0(K); Γη) −→ 0.
Now, since F ◦G = 0 and G is surjective, it follows that F ≡ 0.
In the final case, where q0 = q1, it follows that q0 = q1 = 1 and that p0 = p1+1.
Exactness now follows from the short exact sequence
0 −→
̂
HM •(S
3
p1(K); Γν) −→
̂
HM •(S
3
p1+1(K); Γν) −→
̂
HM •(S
3; Γν) −→ 0
which was established earlier.
Proposition 7.4. Let K be a knot in S3 and suppose that
j :
̂
HM •(S
3
r (K)) −→ ĤM •(S
3
r (K))
is trivial for some non-integral, rational r > 0. Let p be the smallest integer greater
than or equal to r, then
j :
̂
HM •(S
3
p(K)) −→ ĤM •(S
3
p(K))
is trivial, as well.
Proof. Note that for r > 0, if η is any real cycle in the rational homology sphere
S3r (K), then the map
jη :
̂
HM •(S
3
r (K); Γη) −→ ĤM •(S
3
r (K); Γη)
is non-trivial if and only if the corresponding map
j :
̂
HM •(S
3
r (K)) −→ ĤM •(S
3
r (K))
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is; in fact since η is null-homologous, we have identifications
̂
HM •(S
3
r (K); Γη)
∼=
̂
HM •(S
3
r (K))⊗K and ĤM •(S
3
r (K); Γη)
∼= ĤM •(S
3
r (K))⊗K,
under which the map j ⊗ IdK is identified with jη.
Write r = p/q in its lowest terms. Since p and q are relatively prime, we can find
a pair of integers a and b with the property that aq − bp = ±1. Since p > 0 and
q > 1, it follows that a and b must have the same sign, or a = 0. Without loss of
generality, we can assume that a and b are both non-negative. By simultaneously
subtracting multiples of p off from a and multiples of q off from b, we can arrange
for 0 ≤ a < p and 0 < b < q. If aq − bp = +1, let r0 = a/b, r1 = (p − a)/(q − b)
and r2 = r = p/q, while if aq − bp = −1, we let r0 = (p− a)/(q − b) and r1 = a/b.
In both cases, the short exact sequence from Proposition 7.3 holds, giving us the
following diagram, where the rows and columns are exact
HM •(S
3
r )
F
−−−−−→ HM •(S
3
r0
) −−−−−→ 0
ir
∗
y ir0∗ y
̂
HM •(S
3
r )
Fˇ
−−−−−→
̂
HM •(S
3
r0
) −−−−−→ 0y
0
It follows at once that ir0∗ is surjective as well. Note that the denominator of r0
is smaller than that of r, and there are no integers between r and r0; hence by
induction on this denominator, the result follows from the long exact sequence
which connects p∗, i∗, and j∗.
Let K ⊂ S3 be a knot and r > 0 be a rational number. We can construct a map
σr : Spin
c(S3r (K)) −→ Spin
c(S3r (U))
as follows. Consider the Hirzebruch-Jung continued fractions expansion of r
(31) r = [a1, .., an] = a1 −
1
a2 −
1
. . . − 1an
,
where a1 ≥ 1 and ai ≥ 2 for i > 1. Consider the four-manifold whose Kirby calculus
picture is given K = K1 followed by a chain of unknots K2, . . . ,Kn, where Ki links
Ki−1 and Ki+1 once; and the framing of Ki is −ai. After deleting a ball, this gives
a cobordism
Wr(K) : S
3
r (K) −→ S
3.
It is straightforward to see that any Spinc structure t ∈ Spinc(S3r (K)) can be
extended to a Spinc structure over W . Let s denote such an extension. Next, let
Wr(U) denote the corresponding cobordism for the unknot
Wr(U) : L(p, q) −→ S
3.
By the construction of these cobordisms, there is a distinguished identification
τ : H2(Wr(U);Z)
∼=
−→ H2(Wr(K);Z).
Let, s′ ∈ Spinc(Wr(U)) denote the Spin
c structure structure with τ(c1(s
′)) = c1(s).
It is straightforward to see that the correspondence which sends t to the restriction
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of s′ to S3r (U) ⊂ ∂Wr(U) induces a well-defined map σr as stated in the beginning
of the paragraph.
Proposition 7.5. Let K be a knot in S3. Then, for all t ∈ Spinc(S3r (K)), we have
that
max
{s∈Spinc(Wr(U))
∣∣s|S3r(U)=σr(t)} c1(s)2 + rkH2(Wr(U)) ≤ −4Fr(t),
with equality when K = U .
Proof. Throughout this proof, we let α ∈ HM ξ−(S
3) be the non-zero class sup-
ported in the in the summand corresponding to the two-plane field ξ− ∈ J(S
3)
(recall that h(ξ−) = 0). Note that i∗(α) ∈
̂
HM •(S
3) is non-trivial. Note that
Wr(K) : S
3
r (K) −→ S
3 is a cobordism between rational homology three-spheres
with b+2 (Wr(K)) = 0. Since for each s ∈ Spin
c(Wr(K)), the induced mapHM (Wr(K), s)
is an isomorphism (c.f. Proposition 2.7), so we get a diagram
HM ∗(S
3
r (K), t)
HM (Wr(K),s)
−−−−−−−−−→
∼=
HM ∗(S
3)
i∗
y yi∗
̂
HM ∗(S
3
r (K), t)
̂
HM (Wr(K),s)
−−−−−−−−−→
̂
HM ∗(S
3),
where here t = s|S3r(K). It follows that the map i∗ ◦
̂
HM (Wr(K), s) is surjective,
and hence there is a two-plane-field j ∈ J(t) and an element β ∈ HM j(S
3
r (K)) with
the property that HM (Wr(K), s)(β) = α.
Now, by the dimension formula
−4h(j) = c1(s)
2 − 2χ(Wr(K))− 3σ(Wr(K)) = c1(s)
2 + rkH2(Wr(K)).
But since i∗(β) ∈
̂
HM j(S
3
r (K)) is a non-zero-homogeneous element in the image of
i∗, it follows that h(j) ≥ Fr(t). Putting these together, we have shown that
(32) c1(s)
2 + rkH2(Wr(K)) ≤ −4Fr(t),
for any s which extends t overWr(K). Note that the left-hand-side of this equation
depends only on the homological properties of Wr(K), and hence can be replaced
by Wr(U) as in the statement of the proposition.
It remains to show that for given t ∈ Spinc(S3r (U)), there is a Spin
c structure
for which equality holds in Equation (32).
To this end, we claim that there is a cobordism
Vr(U) : S
3 −→ S3r (U),
with the property that X = Wr(U) ∪S3r (U) Vr(U) : S
3 −→ S3 is a negative-definite
four-manifold (indeed, it is obtained from the cylinder [0, 1]× S3 by a sequence of
blow-ups). Moreover, each Spinc structure t ∈ Spinc(S3r (U)) can be extended to a
Spinc structure u ∈ Spinc(X) with the property that c1(u)
2 + rkH2(X) = 0 (i.e. so
that its square is maximal). Concretely, Vr(U) is constructed from a plumbing of
spheres with multiplicities {b1, . . . , bm} chosen so that
1 = [a1, . . . , an, 1, b1, . . . , bm].
The property of Spinc structures with minimal square can be proved by induction
on the size of the expansion.
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Given this fact, note that the composite
i′∗ ◦HM (Vr(U), u|Vr(U)) : HM •(S
3) −→
̂
HM •(S
3
r (U))
is once again surjective for all u ∈ Spinc(X) (as it is the composite of an iso-
morphism with a surjection). It follows that if there were no no extension of
t ∈ Spinc(S3r (U)) to Wr(U) for which equality holds in Equation (32), then the
composite map
̂
HM (X, u) =
̂
HM (Wr(U), u|Wr(U))◦
̂
HM (Vr(U), uVr(U)) would have
kernel for any u ∈ Spinc(U) with u|S3r(U) = t. But for any choice of u ∈ Spin
c(X)
with c1(u|Wr(U))
2 + rkH2(Wr(U);Z) = 0, this map is an isomorphism.
The following result reduces Theorem 1.1 in the case where r is non-integral to
the integral case:
Theorem 7.6. Suppose that there is an orientation-preserving diffeomorphism
S3r (K)
∼= S3r (U) for some non-integral r > 0. Then K is p-standard, where p
is the smallest integer greater than r.
Proof. Since S3r (K) is orientation-preserving diffeomorphic to S
3
r (U), it follows
that ∑
t∈Spinc(S3r(K))
Fr(S3r (K), t) =
∑
t∈Spinc(S3r (U))
Fr(S3r (U), t).
Since σr is a bijection, it follows from this equation together with Proposition 7.5
that in fact Fr(S3r (K), t) = Fr(S
3
r (U), σr(t)) for all t ∈ Spin
c(S3r (K)). Since j is
trivial on
̂
HM •(S
3
r (U)) =
̂
HM •(S
3
r (K)), it follows from Proposition 7.4 that j is
trivial on
̂
HM •(S
3
p(K)) as well.
We claim that Fr(S3p(K), t) = Fr(S
3
p(U), σp(t)) for all t ∈ Spin
c(S3p(U)). To see
this, note that by construction, we can decompose
Wr(K) = V ∪S3p(K) Wp(K),
where V : S3r (K) −→ S
3
p(K) is obtained from the n− 1 two-handle additions (spec-
ified by K2, . . . ,Kn). We claim that any u ∈ Spin
c(S3p(K)) admits an extension s
over all of Wr(K), so that the induced map
̂
HM (Wr(K), s) :
̂
HM •(S
3
r (K), s|Wr(K)) −→
̂
HM •(S
3)
is an isomorphism. Now, corresponding to the decomposition, we can write
̂
HM (Wr(K), s) =
̂
HM (Wp(K), s|Wp(K)) ◦
̂
HM (V, s|V ).
Since b+2 (V ) = 0, HM (V, s|V ) induces an isomorphism (c.f. Proposition 2.7), and j∗
is trivial for both S3r (K) and S
3
p(K), it follows easily that
̂
HM (V, s|V ) is surjective.
It follows that
̂
HM (Wp, s|Wp(K)) :
̂
HM •(S
3
p(K), t) −→
̂
HM •(S
3)
is an isomorphism, and hence that Fr(S3p(K), t) = Fr(S
3
p(U), σp(t)). From this, it
follows readily that K is p-standard.
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8. Further applications for lens space surgeries
In this section, we use the surgery long exact sequence, along with some earlier
results, to study the more general problem of lens space surgeries.
Recall the following result of Meng and Taubes [27] (reformulated in the context
of monopole Floer homology):
Theorem 8.1. Let K be a knot in S3, and write its symmetrized Alexander poly-
nomial as
∆K(T ) = a0 +
∑
i
ai(T
i + T−i).
We fix a generator h ∈ H2(S
3
0(K);Z), and let
̂
HM •(S
3
0 (K), i) denote the Floer
homology of S30(K) with local coefficients determined by any cycle ν which generates
H1(S
3
0(K);R)), evaluated in the Spin
c stucture s with 〈c1(s), [h]〉 = 2i. Then
χK(
̂
HM (S30(K), i)) = −
∞∑
j=1
ja|i|+j .
(Where here the left-hand-side is the Euler characteristic over the field K of frac-
tions of the group-ring F[R], and the sign is determined by the canonical mod two
grading on Floer homology described in Subsection 2.5.)
Combining this with the results of this paper, we obtain the following necessary
criterion for a S3p(K) to be a lens space:
Theorem 8.2. Let K be a knot in S3 with the property that some integer surgery
on K gives a lens space, then the Seifert genus of K coincides with the degree of
the symmetrized Alexander polynomial of K.
Proof. If the genus of K is bigger than the degree of the Alexander polynomial,
then the according to the Meng-Taubes theorem, we know that χ(
̂
HM (S30 (K), g −
1)) = 0, while by the non-vanishing result, Corollary 6.2,
̂
HM (S30(K), g − 1) 6= 0,
and hence
̂
HM odd(S
3
0 (K)) 6= 0. Thus, by Theorem 5.12, we have the exact sequence
−→
̂
HM odd(S
3; Γν) −→
̂
HM odd(S
3
0(K); Γν) −→
̂
HM odd(S
3
1(K); Γν) −→
Since
̂
HM odd(S
3) = 0, it follows that
̂
HM odd(S
3
1(K)) 6= 0 (whether or not we use
the local coefficient system Γν).
Indeed, if
̂
HM odd(S
3
p(K)) 6= 0, it follows easily that
̂
HM odd(S
3
p+1(K)) 6= 0, since
in this case, Theorem 2.4 sequence takes the form
−→
̂
HM •(S
3) −→
̂
HM •(S
3
p(K)) −→
̂
HM •(S
3
p+1(K)) −→,
where here Fp and Fp+1 preserve the absolute Z/2Z grading (c.f. Section 2.5).
In particular, this makes it impossible for S3n(K) to be a lens space (for integral
n > 0).
In [33], it is shown that if K is any knot with the property that S3p(K) =
L(p, q), then the Alexander polynomial of K is uniquely determined up to a finite
indeterminacy. Indeed, this algorithm is concrete: its input is the Milnor torsion
for L(p, q) and L(p, 1), and the finite indeterminacy depends on the homology class
of the induced knot in L(p, q).
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Consider the rational numbers d(−L(p, q), i) associated to a lens space L(p, q)
(recall that we have fixed here the orientation convention that L(p, q) = S3p/q(U)),
and an element i ∈ Z/pZ, determined by the recursive formula
d(−L(1, 1), 0) = 0
d(−L(p, q), i) =
(
pq − (2i+ 1− p− q)2
4pq
)
− d(−L(q, r), j),
where r and j are the reductions modulo q of p and i respectively. (Note that these
numbers turn out to agree with the Frøyshov invariants of the lens space −L(p, q),
under a particular identification Spinc(L(p, q)) ∼= Z/pZ.)
The following can be found in Corollary 7.5 of [33]:
Theorem 8.3. The lens space L(p, q) is obtained as surgery on a knot K ⊂ S3
only if there is a one-to-one correspondence
σ : Z/pZ −→ Spinc(L(p, q))
with the following symmetries:
• σ(−[i]) = σ([i])
• there is an isomorphism φ : Z/pZ −→ Z/pZ with the property that
σ([i])− σ([j]) = φ([i− j]),
with the following properties. For i ∈ Z, let [i] denote its reduction modulo p, and
define
ti =

−d(L(p, q), σ[i]) + d(L(p, 1), [i]) if 2|i| ≤ p
0 otherwise,
then the Laurent polynomial
Lσ(T ) = 1 +
∑
i
(
ti−1
2
− ti +
ti+1
2
)
T i =
∑
i
ai · T
i
has integral coefficients, and all the ti ≤ 0. Indeed, if S
3
p(K)
∼= L(p, q), then its
Alexander polynomial has the form Lσ(T ) for some choice of σ as above.
By combining Theorem 8.2, results of [33], and work of Goda and Teragaito [17],
we obtain the following:
Corollary 8.4. If K is a knot with the property that for some p ∈ Z, S3p(K) is a
lens space and |p| < 9, then K is either the unknot or the trefoil.
Proof. In view of Theorem 8.3, it is now an experiment in numerology to see
that if S3p(K) is a lens space with |p| < 9, then Alexander polynomial of K is either
trivial or T − 1 + T−1 (see the list at the end of Section 10 of [33]). In view of
Theorem 8.2, it follows that the genus of K is zero or one. Combining this with a
theorem of Goda and Teragaito [17], according to which the only genus one knot
which admits lens space surgeries is the trefoil, the corollary is complete.
As another application, we obtain the following bound on the Seifert genus g of
K in terms of the order of the lens space.
Corollary 8.5. Let K be a knot in S3 with the property that for some integer p,
S3p(K) is a lens space, then 2g − 1 ≤ p.
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Proof. The bound 2d− 1 ≤ p where d is the degree of the Alexander polynomial
of K follows immediately from the algorithm described in Theorem 8.3; the rest
follows from Theorem 8.2.
The bound on the Seifert genus stated above is still fairly coarse, and can usually
be improved for fixed p and q using Theorem 8.2, combined with the algorithm for
determining the Alexander polynomial of K given in Theorem 8.3.
It is interesting to compare Corollary 8.5 with a conjecture of Goda and Teragaito
for hyperbolic knots which admit lens space surgeries. They conjecture that for such
a knot, the order p of the fundamental group is related with the Seifert genus g by
the inequalities 2g+8 ≤ p ≤ 4g−1. Indeed they prove (Theorem 1.1 of [17]) that if
K is a hyperbolic knot in S3, and if S3p(K) is a lens space, then |p| ≤ 12g−7. They
restrict to the hyperbolic case, since the case of non-hyperbolic knots yielding lens
space surgeries is completely understood, c.f. [4], [42], [43]. The only such knots
with lens space surgeries are torus knots, and the (2, 2pq± 1)-cable of a (p, q) torus
knot (in which case the resulting lens space is L(4pq ± 1, 4q2)).
The condition that ti ≤ 0 from Theorem 8.3 has an improvement, using the
Floer homology for knots (see [32] and [36]). Specifically, in Corollary 1.3 of [31],
it is shown that if K is a knot on which some integral surgery is a lens space, then
all the non-zero coefficients of its Alexander polynomial are ±1, and they alternate
in sign.
Combining all this information, we can give stronger constraints on the lens
spaces which can be obtained by surgeries on knots with a fixed Seifert genus. As
an illustration, we have the following:
Corollary 8.6. The only lens spaces which can be obtained by positive integer
surgery on a knot in S3 with Seifert genus 2 are orientation-preserving diffeomor-
phic to L(9, 7) and L(11, 4).
Proof. According to Theorem 8.2, combined with Corollary 1.3 of [31] (which
states that the non-zero coefficients of the Alexander polynomial all have absolute
value one and alternate in sign), we see that if K has genus two and some integral
surgery on it gives a lens space, then ∆K is either T
−2−1+T 2 or T−2−T−1+1−
T + T 2. In the first case, K is neither a torus knot nor the (2, 2pq ± 1)-cable of a
(p, q) torus knot, and hence it must be hyperbolic (c.f. [4], [42], [43]). According to
Goda and Teragaito’s bound, |p| ≤ 17. But this is now ruled out by Corollary 7.5
of [33]. In the second case, we can rule out the possibility that K is hyperbolic
and p 6= 9, 11 in the same manner. In these remaining cases, the algorithm of
Theorem 8.3 forces S3p(K) to be one of the two listed possibilities.
The above procedure is purely algorithmic, and can be repeated for higher gen-
era. For instance, if positive integral surgery on a genus three knot gives a lens
space, then that lens space is contained in the list
L(11, 9), L(13, 10), L(13, 9), L(15, 4)
(all of which are realized by torus knots); in the genus four case, the list is
L(14, 11), L(16, 9), L(17, 13), L(19, 5)
(again, all of these are realized by torus knots). In the genus five case, the list reads
L(18, 13), L(19, 11), L(21, 16), L(23, 6),
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where now the last two examples are realized by a torus knot, and the first two are
realized by the (−2, 3, 7) pretzel knot (c.f. [10]).
In a different direction, we can combine Theorem 8.2 with properties of the
Heegaard Floer homology for knots (see [32] or [36]) to obtain the following result
on the four-ball genera of knots admitting lens space surgeries, compare also [24]:
Corollary 8.7. Let K be a knot in S3 with the property that S3p(K) = L(p, q).
Then, the Seifert genus, the four-ball genus, and the degree of the Alexander poly-
nomial all coincide.
Proof. According to [31] (c.f. Corollary 1.6 in that reference), the four-ball
genus of K is bounded below by the degree of the Alexander polynomial of K. The
equality of the three quantities follows from the fact that the four-ball genus is less
than or equal to the Seifert genus of K, together with Theorem 8.2.
8.1. Seifert fibered surgeries. We give an application of the long exact sequence
to the question of when a knot in S3 admits a Seifert fibered surgery. To state the
strongest form, it is useful to pin down orientations.
Let Y be a Seifert fibered space with b1(Y ) = 0 or 1. Such a manifold can
be realized as the boundary of a four-manifold W (Γ) obtained by plumbing two-
spheres according to a weighted tree Γ. Here, the weights are thought of as a map
m from the set of vertices of Γ to Z.
Definition 8.8. Let Y be an oriented Seifert fibered three-manifold with b1(Y ) = 0
or 1. We say that Y has a positive Seifert fibered orientation if it can be presented
as the oriented boundary of a plumbing of spheres W (Γ) along a weighted tree Γ so
that with b−(W (Γ)) = 0. If Y does not have a positive Seifert fibered orientation,
then −Y does, and we say that Y is negatively oriented.
Moreover, either orientation on any lens space is a positive Seifert orientation;
similarly, either orientation on a Seifert fibered space with b1(Y ) = 1 is a positive
Seifert orientation. Finally, if Y is the quotient of a circle bundle π : N −→ Σ over a
Riemann surface by a finite group of orientation-preserving automorphisms G, and
if N is oriented as a circle bundle with positive degree, then the induced orientation
on Y is a positive Seifert orientation.
The basic property of the monopole Floer homology of Seifert fibered spaces we
will use is the following result, which follows quickly from [28]. Or, alternatively,
using Theorem 2.4, one can adapt the proof of the corresponding result for Hee-
gaard Floer homology (c.f. Corollary 1.4 of [34]), to the context of Seiberg-Witten
monopoles.
Theorem 8.9. If Y is a positively oriented Seifert fibered rational homology three-
sphere, then
̂
HM •(Y ) is supported entirely in even degrees.
Sometimes, we will consider Seifert fibered spaces with first Betti number equal
to one. One could adapt techniques of [28] to this situation, as well, but it is quicker
now to appeal to the surgery long exact sequence. The relevant fact in this case is
the following:
Corollary 8.10. If Y0 is a Seifert fibered space with b1(Y0) = 1, and η is a generator
of H1(Y0;R), then
̂
HM •(Y0; Γη) is supported entirely in odd degrees.
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Proof. Express Y0 as the boundary of a plumbing W of spheres with b
−(W ) = 0,
and let Y1 denote the new Seifert fibered space obtained by increasing the mul-
tiplicity of the central node by one, and let Y2 denote the plumbing of spheres
obtained by deleting the central node. (The latter space, Y2 is a connected sum
of lens spaces.) We have that the Floer homology groups Y0, Y1, and Y2 fit into
a long exact sequence as in Theorem 5.12. In fact, since Y2 can be given a pos-
itive scalar curvature metric, i∗ : HM (Y2; Γη) −→
̂
HM •(Y2; Γη) is surjective, and
hence, since HM (Y0; Γη) = 0 (c.f. Lemma 4.19), it follows that the map from̂
HM •(Y2; Γη) −→
̂
HM •(Y0; Γη) is trivial. Thus, we get the short exact sequence
0 −→
̂
HM •(Y0; Γη)
̂
HM (W0)
−→
̂
HM •(Y1; Γη)
̂
HM (W1)
−→
̂
HM •(Y2; Γη) −→ 0.
Since
̂
HM •(Y1; Γη) is supported in even degrees and the map
̂
HM (W0) reverses the
canonical mod two grading (c.f. Proposition 2.5), the result follows.
Another application of the surgery long exact sequence gives the following:
Proposition 8.11. Let K be a knot in S3. Then, for all r = p/q > 0, we have
that
rk
̂
HM odd(S
3
p/q; Γν) = q · rk
̂
HM even(S
3
0 (K); Γν).
Proof. This follows immediately from Proposition 7.3.
We obtain the following direct generalization of Theorem 8.2:
Theorem 8.12. Let K be a knot whose Alexander polynomial ∆K(T ) has degree
strictly less than its Seifert genus. Then, there is no rational number r ≥ 0 with
the property that S3r (K) is a positively oriented Seifert fibered space.
Proof. In view of Theorem 8.1, the condition onK ensures that
̂
HM even(S
3
0 (K); Γη) 6=
0 (and also that
̂
HM odd(S
3
0 (K); Γη) 6= 0, but we do not use this here). The case
where r = 0 now is ruled out by the latter fact, together with Corollary 8.10. For
the case where r > 0,
̂
HM odd(S
3
r (K); Γη) 6= 0 in view of Proposition 8.11, and hence
Theorem 8.9 shows that it is never a positively oriented Seifert fibered space.
It is a more subtle problem to detect whether S3r (K) is a negative Seifert fibered
space for r ≥ 0. We include the following:
Theorem 8.13. If K is a knot whose Seifert genus g is strictly greater than the
degree of its Alexander polynomial, and also g > 1, then S31/n(K) is not a Seifert
fibered space for any integer n.
Proof. As usual, by reflecting K if necessary, it suffices to consider the case
where n > 0. S31/n(K) is not a positively oriented Seifert fibered space, according
to Theorem 8.12. Thus, we are left with the case where n > 0 and Y is a negatively
oriented Seifert fibered space.
We claim that if Y is a negatively oriented Seifert fibered space, then the cokernel
of i• : HM •(Y ) −→
̂
HM •(Y ) is supported entirely in odd degrees. This follows
easily from duality.
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Now, in view of Corollary 2.3, our hypothesis on the knot K ensures that̂
HM odd(S
3
0(K)) 6= 0. Indeed, letting ξ be any non-trivial element of
̂
HM odd(S
3
0(K), g−
1) ⊂
̂
HM odd(S
3
0 (K)), its conjugate ξ lies in the summand
̂
HM odd(S
3
0(K),−g + 1),
and hence it is linearly independent of ξ. Consider the surgery exact sequence,
following Proposition 7.3
0 −→
̂
HM •(Y0(K))
F
−→
̂
HM •(Y1/n(K)) −→
̂
HM •(Y 1
n−1
) −→ 0,
where here F reverses the mod 2 degree. Since F is injective, if η = F (ξ),
then η is linearly independent from η. It follows that η is not in the image of
i∗ : HM (Y1/n(K)) −→
̂
HM •(Y1/n(K)), since conjugation acts trivially onHM (Y1/n(K)).
In view of the previous paragraph, S31/n(K) is not negatively Seifert fibered for
n > 0.
9. Foliations
The exact sequence, together with Theorem 2.1 can be used to exhibit large
classes of three-manifolds admitting no (coorientable) taut foliations. (Recall that
all foliations we consider in this paper are coorientable, so we drop this modifier
from the statements of our results.)
Definition 9.1. A monopole L-space is a rational homology three-sphere Y for
which
j∗ :
̂
HM •(Y ) −→ ĤM •(Y )
is trivial.
Examples include all lens spaces, and indeed all three-manifolds with positive scalar
curvature. By Theorem 2.1, a monopole L-space admits no taut foliations.
Proposition 9.2. Let M be a connected, oriented three-manifold with torus bound-
ary, equipped with three oriented, simple closed curves γ0, γ1, and γ2 as in Theo-
rem 2.4. Suppose moreover that Y0, Y1, and Y2 are rational homology three-spheres,
with the property that
|H1(Y2;Z)| = |H1(Y0;Z)|+ |H1(Y1;Z)|.
Suppose also that Y0 and Y1 are monopole L-spaces. Then it follows that Y2 is a
monopole L-space, too.
Proof. It follows from the hypotheses that the cobordism W0 : Y0 −→ Y1 has
b+2 (W0) = 1, and hence according to Section 2.6 the map HM (W0) : HM (Y0) −→
HM (Y1) is trivial. Now, Theorem 2.4, and our hypothesis, gives the following
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diagram (where all rows and columns are exact):y0 yj∗ y0
−−−−−→ ĤM •(Y1)
ĤM(W1)
−−−−−−→ ĤM •(Y2)
ĤM (W)
−−−−−→ ĤM •(Y0) −−−−−→yp∗ yp∗ yp∗
0
−−−−−→ HM •(Y1)
HM(W1)
−−−−−−→ HM •(Y2)
HM (W)
−−−−−→ HM •(Y0)
0
−−−−−→yi∗ yi∗ yi∗
−−−−−→
̂
HM •(Y1)
̂
HM(W1)
−−−−−−→
̂
HM •(Y2)
̂
HM (W)
−−−−−→
̂
HM •(Y0) −−−−−→y0 yj∗ y0
Now, a diagram-chase shows that j∗ = 0 as well.
Using the above proposition, together with Theorem 2.1, we can find large classes
of three-manifolds which admit no taut foliations. We list several here:
Definition 9.3. A weighted graph is a graph G equipped with an integer-valued
function m on its vertices. The degree of a vertex v, written d(v), is the number of
edges which contain it.
Corollary 9.4. Let G be a connected, weighted tree which satisfies the inequality
m(v) ≥ d(v) at each vertex v, and for which the inequality is strict at at least one
vertex. Let Y (G) denote the three-manifold which is the boundary of the sphere-
plumbing associated to the graph G. Then, Y (G,m) admits no taut foliations.
Proof. We prove that under the hypotheses on (G,m), Y (G,m) is a monopole
L-space by an induction on the number of vertices of G. If the number of vertices is
one, then Y (G,m) is a lens space. Let G be a general tree satisfying the hypotheses,
and fix a leaf v. We prove the corollary by sub-induction on the weight m(v). If
m(v) = 1, we can form the graph (G′,m′) where here G′ is obtained from G by
deleting the vertex G, and m′ agrees with m|G′ except at the neighbor w of v,
where m′(w) = m(w) − 1. It is easy to see that Y (G,m) ∼= Y (G′,m′) and that
(G′,m′) also satisfies the hypotheses, and hence it is an L-space by the inductive
hypothesis (on the number of leaves). Let (G0,m0) be the weighted graph obtained
by deleting the vertex v from G, and (G1,m1) be the weighted graph obtained from
G by decreasing the weight at v by one. It is easy to see that
|H1(Y (G,m);Z)| = |H1(Y (G0;Z)|+ |H1(G1;Z)|.
The inductive step now follows from Proposition 9.2, together with Theorem 2.1.
(For more details, see the corresponding result in [34].)
Corollary 9.5. Let L be a non-split, alternating link in S3, and let Σ(L) denote the
branched double-cover of S3 along L. Then, Σ(L) does not admit a taut foliation.
Proof. For any link diagram for L, choose a crossing, and let L0 and L1 denote
the two resolutions of L at the crossing, as pictured in Figure 5. It is easy to see that
Σ(L), Σ(L0), and Σ(L1) fit into an exact triangle as in Theorem 2.4. Furthermore,
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if we start with a connected, reduced alternating projection for L, then both L0
and L1 are connected, alternating projections and hence Σ(L), Σ(L0) and Σ(L1)
are rational homology spheres. Indeed,
|H1(Σ(L))| = |H1(Σ(L0))|+ |H1(Σ(L1)|
by classical knot theory (c.f. [26]). The result now follows from Proposition 9.2,
together with Theorem 2.1. (For more details, see the corresponding result in [35].)
Corollary 9.6. Let K ⊂ S3 be a knot for which there is a positive rational number
r with the property that S3r (K) is a lens space or, more generally, a monopole
L-space. Then, for all rational numbers s ≥ r, S3s (K) admits no taut foliation.
Proof. By Proposition 7.4, if p denotes the smallest integer greater than r,
then S3p(K) is also a monopole L-space. The result now follows from repeated
applications of Proposition 9.2.
By a theorem of Thurston (c.f. [40], [41]), if K is not a torus knot or a satellite
knot, then S3r (K) is hyperbolic for all but finitely many r. One can now use
the above corollary to construct infinitely many hyperbolic three-manifolds with
no taut foliation by, for example, starting with a hyperbolic knot which admits
some lens space surgery. (A complete list of the known knots which admit lens
space surgeries can be found in [1], see also [2], [16], [10].) The first examples of
hyperbolic three-manifolds which admit no taut foliation were constructed in [39],
see also [6]
Corollary 9.7. Fix an odd integer n ≥ 7, and let K be the (−2, 3, n) pretzel knot.
For all r ≥ 2n+ 4, then S3r (K) admits no taut foliations.
Proof. When n = 7, then S318(K) is a lens space. The result now follows from
Corollary 9.6 (see also [22]). Indeed, for n ≥ 7, it is well-known (c.f. [3]), S32n+4(K)
is a Seifert fibered space with Seifert invariants (−2, 1/2, 1/4, (n − 8)/(n − 6)).
Repeated applications of Proposition 9.2 can be used to show that this Seifert
fibered space is a monopole L-space, and hence again we can apply Corollary 9.6.
L0 L1L
Figure 5. Resolving link crossings. Given a link with a
crossing as labelled in L above, we have two resolutions L0 and
L1, obtained by replacing the crossing by the two simplifications
pictured above.
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These bounds can be sharpened. For example, when n = 7, S317(K) is a quotient
of S3 by a finite isometry group, and in particular, it has positive scalar curvature.
Thus, for all r ≥ 17, S3r (K) admits no taut foliation. In fact, with some extra work,
one can improve the bound in general to r ≥ n + 2. It is interesting to compare
this with results of Roberts [37], [38], which constructs taut foliations on certain
surgeries on fibered knots. For example, when K is the (−2, 3, 7) pretzel knot, she
shows that S3r (K) admits a taut foliation for all r < 1.
In a similar vein, we have
Proposition 9.8. For any three rational numbers a, b, c ≥ 1, the three-manifold
M(a, b, c) obtained by performing a, b, and c surgery on the Borromean rings carries
no taut foliations.
Proof. First, we prove the case where a, b, and c are integers. In the basic
case where a = b = c, the manifold M(1, 1, 1) is the Poincare´ homology sphere,
which admits a metric of positive scalar curvature, and hence it is a monopole L-
space. For the inductive step, we apply Proposition 9.2, to see that the fact that
(p, 1)#L(c, 1) andM(a, b, c) are monopole L-spaces implies that so isM(a+1, b, c).
Repeated applications of the proposition also gives now the result for all rational
numbers a, b, and c in the range.
Note that this family includes the “Weeks manifold”M(1, 5/2, 5), which is known
by other methods not to admit any taut foliations, see [6].
References
[1] J. O. Berge. Some knots with surgeries giving lens spaces. Unpublished manuscript.
[2] J. O. Berge. The knots in D2 × S1 which have nontrivial Dehn surgeries that yield D2 × S1.
Topology Appl., 38(1):1–19, 1991.
[3] S. A. Bleiler and C. D. Hodgson. Spherical space forms and Dehn filling. Topology, 35(3):809–
833, 1996.
[4] S. A. Bleiler and R. A. Litherland. Lens spaces and Dehn surgery. Proc. Amer. Math. Soc.,
107(4):1127–1131, 1989.
[5] P. Braam and S. K. Donaldson. Floer’s work on instanton homology, knots, and surgery. In
H. Hofer, C. H. Taubes, A. Weinstein, and E. Zehnder, editors, The Floer Memorial Volume,
number 133 in Progress in Mathematics, pages 195–256. Birkha¨user, 1995.
[6] D. Calegari and N. M. Dunfield. Laminations and groups of homeomorphisms of the circle.
Invent. Math., 152(1):149–204, 2003.
[7] M. Culler, C. McA. Gordon, J. Luecke, and P. B. Shalen. Dehn surgery on knots. Ann. of
Math, 125(2):237–300, 1987.
[8] S. K. Donaldson and P. B. Kronheimer. The geometry of four-manifolds. Oxford Mathemat-
ical Monographs. The Clarendon Press Oxford University Press, New York, 1990. Oxford
Science Publications.
[9] Y. M. Eliashberg and W. P. Thurston. Confoliations. Number 13 in University Lecture Series.
American Mathematical Society, 1998.
[10] R. Fintushel and R. J. Stern. Constructing lens spaces by surgery on knots. Math. Z.,
175(1):33–51, 1980.
[11] A. Floer. Instanton homology and Dehn surgery. In H. Hofer, C. H. Taubes, A. Weinstein, and
E. Zehnder, editors, The Floer Memorial Volume, number 133 in Progress in Mathematics,
pages 77–97. Birkha¨user, 1995.
[12] Andreas Floer. An instanton-invariant for 3-manifolds. Comm. Math. Phys., 118(2):215–240,
1988.
[13] K. A. Frøyshov. The Seiberg-Witten equations and four-manifolds with boundary. Math. Res.
Lett, 3:373–390, 1996.
MONOPOLES AND LENS SPACE SURGERIES 75
[14] D. Gabai. Foliations and the topology of 3-manifolds. J. Differential Geom., 18(3):445–503,
1983.
[15] D. Gabai. Foliations and the topology of 3-manifolds III. J. Differential Geom., 26(3):479–
536, 1987.
[16] D. Gabai. Surgery on knots in solid tori. Topology, 28(1):1–6, 1989.
[17] H. Goda and M. Teragaito. Dehn surgeries on knots which yield lens spaces and genera of
knots. Math. Proc. Cambridge Philos. Soc., 129(3):501–515, 2000.
[18] C. McA. Gordon. Some aspects of classical knot theory, pages pp. 1–60. Number 685 in
Lecture Notes in Math. Springer-Verlag, 1978.
[19] C. McA. Gordon. Dehn surgery on knots. In Proceedings of the International Congress of
Mathematicians Vol. I (Kyoto, 1990), pages 631–642. Springer-Verlag, 1991.
[20] C. McA. Gordon and J. Luecke. Knots are determined by their complements. J. Amer. Math.
Soc., 2(2):371–415, 1989.
[21] C. McA. Gordon and J. Luecke. Knots are determined by their complements. Bull. Amer.
Math. Soc. (N.S.), 20(1):83–87, 1989.
[22] Jinha Jun. (−2, 3, 7)-pretzel knot and Reebless foliation.
http://arxiv.org/pdf/math.GT/0303328, 2003.
[23] P. B. Kronheimer and T. S. Mrowka. Floer homology for Seiberg-Witten Monopoles. In
preparation.
[24] P. B. Kronheimer and T. S. Mrowka. Gauge theory for embedded surfaces. I. Topology,
32(4):773–826, 1993.
[25] P. B. Kronheimer and T. S. Mrowka. Monopoles and contact structures. Invent. Math.,
130(2):209–255, 1997.
[26] W. B. R. Lickorish. An introduction to knot theory. Number 175 in Graduate Texts in Math-
ematics. Springer-Verlag, 199.
[27] G. Meng and C. H. Taubes. SW=Milnor torsion. Math. Research Letters, 3:661–674, 1996.
[28] T. S. Mrowka, P. S. Ozsva´th, and B. Yu. Seiberg-Witten monopoles on Seifert fibered spaces.
Comm. Anal. Geom., 5(4):685–791, 1997.
[29] P. S. Ozsva´th and Z. Szabo´. Holomorphic disks and three-manifold invariants: properties and
applications. math.SG/0105202, To appear in Annals of Math.
[30] P. S. Ozsva´th and Z. Szabo´. Holomorphic disks and topological invariants for closed three-
manifolds. math.SG/0101206, To appear in Annals of Math.
[31] P. S. Ozsva´th and Z. Szabo´. On knot Floer homology and lens space surgeries.
math.GT/0303017.
[32] P. S. Ozsva´th and Z. Szabo´. Holomorphic disks and knot invariants. math.GT/0209056, 2002.
[33] P. S. Ozsva´th and Z. Szabo´. Absolutely graded Floer homologies and intersection forms for
four-manifolds with boundary. Advances in Mathematics, 173(2):179–261, 2003.
[34] P. S. Ozsva´th and Z. Szabo´. On the Floer homology of plumbed three-manifolds. Geom.
Topol., 7:185–224, 2003.
[35] P. S. Ozsva´th and Z. Szabo´. On the Heegaard Floer homology of branched double-covers.
math.GT/0309170, 2003.
[36] J. Rasmussen. Floer homology and knot complements. PhD thesis, Harvard University, 2003.
[37] R. Roberts. Taut foliations in punctured surface bundles. I. Proc. London Math. Soc. (3),
82(3):747–768, 2001.
[38] R. Roberts. Taut foliations in punctured surface bundles. II. Proc. London Math. Soc. (3),
83(2):443–471, 2001.
[39] R. Roberts, J. Shareshian, and M. Stein. Infinitely many hyperbolic 3-manifolds which contain
no Reebless foliation. J. Amer. Math. Soc., 16(3):639–679, 2003.
[40] W. P. Thurston. The geometry and topology of 3-manifolds. Lecture notes, Princeton Uni-
versity, 1977.
[41] W. P. Thurston. Three-dimensional manifolds, Kleinian groups and hyperbolic geometry.
Bull. Amer. Math. Soc. (N.S.), 6(3):357–381, 1982.
[42] S. C. Wang. Cyclic surgery on knots. Proc. Amer. Math. Soc., 107(4):1091–1094, 1989.
[43] Y. Q. Wu. Cyclic surgery and satellite knots. Topology Appl., 36(3):205–208, 1990.
76 KRONHEIMER, MROWKA, OZSVA´TH, AND SZABO´
Harvard University, Massachusetts 02138
kronheim@math.harvard.edu
Massachusetts Institute of Technology, Massachusetts 02139
Institute for Advanced Study, Princeton, New Jersey 08544
mrowka@math.mit.edu
Columbia University, New York 10027
Institute for Advanced Study, Princeton, New Jersey 08544
petero@math.columbia.edu
Princeton University, New Jersey 08540
szabo@math.princeton.edu
