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Computer technology has penetrated virtually all aspects of modern life. Oneof th main rea-
sons for the success of modern computers is their ability to store large amountsof information in
central or distributed repositories, and with the development of modern datamining techniques,
the ability in finding relevant information from those repositories. This has given rise to im-
portant forms of data stores such as databases and the World Wide Web (WWW). It is known
that the typical size of data stores increases at an exponential rate overtime. This is due to the
fact that data collection is greatly simplified through computer technology, anddue to the fact
that storage devices become larger and cheaper all the time. As a conseque c , the discovery
or extraction of information in a data store is becoming an increasingly challenging task. For
example, finding information on the World Wide Web, the largest known source of digital infor-
mation storage, has become possible through efficient search engine designs. The scalability of
web search engines is achieved through the distribution and parallelization of he search task, and
through algorithms which scale at most linearly with the size of a dataset. Google, the largest of
the web search engine companies, solves the problem through a partitioningof the WWW into
chunks, and assigning a set of chunks to independent computers calledhunk servers. Informa-
tion contained in these chunks is indexed, and documents are ranked by anefficient algorithm
called PageRank. This system allows the finding of documents which contain agiven set of
keywords within a fraction of a second despite the current size of Google’s database, containing
an estimated 6 billion documents.
Much more challenging is the task of findingpatternsin large sets of data. This exercise is
commonly referred to asData Mining. Data mining assumes no prior knowledge about the data
in a dataset. This is a common situation arising out of data logging. Logging is the task of
recording events for the purpose of keeping a trail (record) of pastactivities in a system. For
example, sales in a supermarket are logged electronically at cash registers which record the sale
of any item. The records stored normally include a name or description of the item, th sales
price, the location of the sale, the time of sale, and perhaps other fields sucha the name, ID
number, of the salesperson, the identity of the buyer, etc. The analysis ofsuch logged data can
be utilized to analyse a variety of aspects concerning the system. For example, the analysis of
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data logs can help to draw a conclusion about the performance of a salesperson, help to discover
irregularities which may be caused by a shortcoming of the process in the system or due to
fraud. It can also serve as a marketing tool to help identify successful marketing strategies, or to
draw conclusions about user behaviours. In other words, data mining often involves the task of
discovering knowledge from unlabeled data.
Logged data is often referred to astemporal datain order to account for potential temporal
relationships between entries (i.e. some given sales occurred before some other given sales).
The capturing of temporal dependencies is often an integral part of datamining and knowledge
discovery tasks. There are very effective methods for discovering knowledge from temporal data.
For example, hidden Markov models (HMM) are a popular approach to discver patterns from
temporal data. However, HMMs do not scale favourably with the size of a given dataset, and
hence, are not normally used for data mining applications of large sets of temporal data.
This thesis addresses knowledge discovery in a data mining environment. Inthis work, we
present a new method in discovering patterns from a large set of unlabeled temporal data. Gaus-
sian Mixture (GM) and hidden Markov model (HMM) form the core of our pro osed approach.
These methods are engaged to cluster temporal data by using a novel recursive GM HMM model.
This recursive GMHMM model works as follows: it will start with the entire dataset, and will
partition the dataset into clusters which are similar to one another using the GM technique. These
will be unlabelled clusters, containing patterns which are similar to one another. T n, it will
consider each cluster in turn, and attempt to take into consideration the context f each pattern,
and use HMM to label them into different labelled sets. It will then consider each labelled set
in turn, and then to find sub clusters of similar patterns thereof. This process of applying GM
followed by HMM will be repeated for each cluster, until the clusters containall similar patterns
with same label. This recursive process produces a hierarchical model, the number of levels in
the model is determined by the data. It is a data driven approach, with littlea priori assumption
about the number of levels in the hierarchical model, or the unlabelled data itself. It is conceiv-
able that the method can be parallelized in that an independent machine can take care of a cluster,
and can use the GM and HMM repeatedly to further partition the data, thus overcoming one of
the major issues involved in using HMM in such applications, as the HMM will only operate on a
partition of the data, rather than the entire dataset. We apply this methodology in finding patterns
in a large scale database of logged information from Health Insurance Commission, Australia’s
iii
main health insurance provider.
The experimental results on a large set of health insurance data confirm the robustness of the
patterns in grouping patients of similar medical behaviours into the same cluster.The approach
works in an unsupervised fashion in that there is no requirement on the knowledge of themeaning
of patterns which may be embedded in the data. The main significance of the approach lies in
the ability to label large collections of data in a semi-automatic fashion. This is demonstrated in
this thesis through an application to a large scale real world problem, viz., the logg d dataset of
health insurance record kept by the Health Insurance Commission of Australia.
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Contribution of this thesis
A main contribution of this thesis is the introduction of a hierarchal HMM for the purpose of pat-
tern discovery in temporal data from the health insurance sector. This hasbeen achieved through
a recursive application of Gaussian Mixture (GM) clustering and HMMs which effectively com-
bines known positive aspects of Gaussian Mixtures and hidden Markov models in clustering a
large set of temporal data.
HMM is employed because it is a very successful approach for temporal pattern discovery tasks.
The challenge is to use HMM in an efficient way since HMMs are expensivemodels to train and
generally not suitable for mining large set of data. The efforts taken to reduce the impact of the
data size on the training of HMMs include:
1. a suitable segmentation of the dataset into cohorts, and
2. the limitation of the size of the training dataset. An iterative procedure assures that over
time, all data in a given dataset is eventually considered by the model.
A main advantage of the proposed approach is that an automated procedure is int oduced which
detects redundancies in the dataset. These redundancies are not explicitly removed but cause an
early termination of the algorithm, and hence, reduce the computational demand.
For each cohort, a hierarchical clustering is initialized by applying GM to group profiles into
clusters. The number of clusters can be fixeda priori, i.e. to allow control by an experienced
user. These clusters are then considered as annotated automatically by GMthus serve as a basis
for training a HMM on each cluster. This can be performed in parallel. This tra ning would be
expensive if all the profiles in the cluster are to be considered by HMM at the same time. This
is addressed by selecting only a portion of the profiles in a cluster for processing by a HMM.
This can obviously weaken the model since the HMMs receive only partial information about
the problem domain. An iterative training procedure is proposed which re-s uffles the training
data, and re-trains the HMMs until convergence is observed. This iterativ procedure allows an
exposure of the HMMs to as many data profiles as necessary to achieve convergence. Hence, if
a dataset contains redundant data then convergence will be observedooner, reducing the overall
computational demand by avoiding the processing of all data items in a cohort.
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A hierarchical clustering is obtained by refining the number of clusters after the previous iterative
mining step. This causes clusters to be diversified into sub clusters until no further diversification
is possible (or until a given threshold is reached). This produces a number of clusters as decided
from the data rather than as from user specification. A recursive appro ch is taken by inferring
this number from data through iterative levels. GM is applied to each of the classes obtained at
the end of the iterative process at a previous iteration, which are now referred to as classification
results from the Top level. If GM fails in re-grouping the profiles in the classinto clusters, this
implies that all the profiles in a given cluster are considered structurally similarthus no further
refinement is needed. If GM succeeds, it is clear that some dissimilarity still exists among
profiles in the same class. These new clusters become the basis for training another sets of
HMMs, thus commences another round of iterative training process. Whenall the classes have
been processed at a top level, then the process is applied recursively toeach of the clusters.
Each iteration is referred to asub level n, wheren is the depth of a given iteration (the iteration
number). This recursive process refines the clustering until either the algorithm converges or
when the data clusters become smaller than a predescribed threshold.
In summary, the contributions of this thesis are:
• A hierarchical approach in clustering temporal data.
• Iterative training process results in robust models (HMMs) and at the sametime reduces
the expense of training HMM in a data mining application.
• Recursive refinement of the clustering results determine the number of clusters required
for the application domain in an automated fashion.
• An application to health insurance data demonstrates the scalability of the approach, and
shows the effectiveness in extracting patterns from unlabeled data.
As a direct result of the research performed in this project, the following list of publications1 are
produced:
1. A.C. Tsoi, S. Zhang, and M. Hagenbuchner. Hierarchical hidden Markov models: an
application to health insurance data.Data Mining: Theory, Methodology, Techniques, and
Applications, Springer LNAI 3755:244–259, 2006.
1The list of publications is sorted by dates.
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2. A.C. Tsoi, S. Zhang, and M. Hagenbuchner. Pattern discovery on Australian medical
claims data – a systematic approach.IEEE Transactions on Knowledge and Data Engi-
neering, 17:1420– 1435, April 2005.
3. A.C. Tsoi, S. Zhang, and M. Hagenbuchner. Building a hierarchicaldden Markov model
an application of health insurance data. In3rd Australasian Data Mining Conference,
pages 215–230, December 2004.
Our work has been accepted by researchers in temporal data mining field.Th algorithm stated
in paper ”Pattern discovery on Australian medical claims data – a systematic approach” has
been considered as a temporal relationship detection approach which is able to improve mining
performance through separating large dataset into subsets in a hierarchical manner. Appendix B









GM GaussianM ixture is a clustering algorithm.
HIC (Australian)HealthInsuranceCommission.
HMM HiddenMarkovModel is a machine learning method based on a stochastic
framework.
MBS MedicareBenefitSchedule.
MLP TheMulti-LayerPerceptron is a supervised approach in machine learning.
KDD KnowledgeDiscovery inDatabases.
KM K -Means clustering algorithm is the one of the mostly used and easy to
implement clustering algorithm.







The uniformed mathematic notation used throughout this thesis is explained through examples
as following.
Example Explanation
n Scalars and constants are indicated by lowercase script letters.
x = (x1, . . . , xn) Vectors are in lowercase bold letters.x is a vector consisting ofn elements.
S = {s1, . . . , sn} Sequences are denoted by upper case letters.S is a sequence ofn elements.
A Matrices are presented by uppercase bold letters.
S = {c1, . . . , cn} Sets are denoted by calligraphic letters. A set may contain elements of any
type (i.e. vectors, scalars, sequences, other sets, etc.).
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