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ABSTRACT 
Infrastructure systems are under continuous deteriorating effects due to various 
environmental and mechanical stressors. These effects can be generated by sudden threats 
such as earthquakes, tornadoes, blast, and fire, or gradual deterioration due to fatigue and 
corrosion. Moreover, as indicated in the 2013 American Society of Civil Engineers 
(ASCE) Report Card of America’s Infrastructure, the United States’ infrastructure 
systems are highly deteriorating with a required estimated investment of 3.6 trillion USD 
to improve their condition within the next seven years. Given the limited financial 
resources, rational methodologies are required to support the optimum budget allocation 
while maintaining maximum possible safety levels. Uncertainties associated with the 
performance prediction, damage initiation and propagation, damage detection 
capabilities, and the effect of maintenance and retrofit on the structural performance add 
more challenges to this allocation process. In this context, life-cycle engineering provides 
rational means to optimize budget allocation and manage an infrastructure system starting 
from the initial design and construction to dismantling and replacing the system at the 
end of its service life. 
This study provides novel management methodologies which support the 
decision-making process for civil and marine large-scale structural systems under fatigue 
and corrosion deterioration. Multi-objective optimization models that seek the optimal 
trade-offs between conflicting life-cycle management (LCM) aspects such as the life-
cycle cost and the projected service life are proposed. These models provide the optimum 
intervention schedules (e.g., inspections and maintenance actions) which fulfil the LCM 
goals. For the first time in the field of life-cycle management, an approach capable of 
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establishing the optimum inspection, monitoring, and repair actions simultaneously is 
proposed. Maximizing the expected service life, minimizing the total life-cycle cost, 
minimizing the maintenance delay, and maximizing the probability of damage detection 
are examples of the considered optimization goals. It is shown that the implementation of 
optimum solutions resulting from the proposed management plans can significantly 
reduce the life-cycle cost. A methodology for planning inspection actions for bridges 
with multiple critical fatigue details is proposed. This is considered a step forward from 
the traditional approaches which are only capable of considering one critical fatigue 
detail. Additionally, this study provides methodologies for the reliability-based 
performance evaluation of structures under fatigue deterioration. Furthermore, rational 
approaches which make use of structural health monitoring (SHM) and non-destructive 
inspection information for the near real-time decision making for deteriorating structures 
are proposed. Specifically, an approach to obtain the fatigue reliability of aluminium 
high-speed naval vessels based on SHM information is proposed. By using the proposed 
approach, the effect of individual operational conditions encountered by the ship on the 
overall fatigue damage accumulation can be quantified. This quantification is not possible 
by using the traditional fatigue life estimation methods. Probabilistic reliability methods 
and Monte Carlo simulation are implemented to account for uncertainties associated with 
different aspects of the LCM process. Existing large-scale structural systems are analysed 
to demonstrate the feasibility and effectiveness of the proposed methodologies. 
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CHAPTER 1 INTRODUCTION 
1.1  Overview 
Structures and infrastructure systems play a significant role in improving the economic, 
social, and environmental welfare of nations. These systems are subjected to deterioration 
due to aging effects (e.g., corrosion), natural hazards (e.g., seismic events and 
hurricanes), and man-made extreme events (e.g., collisions and terrorist attacks). A 
sudden failure or loss of functionality of these systems may have severe economic, social, 
and environmental impacts. Recent studies suggest that the consequences of failure are 
significantly more than just the cost of rebuilding or replacing the dysfunctional 
components, especially if the social and environmental impacts are included (Bocchini et 
al. 2014; Dong et al. 2013). Moreover, it has been shown that structural failures may 
have significant long-term consequences. Therefore, in order to minimize the number of 
failures and their consequences, infrastructure managers adopt various activities to 
maintain the adequate long-term performance and functionality while satisfying financial 
constraints. These activities include periodic inspections, maintenance, retrofit actions, in 
addition to structural health monitoring (SHM), which can provide an accurate indication 
on the actual structural responses and aid in predicting the performance and evaluating 
future maintenance needs. 
Although these activities assist in maintaining the performance of a system within 
acceptable limits, they may create a major financial burden. Accordingly, these activities 
should be rationally scheduled along the life-cycle of the structural system within an 
integrated framework capable of simultaneously considering various conflicting 
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economic and safety requirements. Additionally, uncertainties associated with the 
performance prediction, damage initiation and propagation, damage detection 
capabilities, and the effect of maintenance and retrofit on the structural performance 
should be included for the proper life-cycle management (LCM). 
Since most infrastructure management decisions are made under strict budgetary 
constraints, optimization is an essential tool for the LCM. By employing optimization 
techniques, trade-offs between conflicting LCM criteria such as minimizing the life-cycle 
cost and maximizing the expected service life can be identified. Indeed, this process can 
be computationally demanding, especially when performed on a probabilistic basis. 
However, recent increase in the computational capabilities permitted conducting complex 
large-scale simulations and paved the road for advanced probabilistic techniques to be 
applied for infrastructure management problems (Okasha & Frangopol 2010c, 2011). 
An ultimate comprehensive LCM framework will be in the form of integrated 
modules responsible for performing various management computational tasks. These 
tasks include performance prediction under uncertainty, optimization of interventions, 
and reliability- and cost-informed decision making, among others. An attempt to 
formulate such framework is presented in Frangopol (2011) and Frangopol et al. (2012). 
This framework has been applied to various types of structural systems such as bridges 
and naval vessels. The development of such framework required a parallel development 
of an integrated computational platform which combines different modules of the life-
cycle framework to establish the optimum life-cycle decisions. The platform consists of a 
central user interface (e.g., MATLAB® (MathWorks Inc. 2014b) or VisualScript 
(VisualScript 2006)) responsible for the data flow to/from separate computational 
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modules which perform different tasks of the life-cycle analysis such as the structural 
analysis (e.g., ABAQUS (ABAQUS 2009)), reliability analysis (e.g., RELSYS (Estes & 
Frangopol 1998)), and structural optimization (e.g., MATLAB® (MathWorks Inc. 
2014a)), among others. This framework has been introduced through several studies 
which handle the infrastructure management of multiple types of structural systems 
including bridges (Kim & Frangopol 2011b,2012; Kwon & Frangopol 2011; Okasha & 
Frangopol 2010a,b,2012) and naval vessels (Kim & Frangopol 2011a,c; Kwon & 
Frangopol 2012a,b; Okasha et al. 2010, 2011). Several of these studies aimed to 
investigate the life-cycle performance of deteriorating systems, while others focused on 
evaluating the life-cycle cost considering maintenance and repair actions, in addition to 
scheduling these actions to yield optimum life-cycle decisions. Despite the large number 
of studies related to the LCM framework presented in Frangopol (2011), several 
enhancements to the available framework are still required. Specifically, more 
methodologies are needed to (a) aid in the accurate estimation of the deteriorating 
structural performance and the life-cycle cost under uncertainty, (b) optimally plan 
inspection, monitoring, and maintenance actions along the service life of a structure, (c) 
support the efficient integration of SHM information for enhancing the LCM and 
decision making capabilities, and (d) reduce the gap between theory and practice in the 
LCM field. Accordingly, several of these enhancements are addressed in this study. 
1.2 Objectives 
The objectives of this study are: 
1- Develop probabilistic approaches that aid in the accurate estimation of the 
deteriorating structural performance under uncertainty. 
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2- Develop approaches to simultaneously schedule inspection, monitoring, and 
maintenance activities for deteriorating structures in a life-cycle context. 
3- Develop optimization methodologies to assist the LCM of structures deteriorating 
at multiple locations. 
4- Develop an approach to integrate field inspection data into the LCM framework 
for enhanced decision making.  
1.3 Summary of the Proposed Approach 
In this study, analyses have been performed to enhance the capabilities of the LCM 
framework proposed in Frangopol (2011) and Frangopol et al. (2012). A modified 
version of this framework, shown schematically in Figure 1.1, is formulated as the 
combination of seven interconnected modules. Each of these modules is responsible for 
performing a certain task and contributes to the fulfillment of the overall LCM goal, (i.e., 
providing the optimal management decisions for the analyzed structure). The framework 
starts with analyzing the structure under investigation to determine the deteriorating 
mechanisms affecting the structure (i.e., Module 1). As shown in Figure 1.1, the proposed 
life-cycle analysis scheme can be applied to bridges or naval vessels. Time-variant 
structural performance and reliability are next assessed (i.e., in Module 3) to determine 
the current condition of the analyzed components or the entire structure. Multiple 
performance measures can be used to study the performance of the component or system 
under investigation. Uncertainty in modeling and randomness in loading, requiring the 
use of probability-based concepts for quantifying the structural performance, are 
considered in this module. Examples of such measures include, but are not limited to, 
reliability, redundancy, robustness, risk, and vulnerability, in addition to the performance 
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measures based on lifetime functions (Leemis 1995). In this study, focus is placed on 
estimating the structural performance in terms of reliability, probabilistic damage level 
(i.e., time-variant crack size, or corrosion depth), and lifetime functions (e.g., the 
probability density function (PDF) of the time to failure). Using the damage level as the 
performance measure facilitates decision making and interpretation of the results; thus, it 
aids in the real-world implementation of the management plans. Performance prediction 
is performed at this stage to forecast the future damage evolution and project the 
performance level of the structure up to the end of its service life. Time-dependent 
damage propagation and hazard sources, such as the fatigue crack propagation, corrosion 
penetration, and increasing traffic loads are included in this process.  
Since the performance prediction is the foundation of the LCM, it is desirable to 
increase the accuracy of this process to ensure a reliable management process. SHM 
provide information about the actual structural responses under service loads which can 
be used to enhance the accuracy of the LCM process. Inspection information provides an 
indication on the actual damage level at the inspected location. As shown in Figure 1.1, 
whenever available, information provided by previous inspection or health monitoring is 
implemented in the structural performance assessment process (i.e., Module 2). This 
information is incorporated to enhance the quality of the performance prediction process. 
SHM information can be especially useful for fatigue assessment and service life 
prediction of structural details. SHM in this case provides an estimate of the stress range 
and the average number of cycles occurring at the detail. In this study, probabilistic 
fatigue assessment based on the S-N (i.e., stress-life) (Fisher et al. 1998) approach and 
SHM data are proposed to find the fatigue reliability of critical bridge and high speed 
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ship details. Additionally, stress range and cycle count prediction based on SHM data are 
used to study the crack growth at several steel bridge details. For these details, Monte 
Carlo simulation (Robert & Casella 1999) is implemented to find the PDF of the time to 
failure for the investigated bridge details. 
Optimization is next applied to obtain the optimal inspection/monitoring/ 
maintenance schedules which fulfill the LCM goals. These goals include minimizing the 
life-cycle cost, maximizing the structural performance during service life of deteriorating 
structures, and maximizing the service life of the structure. Moreover, multiple goals can 
be included simultaneously in the optimization scheme, where the results come in the 
form of a Pareto-optimal solution set (Arora 2012). Each point belonging to the Pareto-
optimal solution set represents an optimum inspection/monitoring/maintenance strategy 
that satisfies the optimization constraints. Results of the optimization process are used by 
decision makers to find the optimal management strategy that best suits their needs, as 
well as any other practical considerations regarding this specific application.  
Next, as shown in Figure1.1, the selected optimum management plan is applied to 
the structure under investigation. At any point in time through the structure life-cycle, if 
SHM or inspection information becomes available, this information can be used to update 
the load and/or resistance parameters to yield more accurate prediction models (i.e., 
through Modules 5 and 6). The updated performance prediction will result in an updated 
intervention schedule. Performance updating based on SHM and inspection information 
has been an active line of research. In this study, a Bayesian updating approach, in which 
information from inspections is used to represent the likelihood function, is adopted. This 
function is combined with the prior information on model parameters to find their 
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posterior distributions, and ultimately, updated time-variant performance profiles. The 
approach is used to enhance the decision making process for the management of fatigue 
critical structures.  
1.4 Contributions of the Proposed Approach 
This study adds several enhancements to the capabilities of the LCM framework; 
especially, with respect to the optimization of management activities along the life-cycle 
and the integration of inspection and SHM information to improve the decision making 
abilities. The following are the main contributions of this study: 
1- Propose an approach which provides optimum inspection times and types for a 
structure with multiple deteriorating locations. The approach provides the optimal 
inspection times and optimum inspection methodology that should be used for 
each location during an inspection. 
2- Propose a novel integrated approach for optimizing the times and types of 
inspection, monitoring, and maintenance activities along the service life of a 
deteriorating structure. The approach can be applied under several types of 
deterioration such as fatigue, corrosion of steel girders, and uniform and pitting 
corrosion of reinforcing steel in reinforced concrete (RC) members. This approach 
is considered as a step forward since it handles three types of interventions (i.e., 
inspection, monitoring, and maintenance), whereas available approaches in 
literature can only handle one type of interventions. 
3- Formulate a probabilistic framework for integrating field inspection information to 
enable updating the management plans and to support the informed real-time 
decision making under uncertainty. 
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4- Propose a reliability-based approach based on bi-linear S-N relationships to 
investigate the possible further improvement of the current AASHTO S-N 
specifications. 
5- Formulate a reliability-based methodology which integrates SHM data to enable 
investigating the individual effects of the different operational conditions on the 
fatigue reliability of high-speed aluminum naval vessels. The approach also 
enables the reliability-based quantification of the fatigue life under a complete 
operational profile. Additionally, a simplified, yet accurate, methodology is 
proposed to find the reliability-based remaining fatigue life. 
1.5 Outline 
 Chapter 1 serves as introduction.  
 Chapter 2 presents general performance prediction and optimization methods used 
throughout the subsequent chapters of the study. An introduction to probabilistic and 
reliability concepts for performance evaluation of components and systems is 
presented. Methodologies for predicting the initiation and propagation of uniform and 
pitting corrosion damage in RC members are discussed. Additionally, a brief review 
of the S-N approach and the application of linear elastic fracture mechanics (LEFM) 
for fatigue performance evaluation is presented. Furthermore, the general concepts of 
intervention (i.e., inspection, monitoring, and/or maintenance) scheduling using 
multi-criteria optimization are provided. 
 Chapter 3 proposes a method for fatigue assessment and service life prediction for 
existing steel bridge details by integrating SHM into a probabilistic bi-linear S-N 
approach. The S-N lines have different slopes above and below constant amplitude 
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fatigue threshold (CAFT). The aim of the study is to investigate the possible 
implementation of the bi-linear S-N approach in the current AASHTO S-N 
specifications. SHM information is used to build stress range bin histograms. Next, 
the best fit for the PDF of the stress range is identified and used to find an estimate of 
the time-variant fatigue reliability. The effect of the second slope and its probabilistic 
properties on the fatigue reliability is investigated. The resulting reliability profile is 
used to find the reliability-based fatigue service life. The work in this chapter is 
mainly related to Modules 2 and 3 of the LCM framework (see Figure 1.1). 
 Chapter 4 presents a reliability-based fatigue life estimation approach for aluminum 
high-speed naval vessels. The approach utilizes SHM data collected during 
seakeeping trials to obtain the fatigue damage accumulation with respect to the ship’s 
operational condition. The operational condition is defined in terms of the navigation 
speed, heading angle, and sea conditions. The obtained damage accumulation is next 
used to find the time-variant fatigue reliability, using the second order reliability 
method (SORM), and the reliability-based fatigue life. This approach can be 
effectively used to adjust the safe operational envelope of the ship. Additionally, 
formulations which provide an approximate value for the reliability-based fatigue life 
are proposed. This chapter also aims at improving the performance prediction (i.e., 
Modules 2 and 3 in Figure 1.1) capabilities of the framework.  
 Chapter 5 proposes a methodology for establishing the optimum inspection, 
monitoring, and maintenance scheduled which minimizes the life-cycle cost and 
maximizes the service life of structures subjected to fatigue and corrosion 
deterioration. The approach accounts for uncertainties associated with the 
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performance prediction, damage initiation and propagation, the relationship between 
the degree of damage and the probability of damage detection, and the effect of 
maintenance activities on the service life. An event tree model which provides the 
probabilities of different outcomes of an inspection action is established and used for 
obtaining the expected service life, life-cycle cost, and the delay associated with 
maintenance plans. Several applications analyzing bridges and ships under fatigue 
and corrosion deterioration are presented. This chapter is mainly related to Modules 3 
and 4 of the LCM framework. 
 Chapter 6 presents an approach for integrating information collected during 
inspections into the LCM framework. Based on the difference between the predicted 
and the measured damage level at the time of the inspection, a Bayesian updating 
approach is implemented to find updated damage propagation model parameters. 
Damage level measurements obtained during an inspection are used to construct the 
likelihood function which is next implemented to establish the posterior distributions 
of the damage propagation model parameters. An updated and more accurate damage 
propagation model results from this process which is next implemented to find 
updated LCM plans. The work in this chapter spans across Modules 3 to 7 shown in 
Figure 1.1. 
 Chapter 7 proposes a methodology for inspection scheduling for bridges subjected to 
fatigue and corrosion at multiple locations. Based on SHM data, Monte Carlo 
simulation is performed to draw samples from the PDF of time to failure of each of 
the critical locations. These PDFs are integrated into an event tree model to compute 
the probability of detection at each of the inspected locations. Next, an optimization 
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scheme is formulated to find the optimum inspection times which maximize the 
probability of damage detection at all the inspected location and minimizes the total 
inspection cost. The approach provides the optimum inspection times, as well as the 
best inspection method that should be used at each of the inspected locations. The 
work in this chapter covers Modules 2, 3, and 4 of the framework in Figure 1.1. 
 Chapter 8 proposes a system-based methodology to plan for future inspection and 
maintenance actions for bridges subjected to corrosion and time-dependent increasing 
traffic loads. The bridge model is constructed using the series-parallel system 
formulations and the time-variant performance profile is established. An optimization 
model is constructed to find the optimum inspection and maintenance schedule which 
minimizes the maximum expected annual system failure rate and minimizes the 
expected total inspection and maintenance cost. This chapter focuses on Modules 3 
and 4 of the framework in Figure 1.1. 
 Chapter 9 presents a computational procedure to integrate sustainability measures 
into the LCM framework and estimate the effect of indirect economic, social, and 
environmental costs arising from bridge maintenance activities on the life-cycle cost 
of steel bridges. In most of LCM studies, the total life-cycle cost is considered to be 
composed of inspection, monitoring, and maintenance cost. In this chapter, it is 
shown that these indirect costs can be substantial. The chapter also compares the 
computed life-cycle cost of an existing steel bridge constructed using conventional 
painted carbon steel to that of a similar bridge constructed using corrosion resistant 
steel. This chapter generally serves the whole framework.  
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 Chapter 10 summarizes this study, draws conclusions, and recommends future 
research directions. 
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Figure 1.1 Life-cycle management framework 
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CHAPTER 2 BACKGROUND 
2.1 Overview 
This chapter presents the general methods used for the LCM of civil and marine 
structures throughout this study. An introduction to probability and reliability concepts 
for time-variant performance evaluation of components and systems is presented. A brief 
review of the S-N approach and the application of LEFM for fatigue performance 
evaluation is presented. Additionally, methodologies for predicting the initiation and 
propagation of uniform and pitting corrosion damage in RC members are discussed. The 
general concepts of intervention (i.e., inspection, monitoring, and/or maintenance) 
scheduling using multi-criteria optimization are also discussed. Finally, the role of SHM 
information in the damage diagnosis and prognosis, and in supporting the goals of the 
LCM is presented. 
2.2 Time-variant Performance Prediction 
Time-dependent structural deterioration processes such as corrosion, fatigue, and 
increase in demand (e.g., increase in traffic volume) impose continuous aging effects on 
infrastructure systems. These effects, individually or when combined with those arising 
from extreme events such as earthquakes and hurricanes, can cause catastrophic 
consequences. Time-dependent deterioration significantly alters the resistance of the 
structure and reduces the initial structural load carrying capacity (Barone & Frangopol 
2013a,b). Accordingly, the life-cycle of infrastructure systems should be clearly analyzed 
taking into consideration various aging effects. 
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The complexity of this type of analysis may increase due to the presence of 
various aleatory and epistemic uncertainties (Ang & Tang 2007) associated with 
structural damage occurrence and propagation, as well as, the damage detection 
processes. These uncertainties should be considered in the life-cycle analysis throughout 
the integrated life-cycle framework for management of the aging infrastructures. 
Reliability-based methods for performance assessment of structures offer the means for 
integrating uncertainties associated with the resistance and load effects. The service life 
can also be computed based on the reliability threshold. Additionally, these methods 
provide a rational way to assess the overall structural safety; in contrast to commonly 
employed methods of designing and evaluating structural systems on component basis. In 
the next subsections, the main concepts for computing the reliability of components and 
structural systems are presented. 
2.2.1 Structural reliability analysis 
In general, the reliability of a structural component can be related to the probability of 
failure, defined as the probability of violating a certain limit state g = 0. The performance 
function g is defined as  
g = R – Q                                                        (2.1) 
where R and Q are, respectively, the random capacity and demand of the structure. Based 
on the defined limit state function, the probability of failure Pf  can be defined as 
Pf = P(g ≤ 0)                                                      (2.2) 
The PDFs of R, S, and g as well as the probability of failure Pf are represented in 
Figure 2.1 Thus, the reliability index β can be defined as 
β  = Φ-1(1 — Pf)                                                    (2.3) 
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where Φ-1(∙) denotes the inverse standard normal cumulative distribution function (CDF). 
For cases where R and S are statistically independent random variables following 
the normal or lognormal distributions, exact expressions for calculating the reliability 
index can be formulated (Ditlevsen & Madsen 2007). For more complex problems, where 
R and S follow a PDF other than normal or lognormal, efficient reliability techniques can 
be used to evaluate the component reliability, such as the first order method (FORM), 
second order method (SORM), and Monte Carlo simulation (Ang & Tang 1984, 2007; 
Melchers 1999). The FORM and SORM have been widely employed in many structural 
reliability problems and various software packages, such as RELSYS (Estes & Frangopol 
1998) and CalREL (Liu et al. 1989), to calculate the reliability indices of structural 
components and systems. 
 System reliability concepts 
System-based reliability can be thought of as an extension of the component 
reliability or single failure mode evaluation to cover multiple components or failure 
modes of the system under consideration. In these methods, complex interactions within 
the system are taken into account to evaluate the overall system performance. Different 
system configurations such as the series, parallel, or series-parallel system interactions, 
shown in Figure 2.2, can be considered.  
For this type of analysis, regardless of the system configuration, the system 
reliability is expressed in terms of the component reliabilities. For a series system (i.e., 
Figure 2.1 (a), in which the failure of any component will lead to the system failure, the 
system probability of failure is defined as  
Pfsys = Pf (g1 ≤ 0   g2 ≤ 0  .......  gn ≤ 0)                                        (2.4) 
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where gn represents the performance function of the nth component. On the other hand, 
for a parallel system, in which the system failure occurs with the failure of all 
components, the system failure probability is defined as 
Pfsys = Pf (g1 ≤ 0   g2 ≤ 0  .......  gn ≤ 0)                                  (2.5) 
Similarly, the system probability of failure for different series-parallel 
configurations can be formulated. For more complex systems, different methods such as 
the cut-set method can be used to represent the system performance (Rausand & Høyland 
2004).   
 System reliability in a life-cycle context 
For life-cycle analysis, the evolution of the damage levels and system reliability 
with time should to be evaluated. Thus, the component limit state becomes a function of 
time as  
g(t) = R(t) – Q(t) = 0                                                  (2.6) 
and the instantaneous probability of failure is defined as (Ellingwood 2005; Frangopol 
2011) 
  
0
( ) ( , ) ( , )f R SP t F x t f x t dx

                                            (2.7) 
where ( , )RF x t is the instantaneous CDF of the resistance and ),( txfS is the instantaneous 
PDF of the load effects at time t. 
Measures for the reliability of systems over a given period of time has been 
defined by researchers such as the time-dependent reliability indicator defined by Mori & 
Ellingwood (1993). This performance indicator provides the probability of survival of a 
structural system subjected to a sequence of discrete loading events described by a 
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Poisson’s process with mean occurrence rate of λo during a period of time tL.  Thus the 
calculated reliability can be considered as time-dependent reliability. Computer programs 
such as RELTSYS (Enright & Frangopol 2000) were developed to quantify the reliability 
of general series-parallel systems by using the reliability function proposed by Mori & 
Ellingwood (1993).  
2.2.2 Performance assessment based on lifetime functions 
Lifetime functions (Leemis 1995) offers multiple performance indicators for the 
structural reliability of components and systems. These indicators have been successfully 
used for the LCM of bridges under corrosion deterioration (see Yang et al. 2004, Okasha 
& Frangopol 2009, 2010a,b,c; Orcesi & Frangopol 2011b). Multiple lifetime functions 
can be defined, including the time to failure PDF, cumulative probability of failure, 
survivor function, hazard function, and cumulative hazard function. Each of these 
functions has different interpretation and represents a distinctive feature that can be 
implemented within the general LCM framework. Three of these functions, defined in 
this section, will be used later in this study. 
 Time to failure probability density function.   
The random time to failure T of a component, is defined as the time elapsing from 
placing the component into operation until it fails for the first time (Rausand & Høyland 
2004). The PDF of the time to failure can be found through the statistical information of 
the damage propagation model and it is the first step to calculate the rest of the lifetime 
reliability measure. For small time interval t  and a given time t, this PDF provides the 
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probability that the failure will occur between the time t and  t t . Therefore, it has 
the following probabilistic interpretation (Leemis 1995) 
  ( )Tf t t P t T t t                                           (2.8) 
where  P  represents the probability of occurrence of the event between parentheses. 
 Cumulative probability of failure and Survivor function.  
The cumulative probability of failure ( )TF t  represents the probability that component is 
not functioning at time t and is expressed as 
0
( ) ( ) ( )
t
TF t P T t f x dx                                              (2.9) 
The survivor function  TS t , on the other hand, represents the probability that the 
component will be functioning at time t, and it is calculated as the complement of the 
cumulative probability of failure 
( ) 1 ( ) ( ) ( )T T
t
S t F t P T t f x dx

                                 (2.10) 
The survivor function provides a measure of the reliability of the component since it 
constitutes the definition that the structure is functioning at time t (Leemis 1995). Figure 
2.3 represents schematically the relationship between ( )Tf t , ( )TF t , and ( )TS t . As shown, 
at a certain time ti, the cumulative probability of failure value ( )T iF t  is represented by the 
area A1, whereas the survivor function value ( )T iS t  is represented by the area 2 11A A  . 
In this study, lifetime functions have been used to model the structural performance under 
corrosion and fatigue deterioration. 
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2.2.3 Fatigue assessment of civil and marine structures 
Fatigue is one of the major concerns in steel and aluminum structures (e.g., bridges and 
ships). Fatigue damage can exist in mild environments as well as aggressive ones, in 
which the latter is known as corrosion-induced fatigue. For a component subjected to 
elastic stress fluctuations, fatigue damage may accumulate at regions of stress 
concentration where the local stress exceeds the yield limit of the material. Stress 
concentrations can occur at the component due to the presence of initial flaws in the 
material, welding process, or fabrication. Initiation and propagation of cracks in the 
plastic localized region occurs due to the cumulative damage acting over a certain 
number of stress fluctuations. These cracks can eventually cause the fracture of the 
component. This process can be minimized by adopting better details, avoiding stress 
concentrations and decreasing the number of welded attachments, among others. 
Currently, design specifications provide guidelines for maximizing the fatigue life and 
offer means for selecting details associated with higher fatigue resistance (Barsom & 
Rolfe 1999).  
Fatigue for civil and marine structures can generally be assessed by the S-N 
approach and the fracture mechanics approach (also known as the crack growth 
approach). The former gives relationship between the stress acting on the detail and the 
predicted number of stress cycles to failure while the latter provides a theoretical model 
to calculate the crack size in relation to the number of cycles acting on the detail. A brief 
discussion on both approaches is given in the next subsections.  
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 The S-N approach 
In the S-N approach, the fatigue life of a certain detail is determined in a laboratory test 
by applying constant or variable amplitude stress cycles to the detail until a crack with 
predefined size grows through the detail. The test is repeated for several specimens and 
for different stress amplitudes. Next, the stress range amplitude is plotted versus the 
number of cycles to failure in a logarithmic scale plot, as shown in Figure 2.4, and a 
linear or multi-linear fitting of the data is performed yielding the mean S-N lines. Due to 
the variability in test results, a design line is usually defined by codes in which the mean 
line is shifted to the left by a certain amount sufficient to achieve a satisfactory 
probability of survival for designed structures. For example, the AASHTO LRFD design 
specifications (AASHTO 2014) shift the mean line to the left by two standard deviations 
indicating that approximately 95% of the specimens would survive the associated number 
of cycles (Fisher et al. 1998). The resulting S-N relationship of the detail can be 
expressed, for a single slope S-N relation, as 
1
mA
S
N
 
  
 
                                               (2.11) 
in which S is the stress range (i.e., fatigue resistance), A is a fatigue detail coefficient for 
each category, N is the number of cycles, and m is a material constant defining the value 
of the slope of the S-N line.  
Details in civil and marine structures are normally subjected to variable amplitude 
stress range cycles; therefore, an equivalent constant amplitude stress range is needed for 
fatigue assessment. Miner’s rule (Miner 1945) is widely used to quantify the fatigue 
damage accumulation at details subjected to variable amplitude loading with a known 
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stress range histogram. By assuming a linear damage accumulation, Miner’s damage 
accumulation index D is 
1
ssn
i
i i
n
D
N
                                                 (2.12) 
where nss is the  number of stress range bins in a stress-range histogram, ni is the  number 
of stress cycles in the ith bin with stress range Si , and Ni is the number of cycles to failure 
under the stress range Si. According to Miner’s damage accumulation rule, the failure of 
the detail occurs when D = 1.0. However, research showed that this value is subjected to 
significant variability, and, up to date, no value is widely accepted by all research 
communities. 
Based on Miner’s damage accumulation rule, an equivalent constant amplitude 
stress range can be defined as 
1
1
ssn m
mi
re i
i T
n
S S
N
 
  
 
                                                (2.13) 
where  TN  = 
1
ssn
i
i
n

 . Sre can be alternatively calculated using the PDF fS(s) of the stress 
range S as  
 
1
1
1
0
m
m
re SS s f s ds
 
   
 
                                             (2.14) 
For structural details, the stress range can follow lognormal, Rayleigh, or Weibull 
distributions. The three-parameter PDFs of these distributions, including the cut-off 
threshold sc , are expressed, respectively, as 
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where s > sc , α and κ are the scale and shape parameters of the Weibull distribution, 
respectively, λ and ζ  are the location parameter and scale parameters of the lognormal 
distribution, respectively, and roS is the mode of the Rayleigh distribution. The cut-off 
threshold sc is the lowest stress level considered in the stress range bin histogram (Fatemi 
& Yang 1998).  In many cases, depending on the stress range bin histogram, a two-
parameter PDF can be used considering sc = 0. 
-Using the equivalent constant amplitude stress range, fatigue life, measured as 
the number of cycles to failure, is calculated as  
m
re
A
N
S
                                                          (2.18) 
This number of cycles can be used in conjunction with the average annual number of 
cycles Navg to estimate the fatigue life in years using the following equation 
 l
avg
N
t years
N
                                                 (2.19) 
The S-N approach has been widely used for fatigue assessment of steel and aluminum 
structural details. Multiple design specifications and research reports are available for 
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fatigue design and assessment fatigue critical details by using the S-N approach (e.g., BS 
5400 1980; ABS 2010; DNV 1997, 2010; Eurocode 3 2010; Eurocode 9 2009). Since the 
estimation of the resistance and demand terms in the S-N approach is straightforward, this 
approach has been successfully used for the reliability-based fatigue assessment of 
bridges and ships. For bridges, Kwon & Frangopol (2010) investigated the effect of the 
PDF of the equivalent stress range on the time-dependent fatigue reliability profile. They 
performed fatigue reliability prediction using the AASHTO S-N (AASHTO 2002) 
approach while making use of the available monitoring data of two bridges, the 
Birmingham Bridge and the Neville Island Bridge, located in Pittsburg, Pennsylvania, 
USA, which were monitored by personnel form the ATLSS Center at Lehigh University. 
The study focused on studying the effect of the stress range distribution type on the 
calculated fatigue reliability. It was concluded that the adopted probability distribution 
function for fatigue assessment has a great impact on the time-dependent reliability of the 
detail. The study compared three probability density functions for the use in modeling the 
stress range distribution of the studied detail: Weibull, Lognormal, and Gamma 
distributions. The effect of truncating the recorded stress range histograms generated 
from the field monitoring, as well as the annual increase rate of the number of cycles on 
the computed reliability profiles were also quantified. Kwon et al. (2012) investigated 
probabilistically the AASHTO S-N approach for the possible implementation of the bi-
linear S-N lines. In this approach the S-N lines have a different slope above and below the 
CAFT. The study considered a slope above and below the CAFT to be 3.0 and 4.   
For ship structures, Ayyub et al. (2002) proposed reliability-based design 
guidelines for fatigue of ship details. They briefly discussed the available fatigue 
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assessment methods for ship structures and their associated parameters. Kwon et al. 
(2013) conducted fatigue reliability assessment, based on SHM data, by estimating the 
probabilistic lifetime sea loads for high-speed ship structures.  The British Standards S-N 
relationships (BS 5400 1980) were used in their approach.  
The S-N approach is implemented in Chapters 3 and 4 to estimate the fatigue 
reliability and service life of bridge and ship details. 
 The fracture mechanics approach 
Although the S-N approach is widely used for the fatigue assessment of structural details, 
it cannot be used to study the crack condition at a given detail since it does not provide a 
direct relation between the crack size and the number of cycles affecting the detail. The 
approach based on fracture mechanics, on the other hand, can be used to study the crack 
conditions and stability at a damaged detail. In this method, the stresses near the crack 
tip, which are responsible for the crack propagation, are related to the stress intensity 
factor K. LEFM can be applied through Paris’ equation (Paris & Erdogan 1963) for 
assessing fatigue behavior of steel details. This equation relates the crack growth rate to 
the range of the stress intensity factor as follows 
( )m
da
C K
dN
                                              (2.20) 
where a is the crack size, N is the number of cycles, and K is the range of the stress 
intensity factor. C and m are material parameters. The values for C and m can be found 
through experimental reports or code specifications. The range of the stress intensity 
factor can be expressed as  
( )K Y a S a                                           (2.21) 
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Where S is the stress range and ( )Y a  is a correction factor which depends on the crack 
orientation and shape. This correction factor takes into account the effects of the elliptical 
crack shape, free surface, finite width (or thickness), and non-uniform stress acting on the 
crack. More detailed empirical and exact solutions for these correction factors can be 
found in Tada et al. (2000). 
Using Equations (2.20) and (2.21), the number of cycles associated with a growth 
in the crack size from an initial size of oa  to a size of ta  can be calculated as 
 
1 1
( )
t
o
a
mm a
N da
C S Y a a
 
 
                                       (2.22) 
By setting ta  in Equation (2.22) as the critical crack size fa , the number of cycles to 
failure of the detail is obtained. This approach can also be implemented in the 
probabilistic fatigue life assessment and inspection and monitoring planning. For 
instance, Kim & Frangopol (2011c) used this approach to find the optimum inspection 
times which minimize the damage detection delay in fatigue critical steel details.  
2.2.4 Performance evaluation of structures under corrosion 
 Corrosion in steel bridges 
Corrosion deterioration of steel girders occurs mainly due to salt water exposure, 
resulting from the use of de-icing salts on the roads, and atmospheric corrosion of the 
metal (Estes & Frangopol 1999). Corrosion reduces the original thickness of the webs 
and flanges of steel girders. If undetected over an extended period of time, corrosion will 
weaken steel girder webs and flanges and possibly lead to structural failures. Corrosion is 
usually assumed to penetrate the top and sides of the bottom flanges, in addition to each 
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side of the web in the pattern shown in Figure 2.5. Due to heavier exposure to leaking salt 
water, corrosion can be assumed to occur throughout the web height at the supports, 
whereas only at the bottom quarter of the web height along the rest of the girder length 
including the mid-span location (Akgül & Frangopol 2004). Due to reductions in web and 
flange thicknesses, the values of time-variant properties of a steel girder (i.e., section 
modulus and web area) must be computed based on a corrosion penetration predicting 
model. If the steel section qualifies as compact, the plastic section modulus is used for 
determining flexural capacity of the section; otherwise, elastic section modulus is used. 
Estes & Frangopol (1999) applied such a formulation for modeling the corrosion of the 
steel girders of Colorado highway bridge E-17-AH. For compact sections, Akgül (2002) 
computed the plastic section modulus for interior regions of the span in terms of the 
corroded cross sectional area. In these studies, determination of the corrosion penetration 
depth over time was based on a corrosion penetration model for steel reported by 
McCuen & Albrecht (1995). 
Severity of steel corrosion, in general, depends on the metal (composition of 
alloys in metal), local atmosphere (important environmental conditions affecting steel 
corrosion include temperature and relative humidity), and exposure conditions such as 
initial climate, sheltering, orientation, angle of exposure, time of wetness, atmospheric 
pollutants, deicing salt, and debris (Albrecht & Naeemi 1984). Models developed to 
predict time-variant corrosion penetration in steel are usually empirical formulae 
intending to capture the actual corrosion process. In most studies, a power function for 
the corrosion model is used. For example, McCuen & Albrecht (1995) proposed the 
following formula  
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 1b
op b t                                                         (2.23) 
where bo and p = the corrosion losses after one and t years, respectively, and b1 is the 
slope of the logarithmic transformation of Equation (2.23). The values of different 
variables in the prediction model represented by Equation (2.23) can be found in McCuen 
& Albrecht (1995). 
 Corrosion of Concrete Bridges 
Corrosion of steel reinforcement is one of the main factors causing the deterioration in 
RC structures. Its effect is accelerated when the member is subjected to de-icing salt 
spray. Corrosion can damage the RC member in various ways such as cracking, spalling, 
and loss of steel section, among others. Corrosion of reinforcement mainly occurs due to 
concrete carbonation and chloride penetration. This study considers chloride penetration 
as the main corrosion driving process. Chloride diffusion in reinforced concrete can be 
modeled by Fick’s second law for nonsteady state diffusion (Stanish et al. 1997). 
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                                                   (2.24) 
where Cc is the concentration of chloride ions (mass/volume), x is the distance from outer 
surface of the solid, and t represents the time (years). Crank’s solution (Crank 1975) of 
this partial differential equation, using the boundary condition Cc(x = 0, t > 0) = C0, 
initial condition Cc(x > 0, t=0) = 0, and the infinite point condition (x = ∞, t > 0) = 0, is 
  0,   1 erf  
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                                  (2.25) 
where C0 is the chloride concentration on concrete surface and erf is the error function. 
The time t required to reach the chloride concentration C(x, t) at a distance x from the 
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surface is obtained from Equation (2.25). The time t = TI required to reach a threshold 
level of chloride concentration Ccr at which the corrosion process will start is the 
corrosion initiation time.  
For uniform corrosion (i.e., general), following the corrosion initiation the 
corrosion process is assumed to uniformly reduce the cross-sectional area of the steel 
reinforcement. This reduction is assumed to be constant along the entire surface area of 
the reinforcing bars. The reinforcement area As(t) at time t is found as (Kim and 
Frangopol 2011b) 
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for 0 ≤ t ≤ TI 
   (2.26) 
for  t > TI 
where ns = number of rebars subjected to corrosion effect; do = initial diameter of rebars 
(mm); and rcorr = rate of corrosion (mm/year). 
According to Gonzalez et al. (1995) and Stewart (2004), corrosion can be highly 
localized, and the probability of failure due to the localized pitting corrosion is larger 
than that associated with the general corrosion model. The maximum penetration of 
pitting PT(t) at time t is (Val & Melchers 1997) 
                    PT(t) = rcorr Rc(t – TI) for t > TI (2.27) 
where rcorr = rate of corrosion (mm/year), Rc = ratio of maximum pit depth to average pit 
depth, and TI = corrosion initiation time (year). The range of R is generally between 4 and 
8 (Gonzalez et al. 1995). The remaining cross sectional area Ar(t) of reinforcement can be 
expressed as (Val & Melchers 1997) 
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where d0 is the initial diameter of the reinforcement (mm), and  
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The reinforcement area computed by using Equations (2.26) and (2.28) can be 
next used to find the ultimate capacity of the RC cross-section and its time-variant 
reliability. Akgül & Frangopol (2005a, b) analyzed three concrete bridges located in a 
bridge network in Colorado. Statistical descriptors of the three random variables (i.e. C0, 
Dc, and Ccr ) were determined based on the concrete mix design parameters, results of 
site-specific chloride content surveys, and values reported in Hutter & Donnelly (1977). 
They reported that the use of mix designs for calculating the diffusion coefficients for 
different strength concretes can provide a realistic representation of actual chloride 
penetration process of the reinforced concrete slabs and girders in existing bridges.  
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 Along the same line, Marsh & Frangopol (2008) developed a reliability model 
incorporating temporal and spatial variations of probabilistic corrosion rate sensor data. 
Biondini et al. (2006) and Biondini & Frangopol (2008) proposed a structural 
performance framework for durability analysis of reinforced concrete structures subjected 
to the diffusive attack from external aggressive agents. Akiyama et al. (2012) proposed 
an approach for integration of the effects of airborne chlorides into reliability-based 
durability design of reinforced concrete structures in a marine environment. 
 Corrosion in ships 
Several types of corrosion wastage in mild and low alloy steels in marine environments 
exist, such as uniform (general) corrosion, pitting corrosion, stress corrosion, and 
galvanic corrosion. For corrosion management and control, both localized and general 
corrosion must be considered. The former can cause oil or gas leaks, while the latter, 
which spreads over the surface of the affected area, is more likely to lead to structural 
strength problems. Stress corrosion occurs to some alloys when exposed to corrosive 
environments while mechanically stressed. Furthermore, when two different metals are 
physically connected, galvanic accelerated corrosion occurs to the less noble metal (ISSC 
2009). Factors affecting marine immersion corrosion include the type of structural 
material, corrosion protection method (e.g., coating, cathodic protection), type of cargo or 
stored material, cycles of loading/unloading of cargo or stored material, humidity, and 
temperature (ISSC 2006).  
In recent years, extensive work has been performed to investigate different 
parameters affecting the general corrosion wastage and to formulate corrosion wastage 
prediction models (Paik et al. 2003a,b; Melchers 2002, 2003a,b, 2004c, 2006; Guedes 
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Soares and Garbatov 1999a, Guedes Soares et al. 2005). For example, Guedes Soares et 
al. (2005) investigated the influence of salt content, water temperature, dissolved oxygen, 
PH value, and water velocity on the general corrosion rate and included these effects in 
the non-linear corrosion wastage model proposed in Guedes Soares & Garbatov (1999a). 
Their model consists of three corrosion loss stages. The first is penetration of the water 
particles through the corrosion coating, the second is the formation of the two-
dimensional monolayer oxide film, and the third is the start and growth of the three-
dimensional oxide nuclei. In this model, the first two stages represent the coating 
effectiveness period where the corrosion depth at any time t can be found as (Guedes 
Soares et al. 2005) 
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where d(t) is the time dependent corrosion depth, d , c , and t  are model parameters 
depending on the coating type, operational and environmental conditions.  
Melchers (2003a, 2003b, 2006) developed a corrosion wastage prediction model 
consisting of the following phases of average corrosion loss: (a) short-term initial phase 
in which the corrosion is governed by the chemical kinetics, (b) approximated linear 
function dependent on the oxygen diffusion from surrounding water, (c) non-linear 
function governed by oxygen diffusion through corrosion product layer, (d) anaerobic 
bacterial corrosion phase, and (e) linearly approximated long-term anaerobic bacterial 
corrosion phase.  
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        Research work has also been performed to model pitting corrosion. However, the 
scarcity of corrosion depth measurements for this type of corrosion compared to the 
general corrosion poses additional challenges. In this context, Melchers (2004a, 2004b) 
proposed a multiphase model for pitting corrosion loss as a function of exposure time.  
Due to the importance of the corrosion assessment and repair topic, multiple 
classification societies issued recommendations and regulations for corrosion coating, 
prevention, inspection and repair of corroded steel ships (e.g., DNV 1998, 1999; IACS 
2003). Corrosion wastage prediction is a process covered by various uncertainties; thus, it 
has to be conducted probabilistically. Although many corrosion models are available, 
these models are based on statistical data collected from different vessels; as new 
construction techniques and materials emerge, these models should be updated and 
refined.  
Time-dependent corrosion losses have an effect on the structural resistance of the 
ship and should be considered in its life-cycle performance assessment (Kwon & 
Frangopol 2012a). Corrosion losses may cause reduction in the hull structural resistance, 
reduction in the local strength, and increase in the fatigue crack propagation within the 
affected areas. Considering general corrosion, multiple studies have been performed to 
predict the time-variant hull structural resistance by estimating the loss in the hull girder 
section modulus due to corrosion (e.g., Ayyub et al. 2000; Paik & Wang 2003; Okasha et 
al. 2010; Decò et al. 2011, 2012). It is observed that most of the analytical studies tend to 
overestimate the effect of corrosion on the hull girder strength. In an attempt to address 
this point, Wang et al. (2008) presented a statistical study showing the loss in the hull 
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girder section modulus in a database of 222 steel ships. This type of analysis can support 
the verification and calibration of the hull resistance prediction models. 
Aluminum alloys used in ship construction, mainly 5xxx-series alloy, have 
excellent corrosion resistance in marine environment. Part of the corrosion resistance of 
aluminum is attributed to the formation of a thin oxide layer which prevents the core 
metal from any further corrosion. This layer is hard and renews itself almost instantly in 
case of any mechanical abrasion. It is very stable under most conditions except for 
extreme PH values where it may lose its stability; additionally, the self-renewal may not 
be fast enough to prevent further corrosion. However, since aluminum is a very active 
metal, it is highly prone to galvanic corrosion if not properly isolated. Galvanic action, 
especially at areas where both steel and aluminum are connected, makes the aluminum 
vulnerable to corrosion. The corrosion damage in this case may be very fast (ISSC 2009). 
An example of this type of problem is the USS Independence LCS-2, a 127.4 meters, 
high-speed trimaran capable of speeds up to 44 knots, in which corrosion initiated at the 
locations where the aluminum hull was in contact with the steel propulsion system 
(O’Rourke 2012). However, this mode of corrosion can be easily prevented by the use of 
appropriate isolations or cathodic protection systems.   
Another mode of deterioration of aluminum ships is sensitization, which is a 
degradation mode that occurs in high-magnesium aluminum alloys (e.g., 5083, 5086, 
5456, and 5383) when exposed to elevated temperature (Sielski 2007). Under certain 
conditions, these alloys may suffer intergranular corrosion due to the precipitation of the 
beta-phase (Mg2Al3) on the grain boundaries. This precipitate is electromechanically 
more active than the aluminum matrix and can cause further intergranular corrosion with 
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the continued grain boundary migration. Furthermore, this process increases the material 
susceptibility to stress corrosion cracking, exfoliation, and decreased ductility. Recent 
studies were carried out to find the time required to sensitize the material based on the 
thermal profile of the ship. However, this is directly related to the location of the plate 
within the ship as it is heavily dependent on the stress profile acting on the studied 
location (Sielski et al. 2012).  
2.3 Life-cycle Optimization 
After evaluating the structural performance and based on the severity of the 
deterioration, decisions regarding repair or strengthening the managed structural systems 
have to be made. However, due to the large number of these deteriorating structures, 
financial resources are usually not available to meet all the maintenance and repair needs. 
On the other hand, it is known that in some cases, the cost of maintaining the 
infrastructures might be more than the cost of building new ones (Miyamoto et al. 2000). 
Therefore, the reduction of maintenance costs is a challenge that must be addressed in the 
integrated maintenance management framework. The proper allocation of the available 
maintenance and management budgets can be done through the life-cycle optimization 
process.  
For service life extension, maintenance interventions are scheduled to either 
extend the time required for the structure to reach its performance threshold or to improve 
the performance of the structure if its threshold is reached. Thus, maintenance types may 
be categorized into two general groups: preventive (PM) and essential (EM) (Kong & 
Frangopol 2003a,b, Frangopol & Soliman 2014b). PM actions are usually time-based, 
that is, they are applied at pre-specified time instants over the life-cycle of the structure. 
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In contrast, EM actions are performance-based in that they are applied when some 
performance indicators reach pre-defined target values. The effect of both maintenance 
types on the performance profile of a structure is shown in Figure 2.6. After obtaining the 
time-variant structural performance profile, threshold-based EM application times can be 
obtained as shown in the following example.  
2.3.1 Example 2.1 
To illustrate the EM planning and reliability concepts for fatigue assessment of a steel 
structures, consider a detail subjected to stress range which follows Weibull distribution 
with mean 12.57 MPa and standard deviation 7.91 MPa and an average annual number of 
cycles of 61.5 10 . Additionally, the detail is classified under fatigue category F of the 
BS 5400 (1980) specifications, 
The material constant m for this detail is 3.0, while the constant A (see Equation 
2.18) is assumed to follow a lognormal distribution with mean of 116.29 10  MPa3 and a 
coefficient of variation of 0.54 (Kwon et al. 2013). Based on Equation (2.14), the 
equivalent constant amplitude stress range Sre is 17.64 MPa. To account for uncertainty in 
this value, Sre is assumed to follow a lognormal distribution with mean 17.64 MPa and 
coefficient of variation 0.1.  
In order to study the fatigue reliability of the detail, a performance function can be 
defined as the safety margin 
  ( )g t D t                                                      (2.31) 
where Δ = Miner’s critical damage accumulation index, indicating the allowable 
accumulated damage and assumed lognormal distributed with mean 1.0 and coefficient of 
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variation (COV) 0.3 (Wirsching 1984); D(t) = Miner’s damage accumulation index, 
which can be expressed as 
 
( ) m
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N t
D t S
A
                                                  (2.32) 
Based on Equations. (2.31) and (2.32) and assuming that the random variables reS , A , 
and Δ are also lognormally distributed, the fatigue reliability index β can be computed as 
(Kwon & Frangopol 2010) 
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where λ and ζ are the parameters associated with different random variables. Using 
Equation (2.33), the reliability profile of the detail can be found as shown in Figure 2.7 
(a). The fatigue life of the detail can be calculated by setting a threshold for the reliability 
index. For structural details subjected to fatigue, a reliability index threshold ranging 
from 2.0 to 4.0 is appropriate (Mansour et al. 1996). For this example, this threshold is 
set to be 3.0 yielding a fatigue life without maintenance of 9.4 years.  
Threshold-based EM, in which the performance is restored to the initial level, can 
be applied to extend the service life. As shown in Figure 2.7 (b), EM can be performed at 
9.4 and 18.8 years yielding a total service life of 28.2 years (i.e, life extension of 18.8 
years). 
Although the maintenance planning provided in this example is straightforward, 
other cases of maintenance optimization are not as simple. Especially if multiple 
maintenance actions of varying types are applied to the structure and each of them yields 
its own service life extension. In this case, probabilistic optimization techniques should 
be used efficiently to solve such problems. Therefore, optimization is an essential tool for 
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providing best decision support in the LCM framework. Components of this framework 
rely on this computationally intensive process to find the best solution fulfilling the 
objectives and satisfying the predefined constraints. This describes optimization as the 
core of infrastructures management process. All elements of this process interact and 
sometimes conflict, calling for the use of multi-criteria optimization that can extract the 
best solution among conflicting elements (Frangopol 2011). Different objectives for the 
life-cycle optimization have been included in recent research work such as, extending the 
service life of the structure, minimizing damage detection delay, and minimizing the life-
cycle cost, among others. Moreover, different conflicting objectives can also be 
considered simultaneously yielding a Pareto-optimal solution set. Figure 2.8 provides an 
example of such Pareto fronts in which an optimization problem is solved to find the 
optimum intervention schedule which maximizes the service life and minimizes the 
expected life-cycle cost. Each of the points on the solutions front represents an optimum 
management plan which has its own optimum inspection and/or maintenance times which 
provide the optimal trade-offs among the conflicting objectives. 
Genetic algorithms (GAs) have been used in this study to solve such complex 
optimization problems mainly due to: (a) the use the objective function directly and not 
its derivatives, which is, in many cases, difficult or impossible to obtain, (b) the ease of 
handling discrete variables, (c) the search from a population of points rather than from a 
single point, and (d) the ease of implementation in a parallel computing environment, 
which significantly reduces the computational effort. The topic of intervention 
optimization is covered in detail in Chapters 5-8 of this study. 
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2.4 Role of Structural Health Monitoring and Non-destructive 
Inspection 
Inspection and SHM play a great role in the damage identification and assessment of civil 
and marine structures. Departments of transportation across the United States are 
mandated to inspect their bridges on regular basis (FHWA 2012). These inspections are 
performed biannually or annually depending on many factors such as the volume of the 
traffic, age of the bridge, and the bridge condition. Bridges are then rated depending on 
various performance indicators. However, these inspections are usually performed 
visually and in some cases they are performed by personnel who can give misleading 
information regarding the condition of the bridge deeming the inspection to be 
ineffective. Catbas et al. (2007) reported that more than 50% of the visually inspected 
bridges can be misclassified. Factors affecting inspection errors include, visual acuity and 
color vision, inspector rushed level, and accessibility (FHWA 2001). In fact, visual 
inspections may not ensure that fatal problems will be detected (Swartz & Lynch 2008). 
An example of these cases is the I-35W Mississippi River Bridge which was classified to 
be structurally deficient and yet was still open for traffic when it collapsed in 2007. 
Additionally, visual inspection for fatigue damage has significant limitations; especially 
for sub-surface corrosion and fatigue cracks. For this reason, critical bridges are better 
evaluated using special non-destructive inspection (NDI) methods such as ultrasonic 
inspection. NDI based inspections can give more reliable information about the current 
condition of the examined locations. Moreover, integrating the outcomes of these 
inspections with the knowledge about the loads and stresses in the tested locations of the 
structure can help predict the future damage propagation.  
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The quality of an inspection method can be represented by the probability of 
detection (PoD) function which gives the probability that, given the inspection method, a 
certain flaw size can be detected. Due to the direct relationship between the inspection 
outcomes and the maintenance decisions, it is crucial to make sure that the inspections 
have the highest quality and performed at the optimum times (Kim & Frangopol 2011a).  
On the other hand, NDI methods, such as ultrasonic inspection, face more 
challenges arising from the large scale of the structure and number of locations requiring 
inspection. In addition, the exact location of damage is generally required to apply this 
type of inspections; which is generally not the case. Research in the field of NDI and 
SHM methods that can identify the location and damage level is very active. These 
methods mostly rely on installing sensors that continuously monitor and record the 
structural response or emissions and attempting to identify and localize the damage based 
on the recorded data. These systems include regular strain gauges, accelerometers, and 
acoustic emission sensors. In general, monitoring systems can be used on multiple fronts 
such as the validation of design assumptions, monitoring the structural response under 
normal operation, damage detection and diagnosis, prognosis and useful life estimation, 
and repair effectiveness assessment. Information from such systems can also be used to 
update and calibrate performance prediction and damage propagation models to achieve 
more reliable and accurate performance assessment process (Zhu & Frangopol 2013a,b). 
In the next subsection, the recent developments in damage identification using NDI and 
SHM are briefly discussed. 
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2.4.1 Structural damage detection 
Damage detection techniques based on SHM such as vibration-based methods are under 
continuous development for use in civil and marine structures. Vibration-based methods 
use advanced signal processing techniques such as the Empirical Mode Decomposition 
and Hilbert-Huang transform (Huang & Shen 2005) to detect the damage by determining 
the change in the dynamic properties of the structure. This is based on the fact that a 
change in the mode shapes or frequencies would suggest that a change has occurred to 
the physical properties of the structure (Salvino & Brady 2008). Due to the inherent 
randomness associated with the monitoring outcomes, it is necessary to integrate those 
uncertainties in the damage detection technique (Okasha et al. 2011). Methods such as 
vector autoregressive modeling can be used for the detection and localization of damage 
in structures. In this method, the vibration signal obtained from the structure as a 
reference signal is modeled and this model is fitted to the measured structural response. 
The parameters of this model are the damage sensitive features (Okasha et al. 2011). The 
model is assumed to provide an accurate prediction of the structural response; thus, an 
increase in the difference between the model data and the data measured in the future is 
interpreted as an indication of structural damage. Mattson & Pandit (2006) proposed a 
vector based model which allow a signal to be described in terms of its own past values 
as well as the past values of other sensors.  
         A measure of the goodness of fit can be used to select the order of the auto 
regressive model which is a function of the predicted signal and the measured one. An 
application of such method was conducted by Mattson & Pandit (2006) on an 
experimental set-up. Additionally, the feasibility of application of this model for ships 
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has been tested in Okasha et al. (2011). Although the damage detection using vibration-
based statistical methods is found to be a promising approach, more research is still 
required for verification, validation, and statistical quantification of such models in order 
to be reliably applied to SHM of large-scale civil and marine structures. 
Within the last decade, acoustic emission technique has received considerable 
attention for its use in the fatigue and corrosion damage detection, monitoring, and 
localization, specifically, for ship structures. In this approach, stress waves emitted by the 
material during sudden changes in the internal structure are recorded using special 
sensors and used to detect structural damage such as crack initiation and growth, fracture, 
plastic deformation, corrosion, and stress corrosion cracking, among others 
(Anastasopoulos et al. 2009). In general, a uniform steel specimen with no stress raisers 
will start emitting acoustic emissions when stressed to a level of 60% of its yield stress 
(Anastasopoulos et al. 2009). During the action of normal operation loads on the 
structure, these emissions can be continuously detected and recorded such that structural 
damage can be monitored. This approach has been successfully applied to different types 
of structures such as bridges, pressure vessels and pipelines. Recently, research programs 
in Europe (see e.g. Baran et al. 2012; Tscheliesnig 2006) and the United States (see e.g., 
Wang et al. 2010) have shown the feasibility of such approach in detecting corrosion and 
crack damage in ship structures. In these research programs, the results of controlled 
laboratory testing of specimens subjected to fatigue and accelerated corrosion as well as 
oil tankers showed the feasibility of the approach. Since acoustic emission signals can be 
very weak, especially for corrosion detection, the damage detection may be significantly 
affected by the noise arising from the normal ship operation. The research in this area 
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also aimed to evaluate and isolate the noise under real operation conditions. Special 
pattern recognition techniques can be used to filter the noise (Baran et al. 2012). Multiple 
damage detection approaches have been developed, along with their necessary hardware. 
Some approaches use immersed sensors to detect the acoustic waves travelling through 
liquids in tankers, while others use sensors attached directly to the structure. The results 
of such research programs show that using acoustic emissions for the continuous 
application for the real-time monitoring of damage due to fatigue or corrosion is a 
promising approach. Accordingly, in this study, an approach for scheduling acoustic 
emission crack monitoring activities along the service life of a structure is proposed. 
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Figure 2.1 Schematic showing probability of failure concept 
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(a)                                                           (b)                                                
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Figure 2.2 Different system configurations, (a) series system, (b) parallel system, and (c) 
series-parallel system 
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Figure 2.4 S-N lines and the PDF of the number of cycles to failure at different stress 
values 
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Figure 2.5 Typical corrosion pattern adopted by Estes & Frangopol (1999) 
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Figure 2.6 Effect of different maintenance types on the performance of the structure 
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(a) 
 
(b) 
 
Figure 2.7 Fatigue reliability (a) without maintenance and (b) with EM 
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Figure 2.8 A typical Pareto-optimal solution set intervention optimization problem (the 
axes arrow indicates the direction of increase of the quantity of interest) 
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CHAPTER 3 PROBABILISTIC FATIGUE LIFE ESTIMATION 
BASED ON SHM AND A BI-LINEAR S-N APPROACH 
3.1 Overview 
This chapter addresses the fatigue assessment and service life prediction of existing 
fatigue-prone steel bridge details by integrating SHM data into a probabilistic bi-linear  
S-N approach. The main objective is to enhance the accuracy of current probabilistic 
fatigue life estimation methodologies. Fatigue assessment of several steel bridge details, 
having equivalent stress range below the CAFT, showed that many of these details are 
free of cracks, although the remaining life calculations predicted that they should have 
already been cracked. This shows that the current methods for predicting fatigue 
remaining life of steel bridges may be conservative and can lead to unnecessary retrofit 
and rehabilitation actions. For a better fatigue life prediction, a bi-linear S-N approach has 
been proposed. In this approach, the bi-linear S-N lines have different slopes above and 
below CAFT. The effect of changing the value of the slope of the AASHTO S-N lines 
below the CAFT on the fatigue reliability and remaining life is investigated in this 
chapter. In addition, an existing steel bridge is used to illustrate the proposed probabilistic 
approach. 
The work in this chapter is based on the published papers Kwon et al. (2012) and 
Soliman et al. (2013c). 
3.2 Background 
The current procedure for fatigue life estimation of steel bridges, adopted by the 
AASHTO specifications (AASHTO 2014), extends the S-N lines with a single slope of 3 
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for the different detail categories below the CAFT. This approach, in some cases, may be 
conservative and cab lead to an increase in the maintenance costs due to unnecessary 
repairs actions. This has been shown by the results of a large number of SHM programs 
recently performed on bridges. A large number of details have been found to be free of 
cracks although the fatigue assessment results showed them to have negative remaining 
fatigue life, implying that they should have already been cracked (Connor et al. 2005, 
Yen et al. 2009). As a result, a bi-linear S-N approach was proposed by Crudele and Yen 
(2006) Yen et al. (2009, 2013). This approach suggests that the S-N lines below the 
CAFT have a gentler slope than that of the lines above the CAFT. 
Currently, SHM techniques are widely implemented in fatigue assessment of steel 
bridges. Connor et al. (2005) and Mahmoud et al. (2005) used SHM to conduct full 
fatigue evaluation and service life prediction for two bridges, the Neville Island Bridge 
and the I-39 Bridge over Wisconsin River, respectively. In both studies, fatigue critical 
locations in the investigated bridges were identified and instrumented. Controlled live 
load testing and long-term monitoring were performed and stress range histogram data 
for different fatigue details were collected. Additionally, recommendations for future 
interventions were made. Li et al. (2001) and Chan et al. (2001) performed fatigue 
damage evaluation and life prediction for the Tsing Ma Bridge in Hong Kong. The 
authors used the strain monitoring data of the bridge in a continuum damage mechanics 
based model. The proposed approach provides a nonlinear fatigue damage curve which 
covers the crack initiation and propagation phases. In addition, the model enables 
updating the fatigue damage model once new stress history is available.  
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Although the above studies successfully handled the fatigue assessment problem, 
they did not consider the uncertainties inherent in the fatigue evaluation process. These 
uncertainties are found in both, the SHM results (i.e. stresses, strains, and recorded 
number of cycles) and the fatigue resistance prediction models. The uncertainties in the 
later are found in the design values of the S-N curve or the parameters of the crack 
growth model used in the fatigue evaluation.  To address these uncertainties, Yazdani & 
Albrecht (1987) developed a model based on fracture mechanics for determining the 
probability of fatigue failure of steel bridges. They used Monte Carlo simulation to 
calculate the probability of fatigue failure considering uncertainties in the crack growth 
rate, fracture toughness, initial crack size, and loading history. Liu et al. (2010) 
performed a reliability based study to evaluate the effectiveness of the softening approach 
for retrofitting distortion-induced cracking of steel details. The study was based on the 
data collected from field monitoring in conjunction with finite element modeling of the 
floorbeam connection detail. The AASHTO S-N approach was used in their study as the 
resistance prediction model. Kwon & Frangopol (2010) used the field monitoring data to 
perform fatigue reliability assessment of steel bridges by using PDFs of equivalent stress 
range. Ni et al. (2010) presented a fatigue reliability model which integrates the 
probability distribution of hot spot stress range, provided by long-term monitoring data of 
the Tsing Ma Bridge, with a continuous formulation of the Miner’s damage cumulative 
rule.  
However, the mentioned studies considered only a single slope S-N approach for 
their prediction models. The bi-linear S-N approach was examined by Crudele & Yen 
(2006) and Yen et al. (2009, 2013). They studied the AASHTO S-N lines and proposed a 
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slope of 4 for the S-N lines below the CAFT for assessing fatigue of steel details. Their 
study was based on the concept of decreasing fatigue constant amplitude threshold. Kwon 
et al. (2012) addressed the same issue in a probabilistic framework by studying the 
improvement in the predicted fatigue life when adopting a slope of 4 below the CAFT. It 
should be noted that some international design guides adopt a multi-linear approach for 
fatigue resistance calculations. For example, the Eurocode 3 (EC3) (Eurocode 2010) uses 
a tri-linear approach with a slope of 3 above the CAFT, slope of 5 below CAFT and a 
horizontal line after the cut-off fatigue limit. A typical EC3 S-N line is shown in Figure 
3.1. 
 This chapter examines the bi-linear approach for fatigue assessment of structural 
details using reliability-based methods. The fatigue reliability index provides the tool for 
quantifying the remaining fatigue life. The main goal of this chapter is to improve the 
fatigue service life prediction process under uncertainty by integrating SHM data into a 
probabilistic bi-linear S-N approach. Additionally, it focuses on examining the effect of 
the slope below the CAFT, defined herein as m2 (the second slope of the S-N line), on the 
predicted fatigue life. Needless to say, this goal is not easy to achieve through 
experimental investigations as it involves a very large number of cycles, which is 
impractical to be performed even in a long-term experimental work. This fact suggests 
the need of an effective theoretical approach that can make use of the available SHM data 
to achieve the research goals. Attempting to address this issue, a parametric study 
showing the effect of m2 on the fatigue life of the details is performed. The slope of the S-
N lines below the CAFT, ranging from 3 to 5, is studied and the reliability index profiles 
with respect to the different slopes of the S-N lines below CAFT are generated. In 
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addition, the effect of the slope below CAFT on the fatigue life is examined under 
different target reliability indices. Furthermore, an existing bridge detail is used to 
illustrate the proposed probabilistic bi-linear S-N approach.  
3.3 Fatigue Assessment 
As previously indicated, fatigue assessment of structural details can be performed by 
means of two approaches; the crack growth and the S-N approaches. In the S-N approach, 
adopted in this study, the S-N lines provide the fatigue resistance based on the expected 
number of stress cycles acting on the detail. This means that the key parameters that can 
lead to a reliable fatigue life prediction are the stress range acting on the detail and the 
number of stress cycles. The cumulative number of cycles can be found, during 
assessment, by means of SHM techniques, while during design phase, the AASHTO 
specifications (AASHTO 2014) can provide an estimate for the number of cycles 
depending on the bridge location, bridge geometry, and the location of the detail within 
the bridge. For the load effect, the stress range acting on the detail can be calculated using 
the standard fatigue truck analysis. Alternatively, SHM results can provide more accurate 
estimate of the stress ranges acting on the detail. The data collected during the SHM are 
processed using an appropriate cycle counting algorithm, such as the rainflow algorithm 
(Downing & Socie 1982), to construct the stress range bin histogram for each monitored 
structural detail, which is used afterwards for the fatigue assessment and remaining life 
prediction. 
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3.4 Fatigue Resistance 
According to the AASHTO LRFD Bridge Design Specifications (AASHTO 2014), a 
detail can have an infinite or finite fatigue life based on the value of the stress range 
experienced by the detail. The AASHTO finite fatigue life equation for single slope S-N 
lines is 
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in which ΔF is the fatigue resistance (i.e., stress range), A is the fatigue detail coefficient 
for each category, N is the number of cycles, and m is a material constant defining the 
value of the single slope of the S-N line. This value is considered to be equal to 3 for steel 
details. 
For the bi-linear S-N approach, Equation (3.1) for fatigue resistance estimation 
can be written as 
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where m1 and m2 are the slopes of the S-N lines above and below the CAFT respectively, 
A1=A and 
)(
12
12 mmCAFTAA
 . A1 and A2 are the fatigue detail coefficients above 
and below the CAFT, respectively. The values of A1 and the CAFT are shown in Table 
3.1 for the AASHTO design specifications (AASHTO 2014) predefined structural details. 
Table 3.2 gives the values of A2 for different details and for different values of m2. 
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3.5 Equivalent Constant Amplitude Stress Range 
Since bridges are subjected to variable amplitude stress range cycles, the equivalent 
constant amplitude stress range needs to be calculated for the fatigue assessment. For the 
linear S-N approach, Miner’s rule (Miner 1945) can be used to find the equivalent 
constant amplitude stress range, Sre, as follows 
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where ni is the number of cycles in the predefined stress range bin Sri and ntotal is the total 
number of cycles. To improve the flexibility of the prediction models, Sre can 
alternatively be calculated using the PDF of the stress range as follows 
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where fs(s) is the PDF of the distribution of the stress range , S. For structural steel bridge 
details, this PDF can be considered to be Lognormal or Weibull. The three-parameter 
PDFs of these distributions, including cut-off threshold, sc, are respectively given by 
Equation (2.15) and (2.17) in Chapter 2.  
On the other hand, Sre can be calculated for the bi-linear S-N approach as (Kosteas 
1999, Yen et al. 2013) 
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in which 
o
in  is the number of cycles in the stress range bin Sri greater than CAFT, 
o
jn  is 
the number of cycles in the stress range bin Srj less than CAFT,   )()( ojoi nn  is the 
total number of cycles to failure, and m1 and m2 are the slopes of the S-N line above and 
below the CAFT, respectively.  
Alternatively, using the bi-linear S-N approach, Sre can be calculated using the 
PDF of the stress range as follows 
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3.6 Fatigue Life 
Fatigue life, measured as the number of cycles to failure, is commonly calculated as  
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for the single slope S-N approach. While for the case of bi-linear approach, it can be 
calculated as 
2
2
m
reS
A
N    for CAFTreS                                     (3.8) 
This number of cycles can be used in conjunction with the average daily number of 
cycles Navg, provided by the SHM results, to estimate the bridge detail fatigue life in 
years using the following equation 
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avgN
N
t


365
                                                   (3.9) 
The calculated fatigue life can be used to find the remaining fatigue life Trem as  
srem ttT                                                   (3.10) 
where ts is the number of elapsed service years of the bridge. However, Equation (3.9) for 
calculating the fatigue life neglects the annual traffic increase rate and assumes that the 
average daily number of cycles, Navg , remains constant since the opening of the bridge, 
which can decrease the accuracy of the fatigue life calculation. This is better addressed 
using the actual vehicle count data, as discussed later in this chapter. 
3.7 Fatigue Reliability Analysis  
Reliability index has been widely accepted as a structural performance measure. The 
reliability index calculation involves the calculation of the probability of failure, Pf, as the 
probability of violating a certain limit state. Therefore the reliability index can be defined 
as follows 
 1 1 fP                                                      (3.11) 
in which    1   is the inverse of the standard normal cumulative distribution function. 
For assessing the remaining fatigue life in a probabilistic manner, a reliability 
approach is developed based on the bi-linear S-N fatigue resistance model. The 
performance function used in developing the fatigue reliability model can be expressed as  
   g t D t                                                      (3.12) 
where Δ =  Miner’s critical damage accumulation index, indicates the resistance and it is 
assumed to be lognormal with mean value of 1.0 and coefficient of variation (COV) of 
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0.3 (Wirsching 1984), and D(t) = Miner’s damage accumulation index which can be 
expressed as  
 
1
2
2 1
1
1
( )
              ( )                    for CAFT
( )
    ( )           for CAFT
( )
m
re re
m
re rem m
N t
S S
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D t
N t
S S
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
 

 

  

                  (3.13) 
where reS  is the equivalent constant amplitude stress ranges calculated using the bi-linear 
S-N approach. In this chapter, the values of 1m , CAFT, and the number of cycles 
obtained from the monitoring program N(t) are considered to be deterministic. On the 
other hand, the stress range reS  and the fatigue detail coefficient 1A  are considered 
random. Two separate cases will be considered for 2m ; first it will be treated as a 
deterministic parameter and next as a random variable.  
Equations (3.12) and (3.13) can be used to calculate the reliability index using 
computer software such as RELSYS (Estes & Frangopol 1998) or CalREL (Liu et al. 
1989). The discussed procedure for fatigue assessment is summarized in the flowchart 
shown in Figure 3.2. 
3.7.1 Effect of m2 on fatigue life 
A parametric study has been performed to study the effect of the second slope, m2, on the 
fatigue life of structural steel details. In order to calculate the mean of the equivalent 
constant amplitude stress range, Sre, the variable amplitude stress range, Sr, is assumed to 
be a lognormal distributed random variable. Different mean values and COVs of Sr are 
used to generate different stress range spectra. Given that this investigation deals with the 
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details experiencing equivalent stress range below the CAFT, the mean value of Sr is 
assumed to be 0.5 CAFT and 0.75 CAFT. These two values, which were obtained by 
reviewing statistically a wide range of bridge details monitored by the ATLSS Center at 
Lehigh University, are used in the parametric study to understand the effect of the mean 
value of Sr on the fatigue reliability. For these mean values, three COVs (i.e. 0.3, 0.4 and 
0.5) are considered. However, to calculate the fatigue reliability index, Sre, is assumed to 
be log-normally distributed with COV of 0.1 (Ayyub et al. 2002 and Kwon et al. 2011). 
3.7.2 Effect of m2 on the reliability profile 
To study the fatigue reliability deterioration over time, detail category “C” is selected and 
the average daily truck traffic (ADTT) is assumed, following the AASHTO specifications 
(AASHTO 2014), to be 1290 truck per day. This value is used as the number of cycles 
per day assuming that each truck passage produces only one stress cycle at the detail. The 
number of cycles is then projected and the reliability indices versus the number of cycles 
to failure, for detail category “C”, are calculated and plotted in Figures 3.3 (a), (b), and 
(c) for the different COVs of Sr.  In Figure 3.3 (d), the reliability profile for m2= 4 is 
compared for different values of COV of Sr. 
              Figure 3.3 clearly shows that the increase in the value of m2 significantly 
improves the reliability index and, accordingly, the fatigue life of the detail. This figure 
also shows that for a low number of stress cycles, the increase in the reliability index 
when adopting a slope m2 of 5 instead of 3 may not be significant; however, for higher 
numbers of stress cycles, this increase is significant and the reliability index is doubled 
after 60 million cycles. This can be attributed to the nature of the bi-linear S-N lines, for 
low number of stress cycles, the increase in the allowable stress that is gained when 
65 
adopting a slope m2= 5 instead of m2= 3 is low, while for large number of stress cycles, 
this increase in the allowable stress is high, and it is almost 46% at 60 million cycles. 
This is clearly shown, for detail class “C”, in Figure 3.4. 
3.7.3 Effect of the mean value of the variable amplitude stress range 
To study the effect of the mean value of Sr on the reliability profile, the number of cycles 
versus the reliability index is plotted in Figure 3.5 for COV (Sr) = 0.4 and two different 
values for the mean value of Sr. The plot shows the significant effect of the mean value of 
Sr on the fatigue reliability; a 50% increase in the stress range level can produce a 
substantial decrease of the fatigue performance of a detail. 
3.7.4 Reliability indices for a given target fatigue life 
The reliability index is then plotted against the different values of m2 for different target 
fatigue life. The results are shown in Figure 3.6 (a), (b), and (c) for different values of 
COV of Sr.  Figure 3.6 (d) shows the reliability index versus the slope m2 for different 
COVs of Sr and a target life of 35 million cycles, which is equivalent to the AASHTO 75 
years design life for a detail of category “C” using the previous assumption of 1290 
cycles per day and 1.0 stress cycle per truck passage. The results show that the increase in 
the reliability index at the end of the 75 years of service life, when adopting a slope m2 of 
5, is 86%, 72%, and 62% for COVs 0.3, 0.4, and 0.5, respectively, while for m2 of 4, the 
respective increase is 45%, 39%, and 34%.    
3.7.5 Fatigue life for different target reliability indices 
Next, the expected fatigue life is plotted versus the slope below the CAFT for different 
target reliability indices, the results for COV (Sr) = 0.4 are shown in Figure 3.7. Since the 
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reliability profiles, shown in Figure 3.3, have the tendency to flatten near the end of the 
service life, the fatigue life for the combinations that have a high value of m2 and a low 
value of the target reliability index can indeed produce an infinite fatigue life. This is 
clearly expressed in Figure 3.7 for the case with a target reliability index of 2. This figure 
shows that the increase in the service life with respect to the value of m2 is much more 
significant for low target reliability indices.  
3.7.6 Effect of m2 on different detail categories 
The previous parametric studies are next applied on other AASHTO (AASHTO 2014) 
detail categories. The AASHTO parameters of each category are used and the 75 years 
AASHTO ADTT corresponding to infinite fatigue life is adopted. Figure 3.8 compares 
the reliability profiles for category “C” and “E”. It is shown that different categories yield 
identical fatigue reliability profiles for a given stress range level (i.e. 0.5 CAFT or 0.75 
CAFT) when using the AASHTO 75 years number of cycles. 
3.8 Case Study 
The fatigue life of a shelf plate detail in an existing bridge, the I-39 Northbound Bridge 
over the Wisconsin River, is investigated for different values of m2. Fatigue assessment 
of the detail is performed using the previously discussed approach with the aid of the 
monitoring data of this detail. The monitoring data was collected during the field 
monitoring of the bridge performed by the ATLSS Engineering Research Center at 
Lehigh University in 2004 (Mahmoud et al. 2005). 
3.8.1 Bridge description 
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The I-39 Bridge is located near Wausau, Wisconsin and carries US 51 and I-39 
northbound over the Wisconsin River. The bridge is a five span continuous steel girder 
bridge and was opened to traffic in 1961. The bridge is symmetrical about the midpoint 
of the third span and has a total length of 194.78 m (639 ft). The length of the first, 
second, and third spans are 33.41 m (109.6 ft), 42.64 m (139.9 ft), and 42.66 m (140 ft), 
respectively. The bridge crosses the Wisconsin River from the Village of Rothschild on 
the southeast, to the town of Weston, Marathon County on the Northwest side. Figure 3.9 
shows an elevation of the bridge.  
The long-term monitoring was performed on 26 different details of the bridge. 
This long-term monitoring was conducted from July 29, 2004 through November 3, 
2004, for a total of approximately 95 days. Personal communication with Wisconsin 
department of transportation (WisDOT) revealed that the bridge was completely 
rehabilitated in 2006 and that the work was finished in 2008. The rehabilitation actions 
included replacing the existing deck, widening the piers and abutments, and adding more 
girders in addition to retrofitting the existing steel girders. 
3.8.2 Equivalent stress range 
The detail at Channel 1 is investigated in this study. This detail is a connection between a 
lateral shelf plate and the bottom flange of one of the main girders. This detail is shown 
in Figure 3.9.  
For the classified AASHTO categories, the detail at Channel 1 is classified as 
category E with CAFT of 31 MPa (4.5 ksi). The value of A1 for this category is 3.611011 
MPa3 (11108 ksi3) as shown in Table 3.1. 
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The monitoring data for Channel 1 is used in this study to generate the stress 
range bin histogram using the rainflow cycle counting algorithm (Downing & Socie 
1982). The maximum stress range of the detail at Channel 1 is found to be 103.5 MPa (15 
ksi). This value is higher than the defined AASHTO (AASHTO 2014) CAFT, implying 
that the detail should experience finite fatigue life.  A cut-off threshold of 6.9 MPa (1.0 
ksi) was selected for truncating the stress range histogram data. This cut-off threshold 
approximately corresponds to 0.25 CAFT of the studied details which was found to be an 
appropriate value for this type of details (Mahmoud et al. 2005, Connor and Fisher 2006). 
Based on the truncated stress range histogram, a goodness-of-fit test, using Anderson and 
Darling (Anderson & Darling 1952) method, was conducted to select the best fit among 
the Weibull and Lognormal distributions. As shown in Figure 3.10, the three-parameter 
Weibull distribution offers the best fit for the stress range data obtained from the field 
monitoring. The parameters of the PDF are 1.145 and 0.771 for the scale and shape 
parameters respectively, while the distribution threshold is 6.9 MPa (1.0 ksi). The stress 
range bin histogram and the proposed distribution are shown in Figure 3.11 (a). Using 
these parameters and Equation (3.6), the values of Sre are calculated for different values 
of m2.  
3.8.3 Number of cycles 
Based on the rainflow data, the average number of cycles per day at Channel 1 is found to 
be 2857. Using this number of cycles as the daily number of cycles since the bridge was 
opened to traffic may give a conservative life estimate, as it does not take into account 
the considerable traffic volume growth that has been developing since the opening of the 
bridge. In addition, since the values of Sre are higher than 0.5 CAFT, the detail is 
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expected to have a finite fatigue life and it is important to calculate the cumulative 
number of cycles accurately to get a more refined prediction model. For this reason, the 
actual vehicle count obtained from WisDOT and discussed in Mahmoud et al. (2005) is 
used to develop a traffic growth model. This traffic growth model is then adjusted to give 
the same number of cycles found by the rainflow data in 2004, which is 2857 cycles per 
day. 
The traffic logs provided by WisDOT are in the form of discrete Average Daily 
Traffic (ADT) count. It was recorded in selected years from 1964 to 2001. However, the 
number of cycles should be calculated using the ADTT rather than the ADT, this is due 
to the fact that lighter vehicles have little effect on fatigue damage (Moses et al. 1987). In 
this study the ADTT is assumed to be 12 % of the ADT (Mahmoud et al. 2005). In order 
to obtain a function for estimating the annual ADTT, a linear fitting is developed to fit 
the discrete ADTT data. The discrete ADTT, calculated as 12 % of the recorded ADT, 
and the fitting are shown in Figure 3.11 (b). However, due to the large variability in the 
data recorded before 1978, the largest recorded ADT from 1964 to 1978 is used and 
assumed to be constant during this period. Using this approach, the ADTT is projected up 
to the year 2004.  
It is also known that the number of cycles should not be considered the same as 
the ADTT, as each truck can produce more than one cycle. To estimate the number of 
cycles per day at Channel 1 from the ADTT data, the projected ADTT of the year 2004 is 
correlated to the number of cycles per day greater than 6.9 MPa (1.0 ksi), which is 
obtained from the SHM results. This is done by dividing the number of cycles per day 
obtained from the monitoring data by the projected ADTT at the year 2004. For this 
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detail, the number of cycles/day obtained from the monitoring results is found to be 2,857 
and The ADTT for 2004 is estimated to be 1,889. Using the two values, the number of 
cycles per day can be estimated to be 1.512 times the ADTT. 
3.8.4 Fatigue reliability profiles 
Based on the calculated values of Sre, the cumulative number of cycles, and 
Equation (3.12), the fatigue reliability profile of the detail is produced using the software 
RELSYS (1998). These reliability profiles are plotted in Figure 3.11 (c) for values of m2 
ranging from 3.0 to 5.0. The coefficient of variation of the Sre is assumed to be 0.1.   
The fatigue service life of the detail is then plotted versus the target reliability 
index for different values of m2; the plot is shown in Figure 3.12 (a). The last year in the 
fatigue service life is shown in Table 3.3 for different values of m2 and for different target 
reliability indices. The use of the values in the hatched area of Table 3.3 predicts that the 
detail should be already cracked, which is not true for this case. This shows that the 
values of m2 and βtarget defined in the hatched region are conservative and should not be 
used in fatigue life estimation. Figure 3.12 (b) shows the increase in service life due to an 
increase of m2 from 3 to 5 and from 3 to 4 for different target reliability indices. Given 
that a reasonable target reliability index for the fatigue problem under consideration 
would range from 2.0 to 3.5 (Moses et al. 1987), it is shown from Figure 3.12 and Table 
3.3 that an increase in m2 from 3 to 5 will give a corresponding increase of 22%, 17.8% 
and 14.3% in the fatigue service life for βtarget of 2.5, 3.0 and 3.5, respectively. 
Additionally, considering m2 to be 4 instead of 3 will give an increase in the fatigue life 
of 11%, 7.2% and 6% for the previously mentioned respective target reliability indices. 
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Since the value of the slope below the CAFT carries significant uncertainty, it was 
of interest to the authors to study the fatigue reliability profile of Channel 1 considering 
the uncertainty inherent in the value of m2. For this study, three different distribution 
models are assumed for the value of m2. The first distribution, Distribution I, considers 
m2 to be triangularly distributed random variable ranging from 2.5 to 5 with a median 
equal to 3. Distribution II is also triangular ranging from 2.5 to 5 but with a median of 4, 
while for Distribution III, the value of m2 is considered to be uniformly distributed 
between 2.5 and 5. These distributions are used in a Monte Carlo simulation, using 
Equation (3.12), to calculate the probability of fatigue failure of the detail. Values of m1, 
CAFT and the number of cycles are considered to be deterministic throughout the 
simulation, while the values of A1 and Δ are considered to be log-normally distributed 
random variables. A mean of 1.0 and a COV of 0.3 are adopted for Δ (Wirsching 1984). 
On the other hand, a mean value of 1.44×1013 MPa3 (4.4×1010 ksi3) and a COV of 0.45 
are considered for the variable A1 (Kwon & Frangopol 2010).  In order to calculate Sre for 
each simulated sample, Equation (3.6) is integrated numerically and embedded in the 
simulation code.  A number of 10 million simulations is chosen based on comprehensive 
convergence studies. A sample convergence plot is shown in Figure 3.13. This number of 
simulations is performed for each number of cycles starting from 12.1 million cycles, the 
number of cycles at the CAFT and corresponds to the year 1995, up to the year 2040, 
four years after the 75 years of service life of the bridge which will be reached in 2036. 
The resulting reliability profiles is plotted in Figures 3.14 (a), (b) and (c) with the 
previously generated reliability profiles considering m2 to be a deterministic variable 
ranging from 3 to 5. Figure 3.14 (d) compares the reliability profile for the three 
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distributions of m2. The last year for fatigue service life estimated by the three 
distribution models of m2 is also listed in Table 3.3. The fatigue service life extracted 
from the reliability profiles of the three distributions is almost identical with a difference 
of three years for target reliability indices of 3 and 3.5.  
3.9 Conclusions 
This chapter investigates the effect of the slope of the S-N lines below the CAFT, m2, on 
the remaining fatigue life of structural steel details. A probabilistic approach was used to 
calculate the fatigue remaining life. This approach is based on the bi-linear fatigue S-N 
lines, in which the S-N lines have different slopes above and below the CAFT. The 
AASHTO detail categories and their associated parameters were used in this 
investigation. A parametric study was performed to study the effect of the value of m2 on 
the fatigue reliability and the fatigue remaining life. The study considered different 
values for the mean and the COV of the stress range. A case study was analyzed in this 
chapter, in which the data from the long-term monitoring of a detail in an existing bridge, 
the I-39 Bridge over the Wisconsin River, was used to establish stress range histogram. 
The equivalent stress range, for different values of m2, was calculated using this 
histogram and a fatigue reliability study was performed on this detail. The fatigue 
remaining life was calculated for different values of m2. In addition, the slope below the 
CAFT was considered to be a random variable and the fatigue life estimation is 
performed for three different distributions of m2. The following conclusions can be 
drawn: 
1. The use of the bi-linear S-N approach always predicts longer fatigue life compared to 
the life calculated using the single slope AASHTO S-N lines. Additionally, increasing 
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the value of m2 from 3 to 5 results in a significant increase in the remaining life 
especially for target reliability indices ranging from 2.0 to 3.5. 
2. For a low number of stress cycles, the increase in the reliability index when 
increasing the slope below the CAFT may not be significant; however, for higher 
numbers of stress cycles, this increase is significant and in some cases the reliability 
index can be doubled 
3. The fatigue reliability is very sensitive to the mean value of the variable amplitude 
stress range. 
4. Using recorded vehicle count data provides additional information for improving the 
accuracy of the fatigue life assessment. 
5. Modeling m2 as a random variable during fatigue assessment of details is a rational 
approach; however, more studies are required to find the appropriate statistical 
characteristics of this variable. This can be achieved by making use of the available 
bridge inspection and monitoring results and will help improving the fatigue life 
assessment process of bridges. 
6. This approach improves the fatigue life assessment process under uncertainty and can 
be effectively integrated into the LCM framework shown in Figure 1.1.  
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Table 3.1   S-N values based on the AASHTO fatigue categories (AASHTO 2014) 
Detail category 
CAFT 
MPa (ksi) 
Values of constant A1 
MPa3 (ksi3) 
A 165 (24) 82.01011 (250108) 
B 110 (16) 39.31011 (120108) 
B' 82.7 (12) 20.01011 (61108) 
C 69 (10) 14.41011 (44108) 
C' 82.7 (12) 14.41011 (44108) 
D 48.3 (7) 7.211011 (22108) 
E 31 (4.5) 3.611011 (11108) 
E' 17.9 (2.6) 1.281011 (3.9108) 
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Table 3.3   Predicted end of service life of the detail at Channel 1 
m2 
End of fatigue service life*† 
βtarget = 2.5 βtarget = 3.0 βtarget = 3.5 βtarget = 4.0 βtarget = 5.0 
3.0 2024 2017 2010 2004 1994 
3.5 2028 2019 2012 2005 1995 
4.0 2031 2021 2013 2006 1995 
4.5 2034 2024 2015 2008 1996 
5.0 2038 2027 2017 2009 1993 
Distribution I 2029 2021 2015 2009 1993 
Distribution II 2032 2024 2017 2011 1995 
Distribution 
III 
2029 2021 2014 2007 1997 
* Bridge opened in 1961; the highlighted area indicates that the detail should be cracked 
† Bridge was rehabilitated in 2006 
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Figure 3.1  EC3 (Eurocode 2010) typical fatigue strength curve for normal stress range 
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Figure 3.2  Fatigue assessment flowchart 
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(c) 
 
(d) 
 
Figure 3.3  Reliability Index versus number of cycles for different values of m2: (a) COV 
(Sr) = 0.3, (b) COV (Sr) = 0.4, (c) COV (Sr) = 0.5, and (d) for different values of 
COV (Sr) with m1=3 and m2=4 
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Figure 3.4  S-N lines for AASHTO (AASHTO 2014) category “C” with m2 = 3 and 5 
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Figure 3.5  Reliability Index versus number of cycles for different mean values of the 
variable amplitude stress range with COV (Sr) = 0.4 and m2 = 4 
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Figure 3.6   Reliability Index versus the slope below the CAFT for different target 
fatigue life: (a) COV (Sr) = 0.3 (b) COV (Sr) = 0.4, (c) COV (Sr) = 0.5, and (d) 
for different COVs and a target life of 35 million cycles 
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Figure 3.7   Expected fatigue life versus the slope below CAFT for COV (Sr) = 0.4 and 
different target reliability indices 
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Figure 3.8  Reliability Index versus number of cycles from 10 years to 75 years: (a) 
Category “C” and (b) Category “E” 
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Figure 3.10  Goodness-of-fit tests at Channel 1: (a) Weibull distribution and (b) 
Lognormal distribution 
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Figure 3.11  Fatigue reliability of the detail at Channel 1: (a) Stress range histogram and 
its PDF at Channel 1, (b) Estimation of the ADTT from 1978 to 2004, and (c) 
Reliability profiles of the detail 
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Figure 3.12  Fatigue life prediction of the detail at Channel 1: (a) Fatigue service life of 
the detail versus the target reliability index for different values of m2, and (b) 
Increase in service life of the detail for different values of m2 
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Figure 3.13   A sample convergence plot for the reliability index at the year 2010 
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Figure 3.14   Fatigue reliability simulation results compared to the previous ones: (a) 
Distribution I, (b) Distribution II, (c) Distribution III, and (d) simulation 
results of the three distributions 
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CHAPTER 4 FATIGUE RELIABILITY ESTIMATION OF 
ALUMINUM SHIP DETAILS BASED ON SHM 
4.1 Overview 
The evolution of naval vessels towards high-speed crafts subjected to severe sea 
conditions has promoted an increasing interest in lightweight high-strength materials. 
Due to its strength and weight characteristics, aluminum has been proven especially 
suitable as construction material for hull structures, as well as other vessel parts. 
However, fatigue in aluminum naval crafts needs to be effectively addressed for the 
proper life-cycle assessment. SHM systems constitute effective tools for measuring the 
structural response and assessing the structural performance under actual operational 
conditions.  
In this chapter, an approach for using SHM information in the fatigue reliability 
analysis and service life prediction of aluminum naval vessels is presented. The 
accumulated fatigue damage and the fatigue reliability are quantified based on SHM data 
acquired under different operational conditions, specified by the ship speeds, sea states, 
and heading angles. Additionally, an approach for estimating the reliability-based fatigue 
life under a given operational profile is presented. Seakeeping trial data of an aluminum 
high-speed naval vessel are used to illustrate the proposed approach. This chapter, along 
with the previous one, aims to improve the capabilities of the performance prediction 
module of the LCM framework shown in Figure 1.1 with respect to fatigue critical 
structures. 
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The work in this chapter is based on the papers Soliman & Frangopol (2013a, 
2014c) and Soliman et al. (2014a).  
4.2 Background 
The use of aluminum in modern naval ships has been recently growing. This is 
due to its competitive weight and strength characteristics which make it preferable, over 
conventional steel, to comply with the rapid increase in speed and load requirements. 
Recently, researchers and designers have been investigating various properties of 
aluminum as a construction material, including the ultimate carrying capacity of stiffened 
panels, corrosion resistance, and fatigue behavior of aluminum details. Additionally, this 
material has been used for innovative structural details whose behavior may still not be 
well understood. As a result, methodologies for predicting aluminum ship behavior are 
still topics of active research, focusing especially on the hull capacity, performance in 
aggressive environments and fatigue resistance (Sielski 2007).  
Fatigue damage is one of the main concerns in naval engineering. It occurs at 
different locations of the ship structure, where stress concentrations or fabrication defects 
may exist. Fluctuations of stress levels during regular ship operation may cause crack 
initiation and propagation at these locations. The resulting reduction of the capacity of the 
affected region may cause failure at load levels well below the service ones. As a result, 
structures subjected to fatigue damage accumulation require frequent inspections and 
maintenance actions which can significantly raise the operational cost of the vessel. 
Fatigue assessment of steel ships and their life-cycle fatigue behavior have been widely 
investigated (Paik & Frieze 2001; Ayyub et al. 2002), and several established design 
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guides and technical reports have been produced (Munse et al. 1982; Glen et al. 1999b; 
ABS 2010; DNV 2010). For aluminum structures, various design guides provide rules for 
the fatigue design and assessment of structural details, such as the Eurocode 9 (Eurocode 
2009) and the DNV (DNV 1997). However, design guidance for fatigue life estimation in 
high speed naval vessels is still lacking the level of support and detail present in steel 
ships, and many of the structural details adopted in aluminum ships are still not included 
in the design codes (Collette 2005). Even for steel ships designed using the appropriate S-
N specifications, cracks are commonly found to initiate and propagate long before the 
anticipated fatigue service life is reached (Hess 2007). This suggests the need for more 
research and refinements in the current fatigue design and assessment approaches to 
accurately understand the actual ship fatigue behavior under normal operational 
conditions. 
Structural response of ships under sea loading is subjected to randomness inherent 
in the load conditions, material properties, damage propagation and cross-sectional 
dimensions. In this context, SHM is an important tool for the reduction of uncertainties, 
providing information on the real-time structural response (Okasha et al. 2011). For 
fatigue studies, SHM data can be used for calculating the fluctuating stress levels acting 
on the details at different operational conditions. This task could be theoretically 
performed through a comprehensive finite element analysis (FEA) coupled with spectral 
analysis of the actual ship properties (Violette 1998). However, this process is more 
suited towards the design stage as it consists of significant assumptions and 
simplifications that can be dropped by using SHM.  
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Reliability analysis provides a unified measure of the structural performance that 
takes into account both aleatory and epistemic uncertainties (Frangopol 2011), an 
attractive feature for fatigue analysis. Moreover, it can give an adjusted service life based 
on the required safety level for the ship, which is a function of the ship importance, age, 
and use, among others (Kwon & Frangopol 2012). Although reliability-based fatigue 
evaluation of steel ship details is well established (see Paik & Frieze (2001) and Ayyub et 
al. (2002)), it is still an active research area for aluminum ones. Most of the studies in this 
field predict the unified long-term probability density function (PDF) of the ship loading 
based on the anticipated ship operational conditions which assumes a specific 
combination of speeds, heading angles, and wave conditions (Brady 2004a; Collette & 
Incecik 2006; Hess 2007; Kwon et al. 2013). This adds significant uncertainties in the 
fatigue life estimation especially for littoral combat vessels which do not have a well-
defined route and are required to operate in a wide range of operational conditions (Hess 
2007; Salvino & Brady 2008). Additionally, this approach leaves no room to investigate 
the effect of different operational conditions on the fatigue damage accumulation. As a 
result, it is not possible to isolate those operational conditions causing severe fatigue 
damage from the ship operational profile. This operational profile, developed based on 
the operational conditions encountered by the ship, is defined in the form of discretized 
blocks of constant sea-state, speed, and relative heading. Each block has a probability 
which represents the fraction of the navigation time spent in that operational condition 
(Brady 2004a). Moreover, this load profile cannot be easily updated, should the ship 
operational profile change at any point in its life-cycle. 
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This chapter presents a reliability-based approach to quantify the long-term 
reliability and fatigue service life based on the short-term SHM data collected during 
seakeeping trials. The fatigue reliability and damage accumulation are assessed with 
respect to various operational conditions, including the significant wave height, 
encountered wave period, navigation speed, and heading angle. The effect of automated 
ride control systems at various operational conditions on the fatigue performance and 
reliability is also investigated. The results can be effectively integrated within the LCM 
framework to support the decision making process with regards to the safe operational 
conditions. Moreover, it can assist in the evaluation of the current design and assessment 
guidelines under the effect of large number of cycles that are normally not reached in 
laboratory testing. Additionally, a computationally efficient approach for the reliability-
based estimation of the fatigue service life, based on the SHM data collected either 
during seakeeping trials or normal ship operation, is proposed. After the initial data 
analysis, the proposed approach gives the possibility to non-technical crew personnel to 
estimate the fatigue life at critical details. The approach is applied to the SHM data 
collected during seakeeping trials performed on an aluminum high-speed naval vessel 
(the HSV-2) in 2004.  
4.3 Fatigue Damage 
As previously mentioned, fatigue is considered as a major threat for metallic structures in 
general, and for ships in particular, since the vessel is subjected to a large number of 
stress cycles throughout its service life. This is more endangering in the case of 
aluminum high-speed vessels. Despite their competitive corrosion resistance and strength 
to weight ratio, aluminum structures have a crack propagation rate considerably higher 
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than steel structures (Sielski 2007), and therefore a shorter expected fatigue life. This is 
clearly represented in Figure 4.1 where the S-N diagrams of the same details made of 
aluminum and steel are compared. These S-N lines are adapted from the Eurocode 3 
(Eurocode 2010) and the Eurocode 9 (Eurocode 2009) for steel and aluminum 
constructions, respectively. Figure 4.1 (a) depicts the S-N relations for rolled or extruded 
aluminum and steel members, while Figure 4.1 (b) illustrates the same relations for a 
welded member. As shown, for any stress level, the fatigue life of the aluminum 
members is considerably reduced compared to the steel ones, and the difference is 
significantly larger in the case of welded structures. In this chapter, the S-N relation given 
by Equation (2.11) is used. 
4.3.1 Stress range 
Different stress analysis methods can be used for the fatigue assessment of aluminum 
details, namely the nominal stress, structural hot spot stress, and notch stress (Maddox 
2003; Ye & Moan 2008). The choice of the stress type and its corresponding S-N 
relationships mainly depends on the available data. The nominal stress approach is 
adopted by several design and assessment guides such as the Eurocode 9 (Eurocode 
2009). This method uses the stress acting on the considered location neglecting the stress 
concentration arising from both the structural configuration and the weld effect. These 
effects are inherently considered within the S-N line definition. The main advantage of 
using this approach is the ease of application since the nominal stress calculation is 
usually straightforward. On the other hand, to assess the fatigue damage for a specific 
detail using this approach, a similar match in the design guide has to be found, and this is 
not always possible for ship structures.   
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The structural hot spot stress approach uses the stress induced in the proximity of 
the weld, including the stress concentration due to the structural configuration but not due 
to the weld itself. This stress is next compared to S-N lines which, instead, incorporate the 
effect of weld stress concentration. The calculation of the structural stress requires more 
advanced structural analysis than the nominal stress case. To exclude the stress 
concentration due to the weld, a single reference point at a prescribed distance from the 
weld toe can be used; otherwise the structural stress can be extrapolated by measurement 
performed at multiple reference points (Radaj 2006). The advantage of such approach is 
that a lower number of S-N curves needs to be evaluated compared to the nominal stress 
case. 
The last method, the notch stress, uses the total stress acting at the crack initiation 
location, which includes the stress concentration due to both the structural configuration 
and the weld geometry. The notch stress is usually more difficult to obtain; however, it 
can be used to find the fatigue life of the structural detail using the S-N curve for a base 
non-welded metal. A representation of the three stress types is shown schematically in 
Figure 4.2. 
When dealing with SHM data, it is not practical to find the stress concentration at 
the weld toe using strain measurement, due to the high stress gradient at this location. 
Thus, depending on the available data, the nominal stress approach can be used if a 
similar detail can be found in design guides. Otherwise, the structural hot spot stress 
approach can be used. In the latter case, several recommendations for the placement of 
sensors to measure the structural stress can be found in literature. For instance, Niemi 
(1995) proposes to perform linear extrapolation of the stresses measured at distances 0.4tp 
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and 1.0tp from the weld toe, where tp is the plate thickness. Other classification societies, 
such as the Lloyd’s register approach, herein adopted, uses the stress measured at 0.5tp as 
the structural stress (Ye & Moan 2008). 
Ship structures are naturally subjected to variable amplitude stress cycles. If the 
distribution of the stress cycle amplitudes is known, Miner’s damage accumulation rule 
(Miner 1945) given by Equation (2.12) can be used to find a representative equivalent 
constant amplitude stress range.  
Based on Miner’s damage accumulation rule, an equivalent constant amplitude 
stress range can be defined by Equations (2.13) and (2.14). For the case study discussed 
in this chapter, it was found that the Weibull distribution provides a very good fit for the 
stress range data of the analyzed aluminum detail. The three-parameter PDF of this 
distribution is given by Equation (2.17).  
4.3.2 Fatigue life 
For an equivalent constant amplitude stress range, fatigue life can be measured as the 
number of cycles to failure as follows 
mS
A
N 
                                                            
(4.1) 
where A = fatigue coefficient dependent on the type of the detail, m = slope of the S-N 
lines in logarithmic scale, and S = stress acting on the detail. This number of cycles N, in 
conjunction with the average annual number of cycles Navg obtained by the SHM data, 
returns an estimation of the fatigue life tf in years, using the following equation 
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f
avg
N
t
N
                                                           (4.2) 
and, therefore, the remaining fatigue life Trem as  
rem f sT t t                                                        (4.3) 
where ts is the already spent service life.  
4.3.3 Fatigue reliability 
The reliability index   has been used herein as the structural performance indicator. It is 
directly linked to the probability of failure Pf (i.e. the probability of violating a certain 
limit state), through the following relationship (Kwon and Frangopol 2010) 
 1 1 fP                                                       (4.4) 
in which    1   is the inverse of the standard normal cumulative distribution function. 
For the probabilistic assessment of the remaining fatigue life, the reliability is 
quantified based on the following performance function 
  ( )g t D t                                                     (4.5) 
where Δ = Miner’s critical damage accumulation index, indicating the allowable 
accumulated damage and assumed lognormal distributed with mean 1.0 and coefficient of 
variation (COV) 0.48 (Collette & Incecik 2006); D(t) = Miner’s damage accumulation 
index, which can be expressed as 
 
( ) avgm m
re re
t NN t
D t S S
A A

                                        (4.6)                       
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where A and m = S-N relationship parameters (see Equation 4.1), Sre = equivalent constant 
amplitude stress range (see Equations 2.13 and 2.14), and Navg = average annual number 
of cycles. 
Based on Equations (4.4) and (4.5) and assuming that all the random variables 
(i.e. reS , A , and Δ) follow the lognormal distribution (Ayyub et al. 2002; Kwon & 
Frangopol 2010), the fatigue reliability index β can be found as follows: 
222 )(
)(ln
)(
re
re
SA
SA
m
tNm
t








                                  (4.7) 
where λ and ζ are the lognormal parameters associated with different random variables. 
By setting a fatigue reliability threshold βtarget and considering Equation (4.7), the 
fatigue life tf can be determined as follows 
Sre
k m
f
avg
e
t
N
 
                                                       (4.8) 
where  
2
A targetk                                               (4.9) 
and 
 
2
2 2 2
reA S
m      
                                      (4.10)
 
Equation (4.8) represents an immediate way to estimate the reliability-based fatigue life 
for a selected operational condition, once the associated stress range distribution is 
known. 
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4.4 Fatigue Reliability under Multiple Operational Conditions 
Investigating the long-term fatigue reliability of a ship detail requires analyzing all 
operating conditions that the vessel is expected to encounter. The main factors that have 
to be taken into account are ship speed, wave height and period, and heading angle. 
Long-term fatigue assessment of high-speed vessels can be performed using the lifetime 
weighted sea method (Hughes 1988). This method predicts the ship long-term response 
as a combination of short term structural responses evaluated for various operational 
conditions. In this type of analysis, the response is usually obtained by structural analysis. 
Stress transfer functions, determined at the studied location for the specified ranges of 
wave heights and periods and heading angles, are used to calculate the stress energy 
spectrum and the spectral moments. The short-term responses are combined into a long-
term one, for a prescribed operational profile, through the probabilities of the different 
short-term operational conditions. Moreover, under the assumption of Gaussian 
distributed loads and narrow-band load response, closed form solutions are available for 
the determination of the cumulative damage accumulation (Jensen 2001; ABS 2010). As 
mentioned previously, this process consists of significant assumptions that are not always 
realistic for high-speed naval vessels and may be avoided by using the SHM data. 
When SHM information is available, the short-term response of the ship detail, 
for a selected operational condition, can be directly found using strain measurements 
recorded during seakeeping trials, performed on the vessel at the beginning of its service 
life. Subsequently, for a prescribed operational profile with assigned probabilities of 
occurrence pj of different sea states, speeds, and heading angles, the total damage 
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accumulation index DT can be found, under the assumption of linear damage 
accumulation, as 
1
on
T r j j
j
D T p D

                                                (4.11) 
where no = number of operational conditions encountered by the ship during the reference 
time Tr (years), and Dj = annual damage accumulation index for the detail associated with 
the jth operational condition. An alternative approach to compute DT is to find an 
equivalent stress range by using Equation (2.13) and calculating the total damage 
accumulation under this equivalent condition. Finally, the fatigue life Tf can be found as 
1
1
o
r
f n
T
j j
j
T
T
D
p D
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 

                                           (4.12) 
Similarly, the fatigue reliability under multiple operational conditions can be evaluated 
using the performance function 
( ) Tg t D                                                   (4.13) 
which can be expressed as 
1
( )
on
r j j
j
g t T p D

                                              (4.14) 
By substituting Equation (4.6) into Equation (4.14), the performance function can be 
rewritten as 
1
( )
o
j
j
mn
re
r j avg
j
S
g t T p N
A
                                            (4.15) 
where 
javg
N = average number of cycles acting on the detail during one year of exposure 
to the jth operational condition, and 
jre
S = constant equivalent stress range acting on the 
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detail at the jth operational condition. The stress range and the number of cycles can be 
found using the SHM data collected during the water trials. Equation (4.15) can be used 
to find the time-variant fatigue reliability, and the fatigue life can be determined by 
comparison with a prescribed target reliability threshold.  
For the case where the random variables follow the lognormal distribution, it has 
not been possible to determine the analytical solution of Equation (4.15) in terms of the 
reliability index due to the presence of the sum over the different operational conditions 
constituting the complete operational profile. Accordingly, an approximate reliability-
based fatigue life is herein proposed, based on the individual fatigue lives associated with 
different operational conditions. Denoting 
jf
t  as the reliability-based fatigue life under 
the jth operational profile, an approximate damage accumulation index D* can be defined 
for the detail after exposure to no operational states, as 
*
1
o
j
n
j
r
j f
p
D T
t
                                                    (4.16) 
where  
jf
t  can be calculated using Equations (4.8) – (4.10) as  
,
,
j Sre j
j
j
k m
f
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e
t
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 
                                                      (4.17) 
Thus, the reliability-based fatigue life Tf is obtained as 
*
1
1
o
j
r
f n
j
j f
T
T
pD
t
 

                                                   (4.18) 
This approach, in which short-term monitoring data are used to predict the long-
term response, offers several advantages compared to adopting either a single long-term 
load response or a long-term monitoring program. A unified long-term load response has 
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the main drawback of being strongly dependent on the anticipated long-term operational 
profile for the ship. For high speed naval vessels, usually, a safe operational envelope can 
be defined to establish ship use limitations to specific sea conditions in order to reduce 
the likelihood of damage to the ship structure. In fact, the reaction of the crew towards 
the operational envelope has a significant effect on the actual long-term loading profile 
(Collette 2005).  A change in the operational profile will alter the predicted long-term 
response and, as a result, the estimated fatigue life has to be re-calculated. If the fatigue 
life estimation is required for a different operational profile, the analysis has to be 
entirely redone since the combination of the short-term responses constitutes the first step 
in the fatigue assessment. In this regards, the approximate approach proposed herein only 
requires to update the probabilities of occurrence pj for the new long-term operational 
profile and evaluate the reliability-based fatigue life by Equation (4.18).  Therefore, the 
assessed fatigue life can be easily updated whenever new information on the actual 
operational profiles of the ship is available. It is worth noting that the reliability threshold 
should be selected a priori by the vessel manager, and that the proposed procedure allows 
determining the fatigue life with respect to the selected threshold. 
On the other hand, long-term monitoring programs are expensive due to the high 
cost associated with the monitoring systems, as they require regular maintenance 
activities and regular data processing, which may add a significant burden to the 
operational cost of the ship. In general, the cost of long-term monitoring program consists 
of the (a) general access and preparation cost, (b) monitoring system cost, (c) 
maintenance cost, and (d) continuous analysis and report preparation cost. The latter 
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often constitutes the largest part of the monitoring program cost (Frangopol et al. 
2008a,b).  
4.5 Case Study 
4.5.1 General 
The fatigue assessment and reliability analysis presented in this chapter are applied to the 
HSV-2 swift, an aluminum wave piercing catamaran, with an overall length of 98 meters, 
designed and built in Tasmania, Australia (Incat 2012). The HSV-2 is capable of reaching 
speeds of 38-47 knots while maintaining an average speed of 35 knots (Incat 2012). The 
ship is also equipped with a T-foil that is used by the ride control system to stabilize the 
ship motions at high speeds. A general view of the ship is shown in Figure 4.3 (a) based 
on Brady (2004b,c), Salvino and Brady (2008), and Incat (2012). The ship was completed 
in December 2003 and it was instrumented with various types of sensors, during the 
period 2003-2004, to measure the (a) primary load response, (b) stress concentrations, (c) 
secondary slam loads, (d) ramp, crane, vehicle deck, and helicopter deck strains. 
Moreover, the ship was instrumented with accelerometers at various locations and an 
over-the-bow wave height system supplemented by Tsurumi Seiki Co. Ltd. (T.S.K) 
(T.S.K. 2013). Foil strain gauges as well as piezoelectric accelerometers were wired and 
connected to remote junction boxes and an instrumentation trailer (Brady 2004b). The 
instrumentation required the use of remote junction boxes to provide a cabling scheme in 
which small sensor wires from multiple locations were combined and routed in larger 
cables for termination at the instrumentation trailer; a two-pair signal cable connecting 
the sensor to the remote junction boxes was installed by the monitoring personnel (Brady 
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2004b). The main objectives of the monitoring plan were to (a) develop safe operating 
limits for the HSV-2 swift based on structural responses measured during calm water 
powering trials and rough water seakeeping trials, (b) comparing these limits to the safe 
operational envelope established by the American Bureau of Shipping, and (c) quantify 
the adequacy of the structure against global loads, as well as, slam events (Brady 2004b). 
As indicated in (Brady 2004b), a total of 16 sensors were placed for measuring 
the structural response due to global loading. These sensors, denoted as T1-1 to T1-16, 
recorded the global bending stresses, pitch connecting moments, and split responses. 
Another group of sensors, T2-1 to T2-9 and T2-12 to T2-21, was installed to measure the 
stress concentration at various locations. Positions of the structural response sensors (i.e., 
T1 and T2 sensors) were selected based on detailed finite element analysis and previous 
experience with similar vessels (Brady 2004b). Data recorded by these sensors have a 
sample rate of 100 Hz. Seakeeping trials were set up to expose the ship to different 
operational conditions covering multiple speeds, wave headings, and sea states. Thus, the 
trials were performed by executing octagon patterns where wave headings of 0°, 45°, 90°, 
135°, 180°, 225°, 270°, 315°, and 360° were encountered. However, considering the 
symmetry of the vessel, most of the runs were executed to cover only 5 heading angles. A 
total of 22 trial octagons have been performed at different speeds ranging between 2 and 
35 knots at sea states 4 and 5. To study the effect of the ride control system on the 
structural response, a portion of those trial octagons was performed with the T-foil 
deployed while the rest was performed with the T-foil retracted. Slam load analysis 
performed by (Brady 2004a) showed that deploying the T-foil may slightly increase the 
slam pressure; however, it reduces the rate of slams. The study by Brady (2004a) was 
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based on a comparison at speed 20 knots with no assessment with respect to fatigue, 
which is sensitive to both the pressures and the number of cycles. In this chapter, a 
comparison of the fatigue response with respect to the T-foil deployment is performed at 
different operational conditions. 
4.5.2 Fatigue analysis 
For fatigue analysis, the global response (i.e., T1) or stress concentration sensors (i.e., 
T2) can be used. Since many of the construction details have no direct match in the 
design guides, the nominal stress approach was not used in this study. Thus, the T2 strain 
gauges are used with the hot spot structural stress S-N approach. Among those sensors, 
the sensor T2-4, placed to measure the bending response on keel frame 26 on the port 
side, is analyzed herein. This sensor and its mirrored sensor T2-5, installed on the same 
frame but on the starboard side, show the highest strain response among all the T2 
sensors. The location of frame 26 and the sensor T2-4 are shown in Figure 4.3 (b) and 4.3 
(c), respectively. 
The strain gauge measurements provide the loading effects for the fatigue 
assessment process. Since strains at the studied T2 sensor are well below the yield limit, 
Hooke’s law is used to convert strains to stress values. For the resistance, the S-N 
relationship based on the hot spot approach proposed in (Collette & Incecik 2006) is used 
herein. This approach provides the mean S-N line based on regression analysis of 21 tests 
reported in (Tveiten 1999). In this chapter, both deterministic and probabilistic fatigue 
assessment are performed. For the deterministic case, the design curve is obtained by 
shifting the mean S-N line by two standard deviations of log(A) to the left (Fisher et al. 
1998). On the other hand, for reliability analysis, the mean S-N line is used. Both the 
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design and the mean S-N line are plotted in Figure 4.4. The intercepts of the adopted 
design and mean S-N lines are reported in Table 4.1. 
4.5.3 Analysis of SHM data 
Ship structures are normally subjected to various simultaneous loading actions, such as 
low frequency (i.e., wave induced), high frequency, still water, and thermal loadings. The 
still water and thermal loadings have, usually, very low frequency and they affect only 
the mean stresses. Therefore, they have minimal effect on fatigue damage accumulation 
(Munse et al. 1982). The response due to wave induced and dynamic loadings can be 
captured using strain measurements recorded by monitoring systems showing, typically, 
the overall response to both loading conditions. Since the effect of this combined load on 
the fatigue damage accumulation is herein analyzed, it has not been necessary to identify 
low and high frequency load components. This is in contrast with ultimate load capacity 
analyses in which the decomposition into low and high frequency loads is essential 
(Okasha et al. 2011). However, digital filters have been used herein to remove low 
amplitude stress cycles associated with very high frequencies induced by external noise 
and having negligible effect on the fatigue accumulation. After analyzing the Fourier 
transforms of signals recorded during various operational conditions, it has been chosen 
to process all signals with a low-pass Butterworth filter (Giovanni & Sorrentino 2007) 
with 7.0 Hz cut-off frequency. A sensitivity analysis has been performed to investigate 
the effect of the cut-off frequency on the annual fatigue damage accumulation, showing 
only marginal increase in the annual fatigue damage accumulation for cut-off frequencies 
above 7 Hz. In Figures 4.5 (a) and 4.5 (b), the amplitudes of the Fourier transform of two 
strain signals recorded at speeds 20 and 35 knots, respectively, are plotted. The raw 
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signal, in the time domain, is shown in Figure 4.6 (a) for run 133, and a close-up look is 
shown in Figure 4.6 (b) to demonstrate the effect of the filtering process. The MATLAB® 
signal processing toolbox in version 2012a (Mathworks Inc. 2012) has been used. 
After filtering the signal, the rainflow algorithm (Downing & Socie 1982) is used 
to construct the stress range bin histograms and obtain the average number of cycles for 
each operational condition. The resulting stress range histograms are used to find the 
equivalent constant amplitude stress range using Equation (2.14). A distribution fitting 
process is performed, using the maximum likelihood method, to find the best fit for the 
stress range data among multiple candidate distributions, namely, lognormal, Rayleigh, 
Weibull, and exponential. Goodness of fit is judged using the Kolmogorov-Smirnov test 
(Ang & Tang 2007) as well as probability plots. Analyses of the fitting data showed that 
the Weibull distribution provides the best fit for the short term stress range records. The 
fitting results are illustrated in Figure 4.7 for the Run 70 with speed 20 knots for head sea 
conditions; in particular, Figures 4.7 (a), (b), and (c) show the probability plot of the 
stress range data for the Weibull, lognormal, and exponential distributions, respectively. 
Additionally, Figure 4.7 (d) shows the stress range bin histogram along with the best 
distribution fit. 
4.5.4 Fatigue damage accumulation 
Fatigue damage assessment is performed for the detail equipped with the sensor T2-4 
using the strain measurements for the range of available operational conditions. Equation 
(2.12) is used for this task considering an annual ship operation rate or = 2/3 (i.e., it is 
considered that the ship is operated 2/3 of the time). The results of such analysis provide 
indications on the effect of different operational conditions on the fatigue damage. Figure 
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4.8 (a) shows the annual damage accumulation with respect to the speed for sea states 4 
and 5. It should be noted that the strain records of the operational condition at sea state 5 
with speed 20 knots and heading angle 0° were not included in the monitoring data. As 
expected, the damage accumulation increases with the speed. Higher sea states have 
significant effect on the damage accumulation especially at speeds higher than 30 knots. 
At 35 knots, an increase of 250% in the damage accumulation is found when the sea state 
changes from 4 to 5. Additionally, the study is performed with respect to the significant 
wave height and the encountered wave period, which is dependent on the ship speed. 
Results reported in Figure 4.8 (b) illustrate the variation of the annual fatigue damage 
accumulation of the detail with respect to the encountered wave period for different 
values of the significant wave height H. As shown, the damage accumulation decreases 
with the increase in the encountered wave period. Additionally, the accumulation 
increases with the increase in the significant wave height H; this effect is amplified for 
low values of the encountered wave period (i.e., at higher navigation speeds). It is also 
observed that the difference in the damage accumulation occurring at sea state 4 for 
speeds 20 and 30 knots is very small. This can be attributed to the difference in the wave 
period between the two operational conditions. 
The effect of the T-foil deployment on the fatigue damage accumulation at 
various operational conditions has been also investigated. Results are depicted in Figure 
4.9 for sea state 5 and head sea condition, considering various speeds, and T-Foil 
deployed or retracted. At low speeds (15 knots and below) the effect of the T-foil on the 
damage accumulation seems negligible. However, with the increase in speed, a different 
behavior is observed; at 30 knots, the damage accumulation is lower with the T-foil 
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retracted, with a reduction of 30% in the damage accumulation when compared to the 
case with the T-foil deployed; whereas, at 35 knots, the T-foil deployment reduces the 
damage accumulation by about 30%. Therefore, with respect to the fatigue damage 
accumulation, the T-foil seems to be not effective at speeds 30, 15, and 2 knots. 
The effect of the heading angle is next analyzed; the annual damage accumulation 
with respect to the heading angle at speed 15 knots is reported in Figure 4.10 for different 
sea states. The same trend in the results is observed for the two considered sea states with 
respect to the heading angle; however, an upwards shift in the damage accumulation 
occurs with the higher sea state. The damage accumulation is maximum for head sea 
condition and minimum for beam (i.e., heading angle = 90°) and following seas (i.e., 
heading angle = 180°). For heading angles 45° and 135°, the damage accumulation level 
is almost equal, residing at around 75% of that occurring at head sea conditions. Similar 
results were found for the case of T-foil deployed, shown in Figure 4.11 (a). The damage 
accumulation has similar values to the case of T-foil retracted at most heading angles, 
except for the head sea (i.e., heading angle = 0°) and the following sea in which the T-foil 
deployment causes a slight increase in the damage accumulation. This observation is in 
line with the results shown in Figure 4.9. The effect of heading angle on the fatigue 
damage accumulation trend changes with higher speed. Figure 4.11 (b) shows the annual 
damage accumulation at speed 35 knots, for different heading angles and T-foil deployed 
or retracted. As expected, the T-foil reduces significantly the damage accumulation for 
most heading angles except 135° and 180°. In these cases, the damage accumulation 
shows no sensitivity with respect to the T-foil condition. Figures 4.12 (a) and (b) provide, 
in polar plot representation, the annual damage accumulation at speeds 15 and 30 knots 
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for sea states 4 and 5, respectively. As shown, the speed of the ship has a significant 
effect on the damage accumulation at different heading angles and sea states. 
4.5.5 Fatigue reliability  
Fatigue reliability for the individual operational conditions is found by means of 
Equations (4.5) and (4.6) using the software CalREL (Liu et al. 1989) that implements 
second order reliability method (SORM). Figure 4.13 plots the time-variant reliability 
index for different operational conditions, assuming that the ship is subjected to the same 
operational condition throughout its service life, with an annual operational rate or = 2/3. 
Figure 4.13 (a) shows the reliability profiles at speed 30 knots for different sea states 
whereas Figure 4.13 (b) highlights the effect of the speed on the fatigue reliability by 
showing the fatigue reliability profile for speeds 15, 20, 30, and 35 knots, at sea state 5. 
Figure 4.13 (c) shows a comparison between the reliability profiles obtained with the T-
foil deployed and retracted at speed 35 knots. As expected from previous results, using 
the T-foil improves the reliability at high speeds, increasing the predicted fatigue life by 
more than 100%, specifically, 28.1 years and 13.4 years for target reliability indices of 
2.0 and 3.0, respectively. The effect of the heading angle is shown in Figure 4.13 (d) in 
which the reliability is plotted for 0°, 45° and 90° heading angles. For other heading 
angles, since the damage accumulation is significantly low, the resulting reliability 
profiles are extremely high compared to those associated with the considered angles; 
thus, these profiles have been excluded from the plot. 
When the real operational profile recorded in the ship log files is considered, a 
different reliability profile has to be expected. If the time spent in each operational 
condition or the probability of being in each operational condition is known, the overall 
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fatigue reliability, as a result of being exposed to multiple operational states, can be found 
using Equation (4.15). Additional information on obtaining these probabilities and the 
overall operational profile of a ship can be found in (Glen et al. 1999a). This information, 
in conjunction with the SHM data recorded during the sea keeping trials at an early stage 
of the ship service life, can be used to project the long-term reliability profile of the ship. 
As an example, a simple operational profile is provided in Table 4.2 where the 
probabilities of being in each sea state, heading angle, and speed are given for three 
different operational conditions (i.e., C1, C2 and C3). In this case, the reliability analysis 
is performed using the software CalREL. Figure 4.14 (a) shows the reliability profiles of 
each operational condition, assuming complete operability of the ship in this condition, 
and the overall reliability profile arising from the real operability in the mixed operational 
states. The target service life can be easily estimated by establishing a reliability index 
threshold βtarget. Setting βtarget = 2.0 returns a fatigue life of 13.30 years at the detail, 
whereas, βtarget = 3.0 gives 6.38 years of fatigue life. This fatigue life seems to be 
relatively short, especially when compared to other types of structures such as steel ships 
and bridges. However, as previously mentioned, the analyzed detail shows significantly 
higher strain response compared to other monitored locations. This suggests the need for 
more frequent inspections at the analyzed detail to detect and repair any cracks before 
they reach their critical sizes. 
The simplified approach provided by Equations (4.16)-(4.18) is also used to find 
the fatigue life at each operational state and the overall fatigue life at the detail. The time 
to failure for each operational state and given by Equation (4.17), is listed in Table 4.2 for 
target reliability indices 2.0 and 3.0. Using Equation (4.18) for the listed operational 
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states returns a fatigue life of 13.27 years and 6.34 years for target reliability index of 2.0 
and 3.0, respectively. Results obtained by Equations (4.16)-(4.18) are within 5% of those 
calculated using SORM. However, this simplified method can be used to immediately 
update the fatigue life, if any future changes should affect the ship operational profile. 
For example, the updated operational profile given in Table 4.3 is analyzed. This profile 
provides the same operational states reported in Table 4.2 with modified probabilities; in 
addition, more operational states characterized by having the T-foil retracted for speeds 
lower than 35 knots are considered. The fatigue reliability profiles for the individual 
operational conditions and the overall updated profile are given in Figure 4.14 (b). The 
fatigue life can be easily updated to account for the modified operational profile. Using 
Equations (4.16)-(4.18), a fatigue life of 15.83 and 7.56 years is obtained for βtarget = 2.0 
and 3.0, respectively, compared to 15.92 and 7.65, given by the SORM. As shown, both 
methods yield similar fatigue life estimates for different target reliability indices. 
4.6 Conclusions 
In this chapter, fatigue assessment of aluminum high speed naval vessels with respect to 
individual operational conditions has been performed. In addition, an approach for the 
reliability-based fatigue assessment and life estimation has been proposed. Operational 
data of the ship, in terms of the time spent at each operational condition (i.e., sea state, 
heading angle, and speed), were used, in conjunction with the sea trial SHM data, to 
project the long-term fatigue reliability of a ship detail. The hot spot structural stress 
approach was used for the fatigue assessment; however, the proposed methodology can 
be applied to any stress analysis method. The proposed approach allows to (a) evaluate 
the reliability-based fatigue life in a straightforward manner; (b) analyze the effect of 
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different operational conditions on the fatigue damage accumulation to adjust the ship 
safe operational profile and minimize the probability of fatigue failures; (c) plan the ship 
route in order to minimize the fatigue damage accumulation; and (d) promote the real-
world application of reliability-based methods using SHM information. The proposed 
fatigue life estimation method is applied to strain data of the HSV-2 obtained during the 
seakeeping trials of the vessel. The following conclusions can be drawn: 
1. Operational conditions have different effects on the fatigue damage accumulation. 
Some combinations of speeds, sea states, and wave headings have a significant effect 
on fatigue damage accumulation. These operational conditions should be identified 
and they should be avoided to prevent the accelerated damage to the ship structure. 
2. The effect of the T-foil on the damage accumulation has to be investigated carefully 
for different operational conditions. For the analyzed vessel, it was found that at 
speeds 30 and 15 knots, the damage accumulation is larger when the T-foil is 
deployed. However, for speed 35 knots, the T-foil deployment significantly reduces 
the damage accumulation. 
3. Although fatigue is a major aspect affecting the ship safety, other aspects, such as the 
serviceability and ultimate strength should also be studied. 
4. The proposed approach enables the active integration of fatigue aspects in the LCM 
framework in which inspection and maintenance optimization can be performed, as 
well as the active route planning to minimize the fatigue damage accumulation at 
critical details during voyages. 
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Table 4.1 Deterministic parameters and random variables for fatigue assessment 
Parameter Notation 
Distribution 
type 
Mean 
value 
COV† 
Slope of S-N lines††  m - 3.0 - 
Miner’s critical damage 
accumulation index††   
Δ Lognormal 1.0 0.48 
Equivalent constant 
amplitude stress range 
Sre Lognormal Eq. (4) 0.1 
Intercept, mean value*††   E(log A) Lognormal 11.47 0.53 
Intercept, lower bound* E(log A) – 2   σ (log A) - 11.07 - 
†   Coefficient of variation 
†† Based on (Collette & Incecik 2006) 
*  Based on regression analysis of test results for aluminum details reported in (Tveiten 1999) 
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Table 4.2 Parameters of the first operational profile and the corresponding fatigue life 
Operational Condition Parameters  Fatigue life (years) 
Operational 
state 
Probability 
Sea 
State 
Heading 
Angle 
Speed 
(knots) 
T-Foil 
 βtarget = 
2.0 
βtarget = 
3.0 
C1 0.30 5 45° 15 Deployed 
 
90.2 43.1 
C2 0.45 5 0° 30 Deployed 
 
6.55 3.13 
C3 0.25 4 315° 35 Deployed 
 
75.2 35.9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
122 
Table 4.3 Parameters of the updated operational profile and the corresponding fatigue 
life 
Operational Condition Parameters 
 Fatigue life 
(years) 
Operational 
state 
Probability 
Sea 
State 
Heading 
Angle 
Speed 
(knots) 
T-Foil 
 βtarget = 
2.0 
βtarget = 
3.0 
C1 0.20 5 45° 15 Deployed 
 
90.2 43.1 
C2 0.25 5 0° 30 Deployed 
 
6.55 3.13 
C3 0.20 4 315° 35 Deployed 
 
75.2 35.9 
C4 0.15 5 45° 15 Retracted 
 
97.55 46.6 
C5 0.20 5 0° 30 Retracted 
 
10.76 5.15 
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(a) 
 
(b) 
 
Figure 4.1 Comparison between Eurocode S-N lines for steel (Eurocode 2010) and 
aluminum (Eurocode 2009) details; (a) rolled or extruded sections, and (b) 
members with longitudinal fillet weld 
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Figure 4.2 Schematic showing different stress types for fatigue analysis 
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(a) 
 
 
(b) 
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(c) 
 
Figure 4.3  The vessel under investigation (based on Brady (2004b,c), Salvino and Brady 
(2008), and Incat (2012)); (a) general overview of the ship, (b) sketch of the 
plan view showing the location of the detail on Frame 26, and (c) the 
analyzed detail 
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Figure 4.4 The adopted hot spot structural stress S-N lines 
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(a) 
 
(b) 
 
Figure 4.5 Amplitudes of the Fourier transform of strain signals; (a) for speed 20 knots at 
head sea condition and sea state 5, and (b) for speed 35 knots at head sea 
condition and sea state 4 
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(a) 
 
(b) 
 
Figure 4.6 A sample of SHM data; (a) raw signal without filtering, and (b) comparison of 
the response before and after the filtering process 
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(a) 
 
(b) 
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(c) 
 
 
(d) 
 
Figure 4.7 Distribution fitting process; probability plot of the stress range for multiple 
distribution types (a) Weibull, (b) lognormal, and (c) exponential; (d) 
histogram and Weibull PDF of the stress range 
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(a) 
 
(b) 
 
Figure 4.8 Variation of the annual fatigue damage accumulation of the detail with respect 
to (a) speed of the ship for different sea states, and (b) encountered wave 
period for different values of the significant wave height H 
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Figure 4.9 Variation of the annual fatigue damage accumulation of the detail with respect 
to the speed of the ship showing the effect of the T-foil deployment on the 
fatigue damage accumulation 
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Figure 4.10 Variation of the annual fatigue damage accumulation of the detail with 
respect to the heading angle for different sea states 
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Figure 4.11 Variation of the annual fatigue damage accumulation of the detail with 
respect to the heading angle showing the effect of T-foil deployment at (a) 
sea state 5 and speed 15 knots, and (b) sea state 4 and speed 35 knots 
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Figure 4.12 Comparison between the annual fatigue damage accumulation at speed 15 
and 35 knots with respect to the heading angle for (a) sea state 4 with the T-
foil retracted, and (b) sea state 5 with the T-foil deployed 
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Figure 4.13 Time-variant fatigue reliability index and its sensitivity with respect to the 
effect of (a) sea states, (b) speeds, (c) T-foil deployment, and (d) heading 
angle 
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Figure 4.14 Time-variant fatigue reliability index for (a) original individual operational 
states and the overall reliability index profile, and (b) updated individual 
operational states and the overall reliability profile 
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CHAPTER 5 A FRAMEWORK FOR INSPECTION, MONITORING, 
AND MAINTENANCE OPTIMIZATION 
5.1 Overview 
This chapter proposes a comprehensive probabilistic framework for optimum inspection, 
monitoring, and maintenance planning for deteriorating structures. The proposed 
framework covers the following aspects of the LCM (a) the service life prediction under 
uncertainty accounting for damage occurrence and propagation, (b) the relation between 
the degree of damage and the probability of damage detection of an inspection or 
monitoring method, and (c) the effects of maintenance and repair on the service life, life-
cycle cost, and maintenance delay. The optimum inspection, monitoring, and 
maintenance types and times, in addition to monitoring durations, are obtained through an 
optimization formulation which simultaneously minimizes the life-cycle cost, maximizes 
the expected service life, and minimizes the expected maintenance delay over the life-
cycle. The life-cycle cost includes the cost of inspection, monitoring, and maintenance 
actions, as well as the cost of failure of the investigated componenet/system. The service 
life, life-cycle cost, and maintenance delay along with inspection and maintenance 
actions are formulated using a decision tree model. The selection of the appropriate 
maintenance type depends on the degree of damage. Based on the investigated structure 
and the available inspection, monitoring, and maintenance methods, the proposed 
approach can be used to schedule only inspection and maintenance actions, monitoring 
and maintenance actions, or inspection, monitoring, and maintenance actions. Several 
examples of the proposed framework are included. These examples cover RC bridges 
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subjected to corrosion damage, in addition to steel bridges and ships under fatigue 
deterioration. 
The work in this chapter is based on the published and submitted papers Kim et al. 
(2013), Soliman et al. (2013b), and Soliman et al. (2014b). 
5.2 Background 
In the previous chapters, reliability and service life prediction of bridges and naval 
vessels under fatigue deterioration have been performed. The optimization of inspection 
and maintenance actions was not included. However, if the acceptable reliability levels 
(i.e., threshold) are specified, reliability profiles resulting from these approaches can be 
used for threshold-based maintenance optimization (see Example 2.1). If it is required to 
schedule inspections and monitoring actions, in addition to maintenance, the problem 
becomes more complex and a more comprehensive framework is needed. This is 
especially true if the optimization should also provide the optimum inspection and 
maintenance types (Okasha & Frangopol 2010a). Regardless of the optimization goals, 
the first step is the accurate prediction of the deteriorating structural performance under 
uncertainty. A significant amount of effort has been made to predict the service life of 
deteriorating structures. Fatigue and corrosion have been considered as predominant 
deterioration mechanisms (Fisher 1984; Chaker 1992; Zayed et al. 2002; Schijve 2003; 
Chung et al. 2006; Sohanghpurwala 2006). The propagation of fatigue cracks and 
corrosion over time have been modeled using experimental and theoretical studies. 
However, a single representative prediction model that can be applied to multiple 
deterioration mechanisms does not exist. This is due to the fact that the damage 
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propagation is a complex process that is highly dependent on the uncertain parameters 
which govern the deterioration process (Ahmad 2003; Fatemi & Yang 1998).  
In the last decades, several probabilistic approaches for the optimum maintenance 
planning of deteriorating structures have been provided. Lifetime optimization 
methodologies for planning repair strategies of corroded RC structures were developed 
by Enright & Frangopol (1999), Estes & Frangopol (1999), Miyamoto et al. (2000), 
Stewart (2006), and Orcesi & Cremona (2009), among others. Furthermore, several 
probabilistic approaches for obtaining optimum maintenance strategies have been 
developed and applied to steel and aluminum structures including ships and bridges 
subject to fatigue and corrosion (Garbatov & Guedes Soares 2001; Luki & Cremona 
2001; Zayed et al. 2002; Kwon & Frangopol 2011, 2012a,b).  
Inspection and Monitoring results are generally used to determine if the damage 
exists, what degree of damage is, and furthermore, the types of maintenance. For this 
reason, integrated inspection, monitoring, and maintenance planning should be 
considered. Although these interventions significantly improve the structural 
performance, they impact the total life-cycle cost of a structure, especially if their 
application requires putting the structure out of service for a certain period of time. 
Moreover, if the deterioration can lead to catastrophic failures, delayed maintenance can 
endanger the serviceability and survival of a structure. Therefore, minimizing the 
maintenance delay, defined as the average time lags between the damage occurrence and 
the application of maintenance actions and between damage occurrence after the 
maintenance and the end of the service life, may require additional inspections and 
maintenance actions to be performed yielding a higher life-cycle cost. Thus, interventions 
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must be rationally planned along the service life of a structure to maintain an optimal 
balance between the service life, life-cycle cost, and maintenance delay. 
Several approaches for the probabilistic inspection and/or maintenance planning 
for deteriorating structures have been proposed (Chung et al. 2006; Garbatov & Guedes 
Soares 2001; Kim & Frangopol 2011a; Kwon & Frangopol 2012a). In these studies, 
probabilistic performance indicators such as the probabilistic damage level (i.e., crack 
size or degree of corrosion) or reliability index have been used. The main outcomes of 
such studies include the optimum NDI times and types, as well as, the ideal maintenance 
times. 
The use of monitoring systems with automated ability to detect fatigue and 
corrosion damage propagation has emerged as an alternative to traditional NDI methods. 
These systems rely on installing sensors that continuously monitor and record the 
structural response or emissions and attempt to identify and localize the damage based on 
the recorded data. Thus, they can detect the damage with minimal disturbance to the 
operational schedule of the structure, which is especially beneficial for the case of ships. 
An example of such systems is the acoustic emission (AE) monitoring for steel and 
aluminum structures (Wang et al. 2010; Maslouhi 2011; Yu et al. 2011). However, the 
use of long-term monitoring may impose a high life-cycle cost associated with the 
continuous need to transfer and process acquired data, in addition to the maintenance of 
the monitoring system itself. As a result, several studies focused on optimizing the 
inspection and monitoring activities along the service life of a structure. Kim & 
Frangopol (2011a) proposed an approach for the inspection and monitoring optimization 
of structures under fatigue effects. The approach was focused on minimizing the expected 
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damage detection delay and the inspection and monitoring cost. Orcesi & Frangopol 
(2013) proposed another approach in which the optimization problem was formulated to 
find the best monitoring plan to minimize the error in the collected data that arises from 
interrupting the monitoring activities throughout the service life. Minimizing the 
monitoring cost was also included as an objective. Although these studies performed the 
scheduling for inspection and monitoring actions, maintenance and repair planning was 
not included; this limits their applicability and precludes them from being integrated into 
a method to extend service life. 
This chapter proposes a comprehensive probabilistic framework for optimizing the 
inspection, monitoring, and maintenance activities during the service life of deteriorating 
structures with emphasis on bridges and ships. A multi-objective optimization problem is 
formulated and solved to simultaneously minimize the total life-cycle cost, maximize the 
expected service life, and minimize the expected maintenance delay. The life-cycle cost 
includes the costs associated with inspection, monitoring, and maintenance activities, as 
well as the expected failure cost. This last cost is computed by combining the monetary 
loss resulting from structural failure and the time-based probability of failure defined in 
terms of the required service life and the PDF of the service life extended through the 
application of maintenance actions. The proposed approach contributes to the LCM 
problem by (a) being able to simultaneously schedule inspection, monitoring, and 
maintenance activities, (b) integrating the probability of failure and the failure cost into 
the life-cycle cost formulation, and (c) providing the ability to minimize the delay 
associated with the application of maintenance actions along the service life. The outputs 
of this approach are the optimum inspection times, monitoring times and durations, and 
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critical damage level for applying maintenance. The types of maintenance actions are 
determined based on the degree of damage. This approach provides the ability to use the 
measured damage level during inspection and monitoring actions to identify the need for 
maintenance. Accordingly, the resulting management plans allow for an effective and 
reliable decision making process. The proposed approach is applied to several case 
studies including a general example, naval ship details under fatigue, and an RC bridge 
under corrosion. 
5.3 Time-based Performance and Probability of Failure  
In this framework, the structural performance is evaluated in terms of the time-dependent 
damage level (i.e., crack size or degree of corrosion) and lifetime functions. For fatigue 
damage, the approach based on the LEFM is used to predict the crack growth (see 
Section 2.2.3.2). For corrosion damage, although the approach can be used or structures 
under general and pitting corrosion, the latter has been primarily addressed by the 
examples in this chapter. The model proposed by Val & Melchers (1997) is used to 
predict the damage (see Equations (2.28) and (2.29)) caused by pitting corrosion of steel 
reinforcement in RC bridge members.  
Due to uncertainties associated with damage initiation and propagation, Monte 
Carlo simulation is used to draw samples from the time to failure T of the component 
under investigation. The PDF of T,  Tf t , can be then obtained through an appropriate 
distribution fitting process such as the maximum likelihood method (Ang & Tang 2007). 
For small time interval t  and a given time t, this PDF provides the probability that the 
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failure will occur between the time t and  t t . Therefore, it has the following 
probabilistic interpretation (Leemis 1995) 
  
( )T
P t T t t
f t
t
  


                                            (5.1) 
where  P   represents the probability of occurrence of the event between parentheses. 
Based on the simulated PDF,  Tf t , the cumulative probability of failure, ( )TF t , 
representing the probability that the time to failure T (i.e., service life) of a component is 
less than t, can be computer (see Equation (2.9)). The simulation process and the 
resulting PDF and CDF of the time to failure are show schematically in Figure 5.1. 
In order to compute the probability of failure and the expected cost of failure, a 
failure event must be defined. Several definitions for failure can be found in literature. 
For instance, reliability theory states that the failure occurs when the demand on the 
structure exceeds its capacity (Melchers 1999).  Chung et al. (2006), Kim & Frangopol 
(2011a), and Soliman & Frangopol (2014) defined the probability of failure as the 
probability that the crack will reach its critical size without being detected by the 
inspection plan. In this chapter, the time-based probability of failure is computed based 
on the CDF, ( )TF t , of the service life T, which can be extended through the application 
of maintenance actions. If a specific service life t* is required, the probability of failure 
Pf, given as the probability that the critical damage level will be reached before t
*, is 
computed as    * *f TP P T t F t   . The application of maintenance actions will 
change the PDF and CDF of the service life in the manner shown in Figure 5.1 and, 
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consequently, will change the probability of failure. Pf is later incorporated into the 
optimization scheme presented in this chapter. 
5.4 Non-destructive Inspection and Monitoring 
Among the available NDI techniques used in civil and marine structures, the liquid 
penetrant, ultrasonic, and magnetic particle inspection methods are widely used for 
fatigue crack detection. The choice of the appropriate inspection methods depends on the 
crack type. For example, the liquid penetrant method is more appropriate for surface 
cracks whereas the ultrasonic inspection (UI) can detect small and embedded cracks. 
However, UI requires considerable experience for interpreting the results and is generally 
more expensive (Fisher et al. 1998). Although these methodologies provide sufficient 
detection capabilities, they generally require the location of the crack to be known a 
priori, which may not always be true. Additionally, given the large scale of a ship 
structure and the number of locations that should be inspected, these NDI methodologies 
may require a long time to be applied to all the critical locations. Moreover, a detailed 
inspection may require the dry docking of the ship thus incurring large economic 
consequences.  
As a result, scientific communities and inspection agencies shifted their focus 
towards developing monitoring methodologies which can provide automated damage 
detection, quantification, and localization with minimal interruption to the service 
schedule of the structure. This is especially important for ships. Examples of these 
methodologies are the AE method (Wang et al. 2010) and the ultrasonic guided waves 
(Cho & Lissenden 2012) technique. Although these methodologies may have a lower 
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ability in detecting and quantifying the crack size when compared to other 
methodologies, their use can significantly reduce the inspection time and provide the 
ability to monitor the damage propagation in real-time. Therefore, the choice of the most 
appropriate inspection and/or monitoring method depends on multiple variables including 
the cost, detection ability of the used method with respect to the growing defect, and the 
need for dry docking, among others. Accordingly, as proposed in this chapter, this choice 
can be made by solving an optimization problem with the inspection and monitoring 
times and types as its design variables. 
5.5 Probability of Damage Detection 
The PoD has been widely used to assess the capacity of the inspection method to detect 
cracks. This probability is defined as the probability that an existing crack with a specific 
size will be detected using a given inspection method (Chung et al. 2006). Additionally, 
the PoD has been used as an indicator of the quality of inspection methods which can be 
given by the probability of detecting a specific crack size or the minimum detectable 
crack size for the inspection method (Kim & Frangopol 2011a). The PoD has been 
successfully used for the probabilistic inspection optimization for civil, marine, and 
aerospace structures (Righiniotis 2004;Chung et al. 2006; Kale & Haftka 2008; Kim & 
Frangopol 2011b). Several NDI methods also exist for corrosion damage detection 
including half-cell potential, radiographic, and ultrasonic tests. 
Several forms for the PoD function exist such as the shifted exponential, logistic 
curve, and the lognormal CDF; the latter is adopted in this chapter. The lognormal PoD 
function is given as (Crawshaw & Chambers 1984) 
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     
min
min
0                                    for   0
ln
1           for   
PoD a a
a
PoD a a


  
 
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 
                                (5.2) 
where Φ[∙] denotes the standard normal CDF, a is the crack size, amin is the minimum 
detectable crack size, and α and β are the PoD function parameters and they depend on 
the quality of inspection methods.  
For scheduling monitoring activities, recent studies have also shown that the PoD 
functions can be used with monitoring methods such as the AE technique. Although the 
typical procedure when using AE is to determine the flaw size by other NDI method such 
as the ultrasonic inspection, Pollock (2007, 2010) shows that it is possible to obtain the 
crack size by using the AE monitoring and that the probability of detecting a certain 
crack size increases with the increase in the monitoring duration. Hence, in this chapter, a 
time-dependent PoD model for monitoring is considered as shown in Figure 5.2 and is 
expressed as  
      
min
min
0                                           for   0
ln
1           for   
mdt
PoD a a
a
PoD R a a


  
 
    
 
                  (5.3) 
where 
mdt
R is a reduction factor depending on the monitoring duration mdt .  
 For PoD of corrosion damage, another form of the PoD function is used, as will 
be discussed later in the examples of this chapter. 
5.6 Framework for Optimum Inspection and Maintenance Planning  
The general framework proposed in this chapter provides an optimum intervention (i.e., 
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inspection, monitoring, and maintenance) schedule. This framework includes the 
following main subjects (a) prediction of damage occurrence and propagation; (b) service 
life prediction; (c) relation between degree of damage and probability of damage 
detection; (d) effect of maintenance on service life and cost under uncertainty; and (e) an 
optimization process associated with maximizing the service life, minimizing the life-
cycle cost, and minimizing the maintenance delay based on (a) to (d). The results from 
this framework are the optimum inspection qualities and times, optimum monitoring 
times and durations, and types of maintenance actions. The framework is general and can 
be applied to a wide range of structures such as naval ships, airplanes, bridges, and 
buildings under various deterioration mechanisms.  
In order to evaluate the expected service life, life-cycle cost, and the maintenance 
delay associated with a given management plan, the event tree model, shown in Figure 
5.3 for one intervention, is adopted. In this model, the set of possible events that may 
occur at a certain inspection or monitoring action can be represented by the different 
branches of the event tree. Each of these branches has a probability of occurrence  kP B  
where k is the branch number. As shown in Figure 5.3, if the inspection or monitoring is 
performed after the initial service life (i.e., 1
ot T , where 1t  is the first intervention time 
and 
oT  is the initial service life with no maintenance), no further maintenance actions are 
performed. After an inspection or monitoring, if damage is detected, an in-depth 
inspection is performed to assess the degree of damage. This two-step inspection plan is 
adopted to minimize the probability of repairing a damage that does not exist.  
Through an appropriate maintenance action after damage detection, damage 
propagation can be stopped or the degree of damage can be reduced, and as a result, the 
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service life of a deteriorating structure can be extended. These effects of maintenance on 
damage propagation and service life are illustrated in Figure 5.4. As shown, maintenance 
A results in a damage propagation delay causing service life extension of TA. 
Maintenance B represents the replacement of the deteriorating element in the structure. 
The service life extension associated with maintenance B is TB.  
In this study, the selection of the maintenance type is performed according to the 
degree of damage d as follows: (a) no maintenance for 0  d < dA; (b) maintenance A for 
dA  d < dB; and (c) maintenance B for d  dB. dA and dB are the damage criteria for 
determining a maintenance type. Based on this model, the probability of occurrence of 
each branch can be found as shown in Figure 5.3 for one inspection. The probabilities 
 
it
P X  and  
it
P Y  in Figure 5.3 represent the probability that the intervention performed 
at ti is executed before and after the initial service life, respectively.  
it
P D  and  
it
P ND   
are the probabilities of detecting and not detecting the damage at ti, and  
it
P NM  is the 
probability of not performing maintenance at the same time (i.e., P(0  d < dA)), and 
 
it A
P M  and  
it B
P M , are the respective probabilities of performing maintenance A (i.e., 
P(dA  d < dB)) and maintenance B (i.e., P(d  dB)) at ti. 
5.6.1 Expected service life 
The computed service life will depend on the probabilities of occurrence of the branches 
in the event tree model. For branches B1, B4, B5, no maintenance is performed and the 
service life associated with these branches will be equal to the initial service life 
oT . For 
branch B2, since maintenance A is performed, the service life will be extended by an 
amount TA. Therefore, the service life associated with branch B2 is  
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2 1
AT t T                                                             (5.4) 
where 1t  is the time of application of the first inspection or monitoring action, and T
A is 
the service life extension after maintenance A. Similarly, the service life associated with 
Branch B3 is  
3 1
BT t T                                                             (5.5) 
Where TB is the service life extension after maintenance B. Accordingly, the expected 
service life is  
    
1
B
bN
k k
k
E T P T

                                                    (5.6) 
where 
bN  is the total number of branches and kT  is the service life associated with the k-
th branch. Similarly, when more than one inspection or monitoring action is performed, 
the probability of branch occurrences can be found and the expected service life can be 
computed. 
5.6.2 Expected total life-cycle cost 
For inspection and maintenance scheduling, it is crucial to consider the cumulative cost 
of interventions along the service life. The expected life-cycle cost can be found as 
   
1
B
bN
tot k k f f
k
E C P C P C

                                          (5.7) 
where Pf is the probability of failure computed as shown in Figure 5.1, Cf  is the monetary 
loss associated with the failure of the damaged location. Ck is the total cost associated 
with branch k , obtained by summing inspection and monitoring costs (i.e., inspC  and 
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monC , respectively), as well as in-depth inspection and repair costs (i.e., ,insp dC  and mainC , 
respectively), for the considered branch 
  ,k insp mon insp d mainC C C C C                                         (5.8) 
in which 
 
 
 
1
0                       for 0
   for 1.0
1
insp
l
insp
insp
N insp
insp
insp
t
l
d
N
C C
N
r


  



                                     (5.9) 
 
 
 
1
0                       for 0
   for 1.0
1
mon
m
mon
mon
monN
mon
mont
m
d
N
CC
N
r


  



                                    (5.10) 
 
 
 
,
,
,
,
,
,
1
0                          for 0
   for 1.0
1
insp d
j
insp d
insp d
N insp d
insp d
insp d
t
j
d
N
C C
N
r


  



                             (5.11) 
 
A Bmain m m
C C C                                                                      (5.12) 
where 
 
 
 
1
0                       for 0
    for 1.0
1
AA
A
n
A
A
mN
m
A
t
n
d
N
CC
N
r


  



                                       (5.13) 
 
 
 
1
0                       for 0
    for 1.0
1
BB
B
y
B
B
mN
m
B
t
y
d
N
CC
N
r


  



                                       (5.14) 
 
155 
in which 
 insp
C , 
 mon
C , 
 ,insp d
C , 
 AmC , and 
 BmC  are the costs of a single inspection, 
monitoring, in-depth inspection, maintenance A action, and maintenance B action, 
respectively.  l
inspt  is the l-th inspection time, 
 m
mont  is the m-th monitoring time, 
 
,
j
insp dt  is the 
j-th in-depth inspection time, 
 n
At  is the n-th maintenance A time, and 
 y
Bt  is the y-th 
maintenance B time. 
inspN , monN , ,insp dN , AN , and BN  are, respectively, the number of 
inspections, monitoring, in-depth inspection, and maintenance A, and maintenance B 
actions associated with the k-th branch, and dr  is the annual discount rate of money, 
introduced to convert the future monetary value of inspections and repairs, performed at 
different times, to the present one.  
In general, the cost of inspection consists of direct and indirect components. The 
direct cost consists of the access, equipment, and operator costs. The access cost covers 
the expenses for accessing and preparing the different locations that need to be inspected. 
It depends on the structure and also on the inspection method since several NDI methods 
require surface preparation. Equipment cost depends mainly on the type of the NDI used 
in the inspection. For instance, the ultrasonic inspection would require special, expensive 
equipment to be performed when compared to the liquid penetrant inspection. The 
operator cost includes the fees of the inspector, interpretation of the results, and writing 
the inspection report. The indirect cost covers the economic losses associated with the 
non-operation status of the structure during the time required for performing the 
inspection. Therefore, this cost will significantly increase if the inspection requires long 
time to be performed or if it is necessary to remove the ship from service to perform the 
inspection. 
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Monitoring the crack size by using acoustic emission devices could be 
characterized by lower indirect cost since the operator is only required to set up the 
equipment. However, it will have additional running costs as it involves long-term data 
acquisition, transfer and interpretation, and maintenance of the monitoring hardware. 
5.6.3 Expected maintenance delay  
Maintenance delay, as previously indicated, is defined as the average time lags between 
the damage occurrence and the application of the maintenance actions and between 
damage occurrence after the repair and the end of the service life. Reducing this delay is 
crucial for structures subjected to highly random loading (e.g., naval vessels); especially 
if sudden failures are possible. In the proposed framework, this expected delay is 
computed as  
   
1
B
bN
k k
k
E D P D

                                        (5.15) 
where kD  is the maintenance delay associated with the k-th branch. If no maintenance is 
performed (i.e., branches B1, B4, and B5 in Figure 5.3), maintenance delay is computed as  
1,4,5
o
occD T t                                             (5.16) 
where occt  is the damage occurrence time. For branch B1, in which maintenance is 
performed, the maintenance delay is computed assuming that the maintenance will 
directly follow the inspection action, and takes the form 
   1
2
2
o
occ occt t T t
D
  
                                     (5.17) 
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 where t1 is the time of the first maintenance. This accounts for both the time lags 
between the first damage occurrence and the repair action and between the damage 
occurrence after the repair and the end of the service life. When more than one 
maintenance action is performed, the average maintenance delay arising from the 
application of the first maintenance and the subsequent ones is considered. 
The formulated event tree model for obtaining the expected service life, life-cycle 
cost, and maintenance delay associated with each intervention plan is integrated into an 
optimization process to find the optimum inspection, monitoring and maintenance. A 
flowchart describing the details of the optimum intervention planning is shown in Figure 
5.5. 
5.7 Illustrative Examples 
For the purpose of illustration, several examples are provided. The first is a general 
example which demonstrates the features of the approach by performing inspection and 
maintenance optimization. The next two examples perform inspection and maintenance 
optimization on a steel ship detail subjected to fatigue and an RC structure subject to 
corrosion. The last example performs inspection, monitoring, and maintenance 
optimization on a steel ship detail under fatigue deterioration. 
5.7.1 Example 5.1 
Suppose that a structure is deteriorating in which the damage occurrence time tocc follows 
a lognormal distribution with mean and standard deviation of 5 years and 1 year, 
respectively (denoted as LN(5 years; 1 year)). The time-dependent damage intensity δ of 
this structure is expressed as  
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  0t   for t < tocc (5.18a) 
    1occt exp t t /        for t ≥ tocc (5.18b) 
where λ = scale parameter considered as a random variable following a lognormal 
distribution with mean 50 and standard deviation 10. The damage occurrence time tocc 
and scale parameter λ are assumed to be statistically independent. Damage intensity δ 
ranges from zero (i.e., no damage) to one (i.e., full damage. In this example, the initial 
service life 
oT  is assumed to be the time when the damage intensity δ reaches 0.5 (i.e., 
the threshold of damage intensity δthres = 0.5). The PDF of 
oT  is shown in Figure 5.6. 
The mean and standard deviation of 
oT  are 25.27 years and 4.18 years, respectively. The 
PDF in this figure is based on the histograms of time obtained from the Monte Carlo 
simulation. The vertical fluctuation in the PDFs of Figure 5.6 is affected by both the 
number of simulations (100,000 samples herein) and the bin values of the histogram of 
time (0.001 years herein). 
In this illustrative example, two types of maintenance actions are applied to delay 
the damage intensity propagation (i.e., both can be classified as maintenance A type). 
There will be no increase in the damage intensity for the effective duration teff. The 
uncertainty associated with teff of these maintenance actions is accounted for by 
considering teff as a random variable following lognormal distribution. The effective 
duration teff,I of the first maintenance has a lognormal PDF as follows LN(10 years; 2 
years). teff,II of the second maintenance is associated with LN(20 years; 4 years). The 
selection of maintenance type depends on the damage intensity through the in-depth 
inspection after damage detection as indicated in Figure 5.3. When the damage intensity δ 
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is less than δI (0  δ < δI), there is no maintenance. The first and second maintenances are 
applied where δI  δ < δII, and δ  δII, respectively. The PoD function in terms of the 
damage intensity δ is based on Equation 5.2 as 
0PoD   for 0  δ  δ min (5.19a) 
   





 




 lnln
1PoD  for δ > δmin (5.19b) 
The relation between parameter  and  in Equation (5.19) is assumed as  = -
0.1ln(). When the damage intensity δ is equal to  , the PoD is 0.5. Smaller value of 
the parameter   is associated with higher quality of inspection, and   represents the 
inspection quality in this illustrative example. Furthermore, the minimum detectable 
damage intensity δ min is defined as the damage intensity associated with PoD = 0.001. 
The inspection planning for a single scheduled inspection is formulated as an 
optimization problem to maximize the mean of the service life E[T] as 
Find ti (5.20) 
to maximize E[T] (5.21) 
given PDF of 
oT ,  , δI and δII  (5.22) 
where ti = scheduled inspection time (years) (i.e., design variable);  = damage intensity 
at which the given inspection method has 50% PoD. δI and δII are the damage intensity 
criteria to determine the maintenance types. Using the decision tree model (see Figure 
5.3), the service lifetime T for a single scheduled inspections is formulated as indicated in 
Equation (5.6). As mentioned previously, considering uncertainties associated with 
damage initiation time and propagation, T is treated as a random variable. The objective 
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is to maximize the expected T (see Equation (5.21)). The PDF of 
oT  (see Figure 5.6),  , 
δI , δII are given as indicated in Equation (5.22). This problem is solved by the 
optimization toolbox (i.e., constrained nonlinear minimization including active-set and 
interior-point optimization algorithms) provided in MATLAB version R2011a 
(MathWorks Inc. 2011b).  
The results of the optimization are summarized in Table 5.1. This table shows the 
effects of the inspection quality and damage intensity criteria for selecting a maintenance 
type on the optimum inspection time and the expected service life. When an inspection 
method associated with   = 0.1 is used, and damage intensity criteria for selecting a 
maintenance type are δI = 0.3 and δII = 0.5, the optimum inspection time ti = 21.08 years, 
the expected service life E[T] = 32.33 years, and the corresponding CDF of T is shown in 
Figure 5.7 (a). The CDF of the service life describes the probability that the service life T 
is at most a specific value of lifetime t (i.e., P(T ≤ t)). For example, the probability that T 
is less than 33.65 years is 0.5 (i.e., P(T ≤ 33.65 years) = 0.5), and, therefore, 33.65 years 
is the median of T as shown in Figure 5.7 (a). If the inspection method with   = 0.5 is 
used instead of   = 0.1, E[T] will be reduced from 32.33 years to 25.72 years (see 
Figure 5.7 (a) and Table 5.1). Figure 5.7 (b) shows the CDFs of service lives associated 
with δI = 0.0 and δII = 0.0 (i.e., only the second type of maintenance is available when 
damage is detected), and δI = 0.0 and δII = 1.0 (i.e., only the first type of maintenance is 
available when damage is detected) for given inspection quality (i.e.,   = 0.1). Since the 
second type of maintenance has larger effective duration teff for which there is no increase 
of damage intensity, E(T) associated with δI = 0.0 and δII = 0.0 is larger than that 
associated with δI = 0.0 and δII = 1.0 (see Figure 5.7 (b) and Table 5.1).  
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5.7.2 Example 5.2 
The approach proposed in this chapter is next applied to a naval ship hull structure 
described in Kim & Frangopol (2011c). In Kim & Frangopol (2011c), the purpose was to 
establish the optimum inspection planning based on minimization of the expected 
damage detection delay without considering maintenance effect. The application in this 
chapter considers maintenance effects and a real inspection method (i.e., ultrasonic 
inspection). The joint between the longitudinal stiffener and bottom plate is assumed to 
be the fatigue critical location. The detailed schematic representation of this location is 
provided in Kim & Frangopol (2011c). Under repeated loading due to sea water waves, 
the fatigue crack in the bottom plate can initiate and propagate on the edge connected to 
the stiffener in the transverse direction. In order to predict the crack length size, Equation 
(2.22) is used with the variables defined in Table 5.2. It is assumed that the geometry 
function Y(a) in Equation (2.22) is one (Madsen et al. 1991, and Akpan et al., 2002).   
In this example, the ultrasonic inspection method is applied to detect the fatigue 
crack. The PoD function defined in Equation (5.2) is used, and the associated parameters 
are  = 0.122 and  = 0.305 (Forsyth & Fahr 1998). The scheduled inspection cost
 insp
C  and in-depth inspection cost 
 ,insp d
C are assumed to be $5,000 and $10,000, 
respectively. Furthermore, it is assumed that one maintenance option is available and the 
structure returns to its initial state after the maintenance action is applied (i.e., the service 
life is extended by the initial service life 
oT ). The maintenance cost is assumed 
$100,000. The initial service life 
oT  , in this example, refers to the time when the crack 
size reaches 50 mm. Using Monte Carlo simulation for Equation (2.22) the mean and 
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standard deviation of 
oT  is computed as 13.97 years and 7.12 years, respectively. The 
effect of correlation between the material parameters C and m (see Equation 2.22) was 
also studied. A correlation coefficient of -0.89 (Cramer & Friis-Hansen 1994) between 
lnC and m produces a reduction 1% and 6% in the mean and standard deviation of 
oT , 
respectively. The results presented next are for the uncorrelated case. 
Maximization of the service life and minimization of total life-cycle cost 
(consisting only of inspection and maintenance costs) conflict each other since the service 
life extension requires additional financial resources. In order to find a well-balanced 
solution, a bi-objective optimization consisting in maximizing the expected service life 
and minimizing total life-cycle cost simultaneously has to be solved. When the available 
number of scheduled inspections is two (i.e., NI = 2), the bi-objective optimization 
problem is 
Find t1, t2, and ar  (5.23) 
to  maximize E[T] and minimize E[Ctot]  (5.24) 
such that 12 1t t   year (5.25) 
given PDF of 
oT , NI = 2,  and  (5.26) 
The design variables are the inspection times (i.e., t1 and t2), and the critical crack size ar 
for maintenance. Maintenance is applied only when the detected crack size a is larger 
than the critical crack size ar. The objective functions of expected service life E[T] and 
expected total life-cycle cost E(Ctotal) for two scheduled inspections, n = 2, can be 
formulated using the decision tree shown in Figure 5.3. The time interval between 
inspections should be at least one year. The PDF of 
oT , and the parameters  and  
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associated with an ultrasonic inspection method are given. The optimization toolbox (i.e., 
genetic algorithm for multi-objective optimization) provided in MATLAB version 
R2011a (MathWorks Inc. 2011a) is used to find the Pareto optimal solution set of the bi-
objective optimization formulations in Equations (5.23)-(5.26). 
GAs with 500 generations and 100 populations provides the Pareto solution set as 
shown in Figure 5.8. The design variables and objective function values of three 
representative solutions (AI, AII and AIII) in Figure 5.8 are provided in Table 5.3. When 
solution AI is used as an optimum inspection and maintenance plan, the ultrasonic 
inspection should be applied at time 19.54 years and 39.72 years, and the critical crack 
size ar is 2.30 mm. The corresponding expected service life E[T] and total life-cycle cost 
E(Ctotal) are 19.89 years and $37,849, respectively. If solution AIII is selected instead of 
solution AI, E[T] is extended from 19.89 years to 26.80 years, and E[T] increases from 
$37,849 to $124,281. This is because critical crack size ar of solution AIII is smaller than 
that of solution AI as shown in Table 5.3. The smaller value of ar is related to the case 
where maintenance is more probable. 
5.7.3 Example 5.3 
The proposed approach is applied to the RC slab of the Colorado highway bridge E-16-Q. 
The RC slab is 12.19 m (4 ft) wide and 18.29 cm (7.2 inch) thick, and is supported by 
seven stringers. A detailed description of this bridge can be found in Akgül (2002). This 
example focuses on corrosion of the top transverse reinforcement bars of the slab. The 
diameter of the reinforcement do is treated as a random variable associated with LN(12.7 
mm; 0.25 mm).  
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Corrosion initiation time tocc of the slab is estimated as a lognormally distributed 
random variable with mean and standard deviation of 6.41 years and 2.89 years, 
respectively (Akgül 2002). Corrosion damage propagation is based on the pitting 
corrosion model of Equations (2.27)-(2.29). The ratio between maximum and average 
corrosion penetrations Rc in Equation (2.27) is assumed to be normally distributed with 
mean value of 5.0 and standard deviation of 1.0. The corrosion rate rcorr is considered as 
LN(0.05 mm/year; 0.01 mm/year).  
The service life of RC structures can be predicted based on the ratio of the 
average corrosion penetration depth to the initial radius of reinforcement. The allowable 
ratio for service life estimation ranges from 0.035 to 0.08 (Torres-Acosta & Martinez-
Madrid 2003). In this chapter, the allowable ratio for service life estimation is assumed to 
be 0.06, and the associated maximum pit depth PT is calculated as 3.25 mm using 
Equations (2.28) and (2.29). Finally, the initial service life 
oT  when the PT reaches 3.35 
mm is obtained with mean and standard deviation of 20.54 years and 5.28 years, 
respectively.  
In this example, PoD function defined in Equation (5.19) is used. Damage 
intensity δ(t) for localized (or pitting) corrosion at time t is defined as (Kim et al. 2011)  
 
 
o
PT t
t
d
                                                          (5.27) 
where do = initial diameter of the reinforcement. As mentioned previously, the damage 
intensity is used to determine the type of maintenance. In this example, corrosion 
protection using sealer and deck repair are considered as the two available maintenances. 
It is assumed that the sealer leads to preventing increase of corrosion damage intensity 
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within the effective time interval (i.e., maintenance A) which is treated as a random 
variable LN(6 years; 0.5 year). When deck repair is used, the top layer of reinforcement 
steel and concrete are replaced, and the RC deck is restored to its original structural 
performance (i.e., maintenance B) (Sohanghpurwala 2006). The scheduled inspection 
cost 
 insp
C  considering the quality of inspection represented by  is estimated by (Mori 
& Ellingwood 1994) 
   1 0 7 ins
rinsp
sC C .                                                   (5.28) 
where Cs = $30,000 and rins = 10 herein. In this example, it is assumed that the in-depth 
inspection cost 
 ,insp d
C is $20,000, and maintenance costs associated with corrosion 
protection and deck repair are $60,000 and $300,000, respectively. 
The formulation of bi-objective optimization problem to maximize the expected 
service life E[T] and minimize the expected total life-cycle cost E[Ctot], including only 
the inspection and maintenance costs, is  
Find tinsp = {t1,…, tn},  = {,1,…, ,,n,},  
and  = {(I,1; II,1),…, (I,n; II,n)} 
(5.29) 
to  maximize E[T] and minimize E[Ctot]  (5.30) 
such that 1i i-1t t   year (5.31) 
 0.01 ≤  ≤ 0.5 (5.32) 
 I  II (5.33) 
given PDF of 
oT , and NI  (5.34) 
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The design variables of this problem are the inspection times tinsp, parameter  
representing inspection quality, and damage intensity criterion vector  for selecting the 
maintenance type. The time interval between inspections should be at least 1 year, and 
the parameter  has to range from 0.01 to 0.5. If the identified damage intensity  from 
an in-depth inspection is less than I, there is no maintenance. For I   < II, corrosion 
protection using sealer is applied to extend the service life. Furthermore, deck repair is 
used for   II. The PDF of initial service life 
oT , and number of inspections Ni are 
given (see Equation (5.34)). The optimization toolbox (i.e., genetic algorithm for multi-
objective optimization) in MATLAB version R2011a (MathWorks Inc. 2011a) is used 
to find the Pareto optimal solution set. The maximum number of generations is fixed at 
500 with population of 100.  
Figures 5.9 (a), (b) and (c) show the Pareto solution sets for n = 1, 2 and 3 
inspections, respectively. Table 5.4 provides the values of design variables and objective 
functions associated with the six representative solutions selected in Figure 5.9 (i.e., BI,1 
and BII,1 in Figure 5.9 (a); BI,2 and BII,2 in Figure 5.9 (b); and BI,3 and BII,3 in Figure 5.9 
(c)). If solution BII,1 in Figure 5.9 (a) is selected, the inspection method with ,1 = 0.09 
has to be applied at 19.68 years. The corresponding damage intensity criteria for 
maintenance type are δI,1 = 0.01 and δII,1 = 0.05 as indicated in Table 5.4. This means that 
if the damage intensity δ was found to be less than 0.01 from the in-depth inspection 
performed after the scheduled inspection at 19.68 years, no maintenance is required, and 
furthermore, if δ was found to be between 0.01 and 0.05, or larger than 0.05, corrosion 
protection with sealer or deck repair should be applied, respectively. This strategy will 
extend the service life to be 29.99 years with the cost of $168,680. The expected service 
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life E[T] of solution BII,2 is larger than that of solution BI,2 (see Figure 5.9 (b)). However, 
solution BII,2 is more expensive than solution BI,2. This is because solution BII,2 is 
associated with higher quality inspection (i.e., smaller value of ,1) and, as shown in 
Table 5.4, it has a less damage intensity criterion δII,1 than solution BI,2.  
5.7.4 Example 5.4 
The proposed intervention optimization routine is next illustrated on a steel ship side 
shell detail subjected to fatigue. In this example, the inspection, monitoring, and 
maintenance optimization will be performed on the critical location shown in Figure 5.10. 
The stress fluctuations at this detail are mainly caused by hydrodynamic and wave 
induced pressures. Equation (2.22) is used to predict the time-variant crack size assuming 
the crack growth exponent m = 3.0. The crack growth coefficient C, is considered to 
follow a lognormal distribution with a mean of 122.3 10  (British Standards Institute 
2005), using units of mm/cycle for crack growth rate and 
3/2mm/N for the stress intensity 
factor range, and a coefficient of variation (COV) of 0.3. The initial crack size ao is 
assumed to follow a lognormal distribution with mean of 0.5mm (Chung et al. 2006) and 
a COV of 0.1. The stress range Sre is considered as a random variable following a 
Weibull distribution (Kim & Frangopol 2012) with a mean of 20 MPa and COV of 0.1, 
and the function Y(a) is considered to be constant, Y(a) = 1.12 (Guedes Soares & 
Garbatov 1999b). The average annual number of cycles Navg is also considered to follow 
a lognormal distribution (Kim & Frangopol 2011b) with a mean value of 61.0 10  and a 
COV of 0.1. The critical crack size is assumed herein to be 50 mm and the required 
service life t* is considered 20 years. Monte Carlo simulation with 100,000 samples is 
next performed to draw samples from the time to failure of the detail which is also 
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considered as the initial service life. Figure 5.11 (a) shows the histogram of the initial 
service life 
oT . As shown, the mean value of oT  (i.e., time to reach the critical crack 
size) is 21.1 years with a standard deviation of 11.1 years. Figure 5.11 (b) shows the 
PDF,   oTf t , and the CDF,   oTF t , of the initial service life. These functions are used 
next to find the optimum intervention schedule for the investigated detail. It is assumed 
herein that the damage occurs when the crack size reaches 1.0 mm. 
In this section, the optimum interventions schedules, including the optimum 
inspection and/or monitoring times, monitoring durations, and crack size threshold for 
performing maintenance are obtained. As in Example, 5.2, the maintenance action is 
assumed to restore the performance to the initial level. Minimizing the expected life-
cycle cost, minimizing expected maintenance delay, and maximizing the service life are 
considered as optimization objectives. In order to analyze the effect of the different 
objectives on the optimal solutions, bi-objective optimization problems are first 
constructed and solved to find the optimum trade-offs between each of the two 
objectives, and then investigated in a tri-objective problem. In this example, the 
ultrasonic technique is considered as the inspection method for fatigue crack detection, 
while the AE technique is considered as the crack monitoring methodology. The PoD 
parameters α and β associated with ultrasonic inspection are considered 0.122 and -0.305, 
respectively (Forsyth & Fahr 1998). In this example, three options for the monitoring 
duration are considered, namely, one day, one week, and six weeks. Based on Pollock 
(2007, 2010), the parameters α and β associated with AE monitoring for six weeks are 
0.801 and -0.491, while for monitoring periods of one week and one day, a reduction 
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factor 
mdt
R  of 0.65 and 0.5, respectively, is applied to the PoD function as shown in 
Equation (5.3). 
 Optimum interventions to maximize expected life and minimize expected total 
cost 
At this stage, the optimum intervention schedule is obtained as the solution of an 
optimization problem with the objective of maximizing the expected service life and 
minimizing the expected total cost of interventions. The problem is formulated as follows 
given     , ,  , and  oI TN f tC PoD                                                                    (5.35) 
   1 2 3 , ,1 ,2 ,3 ,Find  , , ,.........., ,  , , ,.........., ,I Ii N md i md md md md N rt t t t t t t t a t t       (5.36) 
such that       1 1.0 i it t year                                                                      (5.37) 
to maximize  E T  and minimize  totE C                                                    (5.38) 
where it  is a vector consisting of the design variables of intervention times, ,md it  is a 
vector consisting of the monitoring durations, ,md it  is the monitoring time associated with 
the i-th intervention and it is equal to zero for the case of inspection, ar is the critical 
crack size for repair, NI is the number of interventions, C  is a vector consisting of the 
cost of inspection  inspC , monitoring
 mon
C , in-depth inspection  ,insp dC , repair 
 rep
C , and 
failure cost Cf. PoD is a matrix containing the PoD parameters α and β associated with 
the inspection and monitoring. As indicated by Equation (5.37), a constraint has been 
imposed requiring that the time between successive interventions should be at least one 
year. Additionally, based on the problem formulation, maintenance is applied when the 
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detected crack size is at least ar. The cost of inspection 
 insp
C  is considered to be $5,000. 
The monitoring cost is expressed as 
 
1 2
mon mon mon
mdC C C t                                         (5.39) 
in which 
1
monC  is the initial monitoring cost which covers the hardware and installation 
expenses and 
2
mon
mdC t   is the running monitoring cost which increases with the increase 
in the monitoring duration. In this example, 
1
monC is considered $15,000 and 2
monC  is zero 
for monitoring activities lasting for one day and $1,000/week for monitoring of one and 
six weeks. The in-depth inspection cost and maintenance cost are assumed to be $15,000 
and $50,000, respectively. The discount rate of money rd is assumed to be zero. 
With all the input parameters defined and using the formulation for the expected 
service life and total cost given by Equations (5.8)-(5.14), the bi-objective optimization 
problem is constructed and solved by using the Global Optimization Toolbox provided in 
version R2013b of MATLAB® (MathWorks Inc. 2013). A Generic Algorithm (GA) with 
400 as the population size and 300 as the maximum number of generations is adopted to 
develop the Pareto-optimal solution set provided in Figure 5.12. It should be noted that 
convergence occurred before the maximum number of generations were met in all the 
problems. GAs are used in this chapter due to the stochastic nature of their search 
algorithm and the subsequent avoidance of converging to local minima for this type of 
problem. The provided Pareto-optimal set of solutions represents the optimum trade-offs 
between the two conflicting objectives. The Pareto-optimal solutions in Figure 5.12 
consist of three Pareto fronts associated with one, two, and three interventions. Each of 
the optimal solution shown in the front has an associated set of information for the 
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optimal intervention times and types and the critical crack size for maintenance. Four 
representative solutions are highlighted in Figure 5.12 and described in detail in Table 
5.5. For instance, Solution A1 specifies ultrasonic inspection to be performed at the year 
19.72 with a critical crack size for maintenance of 5.96 mm. This yields an expected 
service life of 28.99 years and a total cost of $28,630. Solution A2, characterized by a 
higher life-cycle cost and expected service life, specifies inspection to be performed at 
15.13 years with a critical crack size for maintenance of 4.23 mm. Therefore, with respect 
to a given number of interventions, solutions with higher expected cost and service life 
are associated with a small crack size for maintenance and earlier intervention times. As 
shown, the four optimal plans (i.e., A1, A2, A3, and A4) presented in Table 5.5 and 
Figure 5.12 specify only inspections using ultrasonic to be performed at all interventions. 
This is due to the high cost considered and low probability of detection associated with 
the AE monitoring compared to those of the ultrasonic inspection. 
However, if changes occur to the cost structure of the problem, different trends 
can be obtained. That is, the Pareto-optimal solutions for the expected service life versus 
the life-cycle cost optimization problem are altered if the cost for ultrasonic inspection is 
changed to $15,000. This may occur if the inspection requires a long time to be 
performed or if it is necessary to remove the ship from service to perform the inspection. 
The cost of ultrasonic and AE are now comparable resulting in an implementation of AE 
amongst the optimal management plans. Figure 5.13 (a) compares the Pareto-optimal 
solution fronts of the optimization problem with different cost values of the ultrasonic 
inspection. Three representative solutions B1, B2, and B3 are selected on Figure 5.13 (a) 
and shown in details in Figure 5.13 (b) and Table 5.5. AE monitoring tends to appear 
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later in the intervention plans as the size of fatigue cracks increase and AE is more likely 
to detect them. It should be noted that, when incorporating a large cost of failure into the 
cost formulation, the Pareto-optimal solution may be affected. Expected failure cost is, 
therefore, included in the subsequent optimization problems in the formulation of mean 
life-cycle cost. 
 Optimum interventions to minimize expected maintenance delay and minimize 
expected total cost 
Understanding the joint effect of minimizing the maintenance delay and the life-cycle 
cost on the optimum intervention plans requires solving a bi-objective optimization 
problem. Therefore, a second optimization problem is constructed and solved using the 
same formulation given by Equations (5.35)-(5.37) with the objectives of minimizing the 
expected maintenance delay E[D] and minimizing the total life-cycle cost E[Ctot]. Using 
$15,000 for the cost of inspection, and the same GA setup as in the previous bi-objective 
problem, the optimal solution fronts for NI = 3 are shown in Figure 5.14 for failure costs 
Cf = $0 and Cf = $500,000. Two representative solutions, C1 and C2, are chosen from the 
front associated with Cf = $0 and shown in Table 5.6. The management plan associated 
with C1 has a low probability of repair (i.e.,  2BP = probability of occurrence of branch 
B2 in Figure 5.3) indicated by the large crack size ar, and thus a low repair cost which 
yields a low life-cycle cost. The solution C2 has a lower crack size ar which yields a 
higher probability of repair and a higher cost.  
The optimal front with failure cost of $500,000 presented in Figure 5.14 shows 
the effect of probability of failure on the optimal solutions. Solutions C3 and C4 are 
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highlighted and presented in Table 5.6. With the inclusion of the failure cost, it is 
observed that the repair crack size ar is generally smaller than the case with Cf = $0. This 
indicates a higher probability of performing repairs during an intervention. Comparison 
among solutions on the front associated with Cf = $500,000 shows that the low life-cycle 
cost indicates interventions performed later in the service life with lower probability of 
failure (i.e., Solution C3). While C4 represents a solution which minimizes the 
maintenance delay by scheduling closely spaced interventions with a high probability of 
repair. However, these solutions yield a higher life-cycle cost due to the high probability 
of failure since these repairs are performed early in the service life.   
 Optimum interventions to minimize expected maintenance delay and maximize 
expected service life 
A third optimization problem is constructed and solved using the same formulation given 
by Equations (5.35)-(5.37) with the objectives of minimizing the maintenance delay E[D] 
and maximizing the expected service life E[T]. Figure 5.15 shows the solution fronts for 
NI =1 and 3. As shown, minimizing the maintenance delay conflicts with maximizing the 
expected service life requiring a bi-objective optimization to find the optimal trade-offs. 
Solutions D1, D2, and D3 are highlighted in Figure 5.15 and also shown in Table 5.6. 
The formulation of maintenance delay allows the solutions associated with three 
interventions (i.e., D2), to have lower maintenance delay values than those specifying 
only a single intervention to be performed (i.e., D1). The minimal maintenance delay 
objective drives management plans towards more frequent and closely spaced 
interventions; this reduces the expected service life. This effect is demonstrated by 
comparing the management plans associated with D2 and D3. Additionally, as the initial 
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intervention time is delayed, the maintenance delay increases while the extended life also 
increases. 
 Optimum interventions to minimize expected maintenance delay, minimize 
expected total cost, and maximize expected service life 
It can be seen from the solution of the previous optimization problems that the three 
objectives conflict. In order to find the optimal trade-offs among the three objectives, a 
tri-objective optimization problem is formulated and solved using the same formulation 
given by Equations (5.35)-(5.37) to maximize  E T , minimize  E D , and minimize 
 totE C . The Pareto-optimal solution sets of the problem using 400 as the population size 
and 300 as the number of generations are shown in Figure 5.16 for three interventions 
and cost of failure of $0 and $500,000. Details of representative solutions from both 
fronts are shown in Table 5.7. In both fronts, solutions with minimal maintenance delay 
correspond to solutions where the inspection and repair actions are performed early in life 
and are closely spaced. This reduces the mean expected life of the structure and precludes 
optimal solutions with high service life and low maintenance delay. Moreover, in the 
front associated with the Cf = $500,000, these solutions have high life-cycle cost due to 
the high probability of failure resulting from the application of early maintenance actions. 
Based on the results of this tri-objective optimization problem, decision makers can 
choose the solution which fits the available budgets and the operational constraints. For 
instance, considering the front associated with $500,000 failure cost, for a maximum 
allowable life-cycle cost of $250,000, the optimization problem provides solutions with 
expected service life ranging from 31.17 to 51.26 years with a corresponding range of 
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7.68 to 23.5 years in the expected maintenance delay. Next, based on the expected service 
life and maintenance delay requirements, an optimum management solution can be 
selected. 
In this tri-objective optimization problem, solutions for the case with no failure 
cost generally have higher crack size for repair which is translated to a lower probability 
of repair (i.e., the application of maintenance actions). In order to investigate the effect of 
the cost of failure on the optimal solutions, the optimization problem is solved again with 
Cf = $100,000. Figure 5.17 shows the progression of the probability of failure averaged 
over the solutions in the Pareto front, as well as the average total probability of repair, 
total
repP , for Cf =  $0, Cf = $100,000, and Cf = $500,000. The probability of repair is 
computed from the event tree model as the sum of the probabilities of performing one, 
two, and three repairs in the management plan. As shown, as the cost of failure increases, 
the total probability of repair among the optimum solutions increases while the 
probability of failure decreases. 
5.8 Conclusions 
This chapter incorporates probabilistic performance prediction methodologies into an 
optimization routine to find the optimal intervention plan which simultaneously 
minimizes the expected maintenance delay, minimizes the expected life-cycle cost, and 
maximizes the expected service life. The proposed intervention planning methodology 
provides the optimum inspection and/or monitoring times, monitoring durations, and the 
optimum damage level to perform maintenance. The proposed framework consists of 
several parts: (a) prediction of damage occurrence and propagation and service life of a 
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deteriorating structure under uncertainty, (b) determining the relation between the degree 
of damage and the probability of damage detection of an inspection method, and (c) 
formulation of the service life considering effects of interventions on the service life, life-
cycle cost, and maintenance delay under uncertainty. Ultrasonic inspections and acoustic 
emission crack size monitoring are used as the inspection and monitoring techniques, 
respectively. However, any inspection or monitoring methodology, with a well 
characterized probability of damage detection, can be included in the proposed approach. 
The expected life-cycle cost includes the cost of inspection, monitoring, and maintenance 
actions performed along the service life, as well as the expected cost of failure. The 
proposed framework was applied to several examples including a naval vessel and a 
bridge under fatigue and corrosion. The following conclusions can be drawn: 
1. The formulation of service life, total life-cycle cost, and maintenance delay is 
based on decision tree model. Considering the uncertainties associated with 
damage propagation, inspection quality, and effect of maintenance on the service 
life, the PDFs and the associated probability descriptors (e.g., mean, standard 
deviation) of service life, total life-cycle cost and maintenance delay can be 
obtained. In this chapter, the mean values of service life and total life-cycle cost 
are used to define the objective functions of the optimization problem.  
2. The service life extension requires additional financial resources. Therefore, 
maximizing the service life and minimizing the total life-cycle cost conflict. In 
order to find a well-balanced solution, bi-objective optimization with maximizing 
the expected service life and minimizing the total life-cycle cost simultaneously 
has to be solved. Through comparison among the Pareto solutions obtained from 
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this bi-objective optimization, the effects of inspection quality, number of 
inspections, damage criteria for determining maintenance types on the expected 
service life and total life-cycle cost are revealed. 
3. Minimizing the maintenance delay, maximizing the service life, and minimizing 
the life-cycle cost are conflicting objectives. Minimizing the maintenance delay 
tends to increase the life-cycle cost of the structure.  
4. Establishing the optimal LCM plans which fulfill the three conflicting objectives 
can be achieved by using the proposed tri-objective optimization approach. 
5. For low values of ultrasonic inspection cost compared to that of acoustic emission 
monitoring, the optimization scheme suggest that only management plans where 
ultrasonic inspections are performed are optimal. This is also due to the lower 
probability of damage detection associated with the acoustic emission crack 
monitoring, However, if the cost of ultrasonic inspection increases due to the 
additional time required to perform the inspection, solutions with acoustic 
emission monitoring appear in the optimal solution front. 
6. The monetary value associated with the structural failure has a significant effect 
on the optimum solutions. A higher value yields solutions which have higher 
overall probability of performing repairs and lower probability of failure. 
7. The results of the proposed approach are affected by the changes in the values of 
the inspection and monitoring costs, as well as by the ability of inspection and 
monitoring to detect the damage. Therefore, the accurate estimation of these 
quantities is required to establish the proper LCM plans. 
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8. This approach can be extended to cover structures with multiple critical fatigue 
locations. Additionally, it can include other deteriorating mechanisms such as 
corrosion and corrosion-induced fatigue and applied to other marine and civil 
structures. 
9. The results of the proposed framework depend on the accuracy of damage 
propagation and service life prediction models. Information from each inspection 
can be used to update the damage propagation and service life, and efficient use 
of this information can lead to more accurate and reliable inspection and 
maintenance scheduling. The topic of updating the LCM plans based on 
inspection outcomes is addressed in the next chapter of this study.    
10. The proposed approach in its current format can be only applied to structures 
under time-dependent deterioration. However, the approach can be extended to a 
risk-based inspection and maintenance optimization methodology where the 
damage induced by extreme events, such as earthquakes and hurricanes, can be 
assessed and the risk-based decision making process can be included. 
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Table 5.1 Optimum Inspection Time ti, and Expected Service E[T]. 
 Damage intensity 
criteria  
Inspection quality  
δI δII δ = 0.1 δ = 0.3 δ = 0.5 
ti (years) 
0.0 0.0 
16.05 21.07 24.26 
E[T] (years) 45.15 38.82 26.17 
ti (years) 
0.3 0.5 
21.08 21.30 24.26 
E[T] (years) 32.33 31.76 25.72 
ti (years) 
0.0 1.0 
16.05 21.07 24.24 
E[T] (years) 35.22 32.06 25.72 
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Table 5.2 Variables for crack growth model 
Deterministic and 
random variables 
Notation (Units) Mean COV † 
Type of 
distribution 
Stress range*** Sre (ksi) 5.8 0.1 Weibull 
Annual number of 
cycles*** 
Navg (cycles/year) 1.0  10
6 0.2 Lognormal 
Initial crack size* ao (inch) 0.0197 0.2 Lognormal 
Material crack growth 
parameter** 
C 1.77  10-9 0.3 Lognormal 
Material crack growth 
parameter** 
m 2.54 - Deterministic 
† Coefficient of variation; * Chung et al. (2006); ** based on Dobson et al. (1983);  
*** based on engineering judgment 
1 ksi = 6.895 MPa; 1 inch = 25.4 mm 
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Table 5.3 Design variable and objective function values associated with Pareto optimum 
solutions in Figure 5.8. 
Pareto 
optimum 
solution 
Number of 
inspections 
NI 
Objective values Design variables 
E[T] 
(years) 
E[Ctot] 
($1,000) 
Inspection time  
(years) 
Critical crack size 
for maintenance 
(mm) 
t1 t2 ar 
A1 2 19.89 37.85 19.54 39.72 2.30 
AII 2 24.07 79.85 14.04 29.70 1.86 
AIII 2 26.80 124.28 11.12 23.22 1.81 
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Figure 5.2 Probability of damage detection with respect to monitoring duration 
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Figure 5.3 Event tree model for damage detection and repair, later incorporated in 
formulating the life-cycle cost, expected service life, and maintenance delay, 
considering one intervention 
 
 
 
 
 
 
 
 
 
 
 
 
 
DAMAGE 
DETECTED (D)
NO DAMAGE DETECTION
NO MAINT.
MAINT. B
TIME
(X)
(Y)
(NM)
(MB)
(ND)
BRANCH B1: 
BRANCH B3: 
BRANCH B4: 
BRANCH B5: 
       1B i i it t tP P X P D P NM  
       3B i i it t t BP P X P D P M  
     4B i it tP P X P ND 
   5B itP P Y
1  time of first inspection or monitoring actiont 
Damage 
Occurrence
1
ot T
1
ot T
occt
MAINT. A
(MA)
BRANCH B2:        2B i i it t t AP P X P D P M  
189 
(a) 
 
(b) 
 
Figure 5.4 Effect of both maintenance types on the damage level; (a) maintenance A, and 
(b) maintenance B 
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Figure 5.5 Flowchart of the proposed intervention optimization approach 
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Figure 5.6 PDF of initial service life for Example 5.1 
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(a) 
 
(b) 
 
Figure 5.7 CDF of service life: (a) effect of inspection quality; (b) effect of damage 
intensity criteria on service life 
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Figure 5.8 Pareto solution set for inspection and maintenance planning for Example 5.2 
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(c) 
 
Figure 5.9 Pareto solution sets for number of inspections: (a) n =1; (b) n = 2; and (c) n = 
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Figure 5.10 The studied critical location in Example 5.4 
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Figure 5.11 Results of the Monte Carlo simulation: (a) histogram of the initial service 
life, and (b) PDF and CDF of the initial service life of the studied detail 
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Figure 5.12 Pareto-optimal solutions for minimizing the expected total life-cycle cost, 
and maximizing the expected service life for one, two, and three scheduled 
interventions 
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Figure 5.13 Optimization solution for minimizing the expected total life-cycle cost, and 
maximizing the expected service life; (a) Pareto-optimal solutions for 
different inspection costs, and (b) details of three representative solutions B1, 
B2, and B3 
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Figure 5.14 Pareto-optimal solutions for minimizing the expected maintenance delay, 
and minimizing the life-cycle cost for three scheduled interventions and 
different failure costs 
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Figure 5.15 Pareto-optimal solutions for minimizing the expected maintenance delay, 
and maximizing the expected service life for one and three scheduled 
interventions 
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Figure 5.16 Pareto-optimal solutions of the tri-objective optimization problem with 
different failure costs Cf 
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Figure 5.17 Effect of the failure cost Cf on the average probability of repair and the 
average probability of failure of optimum solutions 
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CHAPTER 6 INTEGRATION OF INSPECTION INFORMATION IN 
UPDATING LIFE-CYCLE MANAGEMENT PLANS 
6.1 Overview  
Successful management of deteriorating structures requires the reliable prediction of 
damage occurrence as well as the time-dependent damage propagation under uncertainty. 
Reliability of the performance prediction process can be significantly improved by 
integrating information gained from inspection and monitoring actions. This integration 
leads to more accurate prediction of the time-dependent damage level and, eventually, to 
a better decision making process.  
In this chapter, a probabilistic approach is proposed to find an optimum 
management plan for fatigue sensitive structures integrating the available information 
from inspection actions. The proposed approach utilizes a probabilistic time-dependent 
damage criterion, inspection cost and failure cost to find the optimum inspection times 
under uncertainty. New information resulting from inspection actions performed during 
the lifetime of the structure is used to update the damage propagation parameters as well 
as the optimization procedure. This process results in an enhanced management plan 
which can provide the manager the ability to make real-time decisions based on 
inspection results. The integration of this new information and its impact on the LCM 
process is thoroughly investigated. In addition, a realistic fatigue critical detail is used to 
illustrate the proposed probabilistic approach. 
This chapter is based in the papers Soliman and Frangopol (2013b, 2014a) and 
Frangopol & Soliman (2013,2014a,b,c). 
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6.2 Background 
Effective inspection and monitoring actions are crucial aspects in the LCM framework. 
They provide the useful means to: (a) reduce uncertainties in loading and resistance of the 
structure, (b) indicate the current condition of the structure, and (c) detect the possible 
damaged locations within the structure. Since the results of these actions allow decision 
making, inspection and monitoring times should be optimized to ensure that damage will 
be detected before causing significant effect on the structural performance. For this 
reason, in recent years, the optimum planning for inspection and monitoring actions in a 
life-cycle context has gained a higher importance. On the other hand, results of inspection 
and monitoring actions may not give a clear indication on the future propagation of a 
detected damage. Accordingly, maintenance and repair actions should be planned based 
on inspection/monitoring outcomes along with the results of the prediction models under 
uncertainty (Zheng & Ellingwood 1998).  
The intervention planning approaches, such as the one presented in Chapter 5 of 
this study, handled well the scheduling process by providing inspection, monitoring, and 
repair schedules that optimize the management goals. However, these approaches for 
repair scheduling, despite their effectiveness, does not allow the integration of new 
information collected through future inspection or monitoring actions into the existing 
management plans. In general, detecting a damage level that is significantly different 
from the predicted one would indicate that the prediction model may not be suitable for 
addressing the problem.  
In an attempt to address this issue, other inspection and repair scheduling 
procedures were proposed. These procedures consider updating the structural 
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performance indicators of the inspected location based on the inspection results. This can 
be performed by defining time-based safety margins and updating time-variant 
probability of failure according to inspection outcomes. Madsen et al. (1987, 1991) 
proposed an approach which uses the LEFM to perform the inspection and repair 
scheduling. Based on the inspection outcomes, the failure probabilities and probabilities 
of repair are updated by conditioning them upon the inspection outcomes. Cramer & Bea 
(1991) used an S-N approach combined with formulae relating the crack size to the 
remaining service life of through thickness cracks for calculating the time-variant 
probability of failure for the studied detail.  Moan & Song (2000) proposed a reliability-
based model that can find the reliability of a series of inspected and uninspected fatigue 
details. In their approach, the reliability of the system can be updated based on the results 
of inspection of several components in the system. The discussed reliability-based 
inspection scheduling methods plan the inspection based on the predicted reliability 
profile and the target reliability index; i.e., an inspection is performed when the reliability 
index reaches the threshold value. If updating is performed, yielding an updated 
reliability profile, the next inspection is scheduled when the updated profile reaches the 
threshold. However, the updating process in this manner does not modify the model 
parameters based on the inspection outcomes and, therefore, the updated reliability 
profile may not be representative for the actual damage propagation. Therefore, the 
results of the updated inspection scheme may be questionable, especially considering the 
fact that the detected damage level, in most of the cases, will be different than the 
predicted one at the inspection time (Zheng & Ellingwood 1998).  
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An alternative approach is to use Bayesian updating of the damage propagation 
model parameters. In this approach, the information from inspection actions is used to 
represent the likelihood function which can be combined with the prior knowledge of the 
model parameters to yield an updated posterior distribution of the model parameters. 
Hence, the performance prediction is performed using the posterior parameters to achieve 
more reliable results. This approach was investigated by Heredia-Zavoni & Montes 
Iturrizaga (2004). They used the probability of detection in an updating procedure to 
predict the posterior distribution of the initial crack size at a certain point in time, and the 
measurement was used as the new data to update the probability density function of the 
initial crack size. However, inspection optimization and scheduling was not considered as 
a goal of the study. Perrin et al. (2007) used Bayesian techniques and Markov chain 
Monte Carlo (MCMC) for fatigue crack growth analysis based on data collected during 
experimental investigations. Their results showed the feasibility of updating the model 
parameters based on crack size measurements. Li et al. (2013) used Bayesian updating to 
study the effect of the sensor degradation on the estimation of the remaining useful life of 
structures. None of these performance updating studies was aimed to provide the optimal 
inspection schedule under uncertainty. Additionally, they don’t directly support the 
decision making process since the management actions based on inspection outcomes are 
not provided. Thus, there still exists the need for integrated management plans that 
provide optimal intervention times and types while making use of the available inspection 
and monitoring information to improve the performance prediction process, and hence, 
better and effective decisions can be made. 
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In this chapter, a LCM framework for fatigue critical structures integrating 
inspection outcomes is proposed. A cost-based optimization approach is formulated to 
find the optimal inspection times while considering uncertainties associated with the 
damage propagation model and the damage detection technique. The optimization 
approach finds the optimal inspection time, which minimizes the life-cycle cost 
consisting of inspection and failure costs, for each of the considered inspection methods. 
Bayesian updating is used to find the posterior distributions of fatigue crack growth 
model parameters based on inspection results. The updated models are subsequently used 
to find the next inspection times based on the measured crack size. By analyzing the 
space of possible inspection outcomes, effective inspection plans can be achieved and 
rational real-time decisions regarding future inspection and/or rehabilitation actions can 
be made. The proposed framework is shown in Figure 6.1. Each of the modules in Figure 
6.1 will be discussed in detail in the next sections of this chapter. 
6.3 Fatigue Damage in Steel Structures (A brief Review) 
In this chapter, the Paris equation (Paris & Erdogan 1963) will be used herein to predict 
the time-variant crack size. As previously indicated in Chapter 2 of this study, the time 
(years) associated with the crack growth from a size ao to aN can be calculated 
considering an annual average number of cycles Navg as  
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where a = crack size; N = number of cycles; and C and m = material parameters, Sre = 
stress range, and Y(a) = geometry function. 
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The expected service life of a detail is calculated using Equation (6.1) by 
considering the crack size aN to be equal to the critical crack size. The calculated service 
life using this model will be subsequently used to find the optimum inspection times for a 
detail. 
6.4 Non-Destructive Fatigue Damage Inspection of Steel Bridges  
Fatigue critical structures such as steel bridges, offshore structures and ships are 
inspected at regular or irregular time periods to spot any damage in the structure and 
apply the required maintenance actions. Recent research work shows that irregular 
inspection schedules are more cost-effective than regular inspection plans (Kwon & 
Frangopol 2011). These inspections are crucial to maintain the structural integrity. The 
probability of detection, which is defined as the probability of detecting an existing crack 
with a specific size using an inspection method (Chung et al. 2006), is generally used to 
represent the quality of the inspection method (Frangopol et al. 1997a,b; Zheng and 
Ellingwood 1998).  
The first step in assessing a fatigue critical structure is to identify the most critical 
details to be inspected. Next, the most appropriate inspection type for each location 
should be selected. The selection of the inspection type depends on the defect type and 
geometry. Among the available nondestructive inspection techniques, the liquid penetrant 
inspection, ultrasonic inspection, eddy current inspection, magnetic particle inspection, 
and acoustic emission inspection are widely used for fatigue crack detection. Each of 
these methods has its advantages and disadvantages. For instance, the ultrasonic 
inspection type has a higher probability of detection for embedded cracks; however, it 
requires a high experienced inspector (Fisher et al. 1998). 
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6.5 Probability of Damage Detection 
The quality of an inspection type can be generally expressed by the probability of 
detection of a given crack size. The relationship between the probability of detection and 
the crack size was investigated by Berens & Hovey (1981), Berens, (1989), and 
Frangopol et al. (1997b). In this chapter, the lognormal CDF is used to represent the 
probability of detection for different inspection types as a function of the crack size a. 
The probability of detection PoD is (Crawshaw & Chambers 1984) 





 


)ln(
 1
a
PoD                                                   (6.2) 
where       = standard normal CDF, λ and β are, respectively, the location and scale 
parameters of the cumulative lognormal PoD curve. The parameters λ and β in Equation 
(6.2) are dependent on the quality of the inspection type. 
6.6 Probability of Failure at a Critical Detail 
In this chapter, the probability of failure is considered as the probability that the adopted 
inspection plan fails to detect an existing crack before reaching its critical size. This 
probability can be formulated using the event tree analyses, in which the probabilities of 
possible inspection outcomes can be evaluated. For a given number of inspections n, the 
probability of detecting the crack before failure PD can be formulated considering both 
the PoD and the probability that the inspection will be applied before the time to failure 
T. The formulation of PD is based on the event tree model shown in Figure 6.2 for a 
number of inspections n equal to one. PD is associated with Branch 2 in this event tree 
and is expressed as 
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 
1 1
( , )insp inspPD P t T PoD t                                       (6.3) 
where T = time to failure of the detail, 
1insp
t = time of application of the first inspection, 
 
1insp
P t T = probability that the first inspection is applied before the failure of the 
detail, and 
1
( )inspPoD t = probability of crack detection at the first inspection. Similarly, the 
event tree model can be extended to find the probability of detecting the crack before 
failure for n inspections, which can be expressed as  
, , 1 ,
1 1
  ( ) ( ) ( )
jn
insp i insp i insp i
j i
PD P t T PoD t PoD t
 
 
      
 
                 (6.4) 
where ,( )insp iP t T  = probability that the ith inspection is performed before the time to 
failure of the detail T , ,( )insp iPoD t = probability of detecting the crack at the ith 
inspection, , 1( )insp iPoD t  = probability of not detecting the crack at the )1( i th 
inspection, and ,0( ) 1inspPoD t   for the first inspection (i.e., i = 1). The probability of 
damage detection at a certain inspection is calculated as a function of the crack size using 
Equation (6.4). Accordingly, the probability of failure can be defined as 
1failP PD                    (6.5) 
in which Pfail represents the probability that the inspection plan will fail to detect an 
existing crack before reaching its critical size. The probability Pfail is integrated in the 
proposed framework to find the optimum inspection times. 
6.7 Expected Total Cost 
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The expected total cost includes the cost of inspection actions, expected maintenance cost 
and the expected failure cost (Mori & Ellingwood 1994). Since the proposed approach 
does not cover the selection of appropriate maintenance actions, the total cost will be 
considered as the inspection cost and the expected failure cost. The total inspection cost 
T
inspC  can be estimated as 
 

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C
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                                                (6.6) 
in which n = number of inspections,  tinsp,i = application time of the ith inspection, r = 
annual discount rate of money, and iinspC ,  = the cost of performing the ith inspection. The 
cost iinspC ,  depends on many aspects such as the inspection quality, the location of the 
inspected detail within the structure, and the time required to perform the inspection, 
among others.  
The failure cost is the cost associated with monetary losses arising from the 
failure of detecting the damage before reaching the critical state and the consequences of 
such failure. The expected failure cost is expressed as (Frangopol et al. 1997b) 
E(Cfail) = Pfail · Cfail                                               (6.7) 
where Pfail = probability of failure calculated using Equation (6.5) and Cfail  = monetary 
losses as a result of the crack reaching it critical size. Accordingly, the total expected cost 
can be found as 
)()( fail
T
insptotal CECCE                                             (6.8) 
6.8 Integrated Life-cycle Management Framework 
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Inspection outcomes provide new information which can be effectively integrated into 
the management framework to update damage evolution prediction models. In this 
chapter, the new information is considered as the crack size measured during an 
inspection action. Based on the inspection outcome, a likelihood function is built and 
combined with the prior knowledge of the model parameters to provide the posterior 
distributions of the crack growth model parameters. These posterior distributions are used 
to find an updated crack growth profile. These steps can be performed many times during 
the lifetime of the structure, where the previous knowledge, as well as the current 
inspection outcomes, can be incorporated to find the future crack growth. However, in 
this chapter, this process will be performed before implementing the inspection plan. 
Possible inspection outcomes will be evaluated and integrated into the management plan 
such that effective actions can be taken. Having the results of this framework ready 
beforehand allows for immediate decision making based on the inspection results. The 
detailed flowchart of the proposed framework is given in Figure 6.3. As shown, the LCM 
framework starts with an input of the deterioration model parameters. These parameters 
include material properties and loading conditions. Needless to say, available SHM data 
can improve the quality of management process, especially for evaluating the loading 
conditions at the studied location (Frangopol 2011).  Inputs also include the damage 
thresholds, inspection type parameters, and the cost data.  
Next, the damage evolution profile with time is constructed. In this chapter, 
Monte Carlo simulation is used to find the crack growth profiles. Based on these profiles, 
the optimum inspection times which yield the minimum total cost are found. The PDF of 
the predicted crack size at the time of inspection is then evaluated using the simulation 
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results and a set of inspection outcome possibilities are defined. The updating process is 
performed based on the defined inspection outcomes and posterior distributions of model 
parameters are used to find the updated damage propagation profiles. Crack size 
thresholds are defined for selecting the appropriate management actions based on 
inspection outcomes. In this chapter, management actions are built upon crack size 
thresholds as follows: (a) perform future inspection for aI  ≤ ainsp,i  ≤  aII, (b) perform 
immediate repair and re-assessment for ainsp,i ≥  aII, and (c) perform re-assessment for 
ainsp,i  ≤  aI, where ainsp,i is the crack size measured at the ith inspection, and aI , aII are the 
crack size thresholds for determining the appropriate management actions considering the 
difference between the crack size measured during inspection and the one predicted at the 
time of inspection. The allowable difference can be determined depending on the 
importance of the damaged detail within the structure. A detail with high importance 
would require an increased damage prediction accuracy and, in turn, a smaller allowable 
difference between the measured and the predicted crack sizes; thus, closer thresholds. In 
this chapter, these thresholds are determined in terms of the descriptors of the PDF of the 
predicted crack size at the time of inspection. The result of this process is an interactive 
management plan which gives the manager a deeper insight into the safety level and the 
remaining service life according to the crack size measured at a certain inspection.  
6.9 Bayesian Updating of Model Parameters 
The Bayesian approach is employed herein to update the crack growth model parameters. 
This process reduces the uncertainties in the model parameters and leads to a more 
accurate damage prediction process. The prior knowledge about the model parameters 
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can be combined with the new information resulting from inspection actions to yield the 
posterior distribution of model parameters as 
 


θθdθ
θdθ
dθ
dPP
PP
P
)|()(
)|()(
)|(  (6.9) 
where )|( dθP  = posterior distribution of model parameters θ given additional 
information d; P(θ) = prior distribution of model parameters; )|( θdP = likelihood 
function of obtaining information d conditioned by θ; d and θ are the vectors of observed 
data and model parameters, respectively. In this case, the vector of observed data contains 
crack sizes obtained during inspections as 
d = {ainsp,1 , ainsp,2 , ....., ainsp,n }                                 (6.10) 
where ainsp,i  = measured crack size at the ith inspection and n = number of inspections. In 
Equation (6.9),   θθdθ dPP )|()(  represents a normalizing constant which can be dropped 
(Martinez & Martinez 2002) leading to  
    
)|()()|( θdθdθ PPP   (6.11) 
The prior distributions of the crack growth model parameters can be found based on the 
material properties. In this study, the distributions of the material crack growth 
parameters m, C, and the initial crack size ao are updated using the discussed approach. 
The likelihood function of obtaining field measurements d given the model parameters θ 
can be expressed as (Perrin et al. 2007) 
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where di and ap,i are the observed and predicted data, respectively, at the ith inspection; σe 
represents a single error term combining the measurement and modeling errors which is 
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assumed to follow a normal distribution with zero mean and a standard deviation σe (i.e., 
N(0, σe)). 
 By knowing the likelihood function and the prior distribution of the model 
parameters, the posterior distribution of the model parameters can be found by using 
Markov chain Monte Carlo simulation. The Metropolis algorithm (Metropolis et al. 
1953) is employed herein to draw samples from the posterior distribution when the chain 
has converged. Those samples can be used as an approximation to the target posterior 
distribution. 
6.10 Metropolis Algorithm 
The Metropolis method (Metropolis et al. 1953) used in this study is a special case of the 
Metropolis-Hasting algorithm (Hasting 1970). The algorithm obtains the state of a chain 
θt+1 by sampling a candidate vector θ* from a proposal distribution 
*( | )tq θ θ  depending 
only on the previous state of the chain θt. The proposal distribution for the Metropolis 
method is symmetric, in which the candidate vector is accepted as the next state of the 
chain with probability  
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where the proposal distribution cancel out due to symmetry (i.e., *( | )tq θ θ  =
*( | )tq θ θ ). 
The random generation here adopts a random walk algorithm, in which θt+1 = θt + ζ, 
where ζ is a Gaussian noise parameter.  
Thus the acceptance probability is  
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The flowchart of the adopted algorithm is shown in Figure 6.4. Since the first nb sample 
may not represent the posterior distribution, the convergence of the chain has to be 
monitored (Gelman 1996). Convergence monitoring determines when the chain is 
considered safe to represent the target posterior distribution. In this chapter, a method 
proposed by Gelman (1996) is used, in which, multiple parallel chains are used with 
different starting points and the convergence to the target distribution is evaluated by 
calculating the estimated potential scale reduction factor Rˆ . This factor, given by the 
ratio of the overall variance ˆvar( ) to the within-sequence variance W, is expressed as  
ˆvar( )
Rˆ
W

                                                        (6.15) 
where υ is the scalar summary of interest (such as the mean value and standard deviation 
of the underlying random variables). It is sufficient to run the sequence until a value of 
1.1 or 1.2 for Rˆ is reached (Gelman 1996). However, for multivariate chains, higher 
values of Rˆ  can be used (Brooks & Gelman 1998). In this study, two parallel chains are 
used to sample from the posterior distribution and the convergence is considered to occur 
when the value of Rˆ for all the scalar summaries drops below 1.2. Hence, the first nb 
samples generated before convergence, corresponding to the burn-in period, are 
discarded.  
6.11 Example 6.1 
The proposed management plan is illustrated on a steel ship side shell detail subjected to 
fatigue. The side shell structure is known to have multiple fatigue critical locations that 
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need to be inspected frequently (Ma et al. 1999).  At these locations, the stress cycles are 
caused by the fluctuating hydrodynamic pressures as well as the pressure induced by 
waves. Another possible critical location is the intersection of bottom longitudinal 
stiffeners with transverse web frames (Glen et al. 1999b). At this location, the fluctuating 
stresses are mainly caused by the hull girder bending. The critical location considered in 
this example and shown in Figure 6.5 is the joint between the side shell plating and the 
longitudinal stiffener. In this example, the initial crack size ao is assumed to follow a 
normal distribution with mean of 0.5 mm and a COV = 0.1. The material crack growth 
coefficient C is considered to follow a lognormal distribution with mean = 2.3  10-12 
(British Standards Institution 2005), using units of mm/cycle for crack growth rate and 
3/2mm/N for the stress intensity factor range, and a COV = 0.3 while the parameter m is 
assumed to follow a normal distribution with mean = 3.0 and a COV = 0.1. The 
correlation coefficient between the natural logarithm of the parameter C (i.e., ln(C)) and 
m is considered to be -0.9 (Cremona 1996). The stress range Sre is considered as a random 
variable following a Weibull distribution and the geometry function Y(a) is considered to 
be constant = 1.12 (Guedes Soares & Garbatov 1999b). The critical crack size is assumed 
herein to be 50 mm. Descriptors of different parameters adopted for the crack size 
prediction are given in Table 6.1.  
Based on Equations (6.1), Monte Carlo simulation is performed with 100,000 
samples to find the time required to reach the critical crack size. Figure 6.6 shows the 
results of the Monte Carlo simulation, in which the mean and the standard deviation of 
the time required to reach different crack sizes are provided with the PDF of the time to 
reach a crack size of 10, 20, 30, 40 mm, and the critical crack size of 50 mm. As shown 
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in Figure 6.6, the mean value of the time to failure T  (i.e., time to reach the critical crack 
size) is 22.7 years and the standard deviation is 10.81 years. The number of samples for 
the Monte Carlo simulation is selected based on the extensive convergence analyses 
where the simulation results were found to stabilize before the selected number of 
simulations. A sample of the convergence analyses is shown in Figure 6.7. 
6.11.1 Optimum inspection times 
The scheduling to find optimum inspection times is formulated as an optimization 
problem with the objective of minimizing the expected total cost E(Ctotal) as follows  
Find tinsp,1, tinsp,2, tinsp,3,...., tinsp,n                                                        (6.16) 
To minimize E(Ctotal)                                                                        (6.17) 
Such that tinsp,i – tinsp,i-1   1.0 year                                                    (6.18) 
Given n, Ψ, Cfail, Cinsp, r and the PDF of T                                       (6.19) 
where tinsp,i = ith inspection time; E(Ctotal) = expected total cost as given by Equation 
(6.8); n = number of inspections; Ψ = matrix consisting of the PoD parameters λ and β 
for different available inspection types; Cinsp = vector consisting of the cost of 
performing a single inspection using each of the available inspection types; Cfail  = 
expected monetary losses as a result of the crack reaching it critical size without being 
detected by inspection;  r = annual discount rate of money assumed to be 2%. The PDF 
of the time to failure T is obtained from the results of the Monte Carlo simulation 
process. As shown by Equation (6.18), the minimum time interval between consecutive 
inspection actions is set to be 1.0 year.  
For this example, three inspection types are considered, namely, the eddy current 
inspection (ECI), the ultrasonic inspection (UI), and the liquid penetrant inspection (LPI). 
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Relative inspection costs for the three respective inspection types and the cost of failure, 
Cinsp,ECI :Cinsp,UI :Cinsp,LPI :Cfail, are considered to be 5.0:4.0:3.0:1 10
3. The PoD 
parameters λ and β for each of the inspection types are shown in Table 6.2. These adopted 
PoD parameters are deduced based on inspection practices of the aerospace industry 
(Forsyth & Fahr 1998) and are used here for illustrative purposes. This optimization 
problem is solved using the optimization toolbox provided in MATLAB® version R2011a 
(MathWorks Inc. 2011b). In this manner, the optimum inspection times for a given 
inspection type are found. 
Figure 6.8 shows the optimum inspection schedule for one (i.e., Schedules A, B, 
and C) and two scheduled inspections (i.e., Schedules D, E, and F) with inspection types 
of different qualities defined by the factors λ and β. For the case of two inspections, the 
shown times of the second scheduled inspections are independent of the results of the 
previous inspection (i.e., updating process is not utilized). As shown in Figure 6.8, the 
one scheduled inspection should be performed after 9.09, 12.38, and 14.95 years of 
service for ECI, UI, and LPI, respectively. For the case of two scheduled inspections, the 
first inspection is planned to be performed at 6.92, 10.3, and 12.72 years for the three 
respective inspection types. At the first inspection associated with Schedules D, E, and F, 
the mean predicted crack sizes are found by the Monte Carlo simulation to be 1.04 mm, 
1.92 mm, and 2.95 mm, respectively. Optimum inspection schedules and their associated 
objective function values are given in Table 6.2.  
6.11.2 Updated inspection schedules and damage evolution profiles 
Based on the outcomes of the first scheduled inspection, the model parameters, and 
accordingly, the crack growth profiles are updated. Considering inspection Schedule D, 
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which has the highest quality of inspection, the first inspection is scheduled after 6.92 
years in service. At this time, the mean of the predicted crack size E(ap(tinsp,1)) is found to 
be 1.04 mm. Accordingly, the crack size threshold for re-assessment aI is considered 
0.5∙E(ap(tinsp,1)), while the threshold aII for repair and re-assessment of the inspected 
location is taken as 1.5∙E(ap(tinsp,1)), yielding approximately 0.5 mm and 1.5 mm for aI 
and aII, respectively. For a measured crack size significantly smaller than the predicted 
one, a re-assessment is recommended to find the reason behind the large difference 
between the results. This re-assessment may result in finding different loading conditions 
in terms of the stress ranges or the number of loading cycles acting on the detail. 
Moreover, it may indicate different crack conditions (e.g., crack geometry or orientation) 
than those used in the prediction process. On the other hand, for crack sizes larger than 
aII, repair and re-assessment would be recommended to maintain the safety of the 
structure against sudden failures that may occur due to the unstable growth of the existing 
crack.   
The updating process for the studied range is performed using Equation (6.9) and 
the Metropolis algorithm discussed earlier in this chapter. The three crack growth 
parameters ao, m, and C are updated in this procedure where the parameter σe is assumed 
0.2mm (Perrin et al. 2007). Figure 6.9 shows the prior and posterior distributions of the 
three updated parameters for selected measured crack sizes at the time of the first 
scheduled inspection (i.e., 6.92 years). Two parallel chains are used simultaneously to 
monitor the convergence of the simulation process and the first nb samples corresponding 
to the burn-in period are neglected. Figure 6.10 shows the evolution of the Rˆ  values for 
different descriptors of the updated random variables. As a further check of the sampling 
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convergence, the slice sampling technique (Neal 2003) was also used and it was found to 
provide matching results to those obtained by the Metropolis algorithm. For the slice 
sampling, the MATLAB® R2011a statistical tool box (MathWorks Inc. 2011c) built-in 
sampling function was used to sample from the posterior distribution of the parameters. 
This algorithm, in its simplest form, draws the samples by selecting a horizontal slice at a 
vertical level drawn uniformly from the region under the function. The next sample 
which lies under the function is drawn uniformly from this horizontal slice (Neal 2003). 
The slice sampling technique does not require the definition of a proposal function which 
makes it favorable in many cases where the proposal function is difficult to obtain. Based 
on the posterior crack growth parameters resulting from the Metropolis algorithm, 
updated damage evolution profiles are obtained.  
Figure 6.11 (a) shows the updated profiles of the mean time required to reach 
different crack sizes and Figure 6.11 (b) shows the updated PDFs of the time to failure 
for different crack sizes detected at the first inspection. The same updating approach is 
applied to inspection schedules E and F where the UI and LPI are respectively used. For 
the UI, the first inspection is scheduled after 10.3 years of service and the thresholds aI 
and aII  are considered 1.0 mm and 3.0 mm, respectively. The mean of the updated crack 
growth profiles for this case are shown in Figure 6.12 (a) while the updated PDFs of the 
time to failure for different detected crack sizes are shown in Figure 6.12 (b). Similarly, 
Figures 6.13 (a) and 6.13 (b) shows updated crack growth profiles and the updated PDFs 
of the fatigue service life, respectively, for the LPI performed at 12.72 years of service 
life. Figures 6.14 (a)-(c) show, for the three inspection strategies, the descriptors (i.e., 
mean and standard deviation) of the remaining fatigue life for different measured crack 
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sizes at the first inspection along with the PDF of the remaining fatigue life for selected 
outcomes of the first inspection.  
The next step is to find the optimum time of the second inspection based on the 
second inspection type and the outcomes of the first inspection. This is performed using 
the optimization approach given by Equations (6.16) – (6.19) for one scheduled 
inspection (i.e., n = 1). For the ECI performed at 6.92 years, optimum times for second 
inspection using the eddy current technique are given in Figure 6.15 (a) for different first 
inspection outcomes. Additionally, the inspection time resulting from the optimization 
process without updating (i.e., tinsp,2 = 9.9 years) is plotted. As shown in the figure, 
inspection times are significantly affected by the previous inspection outcomes. The 
approach can also consider scheduling the second inspection with different inspection 
type. Combining inspection types in a management plan where higher quality inspections 
are performed early in the life and lower quality inspections performed later can be 
effective since inspection types with lower quality will have acceptable ability to detect 
the damage when performed later in life (i.e., with higher damage levels). Accordingly, 
times for the second inspection using the ultrasonic and liquid penetrant techniques are 
calculated and shown in Figure 6.15 (a). Figures 6.15 (b) and 6.15 (c) show the times for 
performing UI and LPI, respectively, in both the first and second inspection. Updated 
second inspection times for different types of inspection are given in Table 6.3 along with 
the predicted parameters of the remaining fatigue life after the first inspection. 
The procedure can also be used to find the remaining fatigue life after n 
inspections with specified outcomes. Figure 6.16 shows the remaining fatigue life after 
the second inspection based on the crack size measured during the first and second 
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inspection. For this process, the Metropolis algorithm uses the likelihood function with a 
number of inspections n = 2 where the second inspection outcome is chosen to cover a 
range of ainsp,1 + 0.5 mm up to 5.0 mm. Similar profiles covering different inspection 
types and outcomes after the second inspection can be plotted. This information about the 
remaining fatigue life along with the required safety levels and the available budgets can 
help the decision maker to effectively plan for the future repair actions.  
6.12 Example 6.2 
In this example, a fatigue critical bridge detail is analyzed. However, instead of using the 
crack size and the PoD for planning interventions, lifetime functions (see Section 2.2.2) 
are used to plan for threshold-based interventions. The approach is illustrated on a fatigue 
critical detail in the I-64 Bridge over the Kanawha River at Dunbar in West Virginia 
(currently carries westbound traffic). This study is only concerned with one of the plate 
girder spans crossing the Kanawha River; namely Span 9. The bridge was open for traffic 
in 1974 and was retrofitted in 1989 due to the presence of several fatigue cracks. The 
retrofitting included drilling holes at crack tips and installing retrofitting angles at various 
fatigue prone locations (Connor & Fisher 2001). In 2000, several locations of the bridge 
were monitored and analyzed by personnel from Lehigh University’s Engineering 
Research Center for Advanced Technology for Large Structural Systems (ATLSS). The 
purposes of this monitoring program were (a) characterizing the potential for subsequent 
cracking; (b) evaluating the effectiveness of the existing retrofits; and (c) providing 
recommendations for any further retrofits. The monitoring of the bridge in 2000 revealed 
that the bridge has multiple types of fatigue critical details. It was found that some of the 
retrofitted locations experienced stresses high enough to cause crack propagation (Connor 
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& Fisher 2001).  Recommendations were made for fixing the retrofitted details by adding 
heavier angles. However, some other critical details were found in which the monitoring 
shows a potential for fatigue cracking (Connor & Fisher 2001). Among those details, a 
bottom web gap detail located at the termination of the transverse connecting plate of the 
exterior girders is analyzed in this example. The detail is shown in Figure 6.17 along with 
a general plan view of the bridge. 
At this detail, the bracing gusset plate is welded to both the transverse connecting 
plate and the girder web; however, the transverse connecting plate is not connected to the 
tension flange, leaving a small web gap above the tension flange which may be subjected 
to fatigue cracking due to the out-of-plane displacement. This detail is known for its poor 
fatigue behavior (Fisher et al. 1990). 
The crack growth of the detail is assessed based on Monte Carlo simulation 
integrating Equation (6.1) and using 100,000 samples. This simulation process yields the 
PDF of the time to failure as an outcome. For this detail, the crack growth parameter C is 
assumed to follow a lognormal distribution with a mean 132.18 10 using units of mm for 
crack size a and MPa for stress range Sre (Barsom & Rolfe 1999). The COV of C is 
assumed to be 0.2. The parameter m is assumed to follow a normal distribution with 
mean 3.0 and COV = 0.1. The correlation coefficient between the natural logarithm of the 
parameter C (i.e., ln(C)) and m is considered -0.9 (Cremona 1996). The stress range and 
the average number of cycles are estimated based on the results of the long-term 
monitoring of the detail performed by ATLSS Center in 2000. As reported in Connor & 
Fisher (2001), the stress range acting on the detail is 34.45 MPa. This number is 
considered herein as the mean value of the stress range distribution with COV = 0.1 
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(Ayyub et al. 2002). The average number of cycles per day was found to be 7,500 
(Connor & Fisher 2001). This number is considered herein as the mean value of the 
distribution of the number of cycles where the COV is considered 0.1 (Moses et al. 
1987). The different parameters of the crack growth model are provided in Table 6.4. The 
cracking in this detail can be treated as a semi-elliptical edge crack of depth a (Fisher 
1984). The range of the stress intensity factor K  (see Equation (2.21)) can be found in 
terms of the function Y(a), which is expresses as 
( ) e s w gY a F F F F                                                 (6.20) 
in which Fe, Fs, Fw and Fg are correction factors taking into account the effects of the 
elliptical crack shape, free surface, finite width (or thickness), and non-uniform stress 
acting on the crack, respectively. Therefore, K is expressed as (Fisher 1984) 
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where  E k  is the complete elliptical integral of the second kind, c is the surface half-
length of a surface crack, wt  is the web thickness, Z is the weld leg size, and tmK  is the 
maximum stress concentration factor at the weld toe. The free surface correction factor 
Fs, applied for this crack, is employed for a semicircular crack in a semi-infinite plate 
subjected to uniform stress. The factor Fw accounts for finite thickness of the web plate, 
while the shape correction factor Fe considers the three-dimensional elliptical crack 
shape. Finally, the correction factor Fg accounts for the stress gradient (i.e., non-uniform 
stress) acting on the crack (Fisher 1984).  
Based on the parameters given in Table 6.4, and the Monte Carlo simulation 
process, the time-dependent crack size can be found as shown in Figure 6.18. 
Additionally, the mean and standard deviation of time t associated with crack length at, 
and PDFs of time for at = 2, 4, and 6mm are shown in Figure 6.18. Based on the Monte 
Carlo simulation process, the PDF of the time associated with reaching various crack 
sizes can be found. Setting the final crack size to the critical one provides the PDF of the 
time to failure of the detail. For this case, the PDF of the time to failure (i.e., time to 
reach a crack size of 10.16mm) is shown in Figure 6.19 (a). As shown, the mean time to 
failure of this detail is 16.81 years with a standard deviation of 8.43 years. Next, the 
cumulative probability of failure of the detail (i.e.,  TF t ) and its survivor function (i.e.,
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 TS t ) are obtained using Equations (2.9) and (2.10), respectively. Figure 6.19 (b) shows 
the survivor function of the detail and its associated cumulative probability of failure. 
Inspection actions are next planned based on the established lifetime performance 
profile. These inspections are threshold-based, in which inspection actions are scheduled 
when the performance indicator reaches a predefined threshold. The inspections are 
scheduled to monitor the performance of the detail at certain points along its service life. 
Accordingly, maintenance decisions can be made if the inspection revealed that the 
performance is below the maintenance threshold for the detail. For this example, 
inspection thresholds are established such that the first inspection is performed when the 
cumulative probability of failure reaches 10-2, whereas the second inspection is planned 
when the cumulative probability of failure reaches 0.15. This means that the second 
inspection is performed when there is 85% chance that the detail will have longer fatigue 
life. Needless to say, the selection of these thresholds depends mainly on the importance 
of the detail, its location within the bridge, and the structural redundancy. For the studied 
detail, and based on the original lifetime-performance profile, the first and second 
inspections should be applied, as shown in Figure 6.19 (b), at 6.7 years and 10.3 years, 
respectively. 
Based on the crack size measurements collected during inspections, the fatigue 
crack growth model parameters can be updated. Accordingly, the crack growth profile 
and the PDF of the time to failure would be updated. Two cases are considered herein in 
which the inspection at 6.7 years is considered to reveal a crack size of 3.0mm, or a size 
of 1.5mm. Using Equation (6.12) as the likelihood function, the slice sampling technique 
is employed to draw samples from the posterior distributions of the model parameters 
229 
based on Equation (6.9). This process yields the updated distributions of the model 
parameters. Figure 6.20 (a) shows the prior distribution of the crack growth parameter C 
and its posterior distributions for the case of measured crack sizes of 3.0mm and 1.5mm. 
Similar plots can be generated for the PDF of the parameter m and the initial crack size 
ao. Posterior crack growth model parameters are used again in the simulation process 
yielding an updated crack growth profile and PDF of time to failure. Figure 6.20 (b) 
shows the prior and updated profiles of the mean time to reach different crack sizes. 
Figure 6.21 shows the prior and posterior PDFs of the time to failure. As shown, for the 
first case, in which a crack of size 3.0mm is detected, the mean time to failure is reduced 
to 12.41 years with a standard deviation of 5.59 years. The second case, in which a crack 
of size 1.5mm is detected, results in a mean time to failure of 22.08 years with a standard 
deviation of 10.18 years. 
The updated PDFs of time to failure are used next to find the lifetime reliability 
measures. Figure 6.22 shows the survivor function for both cases of crack size measured 
during first inspection (i.e., 3.0mm and 1.5mm). As shown, the updated profile may be 
significantly different from the prior one. Additionally, based on the updated profiles, the 
second inspection time may be influenced. For this example, the second inspection for 
the first and second cases should be performed at 8.6 and 14.5 years, respectively. These 
inspection times are different from the prior inspection time of 10.2 years.  Based on the 
second inspection outcome, updated PDF of time to failure and survivor function can be 
also found. Thus, by updating the model parameters, an updated damage propagation 
profile is established. This profile gives more accurate information on the remaining 
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fatigue life as well as the reliability of the detail, allowing proper maintenance and 
management decisions to be made. 
 
6.13 Conclusions 
This chapter presents a probabilistic approach to find a comprehensive management plan 
for fatigue sensitive structures. This plan gives the time of the first inspection, and based 
on the inspection outcome and the predicted crack size, appropriate management actions 
are specified. These actions include re-assessment of the detail, propose a time for the 
second inspection action, or perform repair. The proposed approach uses Markov chain 
Monte Carlo method applied through the Metropolis algorithm to find the updated crack 
growth parameters after each inspection. Three parameters, namely, the initial crack size 
ao, and material constants m and C are updated after each inspection. The posterior 
parameters are used next to find the updated time to failure and the next inspection times 
that fulfill the optimization goals. The approach is automated in a MATLAB environment 
and is found to be computationally feasible using parallel processing. The computational 
time is significantly affected by the sampling method adopted for updating the model 
parameters. Other factors such as the geometry and type of the fatigue crack and the 
optimization technique will also affect the computational effort. Convergence is 
monitored through the updating process by running multiple parallel chains and checking 
the variance within the chain and the overall variance. The result of this process is a 
comprehensive life-cycle inspection plan that can be directly implemented for the 
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structure and gives the manager the ability to make real-time decisions based on the 
inspection outcomes. The following conclusions are drawn: 
1. The updating process significantly affects the performance estimation and it is 
crucial for the successful LCM process. 
2. Using the proposed framework, management plans allowing for real-time 
decisions based on future inspection outcomes are possible to be developed. The 
outcomes of such plans are the next inspection times and the damage level-based 
thresholds for re-assessment and repair decisions.  
3. The proposed LCM framework is general and can cover additional types of time-
dependent deteriorating mechanisms such as corrosion and corrosion-induced 
fatigue. 
4. Lifetime reliability measures such as the survivor function and the cumulative 
probability of failure can be effectively integrated into the LCM to assist the 
decision making process regarding future inspection and maintenance actions. 
5. Different optimization techniques for inspection scheduling can be included in 
this framework according to the management needs. These goals may include 
extending the service life as an objective; however, care should be taken in 
selecting the optimization technique as it may significantly affect the 
computational effort. 
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Table 6.1 Random variables for crack-growth prediction associated with the detail 
analyzed in Example 6.1 
Random 
variable 
Notation (units) Mean 
Coefficient of 
variation 
Distribution 
type 
Initial Crack 
size 
ao (mm) 0.5 0.1 Normal 
Material crack 
growth 
parameters 
m 3.0 0.1 Normal 
C 2.3 10-12 0.3 Lognormal 
Stress range Sre (MPa) 22.5 0.1 Weibull 
Annual number 
of cycles 
Nav 
(cycles/year) 
1.0 106 0.1 Lognormal 
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Table 6.4 Values of different random variables and deterministic parameters associated 
with the crack growth model for the detail in Example 6.2 
Variable 
Notation 
(Units) 
Mean 
value 
Coefficient 
of Variation 
Type of 
distribution 
Material crack growth 
parameter a 
C 
132.18 10
 
0.2 Lognormal 
Material crack growth 
exponent a 
m 3.0 0.1 Normal 
Initial crack size b oa  (mm) 1.27 0.2 Lognormal 
Daily number of cycles c 
Navg 
(cycles/day) 
7500×365 0.1 Lognormal 
Stress range c reS  (MPa) 34.45 0.1 Weibull  
Critical crack size fa  (mm) 10.16 - Deterministic 
Data from:  a Barsom & Rolfe (1999); b Fisher (1984); c Connor & Fisher (2001) 
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Figure 6.1 Schematic for the proposed management framework 
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Figure 6.2 Event tree for one inspection at a given detail 
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Figure 6.3 Flowchart for management framework 
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Figure 6.4 Flowchart for the updating Markov chain Monte Carlo simulation 
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Figure 6.6 Time-variant crack size with the PDF of time to reach a size of 10, 20, 30, 40, 
and 50 mm 
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Figure 6.7 A sample of convergence analyses of the fatigue crack growth simulation 
process 
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Figure 6.8 Optimum schedules for the adopted inspection types 
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(c) 
 
Figure 6.9 Prior and posterior distributions of model parameters based on detected crack 
sizes at the first inspection; (a) initial crack size, ao, (b) crack growth 
exponenet m, and (c) crack growth coefficient C 
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Figure 6.10 Evolution of Rˆ  for the scalar summaries in the Markov chain Monte Carlo 
simulation process 
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Figure 6.11 Updating results for different crack sizes measured at first inspection (tinsp,1 = 
6.92 years); (a) updated mean of crack growth profiles, and (b) updated PDFs 
of the time to failure 
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Figure 6.12 Updating results for different crack sizes measured at first inspection 
inspection (tinsp,1 = 10.3 years); (a) updated mean of crack growth profiles, 
and (b) updated PDFs of the time to failure 
0 10 20 30 40
0
5
10
15
20
25
30
35
40
45
50
TIME (YEARS)
C
R
A
C
K
 S
IZ
E
 (
m
m
)
1st INSPECTION:
tinsp,1 = 10.3 YEARS
ULTRASONIC 
INSPECTION
ainsp,1 = 3.0 mm
ainsp,1 = 2.5 mm
ainsp,1 = 2.0 mm
ainsp,1 = 1.0 mm
ainsp,1 = 1.5 mm
NO UPDATING
0 10 20 30 40 50 60 70 80
0
0.02
0.04
0.06
0.08
0.1
TIME TO FAILURE (YEARS)
P
D
F
1st INSPECTION:
tinsp,1 = 10.3 YEARS
ULTRASONIC 
INSPECTION
ainsp,1 = 1.0 mm
ainsp,1 = 1.5 mm
NO UPDATING
ainsp,1 = 2.0 mm
ainsp,1 = 3.0 mm
ainsp,1 = 2.5 mm
249 
(a) 
 
(b) 
 
Figure 6.13 Updating results for different crack sizes measured at first inspection (tinsp,1 = 
12.7years); (a) updated mean of crack growth profiles, and (b) updated PDFs 
of the time to failure 
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Figure 6.14 Remaining fatigue life with respect to the measured crack size at the first 
inspection; (a) first inspection performed at 6.92 years, (b) first inspection 
performed at 10.3 years, and (c) first inspection performed at 12.7 years 
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Figure 6.15 Second inspection times for different crack sizes measured at the first 
inspection; (a) ECI for first inspection and ECI, UI, and LPI for second 
inspection, (b) UI for first and second inspections, and (c) LPI for first and 
second inspections 
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Figure 6.16 Mean of the remaining fatigue life based on the crack size measured at the 
second inspection for multiple outcomes of the first inspection 
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Figure 6.17 The studied bridge (a) Plan view of the bridge, and (b) lower part of cross-
section A-A showing the analyzed detail (after Connor & Fisher (2001)) 
 
 
 
 
 
 
 
 
 
64.0 m
SPAN 9
7.1 m
7.1 m
7.1 m A
A
BOTTOM WEB
GAP
256 
 
Figure 6.18 Time-dependent crack length with PDFs of times when at = 2.0mm, 4.0mm, 
and 6.0mm 
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Figure 6.19 Lifetime measures of the analyzed detail (a) PDF of the time to failure, and 
(b) survivor function and cumulative probability of failure 
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Figure 6.20 Updating results (a) crack growth parameter C prior and posterior 
distributions for different measured crack sizes, and (b) Time-dependent 
crack growth profiles before and after updating 
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Figure 6.21 PDF of the time to failure before and after updating 
 
 
 
 
 
 
 
 
 
 
 
 
MONTE CARLO SIMULATION
100000 SAMPLES
MEAN    = 22.06 YEARS
ST. DEV. = 10.18 YEARS
PRIOR PDF
PDF FOR ains,1 = 1.5mm
MEAN    = 12.41 YEARS
ST. DEV. = 5.59 YEARS
PDF FOR ains,1 = 3.0mm
0 10 20 30 40 50 60
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
TIME TO FAILURE, t (YEARS)
P
D
F
 O
F
 T
IM
E
 T
O
 F
A
IL
U
R
E
, 
f 
(t
)
T 
260 
 
Figure 6.22 Lifetime survivor function before and after updating 
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CHAPTER 7 INSPECTION PLANNING FOR BRIDGES WITH 
MULTIPLE CRITICAL LOCATIONS 
7.1 Overview 
As can be seen from the previous chapters, inspection planning of aging structures is a 
complex process. This, in part, is due to the presence of various uncertainties associated 
with the performance prediction process and the damage detection capabilities of the 
inspection technique. The planning process becomes even more complex if the structure 
under investigation contains more than one critical location to be addressed in the LCM. 
In this case, the planning process starts with identifying the most critical locations of 
damage occurrence. These can be fatigue critical details or corrosion-prone locations. 
Nondestructive testing techniques, applied at different times along the service life, can be 
used to monitor the damage propagation and support the service life estimation. The next 
step is to establish an inspection plan which considers the available budget and the target 
performance level at all the critical locations of the investigated structure. 
 This chapter proposes a probabilistic approach for providing effective inspection 
plans for deteriorating bridges. The proposed approach can consider multiple fatigue and 
corrosion critical locations in the bridge and chooses the best inspection option among a 
set of predefined types of NDI methods for each location. Uncertainties in the damage 
initiation and propagation are considered, in addition to those associated with the damage 
detection process. A multi-objective optimization problem is formulated to find the 
optimum inspection times and the required NDT technique for each inspection. An 
existing steel bridge is used to illustrate the proposed probabilistic approach. Two 
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examples are provided, in the first one, inspection scheduling is performed in the 
presence of multiple critical fatigue details, while in the second one, fatigue deterioration 
in multiple locations and corrosion in the RC deck are considered.  
The work in this chapter is based on the papers Soliman & Frangopol (2012) and 
Soliman et al. (2013a). 
7.2 Background 
As previously discussed, several approached for the inspection scheduling on 
bridges deteriorating under uncertainty are available in literature. In this context, Chung 
et al. (2006) formulated an optimization algorithm for inspection scheduling that 
minimizes the cost while considering the safety of fatigue critical bridges. The cost in 
their study included both the inspection cost and failure cost. Their approach was used to 
find the optimal time interval between inspections for different inspection methods. 
However, regular (i.e., routine) NDI may be only practical for a limited number of 
bridges that are known to be highly critical. Kim & Frangopol (2011b,c, 2012) 
established a procedure that can find the optimum inspection times while minimizing the 
expected damage detection delay. Their work was based on the fact that delayed damage 
detection would lead to a delayed maintenance which in turn may increase the risk of 
failure for a given structure. Their approach was applied to a fatigue critical detail (Kim 
& Frangopol 2011c, 2012) and a RC deck subjected to corrosion (Kim & Franopol 
2011b). Orcesi & Frangopol (2011) introduced a probabilistic approach, based on 
lifetime functions, for optimizing the inspections and repairs of bridges. Kim & 
Frangopol (2011a) introduced a probabilistic approach for finding the optimal inspection 
and/or monitoring schedule for fatigue sensitive structures. Their approach included a 
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time-based failure criterion and safety margin with the target of minimizing the total cost. 
The cost included the monitoring/inspection cost in addition to the expected failure cost.  
However, in the previously discussed studies dealing with inspection planning for 
deteriorating structures, only one detail has been considered for the inspection 
scheduling; neglecting the practical fact that a deteriorating bridge may contain more than 
one critical location. Each of these locations has its own deterioration rate and may 
require a different type of inspection than other locations. This points out to the 
importance of basing this scheduling on the structural system level rather than on the 
detail component level.  
This chapter presents a probabilistic approach for the NDI scheduling of 
deteriorating bridges which considers multiple deteriorating locations. The proposed 
approach is able to handle the use of different inspection methods for each location at 
each inspection. The PoD function is used as an indicator of the inspection quality. 
Inspection scheduling is formulated as an optimization problem to find the inspection 
times which yield the highest probability of damage detection before failure in all the 
critical locations. Another case is studied in which the optimization problem is 
formulated to find the inspection schedule that minimizes the inspection cost and 
maximizes the probability of damage detection. Uncertainties in the damage imitation 
and propagation, as well as the damage detection models are considered. The proposed 
approach is applied to an existing fatigue critical bridge. 
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7.3 Fatigue and corrosion deterioration 
In this chapter, LEFM based on Paris’ equation (Paris & Erdogan 1963) is used for 
assessing fatigue behavior of steel details. As previously indicated, this equation is given 
by 
( )m
da
C K
dN
                                                    (7.1) 
where a = crack size, N = number of cycles, and K = range of the stress intensity factor. 
C and m are material parameters. The range of the stress intensity factor can be expressed 
as  
( ) reK Y a S a                                                 (7.2) 
where reS  = the equivalent constant-amplitude stress range and ( )Y a = the generalized 
stress intensity factor which depends on the crack orientation and shape. This factor can 
be expressed as (Fisher 1984) 
    ( ) e s w gY a F F F F                                                (7.3) 
in which Fe, Fs, Fw and Fg are correction factors taking into account the effects of the 
elliptical crack shape, free surface, finite width (or thickness), and non-uniform stress 
acting on the crack, respectively. The correction factors for several fatigue related cases 
were studied by (Albrecht & Yamada 1977; Fisher 1984; Yazdani and Albrecht 1990). 
More detailed empirical and exact solutions for these correction factors can be found in 
(Tada et al. 2000). 
Considering the daily number of cycles Navg to be constant over time, the time 
interval associated with a crack growth from oa  to a size of ta  can be calculated as 
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 
1 1
365 ( )
t
o
a
mm a
avg re
t da
N C S Y a a
 
   
                             (7.4) 
The time to failure of the detail is obtained by setting ta  in Equation (7.4) to be 
equal to the critical crack size fa . Monte Carlo simulation technique can be used in this 
case, resulting in the PDF of the time to failure T. Additionally, data collected during 
structural health monitoring can be effectively used to find the stress range and the daily 
number of cycles affecting the detail, which will give more reliable fatigue life prediction 
(Ye et al. 2012). 
Corrosion of steel reinforcement is one of the main factors causing the 
deterioration in RC members.  Its effect is accelerated when the member is subjected to 
de-icing salt spray. Corrosion can damage the RC member in various ways such as 
cracking, spalling, and loss of steel section, among others. The corrosion of 
reinforcement mainly occurs due to concrete carbonation and chloride penetration. This 
chapter considers the chloride penetration as the main corrosion driving process. In this 
chapter, the corrosion initiation time is defined as the time for the chloride concentration 
at the rebar surface to exceed a predefined threshold limit. Fick’s second law can be used 
to calculate the corrosion initiation time T as (Kim & Frangopol 2011b) 
2
2
14
I
th
o
x
T
C
D erfc
C


  
    
                                              (7.5) 
where x = depth of steel reinforcement from the concrete surface (mm), D = effective 
chloride diffusion coefficient (mm2/year), Co = surface chloride concentration (g/mm
3), 
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Cth = threshold limit of chloride concentration for reinforcement (g/mm
3), and  erfc  = 
complementary error function.  
Following the corrosion initiation, general (i.e., uniform) corrosion is considered, 
in which the corrosion process leads to a reduction in the cross-sectional area of the steel 
reinforcement. This reduction is assumed to be constant along the entire surface area of 
the reinforcing bars. The reinforcement area As(t) at time t is found as  
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for 0 ≤ t ≤ TI 
(7.6) 
for  t > TI 
where ns = number of rebars subjected to corrosion effect; do = initial diameter of rebars 
(mm); and rcorr = rate of corrosion (mm/year). 
7.4 Nondestructive inspection of steel bridges 
Among the available NDI techniques for fatigue inspection, the liquid penetrant 
inspection (LPI), ultrasonic inspection (UI), eddy current inspection (ECI), and magnetic 
particle inspection (MPI) are mostly used for bridge inspection (Zheng & Ellingwood 
1998). Each of these methods has its advantages and disadvantages. For instance, the UI 
can detect small cracks; however, it requires considerable experience for interpreting the 
results. MPI is simple but it requires considerable surface preparation. Eddy current 
technique is a useful technique that has been widely used for aerospace and ship 
applications. This technique requires no surface preparation and moderate experience for 
interpreting the results. Recently, eddy current technique has been used in some bridge 
applications (Lamtenzan et al. 2000).  
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7.5 Probability of Damage Detection 
In general, two methods are mainly used in the analysis of NDI results to formulate the 
PoD functions: the hit and miss method and the signal response method (Chung et al. 
2006). The PoD function can take multiple forms; however, among the most widely used 
are the log-logistic function and the cumulative lognormal distribution function. These 
two forms are, respectively, expressed as 
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where a is the crack size;  and   are the parameters which define the log-logistic PoD 
curve;    is the standard normal cumulative distribution function; and  and   are, 
respectively, the location and scale parameters of the cumulative lognormal PoD curve. 
The parameters ,  ,  and   in Equations (7.7) and (7.8) depend mainly on the quality 
of inspection and are different for each inspection method. In this chapter, Equation (7.8) 
is used to represent the damage detection probability of NDI methods. 
7.6 Inspection Planning 
In this chapter, inspection planning is performed with the aim to find the optimum 
inspection schedule that satisfies a set of predefined goals such as minimizing the total 
inspection cost and/or maximizing the PoD before failure occurs. The process starts with 
predicting the time-dependent damage level (i.e., crack size or degree of corrosion) 
which, in turn, can be used along with the PoD function for the chosen inspection 
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method. However, this damage level is always an unknown quantity subjected to 
significant uncertainties. In this study, Monte Carlo simulation is used to predict the time-
dependent crack size for each of the studied locations. Two outcomes can be drawn from 
this simulation process: the time-dependent damage level and the PDF of the time to 
failure T. In this chapter, T is defined as the time when the crack reaches a predefined 
critical crack size or the time when the loss in the area of reinforcement bars reaches 10% 
of the initial cross-sectional area due to corrosion. These outcomes will be used in next 
sections to find the probability of detection before failure (PD) at each inspection. Failure 
is considered to occur of the damage level reaches the critical level before being detected 
by the inspection plan. The proposed approach can handle different inspection methods 
for each location at a certain inspection time. This is considered herein due to the fact that 
some inspected locations might have surface flaws that can be easily detected using less 
expensive method such as the liquid penetrant or magnetic particle inspection. For this 
reason, a matrix consisting of the PoD function parameters for the considered inspections 
methods at each location is defined and used in an evaluation process to find the best 
inspection method for each detail, as will be shown later in this chapter.  
7.6.1 Probability of Damage Detection before Failure for a Single Detail 
The probability of damage detection PDn after n inspection can be formulated 
considering both the PoD and the probability that the inspection will be applied before 
the time to failure T. The formulation of PD is based on the event tree model shown in 
Figure 6.2 for a number of inspections n equal to one. PD1 (i.e., n = 1) is associated with 
Branch 2 in this event tree and is expressed as 
 
1 11
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where T = time to failure of the detail, 
1insp
t = time of application of the first inspection, 
 
1insp
P t T = probability that the first inspection is applied before the failure of the 
detail, and 
1
( , )inspPoD t  = probability of crack detection at the first inspection using the 
inspection method ρ.  
Similarly, the event tree model can be extended to find the probability of 
detecting the crack before failure for n inspections, which can be expressed as 
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where  
iinsp
P t T = probability that the ith inspection is performed before the failure of 
the detail,  ,
jinsp j
PoD t  = probability of crack detection at the jth inspection using the 
inspection method j , and  1 1,iinsp iPoD t    = probability of not detecting the crack at the 
( 1)thi  inspection using the inspection method 1i  , and  0 0,inspPoD t   = 1. 
7.6.2 Probability of Damage Detection before Failure for Multiple Details 
Using Equation (7.10), the probability of damage detection after n inspections can be 
found for a single detail. This approach can be extended to find the probability of damage 
detection at all the inspected locations after n inspections, which can be expressed, 
assuming the statistical independence between the events of detecting cracks at different 
details, as 
 , ,
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n L n k
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PD PD

                                                 (7.11) 
where L = total number of inspected details.  
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7.6.3 Inspection Cost 
As previously indicated, the cost of inspection consists of the access cost, equipment cost 
and operator cost. For the case of bridge inspection, the access cost is the cost required to 
control the traffic and access the different locations that need to be inspected. This cost 
depends mainly on the location of the bridge, the volume of traffic that crosses the 
bridge, and the type of the bridge.  
Equipment cost depends mainly on the type of the NDT used in the inspection. 
For instance, the ultrasonic inspection and eddy current inspection would require special 
equipment to be performed. The third item is the operator cost, which includes the fees of 
the inspector, interpretation of the results, and writing the inspection report. This cost 
depends on the type of the bridge, the number of inspected details and the type of 
inspection used for each detail. 
The cost of a single inspection inspC  can be found by adding the access, 
equipment, and operator costs. Accordingly, this cost can be used to find the present cost 
of n inspections 
T
inspC  as follows   
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where r = annual discount rate of money. 
7.7 Example 7.1 
The proposed approach is applied to an existing fatigue critical bridge. The bridge is the 
I-64 Bridge over the Kanawha River at Dunbar in West Virginia (currently carries the 
westbound traffic), which was previously analyzed in Example 6.2. This bridge complex 
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spans over railroad tracks, local roads, and the Kanawha River. In this study, only two of 
the plate girder spans crossing the Kanawha River, namely, Spans 9 and 10 are 
investigated. A view of these spans is shown in Figure 7.1 (after Connor & Fisher 2001). 
In 2000, several locations of the spans over the Kanawha River were monitored and 
studied by personnel form the ATLSS Center of Lehigh University. As previously 
indicated, several details showing a potential for fatigue cracking were found (Connor & 
Fisher 2001). 
 With multiple fatigue critical locations in the bridge, difficult decisions have to be 
taken regarding the future interventions. For example, under the fact that these details 
have not yet shown signs of severe fatigue cracking, should these details be retrofitted or 
not ? In these situations, usually the manager chooses to postpone the retrofitting while 
proposing a plan for the future inspection of these details. In fact, this raises the next 
question on how can this bridge be inspected in the future to make sure that the cracks, if 
developed, can be effectively detected and repaired before failure. The answer to the last 
question is related to the optimum inspection planning proposed in this chapter, which 
should be able to handle the different critical details and ensure the highest probability of 
cracks detection before failure while maintaining the cost-effectiveness of the inspection.  
For this bridge, three types of details were found to be fatigue critical (Connor & 
Fisher 2001). The first detail, shown in Figure 7.2, is a bottom web gap detail located at 
the termination of the transverse connecting plate of the exterior girders. This detail, 
referred to as Detail D1, is known for the bad fatigue behavior due to the distortion 
induced stresses and has been discussed in Example 6.2. The second detail (i.e., Detail 
D2), shown in Figure 7.3, is a longitudinal stiffener termination detail. D2 is subjected to 
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longitudinal in-plane stresses which are amplified at the weld termination. In some cases, 
due to the small web gap, it is also subjected to out-of-plane displacements inducing large 
longitudinal stresses that act in the same direction of the in-plane stresses. The last detail, 
Detail D3 (shown in Figure 7.4), is a weld termination at the connection of a bracing 
gusset plate and the transverse connecting plate. D3 was found to have small cracks at the 
regular inspection which were found to be growing out of the lack of fusion zone on the 
gusset plate (Connor & Fisher 2001).  
7.7.1 Probabilistic time-dependent crack growth 
In this section, the probabilistic time-dependent crack growth for each detail is estimated 
based on Equation (7.4) and a Monte Carlo simulation using 100,000 samples. The 
outcome of this simulation is the PDF of the time to failure of each detail. The descriptors 
for predicting time-dependent crack growth based on Equation (7.4) are provided in 
Table 7.1. The parameter C for crack growth in Equation (5) is assumed lognormally 
distributed with a mean of 132.18 10 using units of mm for crack size a and MPa for 
stress range Sre (Barsom & Rolfe 1999). This corresponds to a value of 
103.6 10 using 
inches for a and ksi for Sre. The COV of C is assumed to be 0.2.  
For the Detail D1, the cracking of this detail can be treated as a semi-elliptical 
edge crack of depth a (Fisher 1984). The range of the stress intensity factor can be found 
using Equations (6.31)-(6.27). For this detail, the average number of cycles was estimated 
as 7500 cycles per day (Connor & Fisher 2001) and is assumed herein to have a 
lognormal PDF with mean of 7500 and COV of 0.1 (Moses et al. 1987). The stress range 
was found to be 34.45 MPa (5.0 ksi) (Connor & Fisher 2001). This stress is considered 
here to be the mean value of the stress range distribution for this detail with a COV of 0.1 
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(Ayyub et al. 2002). Furthermore, the initial crack size oa  is assumed to be a lognormal 
random variable with mean of 1.27 mm (0.05 in) and COV of 0.2 (Kim & Frangopol 
2011a). The final crack size fa  was assumed to be 10.16 mm (0.4 in). The PDF of time 
for the crack size to reach fa  (i.e., time to failure T) can be obtained as shown in Figure 
7.5 (a). 
The PDF of the time to failure for Detail D2 can be found using the same 
probabilistic model adopted for D1 (i.e., using Equation 7.4) with a stress concentration 
factor analogous to that of a welded cover plate detail (Connor & Fisher 2001). Data 
required for generating the PDF of the time to failure for Detail D2 are listed in Table 
7.1. For the Detail D3, an estimate of the stress intensity factor range for the free edge 
crack can be made using the following relationship (Connor & Fisher 2001) 
reK S a                                                  (7.13) 
where a = half the width of the lack of fusion zone at the root of the partial penetration 
groove weld and the reinforcing weld. Field observation performed by ATLSS personnel 
suggested that the lack of fusion zone is equal to 6.35 mm (0.25 in), giving the value of 
oa  = 3.175 mm (0.125 in). To account for uncertainty, this value is assumed to be a 
lognormal distributed random variable with mean of 3.175 mm (0.125 in) and a COV of 
0.2. Using this information, the time to failure, which is the time required for the crack to 
propagate through the thickness of the gusset plate can be calculated. The final crack size 
is assumed to be 9.525 mm (0.375 in). The remaining data required for predicting the 
time to failure of this detail is listed in Table 7.1. Figures 7.5 (a), (b) and (c) show the 
PDF of time to failure for Details D1, D2 and D3, respectively. 
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7.7.2 Inspection quality 
In this example, the inspection quality is modeled by using the lognormal PoD function 
given by Equation (7.8). Three types of NDI methods are utilized for this application, 
namely, the eddy current technique, ultrasonic inspection, and liquid penetrant inspection. 
Since the PoD function parameters depend on factors such as the crack geometry, the 
location of the crack, environmental conditions, the inspector training, the determination 
of these parameters requires extensive experimental investigation which is outside the 
scope of this study. Accordingly, these parameters are assumed as shown in Table 7.2. 
However, these parameters can be easily modified when more data regarding these types 
of details is available. It is assumed in this example that each inspection method will have 
the same PoD when applied to any of the studied details. 
7.7.3 Inspection scheduling 
 Scheduling to maximize the probability of damage detection before failure 
In this stage, the optimum inspection schedule is obtained as the solution of an 
optimization problem with the objective of maximizing the probability of detection 
before reaching the critical crack size for the three details. The problem is formulated as 
follows 
Find   
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to maximize    PDn,L                                                                  (7.15)       
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 given  , ,n L Ψ and PDFs of T for different details                     (7.17) 
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where inspt  = a vector consisting of the design variables of inspection times, iinspt = the ith 
inspection time in years, n = number of inspections, L = number of inspected details, and 
Ψ  is a matrix containing the parameters of the inspection methods used for each 
inspection type for the three details (i.e., L = 3). Since the bridge consists of multiple 
fatigue critical details which may require inspections to be performed at a higher 
frequency than the biannual routine ones, a constraint has been imposed, as indicated by 
Equation (7.16), requiring that the time between successive NDI cycles should be at least 
one year. 
The optimization algorithm can find the optimum inspection schedule using 
different inspection methods for each detail. For instance, the liquid penetrant inspection 
can be used for the third detail at each inspection while the first and second can be 
inspected using ultrasonic inspection. In this phase, the choice of the inspection method 
for each detail is applied by the user and the output is the inspection times. However, 
later in this application, the optimizer will be left to choose the most appropriate 
inspection method among a set of chosen methods for each detail. The optimization 
toolbox provided by version R2010a of MATLAB® (MathWorks Inc. 2010) is used to 
solve this single-objective optimization problem. The results of this optimization stage, 
provided in Table 7.3, show the optimum inspection times when using a single inspection 
method for the three details. Figure 7.6 shows the inspection schedule for the case of two 
inspections using different inspection methods. It can be seen from the results that as the 
quality of inspection decreases, the optimizer chooses the inspections to be performed 
later in life in order to maximize the probability of damage detection.  It is also shown 
that for the selected PoD parameters, the eddy current technique can be used only three 
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times during the life giving almost 100% probability of crack detection before reaching 
the critical size (see Table 7.3).  
 Scheduling to find a tradeoff between the cost and the probability of damage 
detection before failure 
For this optimization problem, the optimum inspection schedule is found as the solution 
of a bi-objective optimization problem where the first objective is to maximize the 
probability of detection before reaching the critical crack size PDn,L and the second 
objective consists of minimizing the expected inspection cost. The problem is formulated 
as follows 
Find  
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where inspC  is a  vector consisting of the cost of each inspection option. In this example, 
a fixed cost is applied at each inspection; this cost includes the access cost and a part of 
results interpretation and writing the report. The equipment cost is assumed to be 
different among different types of inspection. Moreover, for the cases where the 
optimizer chooses the ultrasonic and the eddy current methods at the same inspection, a 
penalty is added to the inspection cost to reflect the extra cost arising from providing the 
additional equipment and personnel to the bridge site. The cost of performing LPI for the 
three details is assumed to be 6000 USD, whereas, for using UI only or a combination of 
UI and LPI, the inspection cost is considered to be 8500 USD. In addition, a cost of 9500 
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USD is assumed for the case of performing ECI or ECI and LPI simultaneously. Finally, 
using both ECI and UI requires a cost of 10500 USD. It should be noted here that the cost 
of inspection methods depends heavily on the location of the detail within the bridge. For 
instance, if accessing the inspected detail requires traffic control, inspection methods 
which require surface preparation, such as the LPI and UI, would be very expensive. In 
these cases, the cost of LPI and UI may be higher than that of the ECI as the latter 
requires no surface preparation. 
This optimization problem is solved using the genetic algorithms (GAs). This 
algorithm is based on the NSGA-II (Non-Dominated Sorting in Genetic Algorithms) 
algorithm developed by (Deb et al. 2002) and runs in the MATLAB environment. The 
GAs are used in this chapter due to their known robustness against convergence to local 
minima for this type of problems and due to the fact that they use the objective function 
and not its gradients (Frangopol 2011). The algorithm in this case provides a Pareto-
optimal set of solutions which are optimum trade-offs between the two objectives. A 
solution is Pareto-optimal if there does not exist another solution that improves at least 
one objective without worsening another one (Arora 2012). 
In this phase, the optimizer is left to choose the optimum time for each inspection 
in addition to the type of inspection for each detail. This is performed by using binary 
strings for describing the identifiers (ids) of the inspection options. The result of this 
process is a matrix in which each row represents an inspection plan and the binary codes 
in this row represent an inspection option.  For simplicity, it is assumed that all the three 
methods of inspection are suitable for the three details. The Pareto-optimal solutions for 
the case of one inspection are provided in Figure 7.7. Figure 7.7 (a) shows the Pareto 
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front for the case of using an annual discount rate of money r = 0.0 % while Figure 7.7 
(b) shows the optimization problem solution using r = 2.0 %. Each point on the Pareto-
optimal solution set indicates a different inspection plan. This enables the decision maker 
to choose the inspection plan that suits the available budget and maintain the target 
probability of damage detection over a prescribed threshold. As shown by Figure 7.7, 
including the annual discount rate gives a more dispersed Pareto front. This is due to the 
fact that including the discount rate gives the opportunity of performing the same 
maintenance option at different times in the future where each one has different 
calculated present cost. Two selected inspection plans are identified on Figures 7.7 (a) 
and 7.7 (b) and the corresponding inspection schedules are shown in Table 7.4. Plan A1 
corresponds to the solution with one inspection and a discount rate of 0% while plan A2 
uses a discount rate of 2%. Both plans use the same inspection methods for each detail; 
however, when the discount rate is included, the optimization process provides multiple 
solutions using the same method but with different application times; each inspection 
plan has a unique cost and a corresponding PDn,L.  Thus, a solution that satisfies both the 
available budget and the required PDn,L can be easily selected.  
Figure 7.8 (a) gives the Pareto-optimal inspection schedules for the case of two 
inspections considering an annual discount rate of money of 2%. Two inspection plans, 
B1 and B2, are selected on Figure 7.8 (a) and shown in details in Figure 7.8 (b) and Table 
7.4. Each solution gives certain inspection times and types. It is observed from the results 
that solution B1 gives a PD of 0.995 while solution B2 gives 0.988 which is 0.7% 
decrease in the PD, However, solution B2 gives a cost reduction of almost 15.2% 
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compared to that of B1. This shows how valuable the results of the Pareto-optimization 
are; detailed examination of the results always yields highly efficient solutions. 
Similar Pareto-optimal solutions are obtained for the case of three inspections and 
are shown in Figure 7.9 (a). Plans C1 and C2 are selected for evaluation and are shown in 
Table 7.4. Each plan yields a very high PD and they both assign the use of liquid 
penetrant to the three details at the last inspection. In fact, this was found in the majority 
of the Pareto-optimal solutions for the three inspections, where the optimizer chooses the 
low quality inspection to be performed later in the life of the structure since the 
probability of detecting larger cracks is high using the lower quality inspection method. 
7.8 Example 7.2 
This example applies the inspection scheduling methodology proposed in this chapter to 
same bridge analyzed in Example 7.1, where it is considered to be subjected to fatigue 
damage and corrosion in the steel reinforcement of the RC deck. The optimum inspection 
schedule is found as the solution of a bi-objective problem that minimizes the expected 
inspection cost and maximizes the probability of damage detection before failure. Two of 
the critical fatigue locations identified by the monitoring program are considered in this 
example. The first detail is the bottom web gap detail (i.e., Detail D1 in Example 7.1) 
while the second detail is the weld termination at the connection of a bracing gusset plate 
and the transverse connecting plate (i.e., Detail D3 in Example 7.1). These details are 
shown in Figures 7.2 and 7.4, respectively. In this example, Details D1 and D3 are 
considered in addition to the corrosion of the concrete deck for the inspection scheduling. 
The PDFs of the time to failure of the details D1 and D3 are shown in Figures 7.5 (a) and 
(c).  
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Since no data covering the concrete slab dimensions is given in the monitoring 
report, the corrosion initiation and propagation data are assumed and given in Table 7.5. 
In order to obtain the PDF of the time to failure for the corrosion damage, all the 
associated parameters are considered as lognormally distributed random variables. The 
failure for the corrosion location is considered to occur when the loss in the area of 
reinforcement bars reaches 10% of the initial cross-sectional area. Monte Carlo 
simulation is used for this purpose where the number of 105 simulations is found to be 
sufficient after extensive convergence analysis. The PDF of T for the corrosion damage is 
provided in Figure 7.10. 
For inspection scheduling under corrosion damage, the PoD function is 
considered to be a function of the time-dependent damage intensity δ(t) which can be 
defined as (Kim & Frangopol 2011b) 
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for  t > TI 
Accordingly, the PoD function for corrosion detection can be defined as (Kim & 
Frangopol 2011b) 
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where δ0.5 = damage intensity at which the inspection method has 50% probability of 
detection; and σδ = standard deviation of the damage intensity δ0.5. The damage intensity 
δ0.5 reflects the quality of inspection; an inspection method with a lower δ0.5 will have a 
higher probability of damage detection.  
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The inspection scheduling is performed using the same formulation given by 
Equations (7.18)-(7.21). For fatigue inspection, three methods, namely the LPI, ECI, and 
UI are used. The PoD model given by Equation (7.8) is used with parameters of each 
inspection method given in Table 7.2. However, for corrosion inspection, the PoD model 
given by Equation (7.23) is used with δ0.5 = 0.05. The same cost structure of LPI, ECI, 
and UI provided in Example 7.1 is also applied in this example. On the other hand, 
corrosion inspection is assumed to cost 9000 USD. The annual discount rate of money is 
considered to be 2%. This optimization problem is solved using GAs. The genetic 
algorithm for multi-objective optimization provided in MATLAB® version 2011a 
optimization toolbox (MathWorks Inc. 2011a) is used to find the Pareto-optimal solution 
set of the bi-objective optimization problem. The genetic algorithm is performed with 
200 generations and a population of 150 for a given number of three inspections 
providing the Pareto-optimal solution set shown in Figure 7.11. The design variables and 
objective function values of two representative solutions are shown in Table 7.6. In this 
problem, the optimizer is left to choose the optimum time for each inspection in addition 
to the type of inspection for each detail. For simplicity, it is assumed that all the three 
methods of inspection are suitable for the two fatigue details. Tow representative 
solutions (i.e., F1 and F2) are selected and highlighted on Figure 7.11. The details of 
these solutions are provided in Table 7.6. As can be seen from the results, selecting 
solution F1 will yield a probability of detection of 0.88 while the inspection cost will be 
25395, whereas solution F2 will give almost the same probability of detection but with 
significant decrease in the inspection cost. 
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7.9 Conclusions 
This chapter presents a probabilistic inspection scheduling approach for deteriorating 
bridges using NDI techniques. The approach is capable of handling, simultaneously, 
multiple critical locations existing in the bridge. The method starts with predicting the 
time-dependent damage imitation and propagation of each location, which ultimately 
provides the PDF of the time to failure at each of the considered locations. The damage 
propagation information for different locations was used along with the PoD data of 
different inspection methods in a single-objective optimization process to select the 
optimum inspection times for different NDI methods. The objective of this optimization 
process is to maximize the probability of damage detection before failure of all inspected 
locations. Based on the provided inspection cost and damage propagation information, a 
bi-objective optimization process, aiming to maximize the probability of damage 
detection and minimize the total inspection cost, is formulated to find inspection times 
and select the best NDI technique for each location at different inspections. The 
following conclusions are drawn: 
1- Establishing the inspection schedule that provides optimal inspection times 
and selects the best NDT technique for each location can be achieved using 
the proposed probabilistic optimization process. 
2- Based on the studied examples, higher quality inspection methods do not have 
to be performed routinely throughout the lifetime of the structure. A limited 
number of optimally planned inspections can be enough to yield an acceptable 
PD. In fact, some inspection techniques can provide, compared to methods 
with lower quality, a significantly higher PD after a relatively small number 
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of inspections. The number of inspections, as well as their application times, 
can be provided by the solution of the optimization process. 
3- Including a realistic discount rate of money improves the flexibility of the 
inspection planning by providing more dispersed Pareto-optimal solution 
fronts. Multiple solutions on this front may indicate the same type of NDI 
methods (with different application times); however, each solution 
corresponds to unique cost and PD pair allowing the bridge managers to select 
the best solution which fits the management constraints.  
4- The proposed approach can be easily extended to consider additional types of 
time-dependent deteriorating mechanisms such as corrosion-induced fatigue 
affecting different locations of the bridge. 
5- Due to the high uncertainty associated with the damage propagation, the 
results of the proposed method can be enhanced by including the ability to 
update the damage initiation and propagation model parameters information 
for different details after each inspection (as discussed in detail in Chapter 6 
of this study). 
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Table 7.2 Adopted parameters of the PoD functions (
ln( )
1
a
PoD


 
  
 
) for eddy 
current, ultrasonic, liquid penetrant inspections (based on Fosyth & Fahr 1998) 
 
Inspection Method     
Eddy current inspection (ECI)  -0.967584 -0.571075 
Ultrasonic inspection (UI) 0.122218 -0.304791 
Liquid penetrant inspection (LPI) 0.828552 -0.423416 
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Table 7.3 Inspection times and objective value for the single-objective optimization 
Inspection 
method 
n 
Inspection times 
PDn,3 
1insp
t  
2insp
t  
3insp
t  
4insp
t  
Eddy 
current 
inspection* 
1 5.12 - - - 0.9824 
2 3.43 5.99 - - 0.9996 
3 3.31 4.31 6.51 - 0.9999 
Ultrasonic 
inspection 
1 7.83 - - - 0.7838 
2 6.27 12.55 - - 0.9416 
3 5.09 7.77 16.70 - 0.9802 
4 4.54 6.00 9.72 17.62 0.9908 
Liquid 
penetrant 
inspection 
1 11.75 - - - 0.2108 
2 9.08 16.32 - - 0.4317 
3 7.82 10.91 18.46 - 0.5655 
4 7.21 9.11 13.42 19.67 0.6512 
* For eddy current inspection, three inspections are sufficient to give the maximum 
probability of detection  
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Table 7.5 Descriptors of different random variables and deterministic parameters for 
Corrosion of RC slab 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Variable Mean COV 
do (mm) 15.88 0.02 
x (mm) 30.2 0.02 
Co (g/mm
3) 0.15 0.1 
Cth (g/mm
3) 109.68 0.1 
D (mm2/yr) 0.037 0.15 
rcorr (mm/yr) 0.0582 0.3 
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Table 7.6 Design variables and objective values of selected optimum solutions of 
Example 7.2 
Plan 
First Inspection Second Inspection Third Inspection 
Present 
Cost 
(USD) 
PD3,3 tinsp1 
(years) 
Inspection 
Method 
tinsp2 
(year) 
Inspection 
Method 
tinsp3 
(years) 
Inspection 
Method 
D1 D3 D1 D3 D1 D3 
F1 3.55 ECI ECI 5.55 ECI ECI 8.5 ECI ECI 25395 0.88 
F2 4.95 UI UI 8.4 UI LPI 12.9 UI LPI 22275 0.86 
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Figure 7.2 Detail D1 in Figure 7.1: bottom web gap (adapted from Connor and Fisher 
2001) 
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Figure 7.3  Detail D2 in Figure 7.1: longitudinal stiffener termination (adapted from 
Connor & Fisher 2001) 
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Figure 7.4 Detail D3 in Figure 7.1: gusset plate to transverse connecting plate welds 
(adapted from Connor & Fisher 2001) 
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(c) 
 
Figure 7.5 PDF for time to failure of (a) Detail D1; (b) Detail D2; and (c) Detail D3 
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Figure 7.6 Optimum inspection schedules resulting from the single-optimization process 
of the case of two inspections 
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(a) 
 
(b) 
 
Figure 7.7 Pareto-optimal solutions for the case of one inspection with (a) discount rate = 
0%; and (b) discount rate = 2% 
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(a) 
 
(b) 
 
Figure 7.8 Optimal solutions for the case of two inspections (a) Pareto-optimal solution 
set, and (b) inspection schedules B1 and B2 
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(a) 
 
(b) 
 
Figure 7.9 Optimal solutions for the case of three inspections (a) Pareto-optimal solution 
set, and (b) inspection schedules C1 and C2 
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Figure 7.10 PDF of time to failure for corrosion of steel reinforcement 
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Figure 7.11 Pareto-optimal solution for three inspections 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
12000
14000
16000
18000
20000
22000
24000
26000
0 0.2 0.4 0.6 0.8 1
PROBABILITY OF DETECTION BEFORE FAILURE
IN
SP
EC
TI
O
N
 C
O
ST
, U
SD
NUMBER OF INSPECTIONS = 3
OBJECTIVES
- MAX. PROBABILITY OF DETECTION
- MINIMIZE INSPECTION COST
A1
A2
PROBABILITY OF DAMAGE D TECTION, PD
IN
SP
EC
TI
O
N
 C
O
ST
 (
U
SD
)
F
F1
302 
CHAPTER 8 SYSTEM-BASED INSPECTION AND MAINTENANCE 
OPTIMIZATION FOR BRIDGES UNDER CORROSION 
DETERIORATION 
8.1 Overview 
This chapter proposes a system-based optimization procedure for life-cycle inspection 
and maintenance planning for aging bridges. In this procedure, the structural system 
interactions and correlations are accounted for by modeling the structure as a series, 
parallel, or a series-parallel system whose components are subjected to time-dependent 
deterioration phenomena. Different possible repair options are considered depending on 
the damage state and the outcomes of each inspection. For each component, essential or 
preventive maintenance implemented to reduce the system failure rate, are performed 
when inspection results indicate that the prescribed threshold damage levels have been 
reached. Otherwise, no repair is performed. Optimum inspection and maintenance plans 
are achieved by solving an optimization problem with the objectives of minimizing both 
the expected system failure rate and expected cumulative inspection and maintenance 
cost over the life-cycle of the structure. The proposed approach is applied to an existing 
bridge. The work in this chapter is based on the published paper Barone et al. (2014). 
8.2 Background 
System-based life-cycle probabilistic concepts and methods for scheduling lifetime 
maintenance plans of deteriorating structural systems have been largely discussed in 
recent years and several approaches have been proposed. An extensive review of such 
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methods is reported in Frangopol & Liu (2007) and Frangopol (2011). Among these 
approaches, and to consider the system interactions, several methodologies are based on 
(a) structural reliability and probability of failure, (b) risk, or (c) lifetime distribution 
functions. 
The reliability index has been implemented in several papers for maintenance 
planning of deteriorating structures, either using decision-tree analysis, single objective 
optimization, or multi-objective optimization (Mori & Ellingwood 1994; Estes & 
Frangopol 2003; Orcesi & Frangopol 2011a). Risk is also related to the annual 
probability of failure of the structure, but it considers economic losses due to failure. 
Risk-based decision making takes into account both the direct losses associated with 
failure (e.g. repair or rebuilding costs) (Ramirez et al. 2012) and the indirect losses 
caused by non-operational state of the system (Ang & Tang 1984; Ang & De Leon 2005).  
In contrast to the reliability index and risk, defined in general as a function of the 
annual failure probability for a specific point-in-time, lifetime distributions keep memory 
of the events on the system during the structural life-cycle. Optimal maintenance 
planning using lifetime functions has been proposed considering multi-objective 
optimization based on system survivor function (Orcesi & Frangopol 2011b; Okasha & 
Frangopol 2010). Other performance indicators based on lifetime functions include the 
failure rate which has been considered for preventive maintenance of series systems in 
Caldeira Duarte et al. (2006). This indicator provides the probability of structural failure 
within a prescribed time interval conditioned on the structural survival up to this time 
interval. Additionally, it gives an indication on the rate of decrease in the structural 
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reliability, an attribute that makes it a valuable indicator in forecasting the structural 
performance for life-cycle planning purposes.  
In this chapter, an approach for optimal inspection and maintenance planning for 
structural systems subjected to aging phenomena is proposed. The approach is system-
based, in which the interaction of components in the system is considered by modeling 
the structural configuration as series, parallel, or series-parallel. Two different types of 
maintenance actions are considered (i.e., essential and preventive maintenance). The 
selection of the appropriate maintenance action is based on inspection outcomes and 
predefined damage level thresholds. For each structural component, when the damage 
level exceeds a certain threshold, essential maintenance (EM), which results in the total 
restoration of the initial component performance, is performed. For minor deterioration 
levels, preventive maintenance (PM), which stops the damage propagation for an 
effective period of time, is performed. Finally, when the inspection results report 
negligible damage levels, no repair is performed. Accuracy of inspection is taken into 
account as a function of the imperfections affecting inspection results. The optimum 
management plans are established by solving a bi-objective optimization problem which 
minimizes both the maximum expected system failure rate over the system life-cycle and 
the expected total cost of all inspection and maintenance actions. The proposed approach 
is applied to a general three-component system and an existing bridge subjected to 
deterioration due to corrosion of the steel girders and the reinforcement bars of the bridge 
deck. 
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8.3 Inspection and Maintenance Options  
In most situations, the decision of repairing the structure and the extent of performed 
maintenance depends on the inspection outcome. Advanced degradation of the structural 
performance may require significant repairs to considerably improve the structural 
reliability. Preventive maintenance may be applied to reduce the failure rate of the 
structure if the structure has low deterioration and an acceptable service level. Moreover, 
for structures with minor degradation effects, it may be decided not to perform any 
maintenance actions. In this chapter, detailed in-depth inspections which implement non-
destructive techniques are considered. Therefore, it can be assumed that these inspections 
can obtain detailed and accurate data about the deterioration state of inspected structural 
components. Several different techniques for corrosion damage detection in RC members 
have been developed in recent years, each one having its own advantages, costs and 
applicability (e.g., half-cell potential tests, infrared thermography, ground penetrating 
radar, among others) (Carino 1999, Clark et al. 2003,  Wang et al. 2011).   
In this chapter, the effect of the performance degradation is modeled as a 
continuous reduction of the structural capacity (resistance)  iR t  of the components over 
time. In-depth inspections are able to identify the damage level and to provide an 
estimation of the residual capacity of the components at the inspection time. On the other 
hand, inspection results are affected by uncertainties and imperfections. In order to 
consider these imperfections, a measurement error can be assumed to follow a normal 
distribution with zero mean. Taking into account both the imperfections associated with 
the structural resistance prediction and the inspection result, the estimated capacity  
est
iR  
for the component i  immediately after inspection time inspt  can be considered as a 
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random variable having the mean of the predicted structural capacity at that time 
 
iR insp
t
 
and standard deviation  
iinsp insp R insp
k t  , where 
iR
  is the standard deviation 
of resistance accounting for the imperfections associated with the predictive model and 
1inspk   is an index of the inspection accuracy with 1inspk   if no inspection 
imperfections are considered (i.e., perfect inspection).  
Similar to the maintenance selection method proposed in Chapter 5, three possible 
maintenance options are considered for each component, in which the selection of the 
most appropriate method is based on the estimated capacity after the in-depth inspection
 est
iR . Two different thresholds are defined for each component to determine the 
appropriate maintenance option based on its initial capacity. These thresholds are denoted 
,EM i  and ,PM i  for EM and PM, respectively. However, in this approach ,EM i  is smaller 
that .PM i  (i.e., ,EM i  < .PM i ) since they are defined with respect to the structural 
resistance. This is in contrast to the thresholds dA and dB (i.e., dB > dA) defined in Chapter 
5 with respect to the damage level. As shown in Figure 8.1 (a), EM results in total 
restoration of the component performance to its original value, and is performed when 
 
,
est
i EM iR  . Preventive maintenance, which blocks the deterioration for a certain period 
(as shown in Figure 8.1 (b)), is applied if the estimated component capacity is between 
the two thresholds, i.e. 
 
, ,
est
EM i i PM iR   . Finally, no repair is considered if 
 
,
est
i PM iR  . Therefore, for each component i , the probability of performing essential 
maintenance ,EM iP , preventive maintenance ,PM iP , or no repair ,NR iP  after one inspection 
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at a given instant of time can be evaluated by integration of the PDF of the estimated 
residual capacity  , ,R if x t , as: 
 
   
   
      
,
,
,
, ,
0
, ,
, , ,
,
,
1
EM i
PM i
EM i
EM i R i
PM i R i
R
NR i EM i PM i
P t f x t dx
P t f x t dx
P t P t P t




  

                                          (8.1) 
These probabilities are graphically represented as the areas shown in Figure 8.2.  
When several consecutive inspection/maintenance actions are considered, the set 
of possible events that may occur can be represented by an event tree model in which 
each branch is associated with a sequence of essential or preventive maintenance, or 
inspections with no maintenance. Each branch has a probability of occurrence  BkP , 
where k  is the branch number. Figure 8.3 shows the event tree associated with a single 
component subjected to two inspections. Possible repair options following each 
inspection are shown together with the probability associated with each branch. 
Therefore, for a system with CN  components and ON  possible repair options for each 
component, the total number of different branches after inspN  inspection is given by 
  insp C
N N
b ON N . 
8.4 Annual Failure Rate and Expected Total Maintenance Cost 
In this chapter, the expected system failure rate  sysh t  is considered as the structural 
system performance indicator. The average system failure rate is defined as the 
probability of failure occurring between t  and t t , given that the system has survived 
up to time t , and averaged over the interval  ,  t t t  (Leemis 1995): 
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  
 |F F
sys
P t T t t T t
h t
t
   


                                    (8.2) 
The expected system failure rate may be expressed in terms of system survivor function 
 sysS t  (see Equation 2.10) as 
  
   
 
sys sys
sys
sys
S t S t t
h t
S t t
 


                                      (8.3) 
The use of the system failure rate takes advantage of the conditional failure time 
probability which provides additional information when compared to other performance 
indicators, such as the point-in-time reliability index which keeps no memory of the 
previous system events. As 0t  , Equation (8.3) becomes the instantaneous failure 
rate, which is by definition the hazard function.  
In order to compute the annual system failure rate in the examples of this chapter, 
the point-in-time annual probability of failure has been first evaluated by using the 
software RELSYS (Estes & Frangopol 1998). The point-in-time probability of system 
failure is defined as the probability of violating any of the limit state functions that define 
its failure modes (see Equation 2.6). For a series-parallel system, RELSYS computes the 
failure probability of the individual components. Then, each subsystem with parallel 
configuration is reduced to a single component having the same reliability of the initial 
subsystem. This reduces the entire structural system to an equivalent series-system whose 
reliability is equivalent to the initial system. Next, the software reduces this series system 
to a single component and evaluates its point-in-time probability of failure and reliability. 
Once the point-in-time annual failure probability  sysP t  for the system is known, the 
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time-dependent failure probability at the year nt  can be evaluated as (Decò & Frangopol 
2011):  
       
1
1
1 1
1
in
sys n sys i sys j
i j
TDP t P t P t


 
                                    (8.4) 
where sysTDP  represents the cumulative distribution function of the system time-to-
failure (i.e., ( )TF t ). Hence, the system survivor function is: 
    1sys sysS t TDP t                                                   (8.5) 
Finally, by considering Equations (8.3) and (8.5), the annual system failure rate at the 
year nt  is: 
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 
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                                     (8.6) 
The application of PM and EM reduces the annual system failure rate. The 
magnitude of this reduction depends on the maintenance application times, deterioration 
rate of the structural capacity, and loading conditions. 
8.4.1 Life-cycle cost 
The expected total cost of the maintenance plan is obtained herein as: 
     
1
B
bN
tot k k
k
E C P C

                                          (8.7)  
 BkP is the occurrence probability of branch k, kC  is the total cost associated with the 
kth branch, obtained by summing inspection cost, as well as preventive and essential 
maintenance costs, for the considered branch: 
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where 
 insp
C  is the inspection cost,  PM
jC  and 
 EM
jC  are the costs of the j-th preventive 
and essential maintenance actions, respectively,  i
inspt  is the i-th inspection time, 
 PM
jt  and 
 EM
jt  are the j-th preventive and essential maintenance times, respectively, and dr  is the 
annual discount rate of money. In the following examples, dr  is assumed to be zero. 
8.5 Example 8.1 
Considering a single component subjected to a time-dependent increasing axial force and 
a cross-sectional area reduction over time, the structural failure probability can be 
assessed using the following performance function: 
      yg t A t f L t                                              (8.9) 
where  A t  and  L t
 
are the time-variant cross-sectional area and axial load, 
respectively, and yf  is the yield strength of the component material. The deterioration in 
the area is considered deterministically in the form of a continuous loss of cross-sectional 
area over time (Okasha & Frangopol 2009). The cross-sectional area  A t  is considered 
a random variable with mean  A t  and standard deviation  A t  given by: 
 
     
     
1 0
0.03 1 0
t
A
t
A
t DR A
t DR A


 
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                                       (8.8) 
where  0A  is the initial cross-sectional area and DR  is the deterioration rate. The load 
 L t  is modeled as a random variable with mean: 
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      1 0
t
L t l L                                                 (8.10) 
and coefficient of variation (COV) of 5%, where  0L  is the initial load and l  is the load 
increase parameter. The initial cross-sectional area  0A  and the annual deterioration rate 
DR  are considered to be 3.0 cm2 and 2x10-3, respectively. The initial load and its annual 
increase rate are assumed 60 kN  and 2x10-4, respectively. The yield stress is assumed to 
follow a lognormal distribution with parameters shown in Table 8.1, and  A t  and  L t  
are assumed Gaussian. The annual failure rates resulting from performing two inspections 
after 15 and 25 years of service are presented in Figure 8.4 (a) for three possible branches 
of the event tree presented in Figure 8.3.  
The annual failure rate profiles in Figure 8.4 (a) show the effect of the EM (i.e., 
restoring the structural resistance to the initial value) and PM (stopping the further 
reduction in the structural resistance for an effective period PMT  of 5 years). As 
expected, the annual failure rate depends significantly on the maintenance activities 
performed after each inspection. In order to efficiently represent the effect of the 
maintenance plan on the structural resistance by means of a single function that takes into 
account all the possible events (i.e. preventive or essential maintenance or no repair at 
each inspection time), the expected annual failure rate, obtained as the summation of the 
annual failure rates associated with each branch and weighted by their occurrence 
probabilities  BkP , is considered herein as 
       ,
1
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sys k sys k
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E h t P h t

                                          (8.11) 
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where bN  is the total number of branches and  ,sys kh t  is the annual failure rate 
associated with branch k .  
Probabilities of occurrence of the branches  BkP  for the single component, 
used to evaluate the expected annual failure rate and expected total cost, are next 
calculated considering the estimate residual cross-sectional area of the component  
est
A  
after an in-depth inspection. The two thresholds EM  and PM  are defined with respect to 
the initial cross-sectional area of the component to determine the appropriate 
maintenance type. For this example, three different threshold sets are considered as 
follows: 
 threshold T1:  , 1 0.95 0EM T A  ;  0.98 0PM A   
 threshold T2:  , 2 0.90 0EM T A  ;  0.98 0PM A   
 threshold T3:  , 3 0.85 0EM T A  ;  0.98 0PM A   
Accordingly, if 
 
, i
est
EM TA  , 
essential maintenance is performed, whereas preventive 
maintenance is performed if 
 
, i
est
EM T PMA   . Otherwise, no repair is considered. 
Therefore, for the threshold set T1, if the inspection reveals that the residual area is less 
than  0.95 0A , essential maintenance has to be performed. Additionally, if the residual 
area obtained by inspection results is between  0.95 0A  and  0.98 0A , preventive 
maintenance is performed. Finally, if the residual area is more than  0.98 0A  no 
maintenance is performed after the inspection. 
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Figure 8.4(b) illustrates expected annual failure rates for the three threshold sets 
T1, T2 and T3, assuming inspections to be performed at 15 and 25 years. As shown, by 
increasing EM , the probability of performing essential increases while that of performing 
preventive maintenance decreases. Therefore, the thresholds set T1 yields the lowest 
expected annual failure rate and the highest expected total cost. 
8.6 Bi-objective Optimization for Establishing Optimal Intervention 
Plans 
A bi-objective optimization procedure is next proposed to determine the optimal 
maintenance plan of deteriorating structural systems. The proposed approach 
simultaneously minimizes the lifetime maximum expected system failure rate and the 
expected total cost. The design variables are the optimum inspection times. To define the 
optimization problem several parameters have to be defined including (a) the observation 
time window tott , (b) the total number of inspections inspN  
in the lifetime plan, (c) the 
performance functions  ig t  for the system components, (d) the in-depth inspection and 
repair costs, and (e) the in-depth inspection accuracy parameter. 
Based on these assumptions, the Pareto-optimal solution front (Deb 2001) of 
maintenance plans can be obtained as the solution of the following optimization problem: 
  Given:        , , , , , ,insp PM EMtot insp i i i inspt N g t C C C k                          (8.12) 
  Find: 
    1 , , inspNinsp insp inspt tt                                                       (8.13) 
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                (8.14) 
314 
  Such that:    1      1,...,
k k
insp insp PM inspt t T k N

                              (8.15) 
where 
 insp
C ,
 
 PM
iC  and 
 EM
iC  are the inspection, preventive and essential maintenance 
costs, respectively, and inspk  is the constant associated with the inspection accuracy 
previously introduced. The constraints in Equation (8.15) have been added to guarantee 
that, on average, a new preventive maintenance is not performed before the effect of the 
previous one has ended. 
8.7 Example 8.2 
In this example, three different configurations of three-component systems, shown in 
Figure 8.5, have been analyzed. The system models cover the series, series-parallel, and 
parallel configurations. The performance function has been defined for each component, 
analogously to the single-component in Example 8.1, through Equations (8.9) – (8.11), 
taking into account the cross-sectional area loss of the components and increase of loads 
over time. Values of the parameters associated with the initial cross-sectional areas  0iA
, deterioration rates iDR , initial load  0L  and coefficient l , as well as the components 
yield stresses ,y if  are reported in Table 8.1. Cross-sectional areas of the components are 
considered uncorrelated, while perfect correlation is assumed between their yield stresses.  
The annual probabilities of failure for the individual components and the three 
systems are plotted in Figure 8.6. These probability profiles are obtained by using 
RELSYS. As expected, the parallel system yields the lowest annual probability of failure 
among the three systems. Additionally, for the series-parallel system, the system 
performance is highly dependent on the behavior of the third component. Figures 8.7 (a), 
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(b), and (c) show the annual system failure rate of the three structural system models 
considering an in-depth inspection performed at 20 years of service. Each profile has 27 
different repair options after the first inspection (i.e., no repair, preventive maintenance, 
and essential maintenance for each of the three components). As shown in Figure 8.7 (b) 
for the series-parallel system, among the 27 possible branches, it is possible to distinguish 
three groups related to the maintenance options (i.e., no repair, preventive, essential 
maintenance) of the critical component (i.e., component 3), whereas for the series or 
parallel systems, it is not easy to identify these distinctive groups. Therefore, when 
considering the series-parallel system, although the number of branches increases 
exponentially with the number of components, it is possible to reduce the number of 
analyzed scenarios focusing the attention exclusively on the most critical components. 
The bi-objective optimization problem defined by Equations (8.12)-(8.15) is 
formulated and solved for the three systems considering two in-depth inspections during 
a time window of 40 years. The in-depth inspection accuracy parameter 1.3inspk   
has 
been considered for the three systems. The two thresholds governing the probability of 
occurrence of the essential and preventive maintenance for each component have been 
selected as  , 0.90 0EM i iA   and  , 0.98 0PM i iA  , respectively. These selected 
thresholds correspond to the previously defined threshold set T2. Nominal costs of 1, 10 
and 100 have been considered for inspection, preventive and essential maintenance, 
respectively. 
The defined optimization problem has been solved by means of GAs, using the 
optimization toolbox provided in MATLAB 7.12 (2011). Multi-objective GAs provide 
Pareto fronts of optimal solutions, representing a set of maintenance schedules 
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constituting dominant solutions with respect to the chosen objectives. MATLAB toolbox 
utilizes a controlled elitist GA, that is a variant of NSGA-II (Deb 2001). Single point 
crossover has been used, and the optimization has been performed considering an initial 
population size of 150 solutions and 200 maximum iterations. The objective function has 
been implemented to evaluate first the annual failure probability of the system for each 
branch of the event tree, by using RELSYS software. Average system failure rates are 
computed by Equations (8.4) and (8.6). Finally, maximum expected system failure rate 
and expected total cost are obtained by Equations (8.11) and (8.7), respectively. In order 
to increase the computational efficiency, branches with occurrence probability 
  4B 10kP
  have been discarded, since they have negligible contribution towards the 
evaluation of the expected system failure rate. The bookkeeping technique described in 
Bocchini and Frangopol (2011) has been used to further improve the computational 
efficiency of the routine. In this technique, the objective function has been formulated 
such that when a new solution is evaluated, it is automatically stored into a table. For 
each set of design variables, the GA routine checks first if it is possible to retrieve 
immediately the solution from the table instead of evaluating the objective function itself. 
Figure 8.8 (a) depicts the Pareto front obtained for the three systems considering 
two in-depth inspections ( 2inspN  ). As the three Pareto fronts indicate, maximum 
expected system failure rate varies significantly with respect to the system configuration. 
Between the three considered systems, the parallel one has the lowest failure probability, 
and consequently the lowest maximum expected system failure rate. On the contrary, the 
highest values of the maximum expected system failure rate are associated with the series 
system. Three particular solutions X , X  and X  of the Pareto fronts shown in Figure 
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8.8 (a) are reported in detail in Table 8.2. These solutions have been chosen so that they 
have the same expected total cost. The series and series-parallel systems optimal 
solutions require shorter time intervals between the two in-depth inspections, compared 
to the parallel system.  
For each system configuration, the percentage of increase in total cost C  
between the cheapest and the most expensive optimal solutions in the corresponding 
Pareto front is computed as: 
 
     
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min max
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tot
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
                                  (8.16) 
and the corresponding percentage of reduction in the maximum expected annual system 
failure rate h  as: 
 
   
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h h
h
h

                                        (8.17) 
where maxh  is the maximum expected annual system failure rate. Figure 8.8 (b) presents 
the values of C  and h  for the three different systems considered in this section. For 
this particular example, the series system shows the largest C  coupled with the smallest 
h , among the three systems. In contrast, the highest h
 
is achieved for the series-
parallel system. This occurs since the three high cost optimal solutions involve inspection 
times in the second half of the system life-cycle, maximizing the probability of 
performing maintenance on the component with highest deterioration rate (i.e., 
component 3 in Figure 8.5). This component has the most critical position in the series-
parallel configuration.  
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8.8 Example 8.3 
In this example, the proposed method is applied to the superstructure of the Colorado 
State Highway Bridge E-17-AH. The bridge RC deck is supported by nine steel girders 
and its cross-section is presented in Figure 8.9 (a). A detailed description of the bridge is 
provided in Estes (1997). Considering the symmetry of the symmetry and that the failure 
of the system is reached by either failure of the deck or any two adjacent girders, the 
bridge system can be analyzed as a series-parallel model composed of the deck and 5 
girders as shown in Figure 8.9 (b). Neglecting the dead load due to the weight of the 
structure itself, limit state functions for deck and girders are defined as follows (Estes 
1997): 
  
 
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2 2
0.563 0
244.8
y
deck y d deck
c
A t f
g A t f M t
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
 
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 
                     (8.18) 
    , , 0gir i i y g i gir ig Z t F IM t                                      (8.19) 
where  A t  and yf  are the cross-sectional area and yield strength of the deck 
reinforcement bars, respectively; cf  is the 28-day compressive strength of deck concrete; 
 iZ t  is the plastic section modulus of the girder i; yF  is the yield strength of the steel 
girders;  deckM t  and  ,gir iM t  are the moments acting on the deck and girder i, due to 
traffic loads; i  and I  are the traffic load distribution factor and impact factor of girders, 
respectively; d  and g  are modeling uncertainty factors of the resistance of deck and 
girders.  
319 
Load effects and corrosion of deck reinforcement bars and girders have been 
modeled following the data provided by Estes (1997). For the deck reinforcement bars, a 
uniform corrosion is assumed. The residual reinforcement bars area is: 
    
2
4
bar barA t n d t

                                              (8.20) 
where barn  is the number of reinforcement bars in the deck and  bard t  is the bar 
diameter at time t : 
     
2
0 0.0203bar corr inid t d i t T                                    (8.21) 
where 0d  is the initial diameter, corri  represents the rate of corrosion parameter, and iniT  
is the initiation time of corrosion. For the steel girders, the corrosion propagation model 
proposed by Albrecht & Naeemi (1984) is assumed. Structural loads are evaluated as 
indicated in Estes (1997). Parameters for the traffic load moment distribution are 
obtained considering the average daily truck traffic on the bridge and are discussed in 
details in Estes (1997) and Akgül (2002). The random variables involved in the limit state 
functions in Equations (8.18) and (8.19) are reported in Table 8.3. The series-parallel 
system of the bridge represented in Figure 8.9 (b) has been analyzed by means of 
RELSYS software, and the annual failure probability  sysP t  of the system and its 
components is plotted in Figure 8.10 (a). As shown, after 50 years of service, the system 
failure probability is mostly controlled by the reliability of the reinforced concrete deck.   
 For the determination of the optimum maintenance plan, different possible actions 
have been considered for deck and girders. For the deck, it has been assumed that the in-
depth inspections are able to identify the corrosion penetration in the deck and, therefore, 
to estimate the residual diameter of the reinforcement bars at the inspection time  
est
bard . 
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Thus, the estimated residual cross-sectional area of the bars    estA t  is obtained by 
Equation (8.20). Three possible actions have been considered for the deck: EM, PM, or 
no maintenance. As stated in the previous section, probability of occurrence of the 
different repair options is determined by the two predefined thresholds. In this example, 
these thresholds are defined in terms of initial mean of the reinforcement bars cross-
sectional area at the initial time  0A : 
  , 0.90 0EM deck A  ;  , 0.98 0PM deck A                                  (8.22) 
Essential maintenance is performed when the estimated bar cross-sectional area is less 
then 
,EM deck , while PM is applied if 
 
, ,
est
EM deck PM deckA   . No repair is considered in 
the remaining cases. The EM is assumed to completely restore the initial performance of 
the deck, while the PM keeps the areas of reinforcement bars unchanged (i.e., corrosion is 
blocked) for the next five years.  
In the case of the girders, resistance over time is dependent on the plastic section 
modulus  iZ t . Therefore, it has been considered that the in-depth inspection estimates 
the depth of corrosion in the girder and then, based on Estes (1997), the residual plastic 
section modulus    estiZ t . Only the preventive maintenance option has been considered, 
to be performed when the estimated plastic section modulus is less than 98% of the mean 
initial one. Otherwise, no repair is performed. Essential maintenance of the girders does 
not significantly reduce the failure probability of the superstructure, as shown in Figure 
8.10 (b) where the annual system failure probabilities of the structure without 
maintenance, with essential maintenance on the deck, and essential maintenance on the 
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girders at 30 years are compared. Therefore, such an expensive but not so effective option 
has not been included in the possible maintenance plans. The event tree associated with 
all possible repair options after one inspection is illustrated in Figure 8.11. 
Cost of essential maintenance on the deck is $225,600 corresponding to the cost 
of deck replacement, based on data provided by Estes (1997). For preventive 
maintenance on the deck and girders, costs have been assumed as $40,000 and $75,000, 
respectively. In-depth inspection cost for the bridge superstructure is dependent on the 
accuracy of the inspection itself. High accuracy inspection will, necessarily, be more 
expensive. Therefore, in-depth cost inspection has been computed as: 
     
1
*
insp
insp kC C                                                     (8.23) 
where *C =$50,000 has been assumed as cost of an ideal inspection (i.e., not subjected to 
any error), and 1inspk   
is the index associated with the inspection accuracy. 
The Pareto front of optimal maintenance plans for the bridge has been determined 
as the solution of the optimization problem described by Equations (8.12) – (8.15). The 
minimum interval between two successive inspections in this case is 5 years. 
 
   1
5      1,...,
k k
insp insp inspt t years k N

                                 (8.24) 
As in the previous optimization problem, GAs and RELSYS have been used for 
determining the Pareto-optimal solutions for the bi-objective optimization problem. 
Figure 8.12 shows the Pareto front obtained considering two in-depth inspections (
2inspN  ), index of inspection accuracy 1.3inspk  , and inspection cost 
 
$4,200
insp
C  . 
Three representative solutions, A, B and C, are selected in Figure 8.12 and reported in 
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details in Table 8.4 and Figures 8.13 – 8.15. The annual system failure rate associated 
with the three solutions is presented in Figures 8.13 (a), 8.14 (a), and 8.15 (a). In 
particular, the expected system failure rate is compared to the annual system failure rate 
of the two branches with the highest probability of occurrence. Additionally, the expected 
cumulative cost profiles of solutions A, B, and C are compared with cumulative cost 
profiles of the two branches having the highest probability of occurrence in Figures 8.13 
(b), 8.14 (b), and 8.15 (b).  
As shown in Figures 8.13 – 8.15, optimal solutions with low expected total cost 
are characterized by early maintenance times. These solutions are selected by the 
optimizer since the need for essential maintenance in the deck is avoided while 
attempting to minimize the expected total cost. More specifically, the algorithm selects 
the inspection times when the options of not repair and preventive maintenance for deck 
and girders have the highest probability of occurrence (i.e., earlier in service life). 
Conversely, high expected total cost involves high probability of occurrence of those 
branches in which essential maintenance for the deck is required at least once. For these 
cases, the optimal plans involve a first inspection/repair around half of the life-cycle of 
the structure, followed by the second one after a short term (around 10 years).  
Finally, to analyze the effect of the inspection accuracy on the optimal 
maintenance plan, a comparison between two Pareto fronts has been performed, the first 
one obtained using the previous assumptions (i.e, 1.3inspk  ), and the second one obtained 
considering perfect inspection (i.e., 1.0inspk  ). The two resulting Pareto fronts, reported 
in Figure 8.16 (a), show that, when uncertainty in the inspection is taken into account, the 
expected total cost for a given maximum expected system failure rate decreases, with 
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respect to the perfect inspection case. This result is due to the higher cost associated with 
the perfect inspection. However, reducing the accuracy of the in-depth inspections 
involves an increasing probability of false alarms. This is shown in Figure 8.16(b), where 
a comparison is made between the probabilities of occurrence of the different branches 
for two solutions ( A
 
and A ), selected from the two Pareto fronts and having the same 
maximum expected system failure rate. The occurrence probabilities of branches vary 
significantly when changing the inspection accuracy. For the case with perfect inspection, 
the scatter in the probability of occurrence of branches is reduced, since it becomes 
dependent only on the imperfections associated with the prediction model. Probability of 
occurrence of dominant branches (namely 15, 17, 25 and 27), corresponding to the most 
appropriate management decision, is instead amplified. Consequently, the risk of 
occurrence of false alarms or wrong management decisions is reduced.    
8.9 Conclusions 
An efficient approach for optimal life-cycle maintenance schedule for deteriorating 
structural systems has been proposed. This approach is based on a bi-objective 
optimization procedure which simultaneously minimizes the maximum expected annual 
system failure rate and expected total cost of the inspection and maintenance plans. 
Effects of imperfections related to structural performance prediction and inspection 
accuracy have been considered. Different maintenance options have been taken into 
account for each component. Predefined thresholds, representative of the deterioration 
state of the system, were established to evaluate the probabilities of occurrence of the 
different repair options. The optimization problem has been introduced considering three-
component systems with different configurations and then applied to an existing bridge 
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considering uncertainties related to material properties, corrosion, traffic loads and 
inspection outcomes. Based on the presented results, the following conclusions can be 
drawn: 
1- For systems with different configurations of the same set of components, 
optimal inspection and maintenance plans for a configuration may not be 
optimal for a different one. This is due to the fact that only the expected total 
cost is component-dependent, while the expected system failure rate depends 
on both the system configuration and component failure rate. 
2- Different maintenance strategies can be chosen from the Pareto set. Low cost 
maintenance plans are mainly associated with no repair or preventive 
maintenance, providing a small reduction of the expected system failure rate. 
In these cases, in-depth inspections should be concentrated in the early life of 
the structure. Maintenance plans with the highest impact on the structural 
performance are generally associated with in-depth inspections distributed 
along the last part of the life-cycle of the system. For these strategies, essential 
maintenance options on critical components are dominant. 
3- The presence of constraints related to maximum allowable inspection and 
maintenance cost and system failure rate are crucial for deciding which 
strategy should be selected. 
4- Improving the inspection accuracy reduces the risk of occurrence of false 
alarms. Therefore, the most appropriate management decisions are more likely 
to be selected. 
Table 8.1 Parameters of random variables associated with the three-component 
system performance functions. 
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Variables Component 1 Component 2 Component 3 
 0iA  (cm
2) 3.0 2.9 3.1 
iDR  (per year) 2x10
-3 0.5x10-3 3x10-3 
 
yf
t  (MPa) 250 250 250 
COV of  yf t  0.04 0.04 0.04 
 0iL  (kN) 60 60 60 
COV of  iL t  0.05 0.05 0.05 
il  (per year) 0.2x10
-3 0.2x10-3 0.2x10-3 
Note:  t
 
= mean value, and COV = coefficient of variation. 
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Table 8.2 Optimal solutions for three-component systems in series, series-parallel and 
parallel configurations considering two in-depth inspections. 
Solution 
 
inspk  
 1
inspt  
 years
 
 2
inspt  
 years
 
  max sysE h t    
 1years  
 totE C  
 
X  1.3 21 27 5.48x10
-2 112 
X  1.3 19 28 2.15x10
-2 112 
X  1.3 10 30 0.19x10
-2 112 
Note: Solutions X , X , and X  are shown in Figure 8.8. 
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Table 8.3 Mean 
 
and standard deviation   of the random variables associated with the 
definition of the bridge limit state functions (Estes 1997). 
Variables Dimensions     Variables Dimensions     
yf  MPa 386 42 yF  MPa 252 29 
cf  MPa 19 3.4 0d  mm 15.9 0.47 
corri  mm/year 2.49 0.29 iniT  years 19.6 7.51 
1   0.982 0.122 2   1.14 0.142 
3 4 5, ,     1.309 0.163 I   1.14 0.114 
d   1.0 0.1 g   1.0 0.1 
iZ  mm
3 Vary over time ,
,deck gir iM M
 
Nm 
Vary over 
time 
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Table 8.4 Optimal solutions for Colorado State Highway Bridge E-17-AH considering 
two in-depth inspections. 
Solution 
 
inspk  
 1
inspt  
 years
 
 2
inspt  
 years
 
  max sysE h t    
 1years  
 totE C  
 $  
A  1.3 41 50 0.64x10
-3 249,170 
B  1.3 24 38 2.39x10
-3 160,010 
C  1.3 12 21 4.92x10-3 77,975 
A  1.1 40 49 0.63x10
-3 268,770 
Note: Solutions A, B, C are shown in Figures 8.12 – 8.15, and A  in Figure 
8.16 
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(a) 
 
(b) 
 
Figure 8.1 Effect of (a) preventive maintenance (PM) and (b) essential maintenance 
(EM) on structural performance 
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Figure 8.2 Probability of different intervention options based on estimated residual 
capacity 
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Figure 8.3 Event tree associated with a single component subjected to two inspections 
and considering three different intervention options 
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(a) 
 
(b) 
 
Figure 8.4 (a) Annual failure rate associated with branches B1, B5 and B9 in Figure 8.3 
for a single component considering two in-depth inspections at 15 and 25 
years, and (b) expected annual failure rate considering different threshold sets 
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Figure 8.5 Series, series-parallel and parallel configurations of a three-component system 
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Figure 8.6 Annual failure probability of all components and systems 
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(a) 
 
(b) 
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(c) 
 
Figure 8.7 Annual system failure rates for three-component systems for the 27 branches 
associated with a single inspection/repair at 20 years: (a) series, (b) series-
parallel, and (c) parallel system 
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(a) 
 
(b) 
 
Figure 8.8 (a) Pareto front of optimal solutions for series, series-parallel and parallel 
systems, considering two in-depth inspections; (b) percentage of increase in 
total cost and percentage of maximum expected annual system failure rate 
reduction between the cheapest and the most expensive optimal solutions for 
each system 
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(a) 
 
(b) 
 
Figure 8.9 Colorado State Highway Bridge E-17-AH: (a) superstructure cross-section; 
(b) series-parallel model 
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(a) 
 
(b) 
 
Figure 8.10 (a) annual failure probability of single components and system; (b) annual 
system failure probability considering no repair, EM on girders and EM on 
deck 
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Figure 8.11 Event tree associated with the Colorado State Highway Bridge E-17-AH 
superstructure considering two in-depth inspections, three different repair 
options for the deck and two for girders 
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Figure 8.12 Pareto front associated with optimal maintenance plans considering two in-
depth inspections for the Highway Bridge E-17-AH 
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(a) 
 
(b) 
 
Figure 8.13 (a) Annual system failure rate and (b) cumulative cost profiles for the two 
branches with highest occurrence probability, compared with corresponding 
expected values for optimal solution A 
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(a) 
 
(b) 
 
Figure 8.14 (a) Annual system failure rate and (b) cumulative cost profiles for the two 
branches with highest occurrence probability, compared with corresponding 
expected values for optimal solution B 
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(a) 
 
(b) 
 
Figure 8.15 (a) Annual system failure rate and (b) cumulative cost profiles for the two 
branches with highest occurrence probability, compared with corresponding 
expected values for optimal solution C 
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(a) 
 
(b) 
 
Figure 8.16 (a) Pareto fronts associated with optimal maintenance plans for the Colorado 
State Highway Bridge E-17-AH, considering   and  ; (b) branches occurrence 
probabilities for two solutions of the two Pareto fronts having same 
maximum expected system failure rate 
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CHAPTER 9 LIFE-CYCLE COST CONSIDERATIONS FOR 
DETERIORATING STEEL BRIDGES 
9.1 Overview 
Steel bridges under severe chloride exposure, due to de-icing salts or marine 
environmental effects, require frequent maintenance and repair activities to extend their 
service life and maintain an adequate performance level. In the previous chapters of this 
study, only the direct costs of interventions (e.g., materials and labor cost for 
maintenance) are included in the life-cycle cost computations. In addition to these direct 
costs, maintenance actions may lead to indirect costs associated with traffic delays and 
environmental effects, which can significantly increase the life-cycle cost of the bridge 
under consideration. The use of more sustainable materials, such as maintenance-free 
steel, may increase the initial cost of the structure; however, the life-cycle cost, including 
the maintenance actions along the service life and their associated indirect effects, can be 
significantly reduced. 
This chapter presents a computational approach to quantify the total life-cycle 
cost of steel bridges including direct and indirect maintenance costs. This approach can 
also aid in evaluating different material alternatives for bridge construction. The life-
cycle cost of a steel bridge constructed using conventional painted carbon steel is 
computed and compared to that of the same bridge constructed using maintenance-free 
steel. Indirect environmental, social, and economic impacts of maintenance actions are 
computed to quantify the sustainability metrics associated with steel bridges during their 
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life-cycle. The approach is illustrated using an existing bridge located in Pennsylvania. 
This chapter is based on the technical note Soliman & Frangopol (2014b). 
9.2 Background 
Bridges represent a critical component of our transportation infrastructure system. Steel 
bridges represent more than 30% of the total number of highway bridges in the United 
States (FHWA 2012). These bridges, if placed in highly corrosive environment, due to 
de-icing salts or marine exposure, may require frequent maintenance and repair actions 
along their service life. Bridge maintenance activities can cause delays on the 
transportation network which, in turn, will lead to other indirect effects in addition to the 
direct cost of maintenance. These indirect effects include social, economic, and 
environmental impacts which are directly connected to the sustainability measures of the 
bridge and the bridge network to which the bridge belongs. However, in the previous 
chapters of this study, indirect cost were not included in the life-cycle cost computations. 
This chapter addresses this issue by presenting an approach to compute the total life-
cycle cost of steel bridges constructed using conventional carbon steel. The life-cycle 
cost includes the initial construction cost of girders, in addition to the repainting 
maintenance actions performed during the service life of the bridge.  
However, several steel types offering better corrosion resistance have been 
introduced by steel manufacturers to reduce the need for maintenance in corrosive 
environments. Examples are the weathering steel and the corrosion-resistant steel 
codified as ASTM A1010. Although weathering steel provides maintenance-free 
operation in low chloride environments, it is unsuitable for bridges under heavy chloride 
exposure. In such cases, coated carbon steel is used and multiple repainting maintenance 
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actions are performed along the service life of the bridge to ensure its acceptable 
performance. The A1010 steel, as a maintenance-free alternative, is superior in such 
applications; however, it has considerably higher initial cost when compared to the 
painted carbon steel. Therefore, there exists a need to quantify the life-cycle cost of both 
alternatives such that bridge managers can rationally select the appropriate material 
which suits their needs.  
A recent study by Okasha et al. (2012) computed the life-cycle cost of a steel 
bridge girder constructed using conventional painted steel and compared it to that of the 
same girder constructed using the A1010 steel. The life-cycle cost included the initial 
cost of materials as well as the direct cost of repainting actions. However, other indirect 
user and environmental costs of life-cycle maintenance actions were not included in that 
study. In this chapter, the life-cycle cost of a representative steel bridge constructed using 
painted conventional carbon steel and compare it to that of the same bridge constructed 
using the A1010 corrosion-resistant steel while considering different direct and indirect 
effects of life-cycle maintenance actions.  
9.3 Life-cycle Cost Analysis 
The effect of bridge maintenance on the life-cycle cost and cost-oriented bridge 
maintenance planning was addressed in several studies including Frangopol (1999), Estes 
& Frangopol (2001), Kong & Frangopol (2003b), and Neves et al. (2006a, 2006b), 
among others. In this chapter, the life-cycle cost of the bridge under investigation is 
considered to be composed of the initial cost of materials and fabrication, in addition to 
the direct and indirect costs of life-cycle maintenance actions. The initial cost of 
conventional carbon steel bridges consists of the material, fabrication, initial painting, 
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shop inspection, and the transportation costs. Actions performed to maintain/repair 
corroded bridge elements include spot repair, zone painting, spot repair and overcoat, and 
complete painting of the bridge; the choice of the repair type depends on several factors 
such as the degree of corrosion, budgetary limits, other ongoing maintenance tasks, and 
appearance to the public, among others (MnDOT 2014). Since complete painting will 
have the highest impact on the total life-cycle cost of a bridge, it is used for the life-cycle 
cost evaluation in this investigation. 
 A model of a real bridge located in Pennsylvania is used to illustrate the life-cycle 
cost computational procedure. The bridge, which carries the state route SR 987 over the 
SR 22, was built in 1973 and has a deck area of 3047.22m2 (32800ft2) with an estimated 
weight of 498 metric tons. In 2013, after 40 years of service life, a complete bridge 
repainting maintenance was performed to the bridge. In order to compute the initial cost 
of the model bridge constructed using both types of steel, the purchase price of carbon 
steel is considered deterministically to be $975 per metric ton, whereas that of the A1010 
steel is considered to be $2265 per metric ton (Okasha et al. 2012). Other initial cost 
items also include the cost of fabrication, initial painting, shop inspection, and 
transportation total cost are assumed, for carbon steel, to be $2400 per metric ton. For the 
A1010 steel, since the steel does not require initial painting, this cost is reduced by 5% 
yielding $2280 per metric ton (Okasha et al. 2012).  
 For conventional carbon steel, maintenance actions are considered to have direct 
and indirect cost components. The direct component CR represents the cost of removing 
the old paint, repairing corroded areas, and applying new paint. Additionally, this cost 
covers the traffic control expenses during the maintenance period. Information about the 
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cost of repainting maintenance was given by Pennsylvania Department of Transportation 
(PennDOT) to be ranging from $215.28/m2 ($20/ft2) to $376.74/m2 ($35/ft2) of the bridge 
deck area (PennDOT 2013). This cost depends on the location of the bridge, the bridge 
type, and the capacity of the road below the bridge, among others. In order to properly 
consider the variability in this cost, the direct maintenance cost is considered to be a 
random variable following a triangular distribution with a lower limit of  $215.28/m2 
($20/ft2), an upper limit of $376.74/m2 ($35/ft2), and a most probable value of 
$322.92/m2 ($30/ft2) [i.e., Tri(215.28, 322.92, 376.74)].  
 The indirect cost of maintenance can also affect the life-cycle cost and 
sustainability considerations of the bridge. Within the new direction towards more 
sustainable infrastructure systems, different social, environmental, and economic 
sustainability aspects must be considered to evaluate various designs and material 
alternatives. Social and environmental aspects can be rationally integrated into the life-
cycle analysis by evaluating their monetary value (Bocchini et al. 2014, Dong et al. 2013, 
Adey et al. 2014). These costs arise due to the delays associated with the maintenance, in 
addition to the environmental impact resulting from the maintenance actions.  
In the case of repainting steel girder bridges and in order to access the steel 
beams, maintenance activities are implemented on the underside of the bridge. This 
requires traffic control procedures for the road under the bridge. Depending on many 
factors such as the average daily traffic (ADT), road conditions, and the number of lanes, 
different traffic control procedures, ranging from only reducing the speed limit to the 
complete closure of the road and directing the traffic through a detour, may be adopted. 
For the bridge under consideration, it is assumed that the traffic control procedure is 
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performed by reducing the speed limit within an effective distance. Therefore, traffic 
delays may occur, along with their associated social, environmental, and economic 
dimensions. As the traffic speed is reduced on the road below the bridge, an increase in 
the travel time will occur leading to time losses, which can be expressed, based on 
Shiraki et al. (2007), as 
   
o
[ ]
D
l l
TL d ADT
S S
                                            (9.1) 
where ADT is considered as 40,000 vehicle/day; d is the duration of maintenance and is 
assumed 15 days; l is the length of the traffic control region considered to be 1.609 km 
(one mile); So is the un-restricted traffic speed considered to be 88.51 km/h (55 mph); and 
SD is the restricted traffic speed which is assumed as 32.19 km/h (20 mph). 
The cost associated with the time loss CTL for users and goods is (Stein et al. 
1999) 
(1 ) ( )TL w c c t gC c O T c O c T TL                                 (9.2) 
where cw is the average wage per hour (USD/h) considered as a random variable 
following a lognormal distribution with mean 23.36 USD/h and a coefficient of variation 
of 0.28 [i.e., LN(23.36, 0.28)]; cc is average compensation per hour for truck drivers 
(USD/h) following a lognormal distribution LN(29.28, 0.31); cg is time value of the 
goods transported in a cargo (USD/h) considered as LN(3.81, 0.2); Oc and Ot are the 
average occupancies for cars and trucks, respectively, assumed to follow the respective 
distributions LN(1.5, 0.15) and LN(1.05, 0.15); and T represents the ratio of the average 
daily truck traffic to the average daily traffic and is considered as LN(0.12, 0.2). The 
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parameters of the random variables in Equation (9.2) are assumed based on Decò & 
Frangopol (2011).  
 The environmental impact of traffic delays due to maintenance includes an 
increase in air pollutants and emissions, energy consumption, and potential for global 
warming (Dong et al. 2013, 2014). The increase in the carbon dioxide emissions is used 
herein as the environmental impact of maintenance. Based on Kendall et al. (2008), this 
environmental impact is 
, ,(1 )
D o
o
S S
d c d t
S
En En
E ADT l d En T En T
En

                               (9.3) 
where ,d cEn  and ,d tEn  represent the environmental metric per unit distance for cars and 
trucks, respectively, and it is quantified as the carbon dioxide emissions per kilometer 
(i.e., carbon dioxide kg/km). The environmental metrics  ,d cEn  and ,d tEn  are assumed to 
follow the lognormal distributions LN(0.22, 0.2) and LN(0.56, 0.2), respectively 
(Gallivan et al. 2010, Dong et al. 2013). 
DS
En  and 
oS
En represent the carbon dioxide 
emissions per kilometer at speeds SD and So, respectively, and are considered herein 
0.416 kg/km and 0.298 kg/km, respectively (Gallivan et al. 2010). The costs of carbon 
dioxide emissions can be transferred into monetary value by 
E EnvC E c                                                    (9.4) 
where cEnv is cost value of environmental metric (e.g., carbon dioxide USD/t). The cost 
value cEnv of carbon dioxide emissions is assumed to follow the lognormal distribution 
LN(26, 2.93) (Kendall et al. 2008). Similarly, the cost of other pollutants due to 
maintenance, such as the carbon monoxide, can be computed.  
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The total cost of a maintenance action C can be found as the summation of the 
repainting cost, time loss cost, and environmental cost as 
 R TL EC C C C                                                   (9.5) 
The cost of maintenance is subjected to a discount rate of money at the application time t. 
The present cost of the kth maintenance action at time t is 
 ,
(1 )
PV k t
C
C
r


                                                (9.6) 
where ,PV kC  is the present cost of the kth maintenance action performed at time t, C is the 
cost of the maintenance at the application time, and r is the discount rate of money. As 
can be seen from Equations (9.1) and (9.3), the indirect maintenance cost depends, to a 
great extent, on the ADT. Since the ADT may be subjected to an annual increase rate, the 
maintenance cost will also be time-dependent. Assuming a constant rate of increase, the 
ADT at time t can be calculated as 
 (1 )ttADT ADT                                               (9.7) 
in which ADTt  is the ADT at time t, and ν is the annual increase rate in the average daily 
traffic. 
In order to evaluate the total cost of a single maintenance, a Monte Carlo 
simulation is performed with 100,000 samples. For the studied case, Figure 9.1 (a) shows 
the probability density function (PDF) of the total cost of a single maintenance including 
direct and indirect components at time = 0, 20, 40, 60, 80, and 100 years and considering 
the annual increase in ADT to be 0.5%. Figure 9.1 (b) shows the mean value and the 
standard deviation of the time-variant total maintenance cost for ν = 0.5% and an annual 
discount rate of money r = 0.00. Figure 9.2 (a) depicts the PDF of the maintenance costs 
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at various times with ν = 1.0% and r = 0.00, while Figure 9.2 (b) shows the mean and 
standard deviation of the time-variant maintenance cost for the same values of ν and r. 
Figure 9.3 presents the mean value of the time-variant total maintenance cost for ν = 
0.5%, 1.0%, and 1.5%. As shown in Figure 9.3, the present value of the maintenance cost 
is significantly affected by the increase rate of the average daily traffic. An increase in ν 
from 0.5% to 1.5% will lead to a corresponding increase of 88% in the present value of a 
maintenance performed after 100 years. This also shows that the indirect maintenance 
cost cannot be neglected in the life-cycle cost evaluation. 
The cost values presented in Figures 9.1 – 9.3 illustrate only the total cost of one 
maintenance action performed at different times along the service life. However, 
depending on the environmental conditions at the bridge location, multiple maintenance 
actions may be needed throughout the service life of the structure to maintain an 
acceptable performance level. As previously indicated, the bridge under consideration 
was constructed in 1973 and the first complete painting maintenance was performed after 
40 years of service life. Personal communication with PennDOT (2013) revealed that the 
time for the first complete maintenance can go to as high as 50 years, while some other 
bridges may be required to be repainted after 30 years (PennDOT 2013). Therefore, to 
compute the total life-cycle cost, the time for the first maintenance was assumed as a 
random variable following a triangular distribution Tri(30, 40, 50). However, the 
repainting maintenance may not be as effective as the initial painting for protecting the 
bridge from corrosion. This is mainly due to the effect of site conditions on the quality of 
the repainting. This quality is affected by multiple factors, such as the weather conditions, 
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bridge location, and the layout of the bridge. Thus, it is assumed that the time interval 
between subsequent maintenance actions follow a triangular distribution Tri(20, 25, 30).  
In order to determine the total life-cycle cost of the bridge, a Monte Carlo 
simulation with 100,000 samples is also adopted. Figure 9.4 (a) shows the life-cycle cost 
profile for the carbon steel and the A1010 steel considering discount rate of money r = 
0.00. Similarly, Figure 9.4 (b) presents the life-cycle cost profiles considering r = 0.03. 
The results in Figures 9.4 (a) and (b) assume no annual increase in the ADT (i.e., ν = 
0.0%).  
Figure 9.5 (a) depicts the life-cycle cost profiles considering the discount rate of 
money to be a random variable following a uniform distribution with values ranging from 
0.00 to 0.03 [i.e., U(0.00,0.03)]. Finally, Figure 9.5 (b) shows the life-cycle cost of the 
bridge for the case of carbon steel and the A1010 steel considering the rate of increase in 
traffic ν = 1.0%. As shown in Figures 9.4 and 9.5, the life-cycle cost of the bridge 
constructed using the corrosion-resistant steel A1010 is constant throughout the service 
life of the bridge. Moreover, although the A1010 provides higher initial cost than the 
carbon steel, the life-cycle cost of the bridge constructed using carbon steel is 
significantly higher and can reach a value up to two times that of the same bridge 
constructed using the A1010 steel after 100 years of service life. It should also be noted 
that including other frequent corrosion-related maintenance actions such as zone panting 
will further increase the life-cycle cost of the bridge constructed using conventional 
carbon steel. 
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9.4 Conclusions 
This chapter presents the computational results of a probabilistic study to evaluate the 
life-cycle cost of steel bridges constructed using conventional painted carbon steel and 
corrosion-resistant A1010 steel. The life-cycle cost consisted of the initial cost, in 
addition to the cost of repainting maintenance performed along the service life. The initial 
cost includes the cost of materials, fabrication, initial painting, shop inspection, and 
transportation. The cost of maintenance covers the repainting and traffic control costs, in 
addition to the indirect costs arising from the traffic delays and their social and 
environmental impacts.  
The cost of a single maintenance action was computed for various values of 
average daily traffic increase rate and it was shown that this rate has significant effect on 
the indirect cost of maintenance. Moreover, the total life-cycle cost of the bridge 
considering multiple maintenance actions along the service life was computed for the 
conventional steel and the corrosion-resistant alternative. It was shown that, although the 
corrosion-resistant steel has higher initial cost, its life-cycle cost is less than that of the 
conventional steel, even when using a discount rate of money of 0.03. This indicates that 
the A1010 steel represents a more sustainable alternative to the conventional carbon steel 
for the bridge under consideration.  
It is also observed that by including the indirect maintenance cost, the cost of a 
single maintenance action increases with time due to the increase in the ADT associated 
with the bridge. This increase can reach up to 20% after 40 years of service life. 
Therefore, it is expected that including the indirect effect of maintenance in the life-cycle 
cost computations associated with intervention optimization may affect the optimal 
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management solutions. Therefore it is crucial to integrate these indirect effect into the 
life-cycle cost computations in the future studies. 
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(a) 
 
(b) 
 
Figure 9.1 Present value of the total cost of a single repainting maintenance with v = 
0.5% and r = 0.00; (a) PDF of the cost at t = 0, 20, 40, 60, 80, and 100 years, 
and (b) time-variant mean and standard deviation of the present value of the 
maintenance cost 
359 
(a) 
 
(b) 
 
Figure 9.2 Present value of the total cost of a single repainting maintenance with v = 
1.0% and r = 0.00; (a) PDF of the cost at t = 0, 20, 40, 60, 80, and 100 years, 
and (b) time-variant mean and standard deviation of the present value of the 
maintenance cost 
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Figure 9.3 Time-variant mean of the present value of the cost of a single maintenance for 
v = 0.5%, 1.0%, and 1.5% 
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(a) 
 
(b) 
 
Figure 9.4 Life-cycle cost of the bridge constructed using conventional steel and A1010 
steel with v = 0.0%; (a) r = 0.00, and (b) r = 0.03 
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(a) 
 
(b) 
 
Figure 9.5 Life-cycle cost of the bridge constructed using conventional steel and A1010 
steel; (a) r = U(0.00, 0.03) and v = 0.0%, and (b) r = U(0.00, 0.03) and v = 
1.0% 
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CHAPTER 10 CONCLUSIONS  
10.1 Summary 
In this study, probabilistic methodologies for predicting the service life and scheduling 
inspection, monitoring, and maintenance actions for deteriorating civil and marine 
structures were proposed. The study presented different approaches suited for 
component- and system-level LCM of bridges and ships under fatigue and corrosion 
deterioration. Additionally, effective incorporation of SHM and inspection information to 
enhance the LCM process was addressed. The main outputs of the study are the time-
variant performance profiles and the optimum intervention times and types which fulfil 
the management needs. The proposed methodologies enhance the life-cycle decision 
making process and enable the effective budget allocation. 
The study employed multi-objective optimization techniques to obtain the 
optimum trade-offs between conflicting LCM criteria such as minimizing the life-cycle 
cost and maximizing the expected service life. Although multiple probabilistic 
performance indicators exist, the focus has been placed on estimating the structural 
performance in terms of the reliability index, probabilistic damage level (i.e., time-variant 
crack size, or corrosion depth), and lifetime functions. In the proposed intervention 
optimization approaches, the probabilistic damage level has been implemented as the 
performance measure to facilitate the decision making and interpretation of the results. 
 The main reliability and probabilistic performance prediction concepts were 
introduced in Chapter 2. Additionally, the adopted methodologies for predicting 
corrosion initiation and propagation in steel structures and the reinforcement of RC 
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structures were discussed. Fatigue life prediction approaches were also presented. The 
role of SHM and inspection information in the LCM was explained and a brief discussion 
on the use of optimization in the LCM was also provided.  
 Chapters 3 and 4 presented probabilistic approaches which aid in the fatigue 
assessment and service life estimation for fatigue prone details in steel bridges and high 
speed aluminum vessels, respectively. Chapter 3 investigated the gain in the fatigue life 
resulting from using the bi-linear S-N approach for different detail categories. It also 
investigated the relationship between the second slope of the S-N lines and the fatigue life 
while making use of bridge monitoring data. The work in Chapter 4 proposed a 
reliability-based approach for estimating fatigue life in aluminum ship details based on 
SHM data. The computational method for fatigue life prediction is flexible to 
accommodate any combination of operational conditions or any future change in the 
operational profile of the ship. 
Chapter 5 provided a methodology for scheduling inspections, monitoring, and 
maintenance actions along the life-cycle of structures under time-dependent deteriorating 
actions. The approach considered various uncertainties associated with the damage 
occurrence and propagation, relationship between inspection/monitoring quality and the 
probability of damage detection, and the effect of maintenance on the structural 
performance and the service life. Several examples of intervention scheduling for ships 
and bridges subjected to corrosion and fatigue have been provided. The concept of 
maintenance delay has been introduced. Additionally, multiple objectives for optimizing 
the interventions have been considered simultaneously. These objectives are minimizing 
365 
the total life-cycle cost including the failure cost, maximizing the expected service life, 
and minimizing the maintenance delay.  
In Chapter 6, emphasis has been placed on the incorporating the information 
obtained during inspections and evaluating its effect on the scheduled intervention 
schedule. Accordingly, an approach for integrating the damage level measured by NDI 
actions into the LCM framework has been proposed. The approach utilized a Bayesian 
updating scheme to draw samples from the damage propagation model parameters given 
the information obtained through an inspection. The main outputs of such approach are 
the updated intervention schedules given the measured damage level during inspection.  
Chapter 7 provided an approach for scheduling NDI actions for structures with 
multiple critical locations. These locations can be fatigue prone details and/or specific 
locations under corrosion damage. The approach provided the optimum inspection times 
and the optimum NDI method to be used at each location. In Chapter 8, a system-based 
approach for scheduling inspections and maintenance actions has been provided. The 
approach aims to find the optimum intervention schedule which minimizes the maximum 
expected failure rate and the total intervention cost. Finally, Chapter 9 presented a 
discussion on computing the life-cycle cost of steel bridges while considering 
sustainability measures. It has been shown that these measures have a significant effect 
on the life-cycle cost; thus, they should be included in future LCM studies involving life-
cycle cost. The presented study enhance the capabilities of the general integrated LCM 
framework and assist the informed decision making for deteriorating structures. 
Moreover, the approaches presented in Chapters 4 and 6 enable the near real-time 
decision making regarding future interventions on deteriorating structures.  
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10.2 Conclusions 
Several conclusions can be drawn based on the investigations performed in this study. 
Significant conclusions related to the probabilistic fatigue life estimation for bridges and 
naval vessels are: 
 Increasing the value of the slope below the CAFT (i.e., m2) from 3 to 5 results in a 
significant increase in the remaining life especially for target reliability indices 
ranging from 2.0 to 3.5. 
 Increasing the value of m2 also yields an increase in the reliability index of the 
detail and an upward shift in the time-variant reliability profile. For a low number 
of stress cycles, the increase in the reliability index may not be significant; 
however, for higher numbers of stress cycles, this increase is significant and in 
some cases the reliability index can be doubled. 
 For assessing fatigue life of critical bridge details, using recorded vehicle count 
and SHM data provide additional information that can assist in improving the 
accuracy of the fatigue reliability assessment.  
 For structural details in naval vessels, some combinations of speeds, sea states, 
and wave headings have a significant effect on fatigue damage accumulation. 
These operational conditions should be identified and they should be avoided to 
prevent the accelerated damage to ship structures. 
 Since the approach proposed for assessing the fatigue life of aluminum ship 
details provides the fatigue damage with respect to the individual operational 
conditions, it enables the active integration of fatigue aspects in the LCM 
framework in which inspection and maintenance optimization can be performed, 
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as well as the active route planning to minimize the fatigue damage accumulation 
at critical details during voyages. 
 Specific properties of the vessel under investigation have to be considered when 
assessing the fatigue damage. For instance, with respect to the vessel analyzed in 
Chapter 2 and equipped with a T-foil to reduce vibrations at high speeds, it was 
found that at speeds 30 and 15 knots, the damage accumulation is larger when the 
T-foil is deployed. However, for a speed of 35 knots, the T-foil deployment 
reduces the damage accumulation by 30%. 
With respect to the intervention optimization approaches proposed in this study, the 
following conclusions can be drawn: 
 Minimizing the maintenance delay, maximizing the service life, and minimizing 
the life-cycle cost are conflicting objectives. Minimizing the maintenance delay 
tends to increase the life-cycle cost. Additionally, maximizing the service life 
yields higher expected life-cycle cost. In order to find a well-balanced solution, 
tri-objective optimization which simultaneously maximizes the expected service 
life, minimizes the total life-cycle cost, and minimizes the expected maintenance 
delay has to be solved. Through comparison among the Pareto-optimal solutions 
obtained from this multi-objective optimization, the effects of 
inspection/monitoring quality, number of inspections, damage criteria for 
determining maintenance types on the expected service life, maintenance delay, 
and total life-cycle cost are revealed. 
 The optimum solution of the multi-objective optimization problem (i.e., optimum 
intervention types and times) depends on the cost of different intervention 
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options. For the investigated examples, it was found that for low values of 
ultrasonic inspection cost compared to that of acoustic emission monitoring, the 
optimization scheme suggests that only management plans where ultrasonic 
inspections are performed are optimal. This is also due to the lower probability of 
damage detection associated with the acoustic emission crack monitoring, 
However, if the cost of ultrasonic inspection increases due to the additional time 
required to perform the inspection, solutions with acoustic emission monitoring 
appear in the optimal solution front. 
 Since the multi-objective optimization performed in this study provides a set of 
optimal solutions and not a single solution, the presence of constraints related to 
maximum allowable life-cycle cost and system performance (i.e., expected 
service life or maintenance delay) are crucial for selecting an optimal strategy. 
 The monetary value associated with structural failure has a significant effect on 
the optimum solutions. A higher value yields solutions which have higher overall 
probability of performing repairs and lower probability of failure. 
 The results of the proposed framework depend on the accuracy of damage 
propagation and service life prediction models. Information from each inspection 
should be used to update the damage propagation and service life. The efficient 
use of this information can lead to more accurate and reliable inspection and 
maintenance scheduling.    
Based on the updating methodology proposed in this study, the following conclusions can 
be drawn: 
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 By using the proposed intervention optimization and performance updating, 
management plans allowing for real-time decisions based on future inspection 
outcomes are possible to be developed. The outcomes of such plans are the next 
inspection times and the damage level-based thresholds for re-assessment and 
repair decisions. 
 The updated time-variant performance profiles are significantly affected by the 
inspection information. Therefore, the updating process enhances the accuracy of 
the performance estimation and is crucial for the successful LCM. 
 Lifetime reliability measures such as the survivor function and the cumulative 
probability of failure can be effectively integrated into the LCM to assist the 
decision making process regarding future inspection and maintenance actions. 
 The proposed LCM and performance updating scheme can be used in conjunction 
with different optimization techniques for inspection scheduling. The 
optimization may include extending the service life as an objective; however, care 
should be taken in selecting the optimization technique as it may affect the 
computational effort. 
For scheduling inspections for structures with multiple deteriorating locations and 
system-based intervention optimization, the following conclusions can be drawn: 
 For structures with multiple critical locations, establishing the inspection schedule 
that provides optimal inspection times and selects the best NDT technique for 
each location can be achieved using the proposed probabilistic optimization 
process. In this process, the different deterioration rates at each location can be 
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accounted for. Moreover, performance indicators based on lifetime functions and 
point-in-time probability of failure can be included. 
 Based on the studied bridges, it was found that higher quality NDI methods do not 
have to be performed routinely throughout the lifetime of the structure. A limited 
number of optimally planned inspections can be enough to yield an acceptable 
probability of damage detection before failure of damaged components. In fact, 
some inspection techniques can provide a considerably higher probability of 
damage detection after a relatively small number of inspections when compared 
to methods with lower quality. The number of inspections, as well as their 
application times, can be provided by the solution of the optimization process. 
 Including a realistic discount rate of money is essential to obtain an accurate 
Pareto-optimal solution front. Multiple solutions on this front may be associated 
with the same inspection method; however, each solution corresponds to unique 
cost and probability of damage detection pair allowing bridge managers to select 
the best solution which fits the management constraints. 
 For system-based intervention scheduling of structures with different 
configurations of the same set of components, optimal inspection and 
maintenance plans for a given configuration may not be optimal for a different 
one. This is due to the fact that the expected total cost is component-dependent, 
while the system performance depends on both the system configuration and 
component failure rate. 
 For the system-based intervention optimization approach discussed in this study, 
it was found that low cost maintenance plans are mainly associated with no repair 
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or preventive maintenance, providing a small reduction of the expected system 
failure rate. In these cases, in-depth inspections should be concentrated in the 
early life of the structure. Maintenance plans with the highest impact on the 
structural performance are generally associated with in-depth inspections 
distributed along the last part of the life-cycle of the system. For these strategies, 
essential maintenance options on critical components are dominant. 
 Improving the inspection accuracy reduces the risk of occurrence of false alarms. 
Therefore, the most appropriate management decisions are more likely to be 
selected. 
From the sustainability-based life-cycle cost computation approach, the following 
conclusions can be drawn: 
 Sustainability measures for life-cycle cost computations include social, economic, 
and environmental aspects, which are dependent on the traffic volume. Therefore, 
the cost of a single maintenance action is significantly affected by the average 
daily traffic and the average daily traffic increase rate.  
 Based on the results of the life-cycle cost comparison between the two steel 
alternatives, it was shown that, although the corrosion-resistant steel has higher 
initial cost, its life-cycle cost is less than that of the conventional steel, even when 
using a discount rate of money of 3%. This indicates that the corrosion-resistant 
steel represents a more sustainable alternative to the conventional carbon steel for 
the bridges in highly corrosive environments. 
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10.3 Suggestions for Future Work 
 The performance prediction process is the foundation of the LCM. This prediction 
process depends to a great extent on the accuracy of the performance prediction 
model and the descriptors of its probabilistic parameters. However, in some cases, 
the accurate information on some model parameters does not exist. Therefore, 
future efforts to quantify these parameters are crucial. An example of these 
parameters are the descriptors of the slope m2 (see Chapter 3). The accurate 
estimation of the characteristics of these parameters can be achieved by making 
use of the available bridge inspection and monitoring results and will help 
improving the reliability assessment process of bridges. 
 The effect of maintenance on the structural performance is generally difficult to 
quantify, especially when using probabilistic performance indicators. In the 
maintenance optimization approach presented in this study, two types of 
maintenance have been considered, namely, the maintenance which stops the 
further damage propagation and the one which results in the restoration of 
structural performance to the initial level. These two types represent the lower and 
upper extremes for the extent of maintenance (i.e., degree of performance 
restoration); however, in real world situations, maintenance can yield other levels 
of performance restoration (e.g., 90% performance restoration). Therefore, further 
research is needed to (a) establish the relationship between various maintenance 
types and the associated performance restoration, and (b) incorporate these 
maintenance types into the intervention optimization approaches presented in this 
study. 
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 The approach for monitoring scheduling presented in this study provides the 
optimum monitoring times and types for monitoring methods employed for 
damage detection. However, conventional monitoring activities which use strain 
gauges and accelerometers to assess the performance cannot be optimized by 
using this approach. Since these monitoring activities yield a large amount of data 
whose analyses and interpretation may require significant financial resources, 
establishing the optimum monitoring plan is a crucial aspect, especially for 
structures equipped with long-term monitoring hardware (e.g., the high speed 
naval vessel analyzed in Chapter 4). A rational approach is to find the optimum 
monitoring schedule which minimizes the error arising from using multiple short 
term monitoring actions compared to the continuous long-term monitoring. Such 
an approach does not exist for naval vessels.  
 In this study, the reliability of naval vessels was only computed with respect to 
fatigue damage. Although fatigue is a major aspect affecting the ship safety, other 
aspects, such as the serviceability, crew comfort, and ultimate strength should also 
be studied. Therefore, an integrated approach for estimating the overall ship 
reliability and safety is still required. 
 The proposed LCM approach in its current format can be only applied to 
structures under time-dependent deterioration. However, the approach can be 
extended to a risk-based intervention optimization methodology where the 
damage induced by extreme events, such as earthquakes and hurricanes, can be 
assessed and the risk-based decision making process can be included. 
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 The proposed LCM and performance updating scheme presented in Chapter 6 can 
be used in conjunction with other intervention optimization and scheduling 
techniques. The use of SHM information in updating the parameters of load and 
resistance prediction models for ships and bridges is another interesting topic 
which will also improve the accuracy of the performance prediction.  
 For intervention optimization, the accurate estimation of the PoD parameters is 
crucial for the accuracy of the optimum solutions. However, more research is 
needed to establish the PoD for different NDI and monitoring methods. Further 
research aiming to establish other models for quantifying the inspection 
effectiveness are required. The approach presented in Chapter 8 uses a novel 
inspection accuracy parameter; however, more research is still needed to quantify 
the descriptors of this parameter for different inspection and monitoring methods.  
 From the life-cycle cost computations procedure presented in Chapter 9, it is 
evident that including the social and environmental aspects arising from the 
maintenance of a bridge affect the cost estimation. Therefore, an integrated 
approach which performs the LCM while considering these aspects is required. A 
risk-based approach can be well suited to address this integration.  
 The intervention optimization approaches presented in this study for ship 
structures assumes that the loading conditions of the ship are constant over time. 
A system-based approach which can provide the optimum intervention schedule 
as a function of the operational profile of the ship is required. 
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APPENDIX A: LIST OF NOTATIONS 
 
Chapter 2 
 
A = Fatigue detail coefficient for each S-N category 
a = Crack size 
A1 = Area representing the time to failure CDF 
A2 = Area representing the survivor function 
Ar(t) = Remaining cross sectional area of reinforcement 
As(t) = The reinforcement area at time t 
b1 = Slope of the logarithmic transformation 
bo = Corrosion losses after one year 
C = Crack growth material parameter 
C(x, t) = Chloride concentration at a distance x from the surface and time t 
C0 = Chloride concentration on concrete surface 
Cc = Concentration of chloride ions 
Ccr = Threshold level of chloride concentration 
D = Miner’s damage accumulation index 
d(t) = Time dependent corrosion depth 
D(t) = Miner’s time dependent damage accumulation index 
Dc = Effective chloride diffusion coefficient 
d∞ = Model parameters of corrosion wastage prediction model  
do = Initial diameter of rebars 
( )TF t  = Time to failure CDF 
( , )RF x t  = Instantaneous CDF of resistance at time t 
),( txfS  = Instantaneous PDF of the load effects at time t 
( )Tf t  = Time to failure PDF 
fS(s) = PDF of the stress range 
g = Performance function  
g(t) = Time-variant performance function 
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gi = Performance function of the ith component 
K = Stress intensity factor 
m = The slope of the S-N line 
N = Number of cycles 
Navg = Average annual number of cycles 
Ni = Number of cycles to failure under the stress range Si 
NT = Total number of cycles in the stress range histogram 
ni = Number of stress cycles in the ith bin with stress range Si 
ns = Number of rebars subjected to corrosion 
nss = Number of stress range bins in a stress-range histogram 
P(  ) = Probability of event between parenthesis 
Pf = Probability of failure 
Pfsys = System probability of failure 
PT(t) = Maximum penetration of pitting corrosion time t 
p = Corrosion losses after t years 
Q = Demand random variable 
Q(t) = Time-variant demand random variable 
R = Resistance random variable 
R(t) = Time-variant resistance random variable 
Rc = Ratio of maximum pit depth to average pit depth 
rcorr = Rate of corrosion 
S = Stress range 
( )TS t  = Survivor function 
Si = Stress range in the ith bin of the stress range histogram 
Sre = Equivalent constant amplitude stress range 
Sro = Mode of the Rayleigh distribution 
sc = Distribution threshold 
T = Time to failure random variable 
TI = Corrosion initiation time 
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t = Time 
ti = Fatigue life in years 
tL = Time period for load effects following Poisson’s process 
x = Distance from outer surface of the solid 
Y(a) = Correction factor for crack growth model 
α = Scale parameter of the Weibull distribution 
β = Reliability index 
Δ = Miner’s critical damage accumulation index 
ΔK = Range of the stress intensity factor 
Δt = Time interval 
ζ = Scale parameters of the lognormal distribution 
κ = Shape parameters of the Weibull distribution 
λ = Location parameter of the lognormal distribution 
λo = mean occurrence rate of load effects following Poisson’s process 
µi = Mean value of random variable i 
σi = Standard deviation of random variable i 
τc = Model parameters of corrosion wastage prediction model 
Φ-1(∙) = Inverse standard normal CDF 
  = Union 
  = Intersection 
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CHAPTER 3 
 
A = Fatigue detail coefficient for each category 
A1 = Fatigue detail coefficients above the CAFT 
A2 = Fatigue detail coefficients below the CAFT 
D(t) = Miner’s damage accumulation index 
fs(s) = PDF of the distribution of the stress range 
g(t) = Performance function for fatigue reliability 
m = Value of the single slope of the S-N line 
m1 = Slopes of the S-N lines above the CAFT 
m2 = Slopes of the S-N lines below the CAFT 
N = Number of cycles 
N(t) = Number of cycles at time t 
Navg = Average daily number of cycles 
ni = Number of cycles in the predefined stress range bin Sri 
ntotal = Total number of cycles in the stress range bin histogram 
o
in  = Number of cycles in the stress range bin Sri greater than CAFT 
o
jn  = Number of cycles in the stress range bin Srj less than CAFT 
Pf = Probability of violating a certain limit state 
S = Stress range random variable 
Sr = Variable amplitude stress range 
Sre = Equivalent constant amplitude stress range 
Sri = Stress range associated with the i-th bin in the histogram 
L
reS  = Equivalent constant amplitude stress ranges calculated using the linear S-N 
B
reS  = 
Equivalent constant amplitude stress ranges calculated using the bi-linear S-
N 
sc = Cut-off threshold 
Trem = Remaining fatigue life 
t =  Time 
ts = Number of elapsed service years of the bridge 
β = Reliability index 
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β (t) = Reliability index at time t 
Δ = Miner’s critical damage accumulation index 
ΔF = Fatigue resistance (stress range) 
ζ = Scale parameters of the lognormal distribution 
λ = Location parameter of the lognormal distribution 
Φ-1(∙) = Inverse standard normal CDF 
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CHAPTER 4 
 
A = Fatigue coefficient dependent on the type of the detail 
D(t) = Miner’s damage accumulation index 
D* = Approximate damage accumulation index 
Dj = 
Annual damage accumulation index for the detail associated with the jth 
operational condition 
DT = Total damage accumulation index 
m = Slope of the S-N lines in logarithmic scale 
Navg = Average annual number of cycles 
Navg j = 
Average number of cycles acting on the detail during one year of exposure 
to the jth operational condition 
no = 
Number of operational conditions encountered by the ship during the 
reference time Tr 
or = Annual ship operation rate 
Pf = Probability of violating a certain limit state 
pj = 
Probabilities of occurrence of different sea states, speeds, and heading 
angles 
S = Stress acting on the detail 
Sre = Equivalent constant amplitude stress rang 
jre
S  = 
Constant equivalent stress range acting on the detail at the jth operational 
condition 
Tr = Reference time for computing fatigue life 
Trem = Remaining fatigue life 
tf = Fatigue life 
jf
t  = Fatigue life under the jth operational condition 
tp = Plate thickness 
ts = Already spent service life 
βtarget = Fatigue reliability threshold 
Δ = Miner’s critical damage accumulation index 
ζ = Scale parameters of the lognormal distribution 
λ = Location parameter of the lognormal distribution 
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Φ-1(∙) = Inverse standard normal CDF 
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CHAPTER 5 
 
a = Crack size 
amin = Minimum detectable crack size 
ao = Initial crack size 
ar = Critical crack size for repair 
C = Crack growth parameter 
 insp
C  = Cost of a single inspection 
 ,insp d
C  =  Cost of a single in-depth inspection action 
 AmC  = Cost of a single maintenance A 
 BmC  = Cost of a single maintenance B 
 mon
C  = Cost of a single monitoring 
1
monC  = Initial monitoring cost 
2
monC  = Monitoring cost depending on the monitoring duration 
Cf = Monetary loss associated with the failure of the damaged location 
inspC  = Total cost of inspection 
,insp dC  = Total cost of in-depth inspection 
Ck = Total cost associated with branch k  
mainC  = Total cost of maintenance action 
monC  = Total cost of monitoring action 
kD  = Maintenance delay associated with the k-th branch 
dA = First damage criterion for determining a maintenance type 
dB = Second damage criterion for determining a maintenance type 
do = Initial diameter of the reinforcement 
E[Ctotal] = Expected total life-cycle cost 
E[D] = Expected maintenance delay 
E[T] = Expected service life 
( )TF t  = Time to failure CDF 
( )Tf t  = Time to failure PDF 
m = Crack growth exponent 
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AN  = Number of maintenance A associated with the k-th branch 
Navg =  Average annual number of cycles 
BN  = Number of maintenance B associated with the k-th branch 
NI = Number of interventions 
inspN  = Number of inspections associated with the k-th branch 
,insp dN  = Number of in=depth inspections associated with the k-th branch 
monN  = Number of monitoring associated with the k-th branch 
P(  ) = Probability of event between parenthesis 
Pf = Probability of failure 
PoD = Probability of damage detection 
PT = Maximum pit depth for reinforcement corrosion 
Rtmd = PoD reduction factor depending on the monitoring duration 
rd = Annual discount rate of money 
rins = Constant to determine the cost of inspection 
Sre = Stress range 
T = Time to failure 
Tk = Service life associated with the k-th branch 
TA = Service life extension associated with the application of maintenance A 
TB = Service life extension associated with the application of maintenance B 
oT  = Initial service life with no maintenance 
 
,
j
insp dt  = j-th in-depth inspection time 
 l
inspt  = l-th inspection time 
 m
mont  = m-th monitoring time 
 n
At  = n-th maintenance A time 
 y
Bt  =  y-th maintenance B time 
t* = Required service life 
teff = Effective duration of maintenance 
ti = Time of i-th intervention 
tmd = Monitoring duration 
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occt  = Damage occurrence time 
Y(a) = Correction factor for crack growth model 
α = PoD function parameter 
 = Damage intensity at which the given inspection method has 50% PoD 
β = PoD function parameter 
δ =  Damage intensity 
Δt = Time interval 
δthres = Threshold of damage intensity 
λ = Scale parameter 
Φ[∙] = Standard normal CDF 
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CHAPTER 6 
 
a = Crack size 
aI = 
Lower crack size threshold for determining the appropriate 
management actions 
aII = 
Upper crack size threshold for determining the appropriate 
management actions 
ainsp,i = Crack size measured at the ith inspection 
ao = Initial crack size 
ap,i = Predicted data at the ith inspection 
C = Crack growth material parameter 
Cfail = Monetary losses as a result of the crack reaching it critical size 
Cinsp =  
Vector consisting of the cost of performing a single inspection using 
each of the available inspection types 
iinspC ,  = Cost of performing the ith inspection 
T
inspC  = Total inspection cost 
c =  Surface half-length of a surface crack 
d = Vector of observed data  
di = Observed data at the ith inspection 
E(ap(tinsp,1)) =  Mean of the predicted crack size at the first inspection 
E(Cfail) = Expected failure cost 
( )totalE C  = Expected total cost 
E(k) =  Complete elliptical integral of the second kind 
Fe = 
Correction factor taking into account the effect of the elliptical crack 
shape, 
Fg = 
Correction factor taking into account the effect of non-uniform stress 
acting on the crack 
Fs = Correction factor taking into account the effect of free surface 
Fw = 
Correction factor taking into account the effect of finite width (or 
thickness) 
FT (t) = Cumulative probability of failure  
Ktm = Maximum stress concentration factor at the weld toe 
m = Crack growth exponent 
n = Number of scheduled inspections 
nb =  Number of samples that may not represent the posterior distribution 
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(i.e., burn-in period) 
P(  ) = Probability of event between parenthesis 
P(d|θ) =  Likelihood function of obtaining information d conditioned by θ 
P(θ) = Prior distribution of model parameters 
P(θ*|θt) = Proposal distribution 
P(θ|d) =  Posterior distribution of model parameters 
PD = Probability of detecting the crack before failure 
Pfail = Probability of failure 
)( 1, iinsptPoD  = Probability of not detecting the crack at the )1( i th inspection 
( )
iinsp
PoD t  = Probability of crack detection at the ith inspection 
r = Annual discount rate of money 
Rˆ  = Potential scale reduction factor 
Sre = Stress range 
ST (t) = Survivor function 
T = Time to failure 
ta = Time associated with crack growth 
1insp
t  = Time of application of the first inspection 
tw = Web thickness 
)r(aˆv   = Overall variance 
W = Within-sequence variance 
Y(a) = Geometry function for crack growth model 
Z = Weld leg size 
β = Scale parameters of the cumulative lognormal PoD curve 
ζ =  Gaussian noise parameter 
θ = Vector of model parameters 
θ* = Candidate vector 
λ = Location parameters of the cumulative lognormal PoD curve 
σe = Single error term combining the measurement and modeling errors 
υ = Scalar summary of interest 
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Φ(∙) = Standard normal CDF 
Ψ = 
Matrix consisting of the PoD parameters different available 
inspection types 
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CHAPTER 7 
 
As(t) = Reinforcement area at time t 
a = Crack size 
af = Critical crack size 
ao = Initial crack size 
at = Crack size at time t 
C = Crack growth material parameter 
Cinsp =  
Vector consisting of the cost of performing a single inspection 
using each of the available inspection types 
inspC  = Cost of a single inspection 
Co = Surface chloride concentration 
Cth = Threshold limit of chloride concentration for reinforcement 
T
inspC  =  The present cost of n inspections 
D = Effective chloride diffusion coefficient 
do = Initial diameter of rebars 
Fe = 
Correction factor taking into account the effect of the elliptical 
crack shape, 
Fg = 
Correction factor taking into account the effect of non-uniform 
stress acting on the crack 
Fs = Correction factor taking into account the effect of free surface 
Fw = 
Correction factor taking into account the effect of finite width (or 
thickness) 
L = Total number of inspected details 
N = Number of cycles 
Navg = Average daily number of cycles 
n = Number of scheduled inspections 
ns = Number of rebars subjected to corrosion effect 
P(  ) = Probability of event between parenthesis 
PD = Probability of detecting the crack before failure 
 
1 1
,
iinsp i
PoD t 
 
 = 
Probability of not detecting the crack at the ( 1)thi  inspection 
using the inspection method 1i   
 ,
jinsp j
PoD t   = 
Probability of crack detection at the jth inspection using the 
inspection method
j  
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r = Annual discount rate of money 
rcorr =  Rate of corrosion 
Sre = Stress range 
T = Time to failure 
TI = Corrosion initiation time 
x = Depth of steel reinforcement from the concrete surface 
Y(a) = Generalized stress intensity factor 
δ(t) = Time-dependent corrosion damage intensity 
δ0.5 =  
Damage intensity at which the inspection method has 50% 
probability of detection 
ΔK = Range of the stress intensity factor 
ζ = Scale parameters of the cumulative lognormal PoD curve 
λ = Location parameters of the cumulative lognormal PoD curve 
ρ = Inspection method identifier 
σδ = Standard deviation of the damage intensity δ0.5 
Φ(∙) = Standard normal CDF 
Ψ = 
Matrix consisting of the PoD parameters different available 
inspection types 
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CHAPTER 8 
 
 A t  =  Time-variant cross-sectional area 
 EM
jC  = Costs of the j-th essential maintenance actions 
 insp
C  = Inspection cost 
 PM
jC  = Cost of the j-th preventive maintenance actions 
*C  = Cost of an ideal inspection 
0d  = Initial diameter 
 bard t  = Bar diameter at time t  
DR  = Deterioration rate 
E[ ] = Mean value of the quantity between parenthesis 
yf  = Yield strength of the component material 
yF  = Yield strength of the steel girders 
 ig t  = Performance function 
 sysh t  = System failure rate 
I  =  Impact factor of girders 
corri  = Represents the rate of corrosion parameter 
inspk  = Index of the inspection accuracy 
 L t  = Time-variant axial load 
 deckM t  = Moments acting on the deck 
 ,gir iM t  = Moments acting on the girder i 
Nb =  Number of branches 
CN  = Number of components in a system 
inspN  = Number of inspections 
ON  = Possible repair options for each component 
barn  = Number of reinforcement bars in the deck 
 BkP  = Probability of occurrence of branch k 
,EM iP  = Probability of essential maintenance 
,NR iP  = Probability of  no repair 
,PM iP  = Probability of preventive maintenance 
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 sysP t  = Point-in-time annual failure probability of the system 
 est
iR  = Estimated capacity of the component i  immediately after inspection 
 iR t  = Structural capacity of the components over time 
dr  = Annual discount rate of money 
 sysS t  = Structural system survivor function 
t = Time 
sysTDP  = Cumulative distribution function of the system time-to-failure 
iniT  = Initiation time of corrosion 
tinsp = Inspection time 
 EM
jt  = j-th essential maintenance times 
 i
inspt  = The i-th inspection time 
 PM
jt  = j-th preventive maintenance times 
tott  = Observation time window 
 iZ t  = Plastic section modulus of the girder i 
d  = Modeling uncertainty factors of the resistance of deck 
g  = Modeling uncertainty factors of the resistance of girders 
C  = Difference in cost 
,EM i  = Essential maintenance threshold 
h  = Difference in the maximum expected annual system failure rate 
,PM i  = Preventive maintenance threshold 
PMT  = Effective time period of preventive maintenance 
Δt = Time interval 
i  = Traffic load distribution factor 
 A t  =  Mean value of A at time t 
 
iR insp
t  = Mean value of the estimated capacity at time tinsp 
 A t  = Standard deviation of A at time t 
insp  = Standard deviation of the estimated capacity at time tinsp 
iR
  = 
Standard deviation of resistance accounting for the imperfections 
associated with the predictive model 
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CHAPTER 9 
 
ADT = Average daily traffic 
ADTt = Average daily traffic at time t 
C = Total cost of a maintenance action 
CE = Costs of carbon dioxide emissions 
,PV kC  = Present value of the cost of the kth maintenance action performed at time t 
CR = Direct cost of maintenance actions 
CTL = Cost associated with the time loss 
cEn = Cost value of environmental metric 
cg = Time value of the goods transported in a cargo 
cw = Average wage per hour 
d = Duration of maintenance 
E = Environmental impact 
,d cEn  = Environmental metric per unit distance for cars 
,d tEn  = Environmental metric per unit distance for trucks 
DS
En  = Carbon dioxide emissions per kilometer at speeds SD 
oS
En  = Carbon dioxide emissions per kilometer at speeds So 
l = Length of the traffic control region 
Oc = Average occupancy for cars  
Ot = Average occupancy for trucks 
SD = restricted traffic speed 
So = Un-restricted traffic speed 
T = Ratio of the average daily truck traffic to the average daily traffic 
t = Time 
ν = Annual increase rate in the average daily traffic 
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APPENDIX B: LIST OF ACRONYMS 
AASHTO : American association of state highway and transportation officials 
ADT : Average daily traffic 
ADTT : Average daily truck traffic 
AE : Acoustic emission 
ASCE : American society of civil engineers 
ATLSS : Engineering research center for advanced technology for large 
structural systems 
CAFT : Constant amplitude fatigue threshold 
CDF : Cumulative distribution function 
COV : Coefficient of variation 
DOT : Department of transportation 
EC3 : Eurocode 3 
ECI : Eddy current inspection 
EM : Essential maintenance 
FAD : Failure assessment diagram 
FEA : Finite element analysis 
FHWA : Federal highway administration 
FORM : First order reliability method 
GA : Genetic algorithm 
LEFM : Linear elastic fracture mechanics 
LPI : Liquid penetrant inspection 
LRFD : Load and resistance factor design 
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MCMC : Markov chain Monte Carlo 
MPI : Magnetic particle inspection 
NDI : Nondestructive inspection 
NDT : Nondestructive testing 
PD : Probability of damage detection before failure 
PDF : Probability density function 
PM : Preventive maintenance 
PoD : Probability of damage detection 
RC : Reinforced concrete 
SHM : Structural health monitoring 
S-N : Stress-life 
SORM : Second order reliability method 
UI : Ultrasonic inspection 
USD : United States Dollar 
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