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Abstract 
Development of any expert system requires a holistic understanding of methods 
and their applications. An Expert System has five components viz; user interface, 
explanation mechanism, inference engine, knowledge base and database of facts. 
During the course of my study, I realize that the knowledge base is the most important 
part of an expert system using artificial neural networks. 
I initiated my work with a survey of existing research carried out between 2010 
and 2015 in different countries pertaining to various areas like Medical, Education, 
Automobile and Agriculture. I also conducted a literature survey on development of 
Expert Systems using different methodologies and applications from 2005 to 2015. 
I described the supervised learning for artificial neural networks, which is based 
on the direct comparison between the actual output and the expected output. I 
conducted a comparative study on various algorithms of supervised learning such as 
decision tree, perceptron and back propagation.  
I proposed methods to solve one of the common problems researchers may face at 
the time of training of ANN which is over-fitting of outlier points. I clarified machine 
learning and described the over-fitting and under-fitting as well as comparison 
between them. I also described the methods for avoiding over-fitting and under-
fitting. I conducted a comparative study on various methods of machine learning to 
avoid over-fitting and under-fitting. 
I have also described different types of tools and found that the most ideal concept 
is development of an expert system using tools which is a lot simpler as compared to 
using programming language. Therefore, I conducted a comparative study between 
MATLAB, Scilab, Prolog and Lisp using parameters like License, Cost, User 
interface, Memory Requirement and Computation speed.   
A NeuroFuzzy System (NFS) is one of the most commonly used systems in real 
life problems, it has been recognized as a powerful tool which can facilitate the 
effective development of models by combining information from different sources, 
such as empirical models, heuristics and data. Neuro-fuzzy models describe systems 
by means of fuzzy "if–then” rules represented in a network structure to which learning 
algorithms known from the area of artificial neural networks can be applied. This 
work examines a K-means clustering algorithm to enhance NFS efficient. The 
 ii | P a g e  
 
enhancement of NFS by using K-means has been shown by running two of 
experiments on nonlinear functions. 
When fuzzy systems are highly nonlinear or include a large number of input 
variables, the number of fuzzy rules constituting the underlying model is usually 
large. Dealing with a large-size fuzzy model may face many practical problems in 
terms of training time, ease of updating, generalizing ability and interpretability. 
Multiple Fuzzy System (MFS) is one of the effective methods to reduce the number of 
rules, increase the speed to obtain good results. This work is therefore proposes 
another approach call Multiple Neuro-Fuzzy System (MNFS) which can further 
enhance the performance of the MFS approach. The new approach is used Back-
propagation algorithm in the learning process. The performance of the proposed 
approach evaluates and compares with MFS by three experiments on nonlinear 
functions. 
I proposed a new approach of developing of expert system knowledge base using 
artificial neural network (ANN). It first defines Artificial Neural Network, discusses 
an Overview of ANN-KB, suggests ways to insert Knowledge into a Neural Network 
and tested it with two experiments. I proposed a method to develop the knowledge 
base of expert systems using Artificial Neural Network (ANN). I designed Artificial 
Neural Network (ANN) and tested it with perceptron and back propagation and also 
as an standalone algorithm. The results showed that ANN when applied as an 
standalone algorithm, it worked more efficiently and effectively as compared when it 
is applied either with back propagation or with perceptron at least in extraction and 
gathering knowledge. I also compared the current approach with that of the previous 
similar works using two methods. I compared system that learn strictly from examples 
and system that learn both from examples and theory. 
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Chapter 1                                            
Introduction 
  
 
1.1 Introduction 
Expert systems is a branch of applied artificial intelligence, or in other words, it is 
a computer program that behaves like a human expert in some useful ways. On the 
other hand, it is a system that employs human knowledge captured by the computer to 
solve problems that ordinarily require human expertise. It is computer software that 
had been designed to simulate human expert in acts and activates the system's 
capability to find new facts from available facts and render advice, to teach and 
execute intelligent tasks. It is also used to save the knowledge of human expert from 
losing it as a consequence of systems capability to find new facts from available facts 
and providing the user new knowledge as to how teach and execute some tasks that 
consider it is intelligent. The Expert System has been created by involving five 
components together and they are: user interface, explanation mechanism, inference 
engine, knowledge base, and database of facts. The knowledge base is very important 
part of developing the system using artificial neural networks.  
The approach of Artificial Neural Networks Knowledge-Based (ANN-KB) is to 
insert a set of hand-constructed, symbolic rules into a neural network. The network is 
processed using standard neural learning algorithms and a definitive set of classified 
training examples. The cultivated network can then work as a highly-accurate 
classifier. A final step of ANN-KB is the removal of refined, marked rules from the 
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trained neural network. The knowledge base of expert systems were developed by 
using primary methods like update the knowledge of expert systems by adding new 
information. Expert Systems becomes a very important field for developing different 
areas of science especially human health. The problem which is always faced by the 
computer engineers is the limited knowledge base. One of the practical and effective 
way to solve this problem would be by employing the artificial neural networks to 
make the knowledge base that gathers the knowledge automatically by learning from 
the new inputs of the system.  
In this work, I proposed a method to develop the knowledge base of expert 
systems using Artificial Neural Network (ANN). I have designed Artificial Neural 
Network (ANN) and tested it with perceptron and back propagation and also as a 
standalone algorithm.  
1.2 Objectives of the study 
Following are the specific objectives of this study. 
1. To develop improved expert systems in areas of Medical, Education, Automobile 
and Agriculture. 
2. To resolve problems of learning in Artificial Neural Networks. 
3. To Improve Neuro-Fuzzy Systems Using K-Means Clustering. 
4. To Improve Multiple Neuro-Fuzzy System Using Back-propagation Algorithm. 
5. To design new expert systems which have new knowledge bases and could learn 
by itself from the new inputs to the systems. 
 
1.3 Thesis Contributions 
The contributions of this research are as follows: 
1. Various algorithms have been compared against each other based on various 
factors such as Speed of learning, Speed of classification, Tolerance to missing 
values, etc. 
2. It focusses on approach to avoid over-fitting and under-fitting in supervised 
machine learning. 
Chapter   1          Introduction  
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3. Refinement in developing expert systems knowledge base using artificial neural 
networks (ANN) 
4. Proposed Work for Improvement of Neuro Fuzzy Systems Using K-means 
Clustering with two experiments. 
5. It proposes Development of Multiple Neuro-Fuzzy System Using Back-
propagation Algorithm with three experiments. 
6. It also proposes work to implement the back propagation algorithm to resolve the 
problems of molecular biology, in particular DNA sequence analysis.  
1.4 Thesis Outline 
Chapter 1 
This chapter introduces new expert system working with Artificial Neural 
Networks Knowledge-Based (ANN-KB). A proposed system performed in this thesis 
has also explained in this chapter along with the main contributions of this work.  
Chapter 2 
In this chapter, I conducted a survey of existing work carried out between 2010 
and 2015 in different countries pertaining to various areas like Medical, Education, 
Automobile and Agriculture. I also conducted a literature survey on development of 
Expert Systems using different methodologies and applications from 2005 to 2015. I 
then classified Expert System methodologies using nine categories: Rule-Based 
Systems (RBS), Knowledge-Based Systems (KBS), Artificial Neural Networks 
(ANN), Fuzzy Expert Systems (FES), Case-Based Reasoning (CBR), Intelligent 
Agents (IA), Modeling (M), Ontology (O) and System Architecture (SA) with their 
applications in different research and problem domains. 
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Chapter 3 
Artificial Neural Networks has joined too many areas for solving some complex 
problems that has made researcher interested in this filed. In this chapter I have 
described the supervised learning for artificial neural networks, where it is based on 
the direct comparison between the actual output and the expected output.  
Chapter 4 
One of the common problems of the use of ANN is the over-fitting to outlier 
points. Over-fitting is a key problem in the supervised machine learning tasks. ANN 
architectures and methods to avoid over-fitting of real-world data – an issue that is 
also studied in details in the present chapter. I clarified machine learning in this 
chapter and described the over-fitting and under-fitting as well as comparison 
between them. I also described the methods for avoiding over-fitting and under-
fitting. 
Chapter 5 
This chapter describes the Tools that are used for development of Expert Systems, 
and the comparison between these tools to determine the best one. The main task of 
expert system development tools is to make it easier as compared to programming 
language.  
Chapter 6 
This chapter examines a K-means clustering algorithm to enhance NFS efficiency. 
The enhancement of NFS by using K-means has been shown by running two 
experiments on nonlinear functions. In many situations it is possible to model the 
initial parameters for the rules base of NS by using the expert's knowledge about the 
system according to input and output data of the system. The data could be obtained 
using perfect mathematical modeling from expert’s knowledge or from experimental 
analysis of the system. Since these data can also contain uncertainty, a suitable 
approach is essential in order to include any information about the system. In such 
situations, the system identification can be done by clustering technique, which 
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involves grouping of data into clusters, and modeling the input-output relationship 
with fuzzy IF-THEN rules by using these clusters.  
Chapter 7 
In this chapter, I made an effort to improve the performance of the MFS by 
utilizing the concept of Neuro-fuzzy system, called Multiple Neuro-Fuzzy System 
(MNFS). The training process is done by using the back-propagation algorithm for all 
parameters in each subsystem (the parameters in the IF-part and the Then-part), in 
addition to the training for the integrating unit’s weights. The proposed method may 
have some advantages from different perspectives: (i) High speed; each Neuro-fuzzy 
subsystem computing simultaneously to produce the total output of the whole system. 
(ii) Results of the combined system are of high reliability. (iii) Simplicity of design; 
where each Neuro-fuzzy subsystem is separate from others and can be seen as a small 
system that contains fewer membership functions.  To show the increased efficiency 
of MNFS, we test it by several experiments on nonlinear functions.  
Chapter 8 
This chapter deals with new approach of developing of expert system knowledge 
base using artificial neural network (ANN). It first defines Artificial Neural Network, 
discusses an Overview of ANN-KB, suggests ways to insert Knowledge into a Neural 
Network and tested it with two experiments. 
Chapter 9 
Finally, the last chapter includes the conclusion and summarises the thesis, and 
presents recommendations for future research. 
Chapter 2                     Literature Review of Development of Expert Systems 
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Chapter 2 
 
Literature Review of Development of 
Expert Systems 
 
 
 
2.1 Introduction  
 Expert systems is a branch of applied artificial intelligence, or in other words, it 
is a computer program that behaves like a human expert in some useful ways. On the 
other hand, it is a system that employs human knowledge captured by the computer to 
solve problems that ordinarily require human expertise. The components of expert 
system include; user interface, explanation mechanism, inference engine, knowledge 
base, and database of facts as depicted in Figure 2.1. In this chapter, I conducted a 
survey of existing work carried out during between 2010 and 2015 in different 
countries pertaining to various areas like Medical, Education, Automobile and 
Agriculture. I also conducted a literature survey on development of Expert Systems 
using different methodologies and applications from 2005 to 2015. I then classified 
Expert System methodologies using nine categories: Rule-Based Systems (RBS), 
Knowledge-Based Systems (KBS), Artificial Neural Networks (ANN), Fuzzy Expert 
Systems (FES), Case-Based Reasoning (CBR), Intelligent Agents (IA), Modeling 
(M), Ontology (O) and System Architecture (SA) with their applications for different 
research and problem domains. 
Chapter 2                     Literature Review of Development of Expert Systems 
7 | P a g e  
 
 
Figure 2.1: Expert Systems Architecture 
2.2 Development of Expert Systems in the Areas of: Medical, Education, 
Automobile and Agriculture 
 The development of expert systems has been carried out in different areas. In 
present work, I conducted a survey on various works carried out between 2010 and 
2015 in different countries on development of expert system in areas like Medical, 
Education, Automobile and Agriculture. 
2.3 Research Areas of Expert Systems 
 The application of expert systems has already found their way into areas of 
knowledge work in real-world. The applications were collected in the following areas: 
2.3.1 Research Work Of Expert Systems In Medical Area 
The applications in medical field were collected in the following disciplines: 
2.3.1.1 Diagnosis and Medical Prescription of Heart Disease 2010 
 This expert system was developed to determine the reason behind heart failure. 
Apart from this, the other available public methods are MRI and Doppler. The MRI 
can provide clear 3D images of the heart, while Doppler is used to gauge blood 
velocity. The expert systems are intelligent enough to use gained knowledge of 
expert’s. On the other hand the diagnosis and medical prescription of heart sickness is 
expert system developed to determine the heart disease using technique of neural 
network (NN). Neural network (NN) is widely and successfully increasing the number 
of application areas [1]. 
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2.3.1.2 A Mobile Medical Expert System for Diagnosis Health 2011 
 To meet the huge requirements of patients that daily attend hospitals for check-
ups and birth delivery it becomes problem in Ghana. This expert system was 
developed to show how the Medical Doctors in Ghana can use a designed expert 
system through mobile technology to speed up, and to determine/confirm their own 
diagnosis and advice pertaining to certain diseases [2]. 
The main objectives of this expert system are: 
• To solve problems of too many patients seeking daily medical attention in Ghana. 
• Some of these patients need not attend a major referral Hospital because their 
sicknesses are minor and may not require hospital attendance.  
2.3.1.3 An Expert System for Diabetes Diagnosis 2012 
 This expert system is based on the knowledge from a medical expert and 
therefore, capable in providing necessary information to the patients. It is more 
helpful to the patients rather than the physician alone. It is widely used and popular 
because of its efficiency in educating the patient and suggesting ways of controlling 
diabetes.  Furthermore, it is also helpful for those patients who do not have ready 
access to a physician at times when required [3]. 
2.3.1.4 A Medical Expert System as an Expert Knowledge Sharing Tool 2012 
 This medical expert system has been developed as an expert knowledge sharing 
tool to be used by other employer who they are working in medical area within the 
Reproductive Health Division who are not specialists in determine and treatment of 
Hypertension in Pregnancy. If this situation will stay without solution then many 
women will get dies in reproductive age. So the researchers found that there is an 
significant shortage of obstetricians who have a specialty in the Reproductive Health 
Division which means that there is also a little expert people who have knowledge on 
the determine and treatment of Hypertension in Pregnancy [4]. 
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2.3.1.5 Expert System for Reducing Medical Error 2013 
 This expert system was created to developing the hierarchical structure of the 
medical errors expert system which was written and completely in CLIPS. The system 
will teach the user who to be able to respond with suggested input formats of the 
system clearly. The system checks the user input for consistency within the given 
limits. And be sure from the validation of system the numerous consultations with the 
experts in the field had attend, this types of expert systems help to override the fear 
from dealing with mistakes of some people who work there, and providing the up-date 
information and helps medical staff as a learning tool [5]. 
2.3.1.6 An Adoptive Medical Diagnosis System using Expert System with 
Applications 2013 
 This expert system was created to embrace the idea medical diagnosis system 
using expert system. The embrace the medical diagnosis system using expert system 
is useful for the patients that infected with common illnesses and this system will give 
a recipe as a medical expert also this system is useful for rural areas [6]. 
2.3.1.7 An Expert System for Diagnosing Dilated Cardiomyopathy 2014 
 This expert system was created to determine of dilated cardiomyopathy. The 
researchers had use clips language as a tool for designing that expert system. This 
work introduce a rule-based expert system and for did the works completely, a 
decision tree was designed. And to development of performance of this system, the 
researchers had use Certainty Factor (CF) [7]. 
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2.3.2 Research Work Of Expert System In Education Area 
The applications in education field were collected in the following disciplines: 
2.3.2.1 Expert Systems Advances in Education 2010 
 This expert system explain the concepts and techniques that the researcher has 
used to development of expert systems by expand and applied to the field of 
education, especially the area of intelligent teaching systems. This expert system are 
very useful like a teaching tools because it has comes with the matchless properties 
which allow the users of expert system to ask question on how, why and what format. 
It is concluded that while expert systems in education have greater possibilities, but 
they still un-established as a useful technology according to a lack of research and 
documentation [8]. 
2.3.2.2 Expert System: A Catalyst in Educational 2011 
 This expert system was created to make expert system act as an assistant or 
substitute for the teacher. Expert systems focus on each student individually and also 
keep track of their learning pace. This behavior of expert system provides 
independent learning procedure for both student and teacher, where teachers act as 
mentor and students can judge the performance of system. This expert system was 
created to boost the availability of knowledge that required in the educational system. 
In developed countries, they use the expert system to in teaching courses for the 
students like as engineering, mathematics, earth sciences and distance tutorial lessons 
[9]. 
2.3.2.3 Expert Systems for Students Learning 2011 
 This expert system was created to make the expert system able to represent 
numbers of experts, their development and implementation in the developing 
economies will decidedly help in discover the lost expertise. This means that better 
professionals will be modeled without human professions to mentor but with the aid 
of expert systems in various fields [10]. 
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2.3.2.4 Educational Advisor System 2012 
 Educational advisor system had create by use of (web-based fuzzy expert 
system) for making that system able to Behaves as student education advisor and this 
expert system was staying in university portal. So the designing, development of this 
expert system using of (web-based fuzzy expert systems) it has a very great benefits 
and challenges of developing and using them [11]. 
2.3.2.5 Expert Systems for Mobile intelligent tutor 2012 
 This expert system was created to Suggests system that can be combining of 
intelligent Mobile- earning with expert systems. And that will help to spread and 
supporting the knowledge gained by intelligent teachers. Suggested expert system can 
be behave like a good teacher which can perform three processes - pre-test, learning 
concept and post-test - according to the properties of the learner. This system uses 
expert simulator and its knowledge base at server side, so thousands of students can 
learn simultaneous and integrated efficiently [12]. 
2.3.2.6 An Iterative Expert System for Track and Field Teaching 2013 
 This expert system was created to apply into the research that build the 
interactive teaching of track and jump by the E-learning platform. The platform of 
expert system for E-Learning has created as the base to design the path and field 
network teaching in the sports area. So by creating of this expert system anyone can 
access to the internet he is able to be get teaching platform [13].  
2.3.2.7 Expert System for Higher Education 2014 
 Design a fuzzy expert system for the quantitative development of higher 
education in Iran. Seeing as how the issuance of required licenses are conducted 
intensively at the Ministry of Sciences, Researches and Technology; therefore, this 
system is able to help as a decision- making - aid to the higher managers of this 
Ministry in making decisions regarding the quantitative development of higher 
education with regard to many elements such as: the structural space of the university, 
the number of faculty members, the university characteristics and facilities by 
considering the upper hand documents of higher education development [14]. 
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2.3.2.8 Developing Web-Based Semantic Expert Systems 2014  
 This expert system had created to work like a tool to development of web based 
expert systems and use semantic web technology that allowed to the knowledge 
engineer and experts to make it easy for them to define the knowledge without any 
need to be have knowledge about programming languages and AI [15].  
2.3.3 Research Work Of Expert System In Automobile Area 
 The applications in Automobile field were collected in the following disciplines: 
2.3.3.1 Expert System for Car Troubleshooting 2010 
 This expert System had created for maintenance of the car and determines the 
errors and fixes it, and it will be good idea as another application of expert system and 
how we can be getting full use its enormous functions. This expert system may 
contain different set of rules for discover different type of failures that can be easy to 
solved by the driver and will give their causes. From here we can say the system will 
deal with the starting problems of car and discover various other Extensive problems 
[16]. 
2.3.3.2 An Expert system for Diagnosis Car Failure 2010 
 This Expert system had created for determine and repairs the car failure under 
manacles like time, place and humans experts. This Expert System is able to be used 
to assist all the persons who has car who is facing this type of problem with them car 
and they can do it by themselves. Time and distance it will not be problem anymore 
[17]. 
2.3.3.3 An expert system for detecting automobile insurance fraud 2011 
 In this expert system a novel approach has been presented to detect and 
subsequently investigate the groups of people that are trying to make fraud in 
automobile insurance by using networks. The system to some extent allows the 
attribution of expert of knowledge, and it can be considered to determine new types of 
fraud using short time [18]. 
 
Chapter 2                     Literature Review of Development of Expert Systems 
13 | P a g e  
 
2.3.3.4 Expert system for car troubleshooting 2012 
 This expert system for car determines and solve problem of car. The system had 
been use the rule based representation and forward chaining for detect problems in the 
car and solution is given by the system [19].  
2.3.3.5 Expert System for the Automobile Industry 2012 
 Expert system has been designed to work on mobile and this will lead to make 
the person able to determine the errors and how to solve it when he is using car. The 
idea of design this system is two phases: first phase is how to deal with an issue of a 
car that is giving problems of sparking/starting the engine and second phase is how to 
manage with the issues of cooling systems of cars. With the efficient and effective of 
expert system proposed, the people who have car they will be able to diagnose their 
car faults and problems easily anytime and anywhere. The expert system has been 
creating it knowledge base according to expert of many people like automobile 
/mechanical engineer experts and a website and constitutes [20]. 
2.3.3.6 An Expert Diagnostic Assistance System for Car 2012 
 An Expert System designed to developing the detection model for car failure 
and the necessary requirements of build successful Knowledge-Based Systems (KBS) 
for such model. Alongside it behave as adaptation of the expert system in the 
development of Car Failure and Glitches Diagnosis Assistance System (CFGDAS). 
Nonetheless, CFGDAS development of many challenges that Researcher had been 
faced such as collecting the required data for building the knowledge base and 
presents the inference. Over and above that, determine of car faults requires high 
technical skills and experienced mechanics that they are not available easily normally. 
These systems CFGDAS can be very useful in assisting mechanics for discover the 
failure and training [21]. 
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2.3.3.7 An Expert Car Failure diagnosis System 2013 
 These expert systems have been created to determine the car failure and giving 
suggestion for solution using Bayesian Approach. An expert car failure determines 
system is uses specific knowledge that is available with the expert system to solve car 
problems. This system consists of knowledge base and solution to determine failure of 
car from Toyota, one of the favorite cars used in Indonesia today [22]. 
2.3.4 Research Work of Expert System In Agriculture Area 
 The applications in Agriculture field were collected in the following disciplines: 
2.3.4.1 Expert system for modeling based decision support system 2010 
 This expert systems has been designed for Swine Manure Management in 
Canada and they call this expert system Integrated Swine Manure Management 
(ISMM). This expert system when it designed the researcher has taken into 
consideration numbers of factors like environmental, agronomic, social and health, 
greenhouse gas emission, and economic and this led to get good program to solve the 
problem of swine manure. The expert system modeling is based on Visual Basic 
programming [23]. 
2.3.4.2 An expert system for dairy farms in hot climates 2012 
 To help the farmer and make them get help of new technology to build the dairy 
farm facilities an expert system has been created and this system it can determine the 
dimensions; and compute the required amounts of construction materials. And this 
expert system determines the requirements building and versus the available sources 
on site. Furthermore, it calculates the capital investment and the fixed, variable, and 
total costs. Furthermore, it calculates the capital investment and the fixed, variable, 
and total costs [24]. 
2.3.4.3 Integrated Disease Management in Finger Millets 2012 
This is Expert system a blend of both the some factors along with the application of 
technological advancements. From the time of the expert system has been used for 
modeling of acquiring new knowledge, the new type of diseases that attack the crop. 
So this expert system it can be developed for extended to incorporate various other 
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modules it a total solution provider for in all aspect and hence increasing the yield 
[25]. 
2.3.4.4 Expert System for Agriculture Extension 2013 
 This expert system is expected to provide required information to the farmers 
and extension workers to take decisions in the agricultural enterprise. This expert 
system giving advice to the Survey on Development of Expert System in the Areas of: 
Medical, Education, Automobile and Agriculture farmers and extension workers 
according to their needs & available resources. For an example, on the basis of 
symptoms supplied by the farmer, diseases affecting the crop can be detected and 
those practices that should be adopted according to the geographical locations or 
climate for a better yield. Also this Expert system to categorize agriculture in sub-
areas & collect relevant information for these areas and feed into database [26]. 
2.3.4.5 Expert system - an effective IT tool in Agriculture 2013 
 Expert system can provide instant solution to a problem faced by a farmer. The 
decision making process it cannot be easy to encode totally but it is possible to store 
much of the knowledge that an experts needs to make decisions. Efforts should be 
made to develop expert system on all aspects of agriculture to help farmers for their 
crop production and protection in a better way and thus to improve agricultural 
income [27]. 
2.3.4.6 Irrigation Expert System for Trees 2014 
 Expert systems for good solution to management the irrigation of trees. The 
irrigation expert system aims to provide the farmers by the irrigation expertise to 
determine the exact water needed at exact time according to the crop requirements 
and the environmental factors which effect factors like the temperature, soil type, 
source of water, etc. It was experimented on developing irrigation expert system for 
Mango [28]. 
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2.3.4.7 Wheat Yields Protection Expert System 2014 
 This expert system has been created to determine of insect pests that can harm 
wheat crops. This expert system is a system that enables the farmer to classify insect 
diseases. Determines of the insect pests is a complex and sensitive task, and can only 
be performed by an expert of the agriculture sciences. The researcher has been 
designed expert system to simulate the agricultural experts for disease determine, and 
to enable this kind of program to behave like an agricultural expert [29]. 
2.4 Development Of Expert Systems Methodologies And Applications 
 In this work, we survey development of Expert System by methodologies and 
applications from 2005 to 2015 through a literature review and classification of 
researches as a basis. Different methodologies along with their application has been 
given as follows: 
2.4.1 Rule-Based System and Their Applications 
 The Rule-Based Expert System (RBES) is known as a system that contains 
information obtained from a human expert, and this information will appear as rules, 
that is means for systematize the problem solving of human experts in form of rules, 
the knowledge (expertise of human) will be represent as a set of rules, each rule will 
specifies a relationship, recommendation, directive, guidance or Disclosure of 
knowledge and it will be Follows the rule of: 
IF (condition) THEN (action) structure 
Rule Based Systems (RBS): this system is providing to us by automatic problem 
solving tools for gathering the expertise of human and decision making. RBS are 
means for systematize the problem solving of human experts.  Usually the experts will 
be expressing their opinion on most of their problem solving techniques in terms of 
antecedent-consequent rules. When the condition section of a rule is satisfied, the rule 
is released the order for the action section to executed. The Rule Based Expert 
Systems has a rule base and a fact base. The rule base has a general knowledge (in 
implicational form) about a confirmed subject area, while the fact base expresses 
specific knowledge of a particular case. To derive new facts from old facts the rules 
based expert system used the inference process and in this process there are two basic 
reasoning methods: forward and backward chaining. The first reasoning method starts 
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with the known facts and applies rules in order to get a goal in the end the second 
reasoning method starts with the goal. The repeated selection rules that would deduce 
a (sub goal) until Get the desired goals from giving facts. Of course a bi-directional 
approach is also possible see Figure 2.2. 
((The Process it will be possible to give same result if it happens in opposite 
direction.)) 
 
Figure 2.2: Rule-based system architecture 
 The applications of rule base system on ESs are including: Rule base reduction 
[30], mumbo [31], visual models [32], web site verification [33], detecting syntactical 
regularities [34], structural operational [35], mechanise refactoring [36], integrated 
modelling [37], a rule-based method [38], intelligent adaptation [39], attributive logic 
[40], filtering [41], concurrency [42], educational [43], economic analysis [44], 
classification systems [45], mamdani [46], interpretability of linguistic [47], a stock 
trading expert system [48], sparse fuzzy rule-based systems [49], emerald and rule 
responder [50], stock evaluation [51], learning resource systems [52], instance 
selection techniques [53], imbalanced big data [54], deduction inference [55], a 
semantics core [56], earthquake prediction [57], revisiting evolutionary [58] and 
consultation system [59]. We will categorize the applications of this method in the 
bellow Table 2.1. 
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Table 2.1: Applications of Rule-based system 
Rule-based 
system/application 
Author Name Country Year 
Rule base reduction M. K. Ciliz  Turkey 2005 
Mumbo B. Aktemur and S. Kamin  USA 2006 
Visual Models H. J. Kreowski, K. Hölscher, and 
P. Knirsch  
Germany 2006 
Web site Verification D. Ballis and J. García-Vivó  Italy, Spain 2006 
Detecting Syntactical 
Regularities 
E. Kitzelmann and U. Schmid  Germany 2007 
Structural Operational C. Braga and A. Verdejo  Spain 2007 
Mechanise Refactoring A. Carvalho Júnior, L. Silva, and 
M. Cornélio  
Brazil 2007 
Integrated Modelling B. Braatz  Germany 2008 
A Rule-based Method D. Ballis, a. Baruzzo, and M. 
Comini  
Italy 2008 
Intelligent adaptation S. Wu, C. Chang, S. Ho, and H. 
Chao  
Taiwan 2008 
Attributive logic A. Macioł  Poland 2008 
Filtering M. Baggi  Italy 2009 
Concurrency D. Lucanu  Romania 2009 
Educational V. A. R. Zaldivar and D. Burgos  Spain 2010 
Economic analysis A. Ustundag, M. S. Kilinç, and E. 
Cevikcan  
Turkey 2010 
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Classification Systems J. Sanz, a. Fernández, H. 
Bustince, and F. Herrera  
Spain 2011 
Mamdani O. Cordón  Spain 2011 
Interpretability of 
linguistic 
M. J. Gacto, R. Alcalá, and F. 
Herrera  
Spain 2011 
A stock trading expert 
system 
L. Dymova, P. Sevastianov, and 
K. Kaczmarek  
Poland 2012 
Sparse fuzzy rule-based 
systems 
S. M. Chen, W. C. Hsin, S. W. 
Yang, and Y. C. Chang  
Taiwan 2012 
EMERALD and Rule 
Responder 
K. Kravari, N. Bassiliades, and H. 
Boley  
Greece 2012 
stock evaluation M. G. Yunusoglu and H. Selim  Turkey 2013 
Learning Resource 
Systems 
N. Arch-Int and S. Arch-Int  Thailand 2013 
Instance selection 
techniques 
M. Fazzolari, B. Giglio, R. 
Alcalá, F. Marcelloni, and F. 
Herrera  
Spain 2013 
Imbalanced big data V. López, S. del Río, J. M. 
Benítez, and F. Herrera  
Spain 2014 
Deduction inference A. Dvořák, M. Štěpnička, and L. 
Štěpničková  
Czech 
Republic 
2014 
A semantics core C. H. Nguyen, T. S. Tran, and D. 
P. Pham  
Viet Nam 2014 
Earthquake prediction A. Ikram and U. Qamar  Pakistan 2015 
Revisiting Evolutionary A. Fernández, V. López, M. J. del Spain, Saudi 2015 
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Jesus, and F. Herrera  Arabia 
Consultation system Y. Chi, T. Chen, and W. Tsa  Taiwan 2015 
 
2.4.2 Knowledge-Based System and Their Applications 
 The knowledge-based system is a program that uses artificial intelligence or 
techniques of expert systems to solve problems. In the knowledge-based system the 
programs include a store (database) of expert knowledge with connection links 
designed to facilitate its retrieval in response to specific queries, or to transfer 
expertise from domain to another. The knowledge base include knowledge that will 
help the system to understanding, formulating and for solving problems. Knowledge-
based system is a store of a specific knowledge has gathering from the human experts 
by the knowledge acquisition module. The knowledge base of expert system has two 
types of knowledge the first is factual knowledge and the second is heuristic 
knowledge. A host of government and commercial agencies and corporations has 
been given a number of major research and development contracts in the topic of 
knowledge base system see Figure 2.3.  
 
Figure 2.3: Knowledge Based System architecture 
 The applications of Knowledge-based system on ESs are including: Euler 
diagrams [60], logic-based systems [61], forwarding industry [62], temporal logics 
[63], framework [64], plant control [65], strategic planning [66], keyword discovery 
[67], diagnostics [68], early warning system for health [69], efficient selection and 
assignment [70], knowledge-based systems for development [71], context-aware 
decision [72], health care [73], rough set theory [74], problem solving [75], a context-
aware system [76], product-service systems [77], integrated knowledge [78], 
pragmatic engineering [79], movies domain [80], rough approximations [81], thermal 
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power [82], energy demand forecasting [83], argument-based reasoning [84], medical 
[85], automated design [86], fault detection [87], movie showtimes [88], decision 
support systems [89], decision support system [90], transforming knowledge [91], 
process engineering design [92] and bioinspired techniques [93]. We will categorize 
the applications of this method in the bellow Table 2.2.  
Table 2.2:  Applications of knowledge-based system 
Knowledge-based 
system /  applications 
Author Name Country Year 
Euler Diagrams G. Stapleton  UK 2005 
Logic-Based Systems A. K. Seda  Ireland 2006 
Forwarding industry H. K. H. Chow, K. L. Choy, and W. 
B. Lee  
Japan 2007 
Temporal Logics C. Dixon, M. C. Fernández Gago, M. 
Fisher, and W. van der Hoek  
UK, Spain 2007 
Framework Y. Biletskiy and G. R. Ranganathan  Canada 2008 
Plant control R. Marumo and S. E. M. Sebusang  Botswana 2008 
Strategic planning H. C. Huang  Taiwan 2009 
keyword discovery Y. L. Chi  Taiwan 2009 
Diagnostics S. Ribarić, D. Marčetić, and D. S. 
Vedrina  
Croatia 2009 
Early warning system 
for health  
N. Li, R. Wang, J. Zhang, Z. Fu, and 
X. Zhang  
China 2009 
Efficient selection and 
assignment 
S. H. L. Mirhosseyni and P. Webb  UK 2009 
Knowledge-Based E. S. Akerkar  India 2010 
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Systems for 
Development 
Context-Aware 
Decision 
O. Anya, H. Tawfik, A. Nagar, and S. 
Amin  
UAE 2010 
Health care Y. Meiller, S. Bureau, W. Zhou, and 
S. Piramuthu  
France, 
USA 
2011 
Rough set theory H. L. Yang  China 2011 
Problem solving H. Wei, Q. X. Xu, and X. S. Tang  China 2011 
A context-aware 
system 
N. Sánchez-Pi, J. Carbó, and J. M. 
Molina  
Spain 2012 
Product-Service 
Systems 
F. Akasaka, Y. Nemoto, K. Kimita, 
and Y. Shimomura  
Japan 2012 
Integrated knowledge R. J. Gil and M. J. Martin-Bautista  Spain 2012 
Pragmatic engineering M. Freiberg, A. Striffler, and F. Puppe  Germany 2012 
Movies domain W. Carrer-Neto, M. L. Hernández-
Alcaraz, R. Valencia-García, and F. 
García-Sánchez  
Spain 2012 
Rough 
approximations 
H. M. Abu-Donia  Egypt 2012 
Thermal power D.-X. Gu, C.-Y. Liang, I. 
Bichindaritz, C.-R. Zuo, and J. Wang  
China 
,USA 
2012 
Energy demand 
forecasting 
A. Ghanbari, S. M. R. Kazemi  Iran 2013 
Argument-based 
reasoning 
A. J. García, C. I. Chesñevar, N. D. 
Rotstein, and G. R. Simari  
Argentina 2013 
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Medical P. Gay, B. López, A. Plà, J. Saperas, 
and C. Pous  
Spain 2013 
Automated design V. Naranje and S. Kumar  India 2014 
Fault detection A. Alzghoul, B. Backe, M. Löfstrand, 
A. Byström, and B. Liljedahl  
Sweden 2014 
Movie showtimes L. O. Colombo-Mendoza, R. 
Valencia-García, A. Rodríguez-
González, G. Alor-Hernández, and J. 
J. Samper-Zapater  
Spain, 
Mexico 
2015 
decision support 
systems 
A. Smirnov, T. Levashova, and N. 
Shilov  
Russia 2015 
Decision Support 
System 
P. W. Kwan, M. C. Welch, and J. J. 
Foley  
Australia 2015 
Transforming 
Knowledge 
S. Quintana-Amate, P. Bermell-
Garcia, and a. Tiwari  
UK 2015 
Process engineering 
design 
E. Roldan Reyes, S. Negny, G. Cortes 
Robles, and J. M. Le Lann  
France, 
Mexico 
2015 
Bioinspired 
techniques 
M. Graña and B. Raducanu   Spain 2015 
 
2.4.3 Artificial Neural network and their applications 
 Artificial neural networks are system has been created to simulate the human 
brain, to make the system think as human.  When a huge number of neurons linked 
together will make what is known as Artificial neural networks that working in 
regularity to solve specific problems.  Neural network tried to emulate the low-level 
biological functions of the brain to solve difficult control problems [after training] 
Artificial neural networks (ANNs) will depend on the non-linear data to get new facts 
that will lead to new result as opposed to the traditional model based methods. The 
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neural networks are very useful tools for modelling, exactly when the basic data 
relationship is unknown [94]. Artificial Neural networks can determine and learn 
linked patterns between input data sets and corresponding target values. After 
training, Artificial Neural Networks we can use it to predict the output of new input 
data. Artificial Neural networks employed for a various collection of applications 
where statistical methods are used traditionally see Figure 2.4. 
 
Figure 2.4: Artificial neural network architecture  
 The applications of  Neural network on ESs are including: Adaptive Detection 
[95], DoS Attacks Intelligent Detection [96], Temperature Control [97], Brain 
machine interface data [98], Learning [99], Image Compression [100], multi-objective 
programming [101], Face Recognition [102], Offline signature recognition [103], 
Forecasting [104], Speeding the convergence [105], Classification [106], Predictive 
Ability [107], Trajectory Tracking Error [108], knowledge based [109], Classifying 
[110], Function Approximation [111], Face Recognition [112], Medical Image 
Diagnosis [113], Classification [114], prediction [115], Realizing Neural Networks 
[116], Home Design [117], prediction system [118], Complexity Analysis [119], 
Trajectory tracking [120], Predict the friction [121], Outlier detection [122], 
Statistical language modelling [123] and solving partial differential equations [124]. 
We will categorize the applications of this method in the bellow Table 2.3. 
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Table 2.3: Application of Neural network 
Artificial Neural 
Network 
/application 
Author Name Country Year 
Adaptive Detection J. Kreimer  Germany 2005 
DoS Attacks 
Intelligent 
Detection 
A. a. Alfantookh  Saudi 
Arabia 
2006 
Temperature 
Control 
R. Hedjar  Saudi 
Arabia 
2007 
Brain_machine 
interface data 
J. A. Ting, A. D’Souza, K. Yamamoto, 
T. Yoshioka, D. Hoffman, S. Kakei, L. 
Sergio, J. Kalaska, M. Kawato, P. 
Strick, and S. Schaal  
USA, Japan 2008 
Learning H. Takizawa, T. Chida, and H. 
Kobayashi  
Japan 2009 
Image Compression B. Arunapriya and D. Kavitha Devi  India 2010 
Multi-objective 
programming 
W. F. Abd El-Wahed, E. M. Zaki, and 
A. M. El-Refaey  
Egypt 2010 
Face Recognition K. R. L. Reddy, G. R. Babu, and L. 
Kishore  
India 2011 
Offline signature 
recognition 
A. Karouni, B. Daya, and S. Bahlak  LEBANON 2011 
Forecasting H. Zhou, G. Su, and G. Li  Australia, 
China 
2011 
Speeding the 
convergence 
H. A. K. Rady  Egypt 2011 
Classification S. Diersen, E. J. Lee, D. Spears, P. 
Chen, and L. Wang  
USA 2011 
Predictive Ability A. Joseph, M. Larrain, and E. Singh  USA 2011 
Trajectory 
Tracking Error 
J. P. P., J. P. Perez, R. Soto, A. Flores, 
F. Rodriguez, and J. L. Meza  
Mexico 2012 
knowledge based M. Simsek, Q. J. Zhang, H. Kabir, Y. Turkey, 2012 
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Cao, and N. S. Sengor  Canada 
Classifying C. Gallo, F. Contò, P. La Sala, and A. 
P. Antonazzo  
Italy 2013 
Function 
Approximation 
S. Yang, T. O. Ting, K. L. Man, and S. 
U. Guan  
China 2013 
Face Recognition A. A. Huqqani, E. Schikuta, S. Ye, and 
P. Chen  
Austria 2013 
Medical Image 
Diagnosis 
T. Kondo, J. Ueno, and S. Takao  Japan 2013 
Classification M. Mitra and R. K. Samanta  India 2013 
prediction M. S. Islam, M. M. Kabir, and N. Kabir  Bangladesh 2013 
Realizing Neural 
Networks 
A. A. Huqqani, E. Mann, and E. 
Schikuta  
Austria 2014 
Home Design A. Hussein, M. Adda, M. Atieh, and 
W. Fahs  
Lebanon, 
Canada 
2014 
prediction system D. Hasumi and E. Kamioka  Japan 2014 
Complexity 
Analysis 
G. Serpen and Z. Gao  USA 2014 
Trajectory tracking A.-V. Duka  Romania 2014 
Predict the friction K. Anand, B. K. Barik, K. 
Tamilmannan, and P. Sathiya  
India 2015 
Outlier detection N. Upasani and H. Om  India 2015 
Statistical language 
modeling 
W. De Mulder, S. Bethard, and M.-F. 
Moens  
USA 2015 
solving partial 
differential 
equations 
K. Rudd and S. Ferrari  U.S 2015 
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2.4.4 Fuzzy Expert System and Their Applications  
 The first person who try to find out the theory of Fuzzy Logic he was Lotfi A. 
Zadeh and he invented in 1965 [125]. When this theory has invented had led to solve 
many problems of the real world because of the insufficiency in Boolean algebra. And 
when the information in the real world is inexact, and one of humans greatest abilities 
is to effectively process inexact and "'fuzzy" information. The fuzzy expert system to 
find out reason about data it had use a group of fuzzy functions and rules, on behalf of 
Boolean logic. The fuzzy expert system rules in the concept it has similarity to the 
following:  
(If x is big and y is small then z = medium) 
where ( x and y are inputs, z is an output), low is function of fuzzy subset 
defined on x, big is  function defined on y, and medium is function defined on z. The 
fuzzy expert system is giving ability to the engineers to use them experience and 
heuristics represented in the (If-Then) rules and send it to the functional block. The 
fuzzy expert systems can be used for many advanced applications such as intelligent 
control systems, process diagnostics, fault detection, decision making and expert 
systems see Figure 2.5 [125]. 
 
Figure 2.5: Fuzzy expert system architecture 
 The applications of Fuzzy expert system on ESs are including: developing web 
sites [126], analysis [127], reluctant calculi [128], a diagrammatic logic [129], sport 
talents [130], production [131], operating control systems [132], a fuzzy balanced 
scorecard [133], efficient selection [70], analysis [134], stock exchange portfolio 
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[135], control system [136], business management [137], predicting object collisions 
[138], sorting [139], estimation [140], an agent-based web [141], power transformer 
insulation [142], prediction and emission [143], automotive industry [144], capability 
assessments [145], detection [146], decision-making [147], classification [148], 
diagnosis [149], stock evaluation and portfolio construction [51], medical [150], 
scheduling [151], classification [152] and boosting gender recognition [153]. We will 
categorize the applications of this method in the bellow Table 4.  
Table 2.4: Application of Fuzzy expert system 
Fuzzy expert system 
/application 
Author Name Country Year 
Developing Web Sites I. M. Dokas  Germany 2005 
Analysis K. Kulesza, Z. Kotulski, and K. 
Kulesza 
Poland 2006 
Reductants Calculi P. Julián, G. Moreno, and J. 
Penabad  
Spain 2007 
A Diagrammatic Logic Z. Diskin and U. Wolter Canada, 
Norway 
2008 
Sport talents V. Papić, N. Rogulj, and V. Pleština  Croatia 2009 
Production L. Amelia, D. a. Wahab, and a. 
Hassan  
Malaysia 2009 
Operating control 
systems 
N. Etik, N. Allahverdi, I. U. Sert, 
and I. Saritas  
Turkey 2009 
A fuzzy balanced 
scorecard 
Fernando Bobillo, Miguel Delgado, 
Juan Go´mez-Romero and Enrique 
Lo´pez  
Spain 2009 
Efficient selection S. H. L. Mirhosseyni and P. Webb  UK 2009 
Analysis P. Baraldi, M. Librizzi, E. Zio, L. 
Podofillini, and V. N. Dang  
Italy, 
Switzerland 
2009 
Stock Exchange 
portfolio 
M. Fasanghari and G. A. Montazer  Iran 2010 
Control system M. Omid, M. Lashgari, H. Mobli, 
R. Alimardani, S. Mohtasebi, and 
Iran 2010 
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R. Hesamifard  
Business management D. Arias-Aranda, J. L. Castro, M. 
Navarro, J. M. Sánchez, and J. M. 
Zurita  
Spain 2010 
predicting object 
collisions 
J.L. Castro, M. Delgado, J. Medina 
and M.D. Ruiz-Lozano  
Spain 2011 
Sorting M. Omid  Iran 2011 
Estimation A. Idrus, M. Fadhil Nuruddin, and 
M. A. Rohman  
Malaysia 2011 
An agent-based web C. C. Lin, S. C. Chen, and Y. M. 
Chu  
Taiwan 2011 
Power transformer 
insulation 
W. C. Flores, E. E. Mombello, J. a. 
Jardini, G. Rattá, and A. M. Corvo  
Argentina, 
Brazil 
2011 
Prediction and 
emission 
S. Tasdemir, I. Saritas, M. Ciniviz, 
and N. Allahverdi  
Turkey 2011 
Automotive industry E. U. Olugu and K. Y. Wong  Malaysia 2012 
capability assessments L. D. Otero and C. E. Otero  U.S 2012 
Detection C. Angulo, J. Cabestany, P. 
Rodríguez, M. Batlle, A. González, 
and S. De Campos  
Spain 2012 
Decision-making M. Piltan, E. Mehmanchi, and S. F. 
Ghaderi  
Iran 2012 
Classification E. Verdú, M. J. Verdú, L. M. 
Regueras, J. P. De Castro, and R. 
García  
Spain 2012 
Diagnosis S. Muthukaruppan and M. J. Er  Singapore 2012 
stock evaluation and 
portfolio construction 
M. G. Yunusoglu and H. Selim  Turkey 2013 
Medical M. J. P. Castanho, F. Hernandes, a. 
M. De Ré, S. Rautenberg, and a. 
Billis  
Brazil 2013 
Scheduling Akashdeep and K. S. Kahlon  India 2014 
Classification E. H. Ait Laasri, E.-S. Akhouayri, Morocco, 2015 
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D. Agliz, D. Zonta, and A. Atmani  Italy 
Boosting gender 
recognition 
T. Danisman, I. M. Bilasco, and J. 
Martinet  
France 2015 
 
2.4.5 Case-based reasoning and their application  
 An intelligent systems methodology based on using stored past problem solving 
experience to solve a current problem, similarity with human problem solving - 
analogical reasoning or memory-based reasoning. Case Base reasoning draws on 
similarities and differences between a given problem and a similar problem solved in 
the past. Difference with Artificial Neural Networks learning - does not generalize 
and difference with rule-based systems - cases are not rules. Case-based reasoning has 
been successfully applied as an alternative to expert rule-based systems in several 
domains and it has also been used to improve decision-making in games.  
The applications of Case-based reasoning on ESs are including: Security Protocols 
[154], Planning [155], Diagrams [156], Euler Diagrams [60], Reconfiguration [157], 
Verification of Complex Systems [158],  Analysis [159], Quantum Cryptography 
Reasoning [160], Structural [161], Syntax [162], Data Independence [163], Deontic 
Logic [164], Hybrid Systems [165], Optimizing [166], Calculus [167], Guarantee 
Reasoning [168], Modal Logics [169], Health [170], Healthcare [171], Analysis 
[172], Physical Systems [173], Epistemic Logic [174], Mobile [175], knowledge 
discovery [176], Connected Logics [177], Appraisal [178], Mining sparse and big data 
[179], global software development [180] and Automatic selection [181]. We will 
categorized the applications of this method in the bellow Table 2.5. 
Table 2.5: Application of Case-based reasoning 
Case-based reasoning 
/application 
Author Name Country Year 
Security Protocols A. Hommersom, J.-J. Meyer, and E. 
de Vink  
Netherlands 2005 
Planning A. Meier and E. Melis  Germany 2005 
Diagrams A. Fish and J. Flower  UK 2005 
Euler Diagrams G. Stapleton  UK 2005 
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Reconfiguration D. Clarke  Netherlands 2006 
Verification of 
Complex Systems 
S. Jacobs and V. Sofronie-
Stokkermans  
Germany 2007 
Analysis S. Escobar, C. Meadows, and J. 
Meseguer  
UK 2007 
Quantum 
Cryptography 
Reasoning 
V. Danos and E. D’Hondt  UK, Belgium 2008 
Structural A. Gacek, D. Miller, and G. 
Nadathur  
US 2009 
Syntax A. Tiu  Australia 2009 
Data Independence L. Benalycherif and A. McIsaac  France, US 2009 
Deontic Logic P. F. Castro and T. S. E. Maibaum  Canada 2009 
Hybrid Systems B. K. Aichernig, H. Brandl, and F. 
Wotawa  
Austria 2009 
Optimizing D. Hausmann and L. Schröder  Germany 2010 
Calculus D. P. Guelev and D. Van Hung  China 2010 
Guarantee Reasoning Y. Glouche, P. Le Guernic, J. P. 
Talpin, and T. Gautier  
France 2010 
Modal Logics K. Britz, T. Meyer, and I. 
Varzinczak  
S. Africa 2011 
Health F. Juárez  Colombia 2011 
Healthcare B. Yuan and J. Herbert  Ireland 2012 
Analysis D. Majumder, J. Debnath, and A. 
Biswas  
India 2013 
Physical Systems L. Petnga and M. Austin  U.S 2013 
Epistemic Logic O. Dianat and M. A.orgun  Australia 2013 
Mobile R. Alnanih, O. Ormandjieva, and T. 
Radhakrishnan  
Saudi Arabia 2013 
knowledge discovery I. Elhalwany, A. Mohammed, K. T. 
Wassif, and H. a. Hefny  
Egypt 2014 
Connected Logics C. Nalon and O. Kutz  Brazil, 2014 
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Germany 
Appraisal J. M. Sepúlveda and I. S. Derpich  Chile 2014 
Mining sparse and big 
data 
P. Perner  Germany 2014 
global software 
development 
R. G. C. Rocha, R. R. Azevedo, Y. 
C. Sousa, E. D. a. Tavares, and S. 
Meira  
Brazil 2014 
Automatic selection J. Cepeda-Negrete and R. E. 
Sanchez-Yanez  
Mexico 2015 
 
2.4.6 Intelligent Agents And Their Application 
 Intelligent agents are computer program that it will be stay working but in 
background up to some event will happen by user. An intelligent agent performs an 
action such as sounding an alarm or displaying a reminder at a certain time or date. In 
the field of artificial intelligence, it is an independent entity which will monitor by 
sensors and acts according to an environment to direct the activities to achieve the 
destination. It can be learn something from practice or it can be use the knowledge to 
achieve their destination. The Intelligent agents can be simple and can be very 
complex. An intelligent agent also will gather information without your instant 
presence and on some regular schedule on the internet.  
 The applications of rule base system on ESs are including: Agent [182], training 
driver candidates [183], Micro Context-Aware Agents [184], Managing web 2.0 
services [185], GAIA: A CAD Environment [186], Antagonistic Intelligent Agents 
[187], simulation [188], Analysis [189], Intra-agent explanation [190], Repair and 
maintenance [191], Monitoring system [192], Healthcare Interoperability [193], 
Supporting [194], Maintenance and Repair [195], Simulation /Evaluation [196], 
Control Law Merging [197], privacy [198], Automatic Blocking System [199] and 
Detect Tabnabbing Attack [200] See Table 2.6. 
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Table 2.6: Intelligent agent’s application 
Intelligent agents 
/application  
Author Name  Country  Year  
Agent  K. Centarowicz, M. Paszyński, D. 
Pardo, T. Bosse, and H. La Poutré  
Poland  2010  
training driver 
candidates  
A. Çavuşoǧlu and I. Kurnaz  Türkiye  2011  
Micro Context-
Aware Agents  
P. Roy, B. Abdulrazak, and Y. Belala  Canada  2011  
Managing web 
2.0 services  
C. F. Lin, Y. Yeh, Y. H. Hung, and R. 
I. Chang  
Taiwan  2012  
GAIA: A CAD 
Environment  
S. Rugaber, A. Goel, and L. Martie  USA  2013  
Antagonistic 
Intelligent Agents  
J. Da Rosa, M. T. De Souza, L. D. O. 
Rech, L. Q. Magnabosco, and L. C. 
Lung  
Brazil  2013  
simulation  P. C. Tissera, A. Castro, a. M. 
Printista, and E. Luque  
Argentina  2013  
Analysis  A. Ghosh, J. W. Tweedale, and A. 
Nafalski  
Australia  2013  
Intra-agent 
explanation  
A. H. Sbaï, W. L. Chaari, and K. 
Ghédira  
Tunisia  2013  
Repair and 
maintenance  
M. V. Denisov, V. a. Kamaev, and a. 
V. Kizim  
Russia  2013  
Monitoring 
system  
a. Meera and S. Swamynathan  India  2013  
Healthcare 
Interoperability  
L. Cardoso, F. Marins, F. Portela, A. 
Abelha, and J. Machado  
Portugal  2014  
Supporting  a. V. Kizim, M. V. Denisov, S. V. 
Davydova, and V. a. Kamaev  
Russia  2014  
Maintenance and 
Repair  
V. V. Panteleev, V. a. Kamaev, and a. 
V. Kizim,  
Russia  2014  
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Simulation and 
Evaluation  
D. V. Voloshin, K. a. Puzyreva, and 
V. a. Karbovskii  
Russia  2014  
Control Law 
Merging  
B. Dafflon, J. Vilca, F. Gechter, and 
L. Adouane  
France,  2015  
privacy  C. Dhasarathan, S. Dananjayan, R. 
Dayalan, V. Thirumal, and D. 
Ponnurangam  
India  2015  
Automatic 
Blocking System  
R. I. Rajkumar, P. E. 
Sankaranarayanan, and G. Sundari  
India  2015  
Detect 
Tabnabbing 
Attack  
S. Sarika and V. Paul  India  2015  
 
2.4.7 Modeling and their application  
 Modeling methodology turns into a multidisciplinary methodology of expert 
system in order to construct official relations with logical model design in different 
knowledge/problem domains. Additionally, modeling technology can certainly supply 
quantitative methods to evaluate data to represent or acquire expert knowledge with 
inductive logic programming or algorithms so that AI, mental science and other 
research sections may include broader platforms to apply technologies for expert 
system development.  
 The applications of Modeling on ESs are including: Modeling and Analyzing 
[201], Realizing [202], Simulation [203], Medical [204], Inverse design [205], 
Optimization [206], A holistic modeling [207], Simulation supporting [188], Linear 
Algebra [208], Software Intensive System [209], Management [210], Building 
Software [211], Autonomous system [212], Modeling and analysis [213], Bridging 
the Gap [214], Bus Movement [215], Dynamics Modeling [216], Analysing [217], 
Integrated local-scale [218], Simulation of Masticatory Muscles [219], PartiSim 
[220], Medical [221], electricity peak load [222], Granular system modleling [223] 
and CORAS [224] see table 2.7. 
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Table 2.7: Modeling application 
Modeling 
/application  
Author Name  Country  Year  
Modeling and 
Analyzing  
I. Grabe, M. M. Jaghoori, and et.  Germany  2010  
Realizing  S. K. Das, S. N. Shome, S. Nandy, and 
D. Pal  
INDIA  2010  
Simulation  M. Xiong, M. Lees, W. Cai, S. Zhou, 
and M. Y. H. Low  
Singapore  2010  
Medical  B. Dantu and E. Smith  USA  2011  
Inverse design  L. Leifsson, S. Koziel, and S. Ogurtsov  Iceland  2011  
Optimization  C. Y. Lin, N. H. Kilicay-Ergin, and G. 
E. Okudan  
Malvern  2011  
A holistic 
modeling  
R. Wang and C. H. Dagli  U.S.A  2012  
Simulation 
supporting  
P. C. Tissera, A. Castro, a. M. 
Printista, and E. Luque  
Argentina  2013  
Linear Algebra  J. Cámara, J. Cuenca, L. P. García, and 
D. Giménez  
Spain  2013  
Software 
Intensive System  
M. Farah-Stapleton and M. Auguston  USA  2013  
Management  A. Kukushkin and S. Zykov  Russia  2013  
Building Software  K. Panitsidis, P. Lefakis, Z. 
Andreopoulou, and A. Kokkinakis,  
Greece  2013  
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Autonomous 
system  
R. M. Husar and J. Stracener  USA  2013  
Modeling and 
analysis  
P. Sivaprakasam, P. Hariharan, and S. 
Gowri  
India  2014  
Bridging the Gap  W. Böhm, S. Henkler, F. Houdek, A. 
Vogelsang, and T. Weyer  
Germany  2014  
Bus Movement  D. Reijsbergen, S. Gilmore, and J. 
Hillston  
Scotland  2014  
Dynamics 
Modeling  
A. Bueno, L. T. Carreño, D. J. 
Delgado, and R. Llamosa-Villalba  
Colombia  2014  
Analysing  C. Martin and P. a. Vanrolleghem  Canada  2014  
Integrated local-
scale  
E. Koomen, V. Diogo, J. Dekkers, and 
P. Rietveld  
Netherlands  2015  
Simulation of 
Masticatory 
Muscles  
E. Garcia, M. M. Leal, and M. B. 
Villamil  
Brazil  2015  
PartiSim  A. a. Tako and K. Kotiadis  UK  2015  
Medical  B. M. Boshkoska, T. Damij, F. Jelenc, 
and N. Damij  
Slovenia  2015  
electricity peak 
load  
L. Ramirez Camargo, R. Zink, W. 
Dorner, and G. Stoeglehner  
Germany  2015  
Granular system 
modleling  
W. Pedrycz  Canada  2015  
CORAS  A. Larionovs, A. Teilans, and P. 
Grabusts  
Latvia  2015  
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2.4.8 Ontology and their application  
 Ontology is a system of words, which generally is used basically as a primary 
idea for stating the mission/field knowledge to be identified. These words are used 
basically as a communication basis between domain experts and knowledge 
engineers. Appropriately, a re-usable task/field model can be represented and a 
computer program code is made in that ontology for knowledge acquisition, re-use, 
heuristic learning.  
 The applications of Ontology on ESs are including: Guiding Requirements 
Elicitation [225], Software Customization [226], Power grid reasoning expert system 
[227], Data Mining System [228], Repair and maintenance [191], MBSE [229], 
Adaptive e-Learning systems [230], Handicraft domain [231], Health [232], ontology 
evaluation [233], Design [234], Healthcare System [235], Image Retrieval [236], IT 
Support Service [237], Information Retrieval in Semantic Web [238], Reasoning 
[239], intelligent assistance robot [240] and Personalized Information Retrieval [241] 
see table 2.8. 
Table 2.8: Ontology Application 
Ontology 
/application  
Author Name  Country  Year  
Guiding 
Requirements 
Elicitation  
I. Omoronyia, G. Sindre, T. Stålhane, S. 
Biffl, T. Moser, and W. Sunindyo  
NORWAY  2010  
Software 
Customization  
X. Zhang  CANADA  2011  
Power grid 
reasoning expert 
system  
W. Deng, K. Du, W. Lin, J. Guo, F. 
Huang, and L. Huang,  
CHINA  2012  
Data Mining 
System  
C. Djellali  CANADA  2013  
Repair and 
maintenance  
M. V. Denisov, V. a. Kamaev, and a. V. 
Kizim  
RUSSIA  2013  
MBSE  L. Petnga and M. Austin  ATLANTA,  2013  
Chapter 2                     Literature Review of Development of Expert Systems 
38 | P a g e  
 
Adaptive e-
Learning systems  
B. Saleena and S. K. Srivatsa  INDIA  2014  
Handicraft 
domain  
R. Dhaouadi, A. Benmiled, and K. 
Ghédira  
TUNISIA  2014  
Health  D. Mendes, I. P. Rodrigues, C. F. Baeta, 
and C. Solano-Rodriguez  
PORTUGAL  2014  
ontology 
evaluation  
D. Choukri  CANADA  2014  
Design  M. Vigo, S. Bail, C. Jay, and R. Stevens  UK  2014  
Healthcare 
System  
Abinaya, V. Kumar, and Swathika  INDIA  2015  
Image Retrieval  A. Khodaskar and S. Ladhake  INDIA  2015  
IT Support 
Service  
N. Shanavas and S. Asokan  INDIA  2015  
Information 
Retrieval in 
Semantic Web  
K. Balasubramaniam  INDIA  2015  
Reasoning  A. H. Khan and I. Porres  FINLAND  2015  
intelligent 
assistance robot  
N. T. Djaid, N. Saadia, and A. 
Ramdane-Cherif  
ALGERIA  2015  
Personalized 
Information 
Retrieval  
T. Helmy, A. Al-Nazer, S. Al-Bukhitan, 
and A. Iqbal  
Saudi Arabia  2015  
 
2.4.9 SYSTEM ARCHITECTURE AND THEIR APPLICATION  
 System architecture of the expert systems are similar to the architectural 
drawing of the house. It provides users a universal suggestion of what the system is 
going to look like and how it is going to implement systems. The architecture shows 
the standard functionality of the system, the users' interfaces, system capabilities, 
system (data) flow, system management, DBMS, necessary process, and exact 
programming language, such as blackboard architecture, Common KADS, etc. Once 
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the system architecture design and implementation are completed, users can change 
and manage system functions on the system architecture.  
 The applications of System architecture on ESs are including: Combining [242], 
Medical [204], Cognition Evolutionary [243], utilize [244], modeling and simulation 
[245], Healthcare [246], Decision Making [247], Mobile [248], Medical [249], 
Service- Oriented Architectures [250], Analysis and design [251], Analysis and 
diagnosis [252], Dynamic Planning [253], Migration Planning [254], Design and 
Evolution [255], (DELS) [256], decision-support systems [257] and Document 
Anonymization [258] see table 2.9. 
Table 2.9: System Architecture Application 
System 
architecture 
/application  
Author Name  Country  Year  
Combining  F. Brosch, R. Gitzel, H. Koziolek, and 
S. Krug  
Germany  2010  
Medical  B. Dantu and E. Smith  USA  2011  
Cognition 
Evolutionary  
F. Yang, C. Dagli, and W. Wang  China  2011  
utilize  A. Bodenhamer  USA  2012  
modeling and 
simulation  
M. W. Schreiner and J. R. Wirthlin  US  2012  
Healthcare  B. Yuan and J. Herbert  Ireland  2012  
Decision Making  Z. M. Fang, D. DeLaurentis, and N. 
Davendralingam  
USA  2013  
Mobile  E. R. Sykes  Canada  2014  
Medical  S. H. El-Sappagh and S. El-Masri  Saudi 2014  
Chapter 2                     Literature Review of Development of Expert Systems 
40 | P a g e  
 
Arabia  
Service-Oriented 
Architectures  
B. Śnieżyński  Poland  2014  
Analysis and 
design  
H. B. Christensen, K. M. Hansen, M. 
Kyng, and K. Manikas  
Denmark  2014  
Analysis and 
diagnosis  
N. Gartiser, C. Zanni-merk, L. 
Boullosa, and A. Casali  
France  2014  
Dynamic 
Planning  
Z. Fang and D. DeLaurentis  USA  2014  
Migration 
Planning  
V. Agievich and K. Skripkin  Russia  2014  
Design and 
Evolution  
C. Guariniello and D. DeLaurentis  USA  2014  
(DELS)  T. Sprock and L. F. McGinnis  Georgia  2015  
decision-support 
systems  
B. Huijbrechts, M. Velikova, S. 
Michels, and R. Scheepens  
Netherlands  2015  
Document 
Anonymization  
H. Vico and D. Calegari  Uruguay  2015  
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2.5 Discussions, Limitations, and Suggestions  
The Discussions has been attended in our survey as well as describe of the 
limitations in the development and we get some suggestions about how development 
the expert systems as bellow:  
2.5.1 Discussions  
Expert System techniques and apps are an extensively classification of research 
issues on Expert System. Some of them are introduced as examples for discovering 
the ideas and solutions to certain Expert System problem domains. Which is the 
reason, methodologies and applications of Expert System are enticing greatly interest 
and endeavors, both the educative and practical. We are able to understand out of this 
literature review that Expert System methodologies and applications developments 
are diversity because of their authors’ knowledge, and problem domains. This is why 
some authors can appear in the literature on various methodologies and applications. 
Further, some methodologies have common concepts, and kinds of methodology. Just 
for example: intelligent agents, or System architecture methodology. However a very 
little of the authors has been accomplish the task in several methodologies and 
applications of expert system. This shows that the path of development on 
methodology is varied too due to the author’s research interests and capacity in the 
methodology and problem domain. This may refer to that the development of Expert 
System methodologies is Going towards experience orientation. Moreover, there is 
some applications have a high degree of nip up in different methodologies. Example 
of this methodologies applications, teaching, training, medical, Production planning, 
system design, system development, modeling, decision making, biomedical, robotic 
systems, ecological planning, agriculture planning are all topics for applications of 
different methodologies, and this will lead to development of Expert System.  
We has been discussed in this work a different papers from various categories, this 
categories are: Computer science, ecology, education, energy, engineering, 
entomology, environmental sciences, genetics, geochemistry, health care sciences, 
hematology, hydrology, materials, mathematics, mechanics, medical, military, 
operation research/management sciences, ontology, plant science, remote sensing, 
robotics, and water resources. The different between our work and other are: We do 
not include Expert System methodologies and applications that are not used to 
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improve the systems in other fields. However, we could just like to find out more 
Expert System ways to development in methodologies and applications of different 
research fields. 
2.5.2 Limitations  
From our survey we get some limitations as follow:  
• Most of the author has a limited knowledge about how to presenting all idea of the 
subject.  
• The practical papers and reports are not included in this survey.  
• Some papers have been publishing in non-English journals so they will not consider 
in this survey.  
2.5.3 Suggestions  
From our survey we get some suggestions as follow:  
• Other methodologies like social science. In this paper, we definition the Expert 
System methodology but some methodologies didn't mention there, like the 
methodologies of social science, because it is not in our area and it need long time to 
read and understand. However, other methodologies such as qualitative questionnaires 
and statistical methods are another research that used to solve problems in social 
studies. Therefore, other social sciences methodologies may include in future work.  
• Merging of methodologies. Expert System is multi specialization research topics. 
For this reason, future Expert System developments need implementation with 
different methodologies, and this Merging of methodologies.  
• Change is a resource of development in Expert System over time. The change really 
should be depending on ideas in social science. 
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2.6 Summary  
Expert Systems are typically domain specific. For example, the survey conducted 
in this work on Medical, Education, Automobile and Agriculture Areas come under 
diagnosis and troubleshooting using Expert System that performs all the necessary 
data manipulation as a human expert would do. While some areas uses various 
techniques in it job example the fuzzy logic, rule-based reasoning, CLIPS etc. are in 
use which actually come under decision and planning area of Expert System. It does 
not make a difference as to which area of business one is engaged in, the Expert 
System can fulfill the need of higher productivity and reliability of decisions. In this 
work I found that the areas like medical and education are using expert system more 
than the other areas and they have brought in more efficiency with time. During the 
literature survey I found that Expert System methodologies have inclination to 
develop according to expertise of Expert Systems applications in problem domain. 
Therefore, I suggest that the methodologies used in other areas such as social science 
can be used to develop and implement Expert Systems. There is scope of integrating 
few or several methodologies to develop an expert systems and also by changing the 
resources in order to enhance the application domain.  This would be more useful than 
the present expert systems which are application specific.  
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Chapter 3 
 
Artificial Neural Network Learning- A Review  
 
 
 
3.1 Introduction  
Research in the field of artificial neural networks has been attracting increasing 
attention in recent years. Artificial Neural Networks has joined too many areas for 
solving some complex problems that has made researcher interested in this filed 
[278]. Artificial Neural Networks is a mathematical model that tries to simulate the 
structure and functionalities of biological neural networks, when we are combining 
more than one artificial neuron we will get artificial neural networks [259]. Neural 
network can be used as a train process that performs a particular function by adjusting 
the values of the connections (weights) between elements [266] [273]. This study 
describes the supervised learning for artificial neural networks, where it is based on 
the direct comparison between the actual output and the expected output [259] [261] 
[264] [265] [268] [270]. 
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3.2 Artificial Neural Networks 
Artificial Neural Networks is a mathematical model that tries to simulate the 
structure and functionalities of biological neural networks, when we are combining 
more than one artificial neuron we will get artificial neural networks [259]. Neural 
network can be used as a train process that performs a particular function by adjusting 
the values of the connections (weights) between elements [266] [273]. Artificial 
Neural Networks has joined too many areas for solving some complex problems that 
has made researcher interested in this filed [278].  
Research in the field of artificial neural networks has been attracting increasing 
attention in recent years. Artificial neural networks (ANNs) will depend on the non-
linear data to get new facts that will lead to new result as opposed to the traditional 
model based methods. The neural networks are very useful tools for modelling, 
exactly when the basic data relationship is unknown. 
3.3 Learning 
The ability to learn new knowledge is a basically trait of intelligence. For learning 
network, we need to know two things: first we must have a model of environment in 
which neural network will be operated that means we must know the learning 
paradigm and second, we must know how the weight of neural network will update 
and by which rule the weight will be updated [272].  
There are three ways to learn neural network (learning paradigm); supervised 
learning, unsupervised learning and hybrid learning. Each paradigm is working for 
different tasks based on one of the rules: Error Correction, Boltzmann, Hebbian and 
Competitive learning [259] [272]. The details are explained and showing in the Table 
3.1. 
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Table 3.1: Rule of learning and Learning Algorithms for machine learning 
Paradigm Rule of learning Learning Algorithms 
Supervised Error-correction 
 
Boltzmann  
Hebbian 
Competitive  
Perceptron learning 
algorithm, back-propagation 
& Adaline, madeleine. 
Boltzmann learning algorithm 
Linear discriminant analysis 
Learning vector quantization. 
Unsupervised Error-correction 
 
Hebbian 
Competitive 
Sammon’s projection 
Principal component analysis 
Associative memory learning 
Vector quantization & 
Kohonen’s SOM 
Hybrid Error-correction & 
competitive 
RBF learning algorithm 
 
3.4 MACHINE LEARNING 
      The ANN learning terminates when error increases for validation data, although it 
often continues to decrease for training data set. When error calculated for validation 
data increases as that for training data decreases, it is considered as fitting to the noise 
present in the data instead of signal, which in other words is considered over–fitting 
[272] [273]. Machine-learning research has been making great progress in many 
directions, but this work focuses on four (4) directions.  
The first direction is the improvement of classification accuracy by learning 
ensembles of classifiers, the second refers to the methods for scaling up supervised 
learning algorithms, and the third is about reinforcement learning. The fourth 
direction talks about the learning of complex stochastic models [271]. This work 
further discusses some current open problems. 
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3.5 Supervised machine learning  
Supervised learning is a machine learning technique that uses to train the artificial 
neural networks by the value of input and output by findings the relationship between 
the input (same time call independent variable) and the output (same time call 
dependent variable), that means making map between input and output for the 
artificial system that want to learn.  
Supervised can predict the value of output for system given new input [259] [270] 
[268] [274]. Supervised learning is a method for training artificial neural networks 
when the input and output is known, we use supervised learning when we have a set 
of training data, this training data is a collection of few input data that connected with 
few output data, this training data it will use by learning algorithms like back 
propagation and perceptron, which we have discussed about them in section 3 and 4 
[261] [264] [265] [270].  
The process of training will be done when the neural network will use the input 
data to produce its own output data and then compares this with the desired output 
data or the target output data. If there is no difference between an actual output data 
and the target output data, that means the learning for this data is completed and no 
need to continue the training for this data, otherwise, the connection weights will be 
changed by the algorithm of training to reduce the difference between the input and 
target output data (see figure 3.1). 
 
 Figure 3.1: The process of supervised learning 
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3.6 Training Algorithms for Supervised Machine Learning 
Supervised machine learning is an important task for learning artificial neural 
networks; therefore a demand for selected supervised learning algorithms such as 
back propagation algorithm, decision tree learning algorithm and perceptron 
algorithm has been arise in order to perform the learning stage of the artificial neural 
networks. In this work a comparative study has been presented for the aforementioned 
algorithms to evaluate their performance within a range of specific parameters such as 
speed of learning, over fitting avoidance, and their accuracy. Besides these parameters 
we have included their benefits and limitations to unveil their hidden features and 
provide more details regarding their performance. 
3.6.1 Back-propagation 
The perceptron that uses in today’s artificial neural networks was conceived by 
Rosenblatt in 1950 and he proposed it in 1962 [261] [273]. The back-propagation or 
(back error-propagation) is the most commonly adopted Multi Layers Perceptron 
(MLPs) training algorithm, it was first presented by werbos in 1974 and then it was 
independently re-invented in 1986 by Rumelhart et al. Neural networks are a 
mathematical model inspired by biological neural networks that shows the set of 
connected input/output units in which each connection has a weight associated with it, 
this algorithm is one of the neural used supervised learning method see (figure 3.2). 
The learning of neural network will be done by adjusting the weight of neural network 
[271] [273] [266]. Back propagation uses the target values to calculate the mean 
square error of the artificial neural networks and level of individual in a population 
[261] [262] [264]. 
 
Figure 3.2:  Architecture of back propagation (MLP) 
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The back propagation algorithm is the most used algorithms for learning in neural 
network especially for Multi Layers Perceptron (MLPs) [266]. 
The algorithm is summarized as follow [276] [277]: 
Step 1: Initialize all weights for the neural network and bias. 
Step 2: Select the input data to the neural network and apply to input layer of network. 
Step 3: Activation of the units of the output layer through the network. 
Step 4: Calculate the error for the neuron. We mean by errors are the deference 
between the desired output and neural output. 
ErrorB = OutputB (1 − OutputB)(targetB – OutputB)                           (3.1) 
Calculate what is the output should have been and a scaling factor, how much lower 
or higher. The output must be adjusted to match the desired output. 
Step 5: Reduce the error by changing the weight let W+AB is the new (training) and 
WAB is initial weight. 
WAB
+ = WAB + (ERRORB ∗ outputA)                                                          (3.2) 
Step 6: Finding the error for the hidden layer. Also change the weights for the hidden 
layers. 
ErrorA =  OutputA (1 − OutputA)(ErrorBWAB– ErrorCWAC)                (3.3) 
Step 7: Repeat the steps from step 2 to step 6 to train a network of any number of 
layers. 
3.6.2 Perceptron algorithm 
Perceptron algorithm has proposed in 1958 by Rosenblatt and its one of the neural 
networks algorithms that are based on error correction rules. Error correction is using 
the error signal (d-y) to modify the connection weight to gradually reduce the error. 
Perceptron consists of a single neuron with adjustable weight, w ij = 1,2,..,n, and 
threshold U, as shown in (Figure 3.3) given an input vector x= (x1, x2,..,xn) the net 
input to neuron is:  
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V = ∑ 𝑊𝑗𝑋𝑗 − U
𝑛
𝑖=0
                                                                                                (3.4)                                     
The output is +1 if V>0 and 0 otherwise [272]. The benefit of perceptron algorithm is 
its low computational requirement and its ability to guarantee convergence to a 
solution for linearly separable problem [269]. 
 
Figure 3.3:  Architecture of Perceptron 
Perceptron learning algorithm is summarized as follow [272]:  
1- Initialize the weight and threshold to small random number.  
2- Present a pattern vector (x1, x2, ..., xn)t and evaluate the output of the neuron. 
3- Update the weight according to:  
wj(t + 1) =  wj(t) + ῃ(d − u0xj) .                                                                                                      (3.5) 
Where d is the desired output, t is the nitration number, and ῃ (0.0< ῃ<1.0) is the 
gain (step size). 
3.6.3 Decision Tree 
The algorithm of decision tree is one of the supervised learning algorithms used 
like technique machine that build a decision tree from a set of class labeled training 
sample during the machine learning process. The main purpose of decision tree is the 
structural information contained in data [267]. Decision tree proposed by Quinlan and 
there are various Top-down decision tree induces such as ID3 (Quinlan 1986), C4.5 
(Quinlan 1993), CART (Brevnan et al 1984). Decision tree are considered to be one 
of the most popular approaches for representing classification [259] [273]. 
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The decision tree algorithm is summarized as follow [263] [267]: 
If all instance at the current node belong to the same category then create a leaf node 
if the corresponding class 
else { 
Find the feature a that maximized the goodness measure 
Make A the decision feature for the current node for each possible value v of A 
 { 
 Add a new branch below node testing for A = v 
          Instances_v  := subset of instance with A = v  
if Instances_v is empty then add a leaf with   label the most common value of 
Target_feature in Instance; 
              else 
               { below the new branch add subtree 
DT(Instances_v, Target_feature,  Features – {A}) 
                } 
        } 
     } 
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3.7 Comparative study 
Supervised learning algorithms are used in machine learning for training artificial 
neural networks. Our comparison subdivided into two sections; first section 
comparison based on various parameters derived from some theoretical studies 
showing in (table 3.2) [260] [263] [267] [273] [279] [280] [281]. And second section 
comparison based on benefits and limitations showing in (table 3.3) [272] [273] [275]. 
Table 3.2: Comparative study between different supervised algorithms 
                 Algorithms 
Parameters 
Back-
propagation 
Decision Tree Perceptron 
Proposed by Rosenblatt/ 
1962 
Quinlan Rosenblatt/ 
1958 
Accuracy in general Very good Good Good 
Speed of learning Average Very good Average 
Speed of classification Excellent Excellent  Excellent 
Tolerance to missing 
values 
Average Very good Average 
Tolerance to irrelevant 
attributes 
Average Very good Average 
Tolerance to redundant 
attributes 
Good Good Good 
Tolerance to highly 
interdependent attributes 
Very good Good Very good 
Dealing with 
discrete/binary/ 
continuous attributes 
Not discrete All Not discrete 
Tolerance to noise Good Good Good 
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Dealing with danger of 
overfitting 
Average Good Good 
Attempts for incremental 
learning 
Good Good Very good 
Explanation ability/ 
transparency of 
knowledge/classification 
Average Excellent Average 
Support Mlticlassification Naturally 
extended 
Excellent Naturally 
extended 
 
Table 3.3: Comparative study by benefit and limitation between different 
supervised algorithms 
 Benefit Limitation 
Decision 
Tree 
1. Very simple and fast. 
2. Can handle high 
dimensional data.  
3. Representation is easy 
to understand.  
4. Have good accuracy. 
5. It Support incremental 
learning. 
1. It has long training time. 
2. Lack of available memory, 
when dealing with large 
databases.  
3. The resulting regions after 
partitioning are all hyper 
rectangles. 
4. Most algorithms cannot 
perform well with problems 
that require diagonal 
partitioning. 
5. More complex 
representation. 
Back-
propagation 
1. Able to tolerate noisy 
data.  
2. They can be used when 
we have the little 
knowledge of the 
1. Long learning time 
therefore more suitable for 
application where this is 
feasible. 
2. Poor interpretability as 
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relationship between 
attributes and classes. 
3. Well suited for 
continuous valued 
inputs and outputs. 
4. Successful on several 
real world applications 
like handwritten 
character recognition, 
pathology and 
laboratory medicine.  
knowledge is represented. 
3. Require number of 
parameters that are to be 
determined empirically.  
Perceptron 1. Noisy or incomplete 
inputs will be classified 
because of their 
similarity with pure and 
complete inputs. 
2. Relearning after 
damage can be 
relatively quick. 
1. Computationally expensive 
learning process. 
2. No guaranteed solution. 
3. Scaling problem. 
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3.8 Summary 
In this chapter, I conducted a comparative study on various algorithms of 
supervised learning and have found that the decision tree algorithm is the best as 
compared to other algorithms that can solve the complex problems with a remarkable 
speed. The back propagation algorithm is the most used algorithm for learning in 
neural networks especially for multi layers perceptron’s (MLPs) and it is very good 
algorithm for solving simple problems and able to tolerate noisy data, while 
perceptron algorithm can deal with noisy or incomplete inputs because of their 
similarity with pure and complete inputs. The benefits of perceptron algorithm lie in 
its low computational requirement, ability to guarantee convergence to a solution for 
linearly separable problem and Relearning after damage can be relatively quick. 
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Chapter 4 
 
Proposed Methods to Avoid Over-Fitting and 
Under-Fitting in Supervised Machine Learning 
 
 
 
4.1 Introduction 
One of the common problems of the use of ANN is the over-fitting to outlier 
points [282]. Over-fitting is a key problem in the supervised machine learning tasks. It 
is the phenomenon detected when a learning algorithm fits the training data set so 
well that noise and the peculiarities of the training data are memorized. According to 
a study, the learning algorithms performance drops when it is tested on an unknown 
data set. The amount of data used for learning process is fundamental in this context. 
Small data sets are more prone to over-fitting than large data sets, and despite the 
complexity of some learning problem, large data sets can even be affected by over-
fitting [283]. Over-fitting of the training data leads to deterioration of generalization 
properties of the model, and results in its untrustworthy performance when applied to 
novel measurements. Hence the purpose of methods to avoid over-fitting is somehow 
contradictory to the goal of optimization algorithms, which aims at finding the best 
possible solution in parameter space according to pre-defined objective function and 
available data. Moreover, different optimization algorithms may perform better for 
simpler or larger ANN architectures. This suggests the importance of proper coupling 
of different optimization algorithms; ANN architectures and methods to avoid over-
fitting of real-world data – an issue that is also studied in details in the present 
chapter.I clarified machine learning in this chapter and described the over-fitting and 
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under-fitting as well as comparison between them. I also described the methods for 
avoiding over-fitting and under-fitting. 
4.2 Over-Fitting and Under-Fitting in Supervised Learning 
Machine learning is an important task for learning artificial neural networks, and I 
find in the learning one of the common problems of learning the Artificial Neural 
Network (ANN) is over-fitting and under-fitting to outlier points. The problem of 
overfitting and underfitting can be describe as below: 
4.2.1 The Over-Fitting  
         Is the one of biggest problem in training neural networks is the over-fitting of 
training data. That means that the neural network at the certain time during the 
training period does not improve its ability to solve problem anymore. But just starts 
to learn some random regularity contained in the set of training patterns. This is 
equivalent to the empirical observation that error on the test set has a minimum where 
the generalization ability of the network is the network is the best before this error 
starts to increase again [282] [285] [290] [295] [297]. Over-fitting occurs when 
astatically model describes random error or nose instead of the underlying 
relationship [285] [287] [296] [298]. See Figure 4.1 
 
Figure 4.1: The Over-Fitting in learning 
When the model under-fits, the bias is generally high and the variance is low. 
Over-fitting is typically characterized by high variance, low bias estimators. In many 
cases, small increases in bias result in large decreases in variance [288] [302] [304]. 
See Figure 4.2 and 4.3. 
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Figure 4.2: The zero variance and high bias 
 
Figure 4.3: The high variance and low bias 
4.2.2 Under-fitting 
It is the opposite of Over-fitting. This occurs when the model is incapable of 
capturing the variability of the data. For example suppose one is training a linear (y= 
ax+b not polynomial a and b are constant) classifier on a data set that is a parabola 
[290] [305]. The resultant classifier will have no predicative power nor will it able to 
properly map the training data [297]. This is the result of understanding or attempting 
to use a model which is too simple to describe a given set of data see Figure 4.4. 
Fiq. 3 
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Figure 4.4: Under-fitting in learning 
4.3 Methods to avoid over-fitting and under-fitting in Supervised machine 
learning 
Some methods to avoid the problem of over-fitting and under-fitting in supervised 
machine learning these methods are [286] [289] [291]: 
4.3.1 Penalty methods 
      Penalty method is the one of important methods to avoid the over-fitting in 
supervised training data, the concept of penalty it can be understand as fallow [301] 
[303]: 
Let Etrain be our training set error and Etest be our test error. 
Our real goal is to find the h that minimizes Etest. The problem is that we can’t 
directly evaluate Etest, we can measure Etrain but it is optimistic. Penalty method to 
find some penalty such that: 
Etest = Etrain + Penalty                                                                                                (4.1) 
Where we directly penalize model complexity. We can also represent the error 
function as [307]: 
Etest = Etrain + λ   (model complexity)                                                                        (4.2) 
λ is crucial and controls the Bias-Variance Trade-off. 
Theoretically the ANN as a highly non-linear model can be used for fitting of any 
non-linear function [308]. Methods using a penalty term are characterized by adding a 
cost term Cλ (W) to the error function where h denotes a learning rate and w the 
Chapter 4Proposed Methods to Avoid Over-Fitting and Under-Fitting in Supervised 
Machine Learning 
60 | P a g e  
 
vector of all weights wi. Training the network by back propagation changes the 
weights according to the negative gradient of the error function, and therefore the 
derivatives are the point of interest. Usually these derivatives drive’s the weights of 
the network to zero weight decay terms) and thereby reduce the number of free 
parameters they propose the cost function [309]. The advantage of penalty-term 
methods is that training and pruning are done in parallel. Choosing the learning rate 
A, however, may be tricky. We can try to avoid over-ﬁtting by maximizing the log 
likelihood plus a penalty function. For an MLP with one hidden layer, a suitable 
penalty to add to minus the log Likelihood might be 
                                                                       (4.3) 
      We need to select two constants controlling the penalty, λ1 and λ2. Setting λ1 = 
λ2 isn’t always reasonable, since a suitable value for λ1 depends on the measurement 
units used for the inputs, whereas a suitable value for λ2 depends on the measurement 
units for the response. We might try S-fold cross-validation, but it may not work well, 
if each training run goes to a diﬀerent local maximum. So we might use a single split 
into estimation and validation sets, with no re-training on the whole training set. 
 
4.3.2 Early stopping 
       It is one method used for avoid over-fitting and under-fitting and to use early 
stopping approach, apart from the training data set, the testing set and the validation 
set that is required to define stopping criteria of the method [289]. So in this way the 
data divided to three parts. 
1.Part for training 
2.Part for validation 
3.Part for testing 
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Figure 4.5: the time for early stopping to avoid the over fitting training 
It is difficult to decide when it is best to stop training by just looking at the 
learning curve for training by itself. It is possible to over-fitting the training data if the 
training session is not stopped at the right point [293].The onset of over-fitting can be 
detected through cross validation in which the available data are divided into training, 
validation, and testing subsets. The training subset is used for computing the gradient 
and updating the network weights. The error on the validation set is monitored during 
the training session [299]. The validation error will normally decrease during the 
initial phase of training (see Figure 4.5 above), as does the error on the training set. 
However, when the network begins to over-fitting the data, the error on the validation 
set will typically begin to rise. When the validation error increases for a specified 
number of iterations, the training is stopped, and the weights at the minimum of the 
validation error are returned [300] [304]. If we have lots of data and a big model, it’s 
very expensive to keep retraining it with different amounts of weight decay. It is 
much cheaper to start with very small weights and let them grow until the 
performance on the validation set starts getting worse (but don’t get fooled by noise!) 
[289] [293]. The capacity of the model is limited because the weights have not had 
time to grow big. So this wills guide us to ask the question: Why early stopping 
works? 
A. When the weights are very small, every hidden unit is in its linear range.  
 So a net with a large layer of hidden units is linear. 
 It has no more capacity than a linear net in which the inputs are directly 
connected to the outputs.  
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B. As the weights grow, the hidden units start using their non-linear ranges so the 
capacity grows 
It is natural to consider early stopping when dealing with big data-sets, since in 
this context algorithms should from optimum have computational requirements 
tailored to the generalization properties allowed by the data. This is exactly the main 
property of early stopping regularization. Figure 4.6 gives an illustration of this fact in 
a numerical simulation. Here, we added an explicit regularization parameter λ as in 
[292]. 
 
Figure 4.6: the main property of early stopping regularization 
4.4 Early Stopping Using A Validation Set 
     We can tell when to stop gradient descent optimization using a set of validation 
cases that’s separate from the cases used to compute the gradient [306]. 
Here are the steps: 
 Randomly divide the training set into an estimation set and a validation set –
eg, 80% of cases in the estimation set and 20% n the validation set. 
 Randomly initialize the parameters to values near zero. 
 Repeatedly do the following: 
i. Compute the gradient of the log likelihood using the estimation set. 
ii. Update the parameters by adding η times the gradient. 
iii. Compute the log probability of y given x for the validation cases. 
Stop when the average log probability for validation cases is 
substantially less than the maximum of the values found previously 
(deﬁnitely getting worse). 
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 Make predictions for test cases using the parameter values from the loop 
above that gave the highest average log probability to the validation cases. 
4.5 Advantages of Early Stopping 
Early stopping using a validation set has some advantages over a penalty method, 
in which you set λ1 and λ2 using S-fold cross validation, then train again on all the 
data with the λ1 and λ2 you choose. 
With early stopping: 
 You only have to train the network once, not once for each setting of λ1 and 
λ2 you consider, and then again on all the training data to get the ﬁnal 
parameters. 
 The performance measure from cross-validation applies directly to the actual 
set of network parameters you will use, not to values of λ1 and λ2 that may not 
do the same thing for a diﬀerent local maximum. 
4.6 Disadvantages of Early Stopping 
       Early stopping also has some problems: 
 It’s very ad hoc. 
 It depends on details of the optimization method –eg, results could be diﬀerent 
with a diﬀerent η. 
 In particular, we might want to use a diﬀerent η for w(1)s than for w(2) –sort 
of like using diﬀerent λs for a penalty method. 
 Some of the training data is used only to decide when to stop this seems 
wasteful. 
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4.7 Comparative Study 
The avoidance of over-fitting and under-fitting help to improve the performance 
of machine learning and for avoiding those problems. We present two of 
comparatives the first depend on various parameters and the second Comparative 
study between Over-fitting VS Under-fitting [288] [289] [290] [292] [293] [299] 
[300] [301] [302] [303] [306]. 
4.8 Comparative study between Penalty methods and early stopping 
     We present in this comparison between early stopping method and penalty 
methods as follow in table (4.1). A comparison based on various parameters derived 
from some theoretical studies. 
Table 4.1: Comparative study between Penalty methods and early stopping 
Methods Penalty methods Early stopping 
cost 
Bad Good 
Speed of training 
Good Bad 
Accuracy in avoidance 
Good Bad 
Difficulty 
Good Bad 
Capacity 
Bad Good 
Time of training 
Good Bad 
Influenced by variance 
Bad Good 
Influenced by bias 
Bad Good 
Accuracy in working 
with another method 
Bad Good 
Small data 
Bad Good 
Big data 
Good Bad 
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4.9 Comparative study between Over-fitting VS Under-fitting 
 When discussing the quality of a model in regards to a set of data two commonly 
used terms are over-fitting and under-fitting. A model which is over-fitted is a model 
which has an excess of parameters. The added complexity may and often does help 
the model perform well on a set of training data but it inhibits prediction of future 
points. Figure 2 on over-fitting illustrates this. While it is clear from the picture that 
we are looking at data generated by a linear function plus noise (Is the human brain 
not a powerful machine that it can deter- mine that on the y) the over-fitted example 
gains improved accuracy on the training set (the points which it learns on or the points 
which are drawn on the graph, while missing the overall message or pattern in the 
data). Noise, hidden factors, and difficult high level relations are primary causes of 
variability in data that cannot or is difficult to capture with statistical models. Under-
fitting is the opposite of over-fitting. This occurs when the model is incapable of 
capturing the variability of the data. For example suppose one is training a LINEAR 
(y=ax+b not polynomial a and b are constants) classifier on a data set that is a 
parabola. The resultant classifier will have no predictive power nor will it be able to 
properly map the training data. This is the result of under-fitting, or attempting to use 
a model which is too simple to describe a given set of data. Understanding these two 
phenomena allows one to thread the needle and go into the space between the two 
extremes. It is in this gap where the model has predictive power in the validation set 
lies. 
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4.10 Summary 
In this chapter, I attempted to perform a comparative study on various 
methods of machine learning to avoid over-fitting and under-fitting and have found 
that the early stopping method is the best as compared to penalty method that can 
avoid over-fitting and under-fitting and also takes care of validation time. The 
penalty method is sensitive to variance and bias while early stopping method is less 
sensitive to variance and bias. Besides we find that under-fitting neural networks 
perform poorly on both training and test sets while over-fitting networks may do 
very well on training sets but terrible on test sets. 
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Chapter 5 
 
Tools for Development of Expert Systems: A 
Comparative study 
 
 
 
5.1. Introduction 
 
Expert systems are one area of artificial intelligence. It is computer software that 
had been designed tosimulate human expert in acts and activatesthe system's 
capability to find new facts from available facts and render advice, to teach and 
execute intelligent tasks[310]. During the past few decades, the expert system 
technology has evolve from a laboratory curiosity into a valuable tool for assisting 
human decision making [311]. Based on the expert systems, a number of valuable 
applications have been put to use ranging across different sectors, making life of the 
people safe and easier. For instance, the expert systems are used in assisting to 
discover land mining areas on one hand while it is a useful tool in helping farmers to 
avoid pest infestation on the other hand [312]. There are many such other applications 
those are the testimony of the utilities of the expert systems. Scientists are focusing on 
to create and develop tools for the expert systems that are commonly known as shell 
which is a programming environment that contains all of the necessary utilities for 
both developing and running an expert system.  
The process of developing Expert systems is tedious and expensive that needs to 
be applied in an organized way. Many alternatives have been introduced to replace it 
e.g. Common KADS, Components of experience, and Standard strategies. However, 
presupposed approaches must be held up by executional guidelines in order to apply 
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these methodologies in realistic life applications. The intelligent action they're 
emulating is challenge solving and then they will use expertise for their own 
development instead of just information. Information exists by itself without a context 
while knowledge has got the added dimension that something is performed to process 
the information, i.e., and get benefit of this information to make some a mission. A 
list of blood pressures would be information. Reading a list of blood pressures, 
determining that they were elevated and making the connection that the elevated 
blood pressures require treatment is utilizing knowledge about blood pressure. In 
expert systems, the knowledge to develop the system is derived from human experts 
(hence the name) [313].  
Expert Systems have been designed in many ways. The various Expert Systems 
architecture includes different components and the basic ones are: User interface, 
Knowledge base and Inference engine (Figure 5.1) [314].  
 User interface is clearly the part of expert system that helps the user to be in 
contact with the system so we can consider it as the Main Engine of expert 
system.  
 Knowledge base includes extremely specially designed Knowledge upon the 
problem area as offered by the expert, and includes problem facts, rules, 
concepts, and relationships.  
 Inference engine is the part considered to supervise the knowledge. It is also 
generating and implementing the expert's assumptions that actually gets results 
with available information on a given problem, as well as the knowledge 
saved in the knowledge base, to draw conclusions or recommendations.  
 Developer interface is the engine which serves as the knowledge engineer to 
develop the system.  
 System interface links the expert solution with other programs and a good 
example of it would be databases, algorithms.  
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Figure 5.1: Expert System Architecture 
5.2. Historical Overview  
IBM create a workshop in 1956, and group of computer scientists presented [315]. 
Here in this particular work I’m going for centered on their present research 
endeavors in automatic theorem demonstration itself and new programming 
languages. Moreover they mentioned techniques that this work could be directed for 
developing a computer which may simulate human reasoning. This workshop guides 
the scientists to find out the artificial intelligence (AI). Following this event, 
researchers in various countries set out in different directions to develop programs 
capable of intelligent behavior. Some looked for methods to form the basis of 
intelligent programs, such as knowledge representation and inferencing techniques, 
while others took a broader approach and attempted to design general problem solving 
programs, such as GPS. While this international horse race took many divergent 
tracks, all projects shared one common point: a basic programming language was 
used such as LISP or PROLOG. Though powerful in its symbolic processing 
capability, it was found to be difficult to master, giving rise to few LISP programmers 
who were mainly confined to academic circles. 
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In addition, the many dialects of LISP were the source of migraines for 
researchers who looked to exchange code. Fortunately, this situation improved in 
mid- 1970s with the introduction of a LISP standard called Common LISP – the 
aspirin of choice for LISP programmers. Investigators from United Kingdom and 
Japan used PROLOG for developing intelligent programs. Finally this language is the 
language that was chosen by the Japanese for the Fifth Production attempt.  
Based in a formal well understood logic, PROLOG offers a language to develop 
exact deductive programs. Ironically, it is the exactness of PROLOG that many 
researchers found too constraining. Additionally, like LISP, PROLOG wants an 
organized scholar to perfect it, thus limiting the total number of competent 
programmers.  
Given the complexities of these two languages, AI research was confined 
principally to the academic world during the 1960s and 1970s, where very few expert 
systems were built. Also, since these systems were built from scratch, development 
time was large. Fortunately, an event occurred following the MYCIN project that 
dramatically changed this situation. We are going to provide a few kinds of Expert 
Systems and then we will show it as below [310]:  
MYCIN: This expert system was made to discover cause for a severe infections, like 
meningitis, bacteremia, and also to suggest medicine. And it also provides a few 
advices to the patient.  
DENDRAL: This expert system was founded in order to help scientists organic of 
chemistry in find out constitution of unknown organic molecules, by understanding 
their huge spectra and utilizing experience of chemistry experts.  
SAINT: This expert system was founded to deal with problems based on Integral 
Calculus, and in the end understands simpler expressions for complex operates. 
 
 
 
Chapter   5Tools of Development of Expert Systems: A Comparative study 
 
71 | P a g e  
 
5.3. Types Of Tools  
The main task of expert system development tools is making development of an 
expert system much easier compared to programming language [316]. Developers say 
that selecting the correct tool is a vital in design and development of an expert system.  
 They give wealthy software development surroundings like structure editors, 
effective debugging and tracing facility, multi windows, graphic interface etc.  
 Allows speedy prototyping for the reason that incremental compilers, and 
computerized type control.  
 Defining model, knowledge representation and inference design are 
constructed within the tools.  
 Can help in maintaining the system and historical database.  
In standard, Expert system tools are varying from lowest level programming 
languages to highest level hybrid development surroundings. There are many expert 
system development tools are available. Here we are trying to explore some of them 
in different categories [317].  
In general, there are five types of expert system tools: 
 Inductive tools  
 Simple rule based tools  
 Structured rule based tools  
 Hybrid tools  
 Domain specific tools  
Inductive tools: Inductive tools make rules from examples [318]. Here a developer 
feeds in a lot of examples from the machine's information base. The tools use an 
algorithm to convert the examples into rules and figure out the order that system will 
follow when questioning the user.  
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Simple rule based tools: They utilize IF-THEN rules to represent knowledge [319]. 
They are valuable for developing expert systems including less than 500 rules. The 
only problem with these tools is that they do not possess high end editing facility for 
design of tools.  
Structured rule based tools: They present context trees, various instantiation, 
assurance variables, and more effective editors compared to simpler rule based tools 
[320]. Here IF-THEN rules are organized into groups. These rule groups perform as 
separate knowledge bases. One set of rules can inherit the information acquired when 
other rule sets are examined. These tools are more useful when we need to process 
large number of rules and rules can be sub divided into sets.  
Hybrid tools: Hybrid tools allow difficult expert system development [321]. These 
powerful tools utilize object oriented programming techniques to characterize 
components of every problem as objects. Here the user interface may also be provided 
to users.  
Domain specific tools: They are particularly designed for use just to develop expert 
systems for a particular domain [322]. It provides special development and user 
interface that make it possible to develop an expert system faster. They are also 
referred as narrow tools.  
5.4. Languages  
The algorithmic and emblematic languages are two kinds of coding languages like 
„Pascal‟, „C‟, „Basic‟ and „Fortran‟ are algorithmic languages. They are also known 
as procedural languages. But executing logical inferences is very challenging in 
algorithmic languages. Therefore we need customized language which can implement 
logical inferences. Such languages are known as symbolic languages. The most 
common symbolic languages, which are used in development of expert systems, are 
MATLAB, Scilab, Prolog and LISP.  
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5.5. Lisp (LISt Processing)  
Lisp already has a tiny and neat conceptual core that has not modified much in 
almost 50 years; McCarthy's original Lisp paper defined all of Lisp using just seven 
primitive functions. Common Lisp was developed in the 1908s as an ANSI standard 
for Lisp. It is huge (> 800 built-in functions), has got every current data-types, 
wonderful computer programming surroundings, and wonderful compilers. Dr. 
McCarthy and his co-workers have been drawn to providing a language more suitable 
for manipulating data in a similar manner to human thought Artificial Intelligence. 
Language development was finished at MIT and was made accessible to the (GCS) 
community in 1963[323]. LISP is shortened word for LISt Processing language and 
an old language with several modifications.  
– FORTRAN is the only older language still in wide use.  
– Lisp definitely is active as well as good now  
Another specialty of LISP is that it provides a facility of dynamic memory 
management by which actually we can recover used memory. The advantages of LISP 
are Programs are simple to test due to interactive interpreter environment, Portable 
across hardware platforms with supported interpreters, Clear and concise syntax and 
semantics, Computerized storage memory administration and rubbish compilation, 
Packaging of programs into modules and Flexible data structures. As well as the 
Disadvantages of LISP are Limited- of compilers increased program size and run 
time, Cross platform compatibility requires multiple interpreter environments, Small 
install base creates limited audience for programs and Other computer programmers 
make fun of you because you “talk” funny.  
5.6. Prolog  
Researchers have been developed new language in 1970 to solve some problems 
in programing this language name (prolog). Prolog it is one of the language that 
considered as high level language and it is a higher than LISP in programing since it 
provide to the programmer a good functions. Traditional programming is essentially 
focusing on specifying a sequence of actions expected by the computer's processor - 
during the years this has developed from entering machine instructions by setting 
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switches on a control panel, through assemblers, to modern programming languages 
such as BASIC, Pascal, and C. Despite the fact that you will find marked differences 
between these, the surprising thing is clearly the amount they share - the idea of 
variables and constants, data types, movement of execution (first do that, then this, 
then...), control structures (if, while, for, etc), etc. However take into consideration a 
computer programming language without control structures and no instructions, in 
which a program do not specifies the behavior expected but merely states facts and 
rules, and asks questions. Prolog term is shorted from (PROgramming in LOGic) is 
such a language. And if it sounds unusual, restrictive even, consider that it was chosen 
by science and industry in Japan as a cornerstone of their ambitious 5th-generation 
computing project.  
Generally the preserve of large computers, a restricted type of the new language is 
intended for a little time as MICRO-PROLOG. However, PROLOG-80, accessible 
via Benefit for Amstrad CP/M machines, is a incredibly complete implementation of 
the language, conforming carefully to the standard 'Edinburgh' dialect (Edinburg 
University is probably one of the principal centers of production of the PROLOG 
language). The 'prolog' is a program just involves characterization of the basic facts 
regarding the World - in a language a little bit like traditional logic [324]. Applying 
the program usually involves of asking questions about this World. Prolog does not 
have to be come nearly performing this ideal - for any yet the simplest programs, you 
will have to show prolog how to perform the computation, although this tends to be 
implicit in the way you write the program, instead of explicit as in other languages - 
although it's a start. For specific sorts of programs prolog is really possibly one of the 
suitable language possibilities available. The useful of this technique are:  
 You don't need to think more about how exactly the program runs, you simply 
need to assure that what your offering stated is correct (quite simply, logic 
programming languages aim to assure don't ever supply a wrong answer if 
they have ever the right initial information).  
 It's simple and easy to examine it doesn't matter if a program is proper- logic 
programs are, in effect, runnable specifications.  
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In PROLOG, we can put into action complex data structure, PROLOG helps quick 
ultimate and incremental system development and Program tracing and debugging is a 
lot simpler in PROLOG. A PROLOG program is made of set of clauses. A clause is 
whether they a fact of a rule, which generally is used to imply a relationship between 
elements. The orders of database entries are very important because the efficiency of a 
program depend on order as it can affect the amount of search required to satisfy the 
goal. Secondly, because of the exact nature of search process, there might be cases 
where PROLOG may not find a solution even when it can be easily inferred from the 
given information. The inference process for PROLOG programming is as follows.  
 The goal behind prolog is prolog will searches the database, starting at the top, 
for a fact that matches the goal.  
 When PROLOG finds a match and instantiates the appropriate variables, it 
leaves a pointer where the match occurred.  
 When a goal matches the head of a rule rather than a fact, the atoms within the 
body of the rule are treated as sub goals that must all be satisfied to prove that 
the head is satisfied.  
5.7. Matlab 
The name MATLAB is a shortened word for MATrixL ABoratory and it is an 
“interactive, matrix-based system for algorithm development, GUI Design, data 
analysis, data visualization, and numeric computation. MATLAB is an efficient 
engineering surroundings and language. This is actually a useful tool in specialists 
solving problems, data analysis, modeling and visualization. Interactive environment 
incorporating:  
 Programming language.  
 Mathematical calculations (computation).  
 Data analysis & visualization.  
 Large number of inbuilt routines corresponding to many mathematical, 
engineering & science problems.  
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 Engineering & scientific problem solving.  
 Modeling & simulation.  
First introduced at Stanford University in 1979 initially an interactive shell from 
which to call FORTRAN routines, Later MathWorks was formed to market Matlab. 
Initially an amount of things felt to be necessary little top-down design. “Like every 
other scripting language, Matlab began as a simple way to do powerful things, and it 
has become a not-so-simple way to do very powerful things.” Webb & Wilson, Dr. 
Dobb's Journal, Jan 1999. Heavily used by universities worldwide in their engineering 
and science faculties for teaching, Used by scientists and engineers in research, 
development and design [325].  
5.8. SciLab 
Scilab is a openly spread open source scientific computer software package deal, 
first created by scientists from INRIA and ENPC, as well as right now simply by the 
Scilab Association. It is comparable to Matlab, which actually is an industrial product 
or service. Nonetheless it is pretty much as powerful as Matlab. Scilab consists of 
three main elements:  
 An interpreter  
 Scilab procedures  
 Libraries of FORTRAN and C routines  
Scilab is specific in managing matrices (general similarity matrix manipulation, 
concatenation, transpose, inverse, etc.) and numerical calculations. Additionally it has 
open programming surroundings that permits clients to develop their own functions 
and libraries. It is used in engineering and scientific problem solving [326]. Scilab 
5.4.1 is the latest version, released on 2nd April 2013.Scilab provides the solution for 
the following kind of problems: Signal processing, Statistical Analysis, Image 
processing and enhancement, Fluid dynamics simulations, Algebraic improvement as 
well as modeling, Simulation of dynamic systems, Symbolic manipulations.  
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5.9. Comparison between MATLAB, Scilab, Prolog and Lisp  
Some of the most common similarity between MATLAB and Scilab is the fact 
that they both run on matrices. But aside from that the two of them have many 
differences in context of functions, variables, comments, strings, Boolean etc. Scilab 
and Prolog are free and open source, which may be easily downloadable. However, 
MATLAB being proprietary software, it is extremely expensive. But evaluation copy 
of MATLAB can be achieved through request with limited functionalities. The user 
interface of MATLAB is extremely much easy to use compared to Scilab. As much as 
computation speed is concern, MATLAB has an advantage on Scilab. For image 
processing solution, if computer memory typically is not the constraint, user can 
select MATLAB over Scilab just like the matrices calculation time is far lower in 
MATLABcompared to Scilab. But if the problem is about signal processing, Scilab 
has an advantage, because it occupies lesser memory to generate and process the 
signals. As much as solution to the problems of artificial neural network is concerned, 
both MATLAB and Scilab provide Neural Network toolbox. A tool box provides 
functions to model the complex non-linear systems. The data fitting, clustering, data 
mining, time series prediction, and dynamic system modelling can be done using 
neural network toolbox see Table 5.1 [327] [328] [329] [320]. 
Table 5.1 the Comparison between Matlab, Scilab, Prologand Lisp 
Parameterslanguages MATLAB Scilab Prolog Lisp 
License Proprietary Open source Open source Open source 
Cost Very high Open source Open source Open source 
Plug-Ins Available Open source Open source Open source 
User interface User friendly Open source Open source Open source 
Memory 
Requirement 
Very High Open source Open source Open source 
Computation speed Very High Open source Open source Open source 
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Software updates Available Open source Open source Open source 
Functions and 
toolbox 
Many Open source Open source Open source 
Tutorials and demos Easily 
available 
Open source Open source Open source 
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5.10. Summary 
A comparative analysis of different tools as carried out in this chapter reveals that 
the selection of appropriate tool depends upon the requirement of the domain along 
with computational resources and financial constraints. In situations, when high 
computing resource with zero memory constraints and if the licensing cost is not an 
issue, then I would suggest MATLAB as an excellent tool. In case of financial 
constraints, the Scilab is a better option as it is freely available. It is also efficient 
when one is performing with shared memory and less computation resources. 
However, when working with less shared memory and fewer computation resources 
prolog is best option. 
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Chapter 6 
 
Proposed Work for Improvement of Neuro-
Fuzzy Systems Using K-Means Clustering 
 
 
 
6.1.Introduction 
Existing fuzzy reasoning techniques suffer from the lack of a definite method to 
determine membership functions and a learning capability which can be overcome by 
neural networks (NNs) driven fuzzy reasoning. NNs are used to tune the membership 
functions of fuzzy systems (FSs) that are employed for controlling equipment. 
Although fuzzy system has the ability to convert expert knowledge directly into fuzzy 
rules, it usually takes a lot of time to design and adjust the linguistic labels (fuzzy 
sets) of the problem. In addition, the tuning of membership functions is a tricky 
procedure as it sometimes embodies a number of free parameters that must be 
assigned by an expert [330][332]. NN techniques can automate this design procedure 
improving the performance and reducing the computational time. Neural network 
approach to design of membership functions was proposed in 1989 [331]. The 
parameters, which define the shape of the membership functions, are modified to 
reduce error between output of the fuzzy system and supervised data [333] [334] 
[335]. 
The resultant combined system for FS and the NN is called NeuroFuzzy System 
(NFS). NFS has the advantage of both, FS and NN, and also it overcomes some of the 
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drawbacks of individual approaches, such as black-box of neural networks and the 
limited learning capability of fuzzy systems [331, 333]. 
In many situations, it is possible to model the initial parameters for the rules base 
of NS by using the expert's knowledge about the system according to input and output 
data of the system. The data could be obtained using perfect mathematical modeling 
from expert’s knowledge or from experimental analysis of the system. Since these 
data can also contain uncertainty, a suitable approach is essential in order to include 
any information about the system. In such situations, the system identification can be 
done by clustering technique, which involves grouping of data into clusters, and 
modeling the input-output relationship with fuzzy IF-THEN rules by using these 
clusters. This works examines a K-means clustering algorithm to enhance the NFS 
efficient. 
6.2.Neurofuzzy Systems (Nfs) 
The structure of NFS is determined by the functions used to represent the fuzzy 
sets. A general layout of neurofuzzy network, which used Mamdani fuzzy model, 
with multi-inputs and one output, is shown in figure 6.1. The architecture of this 
network is analogous to that of artificial neural network with four-layers [331] [332] 
[335].  
 
Figure 6.1:  NeuroFuzzy System structure 
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In the first layer, the fuzzification operator for each linguistic variable is performed 
using Gaussian membership functions, which is given as: 
                                                                                  (6.1)                                                                                                                 
 
Where xj is the jth input variable; aij, and bij are the center and the width for the 
Gaussian membership function. 
The outputs of the first layer are fed to the next layer that performs a T-norm 
operation (product operation) [331]. The output of this layer represents the firing 
strength of premise (antecedent) part for each rule, which could be calculated as 
following: 
                                                                                                 (6.2)    
Where i is rule number; and m is the number of input variables. 
The firing strength is normalized in the third layer through dividing its value by the 
summation of all the firing strengths of all rules as: 
                                                                                      (6.3) 
 
Where n is the number of rules. 
Finally, in the fourth layer, the summation of all the normalized values of Ui are 
multiple by the corresponding weight ci which represents the center of membership 
function in the consequent-part of the rules [331] [332] [336] to produce the center-
of-gravity defuzzification operation. The output of the fourth layer represents the crisp 
output value for given inputs, which can be obtained by the following formula: 
                                                                                     (6.4) 
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The adjusted parameters in the neurofuzzy network can be divided into two 
categories based on the IF-part (premise-part) and THEN-part (consequent-part) 
parameters of the fuzzy rules [331] [333] [335]. In the premise-part, the center aij and 
the width bij of the gaussian membership functions are to be fine-tuned whereas, in the 
consequent-part, the adjusted parameters are the consequent weight ci. 
A gradient descent based backpropagation algorithm used LMS error-function to 
adjust the parameters of the neurofuzzy network by using the training patterns [331]. 
The main goal of supervised learning algorithm is to minimize this error-function, 
which has the formula: 
                                                                                     (6.5) 
And 
                                                                                                 (6.6) 
Where:  EP is an error in the pattern p; E is the total error for the NFS; YdP is the 
desired output in the pattern p; YP is the system's output in the pattern p. P is the 
patterns number; and  Z is the parameter vector (a11, …, anm ;b11, …, bnm ; c1, …, cn ). 
Figure 6.2 shows the structure of the identification problem with neurofuzzy model. 
The objective function E(Z) with respect to all parameters in NFS, such as the centers 
aij and the widths bij for the input membership functions, and the centers ci for the 
output membership functions [336] [337]. 
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Where: i =1… n; {n is no. of rules in NFS}; j =1… m ;{ m is no. of input variables}; 
ka, kb, and kc are the learning rates; and t means the learning iteration. 
 
Figure 6.2:  Identification problem with NeuroFuzzy model 
The NF algorithm can be explained it as a following algorithm [336] [337]: 
Algorithm 1: NeuroFuzzy algorithm 
1. Determine no. of membership functions for each input-output variable. 
2.    Read patterns table (inputs; and output desired). 
3.    Initialize as random values: 
  aij  as centers of input membership functions. 
  bij  as widths of input membership functions. 
  ci  as centers of output membership functions. 
{i=1… no. of rules; j=1… no. of input variables} 
4. For P=1: no_Patterns 
 Compute the output of pattern P by (1), (2), (3), and (4). 
 Compute the error of pattern P by (5). 
 Using Back-propagation to update: aij, bij, and ci by (7), (8), and (9); 
respectively. 
5. Compute the total error by (6). 
6. IF the total error less or equal acceptable error THEN Stop; otherwise go to step 
4. 
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6.3.K-Means Clustering 
The k-means algorithm partitions a collection of N vector into c groups (clusters Gi , 
i=1,..,c). The purpose of K-Means is to reduce the size and the complexity of the data 
set and identify the centers of the clusters of data set to produce a concise 
representation of the behavior of a system [338]. It suggested by Moody and Darken 
[339] in 1989. 
The algorithm minimizes a dissimilarity (or distance) function which is given in 
(6.10). 
                (6.10) 
Where: ci is the centroid of cluster i; and d(xk – ci) is the distance between ith centroid 
(ci) and kth data point. 
For simplicity, the Euclidian distance is used as dissimilarity measure and overall 
dissimilarity function is expressed as in (6.11). 
  
  









c
i
c
i Gxk
iki
ik
cxJJ
1 1
2
,
||||
                                    (6.11) 
Partitioned groups can be defined by a c*n binary membership matrix (U), where the 
element uij is 1 if the jth data point xj belongs to group i, and 0 otherwise.  This 
explanation is formulated in (6.12). 
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Since a data point can only be in a group, the membership matrix (U) has two 
properties which are given in (6.13) and (6.14). 
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Centroids are computed as the mean of all vectors in group i: 

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ki xc
,i |G|
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                                                                                             (6.15) 
Algorithm 2: K-means clustering algorithm 
1. Initialize the centroids ci, i=1…c. This is typically achieved by randomly 
selecting c points from among all of the data points. 
2. Determine the membership matrix U by (6.12). 
3. Compute the dissimilarity function by using (6.11). Stop if its improvement over 
previous iteration is below a threshold. 
4. Compute new centroids using by (6.15). Go to step 2. 
6.4. Experimental Results 
The enhancement of NFS by using K-means clustering algorithm will be shown by 
running two of experiments on nonlinear functions. 
In the two approaches (orginal NFS, NFS with K-means clustering), six  
membership functions are used. The numbers of input-output data (training patterns) 
were chosen to be constant for the two nonlinear functions and equal to 100. 
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6.4.1  Experiment  I 
 
 
Where x∊[-5,5] is an input variable, and y ∊ [9,10] is an output variable. 
 
K-means clustering algorithm used training patterns to calculate the optimal initial 
center values for input-output membership functions. Table 6.1. shows the initial 
vaules for the two approaches. 
 
Table 6.1: Results of k-means algorithm as initial centers i membership functions for 
NFS   
Approach Input membership 
functions for X 
Output  membership 
functions for Y 
ai   ci 
NFS with K-means (-4.18, -2.49, -0.79, 0.89, 
2.29, 4.28) 
(9.19, 9.28, 9.38, 9.6, 9.76, 
9.91) 
Orginal NFS Random values; according to  
step3 in algorithm 1 
 
After the training epochs for the two approaches used the initial valued in Table 
6.1, the results of these approaches for y function shown in Table 6.2. It can be seen 
that NFS with K-means gives a much better performance. 
Table 6.2: Results of NFS and K-means algorithm for y function   
Approach   Error Real-Time Epochs 
NFS with K-means 0.00005 2.9 sec. 500 
Orginal NFS 0.00045 2.2 sec. 500 
 
Figure 6.3 shows the approximated outputs of two approaches, (original NFS, NFS 
with K-means), together with the desired function. Form figure 6.3, it can be seen that 
NFS with K-means clustering has a better result compared with original NFS. 
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(a) Output of desired y function and NFS 
 
(b) Output of desired y function and NFS with K-means 
Figure 6.3: Outputs of desire y function (solid-line) and the two approaches 
(point-line) 
6.4.2  Experiment  II 
Z = (2 x + 2 y + 0.1)² / 37.21            
Where x, y ∊ [-1,1] is input variables, and Z ∊ [0,1] is a normalized output 
variable. Table 6.3: shows the optimal initial center values for the two approaches. 
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Table 6.3: Results of K-means algorithm as initial centers i membership functions  for 
NFS   
Approach Input membership 
functions for (X,Y) 
Output  membership 
functions for Z 
ai   ci 
NFS with K-means (-0.93, -0.61, -0.21, 0.19, 
0.53, 0.91) 
(0.08, 0.16, 0.38, 0.56, 0.73, 
0.9) 
Orginal NFS Random values; according to  
step3 in algorithm 1 
 
After the training epochs for the two approaches used the initial valued in Table 
3.3, the results of the approaches for z function shown in Table 6.4. It can be seen that 
NFS with K-means clustering gives a much better performance. 
Table 6.4: Results of NFS and K-means algorithm for Z function   
Approach Error Real-Time Epochs 
NFS with K-means 0.00127 3.5 sec. 280 
Orginal NFS 0.00474 2.9 sec. 280 
 
Figure 6.4 presents a pictorial presentation of the desied and approximated outputs 
of  two approaches (orginal NFS,  NFS with K-means) , outputs for Z function. 
 
(a) Desired Output 
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(b)  Original NFS 
 
(c) NFS with K-means algorithm 
Figure 6.4: The desired and approximated outputs for Z function 
 
Form Table 6.4 and Figure 6.4, it can be seen that NFS with K-means algorithm 
has a better result compared with original NFS. 
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6.5.Summary  
Clustering is the process of assigning data objects into a set of disjoint groups 
called clusters so that objects in each cluster are more similar to each other than 
objects from different clusters. Therefore, the aim was to enhance the efficiency of 
NeuroFuzzy system (NFS) by using clustering method. In order to achieve it, the 
optimal initial center values of input-output membership functions of IF-THEN rules 
in NFS were determined by using clustering. By these initial values the NFS gives 
better results compared with original NFS. I examined a K-means clustering 
algorithm by running two experiments on nonlinear functions. The obtained results 
showed that the efficiency of NFS with K-means clustering gave better results. 
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7.1 Introduction 
 Fuzzy rule-based models have been shown to be powerful tools in the modeling 
and control of complex nonlinear systems. When a fuzzy system being considered, it 
is highly nonlinear or includes a number of input variables, the number of fuzzy rules 
constituting the underlying model is usually large. Dealing with such model with 
large number of rules may pose many practical issues in terms of training time, ease 
of updating, generalizing ability, and interpretability [340] [343]. Therefore, 
researchers have spent a lot of efforts to find new methods to decrease the number of 
rules.  
 Optimization of fuzzy systems can be done from different perspectives, such as 
tuning membership parameters (e.g. center and width), optimizing learning rates, and 
compressing the number of rules. J. A. Dickerson used a fast simulated annealing to 
reduce the number of fuzzy rules [344]. E. Kolman and M. Margaliot proposed a 
fuzzy rule base with a special structure, referred to the Fuzzy All-permutations Rule 
Base (FARB) [345]. M. Mizumoto and Y. Shi presented a learning algorithm for 
tuning fuzzy rules [346]. The main advantage of such methods is that the fuzzy rules 
can be tuned without changing the form of fuzzy rule table, so that the case of weak-
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firing ease can be avoided. C. Yeh considered the least-squares multiple regressions 
with fuzzy data [347]. The regression coefficients are assumed to be real. Z. Chen et 
al. presented architecture and learning algorithm for ANCFIS, the inductive-learning 
architecture that employs complex fuzzy logic and rule interference [348]. M. Panella 
et al. investigated the application of nonlinear quantum processing to Neuro-Fuzzy 
networks [349]. Since these networks are based on the use of rules, preliminarily the 
rules must be tailored to quantum processing. Cheu et al. suggested a neural-fuzzy 
system with rules generated from fuzzy grid partitions created by data space 
partitioning based on a decision tree classification algorithm [350]. J. Yen et al. 
presented an alternative methodology for designing fuzzy systems called the Multiple 
Fuzzy System (MFS) [351]. The essential scheme for this method is to decompose the 
overall system into subsystems and then combine their individual results. The idea of 
decomposition is well developed in the area of modeling and control of large scale 
complex systems where the main difficulty arises from the high dimensionality of the 
problem, and one approach in tackling such problems is to reduce the dimensionality 
by a suitable decomposition. 
 Although previous works have achieved wonderful results in this area, there is 
still the need to improve upon the efficiency of the fuzzy system to obtain more 
accurate results with high speed. In this chapter, I made an effort to improve the 
performance of the MFS by utilizing the concept of Neuro-fuzzy system, called 
Multiple Neuro-Fuzzy System (MNFS). The training process is done by using the 
back-propagation algorithm for all parameters in each subsystem (the parameters in 
the IF-part and the Then-part), in addition to the training for the integrating unit’s 
weights. The proposed method may have some advantages from different 
perspectives: (i) High speed; each Neuro-fuzzy subsystem computing simultaneously 
to produce the total output of the whole system. (ii) Results of the combined system 
are of high reliability. (iii) Simplicity of design; where each Neuro-fuzzy subsystem is 
separate from others and can be seen as a small system that contains fewer 
membership functions.   
To show the increased efficiency of MNFS, we test it by several experiments on 
nonlinear functions. The results prove the improvement of MNFS over MFS.  
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7.2 Multiple Neuro-Fuzzy System (MNFS) 
 The basic scheme of MNFS is to decompose the overall system into subsystems. 
Each subsystem is considered as a Neuro-fuzzy system, and their individual results 
are combined to generate the final output. This approach has been used to overcome 
the complexity problem encountered when the number of inputs of the system is 
significantly increased.  
7.2.1   Architecture of MNFS    
 Figure 7.1 shows the configuration of the MNFS, which consists of M Neuro-
fuzzy subsystems and an integrating unit. In this method, each subsystem is a Neuro-
fuzzy system obeying a Mamdani model [352] [353]. This structure can be viewed as 
a special case of modular network. Each subsystem amounts to "local expert" in the 
modular network and the integrating unit is used to coordinate the separate outputs of 
subsystems and acts like a decision switch. Therefore the MNFS structure can be 
regarded as a combined Neuro-fuzzy system. 
 
Figure 7.1:   Architecture of MNFS ( yi : output of the subsystem i, and gi: output 
of the integrating unit; i=1:m) 
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The structure of the Sth subsystem is determined by the functions used to represent 
the fuzzy sets. A general layout of the Sth subsystem with multi-inputs and one output 
is shown in Figure 7.2. The architecture of this network is analogous to that of 
artificial neural network with four-layers [341] [352] [353].  
 
Figure 7.2:  The Sth subsystem of MNFS in Figure 1. 
In the first layer, the fuzzification operator for each linguistic variable is performed 
using Gaussian membership functions, which are given in the following: 
( ) .
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Where xj is the jth input variable; aij, and bij are the center and the width for the 
Gaussian membership function, respectively. 
The outputs of the first layer are fed to the next layer that performs a T-norm 
operation (product operation) [354] [355]. The output of this layer represents the 
firing strength of the antecedent part for each rule, which could be calculated 
according to the following: 
.
1
∏
=
=
r
j
iji AU
                                                                         (7.2) 
Where r is the number of input variables. 
The firing strength is normalized in the third layer through dividing its value by the 
summation of all the firing strengths of all rules as: 
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Where L is the number of rules. 
Finally, in the fourth layer, the summation of all the normalized values of  Ui  are 
multiplied by the corresponding weight  ci  that represents the center of the 
membership function in the consequent-part of the rules [341] [ 343] [356] [357] to 
produce the center-of-gravity defuzzification operation. The output of the fourth layer 
represents the crisp output value for the given inputs, which can be obtained by the 
following formula: 
.*
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i
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                                                                                                   (7.4) 
The integrating unit [351] is assumed to be a single layer neural network restricted 
to having as many output units as there are in neuro-fuzzy systems. Figure 7.3 depicts 
the integrating unit’s architecture. 
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Figure 7.3:  (a) A single layer of neurons constituting the integrating unit; (b) 
The Sth component of the integrating unit 
 
In Figure 7.3 (b),  hs is the weighted sum of input variables applied to the Sth output 
unit  and is computed by: 
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where wsk is the weight for the Sth component of the integrating unit and the kth 
input variable, and the activation function gs of the Sth output unit is related to hs via 
a softmax transformation, which is described by: 
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                                                                   (7.6) 
This transformation generalizes the maximum picking, or “winner-takes-all” 
operation in the sense that the output changes smoothly with variations in inputs. 
Finally, the total output for the whole system can be obtained by : 
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                                                                 (7.7) 
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7.2.2   Identification algorithm of MNFS    
The objective of the MNFS is to design a combined fuzzy system such that its 
output error is minimized in the Least-Mean-Square (LMS). Figure 4 shows the 
structure of the identification problem with the MNFS model [342] [352] [353] [354].  
 
Figure 4. Identification problem with MNFS model 
 
In MNFS, a different type of objective function is used with the formulas as: 
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                                                                                       (7.9) 
where E is the total error for the whole system; 𝐸𝑝 is the error in the pattern p; 
𝑑𝑝 is the desired output in the pattern p;  𝑦𝑠𝑝 is the output for subsystem S in the 
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pattern p;  𝑔𝑠
𝑝 is the output for component S, in the integrating unit, in the pattern p; P 
is the pattern number;  M  is the subsystem number. 
This function was first proposed by Jacobs et al. under the framework of 
competitive learning and modular networks [358]. The objective function E is defined 
with respect to all parameters in each subsystem, such as the centers aij and the widths 
bij for input membership functions, the centers ci for output membership functions 
and the weights wsj in the integrating unit. 
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where  i =1,…, L,{L is no. of rules in subsystem s};  j =1,…, r, {r  is no. of input 
variables}; ka, kb, kc, and kw are the learning rates, and t means the learning 
iteration. 
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7.3  Experimental results 
 
To test the performance of MNFS, we compare with the MFS apporach on several 
nonlinear functions. Two subsystems are used in both MFS and MNFS and each 
subsystem consists of three membership functions. The numbers of input-output data 
(training patterns) are chosen to be constant for these functions and equal to 100. 
 
7.3.1  Experiment 1 
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where x ∊ [-5,5] is an input variable, and D is an output variable [351]. Table 7.1 
shows the results of MNFS and MFS approaches for the D function. It can be seen that 
the MNFS gives a much better performance. 
Table 7.1: Results of MNFS and MFS for D function 
Approach Error Epochs 
MNFS 0.0000419 300 
MFS 0.0001375 500 
 
Figure 7.5 illustrates the approximated outputs of MNFS and MFS approaches 
together with the desired D function. 
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Figure 7.5:  Outputs of desire D function (solid-line in blue) and the both  models 
MFS & MNFS (dotted-line in red) for the D function. (a) Output of desired D 
function with MFS. (b) Output of desired D function with MNFS. 
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The Log (LMS) of error curves using the MNFS and MFS approaches against the 
learning-epochs as show in Figure 7.6. From Figures 7.5-6, it can be seen that MNFS 
has a better result compared with MFS for the D function. 
 
 
Figure 7.6:  Log (LMS) curves for MNFS and MFS pproaches for  D function. 
In order to illustrate the individual behavior of two subsystems in the combined 
neuro-fuzzy system, Figure 7.7 depicts their separate outputs.  
 
 
Figure 7.7: Separate outputs of neuro-fuzzy subsystem. 
 
These two subsystems compete with each other for the right to produce the desired 
approximation. As a result, subsystem 1 is the winner in approximating the left piece 
of the function but the loser in approximating the right piece of the function, while 
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subsystem 2 just goes to the contrary. The competition has been coordinated by the 
integrating unit whose function is to provide relative weight values for the subsystems. 
Figure 7.8 shows the outputs of the integrating unit. 
 
 
Figure. 7.8: Outputs of the integrating unit. 
Clearly, in approximating the left piece of the function, the integrating unit adds a 
greater weight (nearly 1) to subsystem 1 and a smaller weight (nearly 0) to subsystem 
2; while in approximating the right piece of the function, the integrating unit adds a 
greater weight (nearly 1) to subsystem 2 and a smaller weight (nearly 0) to subsystem 
1. 
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7.3.2  Experiment 2 
Z1=sin(x) * cos(y) 
where x,y ∊ [-2,2] is an input variables, and Z1 is an output variable [344]. Table 
7.2 shows results of MNFS and MFS approaches for Z1 function. Again MNFS 
exhibits a much better performance than MFS. 
Table 7.2:  Results of MNFS and MFS for Z1 function 
Approach Error Epochs 
MNFS 0.00039 500 
MFS 0.00519 500 
 
Figure 7.9 presents a 3-D presentation of the desired and the approximated values 
for  MNFS and MFS outputs for the Z1 function.  
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Figure 7.9:  Desired and approximated (MNFS and MFS) outputs for the Z1 
function.  (a) Desired Output.  (b)MNFS output. (c) MFS output. 
Similarly, Figures 10(a) and 10(b) show a graphic presentation of the error in the 
outputs for MNFS and MFS, respectively, for the Z1 function. Figure 7.11 further 
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shows the Log (LMS) of error curves using MNFS and MFS approaches against the 
learning-epochs. 
 
 
Figure 7:10:  Error of MNFS and MFS approaches for the Z1 function. (a) Error 
in MNFS. (b) Error in MFS. 
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Figure 7.11: Log (LMS) curves for MNFS and MFS approaches for Z1 function. 
From Figures 7.9-11, it can be seen that the MNFS has a better result compared 
with the original MFS for the Z1 function.  Note that this function has been 
investigated in  [344] with an error equal to 0.0138 with 5000 training epochs. 
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7.3.3  Experiment 3 
Z2= [4*sin (π x) + 2* cos (π y)] / 12 + 0.5    
where x,y ∊ [-1,1] is an input variables and Z2 is an output variable [346]. Table 7.3 
shows results of MNFS and MFS approaches for the Z2 function.   
Table 7.3:  Results of MNFS and MFS for Z2 function 
Approach Error Epochs 
MNFS 0.00166 135 
MFS 0.006 135 
 
Figure 7.12 presents the desired and the approximated values for MNFS and MFS 
outputs for the Z2 function.  
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Figure 7.12:  The desired and approximated outputs for z2 function. (a) Desired 
Output.  (b) MNFS output. (c) MFS output. 
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Similarly, Figures13(a) and 13(b) show the error in the outputs for MNFS and MFS, 
respectively, for the Z2 function. Figure14 shows the Log (LMS) of error curves using 
the MNFS and MFS approaches against the learning-epochs. 
 
 
Figure 7.13.  Error MNFS and MFS approaches for the z2 function. (a) Error in 
the MNFS. (b) Error in MFS. 
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Figure 7.14:  Log (LMS) curves for the MNFS and MFS approaches for the Z2 
function. 
 
From Figures 7.12-14, it can be seen that the MNFS has a better result compared 
with the original MFS for the Z2 function.   
Note that this function has been considered in [346], with an error equal to 0.0613 
with 135 training epochs. 
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7.4  Summary  
The Multiple Fuzzy System (MFS) is one of the most successful approaches to 
reduce the number of fuzzy rules that constitute the underlying model. Such system 
has a high efficiency, providing good results in a quick manner with yet simple design. 
A new approach, Multiple Neuro-fuzzy System (MNFS), has been proposed to further 
improve the MFS efficiency, proved by several experiments on nonlinear sytems. 
From results obtained in this work, it is concluded that including all parameters in the 
learning process could increase the efficiency of the system, as well as the speed. 
Future investigations include the determination of the optimal number of subsytems, 
fuzzy rules in each subsystem, and the adaptive adjustment of membership functions.  
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Chapter 8 
 
Proposed New Approach for Development of 
Expert System Knowledge Base Using Artificial 
Neural Network (ANN) 
 
 
 
 
8.1   Introduction 
 The Expert system is a system that tries to work in same way as human expert 
working. This system will use the human knowledge which is already provided to the 
computer to solve problems usually required human expertise. The Expert system was 
created to simulate human expert in acts and activities. It is also used to save the 
knowledge of human expert from losing it as a consequence of systems capability to 
find new facts from available facts and providing the user new knowledge as to how 
teach and execute some tasks that consider it is intelligent. The Expert System has 
been created by involving five parts together and they are: user interface, explanation 
mechanism, inference engine, knowledge base, and database of facts. The knowledge 
base is very important part for developing the system with using of artificial neural 
networks. 
 Many strategies have been used to training somebody for recognizing the class 
of objects. A lot of samples will exhibit individually, like every individual sample will 
prove that you are capable of indicating your student if the sample is a member within 
the class or not. After looking at satisfactory example cases, your conventional 
student may describe absolutely new examples by comparing them to those examples 
which had been already seen. Possibly the most recognized approach is to define the 
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types of that class for your student. That is calling a domain theory: is a collecting 
rule that identifies task-specific inferences, which could be drawn from the facts those 
had been given. For classification, we can use the domain theory, because it can 
provide us a proof about whether the subject is a member of a particular class or not.  
 Alternatively, empirical learning makes reference to delivering a person a large 
amount of samples with no explanation of why the samples are related to an exact 
class. Therefore, “hybrid” systems that successfully work together with a hand-built 
classifier using an empirical learning algorithm could be just like a student who’s 
trained using a mixture of theoretical information and examples. That student could 
be ready to combine both sources of information fill up entries in their own 
knowledge, which might if not exist. Furthermore, the hybrid learning systems will 
need to determine similarities that will make the approaches more success than the 
hand-built classifiers and empirical learning algorithms. ANN-KB (Artificial Neural 
Networks Knowledge-Based) this approach taken by ANN-KB is described in figure 
8.1, the concept would be to insert a set of hand-constructed, symbolic rules into a 
neural network. The network will be processed using standard neural learning 
algorithms and a definitive set of classified training examples. The cultivated network 
can then work as a highly-accurate classifier. A final step for ANN-KB, the removal 
of refined, marked rules from the trained neural network, has actually been the subject 
of much effort but is outside the aim of this research. 
 
Figure 8.1: ANN-KB approach to learning 
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8.2   Artificial Neural Network as Knowledge Based (ANN-KB)  
 In the beginning in the investigation into this matter handled the combination of 
expert systems of neural networks. The researchers tried to eliminate weaknesses of 
expert systems and neural nets by creating hybrid systems. One of the problems that 
researcher will face in expert knowledge   acquisition. For this reason we used Neural 
Networks because it can gather knowledge from available examples. Until now, the 
weakest part of the neural networks is the insufficient explanation performance. 
Explanation capability is one of the strongest aspects of the expert systems. A hybrid 
neural - expert system is supposed to solve both of these problems. The system is 
supposed to be able to learn from examples and give explanations [359]. Researchers 
worked on different approaches on creating a hybrid neural network-expert system. 
One of them is to partition the problem into different parts and to let each part be 
solved by either an expert system or a neural network. In such a system explanation of 
the reasoning can be done by the expert system component to the system. A second 
one is to use neural network as the inference engine of the expert system see figure no 
8.2 [360] [361] [362]. 
 
Figure no: 8.2 Integration of ANN and K.B for New Expert System 
 
8.2.1    Neural Networks 
The artificial neural network has designed to simulate the human neuron and 
trying to work on the same way that human mind does. The basic mechanism of the 
artificial neuron is the same as in the human neuron, and it is designed to pass 
messages on whether the sum of the inputs is larger when compared to a various 
threshold level [363]. 
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The artificial neural network has developed by using many artificial neurons, 
which have linked together based on particular type of network architecture The aim 
of the neural network is to find new knowledge from the inputs and transform them to 
output where the user can see them. Artificial neural networks (ANNs), which 
actually establish the foundation of ANN-KB, are a special method for experiential 
learning [364]. ANNs testified to actually being equal, or superior, to other 
experiential learning systems over a number of domains, when evaluated in regard to 
their generalization ability [365]. Moreover, they usually have specific problems 
unique to their type of experiential learning. Everywhere such issues are: 
• The preparing the neural networks for the training will take long time. 
• The parameters have used for learning the neural networks will have adversely an 
effect on the concept of learning. 
• There is no perfect way to choose a good network topology, even, there are many 
researchers has done according to this matter. 
• The explanation in artificial neural networks after training is very difficult.  
The artificial neural network which is used is (feed forward), and we have trained 
using the back propagation algorithm. Models have a good logistic activation 
function, which is certainly specific by Equations 1 and 2. Roughly talking, when the 
net incoming activation to a unit exceeds its bias, then the unit has an activation near 
one [366].In any other case, the equipment comes with an activation near zero. 
𝑁𝑒𝑡𝐼𝑛𝑝𝑢𝑡𝑖 = ∑ 𝑊𝑒𝑖𝑔ℎ𝑡𝑗𝑖 ∗ 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛𝑗𝑗∈{𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑈𝑛𝑖𝑡                                    (8.1) 
𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛𝑗 =
1
1+𝑒
−(𝑁𝑒𝑡𝐼𝑛𝑝𝑢𝑡𝑖−𝐵𝑖𝑎𝑠𝑖)
                 (8.2) 
Types of Problems those neural networks are dealing with are: Mathematical 
Modeling (Function Approximation), Classification, Clustering, Forecasting,  Vector 
Quantization, Pattern Association, Control and Optimization. 
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8.2.2    Input Knowledge to the Neural Network 
When we are going to input knowledge to the ANN-KB first step we should 
translate the knowledge with the rules to the artificial neural network knowledge base 
and this rules will be expressed as horn clauses. And there is two rules that will be 
used to give an official detailing about the language of ANN-KB [367]. The first rule 
it should be propositional and second rule should be acyclic. The ANN that is not 
cycles in the training will make the constraint simplifies but it will not give a basic 
limitation of ANN-KB [368].   
8.2.3    The rules-to-network algorithm is as follows 
The rule of neural network algorithm is [369] [370] [371] [372] [373]: 
1.Rewrite rules do that dis-junctions are expressed as a rule set that has only one 
antecedent. 
2.The mapping of the rule structure will be provided into a neural network. 
3.Label neurons to the network according to their "level." 
4.Add hidden neurons to the network at user-specified levels. 
5.Adds neurons to known input features that not referred to in the rules.  
6.Put links that aren't specific by translation between all neurons in topologically 
contiguous levels. 
7.The network none fixed when adding near-zero random numbers to each of the link 
weights. 
Step 1, Rewrite the rules. 
The algorithm that utilized to transform, will transform the rules of correction that 
available to using the format of clarifies and makes it possible to translate the rules 
into a neural network. So any rule has more than one antecedent will be rewritten as 
two rules. See figure 8.3. The rule does not map from input to output directly. 
 
Figure no: 8.3 rewriting the rule 
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Step 2, Mapping rules to neural network.  
After rewriting the ANN-KB will build a mapping between the rule and neural 
networks. The ANN-KB will create neural networks that have one tone 
correspondence with elements of the rule set. The weights of most a link chosen from 
the original rule set, as well as having the biases on units similar to consequences are 
set so that the network responds in exactly the same method as the rules upon which it 
is based. The ANN-KB-net has got the information from the set of rules concerning 
relevant input and derived features. And maybe some of this rules will refers to some 
features not in the output see figure no: 8.4.  
 
 
Figure 8.4: mapping 
 
Step 3, Numbering (Label Units). 
In this step the ANN-KB will give numbers to the net by level. That numbers are not 
useful in them, but they are necessary initial step to several of the following steps. 
ANN-KB defines the level of each unit to be the length of the longest path to an input. 
Step 4, Adding hidden units (Add user specified hidden units). 
We will add in this step hidden layers to the neural networks this step will help to give 
ability to learn derived features not specified in the initial rule set but suggested by the 
expert. This step truly is non-compulsory due to the reason that initial rules often give 
you a vocabulary good enough to prevent the necessity of adding hidden units. 
Therefore, hidden units are simply added upon specific instructions from a user. 
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Step 5, Adding input units (Add units for unknown input features that are not 
referenced in rules). 
Adding input units will increase the input features of the network not that input 
referred by the rule set but input referred by the expert of the domain. This step is 
necessary for the network because of the set of rules that is not perfectly correct. We 
have to know all feature of input required for learning the network. 
Step 6, Adding links (Add links which are not specified in the rules. Assign near 
zero weights to these links). 
In this step, the algorithm adds links with weight zero to the network by using the 
numbering of units developed in step 4. Links are added to connect each unit labelled 
with numbers n-1 to each and every unit labelled n. Adding links in this way, on top 
of the numbering technique explained above, is little better than a number of other 
methods for adding links that we have explored. 
Step 7, Perturbing (Assign high weight values to the links created from the 
domain knowledge rules.). 
The final step in the network-to-rules translation is to perturb all the weights in the 
network by adding a small random number to each weight. This perturbation is too 
small to have an effect on the ANN-KB-net’s computations prior to training. 
However, it is sufficient to avoid problems caused by symmetry.2.4 Design and 
Creating rules into an ANN_KB-net step by step. 
The rules will be Design as fallowing [374] [375] [376] [377]: 
Step: 1.1:- initial values → rewriting    Step: 1.2:- preparing the input →mapping 
 
Step: 1.3, 2- generating conjunctive rule by conjunction as well as Units and the 
figure no: 8.5 displayed the graphical illustration of the rules which should exhibit the 
hierarchical structure of the rules. In this step also we will create a neural network by 
mapping the hierarchical structure of the rules into a network. Due to this fact, there's 
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minor visual difference between the transfer of the primary ANN-KB-net hierarchical 
constitution of given rules. 
 
Figure 8.5: Generating Conjunctive Rule 
Step 3:- In this particular step we are going to demonstrate exactly how we'll add 
links, input units, as well as hidden units which actually was not pointed out in the 
algorithm are added into the KBANN-net. Right here the task of numbering will be 
made by their level. See figure no: 8.6. 
 
Figure 8.6: adding (links, input units, as well as hidden units) 
Step 4- 6:- In this step we are going to show the way in which network after links 
with zero weight have already been added onto connect all units that are separated by 
one level as showing in the figure no: 8.7. 
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Figure 8.7: controls the weights and find out the network will be used 
 
Step 7:- This step is optionally because the perturbation of link weights results only in 
minute changes which never qualitatively affect the calculations of the initial network. 
 
8.2.4    Refining ANN_KB -nets 
ANN-KB refines has created problems that Problems for back propagation 
because of the fact that the output units have activation near zero or one, this tends to 
create the network which gets started by confident answers whatever the correctness 
of those answers [378]. And that situation is going to make a little change to the 
network whatever the correctness of the answer. However, when the outputs of 
networks are completely incorrect, this property makes it very difficult to correct the 
aspects of the networks that cause the errors [379] [380]. There are many solutions 
that require only minor adjustments to back propagation have been proposed for this 
problem. The outcomes to obtain ANN-KB nets pointed out we simply can make use 
of the cross-entropy error function suggested by Hinton as opposed to the standard 
error function see the equations 3 and 4 [381]. The cross-entropy function determines 
the essential features of the tasks outs signal and network outputs as conditional 
probabilities and attempts to reduce what we mean between these probabilities see 
figure no: 8 [382]. 
 
𝐸𝑟𝑟𝑜𝑟 =
1
2
∑ (𝑑𝑖 − 𝑎𝑖)
2𝑛
𝑖=1
                                       (8.3) 
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𝐸𝑟𝑟𝑜𝑟 = − ∑ [(1 − 𝑑𝑖) ∗ log2(1 − 𝑎𝑖) + 𝑑𝑖 ∗ log2(𝑎𝑖)]
𝑛
𝑖=1                                    (8.4) 
The cross-entropy error function already has shown enhancements in both of the 
proper training both time and generalization for KBANN-nets. Alongside modifying 
the concept of error, we tested augmenting the error functionality by using a  that in 
fact lowers the  of the network for making changes to the original domain theory by 
adding to Equation 4 the regularization term in Equation 5 [383]. 
𝑅𝑒𝑞𝑢𝑙𝑎𝑟𝑖𝑧𝑒𝑟 = 𝜆 ∑
(𝜔𝑖−𝜔𝑖𝑛𝑖𝑡𝑖 )
2
1+(𝜔𝑖−𝜔𝑖𝑛𝑖𝑡𝑖
)
2𝑖∈𝜔                 (8.5) 
The λ term in Equation 5 controls the tradeoff between the ability of the network 
to learn the training set and distance from the initial rules. The main outcome of the 
addition of the regularization phrase would be to raise the interpretability of trained 
ANN-KB-nets by supporting networks to leave their original weights unchanged. As 
interpreting trained networks is beyond the scope of this work, none of the 
experiments reported to use Equation 5 [384] [385]. 
 
Figure 8.8: flow chart of theory –refinement by ANN-KB 
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8.3   Experimental Tested 
In our own approach, we have been implemented the back propagation algorithm 
to resolve the problems of molecular biology, in particular, DNA sequence analysis, 
which actually becomes nowadays benchmarks for data set of testing the accuracy of 
machine learning systems. The comparative study has been introduced between the 
results we got from deferent neural networks (simple as well as hybrid neural 
network) learning systems. Examinations set overall performance of the back 
propagation algorithm have shown that it is good and better compared to nearest 
neighbor and perceptron. In addition, we carried out the back propagation algorithm 
for fault diagnosis using a simplified version of real power generator plant. The 
results proven the importance of the back propagation algorithm in learning of noisy 
data set. For that reason, some kind of algorithmic method of promoter recognition 
could allow it to be possible to much better find the starting locations of genes in 
extended, uncharacterized series of DNA. Promoters might be discovered during 
“wet” bio-molecular experiments; they are locations at which a protein named RNA 
polymerase binds to the DNA sequence. The entering characteristic of the promoter 
recognition is a series of 57 sequential DNA nucleotides. After the biological 
convention, the main aim of using the promoter recognition is probably the place of 
which gene copying begins (if the example is a promoter). The main aim finds eight 
nucleotides from the right of the 57-long sequence. That is the reason why, brilliant 
samples contain the first eight nucleotides of the translated gene. Table 2 contains 
preliminary rule set utilized in the promoter recognition task. For example, according 
to these rules, there are two sites at which the DNA sequence must bind to RNA 
polymerase – the minus 10 and minus 32 regions. (These regions are named for their 
distance from the reference point.) The rule set in Table 2 is translated by ANN-KB 
into a neural network with the topology shown in Figure 9. Recall that ANN_KB adds 
additional low-weighted links (not shown) so that if additional sequence. See how the 
rule of minus 10 will insert figure 8.9. 
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Figure 8.9: Inserting rule minus 10 into the neural network 
The DNA is composed from four different nucleotides as following which are 
abbreviated by {A, G, T, C} see table no 8.1. Table no: 8.2 show Single letter codes 
for expressing uncertain DNA sequence locations. 
Table 8.1: different nucleotides. 
Adenine 
Guanine 
Thymine 
Cytosine 
 Table 8.2: Single letter codes for expressing uncertain DNA sequence locations. 
code meaning 
M A or C 
S C or G 
V A or C or G 
B C or G or T 
R A or T 
Y C or T 
H A or C or T 
X A or G or C or T 
W A or T 
K G or T 
D A or G or T 
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I use spatial notation to identify the location nucleotides in DNA sequence. This 
nucleotides content number and a fixed, biologically meaningfully, reference point 
see table 3. For example “@3ATCG” that means the A must be appear thee 
nucleotides to the right of reference point followed by AT four nucleotides to the right 
of the reference point and so on. This will change the location of zero it will not be 
used, while ‘*’ means that any nucleotide will suffice in a particular location. So the 
form of any of this will be a short representing of many nucleotides as the table no: 
8.3. 
Table 8.3: short representing of many nucleotides 
   @- 31’T’ 
@-30’T’ 
“minus 30 ← @-
31”TTG*CA” 
“minus 30 
← 
@-29’G’ 
 
 @-27’C’ 
@-26’A’ 
So each nucleotide representing four input neuron see figure no 8.9. 
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8.3.1    Experiment 1 
Using Promoter Recognition 
The promoter is short DNA sequence that proceeds the beginning of genes. 
Promoter recognition is to identify the starting location of genes in long sequence of 
DNA. There is same problems that were investigated in the previous model for the 
evaluation of ANN-KB so we has been followed as much as possible the 
methodology used by previous authors like TOWELL and SHARLIK see figure 8.10. 
And we has used the same background knowledge and set of examples as ANN-KB 
see table no 8.4. 
Table 8.4: Promoter Recognition Background Knowledge 
PROMOTER ← CONTACT, CONFORMATION 
MINUS 10 MINUS 30 CONFORMATION 
MINUS 10 ← @ - 13 
‘TA*A*T’ 
MINUS 30 ← @ -32 
‘CTTGAC’ 
Conformation ← @- 43 
‘AA**A’ 
MINUS 10 ← @ - 13 
‘TA***T’ 
MINUS 30 ← @ -32 
‘TTGACA’ 
Conformation ← @- 43 
‘A***A’ 
MINUS 10 ← @ - 14 
‘TATAAT’ 
MINUS 30 ← @ -32 
‘TTG*CA’ 
Conformation ← @- 48 
‘A****T’ 
MINUS 10 ← @ - 15 
‘TATAAT’ 
MINUS 30 ← @ -32 
‘TTGAC’ 
Conformation ← @- 29 
‘CAA*TT*AC’ 
  Conformation ← @- 25 
‘T***T*AA**T’ 
  Conformation ← @- 20 
‘T****A**T*TG’ 
  Conformation ← @- 5 
‘G***T*C’ 
  Conformation ← @- 2 ‘T’ 
  Conformation ← @- 9 ‘A’ 
  Conformation ← @- 10 
‘GCGCC*CC’ 
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Figure 8.10: Promoter recognition 
8.3.2    Experiment 2  
Using splice-junction determination” 
This data-set includes 3190 samples, which actually about 25 percent tends to be 
I/E.25 percent tend to be E/I, and the sequence would be the reference location used 
for rest of the 50 percent tends to be neither. (As a consequence of processing 
limitations, nearly all of our tests, which involve this data-set use a randomly-selected 
range of 1000 samples.) Each involves a DNA sequence, which is 60 nucleotides 
long, categorized according to the type of boundary along at the middle of the 
sequence; the middle of the numbering nucleotides. Besides that, the samples 
important information about splice-junctions includes range of 23 rules in Table 
8.5.Which will illustrate the concept of ‘Y’.) Taking advantage of these rules, 
networks are designed with output units for the classifications the: I/E and E/I. The 
third base category is deemed correct when I/E and E/I much higher in tolerance. 
These rules classify 71% of the samples correctly. Just like promoter recognition, 
achieving success level of the preliminary splice-junction rules is due largely to their 
tendency to “just say no”; the rules correctly classify only 42% of, I/E and % of the 
E/I examples. Figure 8.9 depicts an abstracted version of an ANN-KB-net constructed 
from these rules. See to figure 8.11. 
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Table 8.5: Initial rules for splice-junction determination. 
Initial rules for splice-junction determination. 
E/I :- @-3 
‘MAGGTRAGT’ 
I/E :- pyrimidine-rich, 
@-3 ‘YAGG’ 
I/E: - pyrimidine-rich, @-3 
‘YAGG’, not (I/E-stop). 
Pyrimidine-rich: - 6 of (@-
15 ‘YYYYYYYYYY’). 
For i from (-30 to +30 
skipping 0) 
{@<i> ‘Y’:- @<i> ‘C’. 
@<i> ‘Y’:- @<i> ‘T’.} 
E/I-stop:-@-3 ‘TAA’.  I/E-stop:-@1 ‘TAA’.  
E/I-stop:-@-4 ‘TAA’.  I/E-stop:-@2 ‘TAA’.  
E/I-stop:-@-5 ‘TAA’. I/E-stop:-@3 ‘TAA’. 
E/I-stop:-@-3 ‘TAG’.  I/E-stop:-@1 ‘TAG’.  
E/I-stop:-@-4 ‘TAG’.  I/E-stop:-@2 ‘TAG’.  
E/I-stop:-@-5 ‘TAG’. I/E-stop:-@3 ‘TAG’. 
E/I-stop:-@-3 ‘TGA’.  I/E-stop:-@1 ‘TGA’.  
E/I-stop:-@-4 ‘TGA’.  I/E-stop:-@2 ‘TGA’.  
E/I-stop:-@-5 ‘TGA’. I/E-stop:-@3 ‘TGA’. 
 
 
 
Figure 8.11 be I/E and E/I 
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8.4   Comparison of algorithms with ANN_KB 
The comparative study has been presented for the ANN-KB and three empirical 
learning algorithms: back propagation, PEBLS and, Perceptron. At times when we 
make comparative between ANN-KB and back propagation, we has been use 
networks with a one, completely connected layer of hidden units in which weights are 
initialized to randomly selected values using an absolute value of less than 0.5. 
(Networks for promoters and splice junctions respectively have 25 and 26 hidden 
units.). The results each of these tests illustrate that, in lots of the case, ANN_KB is 
statistically-significantly more advanced than these strictly-empirical learners.  
 
8.5    Method of Comparison 
The systems which using the strategy of cross-validation 10.For the 106-example 
promoter data-set we utilize leaving-one out cross-validation. The strategy of 
Leaving-one-out that has been used can be a severe type of cross-validation wherein 
each individual example is successively left out of the training set. Leaving-one-out 
becomes very expensive like the range of existing examples grows. We has actually 
been use 10-fold cross-validation for the 1000-example splice-junction dedication 
data-set see figure no 8.12. 
 
Figure 8.12: Test-set error rate in the splice junction problem 
In N-fold cross-validation the primary requesting related to samples influences the 
split into training and testing samples. Because of this, testing on the splice-junction 
challenge utilizes eleven different example orderings. The error rates we report are 
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simple averages of the eleven tests. Training programs and testing set membership is 
not influenced by the primary requesting of samples in leaving-one-out testing as the 
test set consistently involves one example. 
Each algorithm is known to be aware of the order of example presentation6. 
Therefore, the checks of algorithms utilize eleven different orderings of a given 106 
promoter samples. Instead of basically recording the average number of errors during 
the eleven tests, recent statistics are taken care of each example. Examples are 
considered as incorrect only if they are incorrectly classified on the majority of the 
eleven tests. Just for example, Cobweb is quite aware of the presentation order. It 
misses many examples 2 or 3 times, but misses few examples more than 6 times see 
figure no: 8.13. 
 
Figure 8.13: Training-Set RMS Error Decay during Learning the Promoter 
Problem 
 
 For ANN-KB and standard back propagation, classification of examples is made 
with respect to a threshold. If the activation of the output unit is greater than the 
threshold, then the example takes the category of the most active output unit. Usually, 
the instance grouped into the negative classification.  To illustrate, within the splice-
junction challenge, if for example the final output activations of the E/I and I/E 
outputs are 0.7 and 0.9 relatively and the threshold is 0.4, then the example would be 
categorized as E/I. Conversely, if the activations of the E/I and I/E units are 0.1 and 
0.2 and the threshold is still 0.5, then the category assigned by the network would be 
neither. Additionally, the primary randomization of weights in a neural network will 
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affect learning. To recompense for that, an additional level of comparison is necessary 
for both standard back propagation and ANN-KB. Specifically, each of the eleven 
example permutations of each data-set is tested using ten different initial states. 
Hence, each test requires 110 separate runs of N-fold cross-validation. The common 
of a given results unit activations from the ten trained networks decides the 
classification. So, if the output unit of a promoter recognition network is 0.60 on nine 
trials and 0.01 on the tenth trial, then the classification of the network is based upon 
the relationship between 0.55 and the threshold. For all tests, the threshold was set to 
0.5 see figure 8.14. 
 
 
Figure 8.14 Test-set performances (assessed using 10-fold and   leaving –one –
out- cross-validation) 
I will train our artificial neural network till one of our criteria will satisfied table no 6 
and see figures 8.15and 8.16. 
1. When we train our network using examples only 0.2 is correct from all.  
2. The network has been trained for 100 epochs. 
3. The network is classifying at least 90% of the training examples correctly. 
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Table 8.6: shows comparison between the neural network and the knowledge-
based approaches. 
Table 8.6: Comparison between the neural network and the knowledge-based 
approaches. 
 ANN ANN_KB 
Knowledge connections rules 
Computation Numbers summation and 
thresholding simple, uniform 
Numbers, symbols, pattern 
matching Complicated, 
various 
Reasoning Non-strategic Strategic 
meta-level 
Tasks Signal level Knowledge level 
 
 
Figure 8.15: Test-set performance in the splice junction problem (comparison 
with system that learn strictly from examples) 
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Figure 8.16: Test-set performance in the splice promoter problem (comparison 
with system that learn both from examples and theory) 
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8.6   Summary  
In this chapter, I proposed a method to develop the knowledge base of expert systems 
using Artificial Neural Network (ANN). I designed Artificial Neural Network (ANN) 
and tested it with perceptron and back propagation and also as an standalone 
algorithm. The results showed that ANN when applied as an standalone algorithm, it 
worked more efficiently and effectively as compared when it is applied either with 
back propagation or with perceptron at least in extraction and gathering knowledge. I 
also compared the current approach with that of the previous similar works using two 
methods. I compared system that learn strictly from examples and system that learn 
both from examples and theory to find the best results of designed approach and 
found that the latter is more efficient and effective.  
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Chapter 9                      
Conclusions and Future Works 
 
 
9.1  Conclusions 
Development of any expert system requires a holistic understanding of methods and 
their applications of developing. An Expert System has five components viz; user 
interface, explanation mechanism, inference engine, knowledge base, and database of 
facts. During the course of my study, I realize that the knowledge base is the most 
important part of an expert system using artificial neural networks. 
I initiated my work with a survey of existing research carried out between 2010 and 
2015 in different countries pertaining to various areas like Medical, Education, 
Automobile and Agriculture. I also conducted a literature survey on development of 
Expert Systems using different methodologies and applications from 2005 to 2015. In 
this work, I found that the areas like medical and education are using expert system 
more than the other areas and they have brought in more efficiency with time. During 
the literature survey, I found that Expert System methodologies have inclination to 
develop according to expertise of Expert Systems applications in problem domain. 
Therefore, I suggest that the methodologies used in other areas such as social science 
can be used to develop and implement Expert Systems. There is scope of integrating 
few or several methodologies to develop an expert systems and also by changing the 
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resources in order to enhance the application domain.  This would be more useful than 
the present expert systems which are application specific.  
I described the supervised learning for artificial neural networks, which is based on 
the direct comparison between the actual output and the expected output. I conducted a 
comparative study on various algorithms of supervised learning and have found that the 
decision tree algorithm is the best as compared to other algorithms that can solve the 
complex problems with a remarkable speed. The back propagation algorithm is the most 
used algorithm for learning in neural networks especially for multi layers perceptron’s 
(MLPs) and it is an appropriate algorithm for solving simple problems and able to 
tolerate noisy data. The perceptron algorithm can deal with noisy or incomplete inputs 
because of their similarity with pure and complete inputs. The benefits of perceptron 
algorithm lie in its low computational requirement, ability to guarantee convergence to 
a solution for linearly separable problem and relearning after damage can be relatively 
quick. 
One of the common problems researchers may face at the time of training of ANN 
is over-fitting of outlier points. I clarified machine learning and described the over-
fitting and under-fitting as well as comparison between them. I also described the 
methods for avoiding over-fitting and under-fitting. I conducted a comparative study 
on various methods of machine learning to avoid over-fitting and under-fitting and have 
found that the early stopping method is better as compared to penalty method. Early 
stopping can avoid over-fitting and under-fitting and also takes care of validation time. 
The penalty method is sensitive to variance and bias while early stopping method is less 
sensitive to variance and bias. Besides we find that under-fitting neural networks 
perform poorly on both training and test sets while over-fitting networks may do very 
well on training sets but terrible on test sets. 
I have described different types of tools and found that the most ideal concept is 
development of an expert system using tools which is a lot simpler as compared to using 
programming language. Therefore, I conducted a comparative study between 
MATLAB, Scilab, Prolog and Lisp using parameters like License, Cost, User interface, 
Memory Requirement and Computation speed.  That led to conclusion that when high 
computing resources without memory constraints is available, MATLAB is the best 
choice. However, in circumstances when shared memory and less computational 
resources are available, Scilab is a better option. I found that the options of tool depend 
upon the requirement of the domain along with computational resources and price 
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constraints. IF licensing cost is not an issue, MATLAB is better option otherwise 
Scilab. When the computing resources is good but with zero memory constraints, 
MATLAB can be better option. However, if one is performing with shared memory and 
less computational resources, Scilab is best choice. If working with less shared memory 
and fewer computational resources prolog is an option. 
 A NeuroFuzzy System (NFS) is one of the most commonly used systems in the 
real life problems, it has been recognized as a powerful tool which can facilitate the 
effective development of models by combining information from different sources, 
such as empirical models, heuristics and data. Neuro-fuzzy models describe systems by 
means of fuzzy if–then rules represented in a network structure to which learning 
algorithms known from the area of artificial neural networks can be applied. This work 
examines a K-means clustering algorithm to enhance NFS efficient. The enhancement 
of NFS by using K-means will be shown by running two of experiments on nonlinear 
functions. The obtained results will show that, the efficiency of NFS with K-means 
clustering gives better results than original NFS. In this work I realized that the optimal 
initial center values of input-output membership functions of IF-THEN rules in NFS 
are determined by using clustering. By these initial values the NFS gives better results 
compared with original NFS. We examined a K-means clustering algorithm by running 
two of experiments on nonlinear functions. The obtained results shown that the 
efficiency of NFS with K-means clustering gives better results. 
When fuzzy systems are highly nonlinear or include a large number of input 
variables, the number of fuzzy rules constituting the underlying model is usually large. 
Dealing with a large-size fuzzy model may face many practical problems in terms of 
training time, ease of updating, generalizing ability and interpretability. Multiple Fuzzy 
System (MFS) is one of effective methods to reduce the number of rules, increase the 
speed to obtain good results. This work is therefore proposes another approach call 
Multiple Neuro-Fuzzy System (MNFS) which can further enhance the performance of 
the MFS approach. The new approach is used Back-propagation algorithm in the 
learning process. The performance of the proposed approach evaluates and compares 
with MFS by three experiments on nonlinear functions. Simulation results demonstrate 
the effectiveness of the new approach than MFS with regards to enhancement of the 
accuracy of the results. This system has a high efficiency, providing good results in a 
quick manner with yet simple design. A new approach, Multiple Neuro-fuzzy System 
(MNFS), has been proposed to further improve the MFS efficiency, proved by several 
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experiments on nonlinear systems. From results obtained in this work, one can conclude 
that including all parameters in the learning process could increase the efficiency of the 
system, as well as the speed. Future investigations include the determination of the 
optimal number of subsystems, fuzzy rules in each subsystem, and the adaptive 
adjustment of membership functions.  
I proposed a new approach of developing of expert system knowledge base using 
artificial neural network (ANN). It first defines Artificial Neural Network, discusses an 
Overview of ANN-KB, suggests ways to insert Knowledge into a Neural Network and 
tested it with two experiments. I proposed a method to develop the knowledge base of 
expert systems using Artificial Neural Network (ANN). I designed Artificial Neural 
Network (ANN) and tested it with perceptron and back propagation and also as an 
standalone algorithm. The results showed that ANN when applied as an standalone 
algorithm, it worked more efficiently and effectively as compared when it is applied 
either with back propagation or with perceptron at least in extraction and gathering 
knowledge. I also compared the current approach with that of the previous similar 
works using two methods. I compared system that learn strictly from examples and 
system that learn both from examples and theory to find the best results of designed 
approach and found that the latter is more efficient and effective. 
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9.2  Future Works 
It is proposed that in future, further work can be carried out by using other algorithm   
such as genetic algorithms with Expert System Artificial Neural Networks Knowledge 
Base (ESANN_KB) to develop medical, education, automobile and agriculture areas.  
Furthermore, it is also proposed to use fuzzy logic system to develop new expert 
system combining with artificial neural networks. Expert System Fuzzy Artificial 
Neural Network Knowledge Base (ESFANN-KB) that would function with the help of 
some algorithms such as decision tree etc. Afterwards, the new system would be 
analyzed and studied in case of efficiency and processing power and compared against 
other existing expert systems.  
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