It is well-documented that a great deal of psychological research, including the study of sexual behavior, relies on undergraduate students for its study participants (e.g., Landrum & Chastain, 1999; Miller, 1981; Owen, Rhoades, Stanley, & Fincham, 2010; Saks & Seiber, 1989) . In many ways, undergraduate students are an ideal sample for understanding sexual behavior as this is developmentally consistent for young adults. Beyond providing an inexpensive and readily available source of research subjects, the use of student pools has also been justified by the educational benefits it provides to students who participate, such as increased knowledge about contemporary psychology and research ethics (Rosell et al., 2005) . However, there are also a couple of central concerns with the use of undergraduate student participants, namely gender imbalances and the representativeness of the samples.
Researchers are often concerned with obtaining balanced samples, equally-or nearly equally-sized subgroups. Although such a concern is well-rooted in statistical theory, it can pose practical limitations for those who rely largely on undergraduate student samples, as undergraduates are often given the opportunity to self-select into particular research studies (Miller, 1981) . Undergraduate research pools can be overrepresented by women, freshman, and psychology majors (Barlow & Cromer, 2006) , and gender, prior sexual experience, and sexual attitudes may be related to the types of studies in which students are willing to participate (Gaither, Meier, & Sellbom, 2003; Wiederman, 1999) . Specific concerns have been raised regarding the imbalance between the number of men and women participating in sexuality research, particularly a general overrepresentation of women (McCray, King, & Bailly, 2005) or women's willingness to volunteer (Rosenbaum, 1997) . Other research, however, has pointed out that men may volunteer more frequently for particular types of studies, such as those involving the viewing of images of heterosexual activity (Gaither et al., 2003) .
Gender imbalance should be understood through representativeness and statistical power. As an example, consider a study conducted at a small college of 1,000 students in which the distribution of gender groups at the college is quite imbalanced (e.g., 80% female and 20% male). Given that females may be more inclined to agree to participate in our research, we could easily end up with a sample of 100 students containing 85 females and 15 males. Our resulting sample is clearly not balanced, but it may well be representative in that it approximates the distribution of gender groups of the college. Because a sample size of men (n = 15) in one group is likely too small to test differences between men and women, we could increase the number of male participants (i.e., collect data from 70 more males while not collecting data from additional females). Although this might be useful to address the research questions, it may come at the cost of representativeness. That is, we will have 10.6% of all the women and 42.5% of all the men from this population (students at this college). Additionally, there are practical considerations regarding the time and expense required for additional data collection to achieve gender balance in samples.
The aim of much of social research is to make observations in a research setting that reflects what would be observed among different people, in different settings, under different treatment conditions, and using alternative measurements (Shadish, Cook, & Campbell, 2002) . We increase confidence that this expectation has been met by collecting data from people with a wide range of characteristics and/or by measuring constructs in slightly different ways. Researchers of human sexuality often are interested in sexual attitudes, beliefs, and behaviors that exist beyond the college campus. Though a single study based on a sample of undergraduate students from a particular college is likely not repre-sentative of the attitudes, beliefs, and behaviors of the full population of young adults (or even of the population of undergraduate students), it is typically the only means by which researchers can contribute to the field. Achieving representativeness of the undergraduate student population from which the study sample is drawn is a feasible goal and allows researchers to demonstrate that their findings are generalizable to populations with similar characteristics. Even if the final analytical sample is less than representative, it is important to document the extent of the differences between population and sample. To return to our hypothetical study, by adding males (or removing females from our sample), we would run the risk of losing representativeness of our student population (i.e., that specific college). Should we choose to pursue the balanced sample approach, it would be important to present descriptive statistics about the full population, the final analytical sample, as well as any students that were dropped from the study to achieve balance.
Additionally, researchers can examine sample sizes via power analyses. As Cohen (1962) pointed out, conducting power analysis in the early stages of research design can help researchers to avoid undertaking research that will not be able to detect an effect that is actually present in the larger population or in drawing a sample that is larger than necessary. Interestingly, power analysis is a long-recommended technique that continues to be used too sparingly in current research. In fact, studies conducted by Gigerenzer and Sedlmeier (1989) and Harris, Hyun, and Reeder (2011), more than two decades apart, highlighted the lack of use of power analysis in manuscript submissions and published psychological research in spite of the preferences of editorial staff for the inclusion of this type of analysis. For our hypothetical study, knowing that we had a relatively small proportion of male undergraduates from which to choose, we could use an a priori power calculator to determine the minimum sample size needed to detect the anticipated effects and then either make extra efforts to boost response rates among male students (e.g., additional reminders, targeted incentives) or seek other sources to recruit participants (i.e., another university) to achieve that minimum. Moreover, if we anticipated interactions between gender and other independent variables, then we would need to obtain even larger samples, as power is essentially reduced by half (Aiken & West, 1991) . Importantly, it is not necessary to have balanced samples (e.g., equal numbers of men and women) to test interactions. Rather, it is only necessary to have sufficient power to detect the interaction effect.
Up to this point, we have mainly focused on small sample sizes that are appropriate given the population distribution and attempts at achieving representativeness. There may well be times that our samples are smaller than desired, in spite of our best efforts to collect an adequate sample. In such cases where small sample sizes reflect inadequate response rates or lack of voluntary participation, issues of sampling become a concern. Techniques such as bootstrapping (Mooney & Duval, 1993) may be used as a post hoc approach to generate standard error estimates that do not rely on parametric assumptions. Using more appropriate standard errors can potentially increase statistical power and, more importantly, allows the researcher to meet the assumptions of the selected statistical approach. Bootstrapping should be used with caution, however, especially in instances of very small samples. Chernick (1999) cautiously recommends samples sizes C50 when using bootstrapping techniques.
Techniques such as bootstrapping are employed when traditional assumptions about the normal distribution of a variable within the population cannot be assumed to hold true. Smaller sample sizes increase the likelihood that the values of the variables will not take on the characteristics of a normal distribution. However, there are some variables that are, by their very nature, not normally distributed. Take, for example, asking undergraduate students to report the number of sexual partners over the past month. Often, such data will take on the characteristics of a zeroinflated Poisson distribution, in which a large number of respondents report zero sexual partners during that period, a concentration of respondents at the lower values, and a long tail reflecting some respondents reporting (seemingly impossibly) large numbers of sexual partners. In this instance, a larger sample size would not change the nature of the data nor would bootstrapping be an appropriate technique for increasing power. In such a case, it would be inappropriate to use bootstrapping and would be an inefficient use of time and resources to collect additional data; instead, the researcher would need to use appropriate statistical techniques to model the data.
In summary, it is important to carefully consider potential costs and benefits rather than simply apply sampling rules carte blanche. As we have hopefully illustrated, a priori considerations of statistical power, weighed alongside the importance of sample representativeness, is in most cases preferable to post hoc manipulations of sample sizes. Software programs such as G*Power (Erdfelder, Faul, & Buchner, 1996) are readily available and can be used to determine necessary sample sizes, both total and subgroup sizes, to be able to detect main effects and interaction effects. And when, in spite of our best efforts, we are left with less than ideal sample characteristics, best practices include full and detailed reporting of decisions made along the way, along with adequate descriptions of those both included in and excluded from our analyses.
