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Abstract
In his seminal paper Generalized Fixed Point Algebras and Square-Integrable Group Actions [9],
Ralf Meyer showed how to construct generalized fixed-point algebras for C∗-dynamical systems via
their square-integrable representations on Hilbert C∗-modules. His method extends Marc Rieffel’s
construction of generalized fixed-point algebras from proper group actions in [16].
This dissertation seeks to generalize Meyer’s work to construct generalized fixed-point algebras
for twisted C∗-dynamical systems. To accomplish this, we must introduce some brand-new concepts,
the foremost being that of a twisted Hilbert C∗-module. A twisted Hilbert C∗-module is basically
a Hilbert C∗-module equipped with a twisted group action that is compatible with the module’s
right C∗-algebra action and its C∗-algebra-valued inner product. Twisted Hilbert C∗-modules form
a category, where morphisms are twisted-equivariant adjointable operators, and we will establish
that Meyer’s bra-ket operators are morphisms between certain objects in this category.
A by-product of our work is a twisted-equivariant version of Kasparov’s Stabilization Theorem,
which states that every countably generated twisted Hilbert C∗-module is isomorphic to an invariant
orthogonal summand of the countable direct sum of a standard one if and only if the module is
square-integrable.
Given a twisted C∗-dynamical system, we provide a definition of a relatively continuous subspace
of a twisted Hilbert C∗-module (inspired by Ruy Exel’s paper [5]) and then prescribe a new method
of constructing generalized fixed-point algebras that are Morita-Rieffel equivalent to an ideal of the
corresponding reduced twisted crossed product. Our construction generalizes that of Meyer and,
by extension, that of Rieffel in [16].
Our main result is the description of a classifying category for the class of all Hilbert modules
over a reduced twisted crossed product. This implies that every Hilbert module over a d-dimensional
non-commutative torus can be constructed from a Hilbert space endowed with a twisted Zd-action
and a relatively continuous subspace.
Keywords: C∗-algebras, Morita-Rieffel equivalence, twisted C∗-dynamical systems, twisted Hilbert
C∗-modules, reduced twisted crossed products, generalized fixed-point algebras, square-integrability,
relative continuity.
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1 Preliminaries
In this section, we give a brief introduction to C∗-algebras and some of their important properties.
C∗-algebras possess tightly intertwining algebraic and analytic structures, which give these algebras
a remarkably wide range of applicability. They are thus important to other areas of mathematics,
such as operator theory, harmonic analysis, algebraic topology and non-commutative geometry.
Some of the material here is taken from [14,18,19], which are standard references on the subject.
1.1 C∗-Algebras
A C∗-algebra is a complex Banach algebra A with an involution ∗ that satisfies the C∗-identity :
∀a ∈ A : ‖a∗a‖A = ‖a‖2A.
It follows from the C∗-identity that ∗ is isometric, i.e., ‖a∗‖A = ‖a‖A for every a ∈ A.
For a C∗-algebra A, we have the following standard terminology:
• A is called unital if and only if it has an identity element, i.e., an element 1A such that
∀a ∈ A : 1Aa = a1A = a.
• a ∈ A is called self-adjoint if and only if a∗ = a.
• a ∈ A is called normal if and only if a∗a = aa∗.
• a ∈ A is called unitary if and only if a∗a = aa∗ = 1A, assuming that A is unital.
• If A is unital, denote the set of unitary elements of A by U(A). It is clear that U(A) is a group
with respect to multiplication in A.
Let A and B be C∗-algebras. Then a map ϕ : A→ B is called a ∗-homomorphism if and only if
ϕ is a C-algebra homomorphism that satisfies ϕ(a∗) = ϕ(a)∗ for every a ∈ A. By spectral theory,
∗-homomorphisms are bounded with norm ≤ 1, and injective ∗-homomorphisms are isometric.
An injective ∗-homomorphism from a C∗-algebra to another is sometimes called a ∗-embedding.
A bijective ∗-homomorphism from a C∗-algebra to another is called a ∗-isomorphism.
A ∗-isomorphism from a C∗-algebra to itself is called a ∗-automorphism, and we denote the set
of ∗-automorphisms on a C∗-algebra A by Aut(A), which is a group under composition.
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Let X be a locally compact Hausdorff (l.c.H.) space, i.e., a Hausdorff space for which every point
has a compact neighborhood. Let C0(X) denote the set of all continuous functions f : X → C where
for each ǫ > 0, there exists a compact subset K of X such that |f(x)| < ǫ for every x ∈ X \ K.
Then C0(X) is a commutative C
∗-algebra when it is equipped with the usual pointwise operations
(multiplication, scalar multiplication and conjugation) and the supremum norm.
By the famous Gelfand-Naimark Theorem, a commutative C∗-algebra is ∗-isomorphic to C0(X)
for some l.c.H. space X, with X being compact if and only if the C∗-algebra is unital.
The complex field C is a unital C∗-algebra (with complex conjugation serving as the involution),
and we have the ∗-isomorphism C ∼= C0(pt), where pt denotes any one-point space.
Let H be a Hilbert space, i.e., a C-vector space with a complete (conjugate-linear) inner product
〈·|·〉H. Let B(H) denote the set of all bounded operators on H. Then by the Riesz-Fre´chet Theorem,
every T ∈ B(H) has an adjoint, i.e., an operator T ∗ ∈ B(H) (necessarily unique) such that
∀v,w ∈ H : 〈T (v)|w〉H = 〈v|T ∗(w)〉H.
Observe that B(H) is a C∗-algebra, with composition of operators serving as the multiplication,
the operator-adjoint as the involution, and the operator-norm as the C∗-algebraic norm. If H = Cn
for some n ∈ N, this means that the n-dimensional matrix algebra Mn(C) is a C∗-algebra.
The Gelfand-Naimark-Segal (GNS) Construction states that a C∗-algebra is ∗-isomorphic to an
operator-norm-closed ∗-subalgebra of B(H) for some Hilbert space H. Sometimes, C∗-algebras are
defined in this manner, but it makes more sense to reserve the name ‘operator algebras’ for such
concrete realizations of a C∗-algebra.
1.1.1 Positivity
Let A be a C∗-algebra. Then a ∈ A is called positive if and only if a = b∗b for some b ∈ A. Given
a Hilbert space H, this is consistent with calling an operator T ∈ B(H) positive if and only if
T = S∗ ◦ S for some S ∈ B(H). The set of all positive elements of A, which we denote by A≥,
forms a positive cone, i.e.,
A≥ +A≥ ⊆ A≥ and R≥0 ·A≥ ⊆ A≥.
Hence, there is a partial order ≤A on A≥ given by a ≤A b ⇐⇒ b− a ∈ A≥ for every a, b ∈ A≥.
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1.1.2 Ideals
Let A be a C∗-algebra. By an ideal of A, we mean a two-sided norm-closed algebraic ideal of A.
Any ideal J of A is closed under involution (a non-trivial fact) and therefore a C∗-algebra itself.
The quotient algebra A/J is then a C∗-algebra with the following properties:
• The involution is defined by (a+ J)∗ = a∗ + J for every a ∈ A (well-defined because J∗ = J).
• The norm is defined by ‖a+ J‖A/J := inf
x∈J
‖a+ x‖A for every a ∈ A.
We say that J is essential if and only if aI = {0A} = Ia ⇐⇒ a = 0A for every a ∈ A.
We say that A is simple if and only if the only ideals of A are {0A} and A itself. For any n ∈ N,
the matrix algebra Mn(C) is a simple C
∗-algebra.
Let H be a Hilbert space. By a compact operator on H, we mean an operator T on H such that
T [BH]
H
— the closure of the T -image of the open unit ball BH of H — is a compact subset of H.
For every v,w ∈ H, we can define a compact operator |v〉〈w| on H by
∀x ∈ H : |v〉〈w|(x) := 〈w|x〉Hv.
These are called rank-1 operators as the dimension of their range space is 1 (assuming v,w 6= 0H).
If K(H) denotes the set of all compact operators on H, then K(H) is not just a subset but also
an ideal of B(H). Furthermore, it can be shown that K(H) = Span({|v〉〈w| | v,w ∈ H})B(H).
1.1.3 Approximate Identities
Let A be a C∗-algebra. An approximate identity for A is defined as a net (ei)i∈I in A such that
∀a ∈ A : lim
i∈I
eia = lim
i∈I
aei = a.
If A is unital, then the sequence (1A)n∈N is an approximate identity. Even if A is not unital, it still
has an approximate identity, which we may arrange to consist of positive elements norm-bounded
by 1. We will assume that approximate identities have this special form, unless otherwise specified.
If A is separable (i.e., it has a countable dense subset), then it possesses an approximate identity
that is not just a net but also a sequence.
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1.2 Hilbert C∗-Modules
Hilbert C∗-modules are generalizations of Hilbert spaces. They are extremely important for the
structural analysis of C∗-algebras, as they are used to define key C∗-algebraic concepts such as
Morita-Rieffel equivalence and operator KK-theory.
Throughout this subsection, A, B and C denote arbitrary C∗-algebras.
1.2.1 Right Hilbert C∗-Modules
A right Hilbert A-module is a vector space X endowed with a right A-action • : X×A→ X and an
A-valued map 〈·|·〉 : X× X→ A, called a right A-inner product, satisfying the following axioms:
(1) 〈x|cy + z〉 = c〈x|y〉 + 〈x|z〉 for every x, y, z ∈ X and c ∈ C.
(2) 〈y|x〉 = 〈x|y〉∗ for every x, y ∈ X.
(3) 〈x|y • a〉 = 〈x|y〉a for every x, y ∈ X and a ∈ A.
(4) 〈x|x〉 ≥A 0A for every x ∈ X.
(5) 〈x|x〉 = 0A ⇐⇒ x = 0X for every x ∈ X.
(6) X is complete with respect to the norm ‖·‖
X
defined by ‖x‖
X
:= ‖〈x|x〉‖
1
2
A for every x ∈ X.
From these axioms, it follows that
∀x, y, z ∈ X, ∀c ∈ C : 〈cx+ y|z〉 = c〈x|z〉 + 〈y|z〉
∀x, y ∈ X, ∀a ∈ A : 〈x • a|y〉 = a∗〈x|y〉.
In order to reflect the dependence of 〈·|·〉 on X, we will write it as 〈·|·〉
X
.
If X satisfies all of the conditions except (6), then we call it a right pre-Hilbert A-module.
It is easily shown that J := Span(〈X|X〉
X
)
A
is an ideal of A. If J = A, then we say that X is full.
Every Hilbert space is a right Hilbert C-module in the obvious manner.
Now, A itself is a right Hilbert A-module, with the right A-action being right-multiplication by
elements of A, and the right A-inner product defined by 〈a|b〉A := a∗b for every a, b ∈ A. Whenever
we want to express A as a right Hilbert A-module, we will write it as AA.
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1.2.2 Left Hilbert C∗-Modules
A left Hilbert A-module is a vector space X endowed with a left A-action • : A × X → X and an
A-valued map 〈·|·〉 : X×X→ A, called a left A-inner product, satisfying (2), (4), (5) and (6) above
as well as the following ones:
(2’) 〈cx+ y|z〉 = c〈x|z〉 + 〈y|z〉 for every x, y, z ∈ X and c ∈ C.
(3’) 〈a • x|y〉 = a〈x|y〉 for every x, y ∈ X and a ∈ A.
In order to reflect the dependence of 〈·|·〉 on X, we will write it as 〈·|·〉
X
.
As before, J := Span( 〈X|X〉
X
)
A
is an ideal of A, and if J = A, then we say that X is full.
Every Hilbert space H is a left K(H)-module with the following properties:
• The left K(H)-action is defined by T • v := T (v) for every T ∈ K(H) and v ∈ H.
• The left K(H)-inner product is defined by 〈v|w〉H := |v〉〈w| for every v,w ∈ H.
1.2.3 A Matter of Terminology
We will mostly be dealing with right Hilbert C∗-modules, as is often the case throughout literature.
When referring to right Hilbert C∗-modules, it is common practice to omit the adjective right unless
such an omission would lead to confusion.
1.2.4 Adjointable Operators
Let X and Y be Hilbert A-modules. Then a map T : X → Y is called adjointable if and only if it
has an adjoint, i.e., a map T ∗ : Y → X (necessarily unique) such that
∀x ∈ X, ∀y ∈ Y : 〈T (x)|y〉
Y
= 〈x|T ∗(y)〉
X
.
It follows readily from the definition of adjointability that T ∗ is adjointable with T ∗∗ = T . An easy
argument shows that T is linear and A-linear (i.e., T (x • a) = T (x) • a for every x ∈ X and a ∈ A),
and it is bounded as well by the Closed Graph Theorem. Hence, T is a bounded operator. However,
a bounded operator from X to Y is not necessarily adjointable — a counterexample was constructed
by W. Paschke in [12].
Denote the set of adjointable operators from X to Y by L(X,Y), and write L(X) for L(X,X).
Note that L(X) is a C∗-algebra in much the same way that B(H) is one for any Hilbert space H.
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We can also define an adjointable operator on a left Hilbert C∗-module in an analogous fashion,
but this notion is rarely used nowadays.
1.2.5 Compact Operators
Let X be a Hilbert A-module. For every (x, y) ∈ X× X, define an operator |x〉〈y| on X by
∀z ∈ X : |x〉〈y|(z) := x • 〈y|z〉
X
.
It is not hard to show that the set Span({|x〉〈y| | x, y ∈ X}) is a two-sided algebraic ideal of L(X).
Its closure Span({|x〉〈y| | x, y ∈ X})L(X) in L(X) is thus an ideal of L(X), which we denote by K(X).
Call any element of K(X) a compact operator on X. Note that X is a full left Hilbert K(X)-module,
where the left K(X)-inner product 〈·|·〉K(X) is defined by 〈x|y〉K(X) := |x〉〈y| for every x, y ∈ X.
If X is a Hilbert space, then the definition of a compact operator on X given here coincides with
the earlier definition of a Hilbert-space compact operator.
We can also define a compact operator on a left Hilbert C∗-module in a similar manner.
In [16], Rieffel used the term imprimitivity algebra to refer to the algebra of compact operators
on a left/right Hilbert C∗-module.
1.2.6 Multiplier Algebras
Define the multiplier algebra of A to be L(AA), and denote it by M(A). This is a unital C
∗-algebra
whose identity element is IdA (the identity operator on A).
There is an injective ∗-homomorphism L : A →֒M(A) defined by
∀a ∈ A : La :=
A → Ax 7→ ax
.
(It is easily verified that La is adjointable with L
∗
a = La∗ for every a ∈ A.) If A is already unital,
then L is surjective. To see why, let T ∈ L(AA), so that 〈T (a)|b〉A = 〈a|T ∗(b)〉A for every a, b ∈ A.
In particular,
∀a ∈ A : T (a)∗ = T (a)∗1A = 〈T (a)|1A〉A = 〈a|T ∗(1A)〉A = a∗T ∗(1A), so T (a) = T ∗(1A)∗a.
Hence, T = LT ∗(1A)∗ , and as T is arbitrary, L(AA) ⊆ Range(L). However, Range(L) ⊆ L(AA),
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which yields Range(L) = L(AA).
Now, {La | a ∈ A} is an essential ideal ofM(A), andM(A) has the following universal property:
For every C∗-algebra B, if there is a ∗-embedding j : A →֒ B where j[A] is an essential ideal of B,
then there exists a unique ∗-embedding ι : B →֒M(A) satisfying ι(j(a)) = La for every a ∈ A.
By abuse of notation, we usually view A as a C∗-subalgebra of M(A) and write A ⊆M(A).
1.3 Non-Degeneracy
A ∗-homomorphism ϕ : A→ B is called non-degenerate if and only if Span(ϕ[A]B) is dense in B.
If π : A→ B is a non-degenerate ∗-homomorphism, then there exists a unique ∗-homomorphism
ϕ :M(A)→M(B) such that ϕ|A = ϕ.
Due to the existence of approximate identities, ∗-isomorphisms are automatically non-degenerate.
A ∗-representation of A on a Hilbert B-module X is defined as a ∗-homomorphism π : A→ L(X).
We say that π is faithful if and only if it is injective, and that it is non-degenerate if and only if
the set Span({[π(a)](x) | a ∈ A and x ∈ X}) is dense in X.
We may define M(A) via non-degenerate ∗-representations. Let X be a Hilbert B-module, and
suppose that π is a faithful and non-degenerate ∗-representation of A on X. Then take M(A) to be
the idealizer of π[A] in L(X):
M(A) := {T ∈ L(X) | T ◦ π[A] ⊆ π[A] and π[A] ◦ T ⊆ π[A]}.
1.4 Morita-Rieffel Equivalence
The concept of Morita equivalence originates from ring theory. Two (unital) rings R and S are called
Morita equivalent if and only if there is an equivalence between the category of left R-modules and
the category of left S-modules.
As the representations of a ring are given by the left modules over that ring, we can say that
Morita-equivalent rings have the same representation theory.
While attempting to replace the unintuitive measure-theoretical foundation of George Mackey’s
theory of induced representations of locally compact Hausdorff (l.c.H.) groups by a more natural
algebraic one, Rieffel was led to develop a specialized notion of Morita equivalence for C∗-algebras,
taking into account the presence of an involution and the fact that C∗-algebras may be non-unital
— we say that A and B are Morita-Rieffel equivalent (or strongly Morita equivalent) if and only if
there is an (A,B)-bimodule X with the following properties:
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• X is a full left Hilbert A-module and a full right Hilbert B-module.
• 〈x|y〉
X
• z = x • 〈y|z〉
X
for every x, y, z ∈ X.
We then call X an (A,B)-imprimitivity bimodule.
A simple example of Morita-equivalent C∗-algebras are C and K(H), for any Hilbert space H.
Hence, a non-commutative C∗-algebra may be Morita-Rieffel equivalent to a commutative one.
Morita-Rieffel equivalence is a genuine equivalence relation on the class of C∗-algebras:
• Reflexivity comes from the fact that A itself is naturally an (A,A)-imprimitivity bimodule.
• If X is an imprimitivity (A,B)-bimodule, then we can form an imprimitivity (B,A)-bimodule X˜,
called the dual module of X, whose underlying vector space is the complex conjugate of that of X
and with operations involving A and B interchanged in a certain manner. This yields symmetry.
• If X is an (A,B)-imprimitivity bimodule and Y a (B,C)-imprimitivity bimodule, then by forming
the B-balanced algebraic tensor product X⊙BY and completing it with respect to a certain norm,
we obtain an imprimitivity (A,C)-bimodule, denoted by X⊗B Y. This gives us transitivity.
Morita-Rieffel equivalence is weaker than ∗-isomorphism (C and K(H) are not ∗-isomorphic if
dimH > 1), but it preserves many C∗-algebraic properties. For example, Morita-Rieffel equivalent
C∗-algebras possess isomorphic ideal-lattice structures and isomorphic K-theories.
The utility of the concept thus comes from the fact that if a non-commutative C∗-algebra A is
Morita-Rieffel equivalent to a commutative C∗-algebra B, then properties about A can be derived
from B, which is a more easily studied object.
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2 Topological Dynamical Systems and C∗-Dynamical Systems
From now on, we will assume that every l.c.H. group is equipped with a choice of Haar measure µ,
with respect to which integration can be carried out. The modular function corresponding to the
group will be denoted by ∆.
2.1 Topological Dynamical Systems
Definition 1. A topological dynamical system is a triple (G,X,α), where:
• G is an l.c.H. group.
• X is an l.c.H. space.
• α : G×X → X is a jointly continuous G-action on X.
Denote the orbit space of α by G\αX, and equip it with the obvious quotient topology.
Example 1. The concept of a dynamical system originates from classical mechanics. In this context,
a real dynamical system is a pair (M,Φ), where M is a smooth manifold, called the phase space,
and Φ : R ×M →M a smooth function with the following properties:
• Φ(0, x) = x for every x ∈M .
• Φ(s+ t, x) = Φ(s,Φ(t, x)) for every s, t ∈ R and x ∈M .
These properties imply that (R,M,Φ) is a topological dynamical system.
Example 2. Fix a θ ∈ R, and define an R-action τ θ on R2 by
∀θ ∈ R, ∀(x, y) ∈ R2 : τ θ(r, (x, y)) := (x+ r, y + θr).
Then
(
R,R2, τ θ
)
is a topological dynamical system, and R\τθR2 is homeomorphic to R.
Example 3. Fix a θ ∈ R, and define an R-action τ θ on the torus T2 := R2/Z2 by
∀r ∈ R, ∀(x, y) ∈ R2 : τ θ(r, (x, y) + Z2) := (x+ r, y + θr) + Z2.
Then
(
R,T2, τ θ
)
is a topological dynamical system. If θ ∈ Q, then R\τθT2 is homeomorphic to T,
but if θ ∈ R \Q, then each orbit is dense in T2, so R\τθT2 is an indiscrete space.
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Example 4. Let X be an l.c.H. space and h : X → X an arbitrary self-homeomorphism. Defining
σ : Z ×X → X by
∀(n, x) ∈ Z ×X : σ(n, x) := hn(x),
we find that (Z,X, σ) is a topological dynamical system.
Definition 2. We say that a topological dynamical system (G,X,α) is proper if and only if the
continuous function
G×X → X ×X(r, x) 7→ (x, α(r, x))
 is topologically proper, i.e., the pre-image of every
compact subset of X ×X is a compact subset of G×X.
The topological dynamical system in Example 2 is easily checked to be proper for every θ ∈ R.
If (G,X,α) is a proper topological dynamical system, then G\αX is an l.c.H. space, making
C0(G\αX) a commutative C∗-algebra. In particular, the topological dynamical system in Example 3
is not proper for any θ ∈ R, although the associated orbit space is locally compact and Hausdorff
when θ ∈ Q.
2.2 C∗-Dynamical Systems and Crossed Products
2.2.1 C∗-Dynamical Systems
Definition 3. A C∗-dynamical system is a triple (G,A,α), where:
• G is an l.c.H. group.
• A is a C∗-algebra.
• α is a strongly continuous group homomorphism from G to Aut(A), i.e., the function
G → Ar 7→ αr(a)

is continuous for each a ∈ A.
We say that (G,A,α) is commutative if and only if A is commutative.
Example 5. Let (G,X,α) be a topological dynamical system. Define α˜ : G→ Aut(C0(X)) by
∀r ∈ G, ∀f ∈ C0(X) : α˜r(f) :=
G → Cx 7→ f(α(r−1, x))
.
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Then (G,C0(X), α˜) is a commutative C
∗-dynamical system.
Example 6. Let G be an l.c.H. group and H a Hilbert space, and suppose that U is a continuous
unitary representation of G on H, i.e., U : G → U(B(H)) is a continuous group homomorphism.
Define Ad(U) : G→ Aut(K(H)) by
∀r ∈ G, ∀T ∈ K(H) : [Ad(U)r](T ) := Ur ◦ T ◦ U∗r .
Then (G,K(H),Ad(U)) is a commutative C∗-dynamical system.
2.2.2 Crossed Products
Let (G,A,α) be a C∗-dynamical system. From it, we can construct two kinds of C∗-algebras, called
the full crossed product and the reduced crossed product. To define these C∗-algebras, let Cc(G,A)
denote the complex vector space of compactly supported continuous A-valued functions on G, and
define two operations, ⋆ : Cc(G,A)× Cc(G,A)→ Cc(G,A) and ∗ : Cc(G,A)→ Cc(G,A), by
∀f, g ∈ Cc(G,A) : f ⋆ g :=

G → A
x 7→
∫
G
f(y) αy
(
g
(
y−1x
))
dy
, (Convolution)
f∗ :=
G → Ax 7→ ∆(x)−1αx(f(x−1))∗
. (Involution)
If ‖·‖1 denotes the L1-norm on Cc(G,A), i.e., ‖f‖1 =
∫
G
‖f(x)‖A dx for every f ∈ Cc(G,A), then
(Cc(G,A), ⋆,
∗ , ‖·‖1) is a normed ∗-algebra. We denote the completion of Cc(G,A) with respect to
‖·‖1 by L1(G,A).
Now, a covariant representation of (G,A,α) is defined (see [19]) as a triple (X, π, U), where:
• X is a Hilbert B-module for some C∗-algebra B.
• π is a ∗-representation of A on X.
• U is a strongly continuous unitary representation of G on X, i.e., U is a group homomorphism
from G to U(L(X)) such that the function
G → Xr 7→ Ur(x)
 is continuous for each x ∈ X.
• π(αr(a)) = Ur ◦ π(a) ◦ U∗r for every r ∈ G and a ∈ A.
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For each covariant representation (X, π, U) of (G,A,α), we can define a ∗-algebra homomorphism
ρX,π,U : (Cc(G,A), ⋆,
∗ )→ (L(X), ◦,∗ ), called the integrated form of (X, π, U), by
∀f ∈ Cc(G,A) : ρX,π,U(f) :=

X → X
x 7→
∫
G
[π(f(y))](Uy(x)) dy
,
which yields the following norm inequality:
∀f ∈ Cc(G,A) : ‖ρX,π,U(f)‖L(X) = sup
‖x‖
X
=1
∥∥∥∥∫
G
[π(f(y))](Uy(x)) dy
∥∥∥∥
X
≤ sup
‖x‖
X
=1
∫
G
‖[π(f(y))](Uy(x))‖X dy
≤ sup
‖x‖
X
=1
∫
G
‖π(f(y))‖L(X)‖Uy(x)‖X dy
≤ sup
‖x‖
X
=1
∫
G
‖f(y)‖A‖x‖X dy
= ‖f‖1.
Hence, if there exists a covariant representation (X, π, U) of (G,A,α) such that ρX,π,U is injective,
then we can define a new norm ‖·‖u on Cc(G,A), called the universal norm, by
∀f ∈ Cc(G,A) : ‖f‖u := sup
({
‖ρX,π,U(f)‖L(X)
∣∣∣ (π,U,X) is a covariant rep. of (G,A,α)}).
Let X be a Hilbert B-module for some C∗-algebra B, and let L2(G,X) denote the completion
of Cc(G,X) with respect to the norm ~·~ defined by
∀φ ∈ Cc(G,X) : ~φ~ :=
∥∥∥∥∫
G
〈φ(x)|φ(x)〉
X
dx
∥∥∥∥ 12
B
.
Let q denote the canonical dense linear embedding of Cc(G,X) into L
2(G,X). Then L2(G,X) is a
Hilbert B-module in the following manner:
• For every b ∈ B and φ ∈ Cc(G,X), we have∥∥∥∥∥∥q
G → Xx 7→ φ(x) • b

∥∥∥∥∥∥
L2(G,X)
12
=





G → Xx 7→ φ(x) • b







=
∥∥∥∥∫
G
〈φ(x) • b|φ(x) • b〉
X
dx
∥∥∥∥ 12
B
=
∥∥∥∥∫
G
b∗〈φ(x)|φ(x)〉
X
b dx
∥∥∥∥ 12
B
=
∥∥∥∥b∗[∫
G
〈φ(x)|φ(x)〉
X
dx
]
b
∥∥∥∥ 12
B
(As multiplication in B is continuous.)
≤ ‖b∗‖
1
2
B
∥∥∥∥∫
G
〈φ(x)|φ(x)〉
X
dx
∥∥∥∥ 12
B
‖b‖
1
2
B
= ‖b‖
1
2
B
∥∥∥∥∫
G
〈φ(x)|φ(x)〉
X
dx
∥∥∥∥ 12
B
‖b‖
1
2
B
= ‖b‖B
∥∥∥∥∫
G
〈φ(x)|φ(x)〉
X
dx
∥∥∥∥ 12
B
= ‖b‖B~φ~
= ‖b‖B‖q(φ)‖L2(G,X).
We can thus define a right B-action  on L2(G,X) by
∀b ∈ B, ∀Φ ∈ L2(G,X) : Φ  b := lim
n→∞
q
G → Xx 7→ φn(x) • b

,
where (φn)n∈N is any sequence in Cc(G,X) with limn→∞
q(φn) = Φ.
• The B-valued bilinear map [·, ·] : Cc(G,X)× Cc(G,X)→ B defined by
∀φ,ψ ∈ Cc(G,X) : [φ,ψ] :=
∫
G
〈φ(x)|ψ(x)〉
X
dx
is a B-pre-inner product on Cc(G,X). Hence, by the Cauchy-Schwarz Inequality,
∀φ,ψ ∈ Cc(G,X) : ‖[φ,ψ]‖B ≤ ‖[φ, φ]‖
1
2
B‖[ψ,ψ]‖
1
2
B = ~φ~~ψ~ = ‖q(φ)‖L2(G,X)‖q(ψ)‖L2(G,X).
We can thus define a B-inner product 〈·|·〉L2(G,X) on L2(G,X) by
∀Φ,Ψ ∈ L2(G,X) : 〈Φ|Ψ〉L2(G,X) := limn→∞
∫
G
φn(x)
∗ψn(x) dx,
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where (φn)n∈N , (ψn)n∈N are any sequences in Cc(G,X) with limn→∞
q(φn) = Φ and lim
n→∞
q(ψn) = Ψ.
Now, let π be a faithful ∗-representation of A on X. We can then define a ∗-representation π˜ of A
and a unitary representation U˜ of G on the Hilbert B-module L2(G,X) as follows:
• Let a ∈ A and Φ ∈ L2(G,X). If (φn)n∈N is any sequence in Cc(G,X) with limn→∞ q(φn) = Φ, then
[π˜(a)](Φ) := lim
n→∞
q
G → Xx 7→ [π(αx(a))](φn(x))

.
• Let r ∈ G and Φ ∈ L2(G,X). If (φn)n∈N is any sequence as above, then
U˜r(Φ) := lim
n→∞
q
G → Xx 7→ ∆(r) 12 · φn(xr)

.
Then
(
L2(G,X), π˜, U˜
)
is a covariant representation, called a right-regular representation, and it is
practically C∗-folklore that ρL2(G,X),π˜,U˜ : Cc(G,A)→ L
(
L2(G,X)
)
is injective.
The reduced crossed product for (G,A,α), denoted by C∗r (G,A,α), is now defined as
Range
(
ρ
L2(G,X),π˜,U˜
)L(L2(G,X))
for any faithful ∗-representation π of A on a Hilbert B-module X, for an arbitrary C∗-algebra B.
Different faithful ∗-representations will yield the same C∗r (G,A,α) up to ∗-isomorphism (see [19]).
Next, ‖·‖u satisfies the C∗-identity, so the completion of (Cc(G,A), ⋆,∗ ) with respect to this norm
yields a C∗-algebra, which we call the full crossed product for (G,A,α) and denote by C∗(G,A,α).
Although it is rarely mentioned in the literature, our constructions of the crossed products are
independent of the Haar measure used, so we do not require any structural data from G other than
its group structure and group topology.
In general, C∗r (G,A,α) 6∼= C∗(G,A,α), unless G is amenable.
2.3 Rieffel-Properness
The most fundamental theorem on proper topological dynamical systems is perhaps the following,
due to Philip Green.
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Theorem 1 ([6]). Let (G,X,α) be a proper topological dynamical system. Then C0(G\αX) is
Morita-Rieffel equivalent to an ideal J of C∗(G,C0(X), α˜) (which is isomorphic to C
∗
r (G,C0(X), α˜)
by Theorem 6.1 of [13]). Also, J = C∗r (G,C0(X), α˜) if and only if α is a free G-action on X.
The C∗-algebra C0(G\αX) is called a fixed-point algebra because each element of C0(G\αX)
can be identified with a function in Cb(X) that is constant on the α-orbits of G, thus fixed under
the α-induced G-action on Cb(X).
As (G,C0(X), α˜) is a commutative C
∗-dynamical system, it makes sense to ask if there exists
an analog of Theorem 1 for a non-commutative C∗-dynamical system. This requires a definition of
properness for an arbitrary C∗-dynamical system — the following one is due to Marc Rieffel.
Definition 4 ([16]). We say that a C∗-dynamical system (G,A,α) is Rieffel-proper if and only if
there exists a dense α-invariant ∗-subalgebra A0 of A satisfying the following conditions:
• For every a, b ∈ A0, the following continuous A-valued functions on G are integrable:G → Ax 7→ ∆(x)− 12a αx(b∗)
 and
G → Ax 7→ a αx(b∗)
.
• For every a, b ∈ A0, there exists an m ∈M(A) — necessarily unique — such that:
– mA0 ∪A0m ⊆ A0, and αx(m) = m for every x ∈ G, where αx denotes the extension of αx to
an automorphism on M(A).
– cm =
∫
G
c αx(a
∗b) dx for every c ∈ A0.
(Note: Our use of the term Rieffel-proper is adopted from [3].)
Rieffel showed in [17] that a topological dynamical system (G,X,α) is proper if and only if
(G,C0(X), α˜) is Rieffel-proper. In other words, Rieffel-properness is equivalent to Definition 2 in
the case of a commutative C∗-dynamical system, which is a clear indication of its success despite
its unwieldy appearance.
The main success of Definition 4, however, lies in the fact that starting from a Rieffel-proper
C∗-dynamical system (G,A,α), one can construct a generalized fixed-point algebra that is Morita-
Rieffel equivalent to an ideal of C∗r (G,A,α). This yields a non-commutative analog of Theorem 1.
For completeness, we now give an outline of the construction.
• Let (G,A,α) be a Rieffel-proper C∗-dynamical system.
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• Let A0 be a dense α-invariant ∗-subalgebra of A that satisfies the conditions in Definition 4.
• Define Ψ : A0 ×A0 → L1(G,A) by Ψ(a, b) :=
G → Ax 7→ ∆(x)− 12 a αx(b∗)
 for every a, b ∈ A0.
• Define µ : A0 ×A0 →M(A) by µ(a, b) := m, where m is the unique element of M(A) satisfying
the conditions in the second half of Definition 4.
• Let E0 := Span({Ψ(a, b) | a, b ∈ A0}), which is seen to be a ∗-subalgebra of
(
L1(G,A), ⋆,∗ , ‖·‖1
)
.
Then E0 can be embedded as a ∗-subalgebra of C∗r (G,A,α), so E := E0C
∗
r (G,A,α) is well-defined.
• Define a left E0-action ⋄ on A0 by Ψ(a, b) ⋄ c := a µ(b, c) for every a, b, c ∈ A0. With this action,
A0 is a left pre-Hilbert E0-module for Ψ(·, ·), which defines a left E0-pre-inner product on A0.
• Let ‖·‖A0 denote the norm on A0 induced by Ψ(·, ·). Then ⋄ extends to a left E-action on X —
the completion of A0 with respect to ‖·‖A0 . Hence, EX is a full left Hilbert E-module for 〈·|·〉E ,
which denotes the left E-inner product on X that continuously extends Ψ(·, ·).
• Let ‖·‖
X
denote the norm induced by 〈·|·〉E. Obviously, ‖·‖A0 is the restriction of ‖·‖X to A0.
• As E is an ideal of C∗r (G,A,α), we obtain a left C∗r (G,A,α)-action on X.
• Next, let D0 := Span({µ(a, b) | a, b ∈ A0}), which is a ∗-subalgebra of M(A), so D := D0M(A) is
a C∗-subalgebra of M(A).
• Define a right D0-action • on A0 by right-multiplication, i.e.,
∀a ∈ A0, ∀d ∈ D0 : a • d := ad.
Via •, each d ∈ D0 can be identified as a ‖·‖A0-bounded operator on A0 having norm ‖d‖M(A),
which obviously extends to a ‖·‖
X
-bounded operator Td on X having norm ‖d‖M(A) also. Hence,
for every d ∈ D0, it is true that Td is an adjointable operator on EX with adjoint Td∗ .
• We thus have an isometric anti-homomorphism
D0 → L(EX)d 7→ Td
 that can be extended to an
isometric anti-homomorphism from D to L(EX), which is actually an isometric anti-isomorphism
from D to K(EX) because Tµ(a,b) is a rank-1 operator on EX for every a, b ∈ A0:
∀c ∈ A0 : Tµ(a,b)(c) = c µ(a, b) = Ψ(a, b) ⋄ b = 〈c|a〉E ⋄ b.
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• Therefore, D is an imprimitivity algebra of EX. This implies that there is a continuous extension
of µ(·, ·) (which is a right D0-pre-inner product on A0) to a right D-inner product 〈·|·〉D on X,
with respect to which XD is a full Hilbert D-module.
• As 〈·|·〉E and 〈·|·〉D are compatible, EXD is an imprimitivity (E,D)-bimodule. We then call D a
generalized fixed-point algebra, and it is Morita-Rieffel equivalent to the ideal E of C∗r (G,A,α).
Evidently, D depends not only on (G,A,α) but also on the dense ∗-subalgebra A0. In order to
fully reflect this dependence, we write Fix(G,A,α)(A0) in place of D. For precisely the same reasons,
we write X(G,A,α)(A0) instead of X.
In [17], Rieffel employed integrable group actions to provide yet another definition of properness,
strictly weaker than Definition 4 but still strong enough to build generalized fixed-point algebras.
This definition had a drawback, for Ruy Exel showed in [5] that the generalized fixed-point algebras,
even in some cases where G is abelian, are too large to be equal to any ideal of C∗r (G,A,α).
2.4 Square-Integrable Representations of C∗-Dynamical Systems
In [9], Ralf Meyer was able to construct generalized fixed-point algebras from minimal assumptions
via square-integrable representations of C∗-dynamical systems. To illustrate his idea, consider a
Hilbert (G,A,α)-module, i.e., a Hilbert A-module E endowed with a strongly continuous G-action
by linear isometries that is compatible with the right A-action and the A-inner product on E . If we
denote the said G-action on E by γE , then what compatibility means is that
∀r ∈ G, ∀a ∈ A, ∀ζ ∈ E : γEr (ζ • a) = γEr (ζ) • αr(a),
∀r ∈ G, ∀ζ, η ∈ E : 〈γEr (ζ)∣∣γEr (η)〉E = αr(〈ζ|η〉E).
Let L2(G,A) denote the Hilbert A-module constructed in subsubsection 2.2.2 when X = AA.
The right A-action  and the A-valued inner product 〈·|·〉L2(G,A) thus satisfy the following properties:
• q(φ)  a = q

G → Ax 7→ φ(x) a

 for every a ∈ A and φ ∈ Cc(G,A).
• 〈q(φ)|q(ψ)〉L2(G,A) =
∫
G
φ(x)∗ψ(x) dx for every φ,ψ ∈ Cc(G,A).
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Define a strongly continuous G-action Γ on L2(G,A) by linear isometries such that
∀r ∈ G, ∀φ ∈ Cc(G,A) : Γr(q(φ)) = q
G → Ax 7→ αx(φ(r−1x))

.
Then L2(G,A) is a Hilbert (G,A,α)-module.
For each ζ ∈ E , define operators ⟪ζ| : E → Cb(G,A) and |ζ⟫ : Cc(G,A)→ E by
∀η ∈ E : ⟪ζ|(η) :=
G → Ax 7→ 〈γEx (ζ)∣∣η〉E
,
∀φ ∈ Cc(G,A) : |ζ⟫(φ) :=
∫
G
γEx (ζ) • φ(x) dx,
named the bra and ket of ζ respectively. Then any ζ ∈ E is called square-integrable if and only if
for every η ∈ E and every net (ϕi)i∈I in Cc(G, [0, 1]) converging uniformly to 1 on compact subsets
of G, the net (q(ϕi⟪ζ|(η)))i∈I is Cauchy in L2(G,A), in which case the following are true:
(i) There is an operator ⟪ζ|2 : E → L2(G,A) defined by ⟪ζ|2 (η) := lim
i∈I
q(ϕi⟪ζ|(η)) for every η ∈ E .
(ii) There is an operator |ζ⟫2 : L2(G,A) → E such that |ζ⟫2(q(φ)) = |ζ⟫(φ) for every φ ∈ Cc(G,A),
whose adjoint is ⟪ζ|2 .
Denote the set of square-integrable elements of E by Esi, which is evidently a linear subspace of E .
If Esi is dense in E , then E is called a square-integrable representation of (G,A,α).
Realizing C∗r (G,A,α) as a C
∗-subalgebra of Leq
(
L2(G,A)
)
(the set of equivariant adjointable
operators on E), Meyer declared a linear subspace R of E to be relatively continuous precisely when
R ⊆ Esi and ⟪R|R⟫2 2 ⊆ C∗r (G,A,α).
The concept of relative continuity was defined by Exel in [5], in the context of C∗-dynamical systems
where G is abelian. He defined it as a relation R on the set Asi of square-integrable elements of A
and showed that (a, b) ∈ R ⇐⇒ ⟪a|b⟫2 2 ∈ C∗r (G,A,α) for every a, b ∈ Asi.
From a relatively continuous subspace R, Meyer constructed a generalized fixed-point algebra
as follows:
• Let F(E ;R) := Span(|R⟫2 ∪ (|R⟫2 ◦ C∗r (G,A,α)))Leq(L2(G,A),E).
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• Then F(E ;R) is a Hilbert C∗r (G,A,α)-module, where the right C∗r (G,A,α)-action is defined by
right-composition by elements of C∗r (G,A,α), and the C
∗
r (G,A,α)-inner product 〈·|·〉F(E;R) by
∀P,Q ∈ F(E ;R) : 〈P |Q〉
F(E;R) := P
∗ ◦Q.
• F(E ;R) is a full Hilbert J-module, where J := Span(F(E ;R)∗ ◦F(E ;R))C
∗
r (G,A,α)
is an ideal of
C∗r (G,A,α).
• The generalized fixed-point algebra is defined as Fix(E ;R) := Span(F(E ;R) ◦F(E ;R)∗)Leq(E),
which is isomorphic to K(F(E ;R)). Hence, Fix(E ;R) is Morita-Rieffel equivalent to J .
If we wish to fully reflect the dependence of F(E ;R) and Fix(E ;R) on (G,A,α), we will utilize
the notation F (G,A,α)(E ;R) and Fix(G,A,α)(E ;R) respectively.
Meyer did not clarify the connection between his work and Rieffel’s, but it is easily inferred.
If (G,A,α) is a C∗-dynamical system, then AA is a Hilbert (G,A,α)-module, where γ
A = α. If
(G,A,α) is Rieffel-proper, then any dense α-invariant ∗-subalgebra A0 of A with the conditions in
Definition 4 is automatically relatively continuous (the fact that A0 ⊆ Asi follows from Theorem 4.6
of [17]). Consequently, we can form Fix(G,A,α)(A;A0), which is isomorphic to Rieffel’s Fix(G,A,α)(A0).
One must be aware, however, that Rieffel’s imprimitivity bimodule X(G,A,α)(A0) is the dual of
F (G,A,α)(A;A0), because Fix(G,A,α)(A0) acts on the left of X(G,A,α)(A0) whereas Fix(G,A,α)(A;A0)
acts on the right of F (G,A,α)(A;A0).
In [10], J. Mingo and W. Phillips proved for a countably generated Hilbert (G,A,α)-module E
that there exists an equivariant isomorphism E⊕L2(G,A)∞ ∼= L2(G,A)∞ under certain conditions,
such as when G is compact. This is the equivariant version of Kasparov’s Stabilization Theorem.
In [8], Meyer deduced the square-integrability of E to be a necessary and sufficient condition; right
at the core of his argument is the fact that his bra-ket operators are equivariant.
It seems natural to replace C∗-dynamical systems and Hilbert C∗-modules in Meyer’s work by
twisted ones and see which results can be generalized. Twisted C∗-dynamical systems have been
studied extensively ([2,11]), but twisted Hilbert C∗-modules appear to be a new concept. As such,
one of the challenges that I faced was to propose a correct definition of a twisted Hilbert C∗-module
that would allow Meyer’s ideas to be generalized to twisted C∗-dynamical systems.
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3 Twisted C∗-Dynamical Systems and Twisted Hilbert C∗-Modules
3.1 Twisted C∗-Dynamical Systems
Definition 5 ([2, 11]). A twisted C∗-dynamical system is a quadruple (G,A,α, ω), where:
(1) G is an l.c.H. group and A a C∗-algebra.
(2) α : G→ Aut(A) is a strongly continuous map, i.e., the function
G → Ax 7→ αx(a)
 is continuous
for every a ∈ A.
(3) ω : G×G→ U(M(A)) is a strictly continuous map, i.e., the functions
G×G → A(x, y) 7→ ω(x, y) a
 and
G×G → A(x, y) 7→ a ω(x, y)

are continuous for every a ∈ A. We call ω an A-multiplier on G.
(4) αe = IdA, and ω(e, r) = 1M(A) = ω(r, e) for every r ∈ G.
(5) αr ◦ αs = Ad(ω(r, s)) ◦ αrs for every r, s ∈ G, i.e.,
∀m ∈M(A) : αr(αs(m)) = ω(r, s) αrs(m) ω(r, s)∗.
(6) αr(ω(s, t)) ω(r, st) = ω(r, s) ω(rs, t) for every r, s, t ∈ G.
From now on, (G,A,α, ω) denotes an arbitrary twisted C∗-dynamical system.
Example 7. Let (H,B, β) be a C∗-dynamical system. If ω is the trivial B-multiplier on H, i.e.,
ω(r, s) = 1M(B) for every r, s ∈ G, then (H,B, β, ω) is a twisted C∗-dynamical system.
Example 8. Let d ∈ N. Let Θ be any skew-symmetric bilinear form on Rd. Then a well-known
example of a twisted C∗-dynamical system (used to define d-dimensional non-commutative tori) is(
Zd,C, tr, ωΘ
)
, where tr denotes the trivial action of Zd on C, and ωΘ : Z
d×Zd → T the normalized
2-cocycle corresponding to Θ, i.e., ωΘ(m,n) = e
πiΘ(m,n) for every (m,n) ∈ Zd × Zd.
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3.2 Twisted Hilbert C∗-Modules
Definition 6. A Hilbert (G,A,α, ω)-module is a Hilbert A-module E with a strongly continuous
map γ : G→ Isom(E) (the set of linear isometries on E), called a twisted action, having the following
properties:
(1) γe = IdE .
(2) γr(ζ • a) = γr(ζ) • αr(a) for every r ∈ G, a ∈ A and ζ ∈ E .
(3) 〈γr(ζ)|γr(η)〉E = αr(〈ζ|η〉E) for every r ∈ G and ζ, η ∈ E .
(4) γr(γs(ζ)) = γrs(ζ) • ω(r, s)∗ for every r, s ∈ G and ζ ∈ E .
For better clarity, we denote the twisted action on E by γE . If (G,A,α, ω) is clear from the context,
then we simply call E a twisted Hilbert C∗-module.
Example 9. Recall the Hilbert A-module L2(G,A) defined earlier. To construct a twisted G-action
on L2(G,A), first observe for every r ∈ G and φ ∈ Cc(G,A) that∥∥∥∥∥∥q
G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x))

∥∥∥∥∥∥
L2(G,A)
=






G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x))







=
∥∥∥∥∫
G
[
ω
(
r, r−1x
)∗
αr
(
φ
(
r−1x
))]∗[
ω
(
r, r−1x
)∗
αr
(
φ
(
r−1x
))]
dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
αr
(
φ
(
r−1x
))∗
ω
(
r, r−1x
)
ω
(
r, r−1x
)∗
αr
(
φ
(
r−1x
))
dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
αr
(
φ
(
r−1x
))∗
αr
(
φ
(
r−1x
))
dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
αr
(
φ
(
r−1x
)∗)
αr
(
φ
(
r−1x
))
dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
αr
(
φ
(
r−1x
)∗
φ
(
r−1x
))
dx
∥∥∥∥ 12
A
=
∥∥∥∥αr(∫
G
φ
(
r−1x
)∗
φ
(
r−1x
)
dx
)∥∥∥∥ 12
A
(As αr is continuous.)
=
∥∥∥∥∫
G
φ
(
r−1x
)∗
φ
(
r−1x
)
dx
∥∥∥∥ 12
A
(As αr is isometric.)
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=∥∥∥∥∫
G
φ(x)∗φ(x) dx
∥∥∥∥ 12
A
(By the change of variables x 7→ rx.)
= ~φ~
= ‖q(φ)‖L2(G,A).
We can thus define a map Γ : G→ Isom(L2(G,A)) by
∀r ∈ G, ∀Φ ∈ L2(G,A) : Γr(Φ) := lim
n→∞
q
G → Ax 7→ ω(r, r−1x)∗αr(φn(r−1x))

,
where (φn)n∈N is any sequence in Cc(G,A) with limn→∞
q(φn) = Φ.
We now check the strong continuity of Γ. Let ǫ > 0, r ∈ G, φ ∈ Cc(G,A)\{0} and S := Supp(φ).
Fix a compact subset K of G containing r in its interior. Our aim then is to obtain the limit
lim
s→r
‖Γs(q(φ))− Γr(q(φ))‖L2(G,A) = 0.
As the function G×G → A(y, s) 7→ ω(s, s−1y)∗αs(φ(s−1y))

is continuous, we can find KS-indexed sequences (Vx)x∈KS and (Wx)x∈KS of subsets of G having
the following properties for every x ∈ KS:
• Vx is the intersection of KS with an open neighborhood of x.
• Wx is the intersection of K◦ with an open neighborhood of r.
• ∥∥ω(s, s−1y)∗αs(φ(s−1y))− ω(r, r−1x)∗αr(φ(r−1x))∥∥A < ǫ2√µ(KS) for every (y, s) ∈ Vx ×Wx,
whence
∀(y, s) ∈ Vx ×Wx :
∥∥∥ω(s, s−1y)∗αs(φ(s−1y))− ω(r, r−1y)∗αr(φ(r−1y))∥∥∥
A
<
ǫ√
µ(KS)
.
By the compactness of KS, there exist points x1, . . . , xn that satisfy KS =
n⋃
k=1
Vxk . Pick any open
neighborhood N of r contained within
n⋂
k=1
Wxk , and let (x, s) ∈ KS × N . Find a k ∈ {1, . . . , n}
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such that x ∈ Vxk . As s ∈Wxk , we have
∥∥∥ω(s, s−1x)∗αs(φ(s−1x))− ω(r, r−1x)∗αr(φ(r−1x))∥∥∥
A
<
ǫ√
µ(KS)
.
We chose x arbitrarily, so
‖Γs(q(φ))− Γr(q(φ))‖L2(G,A)
=






G → Ax 7→ ω(s, s−1x)∗αs(φ(s−1x))− ω(r, r−1x)∗αr(φ(r−1x))







≤
∥∥∥∥∥∥
G → Ax 7→ ω(s, s−1x)∗αs(φ(s−1x))− ω(r, r−1x)∗αr(φ(r−1x))

∥∥∥∥∥∥
2
=
[∫
G
∥∥∥ω(s, s−1x)∗αs(φ(s−1x))− ω(r, r−1x)∗αr(φ(r−1x))∥∥∥2
A
dx
] 1
2
=
[∫
KS
∥∥∥ω(s, s−1x)∗αs(φ(s−1x))− ω(r, r−1x)∗αr(φ(r−1x))∥∥∥2
A
dx
] 1
2
(As the integrand vanishes outside of KS.)
<
[∫
KS
ǫ2
µ(KS)
dx
]1
2
=
[
ǫ2
µ(KS)
· µ(KS)
] 1
2
= ǫ.
As ǫ and φ are arbitrary, we get lim
s→r
‖Γs(q(φ))− Γr(q(φ))‖L2(G,A) = 0 for every φ ∈ Cc(G,A).
Let Φ ∈ L2(G,A). Let ǫ > 0 once more, and pick a φ ∈ Cc(G,A) so that ‖Φ− q(φ)‖L2(G,A) <
ǫ
3
.
By the argument above, there is an open neighborhood N of r such that
∀s ∈ N : ‖Γs(q(φ))− Γr(q(φ))‖L2(G,A) <
ǫ
3
, from which it follows that
‖Γs(Φ)− Γr(Φ)‖L2(G,A)
≤ ‖Γs(Φ)− Γs(q(φ))‖L2(G,A) +
‖Γs(q(φ))− Γr(q(φ))‖L2(G,A) +
‖Γr(q(φ))− Γr(Φ)‖L2(G,A)
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= ‖Φ− q(φ)‖L2(G,A) + ‖Γs(q(φ))− Γr(q(φ))‖L2(G,A) + ‖q(φ)− Φ‖L2(G,A)
<
ǫ
3
+
ǫ
3
+
ǫ
3
= ǫ.
As ǫ is arbitrary, we get lim
s→r
‖Γs(Φ)− Γr(Φ)‖L2(G,A) = 0. Then as r and Φ are arbitrary, we conclude
that Γ is strongly continuous.
This type of compactness argument will be a recurring theme throughout this work.
To show that Γ is a twisted action, the four conditions in Definition 6 must be verified:
(1) Trivial.
(2) For every r ∈ G, a ∈ A and φ ∈ Cc(G,A), we have
Γr(q(φ)  a) = Γr
q
G → Ax 7→ φ(x) a


= q

G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x) a)


= q

G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x)) αr(a)


= q

G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x))

  αr(a)
= Γr(q(φ))  αr(a),
so by continuity, Γr(Φ  a) = Γr(Φ)  αr(a) for every Φ ∈ L2(G,A).
(3) For every r ∈ G and φ,ψ ∈ Cc(G,A), we have
〈Γr(q(φ))|Γr(q(ψ))〉L2(G,A) =
∫
G
[
ω
(
r, r−1x
)∗
αr
(
φ
(
r−1x
))]∗[
ω
(
r, r−1x
)∗
αr
(
ψ
(
r−1x
))]
dx
=
∫
G
αr
(
φ
(
r−1x
))∗
ω
(
r, r−1x
)
ω
(
r, r−1x
)∗
αr
(
ψ
(
r−1x
))
dx
=
∫
G
αr
(
φ
(
r−1x
))∗
αr
(
ψ
(
r−1x
))
dx
=
∫
G
αr
(
φ
(
r−1x
)∗)
αr
(
ψ
(
r−1x
))
dx
=
∫
G
αr
(
φ
(
r−1x
)∗
ψ
(
r−1x
))
dx
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= αr
(∫
G
φ
(
r−1x
)∗
ψ
(
r−1x
)
dx
)
= αr
(∫
G
φ(x)∗ψ(x) dx
)
(By the change of variables x 7→ rx.)
= αr
(
〈q(φ)|q(ψ)〉L2(G,A)
)
,
so by continuity, 〈Γr(Φ)|Γr(Ψ)〉L2(G,A) = αr
(
〈Φ|Ψ〉L2(G,A)
)
for every Φ,Ψ ∈ L2(G,A).
(4) Finally, for every r, s ∈ G and φ ∈ Cc(G,A), we have
Γr(Γs(q(φ)))
= Γr
q
G → Ax 7→ ω(s, s−1x)∗αs(φ(s−1x))


= q
G → Ax 7→ ω(r, r−1x)∗αr(ω(s, s−1r−1x)∗αs(φ(s−1r−1x)))


= q
G → Ax 7→ ω(r, r−1x)∗αr(ω(s, s−1r−1x)∗) αr(αs(φ(s−1r−1x)))


= q

G → Ax 7→ ω(r, r−1x)∗αr(ω(s, s−1r−1x))∗αr(αs(φ(s−1r−1x)))


= q
G → Ax 7→ ω(r, r−1x)∗αr(ω(s, s−1r−1x))∗ω(r, s) αrs(φ(s−1r−1x)) ω(r, s)∗


= q
G → Ax 7→ [αr(ω(s, s−1r−1x)) ω(r, r−1x)]∗ω(r, s) αrs(φ(s−1r−1x)) ω(r, s)∗


= q
G → Ax 7→ [ω(r, s) ω(rs, s−1r−1x)]∗ω(r, s) αrs(φ(s−1r−1x)) ω(r, s)∗


= q
G → Ax 7→ ω(rs, s−1r−1x)∗ω(r, s)∗ω(r, s) αrs(φ(s−1r−1x)) ω(r, s)∗


= q
G → Ax 7→ ω(rs, s−1r−1x)∗αrs(φ(s−1r−1x)) ω(r, s)∗


= q
G → Ax 7→ ω(rs, s−1r−1x)∗αrs(φ(s−1r−1x))

  ω(r, s)∗
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= q
G → Ax 7→ ω(rs, (rs)−1x)∗αrs(φ((rs)−1x))

  ω(r, s)∗
= Γrs(q(φ))  ω(r, s)
∗,
so by continuity, Γr(Γs(Φ)) = Γrs(Φ)  ω(r, s)
∗ for every Φ ∈ L2(G,A).
Remark 1. Observe that ~·~ ≤ ‖·‖2, where ‖·‖2 denotes the L2-norm on Cc(G,A), i.e.,
∀f ∈ Cc(G,A) : ‖f‖2 =
(∫
G
‖f(x)‖2A dx
)1
2
.
Despite this, unless A = C and/or G is finite, ~·~ and ‖·‖2 are generally not equivalent. To see why,
let G = Z and A = C0(Z). Let (fn)n∈N be a sequence in A whose members have disjoint support,
have sup-norm 1, and are non-negative. Next, define a sequence (Fn)n∈N in Cc(G,A) by
∀(n, k) ∈ N × Z : Fn(k) :=

fk if 1 ≤ k ≤ n;
0 otherwise.
Then
∀n ∈ N : ~Fn~‖Fn‖2
=
∥∥∥∥∥
n∑
k=1
f2k
∥∥∥∥∥
1
2
∞(
n∑
k=1
‖fk‖2∞
) 1
2
=
1√
n
,
which results in lim
n→∞
~Fn~
‖Fn‖2
= 0. Therefore, ~·~ and ‖·‖2 are not equivalent. This tells us that we
should not identify L2(G,A) with the Banach space of all (equivalence classes of) square-integrable
strongly measurable A-valued functions on G.
Example 10. If (En)n∈N is a sequence of Hilbert (G,A,α, ω)-modules, we can define a direct-sum
Hilbert (G,A,α, ω)-module
∞⊕
n=1
En in the following manner:
• The underlying vector space is the set of sequences (ζn)n∈N ∈
∏
n∈N
En such that
∑∞
n=1〈ζn|ζn〉En
converges. Such sequences are either denoted by a bold Greek letter or written as a formal sum.
For example, (ζn)n∈N is either denoted by ζ or expanded as
∞∑
n=1
ζn · en.
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• Define the right A-action by ζ • a :=
∞∑
n=1
(ζn • a) · en for every a ∈ A and ζ ∈
∞⊕
n=1
En.
• Define the A-valued inner product by 〈ζ|η〉⊕∞
n=1 En
:=
∞∑
n=1
〈ζn|ηn〉En for every ζ,η ∈
∞⊕
n=1
En.
• Define the twisted G-action by
(
γ
⊕
∞
n=1 En
)
r
(ζ) :=
∞∑
n=1
γEnr (ζn) ·en for every r ∈ G and ζ ∈
∞⊕
n=1
En.
For every Hilbert (G,A,α, ω)-module E , let E∞ :=
∞⊕
n=1
E . Also, let Γ∞ denote the twisted G-action
on L2(G,A)∞.
3.3 The Category of Twisted Hilbert C∗-Modules
Definition 7. Write Hilb(G,A,α, ω) for the category of Hilbert (G,A,α, ω)-modules. If E and F
are Hilbert (G,A,α, ω)-modules, then a morphism from E to F is an adjointable operator T : E → F
such that T
(
γEr (ζ)
)
= γFr (T (ζ)) for every r ∈ G and ζ ∈ E (we say that T is twisted-equivariant).
Denote the set of morphisms from E to F by Leq(E ,F), and write Leq(E) for Leq(E , E).
It is important to know that Hilb(G,A,α, ω)-morphisms are closed under the operator-adjoint.
Lemma 1. If T : E → F is a Hilb(G,A,α, ω)-morphism, then so is T ∗ : F → E.
Proof. Let r ∈ G and ζ ∈ F . Then for every η ∈ E ,
〈
T ∗
(
γFr (ζ)
)∣∣η〉
E
=
〈
γFr (ζ)
∣∣T (η)〉
F
=
〈
γFr (ζ)
∣∣γFr (γFr−1(T (η))) • ω(r, r−1)〉F (By (4) of Definition 6.)
=
〈
γFr (ζ)
∣∣γFr (γFr−1(T (η)))〉F ω(r, r−1)
= αr
(〈
ζ
∣∣γFr−1(T (η))〉F) ω(r, r−1) (By (3) of Definition 6.)
= αr
(〈
ζ
∣∣T (γEr−1(η))〉F) ω(r, r−1) (As T is twisted-equivariant.)
= αr
(〈
T ∗(ζ)
∣∣γEr−1(η)〉E) ω(r, r−1)
=
〈
γEr (T
∗(ζ))
∣∣γEr (γEr−1(η))〉E ω(r, r−1) (By (3) of Definition 6 again.)
=
〈
γEr (T
∗(ζ))
∣∣∣η • ω(r, r−1)∗〉
E
ω
(
r, r−1
)
(By (4) of Definition 6 again.)
=
〈
γEr (T
∗(ζ))
∣∣∣η • ω(r, r−1)∗ω(r, r−1)〉
E
=
〈
γEr (T
∗(ζ))
∣∣η〉
E
.
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Therefore, T ∗
(
γFr (ζ)
)
= γEr (T
∗(ζ)), and as r and ζ are arbitrary, we are done.
Remark 2. By Lemma 1, Leq(E) is a C∗-algebra for every Hilbert (G,A,α, ω)-module E . We will
later define the reduced twisted crossed product for (G,A,α, ω) as a C∗-subalgebra of Leq
(
L2(G,A)
)
.
Example 11. Let E be a Hilbert (G,A,α, ω)-module and F a γE -invariant orthogonal summand
of E , i.e., γEr (ζ) ∈ F for every r ∈ G and ζ ∈ F . Then F is a Hilbert (G,A,α, ω)-submodule of E .
To see that the orthogonal complement F⊥ of F is γE -invariant, suppose that η ∈ F⊥. Then
∀r ∈ G, ∀ζ ∈ F : 〈ζ∣∣γEr (η)〉E = 〈γEr (γEr−1(ζ)) • ω(r, r−1)∣∣γEr (η)〉E
= ω
(
r, r−1
)∗〈
γEr
(
γEr−1(ζ)
)∣∣γEr (η)〉E
= ω
(
r, r−1
)∗
αr
(〈
γEr−1(ζ)
∣∣η〉
E
)
= 0, so
γEr (η) ∈ F⊥.
Let P : E → F denote the projection map from E onto F , which is an adjointable operator whose
adjoint is the inclusion map ι : F →֒ E . By the foregoing argument, we have
∀r ∈ G, ∀ζ ∈ E : P (γEr (ζ)) = P (γEr (P (ζ)⊕ (Id−P )(ζ)))
= P
(
γEr (P (ζ))⊕ γEr ((Id−P )(ζ))
)
= γEr (P (ζ)).
Therefore, P ∈ Leq(E ,F).
We now define a ∗-representation of A by Hilb(G,A,α, ω)-endomorphisms on L2(G,A) that is
both faithful and non-degenerate.
Example 12. For every a ∈ A, φ ∈ Cc(G,A) and x ∈ G, we have
[αx(a) φ(x)]
∗[αx(a) φ(x)] = φ(x)
∗αx(a)
∗αx(a) φ(x) ≤A ‖αx(a)‖2Aφ(x)∗φ(x) = ‖a‖2Aφ(x)∗φ(x), so
∥∥∥∥∥∥q

G → Ax 7→ αx(a) φ(x)


∥∥∥∥∥∥
L2(G,A)
=






G → Ax 7→ αx(a) φ(x)







=
∥∥∥∥∫
G
[αx(a) φ(x)]
∗[αx(a) φ(x)] dx
∥∥∥∥ 12
A
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≤
∥∥∥∥‖a‖2A ∫
G
φ(x)∗φ(x) dx
∥∥∥∥12
A
= ‖a‖A
∥∥∥∥∫
G
φ(x)∗φ(x) dx
∥∥∥∥ 12
A
= ‖a‖A~φ~
= ‖a‖A‖q(φ)‖L2(G,A).
We can thus define a map π from A to the set of bounded operators on L2(G,A) by
∀a ∈ A, ∀Φ ∈ L2(G,A) : [π(a)](Φ) := lim
n→∞
q
G → Ax 7→ αx(a) φn(x)

,
where (φn)n∈N is any sequence in Cc(G,A) with limn→∞
q(φn) = Φ.
For every a, b ∈ A, it is easy to check the following:
• π(ab) = π(a) ◦ π(b).
• π(a) is adjointable with π(a)∗ = π(a∗).
Hence, π is a ∗-representation of A on L2(G,A), and we also have that π : A→ Leq
(
L2(G,A)
)
—
observe for every r ∈ G, a ∈ A and φ ∈ Cc(G,A) that
Γr([π(a)](q(φ))) = Γr
q
G → Ax 7→ αx(a) φ(x)


= q
G → Ax 7→ ω(r, r−1x)∗αr(αr−1x(a) φ(r−1x))


= q
G → Ax 7→ ω(r, r−1x)∗αr(αr−1x(a)) αr(φ(r−1x))


= q
G → Ax 7→ ω(r, r−1x)∗ω(r, r−1x) αx(a) ω(r, r−1x)∗αr(φ(r−1x))


= q
G → Ax 7→ αx(a) ω(r, r−1x)∗αr(φ(r−1x))


= [π(a)]
q
G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x))


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= [π(a)](Γr(q(φ))),
so by continuity, Γr([π(a)](Φ)) = [π(a)](Γr(Φ)) for every Φ ∈ L2(G,A).
Now, we prove that π is faithful. Suppose that a ∈ A and π(a) = 0Leq(L2(G,A)). Pick a non-zero
φ ∈ Cc
(
G,R≥0
)
so that φ(e) > 0. Then
G → Ax 7→ φ(x) · αx(a∗)
 ∈ Cc(G,A), and
0L2(G,A) = [π(a)]
q
G → Ax 7→ φ(x) · αx(a∗)

 = q
G → Ax 7→ φ(x) · αx(aa∗)

.
It follows that φ(e) · aa∗ = 0A, or equivalently, a = 0A because φ(e) > 0. Therefore, π is faithful.
Next, we prove that π is non-degenerate. Let φ ∈ Cc(G,A). By (5) of Definition 5, we have
∀r ∈ G, ∀a ∈ A : α−1r (a) = ω
(
r−1, r
)∗
αr−1(a) ω
(
r−1, r
)
.
Hence,
G → Ax 7→ α−1x (φ(x))
 is a continuous function, making K := {α−1x (φ(x)) ∣∣ x ∈ Supp(φ)}
a compact subset of A. The C∗-subalgebra B of A generated by K is thus separable, so there is a
sequential approximate identity (en)n∈N for B. Then
∀n ∈ N : ‖(π(en))(q(φ))− q(φ)‖L2(G,A) =






G → Ax 7→ αx(en) φ(x)− φ(x)







=
∥∥∥∥∫
G
[αx(en) φ(x)− φ(x)]∗[αx(en) φ(x)− φ(x)] dx
∥∥∥∥ 12
A
≤
[∫
G
‖αx(en) φ(x)− φ(x)‖2A dx
]1
2
=
[∫
G
∥∥αx(en α−1x (φ(x)))− φ(x)∥∥2A dx]
1
2
=
[∫
Supp(φ)
∥∥αx(en α−1x (φ(x)))− φ(x)∥∥2A dx
]1
2
.
The integrand in the last line is dominated by the integrable function
G → R≥0x 7→ 4‖φ(x)‖2A
. As
∀x ∈ Supp(φ) : lim
n→∞
∥∥αx(en α−1x (φ(x)))− φ(x)∥∥2A = 0,
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the Lebesgue Dominated Convergence Theorem then implies that
lim
n→∞
[∫
Supp(φ)
∥∥αx(en α−1x (φ(x)))− φ(x)∥∥2A dx
] 1
2
= 0.
By the Squeeze Theorem, lim
n→∞
‖[π(en)](q(φ))− q(φ)‖L2(G,A) = 0. As φ is arbitrary and q[Cc(G,A)]
is dense in L2(G,A), we conclude that π is non-degenerate.
We also have a multiplier representation of G by Hilb(G,A,α, ω)-endomorphisms on L2(G,A).
Example 13. Observe for every r ∈ G and φ ∈ Cc(G,A) that∥∥∥∥∥∥q
G → Ax 7→ ∆(r) 12ω(x, r) φ(xr)

∥∥∥∥∥∥
L2(G,A)
=






G → Ax 7→ ∆(r) 12ω(x, r) φ(xr)







=
∥∥∥∥∫
G
[
∆(r)
1
2ω(x, r) φ(xr)
]∗[
∆(r)
1
2ω(x, r) φ(xr)
]
dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
∆(r) φ(xr)∗ω(x, r)∗ω(x, r) φ(xr) dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
∆(r) φ(xr)∗φ(xr) dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
φ(x)∗φ(x) dx
∥∥∥∥ 12
A
= ~φ~
= ‖q(φ)‖L2(G,A).
We can thus define a map λ : G→ Isom(L2(G,A)) by
∀r ∈ G, ∀Φ ∈ L2(G,A) : [λ(r)](Φ) := lim
n→∞
q
G → Ax 7→ ∆(r) 12ω(x, r) φn(xr)

,
where (φn)n∈N is any sequence in Cc(G,A) with limn→∞
q(φn) = Φ. It is then not difficult to check
the following:
• λ(r) is unitary for every r ∈ G.
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• For every r ∈ G and Φ ∈ L2(G,A),
[λ(r)∗](Φ) = lim
n→∞
q
G → Ax 7→ ∆(r)− 12ω(xr−1, r)∗φn(xr−1)

,
where (φn)n∈N is any sequence in Cc(G,A) with limn→∞
q(φn) = Φ.
• λ(r) ◦ λ(s) = π(ω(r, s)) ◦ λ(rs) for every r, s ∈ G, where π : A → Leq
(
L2(G,A)
)
is as defined in
Example 12. Hence, λ is not a unitary representation of G on L2(G,A) unless ω is trivial.
To obtain λ : G→ U(Leq(L2(G,A))), observe for every r, s ∈ G and φ ∈ Cc(G,A) that
Γr([λ(s)](q(φ))) = Γr
q
G → Ax 7→ ∆(s) 12ω(x, s) φ(xs)


= q
G → Ax 7→ ω(r, r−1x)∗αr(∆(s) 12ω(r−1x, s) φ(r−1xs))


= q
G → Ax 7→ ∆(s) 12ω(r, r−1x)∗αr(ω(r−1x, s) φ(r−1xs))


= q
G → Ax 7→ ∆(s) 12ω(r, r−1x)∗αr(ω(r−1x, s)) αr(φ(r−1xs))


= q
G → Ax 7→ ∆(s) 12ω(x, s) ω(r, r−1xs)∗αr(φ(r−1xs))


= [λ(s)]
q
G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x))


= [λ(s)](Γr(q(φ))),
so by continuity, Γr([λ(s)](Φ)) = [λ(s)](Γr(Φ)) for every Φ ∈ L2(G,A).
A point of observation is that λ is strongly continuous. Let ǫ > 0, r ∈ G, φ ∈ Cc(G,A) \ {0}
and S := Supp(φ). Fix a compact subset K of G containing r in its interior. Then by continuity, we
can find SK−1-indexed sequences (Vx)x∈SK−1 and (Wx)x∈SK−1 of subsets of G with the following
properties for every x ∈ SK−1:
• Vx is the intersection of SK−1 with an open neighborhood of x.
• Wx is the intersection of K◦ with an open neighborhood of r.
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• ∀(y, s) ∈ Vx ×Wx :
∥∥∥∆(s)− 12ω(y, s) φ(ys)−∆(r)− 12ω(x, r) φ(xr)∥∥∥
A
<
ǫ
2
√
µ(SK−1)
, whence
∀(y, s) ∈ Vx ×Wx :
∥∥∥∆(s)− 12ω(y, s) φ(ys)−∆(r)− 12ω(y, r) φ(yr)∥∥∥
A
<
ǫ√
µ(SK−1)
.
By the compactness of SK−1, there exist points x1, . . . , xn ∈ SK−1 that satisfy SK−1 =
n⋃
k=1
Vxk .
Pick any open neighborhood N of r contained within
n⋂
k=1
Wxk , and let (x, s) ∈ SK−1 ×N . Find a
k ∈ {1, . . . , n} such that x ∈ Vxk . As s ∈Wxk , we have
∥∥∥∆(s)− 12ω(x, s) φ(xs)−∆(r)− 12ω(x, r) φ(xr)∥∥∥
A
<
ǫ√
µ(SK−1)
.
We chose x arbitrarily, so
‖[λ(s)](q(φ))− [λ(r)](q(φ))‖L2(G,A)
=






G → Ax 7→ ∆(s)− 12ω(x, s) φ(xs)−∆(r)− 12ω(x, r) φ(xr)







≤
∥∥∥∥∥∥
G → Ax 7→ ∆(s)− 12ω(x, s) φ(xs)−∆(r)− 12ω(x, r) φ(xr)

∥∥∥∥∥∥
2
=
[∫
G
∥∥∥∆(s)− 12ω(x, s) φ(xs)−∆(r)− 12ω(x, r) φ(xr)∥∥∥2
A
dx
]1
2
=
[∫
SK−1
∥∥∥∆(s)− 12ω(x, s) φ(xs)−∆(r)− 12ω(x, r) φ(xr)∥∥∥2
A
dx
]1
2
(
As the integrand vanishes outside of SK−1.
)
<
[∫
SK−1
ǫ2
µ(SK−1)
dx
]1
2
=
[
ǫ2
µ(SK−1)
· µ(SK−1)] 12
= ǫ.
As ǫ and φ are arbitrary, we get lim
s→r
‖[λ(s)](q(φ))− [λ(r)](q(φ))‖L2(G,A) = 0 for every φ ∈ Cc(G,A).
Let Φ ∈ L2(G,A). Let ǫ > 0 once more, and pick a φ ∈ Cc(G,A) so that ‖Φ− q(φ)‖L2(G,A) <
ǫ
3
.
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By the argument above, there is an open neighborhood N of r such that
∀s ∈ N : ‖[λ(s)](q(φ))− [λ(r)](q(φ))‖L2(G,A) <
ǫ
3
,
from which it follows that
∀s ∈ N : ‖[λ(s)](Φ)− [λ(r)](Φ)‖L2(G,A)
≤ ‖[λ(s)](Φ)− [λ(s)](q(φ))‖L2(G,A)+
‖[λ(s)](q(φ))− [λ(r)](q(φ))‖L2(G,A)+
‖[λ(r)](q(φ))− [λ(r)](Φ)‖L2(G,A)
= ‖Φ− q(φ)‖L2(G,A) + ‖[λ(s)](q(φ))− [λ(r)](q(φ))‖L2(G,A) + ‖q(φ)− Φ‖L2(G,A)
<
ǫ
3
+
ǫ
3
+
ǫ
3
= ǫ.
As ǫ is arbitrary, we obtain lim
s→r
‖[λ(s)](Φ)− [λ(r)](Φ)‖L2(G,A) = 0. Then as r and Φ are arbitrary,
we conclude that λ is strongly continuous.
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4 Meyer’s Bra-Ket Operators
In this section, E is a Hilbert (G,A,α, ω)-module.
4.1 Square-Integrability
Definition 8. For each ζ ∈ E , we can define operators ⟪ζ| : E → Cb(G,A) and |ζ⟫ : Cc(G,A)→ E ,
called the bra and ket of ζ respectively, by
∀η ∈ E : ⟪ζ|(η) :=
G → Ax 7→ 〈γEx (ζ)∣∣η〉E
,
∀φ ∈ Cc(G,A) : |ζ⟫(φ) :=
∫
G
γEx (ζ) • φ(x) dx.
Lemma 2. For every ζ, η ∈ E and φ ∈ Cc(G,A), the following norm inequalities hold:
∥∥∥⟪ζ|(η)∥∥∥
∞
≤ ‖ζ‖E‖η‖E , (1)∥∥∥|ζ⟫(φ)∥∥∥
E
≤ ‖ζ‖E‖φ‖1. (2)
Proof. For every ζ, η ∈ E and φ ∈ Cc(G,A),
‖⟪ζ|(η)‖∞ = sup
x∈G
∥∥〈γEx (ζ)∣∣η〉E∥∥A
≤ sup
x∈G
∥∥γEx (ζ)∥∥E‖η‖E (By the Cauchy-Schwarz Inequality.)
= sup
x∈G
‖ζ‖E‖η‖E
= ‖ζ‖E‖η‖E ,
‖|ζ⟫(φ)‖E =
∥∥∥∥∫
G
γEx (ζ) • φ(x) dx
∥∥∥∥
E
≤
∫
G
∥∥γEx (ζ) • φ(x)∥∥E dx
≤
∫
G
∥∥γEx (ζ)∥∥E‖φ(x)‖A dx
=
∫
G
‖ζ‖E‖φ(x)‖A dx
= ‖ζ‖E
∫
G
‖φ(x)‖A dx
= ‖ζ‖E‖φ‖1.
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This concludes the proof.
We now state a result to the effect that every element of E yields a unique ket operator.
Proposition 1. Let ζ, η ∈ E. If |ζ⟫ = |η⟫, then ζ = η.
Proof. Suppose that |ζ⟫ = |η⟫. LetN denote the open-neighborhood base of e directed by inclusion.
Let (fN)N∈N be a net in Cc
(
G,R≥0
)
so that Supp(fN ) ⊆ N and
∫
G
fN (x) dx = 1 for every N ∈ N .
Then (fN)N∈N is an approximating delta at e, and if A
′ denotes the dual space of A, we have
∀N ∈ N , ∀a ∈ A, ∀ϕ ∈ A′ :
∫
G
fN (x) ϕ
(
γEx (ζ) • a
)
dx = ϕ
(∫
G
γEx (ζ) • [fN(x) a] dx
)
= ϕ(|ζ⟫(fNa))
= ϕ(|η⟫(fNa))
= ϕ
(∫
G
γEx (η) • [fN(x) a] dx
)
=
∫
G
fN(x) ϕ
(
γEx (η) • a
)
dx, so
ϕ(ζ • a) = ϕ(γEe (ζ) • a)
= lim
N∈N
∫
G
fN(x) ϕ
(
γEx (ζ) • a
)
dx
= lim
N∈N
∫
G
fN(x) ϕ
(
γEx (η) • a
)
dx
= ϕ
(
γEe (η) • a
)
= ϕ(η • a).
By the Hahn-Banach Theorem, ζ • a = η • a for every a ∈ A. Therefore, ζ = η.
Definition 9. We say that ζ ∈ E is square-integrable if and only if for every η ∈ E and every net
(ϕi)i∈I in Cc(G, [0, 1]) converging uniformly to 1 on compact subsets of G, the net (q(ϕi⟪ζ|(η)))i∈I
is Cauchy in L2(G,A), in which case we can define an operator ⟪ζ|2 : E → L2(G,A) by
∀η ∈ E : ⟪ζ|2 (η) := lim
i∈I
q(ϕi⟪ζ|(η)).
The definition of ⟪ζ|2 is independent of our choice of (ϕi)i∈I , which we will establish in a moment.
The set of square-integrable elements of E is denoted by Esi — it is clearly a linear subspace of E .
We call E a square-integrable representation of (G,A,α, ω) if and only if Esi is dense in E .
36
Lemma 3. For every ϕ ∈ Cb(G), there exists a unique Mϕ ∈ L
(
L2(G,A)
)
, with norm ≤ ‖ϕ‖∞,
such that Mϕ(q(φ)) = q
G → Ax 7→ ϕ(x) φ(x)

 for every φ ∈ Cc(G,A). Furthermore, M∗ϕ =Mϕ
for every ϕ ∈ Cc(G).
Proof. Let ϕ ∈ Cb(G). Then for every φ ∈ Cc(G,A) and x ∈ G, we have
0A ≤A [ϕ(x) φ(x)]∗[ϕ(x) φ(x)] = |ϕ(x)|2φ(x)∗φ(x) ≤A ‖ϕ‖2∞φ(x)∗φ(x), so∫
G
[ϕ(x) φ(x)]∗[ϕ(x) φ(x)] dx ≤A ‖ϕ‖2∞
∫
G
φ(x)∗φ(x) dx, which yields
∥∥∥∥∥∥q
G → Ax 7→ ϕ(x) φ(x)

∥∥∥∥∥∥
L2(G,A)
=






G → Ax 7→ ϕ(x) φ(x)







=
∥∥∥∥∫
G
[ϕ(x) φ(x)]∗[ϕ(x) φ(x)] dx
∥∥∥∥12
A
≤
∥∥∥∥‖ϕ‖2∞ ∫
G
φ(x)∗φ(x) dx
∥∥∥∥ 12
A
= ‖ϕ‖∞
∥∥∥∥∫
G
φ(x)∗φ(x) dx
∥∥∥∥ 12
A
= ‖ϕ‖∞~φ~
= ‖ϕ‖∞‖q(φ)‖L2(G,A).
Hence, there is a unique bounded operator Mϕ on L
2(G,A), with norm ≤ ‖ϕ‖∞, such that
∀φ ∈ Cc(G,A) : Mϕ(q(φ)) = q

G → Ax 7→ ϕ(x) φ(x)

.
Next, observe that
∀φ,ψ ∈ Cc(G,A) : 〈Mϕ(q(φ))|q(ψ)〉L2(G,A) =
∫
G
[ϕ(x) φ(x)]∗ψ(x) dx
=
∫
G
φ(x)∗[ϕ(x) ψ(x)] dx
= 〈q(φ)|Mϕ(q(ψ))〉L2(G,A),
so by continuity, 〈Mϕ(Φ)|Ψ〉L2(G,A) = 〈Φ|Mϕ(Ψ)〉L2(G,A) for every Φ,Ψ ∈ L2(G,A). Therefore, Mϕ
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is adjointable with Mϕ as its adjoint, and as ϕ is arbitrary, we are done.
Lemma 4. Let (ϕi)i∈I be a net in Cc(G, [0, 1]) converging uniformly to 1 on compact subsets of G.
Then lim
i∈I
Mϕi(Φ) = Φ for every Φ ∈ L2(G,A).
Proof. Let Φ ∈ L2(G,A) and ǫ > 0. Pick a φ ∈ Cc(G,A) so that ‖Φ− q(φ)‖L2(G,A) <
ǫ
3
. Then
∀i ∈ I : ‖Mϕi(Φ)−Mϕi(q(φ))‖L2(G,A) = ‖Mϕi(Φ− q(φ))‖L2(G,A)
≤ ‖ϕi‖∞‖Φ− q(φ)‖L2(G,A) (By Lemma 3.)
< 1 · ǫ
3
=
ǫ
3
.
Furthermore, for every i ∈ I and x ∈ Supp(φ), we have
|ϕi(x)− 1|2φ(x)∗φ(x) ≤A
[
max
x∈Supp(φ)
|ϕi(x)− 1|
]2
φ(x)∗φ(x), whence∫
Supp(φ)
|ϕi(x)− 1|2φ(x)∗φ(x) dx ≤A
[
max
Supp(φ)
|ϕi(x)− 1|
]2 ∫
Supp(φ)
φ(x)∗φ(x) dx.
Pick an i0 ∈ I so that for every i ∈ I≥i0 ,
max
x∈Supp(φ)
|ϕi(x)− 1| < ǫ
3
(
1 + ‖q(φ)‖L2(G,A)
) , in which case
‖Mϕi(Φ)− Φ‖L2(G,A)
≤ ‖Mϕi(Φ)−Mϕi(q(φ))‖L2(G,A) + ‖Mϕi(q(φ))− q(φ)‖L2(G,A) + ‖q(φ)− Φ‖L2(G,A)
<
2ǫ
3
+ ‖Mϕi(q(φ))− q(φ)‖L2(G,A)
=
2ǫ
3
+ ‖q(ϕiφ)− q(φ)‖L2(G,A)
=
2ǫ
3
+ ‖q((ϕi − 1)φ)‖L2(G,A)
=
2ǫ
3
+ ~(ϕi − 1)φ~
=
2ǫ
3
+
∥∥∥∥∫
G
[(ϕi − 1)φ](x)∗[(ϕi − 1)φ](x) dx
∥∥∥∥ 12
A
=
2ǫ
3
+
∥∥∥∥∫
G
|ϕi(x)− 1|2φ(x)∗φ(x) dx
∥∥∥∥ 12
A
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=
2ǫ
3
+
∥∥∥∥∥
∫
Supp(φ)
|ϕi − 1(x)|2φ(x)∗φ(x) dx
∥∥∥∥∥
1
2
A
≤ 2ǫ
3
+
∥∥∥∥∥
[
max
x∈Supp(φ)
|ϕi(x)− 1|
]2 ∫
Supp(φ)
φ(x)∗φ(x) dx
∥∥∥∥∥
1
2
A
=
2ǫ
3
+
[
max
x∈Supp(φ)
|ϕi(x)− 1|
]∥∥∥∥∥
∫
Supp(φ)
φ(x)∗φ(x) dx
∥∥∥∥∥
1
2
A
=
2ǫ
3
+
[
max
x∈Supp(φ)
|ϕi − 1(x)|
]∥∥∥∥∫
G
φ(x)∗φ(x) dx
∥∥∥∥ 12
A
≤ 2ǫ
3
+
ǫ
3
(
1 + ‖q(φ)‖L2(G,A)
)~φ~
=
2ǫ
3
+
ǫ
3
(
1 + ‖q(φ)‖L2(G,A)
)‖q(φ)‖L2(G,A)
< ǫ.
As ǫ is arbitrary, we obtain lim
i∈I
Mϕi(Φ) = Φ, and as Φ is arbitrary, we are done.
We now return to the unproven assertion that for ζ ∈ Esi, the definition of ⟪ζ|2 in Definition 9
does not depend on our choice of a net (ϕi)i∈I having the properties listed there. Let (ψj)j∈J be
another net with the same properties. Then the continuity of Mϕi implies that
∀i ∈ I, ∀η ∈ E : lim
j∈J
q(ϕiψj⟪ζ|(η)) = lim
j∈J
Mϕi(q(ψj⟪ζ|(η))) =Mϕi
(
lim
j∈J
q(ψj⟪ζ|(η))
)
,
whereas Lemma 4 implies that
∀i ∈ I, ∀η ∈ E : lim
j∈J
q(ϕiψj⟪ζ|(η)) = lim
j∈J
Mψj (q(ϕi⟪ζ|(η))) = q(ϕi⟪ζ|(η)).
Hence, by another application of Lemma 4,
∀η ∈ E : lim
j∈J
q(ψj⟪ζ|(η)) = lim
i∈I
Mϕi
(
lim
j∈J
q(ψj⟪ζ|(η))
)
= lim
i∈I
q(ϕi⟪ζ|(η)).
The definition of ⟪ζ|2 is therefore consistent as it stands.
Proposition 2. Let (En)n∈N be a sequence of square-integrable representations of (G,A,α, ω). Then
the direct sum
∞⊕
n=1
En is also a square-integrable representation of (G,A,α, ω).
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Proof. Let ζ ∈
∞⊕
n=1
En. Suppose that ζ has finitely many non-zero components so that ζ =
∑
n∈N
ζn ·en
for some finite subset N of N. Then
∀η ∈
∞⊕
n=1
En : ⟪ζ|(η) = ∑
n∈N
⟪ζn · en|(η) = ∑
n∈N
G → Ax 7→ 〈γEnx (ζn)∣∣ηn〉En
 = ∑
n∈N
⟪ζn|(ηn).
Pick a net (ϕi)i∈I in Cc(G, [0, 1]) converging uniformly to 1 on compact subsets ofG. By assumption,
(ϕi⟪ζn|(ηn))i∈I is Cauchy in L2(G,A) for every n ∈ N , so the same applies to (ϕi⟪ζ|(η))i∈I . Hence,
ζ is square-integrable. As the set of all elements of
∞⊕
n=1
En with finitely many non-zero components
is dense, we conclude that
∞⊕
n=1
En is a square-integrable representation of (G,A,α, ω).
Lemma 5. If ζ ∈ Esi, then
〈
q(φ)
∣∣∣ ⟪ζ|2 (η)〉
L2(G,A)
=
〈
|ζ⟫(φ)∣∣∣η〉
E
for every η ∈ E and φ ∈ Cc(G,A).
Proof. Let φ ∈ Cc(G,A), η ∈ E and K := Supp(φ). If (ϕi)i∈I is a net in Cc(G, [0, 1]) converging
uniformly to 1 on compact subsets of G, then
〈
q(φ)
∣∣∣ ⟪ζ|2 (η)〉
L2(G,A)
=
〈
q(φ)
∣∣∣∣limi∈I q(ϕi⟪ζ|(η))
〉
L2(G,A)
= lim
i∈I
〈
q(φ)
∣∣∣q(ϕi⟪ζ|(η))〉
L2(G,A)
= lim
i∈I
∫
G
φ(x)∗
[
ϕi(x)
〈
γEx (ζ)
∣∣η〉
E
]
dx
= lim
i∈I
∫
G
ϕi(x) φ(x)
∗〈γEx (ζ)∣∣η〉E dx
= lim
i∈I
∫
K
ϕi(x) φ(x)
∗〈γEx (ζ)∣∣η〉E dx (As Supp(φ) = K.)
=
∫
K
φ(x)∗
〈
γEx (ζ)
∣∣η〉
E
dx (As ϕi ⇒ 1 on K.)
=
∫
G
φ(x)∗
〈
γEx (ζ)
∣∣η〉
E
dx
=
∫
G
〈
γEx (ζ) • φ(x)
∣∣η〉
E
dx
=
〈∫
G
γEx (ζ) • φ(x) dx
∣∣∣∣η〉
E
=
〈
|ζ⟫(φ)∣∣∣η〉
E
.
As φ and η are arbitrary, we are finished.
Proposition 3. Let ζ ∈ Esi. Then ⟪ζ|2 : E → L2(G,A) is a bounded A-linear operator.
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Proof. The proof of the A-linearity of ⟪ζ|2 is trivial, so we omit it.
Let (ηn)n∈N be a sequence in E where (ηn, ⟪ζ|2 (ηn))n∈N converges to some (η,Φ) ∈ E×L2(G,A).
Then
∀φ ∈ Cc(G,A) : 〈q(φ)|Φ〉L2(G,A) = limn→∞
〈
q(φ)
∣∣∣ ⟪ζ|2 (ηn)〉
L2(G,A)
= lim
n→∞
〈
|ζ⟫(φ)∣∣∣ηn〉
E
(By Lemma 5.)
=
〈
|ζ⟫(φ)∣∣∣η〉
E
=
〈
q(φ)
∣∣∣ ⟪ζ|2 (η)〉
L2(G,A)
. (By Lemma 5 again.)
As q[Cc(G,A)] is dense in L
2(G,A), we obtain (η,Φ) ∈ Graph( ⟪ζ|2 ). Therefore, ⟪ζ|2 is bounded
by the Closed Graph Theorem.
Proposition 4. If ζ ∈ Esi, then there exists a unique adjointable operator |ζ⟫2 : L2(G,A) → E,
with adjoint ⟪ζ|2 , such that |ζ⟫2(q(φ)) = |ζ⟫(φ) for every φ ∈ Cc(G,A).
Proof. By Proposition 3, there exists a C > 0 such that ‖ ⟪ζ|2 (η)‖L2(G,A) ≤ C‖η‖E for every η ∈ E .
Hence, by the Cauchy-Schwarz Inequality,
∀φ,ψ ∈ Cc(G,A) :
∥∥∥|ζ⟫(φ− ψ)∥∥∥2
E
=
∥∥∥〈|ζ⟫(φ− ψ)∣∣∣|ζ⟫(φ− ψ)〉
E
∥∥∥
A
=
∥∥∥∥〈q(φ− ψ)∣∣∣ ⟪ζ|2 (|ζ⟫(φ− ψ))〉L2(G,A)
∥∥∥∥
A
(By Lemma 5.)
≤ ‖q(φ− ψ)‖L2(G,A)
∥∥∥ ⟪ζ|2 (|ζ⟫(φ− ψ))∥∥∥
L2(G,A)
= ‖q(φ)− q(ψ)‖L2(G,A)
∥∥∥ ⟪ζ|2 (|ζ⟫(φ− ψ))∥∥∥
L2(G,A)
≤ ‖q(φ)− q(ψ)‖L2(G,A) · C
∥∥∥|ζ⟫(φ− ψ)∥∥∥
E
, so∥∥∥|ζ⟫(φ− ψ)∥∥∥
E
≤ C‖q(φ)− q(ψ)‖L2(G,A). (3)
Let Φ ∈ L2(G,A). Pick a sequence (φn)n∈N in Cc(G,A) so that limn→∞ q(φn) = Φ. By Inequality 3,
∀m,n ∈ N :
∥∥∥|ζ⟫(φm − φn)∥∥∥
E
≤ C‖q(φm)− q(φn)‖L2(G,A).
As (q(φn))n∈N is Cauchy in L
2(G,A), we find that (|ζ⟫(φn))n∈N is Cauchy in E . The completeness
of E implies that lim
n→∞
|ζ⟫(φn) exists, and by Inequality 3 again, this limit depends only on Φ and
not on any particular choice of the sequence (φn)n∈N , so we denote it by θΦ.
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Observe that θq(φ) = |ζ⟫(φ) for every φ ∈ Cc(G,A) and that
∀η ∈ E : 〈θΦ|η〉E = limn→∞
〈
|ζ⟫(φn)
∣∣∣η〉
E
= lim
n→∞
〈
q(φn)
∣∣∣ ⟪ζ|2 (η)〉
L2(G,A)
(By Lemma 5.)
=
〈
Φ
∣∣∣ ⟪ζ|2 (η)〉
L2(G,A)
.
Defining |ζ⟫2 : L2(G,A) → E by |ζ⟫2(Φ) := θΦ for every Φ ∈ L2(G,A), we see that |ζ⟫2 is adjoint
to ⟪ζ|2 . Furthermore, |ζ⟫2(q(φ)) = θq(φ) = |ζ⟫(φ) for every φ ∈ Cc(G,A), concluding the proof.
The converse of Proposition 4 is also true, as the next proposition shows.
Proposition 5. Let ζ ∈ E. If there exists a T ∈ L(L2(G,A), E) so that T (q(φ)) = |ζ⟫(φ) for every
φ ∈ Cc(G,A), then ζ ∈ Esi.
Proof. Suppose that there is a T ∈ L(L2(G,A), E) with T (q(φ)) = |ζ⟫(φ) for every φ ∈ Cc(G,A).
Let (ϕi)i∈I be a net in Cc(G, [0, 1]) converging uniformly to 1 on compact subsets of G. Then for
every η ∈ E , φ ∈ Cc(G,A) and i ∈ I, we have
〈
q(φ)
∣∣∣q(ϕi⟪ζ|(η))〉
L2(G,A)
=
∫
G
φ(x)∗
[
ϕi(x)
〈
γEx (ζ)
∣∣η〉
E
]
dx
=
∫
G
ϕi(x) φ(x)
∗〈γEx (ζ)∣∣η〉E dx
=
〈∫
G
γEx (ζ) • (ϕiφ)(x) dx
∣∣∣∣η〉
E
=
〈
|ζ⟫(ϕiφ)
∣∣∣η〉
E
= 〈T (q(ϕiφ))|η〉E (By assumption.)
= 〈q(ϕiφ)|T ∗(η)〉L2(G,A)
= 〈Mϕi(q(φ))|T ∗(η)〉L2(G,A)
= 〈q(φ)|Mϕi(T ∗(η))〉L2(G,A) (By Lemma 3.)
= 〈q(φ)|Mϕi(T ∗(η))〉L2(G,A). (As ϕi is real-valued.)
As q[Cc(G,A)] is dense in L
2(G,A), it follows that q(ϕi⟪ζ|(η)) = Mϕi(T ∗(η)) for every i ∈ I. By
Lemma 4, lim
i∈I
Mϕi(T
∗(η)) = T ∗(η), so (q(ϕi⟪ζ|(η)))i∈I is Cauchy in L2(G,A), giving ζ ∈ Esi.
The following proposition makes it possible to expand Meyer’s framework to accommodate
twisted C∗-dynamical systems and twisted Hilbert C∗-modules.
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Proposition 6. Let ζ ∈ Esi. Then ⟪ζ|2 : E → L2(G,A) and |ζ⟫2 : L2(G,A)→ E are morphisms of
Hilbert (G,A,α, ω)-modules.
There are two ways to prove Proposition 6: (1) The obvious direct approach. (2) Show that
either ⟪ζ|2 or |ζ⟫2 is a Hilb(G,A,α, ω)-morphism, and then apply Lemma 1. We prefer (2).
Proof. We already know that |ζ⟫2 is adjointable, so it remains to prove its twisted-equivariance.
Note for every r ∈ G and φ ∈ Cc(G,A) that
|ζ⟫2(Γr(q(φ))) = |ζ⟫2
q

G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x))


= |ζ⟫

G → Ax 7→ ω(r, r−1x)∗αr(φ(r−1x))


=
∫
G
γEx (ζ) • ω
(
r, r−1x
)∗
αr
(
φ
(
r−1x
))
dx
=
∫
G
γErx(ζ) • ω(r, x)∗αr(φ(x)) dx (By the change of variables x 7→ rx.)
=
∫
G
γEr
(
γEx (ζ)
) • ω(r, x) ω(r, x)∗αr(φ(x)) dx
=
∫
G
γEr
(
γEx (ζ)
) • αr(φ(x)) dx
=
∫
G
γEr
(
γEx (ζ) • φ(x)
)
dx
= γEr
(∫
G
γEx (ζ) • φ(x) dx
) (
As γEr is continuous.
)
= γEr (|ζ⟫(φ))
= γEr (|ζ⟫2(q(φ))),
so by continuity, |ζ⟫2(Γr(Φ)) = γEr (|ζ⟫2(Φ)) for every Φ ∈ L2(G,A). The twisted-equivariance of
|ζ⟫2 is therefore established, and by Lemma 1, the proof is complete.
4.2 A Complete Norm on Esi
We can equip Esi with a special norm ‖·‖E,si defined by
∀ζ ∈ Esi : ‖ζ‖E,si := ‖ζ‖E +
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
. (4)
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As ⟪ζ|2 ∗ = |ζ⟫2 for every ζ ∈ Esi, it follows from straightforward norm arguments that
‖ζ‖E,si = ‖ζ‖E +
∥∥∥ ⟪ζ|ζ⟫2 2∥∥∥ 12
Leq(L2(G,A))
.
Proposition 7.
(
Esi, ‖·‖E,si
)
is a Banach space.
Proof. Let (ζn)n∈N be a Cauchy sequence in
(
Esi, ‖·‖E,si
)
, so that it is Cauchy in E and (|ζn⟫2)n∈N
is Cauchy in Leq
(
L2(G,A), E). Let ζ := lim
n→∞
ζn and T := lim
n→∞
|ζn⟫2. Then for every η ∈ E and
φ ∈ Cc(G,A), we have
〈
|ζ⟫(φ)∣∣∣η〉
E
= lim
n→∞
〈
|ζn⟫(φ)
∣∣∣η〉
E
(By Inequality 2 and the Cauchy-Schwarz Inequality.)
= lim
n→∞
〈
|ζn⟫2(q(φ))
∣∣∣η〉
E
= 〈T (q(φ))|η〉E , resulting in
|ζ⟫(φ) = T (q(φ)).
By Proposition 5, ζ ∈ Esi, which implies that T = |ζ⟫2 and limn→∞‖ζn − ζ‖E,si = 0. Therefore, (ζn)n∈N
has a limit in
(
Esi, ‖·‖E,si
)
, and we are done.
When the group G in (G,A,α, ω) is compact, every element of E is square-integrable and there
is really no topological difference between ‖·‖E and ‖·‖E,si.
Proposition 8. Suppose that the group G in (G,A,α, ω) is compact. Then Esi = E and
‖·‖E ≤ ‖·‖E,si ≤
[
1 +
√
µ(G)
]
‖·‖E .
In other words, ‖·‖E and ‖·‖E,si are equivalent norms on E.
Proof. Let ζ ∈ E . Pick an η ∈ E and a net (ϕi)i∈I in Cc(G, [0, 1]) that converges uniformly to 1 on
compact subsets of G. As G is compact, (ϕi)i∈I converges uniformly to the constant function 1.
Hence, as ⟪ζ|(η) is bounded, (ϕi⟪ζ|(η))i∈I converges uniformly to ⟪ζ|(η).
Observe that ⟪ζ|(η) ∈ Cc(G,A) and that (q(ϕi⟪ζ|(η)))i∈I converges in L2(G,A) to q(⟪ζ|(η)),
which makes it a Cauchy net in L2(G,A). The first assertion is clear. To prove the latter, let ǫ > 0.
For every i ∈ I,
|ϕi(x)− 1|2[⟪ζ|(η)](x)∗[⟪ζ|(η)](x) ≤A ‖ϕi − 1‖2∞[⟪ζ|(η)](x)∗[⟪ζ|(η)](x), whence
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∫
G
|ϕi(x)− 1|2[⟪ζ|(η)](x)∗[⟪ζ|(η)](x) dx ≤A ‖ϕi − 1‖2∞
∫
G
[⟪ζ|(η)](x)∗[⟪ζ|(η)](x) dx.
Pick an i0 ∈ I so that for every i ∈ I≥i0 ,
‖1− ϕi‖∞ ≤
ǫ
1 + ‖q(⟪ζ|(η))‖L2(G,A) , in which case
‖q(ϕi⟪ζ|(η))− q(⟪ζ|(η))‖L2(G,A) = ‖q((ϕi − 1)⟪ζ|(η))‖L2(G,A)
=






G → Ax 7→ [(ϕi − 1)⟪ζ|(η)](x)







=
∥∥∥∥∫
G
[(ϕi − 1)⟪ζ|(η)](x)∗[(ϕi − 1)⟪ζ|(η)](x) dx
∥∥∥∥ 12
A
=
∥∥∥∥∫
G
|ϕi(x)− 1|2[⟪ζ|(η)](x)∗[⟪ζ|(η)](x) dx
∥∥∥∥ 12
A
≤
∥∥∥∥‖ϕi − 1‖2∞ ∫
G
[⟪ζ|(η)](x)∗[⟪ζ|(η)](x) dx
∥∥∥∥ 12
A
= ‖ϕi − 1‖∞
∥∥∥∥∫
G
[⟪ζ|(η)](x)∗[⟪ζ|(η)](x) dx
∥∥∥∥ 12
A
= ‖ϕi − 1‖∞~⟪ζ|(η)~
= ‖ϕi − 1‖∞‖q(⟪ζ|(η))‖L2(G,A)
≤ ǫ
1 + ‖q(⟪ζ|(η))‖L2(G,A)‖q(⟪ζ|(η))‖L2(G,A)
< ǫ.
As ǫ is arbitrary, we get lim
i∈I
q(ϕi⟪ζ|(η)) = q(⟪ζ|(η)). Hence, ζ ∈ Esi, and as ζ is arbitrary, Esi = E .
By the definition of ‖·‖E,si, we have ‖·‖E ≤ ‖·‖E,si, so only the second half of the inequality is
non-trivial. Let ζ ∈ E as before and φ ∈ Cc(G,A). Then for every η ∈ E ,
∥∥∥〈|ζ⟫2(q(φ))∣∣∣η〉
E
∥∥∥
A
=
∥∥∥〈|ζ⟫(φ)∣∣∣η〉
E
∥∥∥
A
=
∥∥∥∥〈∫
G
γEx (ζ) • φ(x) dx
∣∣∣∣η〉
E
∥∥∥∥
A
=
∥∥∥∥∫
G
〈
γEx (ζ) • φ(x)
∣∣η〉
E
dx
∥∥∥∥
A
=
∥∥∥∥∫
G
φ(x)∗
〈
γEx (ζ)
∣∣η〉
E
dx
∥∥∥∥
A
45
=
∥∥∥〈q(φ)|q(⟪ζ|(η))〉L2(G,A)∥∥∥
A
(Note that ⟪ζ|(η) ∈ Cc(G,A).)
≤ ‖q(φ)‖L2(G,A)‖q(⟪ζ|(η))‖L2(G,A) (By the Cauchy-Schwarz Inequality.)
= ‖q(φ)‖L2(G,A)
∥∥∥∥∫
G
[⟪ζ|(η)](x)∗[⟪ζ|(η)](x) dx
∥∥∥∥ 12
A
≤ ‖q(φ)‖L2(G,A)
[∫
G
‖[⟪ζ|(η)](x)‖2A dx
]1
2
= ‖q(φ)‖L2(G,A)
[∫
G
∥∥〈γEx (ζ)∣∣η〉E∥∥2A dx
] 1
2
≤ ‖q(φ)‖L2(G,A)
[∫
G
∥∥γEx (ζ)∥∥2E‖η‖2E dx]
1
2
(By the Cauchy-Schwarz Inequality again.)
= ‖q(φ)‖L2(G,A)
[∫
G
‖ζ‖2E‖η‖2E dx
]1
2 (
As γEx ∈ Isom(E) for every x ∈ G.
)
= ‖q(φ)‖L2(G,A)
[
‖ζ‖2E‖η‖2Eµ(G)
] 1
2
= ‖q(φ)‖L2(G,A)‖ζ‖E‖η‖E
√
µ(G).
Letting η = |ζ⟫2(q(φ)) in the foregoing derivation gives us
∥∥∥|ζ⟫2(q(φ))∥∥∥2
E
=
∥∥∥〈|ζ⟫2(q(φ))∣∣∣|ζ⟫2(q(φ))〉
E
∥∥∥
A
≤ ‖q(φ)‖L2(G,A)‖ζ‖E
∥∥∥|ζ⟫2(q(φ))∥∥∥
E
√
µ(G).
Hence,
∥∥∥|ζ⟫2(q(φ))∥∥∥
E
≤ ‖q(φ)‖L2(G,A)‖ζ‖E
√
µ(G), and as φ is arbitrary, we obtain
∀Φ ∈ L2(G,A) :
∥∥∥|ζ⟫2(Φ)∥∥∥
E
≤ ‖Φ‖L2(G,A)‖ζ‖E
√
µ(G).
Therefore,
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
≤ ‖ζ‖E
√
µ(G), so
‖ζ‖E,si := ‖ζ‖E +
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
≤ ‖ζ‖E + ‖ζ‖E
√
µ(G) =
[
1 +
√
µ(G)
]
‖ζ‖E .
As ζ is arbitrary, we are finished.
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5 Reduced Twisted Crossed Products
Here, we present the reduced twisted crossed product for (G,A,α, ω) as a certain C∗-subalgebra of
Leq
(
L2(G,A)
)
. Some of the material has been sourced from the papers [2, 11].
In this section, E and F are Hilbert (G,A,α, ω)-modules.
5.1 Covariant Representations of a Twisted C∗-Dynamical System
Define operations ⋆ : Cc(G,A) × Cc(G,A)→ Cc(G,A) and ∗ : Cc(G,A)→ Cc(G,A) as follows:
∀f, g ∈ Cc(G,A) : f ⋆ g :=

G → A
x 7→
∫
G
f(y) αy
(
g
(
y−1x
))
ω
(
y, y−1x
)
dy
, (Convolution)
f∗ :=
G → Ax 7→ ∆(x)−1ω(x, x−1)∗αx(f(x−1))∗
. (Involution)
The quadruple (Cc(G,A), ⋆,
∗ , ‖·‖1) is then a normed ∗-algebra, with ∗ as an isometric involution.
Next, a covariant representation of (G,A,α, ω) is a triple (X, π, U), where:
• X is a Hilbert B-module for some C∗-algebra B.
• π is a ∗-representation of A on X.
• U is a strongly continuous map from G to U(L(X)).
• π(αr(a)) = U(r) ◦ π(a) ◦ U(r)∗ for every r, s ∈ G.
• U(r) ◦ U(s) = π(ω(r, s)) ◦ U(rs) for every r, s ∈ G.
For each covariant representation (X, π, U) of (G,A,α, ω), we can define a ∗-algebra homomorphism
ρX,π,U : (Cc(G,A), ⋆,
∗ )→ (L(X), ◦,∗ ) by
∀f ∈ Cc(G,A) : ρX,π,U(f) :=

X → X
x 7→
∫
G
[π(f(y)) ◦ U(y)](x) dy
,
and it is not hard to show that ‖ρX,π,U(f)‖L(X) ≤ ‖f‖1 for every f ∈ Cc(G,A).
If π : A→ Leq
(
L2(G,A)
)
and λ : G→ U(Leq(L2(G,A))) are the maps given in Example 12 and
Example 13 respectively, then
(
L2(G,A), π, λ
)
is clearly a covariant representation of (G,A,α, ω).
If ρ := ρL2(G,A),π,λ, then the following statements are true:
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• ρ(f) ∈ Leq
(
L2(G,A)
)
for every f ∈ Cc(G,A), as π(f(y)) ◦λ(y) ∈ Leq
(
L2(G,A)
)
for every y ∈ G.
• ‖ρ(f)‖Leq(L2(G,A)) ≤ ‖f‖1 for every f ∈ Cc(G,A).
• For every f ∈ Cc(G,A), we have
∀φ ∈ Cc(G,A) : [ρ(f)](q(φ)) = q


G → A
x 7→
∫
G
∆(y)
1
2αx(f(y)) ω(x, y) φ(xy) dy

, (5)
so q[Cc(G,A)] is invariant under ρ(f).
• The set Span({[ρ(f)](q(φ)) | f, φ ∈ Cc(G,A)}) is dense in L2(G,A), which makes ρ non-degenerate.
(See Proposition 2.23 of [19].)
• ρ is injective, as π is injective. (See Lemma 2.26 of [19].)
Definition 10. Define the reduced twisted crossed product for the twisted C∗-dynamical system
(G,A,α, ω) as the C∗-algebra Range(ρ)
Leq(L2(G,A))
, and denote it by C∗r (G,A,α, ω).
Remark 3. When ω is trivial, this agrees with the earlier definition of a reduced crossed product.
Although we will not work with it here, we can define the full twisted crossed product for (G,A,α, ω)
as the completion of (Cc(G,A), ⋆,
∗ ) with respect to the norm ‖·‖u defined by
∀f ∈ Cc(G,A) : ‖f‖u := sup
({
‖ρX,π,U(f)‖L(X)
∣∣∣ (X, π, U) is a covariant rep. of (G,A,α, ω)}).
That ‖·‖u is not merely a semi-norm is due to the injectivity of ρ.
Let us now insert a lemma that relates Meyer’s bra-ket operators to the maps π and λ.
Lemma 6. For every T ∈ Leq(E ,F), r ∈ G, a ∈ A and ζ ∈ Esi, the following ket identities hold:
|T (ζ)⟫ = T ◦ |ζ⟫ ◦ q. (6)
|ζ • a⟫ = |ζ⟫2 ◦ π(a) ◦ q. (7)∣∣γEr (ζ)⟫ = ∆(r)− 12 [|ζ⟫2 ◦ λ(r)∗ ◦ q]. (8)
Proof. For every T ∈ Leq(E ,F), ζ ∈ Esi and φ ∈ Cc(G,A), we have
|T (ζ)⟫(φ) =
∫
G
γFx (T (ζ)) • φ(x) dx
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=∫
G
T
(
γEx (ζ)
) • φ(x) dx (As T is twisted-equivariant.)
=
∫
G
T
(
γEx (ζ) • φ(x)
)
dx (As T is A-linear.)
= T
(∫
G
γEx (ζ) • φ(x) dx
)
(As T is continuous.)
= T (|ζ⟫(φ))
= T (|ζ⟫2(q(φ))), so
|T (ζ)⟫ = T ◦ |ζ⟫2 ◦ q.
For every a ∈ A, ζ ∈ Esi and φ ∈ Cc(G,A), we have
|ζ • a⟫(φ) =
∫
G
γEx (ζ • a) • φ(x) dx
=
∫
G
[
γEx (ζ) • αx(a)
] • φ(x) dx
=
∫
G
γEx (ζ) • αx(a) φ(x) dx
= |ζ⟫
G → Ax 7→ αx(a) φ(x)


= |ζ⟫2
q
G → Ax 7→ αx(a) φ(x)


= |ζ⟫2([π(a)](q(φ))), so
|ζ • a⟫ = |ζ⟫2 ◦ π(a) ◦ q.
For every r ∈ G, ζ ∈ Esi and φ ∈ Cc(G,A), we have
∣∣γEr (ζ)⟫(φ) = ∫
G
γEx
(
γEr (ζ)
) • φ(x) dx
=
∫
G
[
γExr(ζ) • ω(x, r)∗
] • φ(x) dx
=
∫
G
γExr(ζ) • ω(x, r)∗φ(x) dx
= ∆
(
r−1
) ∫
G
γEx (ζ) • ω
(
xr−1, r
)∗
φ
(
xr−1
)
dx
(
By the change of variables x 7→ xr−1.)
= ∆(r)−1
∫
G
γEx (ζ) • ω
(
xr−1, r
)∗
φ
(
xr−1
)
dx
= ∆(r)−
1
2
∫
G
γEx (ζ) •
[
∆(r)−
1
2ω
(
xr−1, r
)∗
φ
(
xr−1
)]
dx
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= ∆(r)−
1
2 |ζ⟫
G → Ax 7→ ∆(r)− 12ω(xr−1, r)∗φ(xr−1)


= ∆(r)−
1
2 |ζ⟫2
q
G → Ax 7→ ∆(r)− 12ω(xr−1, r)∗φ(xr−1)


= ∆(r)−
1
2 |ζ⟫2([λ(r)∗](q(φ))), so∣∣γEr (ζ)⟫ = ∆(r)− 12 [|ζ⟫2 ◦ λ(r)∗ ◦ q].
This concludes the proof.
Identity 6 implies that T [Esi] ⊆ Fsi for any T ∈ Leq(E ,F). Indeed, if ζ ∈ Esi, then
∀φ ∈ Cc(G,A) : |T (ζ)⟫(φ) = (T ◦ |ζ⟫2)(q(φ)).
As T ◦ |ζ⟫2 ∈ L(L2(G,A), E), Proposition 5 implies that T (ζ) ∈ Fsi.
Identity 7 implies that Esi •A ⊆ Esi. Indeed, if a ∈ A and ζ ∈ Esi, then
∀φ ∈ Cc(G,A) : |ζ • a⟫(φ) = [|ζ⟫2 ◦ π(a)](q(φ)).
As |ζ⟫2 ◦ π(a) ∈ L(L2(G,A), E), Proposition 5 implies that ζ • a ∈ Esi.
Via the same logic, Identity 8 implies that Esi is invariant under the twisted G-action on E .
Lemma 7. For every T ∈ Leq(E ,F), r ∈ G, a ∈ A and ζ ∈ Esi, the following inequalities hold:
‖T (ζ)‖F ,si ≤ ‖ζ‖E,si‖T‖Leq(E,F). (9)
‖ζ • a‖E,si ≤ ‖ζ‖E,si‖a‖A. (10)∥∥γEr (ζ)∥∥E,si ≤ ‖ζ‖E,si ·max(1,∆(r)− 12). (11)
Proof. For every T ∈ Leq(E ,F) and ζ ∈ Esi, we have T (ζ) ∈ Fsi, so
‖T (ζ)‖F ,si = ‖T (ζ)‖F +
∥∥∥|T (ζ)⟫2∥∥∥
Leq(L2(G,A),F)
= ‖T (ζ)‖F +
∥∥∥T ◦ |ζ⟫2∥∥∥
Leq(L2(G,A),F)
(By Identity 6.)
≤ ‖T‖Leq(E,F)‖ζ‖E + ‖T‖Leq(E,F)
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),F)
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=(
‖ζ‖E +
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
)
‖T‖Leq(E,F)
= ‖ζ‖E,si‖T‖Leq(E,F).
For every a ∈ A and ζ ∈ Esi, we have ζ • a ∈ Esi, so
‖ζ • a‖E,si = ‖ζ • a‖E +
∥∥∥|ζ • a⟫2∥∥∥
Leq(L2(G,A),E)
= ‖ζ • a‖E +
∥∥∥π(a) ◦ |ζ⟫2∥∥∥
Leq(L2(G,A),E)
(By Identity 7.)
≤ ‖ζ‖E‖a‖A + ‖π(a)‖Leq(L2(G,A))
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
≤ ‖ζ‖E‖a‖A + ‖a‖A
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
=
(
‖ζ‖E +
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
)
‖a‖A
= ‖ζ‖E,si‖a‖A.
For every r ∈ G and ζ ∈ Esi, we have γEr (ζ) ∈ Esi, so
∥∥γEr (ζ)∥∥E,si = ∥∥γEr (ζ)∥∥E + ∥∥∥∣∣γEr (ζ)⟫2∥∥∥Leq(L2(G,A),E)
=
∥∥γEr (ζ)∥∥E + ∥∥∥∆(r)− 12 [|ζ⟫2 ◦ λ(r)∗]∥∥∥Leq(L2(G,A),E) (By Identity 8.)
=
∥∥γEr (ζ)∥∥E +∆(r)− 12∥∥∥|ζ⟫2 ◦ λ(r)∗∥∥∥Leq(L2(G,A),E)
≤ ∥∥γEr (ζ)∥∥E +∆(r)− 12∥∥∥|ζ⟫2∥∥∥Leq(L2(G,A),E)‖λ(r)∗‖Leq(L2(G,A))
= ‖ζ‖E +∆(r)−
1
2
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A))
(As λ(r) is unitary.)
≤ max
(
1,∆(r)−
1
2
)
‖ζ‖E +max
(
1,∆(r)−
1
2
)∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A))
=
(
‖ζ‖E +
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A))
)
·max
(
1,∆(r)−
1
2
)
= ‖ζ‖E,si ·max
(
1,∆(r)−
1
2
)
.
This concludes the proof.
Esi can be given the structure of a right (Cc(G,A), ⋆)-module. In order to accomplish this, we
enlist the aid of two special operators on Cc(G,A).
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Definition 11. Define operators ♯, ♭ : Cc(G,A)→ Cc(G,A) by
∀f ∈ Cc(G,A) : f ♯ :=
G → Ax 7→ ∆(x)− 12ω(x, x−1)∗αx(f(x−1))
,
f ♭ :=
G → Ax 7→ ∆(x)− 12αx(f(x−1)) ω(x, x−1)
.
Lemma 8. The operators ♯ and ♭ are inverses of each other.
Proof. For every f ∈ Cc(G,A) and x ∈ G, we have
f ♯♭(x) = ∆(x)−
1
2αx
(
f ♯
(
x−1
))
ω
(
x, x−1
)
= ∆(x)−
1
2αx
(
∆(x)
1
2ω
(
x−1, x
)∗
αx−1(f(x))
)
ω
(
x, x−1
)
= αx
(
ω
(
x−1, x
)∗
αx−1(f(x))
)
ω
(
x, x−1
)
= αx
(
ω
(
x−1, x
)∗)
αx(αx−1(f(x))) ω
(
x, x−1
)
= αx
(
ω
(
x−1, x
))∗
αx(αx−1(f(x))) ω
(
x, x−1
)
= αx
(
ω
(
x−1, x
))∗
ω
(
x, x−1
)
f(x) ω
(
x, x−1
)∗
ω
(
x, x−1
)
= αx
(
ω
(
x−1, x
))∗
ω
(
x, x−1
)
f(x)
= ω(x, e) ω(e, x)∗f(x)
= f(x) and
f ♭♯(x) = ∆(x)−
1
2ω
(
x, x−1
)∗
αx
(
f ♭
(
x−1
))
= ∆(x)−
1
2ω
(
x, x−1
)∗
αx
(
∆(x)
1
2αx−1(f(x)) ω
(
x−1, x
))
= ω
(
x, x−1
)∗
αx
(
αx−1(f(x)) ω
(
x−1, x
))
= ω
(
x, x−1
)∗
αx(αx−1(f(x))) αx
(
ω
(
x−1, x
))
= ω
(
x, x−1
)∗
ω
(
x, x−1
)
f(x) ω
(
x, x−1
)∗
αx
(
ω
(
x−1, x
))
= f(x) ω
(
x, x−1
)∗
αx
(
ω
(
x−1, x
))
= f(x) ω(e, x) ω(x, e)∗
= f(x).
The proof is now complete.
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Remark 4. When ω is trivial, ♯ and ♭ are the same operator, which Meyer denotes by ˇ in [9].
Lemma 9. We have
∥∥f ♯∥∥
2
=
∥∥f ♭∥∥
2
= ‖f‖2 for every f ∈ Cc(G,A).
Proof. Let f ∈ Cc(G,A). Then
∀x ∈ G :
∥∥∥f ♯(x)∥∥∥
A
=
∥∥∥∆(x)− 12ω(x, x−1)∗αx(f(x−1))∥∥∥
A
= ∆(x)−
1
2
∥∥∥ω(x, x−1)∗αx(f(x−1))∥∥∥
A
= ∆(x)−
1
2
∥∥αx(f(x−1))∥∥A (As ω(x, x−1) ∈ U(M(A)).)
= ∆(x)−
1
2
∥∥f(x−1)∥∥
A
.
Similarly,
∥∥f ♭(x)∥∥
A
= ∆(x)−
1
2
∥∥f(x−1)∥∥
A
for every x ∈ G. Hence,
∥∥∥f ♯∥∥∥
2
=
∥∥∥f ♭∥∥∥
2
=
[∫
G
∆
(
x−1
)∥∥f(x−1)∥∥2
A
dx
] 1
2
=
[∫
G
‖f(x)‖2A dx
] 1
2
= ‖f‖2,
and as f is arbitrary, we are done.
Lemma 10. Let f, φ ∈ Cc(G,A). Then the integral
∫
G
Γx
(
q
(
f ♭
))
φ(x) dx converges in L2(G,A)
and is equal to [ρ(f)](q(φ)).
Proof. The integral converges because
G → L
2(G,A)
x 7→ Γx
(
q
(
f ♭
))
 φ(x)
 is continuous and compactly
supported. Knowing that it is well-defined, we have for every ψ ∈ Cc(G,A) that〈
q(ψ)
∣∣∣∣∫
G
Γx
(
q
(
f ♭
))
 φ(x) dx
〉
L2(G,A)
=
∫
G
〈
q(ψ)
∣∣∣Γx(q(f ♭))  φ(x)〉
L2(G,A)
dx
(
As 〈·|·〉L2(G,A) is continuous.
)
=
∫
G
[∫
G
ψ(y)∗ω
(
x, x−1y
)∗
αx
(
f ♭
(
x−1y
))
φ(x) dy
]
dx
=
∫
G
[∫
G
ψ(y)∗ω
(
x, x−1y
)∗
αx
(
∆
(
x−1y
)− 1
2αx−1y
(
f
((
x−1y
)−1))
ω
(
x−1y,
(
x−1y
)−1))
φ(x) dy
]
dx
=
∫
G
[∫
G
ψ(y)∗ω
(
x, x−1y
)∗
αx
(
∆
(
y−1x
) 1
2αx−1y
(
f
(
y−1x
))
ω
(
x−1y, y−1x
))
φ(x) dy
]
dx
=
∫
G
[∫
G
∆
(
y−1x
) 1
2ψ(y)∗ω
(
x, x−1y
)∗
αx
(
αx−1y
(
f
(
y−1x
))
ω
(
x−1y, y−1x
))
φ(x) dy
]
dx
=
∫
G
[∫
G
∆
(
y−1x
) 1
2ψ(y)∗ω
(
x, x−1y
)∗
αx
(
αx−1y
(
f
(
y−1x
)))
αx
(
ω
(
x−1y, y−1x
))
φ(x) dy
]
dx
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=∫
G
[∫
G
∆
(
y−1x
) 1
2ψ(y)∗ω
(
x, x−1y
)∗
αx
(
αx−1y
(
f
(
y−1x
)))
αx
(
ω
(
x−1y, y−1x
))
φ(x) dx
]
dy
(By Fubini’s Theorem.)
=
∫
G
[∫
G
∆(x)
1
2ψ(y)∗ω
(
yx, x−1
)∗
αyx(αx−1(f(x))) αyx
(
ω
(
x−1, x
))
φ(yx) dx
]
dy
(By the change of variables x 7→ yx.)
=
∫
G
[∫
G
∆(x)
1
2ψ(y)∗ω
(
yx, x−1
)∗
ω
(
yx, x−1
)
αy(f(x)) ω
(
yx, x−1
)∗
αyx
(
ω
(
x−1, x
))
φ(yx) dx
]
dy
=
∫
G
[∫
G
∆(x)
1
2ψ(y)∗αy(f(x)) ω
(
yx, x−1
)∗
αyx
(
ω
(
x−1, x
))
φ(yx) dx
]
dy
=
∫
G
[∫
G
∆(x)
1
2ψ(y)∗αy(f(x)) ω(y, x) ω(yx, e)
∗φ(yx) dx
]
dy
=
∫
G
[∫
G
∆(x)
1
2ψ(y)∗αy(f(x)) ω(y, x) φ(yx) dx
]
dy
=
∫
G
[
ψ(y)∗
∫
G
∆(x)
1
2αy(f(x)) ω(y, x) φ(yx) dx
]
dy
= 〈q(ψ)|[ρ(f)](q(φ))〉L2(G,A),
where the last line follows from Identity 5. As q[Cc(G,A)] is dense in L
2(G,A), we conclude that
∫
G
Γx
(
q
(
f ♭
))
 φ(x) dx = [ρ(f)](q(φ)).
This completes the proof.
Corollary 1. The following statements are true:
(i) |q(f)⟫ = ρ(f ♯) ◦ q and ∣∣q(f ♭)⟫
2
= ρ(f) ◦ q for every f ∈ Cc(G,A).
(ii) q[Cc(G,A)] ⊆ L2(G,A)si, and |ζ⟫[Cc(G,A)] ⊆ Esi for every ζ ∈ Esi.
(iii) L2(G,A) is a square-integrable representation of (G,A,α, ω).
Proof. By Lemma 10, we have for every f ∈ Cc(G,A) that
∀φ ∈ Cc(G,A) : |q(f)⟫(φ) =
∫
G
Γx(q(f))  φ(x) dx =
∫
G
Γx
(
q
(
f ♯♭
))
 φ(x) dx =
[
ρ
(
f ♯
)]
(q(φ)),
so |q(f)⟫ = ρ(f ♯) ◦ q and consequently ∣∣q(f ♭)⟫ = ρ(f ♭♯) ◦ q = ρ(f) ◦ q.
As ρ
(
f ♯
) ∈ Leq(L2(G,A)) for every f ∈ Cc(G,A), we have q[Cc(G,A)] ⊆ L2(G,A)si by (i) and
Proposition 5. Then by Identity 6, |ζ⟫[Cc(G,A)] = |ζ⟫2[q[Cc(G,A)]] ⊆ Esi for every ζ ∈ Esi.
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Finally, as q[Cc(G,A)] is dense in L
2(G,A), we find that L2(G,A)si is dense in L
2(G,A), which
makes L2(G,A) a square-integrable representation of (G,A,α, ω).
5.2 A (Cc(G,A), ⋆)-Module Structure for Esi
Theorem-Definition 1. Define a bilinear map ∗E : Esi × Cc(G,A)→ Esi by
∀ζ ∈ Esi, ∀f ∈ Cc(G,A) : ζ ∗E f := |ζ⟫(f ♭).
Then ∗E is a right (Cc(G,A), ⋆)-action on Esi.
Proof. For every ζ ∈ Esi and f, g ∈ Cc(G,A), we have
|ζ ∗E f⟫2 =
∣∣∣|ζ⟫(f ♭)⟫
2
=
∣∣∣|ζ⟫2(q(f ♭))⟫
2
= |ζ⟫2 ◦
∣∣∣q(f ♭)⟫
2
(By Identity 6.)
= |ζ⟫2 ◦ ρ(f), so
|(ζ ∗E f) ∗E g⟫2 = |ζ ∗E f⟫2 ◦ ρ(g)
= |ζ⟫2 ◦ ρ(f) ◦ ρ(g)
= |ζ⟫2 ◦ ρ(f ⋆ g)
= |ζ ∗E (f ⋆ g)⟫2, which by Proposition 1 yields
(ζ ∗E f) ∗E g = ζ ∗E (f ⋆ g).
Therefore, ∗E is indeed a right (Cc(G,A), ⋆)-action on Esi.
The remaining results in this section are mostly concerned with properties of ∗E .
Lemma 11. Esi ∗E Cc(G,A) is ‖·‖E -dense in Esi.
Proof. Recall the net (fN)N∈N in the proof of Proposition 1. Let (ei)i∈I be an approximate identity
for A. Picking ζ ∈ Esi and ǫ > 0, we claim that
∥∥∥ζ − |ζ⟫(fNei)∥∥∥
E
< ǫ for some pair (N, i) ∈ N × I.
Before proving this, first note the following assertions:
• By the strong continuity of γE , there is an N ∈ N such that ∥∥ζ − γEx (ζ)∥∥E < ǫ2 for every x ∈ N .
• There is an i ∈ I such that ‖ζ − ζ • ei‖E <
ǫ
2
.
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It follows from these that
∥∥∥ζ − |ζ⟫(fNei)∥∥∥
E
=
∥∥∥∥ζ − ∫
G
γEx (ζ) • [fN (x) ei] dx
∥∥∥∥
E
≤ ‖ζ − ζ • ei‖E +
∥∥∥∥ζ • ei − ∫
G
γEx (ζ) • [fN (x) ei] dx
∥∥∥∥
E
= ‖ζ − ζ • ei‖E +
∥∥∥∥∥∥∥∥∥
∫
G
ζ • [fN (x) ei] dx︸ ︷︷ ︸
ζ•ei
−
∫
G
γEx (ζ) • [fN (x) ei] dx
∥∥∥∥∥∥∥∥∥
E
= ‖ζ − ζ • ei‖E +
∥∥∥∥∫
G
[
ζ − γEx (ζ)
] • [fN(x) ei] dx∥∥∥∥
E
≤ ‖ζ − ζ • ei‖E +
∫
G
∥∥[ζ − γEx (ζ)] • [fN(x) ei]∥∥E dx
≤ ‖ζ − ζ • ei‖E +
∫
G
∥∥ζ − γEx (ζ)∥∥E‖fN (x) ei‖A dx
≤ ‖ζ − ζ • ei‖E +
∫
G
∥∥ζ − γEx (ζ)∥∥EfN (x) dx
= ‖ζ − ζ • ei‖E +
∫
N
∥∥ζ − γEx (ζ)∥∥EfN(x) dx (As Supp(fN) ⊆ N .)
<
ǫ
2
+
∫
N
( ǫ
2
)
fN (x) dx
=
ǫ
2
+
ǫ
2
∫
N
fN (x) dx
= ǫ,
(
As
∫
N
fN (x) dx = 1.
)
and the claim follows.
As ǫ is arbitrary, we get ζ ∈ |ζ⟫[Cc(G,A)]E , and as ζ is arbitrary, Esi ⊆ |Esi⟫[Cc(G,A)]E . Finally,
Esi ⊇ Esi ∗E Cc(G,A) = |Esi⟫[Cc(G,A)♭] = |Esi⟫[Cc(G,A)],
thereby concluding the proof.
Lemma 12. For every ζ ∈ Esi and f ∈ Cc(G,A), the following norm inequalities hold:
‖ζ ∗E f‖E ≤ ‖ζ‖E
∥∥∥f ♭∥∥∥
1
, (12)
‖ζ ∗E f‖E,si ≤
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
· 2max(‖f‖1, ‖f‖2). (13)
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Proof. For every ζ ∈ Esi and f ∈ Cc(G,A), we have
‖ζ ∗E f‖E =
∥∥∥|ζ⟫(f ♭)∥∥∥
E
≤ ‖ζ‖E
∥∥∥f ♭∥∥∥
1
, (By Inequality 1.)
‖ζ ∗E f‖E,si = ‖ζ ∗E f‖E +
∥∥∥|ζ ∗E f⟫2∥∥∥
Leq(L2(G,A),E)
=
∥∥∥|ζ⟫2(q(f ♭))∥∥∥
E
+
∥∥∥|ζ⟫2 ◦ ρ(f)∥∥∥
Leq(L2(G,A),E)
≤
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
∥∥∥q(f ♭)∥∥∥
L2(G,A)
+
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
‖ρ(f)‖Leq(L2(G,A))
=
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
(∥∥∥q(f ♭)∥∥∥
L2(G,A)
+ ‖ρ(f)‖Leq(L2(G,A))
)
=
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
(

f ♭


 + ‖ρ(f)‖Leq(L2(G,A))
)
≤
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
(∥∥∥f ♭∥∥∥
2
+ ‖f‖1
)
=
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
(‖f‖2 + ‖f‖1) (By Lemma 9.)
≤
∥∥∥|ζ⟫2∥∥∥
Leq(L2(G,A),E)
· 2max(‖f‖1, ‖f‖2).
This finishes the proof.
5.3 A Twisted-Equivariant Version of Kasparov’s Stabilization Theorem
The tools developed earlier in this section now allow us to state and prove a twisted-equivariant
version of Kasparov’s Stabilization Theorem.
Proposition 9. Let E be a countably generated Hilbert (G,A,α, ω)-module. Then the following
statements are equivalent:
(a) E is a square-integrable representation of (G,A,α, ω).
(b) There is a Hilb(G,A,α, ω)-isomorphism E ⊕ L2(G,A)∞ ∼= L2(G,A)∞.
(c) There is a Hilb(G,A,α, ω)-isomorphism from E to a Γ∞-invariant orthogonal summand of
L2(G,A)∞.
Proof. We will follow the structure of the argument in [8], which is a variant of that given in [10].
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(a) implies (b)
Suppose that E is a square-integrable representation of (G,A,α, ω). There is a sequence (ζn)n∈N
in Esi such that Span
({ζn}n∈N)E = E . Re-scaling, we may assume that ‖ ⟪ζn|2 ‖Leq(E,L2(G,A)) ≤ 1 for
every n ∈ N, and we may arrange for each member of the sequence to be repeated infinitely often.
Define an operator T : L2(G,A)∞ → E ⊕ L2(G,A)∞ by
∀Φ ∈ L2(G,A)∞ : T
(
∞∑
n=1
Φn · en
)
:=
[
∞∑
n=1
1
2n
|ζn⟫2(Φn)
]
⊕
[
∞∑
n=1
1
4n
Φn · en
]
.
This is an adjointable operator, whose adjoint T ∗ : E ⊕ L2(G,A)∞ → L2(G,A)∞ is given by
∀η ∈ E , ∀Φ ∈ L2(G,A)∞ : T ∗
(
η ⊕
∞∑
n=1
Φn · en
)
:=
∞∑
n=1
[
1
2n
⟪ζn|2 (η) + 14nΦn
]
· en.
By Proposition 6, T and T ∗ are twisted-equivariant. Also, T ∗ has dense range as the set of elements
of L2(G,A)∞ with finitely many non-zero components is dense in L2(G,A)∞ and any such element
is equal to T ∗(0E ⊕Φ) for some Φ ∈ L2(G,A)∞ with finitely many non-zero components too.
We claim that T has dense range as well. Let R := Range(T )
E⊕L2(G,A)∞
. Pick any ζ ∈ {ζn}n∈N ,
and let N := {n ∈ N | ζn = ζ}, which is an infinite set. Then
∀φ ∈ Cc(G,A), ∀n ∈ N : T (2nφ · en) = |ζ⟫2(φ)⊕ 12nφ · en, whence |ζ⟫2(φ)⊕ 0∞ ∈ R.
The proof of Lemma 11 says that ζ ∈ |ζ⟫2[Cc(G,A)]E , so ζ ⊕ 0∞ ∈ R. Then as ζ is arbitrary,
ζn ⊕ 0∞ ∈ R for every n ∈ N, giving E ⊕ 0∞ ⊆ R. Hence, 0E ⊕ Φ · en ∈ R for every Φ ∈ L2(G,A)
and n ∈ N because
T (4nΦ · en) = 2n|ζn⟫2(Φ)⊕ Φ · en ∈ R and 2n|ζn⟫2(Φ)⊕ 0∞ ∈ R.
Therefore, 0E ⊕ L2(G,A)∞ ⊆ R, which leads to R = E ⊕ L2(G,A)∞.
As T and T ∗ have dense range, so does T ∗ ◦ T . The same then goes for |T | := (T ∗T ) 12 as
|T |[L2(G,A)∞] ⊇ |T |[|T |[L2(G,A)∞]] = (T ∗ ◦ T )[L2(G,A)∞].
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Observe that
∀Φ ∈ L2(G,A)∞ : 〈|T |(Φ)||T |(Φ)〉L2(G,A)∞ = 〈(T ∗ ◦ T )(Φ)|Φ〉L2(G,A)∞
= 〈T (Φ)|T (Φ)〉E⊕L2(G,A)∞ ,
so there is an A-linear isometry U : Range(|T |)→ Range(T ) defined by
∀Φ ∈ L2(G,A)∞ : U(|T |(Φ)) := T (Φ).
As polynomials in T ∗ ◦ T belong to Leq
(
L2(G,A)∞
)
, we obtain |T | ∈ Leq
(
L2(G,A)∞
)
. Hence,
Range(|T |) is Γ∞-invariant and U ◦ (Γ∞)r =
(
γE ⊕ Γ∞)
r
◦ U for every r ∈ G. Now, extend U to
a surjective A-linear isometry V : L2(G,A)∞ → E ⊕ L2(G,A)∞. Then V is unitary, and as it is
twisted-equivariant, we are done.
(b) implies (c)
This is tautological.
(c) implies (a)
By Corollary 1, L2(G,A) is a square-integrable representation of (G,A,α, ω). By Proposition 2,
L2(G,A)∞ is then one as well. By abuse of notation, suppose that E itself is an orthogonal summand
of L2(G,A)∞, and let P ∈ Leq
(
L2(G,A)∞, E) denote the associated projection map. By Identity 6,
P
[[
L2(G,A)∞
]
si
] ⊆ Esi. As P is surjective and [L2(G,A)∞]si is dense in L2(G,A)∞, we see that
Esi is dense in E . Therefore, E is a square-integrable representation of (G,A,α, ω).
Remark 5. We have not mentioned integrable group actions above, which appear in the statement
of the equivariant version of Kasparov’s Stabilization Theorem in [8]. It is not known to us how the
content of Rieffel’s paper [16] may be adapted to the twisted case, so we will not pursue this here.
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6 Approximate Identities
This section contains technical results about approximate identities.
Recall the net (fN )N∈N in the proof of Proposition 1, and let (ei)i∈I be an approximate identity
for A. Then (fNei)(N,i)∈N×I is a left approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖1) norm-bounded
by 1. As ∗ is isometric for ‖·‖1, we can use a well-known algebraic trick (see Theorem 3 below) for
converting this into a bounded self-adjoint (with respect to ∗) two-sided approximate identity.
However, this is not sufficient, for reasons to be explained in the proof of Proposition 12. If
‖·‖♭ :=
Cc(G,A) → R≥0f 7→ ∥∥∥f ♭∥∥∥
1
,
then, as will be shown, ‖·‖♭ is an algebra norm (i.e., sub-multiplicativity holds) on (Cc(G,A), ⋆,∗ )
for which ∗ is not necessarily isometric. Our goal is to have a single bounded self-adjoint two-sided
approximate identity for both (Cc(G,A), ⋆,
∗ , ‖·‖1) and (Cc(G,A), ⋆,∗ , ‖·‖♭).
We will construct the desired approximate identity from scratch, but first, let us prove that ‖·‖♭
is an algebra norm.
Lemma 13. For every f, g ∈ Cc(G,A), the following hold:
‖f‖♭ =
∥∥∥∆− 12 f∥∥∥
1
, (14)(
∆−
1
2 f
)∗
= ∆
1
2 f∗, (15)(
∆
1
2 f
)∗
= ∆−
1
2 f∗, (16)
∆−
1
2 (f ⋆ g) =
(
∆−
1
2 f
)
⋆
(
∆−
1
2 g
)
. (17)
Therefore, ‖·‖♭ is an algebra norm on (Cc(G,A), ⋆,∗ ).
Proof. Let f ∈ Cc(G,A). We have seen in the proof of Lemma 9 that
∥∥f ♭(x)∥∥
A
= ∆(x)−
1
2
∥∥f(x−1)∥∥
A
for every x ∈ G, so
‖f‖♭ =
∥∥∥f ♭∥∥∥
1
=
∫
G
∆(x)−
1
2
∥∥f(x−1)∥∥
A
dx
=
∫
G
∆
(
x−1
)
∆(x)
1
2 ‖f(x)‖A dx
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=∫
G
∆(x)−1∆(x)
1
2 ‖f(x)‖A dx
=
∫
G
∆(x)−
1
2‖f(x)‖A dx
=
∫
G
∥∥∥∆(x)− 12 f(x)∥∥∥
A
dx
=
∥∥∥∆− 12 f∥∥∥
1
.
This establishes Identity 14.
Next, for every x ∈ G, we have
(
∆−
1
2 f
)∗
=
G → Ax 7→ ∆(x)−1ω(x, x−1)∗αx(∆(x) 12 f(x−1))∗

=
G → Ax 7→ ∆(x) 12 [∆(x)−1ω(x, x−1)∗αx(f(x−1))∗]

= ∆
1
2 f∗,
(
∆
1
2 f
)∗
=
G → Ax 7→ ∆(x)−1ω(x, x−1)∗αx(∆(x)− 12 f(x−1))∗

=
G → Ax 7→ ∆(x)− 12 [∆(x)−1ω(x, x−1)∗αx(f(x−1))∗]

= ∆−
1
2 f∗.
This yields Identity 15 and Identity 16.
Let g ∈ Cc(G,A) also. Then for every x ∈ G, we have
∆−
1
2 (f ⋆ g) =

G → A
x 7→ ∆(x)− 12
∫
G
f(y) αy
(
g
(
y−1x
))
ω
(
y, y−1x
)
dy

=

G → A
x 7→
∫
G
[
∆(y)−
1
2 f(y)
]
αy
(
∆
(
y−1x
)− 1
2 g
(
y−1x
))
ω
(
y, y−1x
)
dy

=
(
∆−
1
2 f
)
⋆
(
∆−
1
2 g
)
.
This proves Identity 17.
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Finally, observe that
‖f ⋆ g‖♭ =
∥∥∥∆− 12 (f ⋆ g)∥∥∥
1
(By Identity 14.)
=
∥∥∥(∆− 12 f) ⋆ (∆− 12 g)∥∥∥
1
(By Identity 17.)
≤
∥∥∥∆− 12 f∥∥∥
1
∥∥∥∆− 12 g∥∥∥
1
(As ‖·‖1 is sub-multiplicative.)
= ‖f‖♭‖g‖♭, (By Identity 14 again.)
so ‖·‖♭ is sub-multiplicative and thus an algebra norm on (Cc(G,A), ⋆,∗ ).
Let (gN )N∈N :=
(
fN ·min
(
∆
1
2 ,∆−
1
2
))
N∈N
. Then for every N ∈ N , the following hold:
0 ≤ gN ≤ fN · 1 = fN , 0 ≤ gN∆ 12 ≤
(
fN∆
− 1
2
)
∆
1
2 = fN , 0 ≤ gN∆− 12 ≤
(
fN∆
1
2
)
∆−
1
2 = fN .
Furthermore, for every f ∈ C(G,A),
lim
N∈N
∫
G
gN (x) f(x) dx = lim
N∈N
∫
G
fN (x) ·min
(
∆(x)
1
2 ,∆(x)−
1
2
)
f(x) dx = f(e),
lim
N∈N
∫
G
gN (x) ∆(x)
1
2 f(x) dx = lim
N∈N
∫
G
fN (x) ·min
(
∆(x)
1
2 ,∆(x)−
1
2
)
∆(x)
1
2 f(x) dx = f(e),
lim
N∈N
∫
G
gN (x) ∆(x)
− 1
2 f(x) dx = lim
N∈N
∫
G
fN (x) ·min
(
∆(x)
1
2 ,∆(x)−
1
2
)
∆(x)−
1
2 f(x) dx = f(e).
We have implicitly used the facts that (fN )N∈N is an approximating delta at e and that ∆(e) = 1.
Hence, the nets (gN )N∈N ,
(
gN∆
1
2
)
N∈N
and
(
gN∆
− 1
2
)
N∈N
are approximating deltas at e that are
‖·‖1-bounded by 1.
Theorem 2. Let (ei)i∈I be an approximate identity in A. Then the nets
(gNei)(N,i)∈N×I ,
(
gN∆
1
2 ei
)
(N,i)∈N×I
,
(
gN∆
− 1
2 ei
)
(N,i)∈N×I
in Cc(G,A) are left approximate identities for (Cc(G,A), ⋆,
∗ , ‖·‖1) that are norm-bounded by 1.
Proof. Let (hN,i)(N,i)∈N×I denote any of these nets. Then ‖hN,i‖1 ≤ 1 for every (N, i) ∈ N × I and
∀a ∈ A : lim
(N,i)∈N×I
∫
G
hN,i(x) a dx = a.
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Letting f ∈ Cc(G) \ {0} and a ∈ A, we first prove that
lim
(N,i)∈N×I
‖hN,i ⋆ fa− fa‖1 = 0.
To begin, observe for every (N, i) ∈ N × I that
‖hN,i ⋆ fa− fa‖1
=
∫
G
‖(hN,i ⋆ fa)(x)− (fa)(x)‖A dx
=
∫
G
∥∥∥∥∫
G
hN,i(y) αy
(
f
(
y−1x
)
a
)
ω
(
y, y−1x
)
dy − f(x) a
∥∥∥∥
A
dx
≤
∫
G
∥∥∥∥∫
G
hN,i(y) αy
(
f
(
y−1x
)
a
)
ω
(
y, y−1x
)
dy −
∫
G
hN,i(y) f(x) a dy
∥∥∥∥
A
dx +∫
G
∥∥∥∥∫
G
hN,i(y) f(x) a dy − f(x) a
∥∥∥∥
A
dx
=
∫
G
∥∥∥∥∫
G
hN,i(y)
[
αy
(
f
(
y−1x
)
a
)
ω
(
y, y−1x
)− f(x) a] dy∥∥∥∥
A
dx +∫
G
∥∥∥∥f(x)[∫
G
hN,i(y) a dy − a
]∥∥∥∥
A
dx
≤
∫
G
[∫
G
‖hN,i(y)‖A
∥∥αy(f(y−1x) a) ω(y, y−1x)− f(x) a∥∥A dy] dx +∫
G
|f(x)|
∥∥∥∥∫
G
hN,i(y) a dy − a
∥∥∥∥
A
dx
=
∫
G
[∫
G
‖hN,i(y)‖A
∥∥αy(f(y−1x) a) ω(y, y−1x)− f(x) a∥∥A dx] dy +∫
G
|f(x)|
∥∥∥∥∫
G
hN,i(y) a dy − a
∥∥∥∥
A
dx
(By Fubini’s Theorem.)
=
∫
G
[∫
G
‖hN,i(y)‖A
∥∥αy(f(y−1x) a) ω(y, y−1x)− f(x) a∥∥A dx] dy +
‖f‖1
∥∥∥∥∫
G
hN,i(y) a dy − a
∥∥∥∥
A
.
Let ǫ > 0 and S := Supp(f). Fix a compact subset K of G with e in its interior. By continuity,
find KS-indexed sequences (Vx)x∈KS and (Wx)x∈KS of subsets of G so that for every x ∈ KS:
• Vx is the intersection of KS with an open neighborhood of x.
• Wx is the intersection of K◦ with an open neighborhood of e.
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• ∥∥αy(f(y−1z) a) ω(y, y−1z)− f(x) a∥∥A < ǫ4µ(KS) for every (z, y) ∈ Vx ×Wx, whence
∀(z, y) ∈ Vx ×Wx :
∥∥αy(f(y−1z) a) ω(y, y−1z)− f(z) a∥∥A < ǫ2µ(KS) . (18)
By the compactness of KS, there exist x1, . . . , xn ∈ KS such that KS =
n⋃
k=1
Vxk . Pick any N ∈ N
contained in
n⋂
k=1
Wxk , and let (x, y) ∈ NS ×N . As NS ⊆ KS, there is a k ∈ {1, . . . , n} such that
x ∈ Vxk , and as e, y ∈Wxk , Inequality 18 gives us
∥∥αy(f(y−1x) a) ω(y, y−1x)− f(x) a∥∥A < ǫ2µ(KS) .
We chose (x, y) arbitrarily, so
∫
G
∫
G
‖hN,i(y)‖A
∥∥αy(f(y−1x) a) ω(y, y−1x)− f(x) a∥∥A dx dy
=
∫
N
∫
NS
‖hN,i(y)‖A
∥∥αy(f(y−1x) a) ω(y, y−1x)− f(x) a∥∥A dx dy
(As the integrand vanishes outside of NS ×N .)
≤
∫
N
∫
NS
‖hN,i(y)‖A
[
ǫ
2µ(KS)
]
dx dy
=
∫
N
‖hN,i(y)‖A
[
ǫ
2µ(KS)
]
µ(NS) dy
=
[
ǫ
2µ(KS)
]
µ(NS)
∫
N
‖hN,i(y)‖A dy
≤
[
ǫ
2µ(KS)
]
µ(NS)
≤
[
ǫ
2µ(KS)
]
µ(KS)
=
ǫ
2
.
Next, pick U ∈ N and i0 ∈ I so that for every N ∈ N contained in U and every i ∈ I≥i0 ,∥∥∥∥∫
G
hN,i(y) a dy − a
∥∥∥∥
A
<
ǫ
2(‖f‖1 + 1)
.
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Hence, for every N ∈ N contained in U ∩
n⋂
k=1
Wxk and every i ∈ I≥i0 , we have
‖hN,i ⋆ fa− fa‖1 <
ǫ
2
+
ǫ
2
= ǫ.
As ǫ is arbitrary, we obtain lim
(N,i)∈N×I
‖hN,i ⋆ fa− fa‖1 = 0.
By Urysohn’s Lemma, Cc(G) ⊙ A is ‖·‖1-dense in Cc(G,A). Let f ∈ Cc(G,A) and ǫ > 0. Find
f1, . . . , fn ∈ Cc(G) and a1, . . . , an ∈ A so that
∥∥∥∥∥f −
n∑
k=1
fkak
∥∥∥∥∥
1
<
ǫ
3
. Then for every (N, i) ∈ N × I,
‖hN,i ⋆ f − f‖1
≤
∥∥∥∥∥hN,i ⋆ f −
n∑
k=1
hN,i ⋆ fkak
∥∥∥∥∥
1
+
∥∥∥∥∥
n∑
k=1
hN,i ⋆ fkak −
n∑
k=1
fkak
∥∥∥∥∥
1
+
∥∥∥∥∥
n∑
k=1
fkak − f
∥∥∥∥∥
1
=
∥∥∥∥∥hN,i ⋆
(
f −
n∑
k=1
fkak
)∥∥∥∥∥
1
+
∥∥∥∥∥
n∑
k=1
(hN,i ⋆ fkak − fkak)
∥∥∥∥∥
1
+
∥∥∥∥∥
n∑
k=1
fkak − f
∥∥∥∥∥
1
≤ ‖hN,i‖1
∥∥∥∥∥f −
n∑
k=1
fkak
∥∥∥∥∥
1
+
n∑
k=1
‖hN,i ⋆ fkak − fkak‖1 +
∥∥∥∥∥
n∑
k=1
fkak − f
∥∥∥∥∥
1
< 1 · ǫ
3
+
n∑
k=1
‖hN,i ⋆ fkak − fkak‖1 +
ǫ
3
=
2ǫ
3
+
n∑
k=1
‖hN,i ⋆ fkak − fkak‖1.
By the foregoing argument, we can pick (N0, i0) ∈ N × I so that the second term in the last line
is <
ǫ
3
for every (N, i) ∈ (N × I)≥(N0,i0). As ǫ is arbitrary, we obtain lim(N,i)∈N×I‖hN,i ⋆ f − f‖1 = 0
for every f ∈ Cc(G,A).
The net (gNei)(N,i)∈N×I plays an important role, so we will for brevity denote it by (uj)j∈N×I .
The algebraic trick we mentioned at the start of this section appears as Proposition 2.6 of [4],
which we shall state and prove next.
Theorem 3. Let X be a normed algebra. If (ei)i∈I and (fj)j∈J are, respectively, left and right
approximate identities for X, and both are norm-bounded by M > 0, then (ei + fj − fjei)(i,j)∈I×J
is a two-sided approximate identity for X that is norm-bounded by M(M + 2).
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Proof. As sup
i∈I
‖ei‖X ≤M and sup
j∈J
‖fj‖X ≤M , the Triangle Inequality yields
sup
(i,j)∈I×J
‖ei + fj − fjei‖X ≤ sup
(i,j)∈I×J
(‖ei‖X + ‖fj‖X + ‖fj‖X‖ei‖X) ≤M +M +M2 =M(M + 2).
This proves the boundedness assertion.
Let x ∈ X and ǫ > 0. Observe that
∀(i, j) ∈ I × J : ‖x(ei + fj − fjei)− x‖X = ‖xei + xfj − xfjei − x‖X
= ‖xei − xfjei + xfj − x‖X
= ‖(x− xfj)ei + xfj − x‖X
≤ ‖(x− xfj)ei‖X + ‖xfj − x‖X
≤ ‖x− xfj‖X‖ei‖X + ‖xfj − x‖X
≤M‖x− xfj‖X + ‖xfj − x‖X
= (M + 1)‖xfj − x‖X ,
‖(ei + fj − fjei)x− x‖X = ‖eix+ fjx− fjeix− x‖X
= ‖eix− x+ fjx− fjeix‖X
= ‖eix− x+ fj(x− eix)‖X
≤ ‖eix− x‖X + ‖fj(x− eix)‖X
≤ ‖eix− x‖X + ‖fj‖X‖x− ei‖X
≤ ‖eix− x‖X +M‖x− ei‖X
= (M + 1)‖eix− x‖X .
Pick (i0, j0) ∈ I × J so that for every (i, j) ∈ (I × J)≥(i0,j0),
‖eix− x‖X , ‖xfj − x‖X <
ǫ
M + 1
, in which case
‖x(ei + fj − fjei)− x‖X , ‖(ei + fj − fjei)x− x‖X < ǫ.
As ǫ is arbitrary, we therefore obtain
lim
(i,j)∈I×J
‖x(ei + fj − fjei)− x‖X = lim
(i,j)∈I×J
‖(ei + fj − fjei)x− x‖X = 0,
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which concludes the proof.
Proposition 10. The net (vj)j∈N×I :=
(
uj + u
∗
j − u∗j ⋆ uj
)
j∈N×I
is a single self-adjoint two-sided
approximate identity for both (Cc(G,A), ⋆,
∗ , ‖·‖1) and (Cc(G,A), ⋆,∗ , ‖·‖♭) norm-bounded by 3.
Proof. Self-adjointness is evident for both normed ∗-algebras, being a purely algebraic condition.
By Theorem 2, (uj)j∈N×I is a left approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖1). Consequently,
∀f ∈ Cc(G,A) : lim
j∈N×I
∥∥f ⋆ u∗j − f∥∥1 = limj∈N×I∥∥(f ⋆ u∗j − f)∗∥∥1 = limj∈N×I‖uj ⋆ f∗ − f∗‖1 = 0.
As
∥∥∥u∗j∥∥∥
1
= ‖uj‖1 ≤ 1 for every j ∈ N×I, we see that
(
u∗j
)
j∈N×I
is a right approximate identity for
(Cc(G,A), ⋆,
∗ , ‖·‖1) that is norm-bounded by 1. By Theorem 3, (vj)j∈N×I is therefore a two-sided
approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖1) that is norm-bounded by 3.
According to Theorem 2,
(
∆−
1
2uj
)
j∈N×I
is a left approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖1),
so by Identity 17,
lim
j∈N×I
‖uj ⋆ f − f‖♭ = limj∈N×I
∥∥∥∆− 12 (uj ⋆ f − f)∥∥∥
1
= lim
j∈N×I
∥∥∥(∆− 12uj) ⋆ (∆− 12 f)−∆− 12 f∥∥∥
1
= 0
for every f ∈ Cc(G,A). Then as ‖uj‖♭ =
∥∥∥∆− 12uj∥∥∥
1
≤ 1 for every j ∈ N ×I, we find that (uj)j∈N×I
is a left approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖♭) that is norm-bounded by 1.
According to Theorem 2,
(
∆
1
2uj
)
j∈N×I
is a left approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖1),
so by Identity 17,
lim
j∈N×I
∥∥f ⋆ u∗j − f∥∥♭ = limj∈N×I∥∥∥∆− 12 (f ⋆ u∗j − f)∥∥∥1
= lim
j∈N×I
∥∥∥(∆− 12 f) ⋆ (∆− 12u∗j)−∆− 12 f∥∥∥
1
= lim
j∈N×I
∥∥∥[(∆− 12 f) ⋆ (∆− 12u∗j)−∆− 12 f]∗∥∥∥
1
= lim
j∈N×I
∥∥∥(∆− 12u∗j)∗ ⋆ (∆− 12 f)∗ − (∆− 12 f)∗∥∥∥
1
= lim
j∈N×I
∥∥∥(∆ 12uj) ⋆ (∆ 12 f∗)−∆ 12 f∗∥∥∥
1
(By Identity 15.)
= 0
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for every f ∈ Cc(G,A). Another application of Identity 15 gives
∀j ∈ N × I : ∥∥u∗j∥∥♭ = ∥∥∥∆− 12u∗j∥∥∥1 =
∥∥∥(∆− 12u∗j)∗∥∥∥
1
=
∥∥∥∆ 12uj∥∥∥
1
≤ 1,
so
(
u∗j
)
j∈N×I
is a right approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖♭) that is norm-bounded by 1.
By Theorem 3, (vj)j∈N×I is therefore a two-sided approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖♭)
that is norm-bounded by 3.
Corollary 2. (ρ(vj))j∈N×I is a self-adjoint two-sided approximate identity for C
∗
r (G,A,α, ω) that
is norm-bounded by 3.
Proof. This follows from Proposition 10 and the fact that ρ is a ∗-homomorphism with ‖ρ‖ ≤ 1.
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7 Relative Continuity
In this section, E is a Hilbert (G,A,α, ω)-module.
7.1 Definition
As mentioned earlier on, relative continuity was first defined by Ruy Exel in [5], in the context of
a C∗-dynamical system (G,A,α) with abelian G, as a relation R on Asi, and he proved that
∀a, b ∈ Asi : (a, b) ∈ R ⇐⇒ ⟪a|b⟫2 2 ∈ C∗r (G,A,α).
In [9], Meyer defined relative continuity for the case of non-abelian G by adopting the relation
⟪·|·⟫2 2 ⊆ C∗r (G,A,α) as the defining condition.
Definition 12. A linear subspace R of E is called relatively continuous if and only if
R ⊆ Esi and ⟪R|R⟫2 2 := { ⟪ζ|2 ◦ |η⟫2 | ζ, η ∈ R} ⊆ C∗r (G,A,α, ω).
Example 14. We have already shown in Corollary 1 that |q(f)⟫2 = ρ(f ♯) for every f ∈ Cc(G,A),
so we have
∀f ∈ Cc(G,A) : ⟪q(f)|2 = |q(f)⟫2∗ = ρ
(
f ♯
)∗
= ρ
((
f ♯
)∗)
.
Hence,
∀f, g ∈ Cc(G,A) : ⟪q(f)|q(g)⟫2 2 = ρ
((
f ♯
)∗)
◦ ρ
(
g♯
)
= ρ
((
f ♯
)∗
⋆ g♯
)
∈ C∗r (G,A,α, ω),
which proves that q[Cc(G,A)] is a dense relatively continuous subspace of L
2(G,A).
Having relatively continuous subspaces allows us to construct generalized fixed-point algebras.
We will describe the construction later.
7.2 Square-Integrable Completeness
E could have no dense relatively continuous subspaces or it could have many of them. In order to
gain finer control in the latter case, Meyer introduced a structural condition on relatively continuous
subspaces, which we call square-integrable completeness.
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Definition 13. We say that a relatively continuous subspace R of E is square-integrably complete,
or simply s.i.-complete, if and only if the following conditions hold:
• R ∗E Cc(G,A) ⊆ R.
• R is complete with respect to ‖·‖E,si.
Proposition 11. Suppose that G in (G,A,α, ω) is compact. Then the only dense s.i.-complete
relatively continuous subspace of E is itself.
Proof. By Proposition 8, Esi = E . Let ζ, η ∈ E , and define a function
fζ,η :=
G → Ax 7→ ∆(x)− 12 〈ζ∣∣γEx (η)〉E
,
which belongs to Cc(G,A) as G is compact. Then for every φ ∈ Cc(G,A), Identity 5 yields
[ρ(fζ,η)](q(φ))
= q


G → A
x 7→
∫
G
∆(y)
1
2αx(fζ,η(y)) ω(x, y) φ(xy) dy


= q


G → A
x 7→
∫
G
∆(y)
1
2αx
(
∆(y)−
1
2
〈
ζ
∣∣γEy (η)〉E) ω(x, y) φ(xy) dy


= q


G → A
x 7→
∫
G
αx
(〈
ζ
∣∣γEy (η)〉E) ω(x, y) φ(xy) dy


= q


G → A
x 7→
∫
G
〈
γEx (ζ)
∣∣γEx (γEy (η))〉E ω(x, y) φ(xy) dy


= q


G → A
x 7→
∫
G
〈
γEx (ζ)
∣∣γExy(η) • ω(x, y)∗〉E ω(x, y) φ(xy) dy


= q


G → A
x 7→
∫
G
〈
γEx (ζ)
∣∣γExy(η) • ω(x, y)∗ω(x, y) φ(xy)〉E dy


= q


G → A
x 7→
∫
G
〈
γEx (ζ)
∣∣γExy(η) • φ(xy)〉E dy


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= q


G → A
x 7→
∫
G
〈
γEx (ζ)
∣∣γEy (η) • φ(y)〉E dy

 (By the change of variables y 7→ x−1y.)
= q


G → A
x 7→
〈
γEx (ζ)
∣∣∣∣∫
G
γEy (η) • φ(y) dy
〉
E

 (By continuity.)
= q
G → Ax 7→ 〈γEx (ζ)∣∣|η⟫(φ)〉E


= q(⟪ζ|(|η⟫(φ)))
= q(⟪ζ|(|η⟫2(q(φ))))
= ⟪ζ|η⟫2 2(q(φ)).
As q[Cc(G,A)] is dense in L
2(G,A), we get ⟪ζ|η⟫2 2 = ρ(fζ,η) ∈ C∗r (G,A,α, ω), and as ζ and η are
arbitrary, we find that E is a relatively continuous subspace of itself.
Now, if S is any dense s.i.-complete relatively continuous subspace of E , then
S = SE,si (As S is s.i.-complete.)
= SE (By Proposition 8.)
= E . (As S is dense in E .)
Therefore, the only dense s.i.-complete relatively continuous subspace of E is itself.
Proposition 12. Let R be a relatively continuous subspace of E. If (vj)j∈N×I is the net defined in
Proposition 10, then for every ζ ∈ R,
lim
j∈N×I
‖ζ ∗E vj − ζ‖E = limj∈N×I
∥∥∥|ζ ∗E vj⟫2 − |ζ⟫2∥∥∥
Leq(L2(G,A),E)
= lim
j∈N×I
‖ζ ∗E vj − ζ‖E,si = 0.
Proof. Let ζ ∈ R and ǫ > 0. Using Lemma 11, we can find η ∈ Esi and f ∈ Cc(G,A) that satisfy
‖ζ − η ∗E f‖E <
ǫ
9
. Pick j0 ∈ N × I so that ‖f ⋆ vj − f‖♭ ≤
ǫ
3(‖η‖E + 1)
for every j ∈ (N × I)≥j0 .
Then for every such j,
‖ζ ∗E vj − ζ‖E ≤ ‖ζ ∗E vj − η ∗E (f ⋆ vj)‖E + ‖η ∗E (f ⋆ vj)− η ∗E f‖E + ‖η ∗E f − ζ‖E
= ‖ζ ∗E vj − (η ∗E f) ∗E vj‖E + ‖η ∗E (f ⋆ vj)− η ∗E f‖E + ‖η ∗E f − ζ‖E
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= ‖(ζ − η ∗E f) ∗E vj‖E + ‖η ∗E (f ⋆ vj − f)‖E + ‖η ∗E f − ζ‖E
≤ ‖ζ − η ∗E f‖E‖vj‖♭ + ‖η‖E‖f ⋆ vj − f‖♭ + ‖η ∗E f − ζ‖E (By Inequality 12.)
<
ǫ
9
· 3 + ‖η‖E ·
ǫ
3(‖η‖E + 1)
+
ǫ
9
<
ǫ
3
+
ǫ
3
+
ǫ
3
= ǫ.
As ǫ is arbitrary, we obtain lim
j∈N×I
‖ζ ∗E vj − ζ‖E = 0.
Next, Corollary 2 and the relative continuity of R both yield
lim
j∈N×I
∥∥∥|ζ ∗E vj⟫2 − |ζ⟫2∥∥∥
Leq(L2(G,A),E)
= lim
j∈N×I
∥∥∥|ζ⟫2 ◦ ρ(vj)− |ζ⟫2∥∥∥
Leq(L2(G,A),E)
= lim
j∈N×I
∥∥∥[|ζ⟫2 ◦ ρ(vj)− |ζ⟫2]∗ ◦ [|ζ⟫2 ◦ ρ(vj)− |ζ⟫2]∥∥∥ 12
Leq(L2(G,A))
= lim
j∈N×I
∥∥∥[ρ(vj)∗ ◦ ⟪ζ|2 − ⟪ζ|2 ] ◦ [|ζ⟫2 ◦ ρ(vj)− |ζ⟫2]∥∥∥ 12
Leq(L2(G,A))
= lim
j∈N×I
∥∥∥[ρ(v∗j ) ◦ ⟪ζ|2 − ⟪ζ|2 ] ◦ [|ζ⟫2 ◦ ρ(vj)− |ζ⟫2]∥∥∥ 12
Leq(L2(G,A))
= lim
j∈N×I
∥∥∥[ρ(vj) ◦ ⟪ζ|2 − ⟪ζ|2 ] ◦ [|ζ⟫2 ◦ ρ(vj)− |ζ⟫2]∥∥∥ 12
Leq(L2(G,A))
= lim
j∈N×I
∥∥∥ρ(vj) ◦ ⟪ζ|ζ⟫2 2 ◦ ρ(vj)− ⟪ζ|ζ⟫2 2 ◦ ρ(vj)− ρ(vj) ◦ ⟪ζ|ζ⟫2 2 + ⟪ζ|ζ⟫2 2∥∥∥ 12
Leq(L2(G,A))
= 0.
If (vj)j∈N×I had only been a bounded self-adjoint approximate identity for (Cc(G,A), ⋆,
∗ , ‖·‖1),
then although (ρ(vj))j∈N×I would be a bounded two-sided approximate identity for C
∗
r (G,A,α, ω),
the ‖·‖♭-boundedness of (vj)j∈N×I would not be guaranteed to ensure limj∈N×I ‖ζ ∗E vj − ζ‖E = 0.
Combining the foregoing arguments, we get
lim
j∈N×I
‖ζ ∗E vj − ζ‖E,si = limj∈N×I‖ζ ∗E vj − ζ‖E + limj∈N×I
∥∥∥|ζ ∗E vj⟫2 − |ζ⟫2∥∥∥
Leq(L2(G,A),E)
= 0.
As ζ is arbitrary, this concludes the proof.
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Proposition 13. Let R be a relatively continuous subspace of E. Then
RE ⊆ R ∗E Cc(G,A)E ⊆ Span(R ∗E Cc(G,A))E ,
|R⟫2Leq(L2(G,A),E) ⊆ |R ∗E Cc(G,A)⟫2Leq(L2(G,A),E) ⊆ |Span(R ∗E Cc(G,A))⟫2Leq(L2(G,A),E),
RE,si ⊆ R ∗E Cc(G,A)E,si ⊆ Span(R ∗E Cc(G,A))E,si,
with equalities occurring if R is s.i.-complete.
Proof. The second inclusions are obvious, and if R is s.i.-complete, then Span(R ∗E Cc(G,A)) ⊆ R.
Hence, it suffices to prove the first inclusions to obtain the full result. However, we have from
Proposition 12 that
∀ζ ∈ R : lim
j∈N×I
‖ζ ∗E vj − ζ‖E = limj∈N×I
∥∥∥|ζ ∗E vj⟫2 − |ζ⟫2∥∥∥
Leq(L2(G,A),E)
= lim
j∈N×I
‖ζ ∗E vj − ζ‖E,si
= 0.
Therefore,
R ⊆ R ∗E Cc(G,A)E , |R⟫2 ⊆ |R ∗E Cc(G,A)⟫2Leq(L2(G,A),E), R ⊆ R ∗E Cc(G,A)E,si,
or equivalently,
RE ⊆ R ∗E Cc(G,A)E ,
|R⟫2Leq(L2(G,A),E) ⊆ |R ∗E Cc(G,A)⟫2Leq(L2(G,A),E),
RE,si ⊆ R ∗E Cc(G,A)E,si.
The proof is now complete.
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8 Concrete Representations of Hilbert C∗-Modules
In this section, E ,L are Hilbert (G,A,α, ω)-modules and A an L-essential C∗-subalgebra,
i.e., a C∗-subalgebra A of Leq(L) such that Span(A [L]) is dense in L. By the Cohen Factorization
Theorem, we have, in fact, A [L] = L.
Observe that C∗r (G,A,α, ω) is an L
2(G,A)-essential C∗-algebra.
Definition 14. A concrete Hilbert (E ,L,A )-module is a closed linear subspace M of Leq(L, E),
where M◦A ⊆M and M∗ ◦M ⊆ A , and we say that M is essential if and only if Span(M[L])
is dense in E .
Any concrete Hilbert (E ,L,A )-module M can be ‘essentialized’ by shrinking E appropriately.
Indeed, if E ′ = Span(M[L])E , then E ′ is a Hilbert (G,A,α, ω)-submodule of E , andM is an essential
concrete Hilbert (E ′,L,A )-module.
Concrete Hilbert C∗-modules provide us with a means of concretely realizing a Hilbert module
over an L-essential C∗-subalgebra as a module of twisted-equivariant adjointable operators between
Hilbert (G,A,α, ω)-modules.
Proposition 14. Let M be a concrete Hilbert (E ,L,A )-module. Then M is a Hilbert A -module
with the right A -action
∀P ∈ M, ∀L ∈ A : P • L := P ◦ L
and the A -inner product
∀P,Q ∈ M : 〈P |Q〉M := P ∗ ◦Q.
The Hilbert A -module norm on M is the restriction of ‖·‖Leq(L,E) to M. Furthermore,
M =M◦A =M◦M∗ ◦M (19)
and
M[L] = (M◦M∗)[E ] = (M◦M∗ ◦M)[L].
Consequently, M is essential if and only if Span((M◦M∗)[E ]) is dense in E.
Proof. We omit the easy proof that • and 〈·|·〉M obey the axioms of a Hilbert C∗-module.
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Observe that
∀P ∈M : ‖P‖M :=
√
‖〈P |P 〉M‖A =
√
‖P ∗ ◦ P‖
A
=
√
‖P ∗ ◦ P‖Leq(L) = ‖P‖Leq(L,E).
Hence, the Hilbert A -module norm on M is the restriction of ‖·‖Leq(L,E) to M.
As M is a Hilbert A -module, we have
M◦M∗ ◦M ⊆M◦A ⊆M.
As every Hilbert C∗-module X has the property that each element equals ξ • 〈ξ|ξ〉
X
for some ξ ∈ X
(cf. Proposition 2.31 of [14]), we also have M⊆M◦M∗ ◦M. Hence,
M =M◦A =M◦M∗ ◦M and M[L] = (M◦M∗ ◦M)[L] ⊆ (M◦M∗)[E ] ⊆M[L].
Therefore,
M[L] = (M◦M∗)[E ] = (M◦M∗ ◦M)[L],
so M is essential if and only if Span((M◦M∗)[E ]) is dense in E .
Before proceeding further, let us state a useful result by E. Lance about unitary operators on
Hilbert C∗-modules.
Theorem 4 ([7]). Let B be a C∗-algebra and T : X → Y an operator between Hilbert B-modules.
Then the following are equivalent:
(i) T is unitary, i.e., T is adjointable, T ∗ ◦ T = IdX and T ◦ T ∗ = IdY.
(ii) T is a B-linear surjective isometry.
Every Hilbert A -module X can be represented as a concrete Hilbert (X⊗A L,L,A )-module,
where X⊗A L denotes the completed A -balanced tensor product of X and L. In order to show this,
we must lay some groundwork first.
Let X be a Hilbert A -module. We can form the A -balanced algebraic tensor product X ⊙A L
because L is a left A -module. Next, define an A-valued sesquilinear form 〈·|·〉
X⊙AL
on X⊙A L by
∀ξ1, ξ2 ∈ X, ∀Φ1,Φ2 ∈ L : 〈ξ1 ⊙A Φ1|ξ2 ⊙A Φ2〉X⊙AL = 〈Φ1|〈ξ1|ξ2〉M(Φ2)〉L.
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It is a non-trivial fact that X⊙A L is a pre-Hilbert A-module for 〈·|·〉X⊙AL. If we complete X⊙A L
with respect to the norm induced by 〈·|·〉
X⊙AL
, we immediately get the Hilbert A-module X⊗A L.
Equipping X with the trivial G-action, X⊗A L becomes a Hilbert (G,A,α, ω)-module.
Now, the class map HilbMod(A ) → Hilb(G,A,α, ω)
X 7→ X⊗A L

is functorial because anyHilbMod(A )-morphism T : X→ Y induces aHilb(G,A,α, ω)-morphism
T ⊗A IdL : X⊗A L → Y⊗A L. Upon exploiting the isomorphism A ⊗A L ∼= A · L = L, we acquire
for every Hilbert A -module X an operator
ΛX : X→ Leq(A ⊗A L,X⊗A L)
∼=−→ Leq(L,X⊗A L),
which is explicitly given by
∀ξ, ξ1, ξ2 ∈ X, ∀Φ ∈ L : [ΛX(ξ)](Φ) = ξ ⊙A Φ and [ΛX(ξ1)∗](ξ2 ⊙A Φ) = 〈ξ1|ξ2〉X(Φ).
Proposition 15. Let X be any Hilbert A -module. Then Range(ΛX) is an essential concrete Hilbert
(X⊗A L,L,A )-module. Viewing Range(ΛX) as a Hilbert A -module (as per Proposition 14), we get
a HilbMod(A )-isomorphism ΛX : X→ Range(ΛX).
Let M be any essential concrete Hilbert (E ,L,A )-module. Viewing M as a Hilbert A -module,
there is a unitary operator U ∈ Leq(M⊗A L, E), defined on elementary tensors by P⊙A Φ 7→ P (Φ)
for every P ∈ M and Φ ∈ L, such that U ◦ ΛM(P ) = P for every P ∈ M.
Proof. To establish that ΛX[X] is a concrete Hilbert (X⊗A L,L,A )-module, we need to prove that
it is a closed linear subspace of Leq(L,X⊗A L) and that ΛX[X]◦A ⊆ ΛX[X] and ΛX[X]∗◦ΛX[X] ⊆ A .
Firstly, we have ΛX[X] ◦A ⊆ ΛX[X]: For every ξ ∈ X, L ∈ A and Φ ∈ L,
[ΛX(ξ) ◦ L](Φ) = [ΛX(ξ)](L(Φ))
= ξ ⊙A L(Φ)
= ξ ⊙A (L · Φ)
= (ξ • L)⊙A Φ (As the tensor product is A -balanced.)
= [ΛX(ξ • L)](Φ).
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Secondly, we have ΛX[X]
∗ ◦ ΛX[X] ⊆ A : For every ξ1, ξ2 ∈ X and Φ ∈ L,
[ΛX(ξ1)
∗ ◦ ΛX(ξ2)](Φ) = [ΛX(ξ1)∗](ξ2 ⊙A Φ) = 〈ξ1|ξ2〉X(Φ),
so ΛX(ξ1)
∗ ◦ ΛX(ξ2) = 〈ξ1|ξ2〉X ∈ A .
Thirdly, for every ξ ∈ X, we have
‖ΛX(ξ)‖Leq(L,X⊗AL) =
√
‖ΛX(ξ)∗ ◦ ΛX(ξ)‖Leq(L) =
√
‖〈ξ|ξ〉
X
‖
Leq(L)
=
√
‖〈ξ|ξ〉
X
‖
A
= ‖ξ‖
X
.
Hence, ΛX is isometric, and the completeness of X results in ΛX[X] being a closed linear subspace
of Leq(L,X⊗A L). Consequently, ΛX[X] is a concrete Hilbert (X⊗A L,L,A )-module.
Fourthly, ξ⊙A Φ = [ΛX(ξ)](Φ) for every ξ ∈ X and Φ ∈ L, which implies that Span((ΛX[X])[L])
is dense in X⊗A L. Therefore, ΛX[X] is essential.
Viewing ΛX[X] as a Hilbert A -module, Theorem 4 now says that ΛX : X → ΛX[X] — being an
A -linear surjective isometry — is unitary. It is thus an isomorphism of Hilbert A -modules.
Now, consider a concrete Hilbert (E ,L,A )-moduleM. For any n elements P1, . . . , Pn ofM and
any n elements Φ1, . . . ,Φn of L, observe that
∥∥∥∥∥
n∑
k=1
Pk ⊙A Φk
∥∥∥∥∥
M⊗AL
=
∥∥∥∥∥∥
〈
n∑
k=1
Pk ⊙A Φk
∣∣∣∣∣
n∑
l=1
Pl ⊙A Φl
〉
M⊗AL
∥∥∥∥∥∥
1
2
A
=
∥∥∥∥∥∥
n∑
k,l=1
〈Pk ⊙A Φk|Pl ⊙A Φl〉M⊗AL
∥∥∥∥∥∥
1
2
A
=
∥∥∥∥∥∥
n∑
k,l=1
〈Φk|〈Pk|Pl〉M(Φl)〉L
∥∥∥∥∥∥
1
2
A
(
By the definition of 〈·|·〉M⊗AL.
)
=
∥∥∥∥∥∥
n∑
k,l=1
〈Φk|(P ∗k ◦ Pl)(Φl)〉L
∥∥∥∥∥∥
1
2
A
=
∥∥∥∥∥∥
n∑
k,l=1
〈Pk(Φk)|Pl(Φl)〉E
∥∥∥∥∥∥
1
2
A
=
∥∥∥∥∥
〈
n∑
k=1
Pk(Φk)
∣∣∣∣∣
n∑
l=1
Pl(Φl)
〉
E
∥∥∥∥∥
1
2
A
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=∥∥∥∥∥
n∑
k=1
Pk(Φk)
∥∥∥∥∥
E
.
Hence, U is well-defined and isometric. The twisted-equivariance of any P ∈ M then implies that
U
((
tr⊗A γL
)
r
(P ⊙A Φ)
)
= U
(
P ⊙A γLr (Φ)
)
= P
(
γLr (Φ)
)
= γEr (P (Φ)) = γ
E
r (U(P ⊙A Φ))
for every r ∈ G and Φ ∈ L, so U is twisted-equivariant also. Assuming M to be essential, we have
Range(U) = Span(M[L])E = E ,
which yields the surjectivity of U . As U is A-linear, it follows from Theorem 4 that U is unitary.
Finally,
∀P ∈ M, ∀Φ ∈ L : U([ΛM(P )](Φ)) = U(P ⊙A Φ) = P (Φ),
whence we conclude that U ◦ ΛM(P ) = P .
Proposition 16. Let M be any concrete Hilbert (E ,L,A )-module. The closed linear extension of
|M〉〈M| → M ◦M∗|P 〉〈Q| 7→ P ◦Q∗

is then a faithful ∗-representation of K(M) on E (with range Span(M◦M∗)Leq(E)) that is essential
(i.e., the image of K(M) in Leq(E) is E-essential) if and only if M is essential.
IfM is essential, then we may extend this ∗-representation to a strictly continuous and injective
unital ∗-homomorphism Θ : L(M)→ Leq(E) whose range is
M := {S ∈ Leq(E) | S ◦M ⊆M and S∗ ◦M ⊆M}.
Proof. Note that M is a C∗-subalgebra of Leq(E). Define a ∗-homomorphism Ψ :M → L(M) by
∀S ∈M : Ψ(S) :=
M → MP 7→ S ◦ P
.
Letting D := Span(M◦M∗)Leq(E) ⊆ Leq(E), we intend to prove the following three assertions:
(a) D is an ideal of M .
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(b) Ψ|D is injective.
(c) The range of Ψ|D is K(M), and (Ψ|D)−1 : K(M)→ D is the closed linear extension of the map|M〉〈M| → M◦M∗|P 〉〈Q| 7→ P ◦Q∗
.
To prove (a), note that D ◦M ⊆M by Identity 19, and as D∗ = D, we get D∗ ◦M ⊆M too.
Hence, D ⊆M . Furthermore,
∀S ∈M : (M◦M∗) ◦ S =M◦ (M∗ ◦ S) =M◦ (S∗ ◦M)∗ ⊆M ◦M∗ and
S ◦ (M◦M∗) = (S ◦M) ◦M∗ ⊆M◦M∗.
Therefore, D ◦ S ⊆ D and S ◦D ⊆ D for every S ∈M , which implies that D is an ideal of M .
To prove (b), suppose that S ∈ D satisfies Ψ(S) = 0L(M). Then
S ◦M = (Ψ(S))[M] = 0L(M)[M] = {0M}.
It follows that
S ◦ (M◦M∗) = (S ◦M) ◦M∗ = {0Leq(E)},
so S ◦D = {0Leq(E)}. Therefore,
S ◦ S∗ ∈ S ◦D∗ = S ◦D = {0Leq(E)},
from which we obtain S = 0Leq(E). This establishes the injectivity of Ψ|D.
To prove (c), observe for every P,Q,R ∈ M that
[Ψ(P ◦Q∗)](R) = P ◦Q∗ ◦R = P ◦ 〈Q|R〉M = (|P 〉〈Q|)(R),
which gives us Ψ(P ◦Q∗) = |P 〉〈Q|. Hence, Ψ[Span(M◦M∗)] is a dense ∗-subalgebra of K(M),
and using the continuity of Ψ, we get
Ψ[D]
L(M)
= Ψ[Span(M◦M∗)]L(M) = K(M).
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By (b), Ψ|D is an injective, thus isometric, ∗-homomorphism from D to L(M), so its range is closed.
Therefore, Ψ[D] = Ψ[D]
L(M)
= K(M), and (Ψ|D)−1 : K(M)→ D is the closed linear extension of|M〉〈M| → M◦M∗|P 〉〈Q| 7→ P ◦Q∗
.
As (Ψ|D)−1[K(M)] = D := Span(M◦M∗)Leq(E), simple closure arguments yield
Span(M[L]) = Span((M◦M∗)[E ]) ⊆ Span(D[E ]) ⊆ Span((M◦M∗)[E ])E = Span(M[L])E .
Hence, Span((M◦M∗)[E ])E = Span(M[L])E , and so by Proposition 14, (Ψ|D)−1 : K(M)→ Leq(E)
is an essential ∗-representation of K(M) on E if and only if M is essential.
Suppose thatM is essential; it is practically C∗-folklore that (Ψ|D)−1 : K(M)→ Leq(E) can be
extended to a unique, strictly continuous and injective unital ∗-homomorphism Θ : L(M)→ Leq(E).
For every Ξ ∈ L(M), we have
Θ(Ξ) ◦M = Θ(Ξ) ◦D ◦M (As D ◦M =M by Identity 19.)
= Θ(Ξ) ◦Θ[K(M)] ◦M
(
As Θ[K(M)] = (Ψ|D)−1[K(M)] = D.
)
= Θ[Ξ ◦K(M)] ◦M
⊆ Θ[K(M)] ◦M (As K(M) is an ideal of L(M).)
= D ◦M
=M,
so Θ(Ξ)∗ ◦M = Θ(Ξ∗)◦M ⊆M as well. Therefore, Range(Θ) ⊆M . To show that Range(Θ) =M ,
it suffices to establish that Θ ◦Ψ = IdM . Let S ∈M . Then every K ∈ K(M) and ζ ∈ E , we have
[(Θ ◦Ψ)(S)]([Θ(K)](ζ))
= [Θ(Ψ(S))]([Θ(K)](ζ))
= [Θ(Ψ(S)) ◦Θ(K)](ζ)
= [Θ(Ψ(S) ◦K)](ζ) (As Θ is a homomorphism.)
= [Θ(Ψ(S) ◦Ψ(Θ(K)))](ζ) (As Ψ ◦Θ|K(M) = IdK(M).)
= [Θ(Ψ(S ◦Θ(K)))](ζ) (As Ψ is a homomorphism.)
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= [S ◦Θ(K)](ζ) (As S ◦Θ(K) ∈M ◦D ⊆ D by (a), and Θ ◦Ψ|D = IdD.)
= S([Θ(K)](ζ)).
Hence, (Θ ◦Ψ)(S) and S coincide on the dense linear subspace Span((Θ[K(M)])[E ]) = Span(D[E ])
of E , so (Θ ◦Ψ)(S) = S by continuity. As S is arbitrary, we conclude that Θ ◦Ψ = IdM .
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9 Constructing Generalized Fixed-Point Algebras
In this section, E is a Hilbert (G,A,α, ω)-module and R a relatively continuous subspace
of E. Also, fix L := L2(G,A) and A := C∗r (G,A,α, ω).
Our generalized fixed-point algebras will be constructed from E and R. As a first step, define
F(E ;R) as the following subset of Leq(L, E):
F(E ;R) := Span(|R⟫2 ∪ (|R⟫2 ◦A ))Leq(L,E).
As ρ[Cc(G,A)] is by construction dense in A , it is true that
F(E ;R) = Span(|R⟫2 ∪ (|R⟫2 ◦ ρ[Cc(G,A)]))Leq(L,E) = Span(|R⟫2 ∪ (|R ∗E Cc(G,A)⟫2))Leq(L,E).
Furthermore, if R is s.i.-complete, so that R ∗E Cc(G,A) ⊆ R, then F(E ;R) = |R⟫2Leq(L,E).
Proposition 17. F(E ;R) is a concrete Hilbert (E ,L,A )-module. If R is dense in E, then F(E ;R)
is essential.
Proof. By construction, F(E ;R) is a closed subspace of Leq(L, E). Furthermore,
F(E ;R) ◦A ⊆ F(E ;R) and F(E ;R)∗ ◦F(E ;R) ⊆ A .
Therefore, F(E ;R) is a concrete Hilbert (E ,L,A )-module.
Now, suppose that R is dense in E . Proposition 13 then implies that R∗E Cc(G,A) is also dense
in E . From the definition of F(E ;R), we have
R ∗E Cc(G,A) = |R⟫2
[
q
[
Cc(G,A)
♭
]]
= |R⟫2[q[Cc(G,A)]]
(
As Cc(G,A)
♭ = Cc(G,A).
)
⊆ (F(E ;R))[L]. (As |R⟫2 ⊆ F(E ;R) and q[Cc(G,A)] ⊆ L.)
Therefore, Span((F(E ;R))[L]) is dense in E , so F(E ;R) is essential.
We can finally construct the generalized fixed-point algebra in our twisted setting:
• By Proposition 17,F(E ;R) is a concrete Hilbert (E ,L,A )-module, so by Proposition 14,F(E ;R)
is a Hilbert A -module, with the right A -action defined by right-composition by elements of A ,
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and the A -inner product 〈·|·〉
F(E;R) by
∀P,Q ∈ F(E ;R) : 〈P |Q〉
F(E;R) := P
∗ ◦Q.
• Hence, F(E ;R) is a full Hilbert J-module, with J := Span(F(E ;R)∗ ◦F(E ;R))A an ideal of A .
• The generalized fixed-point algebra is defined as Fix(E ;R) := Span(F(E ;R) ◦F(E ;R)∗)Leq(E).
By Proposition 16, Fix(E ;R) and K(F(E ;R)) are ∗-isomorphic.
• As F(E ;R) is a (K(F(E ;R)), J)-imprimitivity bimodule, Fix(E ;R) is Morita-Rieffel equivalent
to J .
In the absence of twisting (i.e., ω is trivial), our construction becomes identical to that of Meyer.
Proposition 18. Let M be any concrete Hilbert (E ,L,A )-module. Define
R(E,M) := {ζ ∈ Esi | |ζ⟫2 ∈ M},
R
0
(E,M) := Span({P (q(f)) | P ∈ M and f ∈ Cc(G,A)}).
Then the following statements hold:
• R0(E,M) ⊆R(E,M).
• Both R(E,M) and R0(E,M) are relatively continuous subspaces of E, the former being s.i.-complete.
• Both
∣∣∣R(E,M)⟫
2
and
∣∣∣R0(E,M)⟫
2
are dense in M.
• F
(
E ;R0(E,M)
)
= F
(
E ;R(E,M)
)
=M.
Proof. Note that
⟪R(E,M)
∣∣∣R(E,M)⟫
2 2
=
∣∣∣R(E,M)⟫
2
∗ ◦
∣∣∣R(E,M)⟫
2
⊆M∗ ◦M ⊆ A .
This implies that R(E,M) is a linear subspace of Esi, so it is a relatively continuous subspace of E .
To prove that R(E,M) is s.i.-complete, we must first show that it is closed under the right action
∗E of Cc(G,A). Indeed,
∀ζ ∈R(E,M), ∀f ∈ Cc(G,A) : |ζ ∗E f⟫2 = |ζ⟫2 ◦ ρ(f) ∈ M ◦A ⊆M,
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so R(E,M) ∗E Cc(G,A) ⊆R(E,M).
Next, we show thatR(E,M) is ‖·‖E,si-complete. If (ζn)n∈N is a ‖·‖E,si-Cauchy sequence inR(E,M),
then the s.i.-completeness of Esi furnishes a ζ ∈ Esi such that lim
n→∞
‖ζn − ζ‖E,si = 0. In particular,
lim
n→∞
∥∥∥|ζn⟫2 − |ζ⟫2∥∥∥
Leq(L,E)
= 0. However, M is a closed subspace of Leq(L, E), so |ζ⟫2 ∈ M, which
gives ζ ∈R(E,M). The s.i.-completeness of R(E,M) is therefore established.
As q[Cc(G,A)] ⊆ Lsi, we have P (q(f)) ∈ Esi for every P ∈ M and f ∈ Cc(G,A), so by Identity 6,
|P (q(f))⟫2 = P ◦ |q(f)⟫2 = P ◦ ρ
(
f ♯
)
∈ M ◦A ⊆M.
Hence, R0(E,M) ⊆R(E,M), making R0(E,M) a relatively continuous subspace of E .
The computation in the previous paragraph also shows that
∣∣∣R0(E,M)⟫
2
= Span(M◦ ρ[Cc(G,A)]).
As ρ[Cc(G,A)] is dense in A , and as the right A -action on M is non-degenerate, it follows that∣∣∣R0(E,M)⟫
2
is dense in M. The same can then be said of
∣∣∣R(E,M)⟫
2
as R0(E,M) ⊆R(E,M). Now,
∣∣∣R0(E,M)⟫
2
⊆ F
(
E ;R0(E,M)
)
= Span
(∣∣∣R0(E,M)⟫
2
∪
(∣∣∣R0(E,M)⟫
2
◦A
))Leq(L,E)
⊆MLeq(L,E) =M,∣∣∣R(E,M)⟫
2
⊆ F
(
E ;R(E,M)
)
= Span
(∣∣∣R(E,M)⟫
2
∪
(∣∣∣R(E,M)⟫
2
◦A
))Leq(L,E)
⊆MLeq(L,E) =M.
Taking closures therefore yields F
(
E ;R0(E,M)
)
= F
(
E ;R(E,M)
)
=M.
84
10 Categorical Results
In this section, we continue to fix L = L2(G,A) and A = C∗r (G,A,α, ω).
We will construct a category naturally equivalent to the category of all Hilbert A -modules,
where morphisms are adjointable operators.
In the non-twisted case, this natural equivalence is already implicit in Meyer’s paper [9], though
it should be noted that no results on functoriality or naturality appear there. As has been our style,
we will be rather pedantic about these matters and pay close attention to them.
10.1 Continuously Square-Integrable Twisted Hilbert C∗-Modules
Definition 15. A continuously square-integrable (c.s.i.) Hilbert (G,A,α, ω)-module is a pair (E ,R),
where E is a Hilbert (G,A,α, ω)-module and R a dense s.i.-complete relatively continuous subspace.
Write c.s.i.Hilb(G,A,α, ω) for the category of c.s.i. Hilbert (G,A,α, ω)-modules. If (E ,R) and
(F ,S) are c.s.i. Hilbert (G,A,α, ω)-modules, then a morphism from (E ,R) to (F ,S) is a Hilbert
(G,A,α, ω)-module morphism T : E → F such that T [R] ⊆ S and T ∗[S] ⊆ R.
Proposition 19. Let E be a Hilbert (G,A,α, ω)-module. Then the map M 7→R(E,M) is a bijection
from the set of concrete Hilbert (E ,L,A )-modules to the set of s.i.-complete relatively continuous
subspaces of E. Its inverse is given by R 7→ F(E ;R).
A concrete Hilbert (E ,L,A )-module M is essential if and only if R(E,M) is dense in E.
Proof. Proposition 18 asserts that F
(
E ;R(E,M)
)
=M, so the map M 7→R(E,M) is injective.
As for surjectivity, let R be an s.i.-complete relatively continuous subspace. By Proposition 17,
F(E ;R) is a concrete Hilbert (E ,L,A )-module. Our claim is that R = R(E,F(E;R)). Observe that
R ⊆R(E,F(E;R)) because |R⟫2 ⊆ F(E ;R), so it remains to prove the reverse inclusion.
Let ζ ∈R(E,F(E;R)). As F(E ;R) = |R⟫2Leq(L,E), we can find a sequence (ζn)n∈N in R satisfying
lim
n→∞
∥∥∥|ζn⟫2 − |ζ⟫2∥∥∥
Leq(L,E)
= 0.
Recalling the net (vj)j∈N×I in Proposition 10, we have by Inequality 13 that
∀j ∈ N × I : lim
n→∞
‖ζn ∗E vj − ζ ∗E vj‖E,si = 0, so ζ ∗E vj ∈ R,
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given that R is s.i.-complete. Then from Proposition 12, we obtain
lim
j∈N×I
‖ζ ∗E vj − ζ‖E,si = 0,
so ζ ∈ R by s.i.-completeness again. As ζ is arbitrary, R ⊆R(E,F(E;R)).
If a concrete Hilbert (E ,L,A )-module M is essential (i.e., Span(M[L]) is dense in E), then
R
0
(E,M) is dense in E as Span(M[q[Cc(G,A)]]) is dense in Span(M[L]). Hence, R(E,M) is dense in
E . Conversely, if R(E,M) is dense in E , thenM = F
(
E ;R(E,M)
)
is essential by Proposition 17.
10.2 Functoriality
Proposition 20. There is a functor F from c.s.i.Hilb(G,A,α, ω) to HilbMod(A ) defined by
F (E ,R) := F(E ;R)
for every c.s.i. Hilbert (G,A,α, ω)-module (E ,R) and
F (T ) :=
F(E ;R) → F(F ;S)P 7→ T ◦ P

for every c.s.i.Hilb(G,A,α, ω)-morphism T : (E ,R)→ (F ,S).
Proof. Let (E ,R) be a c.s.i. Hilbert (G,A,α, ω)-module. Then by Proposition 14 and Proposition 17,
F(E ;R) can be viewed as a Hilbert A -module.
Next, let T : (E ,R)→ (F ,S) be a c.s.i.Hilb(G,A,α, ω)-morphism. Observe that
T ◦ |R⟫2 = |T [R]⟫2 ⊆ |S⟫2.
Then as F(E ;R) = |R⟫2Leq(L,E) and F(F ;S) = |S⟫2Leq(L,F), we obtain T ◦ F(E ;R) ⊆ F(F ;S).
Similarly,
T ∗ ◦ |S⟫2 = |T ∗[S]⟫2 ⊆ |R⟫2,
so T ∗◦F(F ;S) ⊆ F(E ;R). It is easily seen that
F(F ;S) → F(E ;R)Q 7→ T ∗ ◦Q
 is the adjoint of F (T ).
Therefore, F (T ) is a HilbMod(A )-morphism.
Finally, as F obeys the Law of Composition for Functors, it is a functor.
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Proposition 21. There is a functor G from HilbMod(A ) to c.s.i.Hilb(G,A,α, ω) defined by
G (X) :=
(
X⊗A L,R(X⊗AL,Range(ΛX))
)
for every Hilbert A -module X and
G (T ) := {T ⊗A IdL : X⊗A L → Y ⊗A L}
for every HilbMod(A )-morphism T : X→ Y.
Proof. Let X be a Hilbert A -module. By Proposition 15, Range(ΛX) is an essential concrete Hilbert
(X⊗A L,L,A )-module, so Proposition 19 implies that R(X⊗AL,Range(ΛX)) is a dense s.i.-complete
relatively continuous subspace of X⊗A L. Therefore, G (X) is a c.s.i. Hilbert (G,A,α, ω)-module.
Next, let T : X→ Y be aHilbMod(A )-morphism. Note that T⊗A IdL ∈ Leq(X⊗A L,Y ⊗A L),
which gives us
(T ⊗A IdL)[(X⊗A L)si] ⊆ (Y ⊗A L)si.
For each ζ ∈R(X⊗AL,Range(ΛX)) ⊆ (X⊗A L)si, we have |ζ⟫2 = ΛX(ξ) for some ξ ∈ X, so
|(T ⊗A IdL)(ζ)⟫2 = (T ⊗A IdL) ◦ |ζ⟫2 = (T ⊗A IdL) ◦ ΛX(ξ) = ΛY(T (ξ)) ∈ Range(ΛY).
Hence,
(T ⊗A IdL)
[
R(X⊗AL,Range(ΛX))
]
⊆R(Y⊗AL,Range(ΛY)).
The adjoint of G (T ) is T ∗ ⊗A IdL : Y ⊗A L → X⊗A L, and similarly,
(T ∗ ⊗A IdL)
[
R(Y⊗AL,Range(ΛY))
]
⊆R(X⊗AL,Range(ΛX)).
Therefore, G (T ) is a c.s.i.Hilb(G,A,α, ω)-morphism.
Finally, as G obeys the Law of Composition for Functors, it is a functor.
10.3 An Equivalence of Categories
We have finally arrived at our main result, which is a consequence of the previous two propositions.
Corollary 3. There is an equivalence between HilbMod(A ) and c.s.i.Hilb(G,A,α, ω).
Proof. We must show the following:
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(i) There is a natural isomorphism between G F and the identity functor on c.s.i.Hilb(G,A,α, ω).
(ii) There is a natural isomorphism between FG and the identity functor on HilbMod(A ).
Proof of (i)
Let (E ,R) be a c.s.i. Hilbert (G,A,α, ω)-module. Then
G F (E ,R) = G (F(E ;R)) =
(
F(E ;R)⊗A L,R(F(E;R)⊗AL,Range(ΛF(E;R)))
)
.
As R is dense in E , Proposition 17 says that F(E ;R) is essential. Consequently, according to
Proposition 15, there is a unitary operator U(E,R) ∈ Leq(F(E ;R)⊗A L, E) such that
U(E,R)
(
n∑
k=1
Pk ⊗ Φk
)
=
n∑
k=1
Pk(Φk)
for any n elements P1, . . . , Pn ∈ F(E ;R) and any n elements Φ1, . . . ,Φn ∈ L. We claim that U(E,R)
is a c.s.i.Hilb(G,A,α, ω)-isomorphism, for which (because U∗(E,R) = U
−1
(E,R)) it suffices to establish
U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
]
= R.
Observe for every ζ, η ∈R
(F(E;R)⊗AL,Range(ΛF(E;R)))
that
⟪U(E,R)(ζ)∣∣U(E,R)(η)⟫2 2 = ∣∣U(E,R)(ζ)⟫2∗ ◦ ∣∣U(E,R)(η)⟫2
=
[
U(E,R) ◦ |ζ⟫2]∗ ◦ [U(E,R) ◦ |η⟫2]
= |ζ⟫2∗ ◦ U∗(E,R) ◦ U(E,R) ◦ |η⟫2
= |ζ⟫2∗ ◦ |η⟫2
= ⟪ζ|η⟫2 2
∈ A , so
U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
]
and U(E,R)
[
R
0
(F(E;R)⊗AL,Range(ΛF(E;R)))
]
are relatively continuous subspaces of E . Furthermore, U(E,R) maps (F(E ;R)⊗A L)si isometrically
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to Esi with respect to the norms ‖·‖F(E;R)⊗AL,si and ‖·‖E,si. Consequently,
U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
]
is complete with respect to ‖·‖E,si. In addition,
∣∣∣U(E,R)[R(F(E;R)⊗AL,Range(ΛF(E;R)))] ∗E Cc(G,A)⟫2
=
∣∣∣U(E,R)[R(F(E;R)⊗AL,Range(ΛF(E;R)))]⟫2 ◦ ρ[Cc(G,A)]
= U(E,R) ◦
∣∣∣R(F(E;R)⊗AL,Range(ΛF(E;R)))⟫2 ◦ ρ[Cc(G,A)]
= U(E,R) ◦
∣∣∣R(F(E;R)⊗AL,Range(ΛF(E;R))) ∗F(E;R)⊗AL Cc(G,A)⟫2
⊆ U(E,R) ◦
∣∣∣R(F(E;R)⊗AL,Range(ΛF(E;R)))⟫2 (By s.i.-completeness.)
=
∣∣∣U(E,R)[R(F(E;R)⊗AL,Range(ΛF(E;R)))]⟫2.
By Proposition 1, this means that
U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
]
∗E Cc(G,A) ⊆ U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
]
.
Hence, U(E,R)
[
R
(F(E;R)⊗AL,Range(ΛF(E;R)))
]
is s.i.-complete, so if we can show that
F
(
E ;U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
])
= F(E ;R),
then U(E,R)
[
R
(F(E;R)⊗AL,Range(ΛF(E;R)))
]
= R by Proposition 19. On one hand,
F
(
E ;U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
])
=
∣∣∣∣U(E,R)[R(F(E;R)⊗AL,Range(ΛF(E;R)))
]
⟫
2
Leq(L,E)
= U(E,R) ◦
∣∣∣∣R(F(E;R)⊗AL,Range(ΛF(E;R)))⟫
2
Leq(L,E)
⊆ U(E,R) ◦ Range
(
ΛF(E;R)
)Leq(L,E)
= F(E ;R)Leq(L,E) (By the second part of Proposition 15.)
= F(E ;R).
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On the other hand,
F
(
E ;U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
])
⊇ F
(
E ;U(E,R)
[
R
0
(F(E;R)⊗AL,Range(ΛF(E;R)))
])
⊇
∣∣∣U(E,R)[R0(F(E;R)⊗AL,Range(ΛF(E;R)))]⟫2
=
∣∣U(E,R)[F(E ;R)⊙A q[Cc(G,A)]]⟫2 (By the definition of ΛF(E;R).)
= |Span(F(E ;R)[q[Cc(G,A)]])⟫2 (By the definition of U(E,R).)
⊇ |Span(|R⟫2[q[Cc(G,A)]])⟫2
= |Span(R ∗E Cc(G,A))⟫2.
(
As Cc(G,A)
♭ = Cc(G,A).
)
However, we know from Proposition 13 that
|Span(R ∗E Cc(G,A))⟫2Leq(L,E) = |R⟫2Leq(L,E) = F(E ;R), so
F(E ;R) ⊆ F
(
E ;U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
])
.
Therefore,
F
(
E ;U(E,R)
[
R(F(E;R)⊗AL,Range(ΛF(E;R)))
])
= F(E ;R)
as claimed, making U(E,R) a c.s.i.Hilb(G,A,α, ω)-isomorphism.
We now show that for any c.s.i.Hilb(G,A,α, ω)-morphism T : (E ,R)→ (F ,S), the diagram
(
F(E ;R) ⊗A L,R(F(E;R)⊗AL,Range(ΛF(E;R)))
)
(E ,R)
(
F(F ;S) ⊗A L,R(F(F ;S)⊗AL,Range(ΛF(F;S)))
)
(F ,S)
U(E,R)
G F (T ) T
U(F,S)
commutes. Indeed,
∀P ∈ F(E ;R), ∀Φ ∈ L : [U(F ,S) ◦ G F (T )](P ⊙A Φ) = U(F ,S)([G F (T )](P ⊙A Φ))
= U(F ,S)([F (T )⊗A IdL](P ⊙A Φ))
= U(F ,S)([F (T )](P )⊙A Φ)
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= U(F ,S)((T ◦ P )⊙A Φ)
= (T ◦ P )(Φ)
= T (P (Φ))
= T
(
U(E,R)(P ⊙A Φ)
)
=
(
T ◦ U(E,R)
)
(P ⊙A Φ),
so by continuity and the denseness of F(E ;R)⊙A L in F(E ;R)⊗A L, we obtain
U(F ,S) ◦ G F (T ) = T ◦ U(E,R).
Proof of (ii)
For every Hilbert A -module X, we have
FG (X) = F
((
X⊗A L,R(X⊗AL,Range(ΛX))
))
= F
(
X⊗A L;R(X⊗AL,Range(ΛX))
)
= Range(ΛX),
and ΛX : X→ Range(ΛX) is, by Proposition 15, a HilbMod(A )-isomorphism.
We must show that for any HilbMod(A )-morphism T : X→ Y, the diagram
X Y
ΛX[X] ΛY[Y]
T
ΛX ΛY
FG (T )
commutes. Indeed,
∀ξ ∈ X, ∀Φ ∈ L : [[FG (T ) ◦ ΛX](ξ)](Φ) = [[FG (T )](ΛX(ξ))](Φ)
= [[F (T ⊗ IdL)](ΛX(ξ))](Φ)
= [(T ⊗A IdL) ◦ ΛX(ξ)](Φ)
= (T ⊗A IdL)([ΛX(ξ)](Φ))
= (T ⊗A IdL)(ξ ⊙A Φ)
= T (ξ)⊙A Φ
= [ΛY(T (ξ))](Φ)
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= [(ΛY ◦ T )(ξ)](Φ), so
FG (T ) ◦ ΛX = ΛY ◦ T.
The proof is finally complete.
Example 15. Consider Example 8. The d-dimensional non-commutative torus AΘ is then defined
as the full twisted crossed product C∗
(
Zd,C, tr, ωΘ
)
. As Zd is an amenable discrete group, we have
C∗
(
Zd,C, tr, ωΘ
) ∼= C∗r (Zd,C, tr, ωΘ)
by a 1968 result of Zeller-Meier [20], so HilbMod(AΘ) and c.s.i.Hilb
(
Zd,C, tr, ωΘ
)
are equivalent.
Therefore, every Hilbert AΘ-module can be fully constructed from a Hilbert space endowed with a
twisted Zd-action and a dense s.i.-complete relatively continuous subspace.
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11 Further Results on S.i.-Completeness
In this section, E is a Hilbert (G,A,α, ω)-module and R a relatively continuous subspace
of E. Also, continue to fix L := L2(G,A) and A := C∗r (G,A,α, ω).
Definition 16. Define the s.i.-completion of R, denoted by Rsi, as Span(R∪ (R ∗E Cc(G,A)))E,si.
Equivalently, it is the smallest linear subspace of Esi containing R that is both ‖·‖E,si-closed and
invariant under the right action ∗E of Cc(G,A).
It is not immediately clear from Definition 16 that Rsi is a relatively continuous subspace of E .
Our next result shows that this is indeed the case and even gives an explicit formula for it.
Theorem 5. Rsi is relatively continuous subspace of E and equals R(E,F(E;R)).
Proof. Let ζ, η ∈ Rsi. Then there are sequences (ζn)n∈N and (ηn)n∈N in Span(R ∪ (R ∗E Cc(G,A)))
such that
lim
n→∞
‖ζn − ζ‖E,si = limn→∞‖ηn − η‖E,si = 0.
In particular,
lim
n→∞
∥∥∥|ζn⟫2 − |ζ⟫2∥∥∥
Leq(L2(G,A),E)
= lim
n→∞
∥∥∥|ηn⟫2 − |η⟫2∥∥∥
Leq(L2(G,A),E)
= 0.
Hence, ⟪ζ|η⟫2 2 = limn→∞ ⟪ζn|ηn⟫2 2 ∈ C∗r (G,A,α, ω), and as ζ and η are arbitrary, we conclude that
Rsi is a relatively continuous subspace of E .
By Proposition 19, R(E,F(E;R)) is an s.i.-complete relatively continuous subspace containing R.
Let S be another subspace of E with the same properties. Then S = R(E,F(E;S)), and as R ⊆ S,
we have F(E ;R) ⊆ F(E ;S), which yields
R(E,F(E;R)) ⊆R(E,F(E;S)) = S.
In particular, R(E,F(E;R)) ⊆ R
si
. By definition, Rsi ⊆R(E,F(E;R)), so R
si
= R(E,F(E;R)).
Theorem 6. Suppose that R is s.i.-complete. Then R is invariant under both the right A-action and
the twisted G-action on E. Furthermore,
(
R, ‖·‖E,si
)
is an essential right A-module, i.e., R•A = R.
Proof. By Proposition 19, there is a concrete Hilbert (E ,L,A )-moduleM satisfying R = R(E,M).
93
Let ζ ∈ R. As |ζ⟫2 ◦ L ∈M ◦A ⊆M for every L ∈ A , we get the operator from A to M below:A → ML 7→ |ζ⟫2 ◦ L
.
We contend that this extends to an operator from M(A ) to M that is continuous with respect to
the strict topology on M(A ) and the operator-norm topology on M, where we are viewing M(A )
as the idealizer of A in L(L) (this is justified as the inclusion A →֒ L(L) is non-degenerate):
M(A ) = {T ∈ L(L) | T ◦A ⊆ A and A ◦ T ⊆ A }.
By Cohen’s Factorization Theorem, M◦A =M, so |ζ⟫2 = P ◦ L0 for some P ∈M and L0 ∈ A .
Hence, |ζ⟫2 ◦ T = P ◦ L0 ◦ T ∈ M ◦A ⊆M for every T ∈M(A ), which gives us an operatorM(A ) → MT 7→ |ζ⟫2 ◦ T
.
This operator clearly extends the one earlier. To show that it has the stated continuity conditions,
observe that if (Tn)n∈N is any sequence in M(A ) that converges strictly to some T ∈M(A), then
lim
n→∞
L0 ◦ Tn = L0 ◦ T in A , so lim
n→∞
|ζ⟫2 ◦ Tn = |ζ⟫2 ◦ T in M.
Now, let a ∈ A and r ∈ G. From Identity 7 and Identity 8, we have
|ζ • a⟫2 = |ζ⟫2 ◦ π(a) and ∣∣γEr (ζ)⟫2 = ∆(r)− 12 [|ζ⟫2 ◦ λ(r)∗].
Some rather straightforward calculations reveal that π(a), λ(r) ∈M(A ), so |ζ • a⟫2, ∣∣γEr (ζ)⟫2 ∈ M.
Therefore, ζ • a, γEr (ζ) ∈R(E,M), and as ζ, a and r are arbitrary, we find that R is invariant under
both the right A-action and the twisted G-action on E .
Finally, let (ei)i∈I be an approximate identity for A. Then
∀ζ ∈ R : lim
i∈I
‖ζ • ei − ζ‖E,si = lim
i∈I
‖ζ • ei − ζ‖E + lim
i∈I
∥∥∥|ζ • ei⟫2 − |ζ⟫2∥∥∥
Leq(L,E)
= lim
i∈I
‖ζ • ei − ζ‖E + lim
i∈I
∥∥∥|ζ⟫2 ◦ π(ei)− |ζ⟫2∥∥∥
Leq(L,E)
= 0. (As π(ei) converges strictly to IdL.)
By Cohen’s Factorization Theorem once more, we obtain R • A = R.
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Proposition 22. Suppose that (E ,R) is a c.s.i. Hilbert (G,A,α, ω)-module, and letM := F(E ;R).
If Θ : L(M)→ Leq(E) is as defined in the statement of Proposition 16, then
Range(Θ) = Set of all c.s.i.Hilb(G,A,α, ω)-endomorphisms on (E ,R).
Proof. Let M be as defined in the statement of Proposition 16.
Claim 1: Every c.s.i.Hilb(G,A,α, ω)-endomorphism on (E ,R) is an element of M .
Proof of Claim 1. Let T be a c.s.i.Hilb(G,A,α, ω)-endomorphism on (E ,R). Then
T [R] ⊆ R and T ∗[R] ⊆ R.
By Identity 6, T ◦ |R⟫2 = |T [R]⟫2 ⊆ |R⟫2, and as M = |R⟫2Leq(L,E) by the s.i.-completeness of R,
we have
T ◦M = T ◦ |R⟫2Leq(L,E) ⊆ T ◦ |R⟫2Leq(L,E) ⊆ |R⟫2Leq(L,E) =M.
Similarly, T ∗ ◦M ⊆M. Therefore, T ∈M by the definition of M .
Claim 2: Every element of M is a c.s.i.Hilb(G,A,α, ω)-endomorphism on (E ,R).
Proof of Claim 2. The proof of this is more complex because it involves a tight interplay between
the norms ‖·‖E and ‖·‖E,si. We first show that M[q[Cc(G,A)]] ⊆ R. Let T ∈ M and φ ∈ Cc(G,A).
As |R⟫2 is dense in M, there is a sequence (ζn)n∈N in R such that
lim
n→∞
∥∥∥|ζn⟫2 − T∥∥∥
Leq(L,E)
= 0.
Then
lim
n→∞
∥∥∥|ζn⟫2(q(φ))− T (q(φ))∥∥∥
E
= 0.
Now,
∀n ∈ N : |ζn⟫2(q(φ)) = ζn ∗E φ♯ ∈ R ∗E Cc(G,A) ⊆ R ⊆ Esi, so
∀m,n ∈ N :
∥∥∥|ζm⟫2(q(φ))− |ζn⟫2(q(φ))∥∥∥
E,si
=
∥∥∥(|ζm⟫2 − |ζn⟫2)(q(φ))∥∥∥
E,si
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=
∥∥∥(|ζm⟫2 − |ζn⟫2)(q(φ))∥∥∥
E
+
∥∥∥|(|ζm⟫2 − |ζn⟫2)(q(φ))⟫2∥∥∥
Leq(L,E)
=
∥∥∥(|ζm⟫2 − |ζn⟫2)(q(φ))∥∥∥
E
+
∥∥∥(|ζm⟫2 − |ζn⟫2) ◦ |q(φ)⟫2∥∥∥
Leq(L,E)
≤
∥∥∥|ζm⟫2 − |ζn⟫2∥∥∥
Leq(L,E)
‖q(φ)‖L +
∥∥∥|ζm⟫2 − |ζn⟫2∥∥∥
Leq(L,E)
∥∥∥|q(φ)⟫2∥∥∥
Leq(L)
=
∥∥∥|ζm⟫2 − |ζn⟫2∥∥∥
Leq(L,E)
(
‖q(φ)‖L +
∥∥∥|q(φ)⟫2∥∥∥
Leq(L)
)
=
∥∥∥|ζm⟫2 − |ζn⟫2∥∥∥
Leq(L,E)
‖q(φ)‖L,si.
As (|ζn⟫2)n∈N is Cauchy in M, it follows that (|ζn⟫2(q(φ)))n∈N is ‖·‖E,si-Cauchy in R. However, R
is ‖·‖E,si-complete, so there exists an η ∈ R such that
lim
n→∞
∥∥∥|ζn⟫2(q(φ))− η∥∥∥
E,si
= 0.
Convergence with respect to ‖·‖E,si implies the same with respect to ‖·‖E , which means that
lim
n→∞
∥∥∥|ζn⟫2(q(φ))− η∥∥∥
E
= 0.
Therefore, T (q(φ)) = η ∈ R, and consequently, M[q[Cc(G,A)]] ⊆ R as T and φ are arbitrary.
By our arguments thus far, we have
∀S ∈M : S[M[q[Cc(G,A)]]] = (S ◦M)[q[Cc(G,A)]] ⊆M[q[Cc(G,A)]] ⊆ R.
Our next goal is to show that M[q[Cc(G,A)]] is ‖·‖E,si-dense in R.
Indeed, by Proposition 13, R ∗E Cc(G,A) = |R⟫2[q[Cc(G,A)]] is ‖·‖E,si-dense in R, and as
|R⟫2[q[Cc(G,A)]] ⊆M[q[Cc(G,A)]] ⊆ R,
we find that M[q[Cc(G,A)]] is ‖·‖E,si-dense in R.
Let S ∈M . We wish to prove that S[R] ⊆ R. Toward this end, let ζ ∈ R, and pick a sequence
(ζn)n∈N in M[q[Cc(G, a)]] where
lim
n→∞
‖ζn − ζ‖E,si = 0.
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As mentioned earlier, ‖·‖E,si-convergence implies ‖·‖E -convergence, so by the continuity of S,
lim
n→∞
‖S(ζn)− S(ζ)‖E = 0.
Furthermore,
∀m,n ∈ N : ‖S(ζm)− S(ζn)‖E,si = ‖S(ζm − ζn)‖E,si
= ‖S(ζm − ζn)‖E +
∥∥∥|S(ζm − ζn)⟫2∥∥∥
Leq(L,E)
= ‖S(ζm − ζn)‖E +
∥∥∥S ◦ |ζm − ζn⟫2∥∥∥
Leq(L,E)
≤ ‖S‖Leq(E)‖ζm − ζn‖E + ‖S‖Leq(E)
∥∥∥|ζm − ζn⟫2∥∥∥
Leq(L,E)
= ‖S‖Leq(E)
(
‖ζm − ζn‖E +
∥∥∥|ζm − ζn⟫2∥∥∥
Leq(L,E)
)
= ‖S‖Leq(E)‖ζm − ζn‖E,si.
As (ζn)n∈N is ‖·‖E,si-Cauchy in R, it follows that (S(ζn))n∈N is ‖·‖E,si-Cauchy in R also. Thanks to
the ‖·‖E,si-completeness of R, there exists an η ∈ R satisfying
lim
n→∞
‖S(ζn)− η‖E,si = 0.
By now, it should be clear that this yields
lim
n→∞
‖S(ζn)− η‖E = 0.
Hence, S(ζ) = η ∈ R, which shows that S[R] ⊆ R. The proof that S∗[R] ⊆ R is similar. Therefore,
S is a c.s.i.Hilb(G,A,α, ω)-endomorphism on (E ,R), and as S is arbitrary, the claim is settled.
The range of Θ is indeed the set of c.s.i.Hilb(G,A,α, ω)-endomorphisms on (E ,R).
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12 Limitations and Concluding Remarks
A major restrictive assumption that we have made in this thesis is the continuity of our maps. The
maps α and ω present in (G,A,α, ω) are strongly continuous and strictly continuous respectively,
while the twisted action γE on a Hilbert (G,A,α, ω)-module E is strongly continuous. However,
twisted C∗-dynamical systems, when studied in full generality, are only assumed to be measurable,
so one might ask: Why not work with measurable twisted C∗-dynamical systems in the first place?
The answer to this question is that in the absence of continuity, difficulties arise in trying to prove
results such as Proposition 10 and Proposition 19. Left approximate identities for C∗r (G,A,α, ω),
when (G,A,α, ω) is measurable, definitely exist (see [11]), but in general, they do not assume
the nice form that we have used. As mentioned in [2], the usual tensor product of an approximate
delta for L1(G) with an approximate identity for A does not always work. Therefore, the techniques
employed here would have to be completely revamped to handle the measurable case, not to mention
the special attention that has to be paid to basic measure-theoretical issues.
At the time of writing, it is not known how to make A a Hilbert (G,A,α, ω)-module. I consider
this to be the most important problem. If we try to set γA := α, just as in a C∗-dynamical system,
then we obtain an inconsistency because
∀r, s ∈ G, ∀a ∈ A : γAr
(
γAs (a)
)
= γArs(a) ω(r, s)
∗ but αr(αs(a)) = ω(r, s) αrs(a) ω(r, s)
∗.
The obstruction is caused by an extra ω(r, s) (or a lack thereof). If we can overcome this problem,
then it is possible to use our results to give a Rieffel-type definition of properness (see Definition 4)
for a twisted C∗-dynamical system. One might suggest that (4) of Definition 6 be modified to read
∀r, s ∈ G : γEr ◦ γEs = Ad(ω(r, s)) ◦ γErs,
but this assumes the existence of a left A-action on E , which we do not have. This has been proposed
by E. Be´dos and R. Conti in [1], but their definition does not lead to the nice property in Lemma 1
that morphisms are closed under operator-adjoints. In any case, these authors were not presenting
a categorical viewpoint in their work.
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