Abstract: Road accident analysis is very challenging task and investigating the dependencies between the attributes become complex because of many environmental and road related factors. An exhaustive research is being conducted to identify the optimal factors which influence fatal accidents. In this paper we propose a novel methodology called Voting Algorithm for Aggregated Feature Selection (VAAFS) which selects an optimal number of significant features with majority votes identified by more than one Feature Mining algorithms. The optimal features selected by VAAFS will be then extended to the classifiers over an Indian road accident data set obtained from the Coimbatore City Traffic Head Quarters, Tamilnadu, India and with international datasets obtained from Fatality Analysis Reporting System (FARS), USA, and the STATS19 data collection system, maintained by the of United Kingdom (UK) to model the accident severity. The output from VAAFS shows that type of vehicle, high risk road users like pedestrian and two wheelers, young road users, government holidays, selected week days, manner of collision, seating position etc. are most significant factors in modeling Accident Severity. The proposed method is highly successful in reducing misclassification error rate and to improve the predictive accuracy with optimal features than the previous studies. It seems very promising for observing road accident patterns.
Introduction
The costs of fatalities and injuries due to traffic accidents have a great impact on society. World Health Organization (WHO, 2009) predicts that road collisions will jump from the ninth leading cause of death in 2004 to the fifth in 2030. Road accidents have earned India a dubious distinction. More people die in road accidents in India than anywhere else in the world. According to the report of National Crime Records Bureau (NCRB), India, the total number of deaths every year due to road accidents has now passed the 1,35,000 mark. About 60,000 lives are lost every year in road accidents and this rate is 25 times more than that of the U.S.A. The alarming rate of increase of fatality due to road-accidents in the country warrants a method to understand the causes users and their behavior.
Road traffic accident is under the influence of many factors. With an exponential growth of population, number of vehicles and the need for their use, understanding the multiple causes of road accident fatalities has become more significant especially in the advent of sophisticated technology [20] . In recent years, with the growth of the volume and travel speed of road traffic, the number of traffic accidents, especially severe crashes, has been increasing rapidly on a yearly basis [13] . Identification of these factors can help improve the overall driving safety situation, not only by preventing accidents but also by reducing their severity [14] . It is crucial for engineers to extract useful information from existing data to analyze the causes of traffic accidents, so that traffic administrations can be more accurately informed and better policies can be introduced [19] .
The characteristics and availability of fatal roadcrash databases have been listed worldwide [17] . Among the listed databases most of the databases are having only summary data rather individual accident information. The ever increasing tremendous amount of data has far exceeded human ability for comprehension without the use of powerful tools [10] . Data mining is the process of analyzing data from various perspectives and summarizing it into useful, meaningful and related information [10, 7] . This information can then be seen as a kind of outline of the input data, and can be used in further investigation or can be applied in the field of machine learning and predictive analytics. There are many data mining algorithms and tools that have been developed for feature selection, classification and clustering. These algorithms are used to discern and uncover knowledge patterns and make out significant and meaningful information associated with the application domain. Though, many studies have dealt this problem, lack of consensus is still visible for analyzing such data sets. This is further augmented with the complex features due to varied geographical, environmental, and social practices. In this paper, a new novel method of traffic accident data mining, based on aggregated voting method and through a comparative analysis of a variety of traffic accident data mining techniques, is put forward to identify the significance of different attributes and their respective values. The proposed method is validated on an Indian Accident data set and a foreign data set. Precisely this work has the following objectives:
1. it makes an attempt to initiate a scientific process through data mining tools effectively and to provide reasonable findings for traffic management for a sitespecific purpose;
2. a novel accident severity prediction framework for accident datasets with enhanced prediction accuracy is proposed;
3. a set of optimal and significant features are identified to predict accident severity;
4. the performance of machine learning algorithms, binary class categorization of two accident datasets have been compared and evaluated.
The work has been explicated with the road accidents datasets that are collected from the Traffic Head Quarters, Coimbatore City, Tamilnadu, India for the year 2012 and Fatality Analysis Reporting System (FARS) which is available in the University of Alabama's Critical Analysis Reporting Environment (CARE) system, USA and Road accident training dataset obtained from the STATS19 data collection system, maintained by the government of United Kingdom (UK).
The paper is organized as follows. Section 2 gives a review of previous models studied for the analysis of road traffic accidents. The nature of the input data is described in Section 3 and it provides the necessary details about modeling strategies used in this study. Results are discussed in Section 4 with concluding remarks in Section 5.
Application of Data Mining to Road Traffic Accidents
Several researches exhaustively study this issue and a range of interventions have been recommended to improve road safety based on the major factors for crashes such as road, environment, driver and vehicle factors.
To control the most important factors which affect injury severity of drivers involved in traffic crashes on Iran roads the Classification and Regression Tree (CART), has been used to analyze the crash data pertaining to the last three years (2006) (2007) (2008) [14] . The results have revealed that improper usage of the seat belt, overtaking and speeding are the most important factors associated with injury severity. Many data mining feature selection and classification algorithms have been applied to find the factors influencing the fatal accidents using Fatality Analysis Reporting System (FARS) [22] [23] [24] [25] [26] [27] .
In [18] the authors have made noticeable attempts at identifying the degree of importance of Information Entropy for road traffic accident analyses. A classification tree based on Gini Index has been presented for analyzing crashes on mid-block segments of multilane arterials of Florida, U.S Route 19 [1] . The study has provided the safety analysis community an additional tool to assess safety without having to aggregate the corridor crash data over arbitrary segment lengths. Adaptive regression trees (CART) have been developed to build a decision support system to handle road traffic accident analysis for Addis Ababa city traffic office [29] . The road traffic accident data of Finland between 2004 and 2008 have been analyzed using descriptive data mining, clustering and association rule mining to create reasonable knowledge [3] . Also, attitude and behavior of driver scores along with other variables such as driving mileage, driver age and personality tend to exhibit statistically significant association with collision involvement [8] . Binomial models have been employed in analyzing hierarchical data structure [15] . The factors involved in motor vehicle crashes have been predicted from twolane rural intersections in the state of Georgia. The data set has been in a hierarchical structure with respect to driver's characteristics, crash characteristics, site characteristics. An increased risk of accidents has been observed with the consumption of Qat, a locally grown stimulant among road users of Yemen using Smeed's model [2] . Further, literature is available for detailed evaluation of machine learning algorithms such as neural network, decision tree, support vector machines and a hybrid decision tree [4, 6, 9] .
Using Feature Mining techniques, irrelevant and redundant features from a dataset will be filtered out so that highly informative features will be provided. CFS method has been used to find the correlation between features and those features have been validated using SVM and ANN models [28] . Various Feature Mining algorithms, classification algorithms such as C4.5, C-RT, CS-MC4, Decision List, ID3, Naive Bayes, Random Tree etc. and ensemble algorithms such as AdaBoost, Arc-X4 etc. have been explored to analyze Road Traffic Accidents data based on road and vehicle specific characteristics [22] [23] [24] [25] [26] [27] . Also the Feature Mining algorithms including CFS, FCBF, Feature Ranking, MIFS and MODTree have been explored to improve the classifier accuracy. Interestingly, few influencing factors on road users have also drawn attention to portray the causal relationships. The most effective way to reduce road accident is to better understand the causative road accidents [21] . Hence, data mining literature has a clear road map with an aim of finding causal factors, predicting the future risk with the aid of comparative algorithms. However, a study specific mining has been emphasized in most of the studies because of greater diversity prevail in road accident data. The occurrence of road accidents in India has been considered since very few researches have focused on such studies but with descriptive tools [31] . This study aims on the identification of accident patterns and major accident factors to answer an increasing need of designing preventive measures with the ultimate objective of reducing the number of traffic accidents and fatalities. The present study also emphasizes the use of a newly proposed more comprehensive method that extract information from selected Feature Mining algorithms to identify the significant features and classification algorithms to predict road accident patterns.
Methods and Materials
The proposed computational methodology for the prediction of road accident severity is given in the Figure 1. 
Descriptive analysis of Coimbatore accident data set
For this study three datasets have been used; an Indian road accident data set obtained from the Coimbatore City Traffic Head Quarters, Tamilnadu, India for the year 2012, international datasets Fatality Analysis Reporting System
Figure. 1 Generic Computational Approach of the Proposed Methodology
(FARS) which is available in the University of Alabama's Critical Analysis Reporting Environment (CARE) system, USA and Road accident training dataset obtained from the STATS19 data collection system, maintained by the government of United Kingdom (UK). Coimbatore, one of the major cities in Tamilnadu has been identified as a good indicator for different environments and for different geographical regions. The information pertaining to road crashes attributable to Central, East and West regions of Coimbatore city are the main focus of this investigation. The month wise data for the year 2012 has been used to understand the nature and extent of the causes of fatalities and to build models.
The original data set for the study contains traffic accident records for the year 2012, a total number of 438 cases of which 308 proper cases have been identified through the data cleaning exercise. The class attribute, Accident Severity, is a multivariate variable which has three values: Fatal Injury, Grievous Injury and Minor Injury. The values of the variables of the data set are listed in Table 1 . 
Voting algorithm for aggregated feature selection (VAAFS)
Many factors affect the success of machine learning algorithms on a given task [11] . Most of the studies have exploited the features that are extracted from different Feature Selection algorithms in an ad-hoc manner; such features are subsequently used for classification purposes using appropriate algorithms. Also in such procedures, it has been observed that the misclassification rates of the classifiers are increased than that of the classifiers with original variables. However, the present study aims to improve the classification by a method through which Feature Mining procedures could be optimally utilized and the results can subsequently be extended to the classification algorithm.
In order to identify the significant features the appropriate algorithms viz. CFS [11] 
Results and Discussion
After preprocessing the training datasets have been loaded in Weka machine learning software, SPSS statistical package and Tanagra data mining tool in the specified format. The multivariate attribute Accident Severity has been used as the class attribute. The results are discussed in two subsections:
1. Feature Significance Analysis 2. Performance Evaluation of the Classifiers.
The analysis has been conducted on road accidents dataset of Coimbatore city, FARS and Great Britain.
Feature significance analysis
The algorithm and method presented in the previous section have been applied on road accident dataset of Coimbatore city which has been primarily divided by four regions (All, East, West and Central). Feature Ranking algorithm identified the subset of significant features which has 5% significant level of Chi Square statistics [5] , CFS algorithm has chosen the significant features which has highest merit [11] , and other algorithms extracted all features which gives the best weight [16, 33] . On ranking the attributes by the recommendations of each algorithm, the set of significant attributes which have been selected by VAAFS from all the regions is depicted in Figure 2 . The Proposed VAAFS has selected the best features using majority voting method; it has selected the features which have been selected by any four of the above seven algorithms i.e. The minimum number of votes should be equal to n/2 = 4. If any attribute gets votes >= n/2 that will be selected as the significant attribute by VAAFS. In Figure 2 the features selected by VAAFS have been coupled with the weights and each feature is assigned with its votes.
The attributes which have been selected by these Feature Selection algorithms and their optimal measures in each region are listed in Table 2 . The symbol '-' indicates that the feature is not selected by either of the algorithms. The symbol '' indicates that the feature is selected as an optimal feature.
From the results it could be observed that each feature selection algorithms gave different subset of features. Thus it could be understood that the factors influencing accident severity differ geographically.
Performance evaluation of the classifiers
The performance of the proposed method is substantiated using four classification techniques. The Random Tree, C4.5, Naive Bayes and J48 classifiers are used to evaluate Table 3 .
From Table 3 it is clear that in all the regions Random Tree accuracies are high and the features selected by the VAAFS algorithm increase the predictive accuracy of all the classifiers with less number of optimal features set. The contingency table from Random tree algorithm with features selected by VAAFS in the Coimbatore accident dataset and the precision and recall values are is given in the Figure 3 .
Classification rules are popular alternative to decision trees in representing the structures that learning methods produce, partly because each rule seems to represent an independent "nugget" of knowledge [32] . Based on such observations this work has extended the feature selection algorithm to find a refined classification rule and following observations have been mode from the generated rules. Table 4 details and compares the predictive accuracy obtained from the proposed method and with that of the previous works. From Table 4 it could be observed that Random Tree classifier works better with VAAFS in modelling road traffic accidents. It effectively identifies the significant features from an aggregated selection of feature selection algorithms and yields a reduced misclassification rate and high accuracy. Figure 4 gives the comparison between the existing work and the present work carried out on various accident data sets.
Thus the proposed algorithm could be used effectively to improve predictive accuracy of the classification techniques with a set of optimal significant features while modeling road traffic accidents.
Conclusion
It is crucial for engineers to be able to extract useful information from existing data to analyze the causes of traffic accidents as it causes great impact on society. The main purpose of this study is to identify the optimal set of features for modeling road accidents severity using feature selection and classification techniques. This research work investigated the performance of the classification algorithms by suitably optimized information obtained from a list of feature 
