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Summary
Biometric person identification has been an active research area in the recent decades. 
Among the many biometric features, such as finger prints, face, and voice; the human 
face offers particular advantages such as the ability to recognise an individual from a 
distance, and without their cooperation.
Although face recognition using 2D images taken under controlled conditions has reached 
high performance rates, its performance declines under non-cooperative scenarios such 
as surveillance using CCTV cameras where the scene can have arbitrary illumination 
conditions and the subject can have arbitrary pose with respect to the camera and be 
at a far distance.
The focus of this thesis is on the problem of recognising individuals from a 2D facial 
image with low resolution and arbitrary pose and illumination. We investigate the use 
of 3D information in order to boost the performance of 2D face recognition in such 
scenarios. A 3D Morphable Face Model is used to extract 3D shape and facial texture 
information from a 2D low-resolution facial image with arbitrary pose and illumination. 
To this end, the 3D model is fitted to the input image using a novel low-resolution 
fitting algorithm proposed in this thesis. It is shown that the fitting algorithm is able 
to extract reliable 3D shape and texture information across a large range of variations 
in pose and illumination.
It is shown, through extensive experimental evaluation, that the model parameters 
obtained using our fitting algorithm are reliable enough to be directly used for face 
recognition in low-resolution under varying poses and illuminations.
Furthermore, we propose a novel approach to using 3D information in order to enhance 
the low-resolution facial texture. More specifically, we propose a 3D-assisted facial 
texture super-resolution framework which uses the 3D information extracted from an 
LR image to map the facial texture to a shape- and pose-normalised domain. The 
facial texture is then enhanced by applying texture super-resolution in this domain. 
Through this procedure, a high-resolution estimate of the facial texture is obtained 
which can then be used to render the face in a normalised pose and illumination and 
with high-resolution texture. It is shown that this procedure can inject relevant and 
discriminative high-resolution information to the facial texture thereby boosting the 
performance of a conventional 2D face recognition engine.
K ey w ords: Face Recognition, 3D Morphable Model, Fitting, Resolution, Super­
resolution.
Email: p . mort azavian@surrey. ac. uk
WWW: http://www.surrey.ac.uk/cvssp/
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Chapter 1
Introduction
“I ’m Spartacus!”
The iconic phrase above is from the classic movie “Spartacus” by Stanley Kubrik, 
based on the life of the historic figure Spartacus and the events of the Third Servile 
War. After the army of rebel slaves is defeated by the Roman army, the recaptured 
slaves are offered leniency by the victorious Romans under the single condition that 
they identify their leader, Spartacus. The rebels reject the offer, each proclaiming 
himself to be Spartacus, thus protecting their leader by creating a huge number of false 
claims so as to render the Romans unable of identifying the one true Spartacus.
Historic fact or dramatic fiction, this event represents an example of identity fraud 
where a person falsely claims the identity of another. In this particularly unusual case, 
it was a heroic act with morally sound intentions, but that is rarely the case in real 
life^! In reality, identity fraud is often an ill-intentioned act and is usually a part of a 
more serious criminal operation.
Governmental agencies, banks, and insurance companies regularly warn citizens and 
clients about the implications and dangers of identity fraud.
The UK Fraud Prevention Service (CIFAS) defines identity fraud as:
The creation or adoption of a fictitious or false identity to facilitate il­
legal or fraudulent activity. This usually involves the use of stolen or forged 
identity documents such as a passport or driving licence to obtain goods or 
services by deception. Includes cases of false identity, identity theft, imper­
sonation of the deceased, facility takeover and other impersonations. [93]
CIFAS recorded more than 120 thousand cases of identity fraud in 2012, which accounts 
for about 50% of all cases of fraud recorded to their National Fraud Database during 
2012 [94].
^See also Section 7.2 for a discussion.
Chapter 1. Introduction
Preventing identity fraud requires a reliable method of verifying a person’s identity. To 
date, various means of person identity verification have been used. These can roughly 
be categorised into three main groups of methods:
Knowledge-based  systems determine identity of a person based on what they know, 
e.g. a password, a Personal Identification Number (PIN), address, date of birth.
Token-based  systems determine identity of a person based on what they possess, e.g. 
an ID card, passport, driving licence.
B io m e tr ic  systems determine identity of a person based on a specific physiological or 
behavioural characteristic, e.g. fingerprint, facial appearance, gait, voice.
The first two categories of methods are by far the most common means of person iden­
tification. However, since they are not based on an inherent attribute of an individual, 
they suffer from a number of disadvantages and are susceptible to fraudulent misuse. 
An identity token can be lost or stolen, the knowledge (passwords etc.) can be forgot­
ten or wrongfully acquired by an unauthorised imposter. Interestingly enough, such 
disadvantages have manifested themselves in CIFAS’s definition of identity fraud given 
in Page 1, where it mentions that identity fraud “usually involves the use of stolen or 
forged identity documents” .
On the other hand, biometric systems in general, and physiological biometric systems in 
particular, are inherently more reliable in differentiating between an authorised person 
and an imposter since most physiological and behavioural characteristics are specific to 
a given person and hard to mimic. Hence, biometric person identification systems have 
gained considerable attention both in academic research and in the industry. A recent 
industrial report by the International Biometrics Group, LLC (IBG), provides annual 
revenue projections and forecasts that the industry revenues will rise from 3.4 billion 
US dollars to roughly 9.4 billion US dollars within the 6 years from 2009 to 2014 [53].
1.1 Face R ecognition
Among various biometric modalities, face recognition earns special attention. Faces 
are probably the most common biometric attributes used by humans for recognition. 
Face recognition offers a non-intrusive biometric method and ideally requires no user 
cooperation. Hietmeyer [85] compared different biometric attributes in terms of com­
patibility with a Machine Readable Travel Documents (MRTD) [1] system based on a 
number of evaluation factors such as enrollment, renewal, and public perception. In his 
study, the face features scored highest among the 6 attributes^ considered. According 
to the Biometrics Market and Industry Report (BMIR) by IBG, face recognition sys­
tems account for 11.4% of the total biometrics market in 2009, second only to finger 
prints.
Considering the above, it comes as no surprise that automatic face recognition is one 
of the most active areas of research in computer vision and pattern recognition. Ap­
plications are not limited to security and access control, but also span a range of other 
areas such as human-machine interaction and automatic organisation of family photos.
^The attributes considered by Hietmeyer include Face, Finger, Hand, Voice, Eye, and Signature.
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1.1 .1  Som e T erm inology
In general, the automatic face recognition problem can be considered in two different 
scenarios in terms of the user’s interaction with the system: (1) cooperative user sce­
narios and (2) non-cooperative user scenarios. In the first case, the user is willing to 
be cooperative by presenting their face to the system in a way that facilitates automatic 
recognition (e.g. in frontal pose and with a neutral expression); a typical example of 
such a scenario is in access control systems. In the second case, the user is not nec­
essarily aware of being identified; a typical case is the surveillance by CCTV. In such 
cases the user may have arbitrary pose and distance with respect to the camera. In 
terms of distance between the user and the camera, near-held (typically, less than Im) 
face recognition in a cooperative scenario is the least difficult problem whereas far-held 
non-cooperative scenarios pose the most challenging problem.
Face recognition is a pattern recognition problem which operates by processing facial 
samples in the form of 2D visible-light images, 3D scans, or images beyond the visible 
spectrum (e.g. Near-Infrared (NIR)). In an enrollment stage, a set of individuals are 
enrolled in the system by presenting one or more facial samples of each individual. 
These individuals will then be known to the system and are referred to as clients. The 
set of client samples used for enrollment is referred to as the gallery  set. Then, in a 
test stage, a different set of samples is presented to the system for recognition. This 
set is referred to as the probe set.
The term face recognition is an umbrella term referring to two closely related tasks, 
namely face verification  and face identification .
Face verification is a one-to-one matching problem where an individual presents a facial 
sample to the system and claims the identity of one of the clients. The task is then 
to verify whether this claim is true, i.e. the person is a genuine client-, or false, i.e. the 
person is an im poster.
Face identification, on the other hand, is a one-to-many matching problem where a 
person presents a face sample to the system and the task is to determine the identity 
of the person. Two scenarios can be considered in evaluating a face identification 
system, the so-called closed-set identification  scenario is the case where the probe 
set used for evaluating the performance of the system consists only of clients who are 
known by the system. A more general scenario, on the other hand, is the open-set 
identification  scenario where the probe set is allowed to include samples of people 
not known to the system, i.e. imposters, in addition to clients.
1.1 .2  C urrent C hallenges
Early research on automatic face recognition started in the 1960s [64]. The first face 
recognition system was developed by Takeo Kanade in his PhD thesis, in 1973 [57]. 
Within the four decades that have passed, development of powerful and affordable 
computing systems has resulted in an enormous boost in application fields of auto­
matic image analysis and computer vision such as medical image analysis, media and 
entertainment, human-machine interaction, and biometric identification. Face recog­
nition has been no exception. Many milestones have been set since the pioneering
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work of Kanade by various researchers. Perhaps the most notable early works were 
the Eigenface method [103], which applied Principal Components Analysis (PCA) to 
the problem, and the Fisherface method which achieved higher accuracy using Linear 
Discriminant Analysis (LDA) [12, 39].
More recent breakthroughs were made using local appearance-based features such as 
Local Binary Patterns (LBP) [3], Scale-Invariant Feature Transform (SIFT) [69], and 
Histogram of Oriented Gradients (HOG) [31].
As a result of years of research and advances in face recognition, the technology has 
currently reached a certain level of maturity to the extent that in a cooperative scenario 
where factors such as lighting, pose, expression, and distance can be controlled, current 
automatic face recognition systems can outperform humans [64]. The Face Recogni­
tion Vendor Test 2002 (FRVT2002) compares commercially available face recognition 
systems and shows that the performance of the best systems under such constrained 
conditions is comparable to that of finger print recognition systems [83].
However, accurate and reliable non-cooperative face recognition under unconstrained 
imaging conditions is still an open area of research and the technology has not yet 
matured sufficiently in order to make its way into every day use. Many challenges still 
need to be addressed before face recognition systems can be deployed as reliable bio­
metric person identification systems for unconstrained scenarios, especially in sensitive 
applications such as security. The specific challenges vary among systems depending 
on the type of facial samples used by the system. For instance, high cost and limita­
tions in 3D acquisition systems pose challenges to 3D-based systems whereas they are 
not typically significant problems for a 2D image-based system which in turn faces a 
challenge in handling different subject poses. Other factors such as facial expression 
could pose a challenge for all systems.
In the following, we restrict ourselves to the case where the facial samples presented to 
the system for enrollment and for test are 2D visible-light images and discuss some of 
the main challenges for such systems.
A facial image conveys many pieces of information. Facial shape, facial texture, the 
subject’s gender, age, facial expression, pose, distance to camera, direction of gaze 
and information about scene illumination are among the main pieces of information 
conveyed by a facial image. From a recognition point of view, the different sources of 
variation in an image can be divided into two main groups: (1) intrinsic sources of 
variation are those that are intrinsic to the identity of the subject; and (2) extrinsic 
sources of variation are those that are independent of the identity. Among the various 
sources of variation named above, we consider only facial shape and texture to be 
intrinsic factors, directly related to identity, and consider all the rest as extrinsic sources 
of variation
Each of the various intrinsic and extrinsic peaces of information originates from a 
separate source and could vary rather independently of the others. Ideally, a face 
recognition system should be able to differentiate between the intrinsic and extrinsic
^One could argue that facial expressions are not, strictly speaking, an extrinsic factor as they could 
convey some information about a person’s identity.
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factors, thus extracting from an image only that part of the information which is directly 
relevant to identity.
However, in a 2D image all various kinds of intrinsic and extrinsic information are 
irreversibly combined by virtue of the image acquisition process. Hence, any discrep­
ancy between the gallery and probe images in terms of the extrinsic factors introduces 
unwanted noise in the system and can negatively affect the performance of a 2D recog­
nition engine.
Among the different types of extrinsic information conveyed by a face image, variations 
in some factors prove to be more damaging to the performance of a recognition system 
than others. For instance, a change in a person’s gaze direction may not affect the 
performance of a recognition system as much as variation in illumination can. In the 
following, we discuss the most challenging extrinsic factors, variations of which can 
significantly degrade the performance of a 2D face recognition engine.
Pose: Variations in facial pose can greatly change the appearance of a face in a 2D
image. A 2D facial image represents a projection of a 3D object (the face) to a 2D 
plane. Consequently, the face is seen differently from different view points. Different 
parts of the face become visible or occluded, and their relative spatial positions vary, 
depending on the relative position of the camera with respect to the face.
Illum ination : A 2D image is created as a result of interaction between light and the
face. The light reflected by the face is captured by an imaging device. Hence, the 
appearance of a human face in an image can vary dramatically due to variations in 
the illumination conditions. Moreover, a directional light can cast shadows on the face 
thereby creating strong contours on the face. It has been shown [2 , 112] that differ­
ences in facial appearance due to illumination can be larger than differences between 
individuals.
E xpression: Humans are capable of showing a wide range of various different facial
expressions depending on the internal emotional state, intention, or social interactions. 
Depending on the type and intensity of the facial expression, facial features can vary 
significantly. Hence, facial expressions are among the main sources of variation in the 
appearance of a face in a 2D image and can have a significant impact on the performance 
of any face recognition system.
R esolu tion : In an unconstrained scenario, the captured face may be of low resolu­
tion due to the large distance between the subject and the camera and/or the camera 
characteristics. Low image resolution can lead to loss of descriptive and intrinsic facial 
information conveyed by the image, thereby affecting the performance of a face recogni­
tion system. Different studies have shown that a face recognition engine’s performance 
can degrade as a result of low resolution and large distance between the subject and 
the camera [106, 18].
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1.2 M otivation
We reviewed the main challenges of a 2D image-based face recognition system in the 
previous section. There has been a sizable body of previous work on addressing each 
of the individual challenges separately. In comparison, the problem of face recognition 
across a combination of these factors simultaneously has received relatively little atten­
tion. However, the ultimate goal of face recognition is to be able to recognise faces in 
the presence of any arbitrary combination of such extrinsic factors.
Our main focus in this work is on the problem of face recognition in low resolution (LR). 
However, instead of considering this problem in isolation of other challenging problems, 
we aim to provide a way towards low-resolution face recognition in the presence of 
variations in other extrinsic factors such as pose and illumination.
As mentioned in the previous section, a major source of the challenges for a 2D face 
recognition systems is that, during image acquisition, various kinds of information are 
combined. Separating the various pieces of information conveyed by a 2D image is an 
ill-posed problem and requires prior knowledge about the human face.
As we will show through an extensive review of the low-resolution face recognition 
literature in Chapter 3, the most successful methods applied to the problem of LR 
face recognition use prior knowledge about a (high-resolution) human face in order to 
reconstruct and extract high-resolution (HR) information from an LR image. However, 
most of the current approaches to LR face recognition are prone to limitations in 
recognising faces of previously unseen poses and illuminations.
On the other hand, one of the most successful approaches proposed to date which uses 
prior knowledge of human face characteristics for the purpose of 2D facial image analy­
sis is the 3D Morphable Face Model (3DMM), proposed by Blanz and Vetter [19]. The 
3DMM provides a framework to model various kinds of intrinsic and extrinsic informa­
tion explicitly, separately and independently. The 3DMM has been successfully applied 
to the problem of 2D face recognition in the presence of pose and illumination variation 
[86 , 88] and has shown promising potential for expression-invariant face recognition [4]. 
However, its application is limited when it comes to low-resolution images'^.
Considering the above discussion, the main motivation for this work was to try and 
combine the merits of 3DMM with those of the most powerful methods in the LR 
face analysis literature. The 3DMM offers valuable object-specific information about 
the human face. Inspired by ideas from the LR face analysis literature, we aim to 
appropriately use this prior knowledge in order to extract and separate various pieces 
of intrinsic and extrinsic information from a LR facial image. The objective is to provide 
a possible solution to the problem of LR face recognition in the presence of variations 
in other extrinsic factors, in particular pose and illumination, thereby taking a small 
step in the path towards truly unconstrained face recognition.
“^ See Section 4.2 for a discussion
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1.3 T hesis O utline
This thesis is organised in 7 chapters. The current chapter gives an introduction to the 
terminology and main challenges of face recognition as a biometric personal identifica­
tion technique. It also outlines the main motivation for the presented work and provides 
a list of contributions and publications derived from this work. Chapter 2 presents a 
review of the 3D morphable face model and its application to face recognition under 
varying poses and illuminations. We present a review of the related literature on build­
ing a 3D morphable model and the main approaches to face analysis through model 
fitting.
In Chapter 3, we review the challenge of low-resolution (LR) face recognition and 
some of the approaches that are used to address it. We identify four main categories 
of approaches: (1) training in LR] (2) using HR reconstruction (super-resolution) to 
enhance the probe image prior to recognition; (3) model-based approaches; and (4) direct 
matching of HR and LR faces. Through a critical analysis of the reviewed approaches, 
we argue that the present methods suffer from serious limitations in the analysis of 
facial images of previously unseen poses and illuminations.
Given this necessary background, in Chapter 4 we will make the link between super­
resolution (SR) and 3DMM and show how the underlying ideas used in SR can be 
transferred to the domain of 3D morphable models and utilised to extend the use of 
3DMM to LR face analysis. More specifically, we propose an LR imaging model for 
generating LR images given the 3DMM parameters and a set of rendering parameters. 
We then use this imaging model in developing an algorithm for fitting a 3DMM to LR 
images. Experimental evaluation of this algorithm confirms that our proposed fitting 
approach can successfully fit the 3DMM to LR images and that the fitted parameters 
are similar to those that would have been obtained if the input image was HR.
We then move on to the application of the 3DMM in LR face recognition in Chapter 5. 
By using the 3DMM parameters directly for comparison of gallery and probe images 
in a series of identification experiments, we show that the proposed fitting algorithm 
provides sufficient accuracy for face recognition under varying poses and/or illumina­
tions over a range of different resolutions. In addition, we propose a novel LDA-based 
methodology for using the 3DMM parameters in face recognition and evaluate this 
approach in a face verification scenario.
In Chapter 6 , we pursue a different approach to using the 3DMM in LR face analysis. 
More specifically, we present two alternative approaches for using the 3D information 
provided by the 3DMM in order to aid 2D LR face analysis. First, we present a modular 
3D-assisted facial texture super-resolution framework which uses the 3D information 
to map facial texture to a pose- and illumination-normalised texture domain in which 
a convectional example-based super-resolution method is used to enhance the resolu­
tion of the facial texture. The second approach is an alternative for this framework 
which uses the 3D information to formulate super-resolution of the facial texture in the 
normalised texture domain without the need for texture extraction from the LR input 
image. Experimental evaluation confirms that both methods are able to inject relevant 
HR information into the facial texture which is beneficial for recognition.
Finally, Chapter 7 concludes the thesis and suggests directions for future work.
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1.4 C ontributions
To the best of my knowledge, this work is the first attempt in using a 3DMM for LR 
face recognition. More specifically, the work presented in this thesis has resulted in the 
following contributions to the field of face recognition:
• An extensive survey and critical analysis of the current approaches to low-resolution 
face recognition.
• A novel method for fitting a high-resolution 3D Morphable Model to a low- 
resolution 2D image.
• An experimental evaluation of the proposed fitting approach which shows that 
our proposed method is capable of extracting HR information from an LR image, 
in the form of a high-resolution 3D model.
• An experimental evaluation of the application of 3DMM to the problem of low- 
resolution face recognition using the model parameters extracted from the LR 
input.
• A novel LDA-based approach to using 3DMM parameters in face recognition and 
it’s experimental validation in a face verification scenario.
• Two novel alternative approaches for 3D-assisted facial texture super-resolution 
in the presence of pose and illumination variations, and their application to 3D- 
assisted face recognition in low-resolution.
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UK, September 7-10, 2009. Proceedings. British Machine Vision Association, 
2009. [78]
• P. Mortazavian, J. Kittler, and W. J. Christmas, A 3D-Aassisted Generative 
Model for Facial Texture Super-Resolution. In Proceedings of the 3rd IEEE inter­
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pages 452 - 458, Piscataway, NJ, USA, 2009. IEEE Press.[77]
• P. Mortazavian, J. Kittler, and W. J. Christmas. 3D Morphable Model Fitting for 
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Chapter 2
3D M orphable M odel for 
U nconstrained Face R ecognition
2.1 Introduction
Many research areas in various fields involve human faces. Examples include synthe­
sising human face images in Computer Craphics and face image analysis in Computer 
Vision for the purpose of face recognition or pose correction. 3D morphable face models 
provide a unified approach addressing both analysis and synthesis of faces. Since the 
pioneering work of Blanz and Vetter ([105], [19], [20]), such models have been applied 
to various such problems.
This chapter presents a review of the 3D morphable face model and its application 
to unconstrained face recognition under varying poses and illuminations. We present 
a review of the related literature on building a 3D morphable model and the main 
approaches to face analysis through model fitting.
In brief, a 3D morphable face model (3DMM) is a vector space representation of 3D 
faces which exploits correspondences between exemplar 3D faces to learn class-specific 
knowledge. Using such knowledge, as well as prior knowledge of the image formation 
process, a generative model can be introduced which is capable of synthesising novel 
human face images. Also, such a model can be used to infer information from a given 
2D face image. This can be achieved by estimating the model parameters such that - 
when used for synthesising an image - they produce a facial image similar to the input; 
a task known as model fitting. Model fitting is performed in an analysis by synthesis 
framework and the optimal model parameters obtained by model fitting can be used 
for tasks such as face recognition and coding.
Of particular interest to this thesis is the application of the 3D morphable face model 
(3DMM) to unconstrained face recognition under varying poses and illuminations. As 
was discussed in Chapter 1, many intrinsic and extrinsic sources of variation exist in a 
facial image such as facial shape, facial texture, pose, illumination, and expression. A 
3DMM models most of these sources explicitly, separately, and independently, providing 
the opportunity for the intrinsic information to be used for face recognition.
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Such a model can be constructed from a collection of 3D face scans each of which is 
defined in terms of a shape vector S^, and a texture vector T^, such that any scan 
within the collection, or any new face, can be synthesized as a linear combination of 
the 3D scans:
^■mod —  ^   ^ , T j j io d  —  ^   ^ ^  ] 0,k ^  =  1 . (2 .1)
k k fc=l k
In order to perform a linear combination such as the one in Equation 2 .1, all the 
shape and texture vectors must be registered such that they are in dense point-to-point 
correspondence. This means that a given vertex must correspond to the same location 
on all face scans. Blanz et al. employed a modified optical fiow algorithm to put their 
3D scans in dense correspondence [20]. However, their method is suited for textured 
3D meshes with high polygonal density and parametrised in cylindrical coordinates 
(see [86]). In [86], Tena proposed an alternative approach named the Inverse Multi- 
Resolution Dense Registration (IMDR) method which was used for registering 3D facial 
scans. This method is applicable to any kind of textured 3D data.
The 3D morphable model used in this thesis was not developed as part of this work. 
We used the 3DMM developed in the Centre for Vision, Speech, and Signal Processing 
(CVSSP), University of Surrey, by Tena [86] .^ Throughout this thesis, when necessary 
to distinguish this particular morphable face model we refer to it as the CVSSP-3DMM. 
In the remaining parts of this chapter, a short description of the construction procedure 
for this model is given in Section 2.2 followed by a description of the image synthesis 
process using a 3DDM in Section 2.3. We then review the main model fitting methods 
in Section 2.4 and review a procedure for extracting texture from the original input 
using the fitted 3DMM in Section 2.5. Section 2.6 presents the approaches used in the 
literature for using a 3DMM in face recognition. Finally, in Section 2.7 we discuss our 
conclusions from this chapter.
2.2 B uild ing a 3D M orphable M odel
One way of constructing a model that is able to generate any individual face is to 
construct a face space where each point in the space represents a face. Generating a 
new face can then be done by sampling from this space.
Such a space can be constructed from a set of sample points, in other words, a set of 
exemplar faces. Therefore, the first step in constructing the 3D model is to collect a 
set of sample 3D face scans.
The robustness of a morphable model depends on the variability contained in its 
database of exemplar faces. Accordingly, the ideal database would contain an equal 
number of samples of male and female faces from the main ethnic groups. All samples 
should be collected without hair occlusions, makeup or facial expressions, since these
^This model was initially built as part of a PhD thesis ([86]), and later enhanced by adding more 
sample faces and increasing the resolution of the model.
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are not intrinsic to the shape or texture of faces. Furthermore, the texture should be 
captured under uniform illumination conditions to avoid the appearance of shadows 
and specularities. Collecting a database of these characteristics is a daunting and time 
consuming task, for which the resources were not available. Instead, the database used 
for constructing the CVSSP-3DMM contains 3D scans from different sources obtained 
for various different reasons. This database includes 168 human faces of males and 
females of different age groups and ethnicity including 18 face scans provided by the 
University of Notre Dame as a supplement to the FRGC database [82], 51 collected 
at CVSSP with a SdMDFace^^ System, and 99 from the SUNY database [109]. The 
3D scans used to form this database do not necessarily have the above-mentioned ideal 
characteristics. This database is biased towards white males and was captured under 
non-uniform illumination conditions. The adverse effects of non-uniform illumination 
have been mitigated using the albedo extraction algorithm developed in [115]; however, 
some illumination artifacts still remain (see Figure 2 .1).
2.2 .1  R eg istered  3D  Faces
As mentioned earlier, a crucial step in building a 3DMM is establishing dense corre­
spondences across the database of face scans. Dense correspondence implies that all 
vectors contain the same number of 3D vertices, connected in the same way, ordered 
in the same manner, and located at corresponding structures of the 3D faces. Prior to 
this step, each raw face scan comprises a 3D mesh and a 2D RG B  texture map. The 
(æ, y, z) coordinates of the vertices of the 3D mesh of the face scan are concate­
nated into a shape vector =  [xi , yi , z i ,X2 , •■•■,yn, • Similarly, a texture vector
rjyr^ aw _  [n, pi, 61, T2, ..., pn, &n]  ^ Is Created by sampling the RG B  texture map at the 
locations dictated by the vertices of the 3D mesh. However, for each raw face scan the 
value of n will be different, impeding the addition of different shape and texture vectors 
as suggested by equation 2.1. Moreover, the raw face scans are not aligned since they 
were captured with variations in pose. These problems are solved by densely registering 
the database using the Inverse Multi-Resolution Dense Registration (IMDR) method 
proposed in [86, 99]. This method, which is an enhancement of the earlier method 
proposed by Mao et al. [72], deforms a generic face model onto a target face to estab­
lish dense correspondence between the deformed generic faces rather than between raw 
3D scans. The method comprises three stages: 1) global mapping, 2) local matching, 
and 3) energy minimisation. The global mapping stage makes use of a set of manually 
defined landmarks. By bringing these landmarks into alignment using the thin-plate 
spline [22] technique, this first stage establishes coarse correspondence between the two 
faces. In the second stage, for each vertex of the generic face, the most similar vertex 
of the target face within a given search radius is identified by defining a similarity 
measure between the vertices. Using these corresponding vertices on the two faces, an 
energy function is then defined and minimised in the third stage using the conjugate 
gradient method. The energy function is comprised of an external energy term which 
attracts the vertices of the generic face to their corresponding vertices on the target 
face; and an internal term which constrains the deformation of the generic face, thus 
maintaining the original local mesh structure. The enhancements made by Tena et 
al. to the original algorithm include modifications to the similarity measure used for
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finding the most similar vertex and using an adaptive search radius during the second 
stage, as well as using an iterative coarse-to-fine strategy during the second and third 
stages while enforcing symmetry at the coarse scale. The enthusiastic reader is referred 
to [86] and [99] for more details about the IMDR algorithm.
After registration and alignment a new set of shape and texture vectors can be defined 
for the registered face scan:
S f c    [® 1  ? 5 • • * ’ [ ^ 1  5 2 / l  ? • ^ l  5 ^ 2  ) • • • 5 1 /N v ) ^ N v \  5
Tfc =  [ t [ , tJ ,  . . .  =  h , P i , 61, 7-2, . . .  (2.2)
where =  [rr^,Pi,z^]^ (with i = 1,2, . . .  ,Nv) is a vector of 3D Cartesian coordinates 
of the vertex, C = [n,p^, 6,]^ is a vector of its RGB texture values, and is the 
number of vertices of the generic model used for registration. Using a generic model with 
Ny vertices, the registered faces, and therefore the 3DMM, will also have Ny vertices. 
In our case, the generic model has more than 29,000 vertices. Figure 2.1 shows two 
samples of the 3D database before and after dense registration and alignment. Since 
each face is represented by vectors of a set of discrete vertices, the face space will be a 
vector space. Given the shape (S&) and texture (T^) vectors, any new face can then 
be constructed by linear combination of the existing vectorised faces.
The vertices of each face are connected in a triangular mesh with the same triangle 
list for all faces. This list stores for each triangle of the mesh the three vertices that 
constitute it. Thus, after registration, all faces have the same number of vertices (Ny) 
connected in the same manner (through the triangle list) and each vertex corresponds 
to the same facial location on all faces.
2.2 .2  P C A -B a se d  Face Space
In order to use the face vector space appropriately, an orthogonal basis and a probabil­
ity distribution over the face space is required. Principal Gomponents Analysis (PGA) 
is a statistical tool that satisfies both of these requirements. Using PGA the data is 
projected to a new space with orthogonal axes in which the covariance matrix of the 
projected data is diagonal, ie. the data is decorrelated. Furthermore, the probabil­
ity distribution of the data is readily available and can be expressed in terms of the 
coefficients of the projected data.
PGA is generally used as a dimensionality reduction tool to project data from an N-  
dimensional space to a D-dimensional space where D < N.  It can be derived from two 
perspectives [14]. The first formulation is the maximum variance formulation, which 
derives the transform with the aim of projecting the data to a lower dimensional space 
in which the variance of the data is maximised. It can be shown that the axes of the 
new space are ordered by the amount of projected variance, so a subspace formed of 
the first D  axes is the subspace containing the highest amount of variance which can be 
preserved in D  dimensions. The second formulation derives the transform by searching 
for the lower dimensional space in which the reconstruction error is minimised. With
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original 3D face scans
registered 3D face scans
P
registered albedo texture maps
Figure 2.1: CVSSP database exemplars before and after registration. The raw face scans as captured 
from the sensor, the registered shape mesh, and the registered albedo texture map are shown.
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either formulation, the same transform is derived in which the transformation matrix 
is formed by the eigenvectors of the covariance matrix of the training data.
Assuming shape and texture are independent, each is analysed separately. Shape alone 
forms a vector space, and texture alone forms another vector space. The face space 
is then the combination of these two spaces. PC A is applied separately to shape and 
texture. We describe the application of PCA to the shape data; its application to 
texture is straightforward.
Subtracting the average shape S from each training vector and organising the training 
data in a data matrix. A, we have:
M
S  =
fc=l
~  S ,
A  =  [a i,a2, . . .  ,aM] (2.3)
The covariance matrix of the training data is then given as C a =  j^A A ^ and the 
transformation matrix. Us, can be obtained by solving the eigen decomposition equa­
tion^:
C a U s =  U sSs (2.4)
where columns of the orthogonal matrix Us are normalised eigen vectors of the covari­
ance matrix and Ss is a diagonal matrix with the eigenvalues on the main diagonal.
Now, instead of representing the data matrix A in its original space, it can be projected 
to the space spanned by the columns of Us. Let us denote by the matrix B this new 
representation of the data, where:
B =  U fA  (2.5)
Given that Ug is orthonormal, it is straightforward to show that the covariance matrix 
of the projected data, C b , is diagonal:
C b  =  j^ B B ^  =  2 ,  (2.6)
In other words, the projected data are decorrelated. Furthermore, it is apparent from 
Equation 2.6 that the variance projected to the PCA axis is equal to the eigen­
value of the covariance matrix of the original data. Hereafter, we denote by cr ,^ and 
cr^  the projected variances of, respectively, the shape and the texture vectors.
Furthermore, given the orthonormality of Ug, the original data can be reconstructed 
by projecting the data from the PCA space back to original space:
^In practice the eigenvectors of C a  are found much more efficiently by first finding the eigenvectors 
of =  A ^ A . See Section 12.1.4 of [14] for details.
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A =  UgB (2.7)
In the above, it is assumed that all the dimensions are being used and PCA is only 
used to map the data into a new coordinate system in which the data is decorrelated. 
However, as mentioned earlier, PCA can also be used to reduce the data dimensionality. 
In our case, the shape data used to train the PCA transform is the set of shape vectors 
Sfc =  zi, 372, 2/2; %2, . . .  j 2/jv„ ; whcrc A: =  1 ,2, . . . ,  M.  The dimensionality
of each training vector is 3A^. However, the number of training samples (M) is far less 
than the dimensionality of the data points which means that our training data lies in 
a linear sub-space of the input 3A^-dimensional space and that the dimensionality of 
this linear sub-space is at most M - 1. That is, at most M  - 1 eigenvalues are non-zero.
PCA can be used to reduce the data dimensionality to Dg < M  — 1. To this end, the 
transformation matrix is formed of the first Dg eigen vectors of the covariance matrix 
(ordered by the size of the corresponding eigenvalues). In this case, the reconstruction 
represented by Equation 2.7 would result in an estimate of A  and some reconstrcution 
error would occur. It can be shown ([14]) that the subspace spanned by the first Dg 
columns of Ug, is the best Dg-dimensional subspace to represent the data in terms of 
minimum reconstruction error. In other words, by keeping only the first Dg dimensions 
of the new space, one can reduce the dimensionality of the data to Dg, while keeping 
the mean squared error of the reconstructed data points at minimum.
In order to reduce the dimensionality of the shape and texture vectors, a separate PCA 
is applied to each, with the condition that the reconstruction error is limited to 1%. 
In the particular dataset used for training the CVSSP-3DMM, this yields Dg = 55 and 
Dt  = 123 as the dimensionality of, respectively, the shape and texture vector spaces. 
Finally, the morphable model’s shape and texture can be represented as:
Ds Dj'
S = S + 2 ] a j S f ,  T =  T +  ^ f t T f ,  (2.8)
i=l i=l
where S | and T | are the shape and texture eigenvectors, respectively. We denote 
by a  =  [ai, « 2; • • • ; ocDsV and (3 = [^ di, /?2, . . . ,  ^Dt Y  the vectors of shape and texture 
coefficients, respectively. We refer to these coefficients as the model’s shape (a.) and 
texture (/3) parameter vectors. Figure 2.2 illustrates the average shape and texture of 
the 3DMM along with shape and texture variations caused by changing the first three 
a  and (3 parameters respectively.
The probability densities of parameters a  and (3, or equivalently, the densities for the 
model’s shape and texture, are given by:
p(S) =  p{a) ~  exp
1 ^  o;2 1 r ^2
’ p ( T ) = p ( / 3 ) - e x p
^ i=i %
(2.9)
where <7^ . and crj . are the variances of the shape component, and the texture 
component, respectively.
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Figure 2.2: Average an(d first three principal components of the 3DMM, visualised by adding ± 2 a s
and ± 2 a r  to the average model.
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2 .2 .3  S egm en ted  M od el
Any subspace learning method such as the one described above to learn the face space 
is limited by the amount of available training data used for its training. The model 
used in this thesis (CVSSP-3DMM) is derived from statistics learnt using 168 face 
scans, and as mentioned earlier the dimensionalities of the shape and texture spaces 
are Dg — 55 and Dt  = 123, respectively. This may not be enough to account for the 
variations present in human faces. Therefore, the expressiveness of a model built using 
the above procedure would be limited. One way to overcome such limits is to increase 
the number of training scans. However, only a limited number of scans was available 
for building the model. Blanz and Vetter [20] proposed to segment the model into 4 
regions and use separate shape and texture parameters to encode each segment. A 
similar approach is used in this work where we segment the face into four regions: eyes, 
nose, mouth, and the rest of the face. Figure 2.3 shows these regions. Note that we 
do not build a separate PCA model for each segment. Instead, we use the same global 
model to analyse each of the segments separately. More specifically, we fit the model 
to each segment separately by evaluating the fitting cost function only over the region 
corresponding to each segment^.
Figure 2.3: The four segments of the segmented model correspond to the eyes, nose, mouth, and the 
rest of the face.
Throughout this thesis we denote the model’s shape and texture parameter vectors by 
a  and /3, respectively, when they can be used interchangeably for the global and the 
segmented parts of the face. When necessary to distinguish them, we use for the 
global model (whole face) and for the four segmented parts (similar notation
will be used for texture parameters).
2.3 3D M M  for Im age Synthesis
The model’s shape and texture values are given by the parameters a  and f3. Given 
these parameters and a set of rendering parameters, the 3D model can be used to render 
a 2D image of the face. This process involves projecting the vertices of the model to 
the image plane and determining the colour value at the respective image points.
^See Section 2.4 for details of the fitting algorithm.
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2 .3 .1  S h ape p ro jection
The first step to render an image of the 3DMM is to find the 2D image locations of 
its vertices. The 3D locations of the model’s vertices are determined by a  in object- 
centred coordinates. A rigid transformation (3D rotation and 3D translation) maps the 
object-centred coordinates of the vertex, Si = [xi,yi,Zi]'^, to a 3D coordinate frame 
relative to the camera:
Wi = -I- tw (2.10)
We refer to this camera-centred coordinates as the world coordinates. In Equation 2.10, 
the angles 9x, Oy, and 6 z define rotations around the X , Y ,  and Z  axes, and t^; is a 3D 
translation. The world coordinates of vertex i, w* =  [wx,i, , are then mapped
to the the 2D image plane coordinates pi = using a perspective projection:
Pi = p , + ( 2 .11)
Wz,i  U)z,i
where /  is the focal length of a virtual camera located at the origin, pointing in the 
- Z  direction, and Po =  [po, QoV denotes the position of the optical axis on the image 
plane.
The shape projection described above maps a vertex from the model’s object-centred 
coordinates to the image frame. We denote this mapping by the vector-valued function 
p(æ, y, Z] r ) ,  where [x, y, z]^ is a vector of the 3D coordinates of the given vertex, and 
T  = [6 x,ey,ez, tw,xUw,y, f V  is a vector containing all the necessary parameters 
for the 3D rigid transform and the perspective projection described above. We refer 
to these parameters as the projection parameters. This mapping is continuous in r , 
but discrete m {x,y,z).  Continuity in the {x,y,z)  space can be achieved by using the 
triangle list and interpolating between the vertices.
2 .3 .2  Inverse S h ape P ro jec tio n
In order to render an image, we need the inverse of the mapping described above; that 
is, for each pixel of the image its 2D image plane locations should be mapped backwards 
to the corresponding location on the 3D model’s surface (object-centred coordinates).
It is not easy to define such an inverse mapping analytically, but it can be computed 
using the triangle list. By definition, the inverse mapping, p “ ^(p,Q;r), maps a 2D 
image point, [p,g]^, to the corresponding 3D location on the model’s surface. This 
inverse mapping is defined such that under the same set of parameters, the shape 
projection composed with its inverse is equal to the identity.
We denote the composition of a shape projection and its inverse by the symbol o. That 
is, p{x, y, z; r )  o p"^(p, g; r )  is the same as p(p"X p, g; r ) ;  r ) ,  but we prefer the former 
notation for clarity. Thus, the aforementioned definition for the inverse mapping can 
be expressed as:
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p { x ,y ,z ; r )  o p  ^(p ,g ;r) =  \ p ,q f  
P~^{p,q",'r) o p{x,y ,z- ,r)  = [ x , y , z f (2 .12)
Given the above conventions, the inverse shape projection can be computed using the 
model’s triangle list. A point p  = [p,q]^ on the image plane lies inside a single triangle. 
The corresponding 3D point under the projection p~^{p,q;r) should lie in the same 
relative position to the same triangle on the model’s surface. Therefore, by determining 
the triangle in which a point lies on the image plane, one can express the image location 
of the point relative to the triangle’s vertices (barycentric coordinates) and work out 
the point’s location on the model’s surface using the coefficients of this barycentric 
representation and the 3D object-centred coordinates of the triangle’s vertices.
I
Image frame
Object-Centred
Coordinates
Figure 2.4: Forward shape projection, p ( x i , p i ,  Zi;T)  (illustrated with green solid arrow), takes
each vertex from the object-centred coordinate frame { x i , y i ,  Zi) to the image frame coordinates {pi,  qi).  
Using the mapping of the three corners of a triangle, the inverse mapping can be obtained for points 
within the triangle. The inverse mapping, p " \p ,g ; T )  (illustrated with dashed red arrow), maps a 
given point from the image frame coordinates to  the object-centred coordinates.
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2 .3 .3  Illu m in ation  and C olour T ransform ation
In order to render an image from the model, one needs to determine the observed colour 
at each pixel’s centre. We have already established a procedure to project each pixel 
centre back to the model’s surface, so now we need to determine the observed colour at 
the obtained model point. This can be determined using the surface albedo at the given 
point, the local surface shape, and the scene illumination. We describe the illumination 
calculations at the location of a model vertex, but it can be extended to any arbitrary 
point on the model’s surface.
Assuming that the model was constructed using pure albedo of the faces (by capturing 
faces under uniform illumination or by de-illuminating the texture of the captured 
faces), the colour values of each point are computed using Phong’s reflection model [42] 
which yields the observed colour value by modeling the ambient, diffuse, and specular 
reflections on a surface. An ambient and a directional light are used to illuminate the 
scene. The ambient light is characterised by an intensity that is identical
at every point in the scene. The diffuse component simulates light that is coming from 
a particular direction and is reflected equally in all directions after striking a surface. 
This kind of reflection occurs on rough surfaces, which are sometimes called Lambertian 
surfaces, since they can be mathematically modeled by Lambert’s law [6]. The specular 
component simulates light which is directed as well, but is reflected in only one direction. 
The specular component creates the highlights that are observed on illuminated smooth 
shiny surfaces. The fraction of the incoming specular light that is reflected is deflned 
by the reflection coefficient ks { 0  < ks < 1 ); and the surface shininess is represented by 
the coefficient u, which determines the broadness of the reflected highlights [6]. The 
diffuse and specular light intensities are assumed to be equal and both equal to the 
intensity of the directional light: {Lf, Lg, Lf) . For simplicity, the parameters ks and i/ 
are flxed to constant values.
We denote by vector the RGB albedo of vertex i, which is determined given the 
model’s texture parameters (3 (Equation 2.8). Using Phong’s model, the colour of this 
vertex after being illuminated by the ambient and directional lights is given as:
t f  == 0 0 . t i+  .((nY'"',d).ti +  A:g.(n, v*)''.l3xi) (2.13)
where (.,.) is a dot product. The first term of this equation is the contribution of the 
ambient light. The first term of the parenthesis simulates the diffuse component of the 
directional light and the last term is its specular reflection.
Figure 2.5 illustrates the four unit vectors used in Equation 2.13. Here, d is a unit 
vector pointing in the direction of the directional light source. The directional light 
source is assumed to be located at infinity and its direction is given by two angles 9i and 
4>l defining the latitude and longitude on a sphere centred at the origin. Accordingly, 
the vector d is given in Cartesian coordinates as:
2.3. 3DMM for Image Synthesis 21
C am era
D irection a l 
lig h t so u rce
11
A V’
Figure 2.5: Unit vectors used in the Phong model: surface normal (n), light direction (d), viewing 
direction (v), and reflection direction (r).
'cos sin 0 /'
d = I sin^ /
.cce6 1 cos4>i
(2.14)
Also, in Equation 2.13, is the normal of the vertex i, expressed in world coordinates;
hence, the superscript w. Furthermore, the superscript v is to highlight that this is a 
normal vector of a vertex as opposed to a normal vector of a triangle which we will 
denote by superscript t. The vector can be obtained by rotating the normal from 
the object-centred coordinates (denoted by n j ’^ ) to the world coordinates:
Tin ° (2.15)
The normal vector of a vertex in object-centred coordinates, n j ’°, can be defined as the 
average of the normals of the triangles connected to it, normalised to unit length:
E ,
t,o
E , n^’°l
(2.16)
where T* is the set of triangles for which vertex i is one of the three corners. Alter­
natively, one can use a weighted average where the contribution of the normal of each 
triangle is weighted by its area. Denoting the object-centred coordinates of the three 
vertices that form the triangle by s \^2, and s^ _3, the normal of this triangle is 
given by the cross-product of tw^ o of its edges, normalised to unit length:
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t,o _  (Sj,l -  Sj.2) X (Sj,l -  Sj,3) 
Sj,l -  Sj,2) X (Sj,l -  Sj,3)||
n /  = (2.17)
The vector in Equation 2.13 is a unit vector in the direction from vertex i to the 
viewer (the camera’s centre). Here, the camera’s centre is assumed to be located at the 
origin of the world coordinate frame; therefore, the vector v% is given by:
V,: =  -■
w,:
w,:
(2.18)
where Wi is the world coordinates of vertex i (Equation 2.10).
Finally, the unit vector in Equation 2.13 points in the direction that a perfectly 
reflected light beam coming from direction d would take. Given the normal (n^’^ ) and 
the light direction (d) vectors, the reflection direction (r%) can be computed as:
r; = 2 .(n r ,d )n r -d (2.19)
It is worth mentioning at this point that in the above we merely described the process 
of computing the colour value of a vertex of the model when illuminated by ambient 
and directional light. However, the illuminated texture of model points which lie on 
the flat area within a certain triangle can be determined in a similar fashion, with 
only minor differences. More specifically, if the point at hand lies inside triangle j ,  the 
normal vector at the given point is equal to the triangle’s normal. Therefore, instead 
of n^’^ , the corresponding triangle’s normal, n*’^ , will be used in Equation 2.13. Also, 
instead of U which defines the albedo at a certain vertex, the albedo of the given point 
must be used which can be computed by interpolating between the albedos of the three 
corners of the corresponding triangle.
C olour tran sfo rm a tio n : Images captured with different cameras have variations in
the tone of colour. In order to handle a variety of colour images as well as grey scale 
images, Blanz and Vetter [19] proposed to use a colour transformation which applies 
channel-specific gains (pr, 9 g: 9 b) offsets (or, Og, 05) as well as a colour contrast, c, to 
the illuminated texture. Hence, the final colour value of each vertex, t f , is determined 
using the following linear transform:
t f  — G tf -f o. (2 .20)
where:
5r 0 0
0 9g 0
0  0  56
0.3 0.59 0.11
14- (1 -  c) I 0.3 0.59 0.11
0.3 0.59 0.11
and o — [or; ^5) ^b\ (2 .21)
The above procedure describes how to compute the colour value for a given point on the 
model’s surface. We denote this procedure as a vector-valued function t^{x ,  y, z; /3,7 , a ,  r )
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where 7  =  [L“, L^, Lf, Lf, 9i, ^ugr, 9 g, 9 b, c, Or, Og, 05]^ is a vector containing all
the illumination and colour transformation parameters. From this point on we will refer 
to all these parameters as the illumination parameters. Similar to the shape projec­
tion function, this function is also discrete in the (æ, y, z) space and continuity can be 
provided by interpolation using the triangle list. Note that the illuminated and colour 
corrected texture depends, not only on the model’s texture parameters (/3) and the 
illumination parameters (7 ), but also on the shape (a ) and projection (r)  parameters 
which are used to find the normal and viewing direction of the points.
O cclusion an d  shadow : We described the process of projecting model vertices to
the image plane and determining their illuminated colour. Given a particular viewing 
direction, only a subset of the model vertices will be visible from the camera view­
point, the rest will be hidden due to self-occlusion. The set of visible vertices can be 
determined using a z-buffer algorithm [26] which is an algorithm commonly used in 
Computer Graphics for handling occlusions.
Furthermore, we have so far assumed that all points receive the same amount of light 
from the directional light source. However, depending on the relative position of the 
light source and the model in 3D space, some parts of the model’s surface will be in 
shadow. There are two scenarios which result in a point being in shadow and these 
are modelled in quite different ways. The two types of shadows resulting from these 
scenarios are known as attached shadows and cast shadows. An attached shadow (also 
called a self-shadow) occurs when a point on the surface is oriented away from the light 
source, thereby occluding itself from the illumination. Shadows of this sort are easily 
modeled, since they depend only upon the local geometry of the surface (the normal 
direction). In order to determine whether a point is in attached shadow, it is sufficient 
to find the normal direction at the point and, if the normal is pointing away from the 
light, the point will be in shadow. To take account of the attached shadows, the two 
scalar products of Equation 2.13, (nj’’^ ,d )  and (r%, v%), are lower bound to zero. On 
the other hand, cast shadows are caused when an entirely different region of the surface 
intersects the path from the light source to the point at hand. Cast shadows are more 
complex to model since they are dependent on the global geometry of the surface. In 
order to find the points which are subject to cast shadow, we render the model from 
the light view-point and use a z-buffer algorithm to find whether the given point is 
occluded by other parts of the model from the light view-point.
If a point is in shadow, it will only be illuminated by the ambient light. Therefore, 
in Equation 2.13, only the first term will be used to determine the illuminated colour 
value (t^) for such a point.
2 .3 .4  Im age syn th esis
We now have all the necessary tools to render an image of the model. Synthesising an 
image, is performed by mapping the illuminated and colour
transformed texture from the model space to the image plane using an inverse shape 
projection, as:
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a , t ) = t^ (x ,y ,z ; /3 ,  j , a , t ) o p  \p j ,q j ;T )  (2.22)
where [pj,qj]^ is the 2D image coordinates of the centre of the pixels while the index 
j  runs over the pixels for which an inverse shape projection exists. In other words, the 
pixels for which p~^{pj,qj] r )  is a visible point of the model.
2.4 M odel F ittin g  to  a 2D Im age
As was mentioned previously, many different sources of variation exist in a face image. 
These include information such as facial shape and texture which are intrinsic to the 
identity as well as information such as scene illumination, camera view point (pose) 
etc. In Section 2.3, we described the process of synthesising a facial image using a 
3DMM given all the above information. The aim of model fitting is to reverse this 
process. In other words, given a 2D face image, we want to infer various types of 
intrinsic and extrinsic information. Ideally, the fitting algorithm should be able to 
separate the effects of various types of information which are convolved in the 2D 
image. For instance, given the illuminated colour, it should be able to separate the 
effects of illumination and facial texture.
More specifically, considering the image synthesis model of Equation 2.22, the aim is 
to infer the model shape and texture parameters (a  and f3) as well as the set of all 
rendering parameters (t  and 7 ) such that an image synthesised using these parameters 
will appear similar to the input image. For brevity let us denote the set of all model 
parameters hy p  = {a ,j 3 } and the set of all rendering parameters by p =  { t , 7 }.
2.4.1 Stochastic N ew ton  O ptim isation
The first algorithm to address this problem was the Stochastic Newton Optimisation 
(SNO) proposed by Blanz and Vetter [19]. They used an analysis-by-synthesis approach 
in which the model is used to render an image in the synthesis step and the error 
between the rendered and the input image is used in the analysis step to correct the 
sought parameters. The pixel colours of the rendered image are supposed to be as close 
as possible to the input image in terms of Euclidean distance. Therefore, the aim is to 
minimise the following error (cost function) which depends on the pixel colours;
Sc =  E  (P- «) - 1 ”*°*' (P, «) II" (2-23)
p,q
In Equation 2.23, T^°^^\p,q) is the value of the rendered image at pixel location (p, q) 
which is given by equation 2.22. Hence, the cost function of Equation 2.23 can be 
written as:
Ec =  ^  ||r"^*(p , g) -  t^ (æ ,p, z; p) o p  ^{p ,q]T )f  (2.24)
p,q
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However, as was mentioned earlier, it is not feasible to express the inverse shape map­
ping analytically. Composing the terms inside the norm in Equation 2.24 from the right 
by p(a:, y, z; r )  and sampling points on the model’s surface instead of the image yields 
an equivalent cost function which depends on the forward shape mapping:
Ç  ||r"^*(p ,g) O p(æ,, r )  - t^ (x i ,y i ,Z i ; jL i ,p ) f  (2.25)
i
where i= l,2 ,. .. }) is a set of points sampled on the model’s surface. Sam­
pling the model at the vertices is not the best choice as computing the unit-length 
normal and its derivative with respect to shape parameters at a vertex is computa­
tionally expensive. A better choice would be to sample the model at the centroids of 
the polygons. Hence, a shape and texture model expressed at the triangle centres is 
created using interpolation between the shape and texture principal components of the 
three corners of the triangle. Then, the index i in Equation 2.25 runs over the visible 
triangles of the model, and [xi, ?/%, is the 3D object-centred coordinates of the centre 
of the triangle.
According to Equation 2.25, in order to calculate the residual pixel colour error, the 
illuminated and colour-transformed colour at the centre of each triangle is compared 
with the corresponding colour value of the input image at the location obtained by 
projecting the triangle’s centre to the image plane.
Fitting the model to a 2D image is an ill-posed problem. It is therefore essential to 
constrain the set of solutions. This can be done through a Maximum Aposteriori (MAP) 
estimation framework. The fitting problem can be viewed as maximising the posterior 
distribution of the sought parameters given the input image:
P*} =  argmax p\Y^P'^i)}
=  argmax { p (r”P^  ^I/Lt,p)p(/Lt)p(p)} (2.26)
MiP
In Equation 2.26, it has been assumed that the model parameters, p , and the rendering 
parameters, p, are statistically independent, which is a plausible assumption.
For independent, identically distributed {i.i.d) Gaussian pixel noise with a standard 
deviation ctc, the likelihood of observing the input image, given the sought pa­
rameters can be expressed as p(P” ’^“*|p,p) ~  exp{^^Ec}.  Also, assuming statistical 
independence between the shape and texture parameters, the prior distribution of the 
model parameters can be expressed as p(p) =p(a)p(/3), where the prior distributions 
for a  and (3 are given in Equation 2.9. Finally, p(p) is also assumed to be a normal 
distribution with ad hoc values for the mean, pj, and standard deviation, cTpj, of the 
rendering parameter. The posterior distribution is then maximised by minimising 
the following cost function:
5 = 1  j = l  j
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A gradient descent method is used to optimise the above criterion which uses analytical 
derivatives of the cost function and updates the parameters as aj i-> aj -  Xj ^, 
with suitable values for Xj. The parameters pj and pj are also updated similarly. In 
this gradient descent method, the contributions of all different triangles of the model 
would be redundant. Therefore, in each iteration a random subset /C C { 1 ,2 ,...,  Ny} of 
40 triangles are chosen and Ec is estimated using only these triangles. This stochastic 
approach not only improves the computational efficiency, but also helps to avoid local 
minima by adding noise to the gradient estimate [19]. The probability of selecting 
a particular triangle is proportional to its area on the image plane. The areas of all 
triangles as well as the occlusions and shadows are calculated at the beginning of the 
optimisation and once every 1,000 iterations.
The cost function in Equation 2.27 suffers from multiple local minima. In order to 
avoid being trapped in local minima the algorithm follows a coarse-to-fine strategy in 
several respects:
• The first iterations of the algorithm are performed using a down-sampled version 
of the input image with a low-resolution 3DMM.
• The algorithm starts by optimising only the first few parameters aj and pj along 
with all parameters pj. In subsequent iterations, more shape and texture param­
eters are added gradually.
The algorithm starts with a relatively large <Jc which puts a strong weight on 
the prior probability and ties the optimum towards the prior expectation value. 
Later, Oc is decreased to achieve maximum fitting quality.
• In the final iterations, after fitting the global model, the parameters aj and (dj 
are optimised independently for each segment, with parameters pj fixed.
In [20], Blanz and Vetter enhanced the above SNO algorithm by adding an additional 
term to the cost function of Equation 2.27 which uses a set of manually-defined anchor 
points. The user selects a set of vertices corresponding to facial features and anno­
tates their corresponding location on the input image. The optimal parameters should 
project these selected vertices to their 2D image location. Accordingly, the anchor 
point cost function is defined as the Euclidean distance between the projection of these 
vertices and the corresponding locations annotated by the user:
Ea = Y ^ (2.28)
where [pj, Qj]^ is the 2D location of the landmark annotated by the user on the input 
image, and [pkj,qkjV is the location of its corresponding vertex, kj, after projection to 
the image plane through forward shape projection. Assuming that the coordinates of 
the anchor points are subject to Gaussian noise with zero mean and standard deviation 
(Jq, the final cost function to be optimised is:
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Ad hoc values are used for Oa- The initial iterations of the algorithm put a high weight 
on Ea and the prior terms. The final iterations put more weight on Ec and no longer 
rely on Ea.
2 .4 .2  M u lti-F eatu re F ittin g
Inspired by classifier combination in the field of pattern classification, Romdhani and 
Vetter [87, 88] proposed a fitting algorithm that is more robust to the local minima 
problem. In classifier combination, multiple classifiers are combined to obtain a clas­
sifier that has better performance than any of the individual classifiers. Similarly, as 
argued by Romdhani and Vetter [87], a fitting algorithm can be more robust to the 
imaging condition or the local minima problem if it was based on multiple features. 
So instead of maximising p(/x, as does the SNO algorithm, they proposed a
framework which uses a number of features, extracted from the input image
and maximises p(/x, fNçpnput^y This method is referred to
as the Multi-Feature Fitting (MFF) framework.
The MFF algorithm uses a MAP framework to maximise the posterior distribution of 
the model and the rendering parameters, given not only the input image, but also a 
number of features extracted from it. To make the notation more readable, we derive 
the formulation using two features, and /^ , and make their dependence on the input 
image implicit. According to Bayes’ rule, the posterior distribution to be maximised 
can be written as:
P(/^, (2.30)
Assuming that 1) the features are independent 2) deterministic feature extractors are 
used, and 3) the model parameters and the rendering parameters are statistically in­
dependent, the above can be written as:
p ( m ,p |/ \ /^ )  = P ( / V . P )  P{f\F ',p )  P{p) P{p) (2.31)
Maximising the above equation is equivalent to minimising its negative logarithm. 
Hence, the optimal parameters can be found as:
{P*,P*} = argmin {~lnp{f'^\p, p) -  Inp{f^\p, p) -  Inp{p) -  Inp{p)} (2.32)
p,p
In Equation 2.32, each — In (.) defines a cost function that depends on a particular 
feature. Although the formulation above was derived using only two features, it is
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straightforward to extend it to arbitrary numbers of features and cost functions. Opti­
mally, each cost function should have local minima in different areas of the parameter 
space compared to the others. Then, the combined cost function would have fewer local 
minima and a smoother behaviour over the whole parameter space.
The cost functions used in the MFF work of Romdhani and Vetter include cost functions 
depending on: pixel colours, edges, anchor points, specular highlights, prior probabili­
ties, and texture constraints. In the following, we will give a brief description for each 
and we refer the reader to [87] and [88] for a more detailed discussion about each feature 
and its characteristics.
P ixel Colour The feature used to fit the pixel colour is simply the input image itself:
j - c ç g „ p u t  ç)) =  (p, g )  (2,33)
This is the same feature that was used in the SNO algorithm. W ith similar assumptions 
and derivation procedure as was described previously for the SNO algorithm, the cost 
function associated with the pixel colour is similar to the pixel colour cost of the SNO 
algorithm (Ec), given in Equation 2.25.
Edges The edge cost function can be used to optimise the shape and projection 
parameters such that the edges of the model face image correspond to the edges of the 
input image. A deterministic edge detector; namely, the canny edge detector, is used 
to find the edges of the input image. This provides a binary edge map of the input 
image:
f  g)) =  caimy(F"P"XP, 9)) (2 -34
Each edge pixel of the input image is assigned an index j  = 1 , . . . ,  J  and their 2D 
positions are referenced by ej . Let us denote by vector , the 2D coordinates of 
the input image edge point corresponding to the edge point of the model image, 
which we denote by Here, the index i runs over all the visible model edge points. 
The aim is to minimise the distance between and e f , but first we need to find the
mapping, fc(z), between the input image and the model image edge points. In other 
words, given a model image edge point e ^  we need to find which image edge point 
should be put in correspondence with it. This mapping is defined by putting the model 
image edge point in correspondence with the closest input image edge point:
k(i) = argmin ||ej -  eU|| (2.35)
j
Having found the mapping, we now define the edge cost function. The aim is to max­
imise the posterior probability of the input edge map given the model and the rendering 
parameters. Assuming an independent, identically distributed normal distribution for
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the edge pixel errors, with zero mean and variance cr^ , this posterior distribution can 
be expressed as:
(2.36)
Note that is a function of a  and r ,  but we have made this dependency implicit in 
the above equation for brevity. The edge cost function corresponding to the posterior 
distribution given in Equation 2.36 is:
Ee = - l n p { f \ a , T )  ~  (2.37)
%
According to the above, fitting the edges involves, at each iteration, the following
two steps: First the correspondence mapping, k{i), is computed. Then, given this
mapping, the model parameters are updated such that the cost function of Equation 
2.37 is reduced. However, using the Chamfer Distance Transform (CDT) it is possible 
to unify these two steps. CDT is a mapping that associates a point of the image space, 
p  with the distance from the closest edge point:
C'DT(p) =  ^jnin^ljej -  p|| (2.38)
The Chamfer Distance Transform at the image point, p, in essence, incorporates two 
pieces of information: The closest edge point to p, which is set in correspondence with 
p; and the distance between these two points. Hence, it replaces both the mapping k[i) 
and the distance • As a result, using the Chamfer Distance Transform, the
edge cost function is transformed to:
E , = Y . ^ D T ( ë ^ { o c , T ) f  (2.39)
i
Given the input image, the CDT is calculated once at the beginning of the optimisation 
for all pixel locations. This defines a cost surface over the 2D coordinates of the image 
frame. The edge cost function is computed simply by sampling this cost surface at 
the positions where the model edge points are projected under the current shape and 
projection parameters.
The cost function of Equation 2.39 depends on the model edge points e f ,  with i = 
l ,...,V e5 which form a subset of the model vertices. Two types of model edges are 
considered: The textured edges result from a texture change in the inner part of the 
face and delimit the facial features such as the lips, eyes and eyebrows. The contour 
edges, on the other hand, are defined by the points that are on the border between the 
face area and the non-face area in the image plane.
The textured edges are formed by a constant subset of the model vertices. Variations 
of the shape and projection parameters do not change this subset. Therefore, it is
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sufficient to annotate the set of vertices corresponding to the textured edges only once 
on the model, and use the same set for every fitting. The contour edges, on the other 
hand, depend on the shape and projection parameters. The fitting of contour edges 
proceeds in two steps: First, the model vertices on the contour for the current rigid 
parameters are selected, then these vertices are fitted to the input edges in the same 
way as for textured edges, i.e. using the CDT.
In order to improve the correspondence mapping between edge points, the orientation 
of each edge point can also be used in addition to the distance. That is, two edge points 
are put in correspondence only if their orientation is similar. This is done by organising 
the edges of the input image into four bins according to their orientation and selecting 
the bin with the most similar orientations for each model edge point.
Ideally, the edge detection should be such that all valid edge points are detected and 
no other point should be labeled as an edge. However, in practice some facial edges will 
be missed by any practical edge detection algorithm. Also, some non-face edges will be 
detected which are created by non-intrinsic factors such as illumination or noise. If an 
image edge point is missed, the corresponding model edge will be put in correspondence 
with some other image edge point which can be a valid edge from a different part of 
the image or a non-face edge. This can introduce a bias to the edge cost function.
In order to make the edge cost function more robust to such a scenario, an upper limit 
is set for the values of the edge cost surface. More specifically, the edge cost surface 
obtained by the Chamfer Distance Transform is thresholded such that all values higher 
than a given threshold are set to this threshold. The effect of thresholding the cost 
surface in such a way is that if a corresponding image edge point is not found within 
a certain distance of a given model edge, the cost for the given model edge is set to a 
constant value.
c a
(a) Contour Edges (b) Textured Edges
Figure 2.6: Textured and Contour edges Used for fitting. Note that parts of the contour are not
considered since these parts are produced by the model’s boundaries and would not have equivalent 
edges in a realistic face image.
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A nchor P o in ts  Similar to the SNO algorithm of [20], a set of landmarks manually 
annotated by the user are used. The anchor points cost function used in the MFF 
framework is similar to the one used in the SNO algorithm (Equation 2.28). Similar to 
the edge cost, the anchor point cost only involves the shape and projection parameters.
S pecu lar H ighlights The specular highlight feature is based on the fact that the 
peak of the specular lobe of the BRDF (Bidirectional Reflectance Distribution Function) 
has the direction of the reflection vector. That is, a facial point at the peak of the 
specular lobe has a normal that has the direction of the bisector of the angle formed 
by the light source direction and the camera direction. Hence detecting the specular 
highlight points yields a direct relationship between the geometry of the face surface at 
these points and the camera and light directions. This relationship can then be used to 
recover the surface normal at these points if the camera and light directions are known.
Points at the peak of the specular lobe appear very bright. If the light source intensity 
is strong enough, these pixels even saturate. Hence, automatically detecting them 
can be done with a relatively simple algorithm: If two channels of a pixel are above 
a threshold, say 250, then this pixel is marked as being at the peak of the specular 
highlight lobe. Such a point has a normal equal to:
where the vectors r, d, and v are as defined on page 21. The specular highlight cost
function pushes the normal of the corresponding model points to n®:
Es = J 2  l l4 S  “  "Ko:,T)||^ (2.41)
i
where ^(z) is the index of the triangle whose centre projects closest to the specular pixel 
z, and is the normal vector of this triangle with the superscripts t  and w used to 
highlight that the normal vector corresponds to a triangle (t) and is expressed in the 
world coordinates (w).
The aim of the specular highlight fitting is to modify the shape parameters such that 
the model normal, is close to the normal obtained by the specular feature, n |.
This cost function could be applied to change the vertex normal or the triangle normal. 
As in case of the pixel colour feature, the triangle normal is chosen due to its simpler 
derivative. The specular highlight feature is used at the final stage of the fitting algo­
rithm, when the face rigid parameters and the light direction have a stable estimate. 
Therefore, this feature is used to update only the shape parameters, not the projection 
parameters or the light direction.
G aussian  P r io r  In the maximum aposteriori estimation described by Equation 2.26, 
p(/i) is the prior probability distribution of the model parameters. As before, it is 
assumed that the shape and texture models are statistically independent. Therefore
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p(p) = p(oi)p{l3) where the shape and texture priors are given by Equation 2.9. Hence, 
the corresponding cost function is:
T ex tu re  C o n stra in t Romdhani and Vetter argued that the texture prior as given 
above is not restrictive enough and despite using such a prior it is possible for the texture 
to be over-estimated which would result in under-estimation of the light. Hence, an 
additional cost function was used to constrain the texture by restricting the texture 
values to a valid range. The cost function used for this purpose is:
( ti — I a  ti I
Et = where e* =  < 0 i î l  < t i  < u  (2.43)
i ( t i ~ u  i i t i >  u
In the above equation, t{ is the colour intensity of a colour channel of a model vertex 
used for fitting, and I and u are the lower and upper bounds of the valid intensity range, 
respectively.
L ight R égu larisa tion  In addition to the above cost functions used by Romdhani 
and Vetter, in this work we also use an additional cost function in order to constrain 
the deviation of the ambient and directional light intensities from white light. The cost 
function used for this purpose is:
E, = -
!
1 Lr Lq Lb
d \ / L r ^  -j- L q “^ +  L b^ /
(2.44)
The contribution of this cost function only vanishes when Lr ^  Lg Lb, where Lr, 
Lg, and Lb are the red, green, and blue channels of the ambient or the directional light 
respectively.
As previously mentioned, if the features are assumed to be independent, the final 
cost function is a sum of the individual cost functions corresponding to the respective 
features (Equation 2.32). Therefore, the following cost function needs to be optimised:
E  = (jOqE c +  We Eg 4- uJaEa +  WgEg 4* ojpEp 4- ojtEt 4- w/E( (2.45)
where each w is a weighting constant.
Each cost function term in Equation 2.45 has different properties and is suitable for 
a specific purpose. Hence, Romdhani and Vetter argue that attempting to optimise 
this cost function in one step is not the best choice. Instead, they propose a multi­
stage fitting algorithm. The algorithm is divided into different stages where each stage
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fits a set of features to a set of parameters using a Levenberg-Marquardt optimisation 
algorithm [45]. Table 2.1 lists the five stages of the algorithm and details the features 
and the parameters fitted at each stage. At a given stage, a cost function is formed 
by the weighted addition of the cost functions of each feature fitted. For instance, the 
estimate yielded at stage 4 is obtained by:
{P*, P*} = argmin {coeEe +  UcEc +  utEt +  ujiEi +  UpEp}
P jP
(2.46)
The optimised parameters at each stage, serve as the initial parameter estimates for 
the subsequent stage.
Table 2.1: List of features and parameters fitted at each stage of Romdhani and Vetter’s MFF algorithm.
In Stages 2 and 3, only the first “few” o: and f3 parameters are optimised. On the last line “segm.” stands for 
segmented, highlighting the fact that at this stage each segment of the model is fitted separately. (Table taken 
from [88])
Features Param eters
S ta g e
N b .
anchor te x tu r e d co n to u r
ed g es
p ix e l te x tu r e
co n str .
sp e c u la r
h ig h l.
prior T OL 7 p N o.
o f
P ar.
1 X X X 7
2 X X X X few 27
3 X X X few 32
4 X X X X X X X X 217
5 X X X X X segm. segm. 792
O ur Im p lem en ta tio n
The work presented in this thesis is based on the MFF framework. However, the 
details of our implementation differ from that of Romdhani and Vetter in the following 
respects:
L ight R égu larisa tion : The light régularisation cost presented above is not part
of the original set of cost functions used by Romdhani and Vetter. We include this 
additional cost function in order to encourage white light.
C olour T ransform ation : For simplicity, we fix the colour transformation param­
eters (gains, offsets, and contrast) to default values and do not optimise them. This 
means that the illumination parameters to be optimised are: 7  =  [L®, L“, L^, L f, Lg, L^, 6 1 , 0 ;]^
P a ra m e te rs  an d  F eatu res: Some of the parameters optimised at each stage and
features used in each stage are different, the details of features and parameters fitted 
at each stage of our implementation are presented in Table 2.2.
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U se of A nchor Po in ts: In addition to using the anchor points feature for optimising
the rendering parameters, we also use it to initialise the first three shape parameters 
since these parameters control the overall size of the face (see Figure 2.2). Hence, our 
implementation include an extra stage (Stage 2 in Table 2.2), compared to Romdhani’s 
implementation. This minor modification in the original MFF algorithm proved to 
yield more stable results.
E dge C ost: Instead of using a simple Canny edge detector we use an enhanced multi­
resolution, multi-scale edge detection which is more robust. This edge detection method 
is detailed in Chapter 4.
T ran sla tio n  in  Z: Since the camera focal length ( /)  and the translation along the Z
axis (tw^z) have similar effects, we only optimise the focal length and fix tw,z- Therefore 
we only have 6 projection parameters: r  =  [0x,dy,9z,tw,x,tw,y, f]'^
Illu m in a tio n  M odel: The Phong reflectance model discussed in Section 2.3.3 is
computationally expensive since one needs to continually recalculate the dot product, 
(r%, v%), between the vector of viewing direction, v%, and the vector of light reflection 
direction, r%.
Instead, we use a modification of this model known as the Blinn-Phong reflectance 
model [21]. To this end, a halfway vector, h  , is calculated between the viewing direc­
tion, V , and the light direction vector, d :
h  = d  4- V
Id-hvl
(2.47)
The dot product (r, v) in Equation 2.13 can then be replaced by (n, h), where n  is the 
normalised normal vector at the given point.
Figure 2.8 shows two sample fitting results using our implementation of the MFF al­
gorithm on inputs from the XM2VTS dataset [74].
Table 2.2: List of features and parameters fitted at each stage of our implementation of the MFF algorithm.
In stage 2, only the first 3 shape parameters are optimised using the anchor points. In Stages 3 and 4, the first 
20% of the a  and /3 parameters are optimised. Considering that we have 55 shape and 123 texture parameters, 
this means that in Stage 3, only the first 11 shape (cc) parameters are optimised and in Stage 4, only the first 
25 texture (/3) parameters. On the last line “segm.” stands for segmented, highlighting the fact that at this
Features Param eters
S ta g e
N b .
anchor te x tu r e d
ed g es
co n to u r p ix e l te x tu r e
co n str .
sp ecu la r
h ig h l.
light prior T cx 7 P N o.
o f
P ar.
1 X all 6
2 X 3 3
3 X X X X all 11 17
4 X X X all 25 40
5 X X X X X all all all all 199
6 X X X X X segm segm, 712
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2.5 Texture E xtraction
After the fitting process has been completed, the fitted model together with the ren­
dering parameters can be used to extract facial texture from the input image in order 
to have the option of using original texture, where available, instead of the texture 
reconstructed by the model. Tena et al. [86] proposed a texture mapping algorithm to 
serve this purpose using the CVSSP-3DMM. The texture mapping algorithm extracts 
facial texture from the input image and stores it in a 2D texture map.
The first step is to create a texture map where the texture values corresponding to 
each point of the model are stored. A 2D map on which all triangles of the model 
are displayed with their proportions preserved is required so that the colour value 
for every point in each triangle is stored in the corresponding location. The problem 
is to find a 2D representation of the generic face model that preserves the geodesic"  ^
distance between its vertices. Such a representation is found using the isomap algorithm 
proposed by Tenebaum et al. in [100]. The algorithm takes as input the distances 
dr{i , j )  between all pairs z, j  from N  data points in the high dimensional space T. 
The output is a set of vectors in a lower dimensional Euclidean space, D, that best 
represents the intrinsic geometry of the input data. The result of applying the isomap 
algorithm to the generic model is the flattened mesh shown in Figure 2.7.
(a) Generic Model (b) Iso-generic Model
Figure 2.7: The generic model and the flattened model using isomap dimensionality reduction
(iso-generic model). Image courtesy of [86].
The flattened generic model, referred to as iso-generic model, can now be overlaid with 
a rectangular grid of pixels. This grid defines an image that can be parametrised by a 
2D coordinate frame to create a texture map for the model. Each triangle of the model 
is represented on this new image. After the fitting process is completed, if a triangle is 
visible in the input image, the RGB values of the pixels of the triangle are taken from 
the input image and copied to the location that corresponds to that same triangle in 
the newly created texture map. The pixels in the new texture map that correspond
The shortest path connecting two points on a surface.
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to triangles that are not visible in the image are filled using the RGB values of the 
corresponding triangles of the optimised morphable model, ie. reconstructed texture. 
Figure 2.8 shows two exemplar fitting results together with the texture extracted from 
the inputs in each case. The texture maps on the bottom row illustrate how the texture 
extraction algorithm creates a texture map combining original image information with 
that reconstructed by the morphable model. Note that for the input on the right, the 
subject is wearing glasses which are not modelled by the 3DMM; however, the model 
still manages to fit the face using information from other areas of the face. The glasses 
are present in the texturemap (bottom row) since this is the original texture extracted 
from the input image.
m  w
9
Figure 2.8: Sample fitting results on the XM2VTS dataset images. Top row: input image, middle
row: fitted model super-imposed on the original image, bottom row: texture map extracted from the 
input.
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2.6 Face R ecognition  U sing a 3D  M orphable Face M odel
As mentioned earlier, a 3D morphable face model can be used in many different ap­
plications such as face rendering, facial expression transfer etc. However, in this thesis 
we are mainly concerned with the application of 3DMM in face recognition. There are 
two main scenarios in which a 3DMM can be used for the purpose of face recognition.
Im age-B ased  A pproach: In this scenario, which we also refer to as “3D-assisted
face recognition”, the 3DMM is used as a means to normalise the input images. In 
other words, it is used to normalise the pose and illumination to a default setting ( eg. 
frontal face with uniform frontal illumination). Given an input image with arbitrary 
pose and illumination, a 3DMM is fitted to this image to extract the model shape 
and texture parameters as well as the rendering parameters that correspond to the 
given input. One can also use the fitted model to extract the facial texture, where 
available, from the input image, as described in Section 2.5. Using the information 
obtained from the input image by the model, a new normalised face of the subject is 
then rendered using the default rendering setting which corresponds to the normalised 
pose and illumination. This image is then used for recognition using a conventional 
2D face recognition engine which is trained and optimised for the normalised pose and 
illumination.
M odel-B ased  A pproach: In this scenario, the shape and texture parameter vectors
extracted from the input image are used to build a feature vector describing the input 
face. The feature vectors of the gallery images are stored as the gallery set. For 
each probe comparison, the model is fitted to the given probe image and the feature 
vector corresponding to the probe image is compared to the gallery feature vectors for 
recognition. A similarity (or dis-similarity) measure is calculated between the probe 
feature vector and each gallery feature vector in order to identify the best match among 
the gallery set (identification) or verify whether it passes a certain acceptance threshold 
(verification).
Figure 2.9 illustrates diagrams for these two scenarios. In the experiments of Chapter 
5, the model-based approach is used while in Chapter 6 the image-based approach is 
used for face recognition.
2.7 D iscussion  and C onclusions
This chapter covered part of the necessary background for the work presented in this 
thesis. We reviewed the 3D Morphable Face Model as a tool which can be used for 
pose- and illumination-independent facial analysis. We described how such a model can 
be built from a set of exemplar 3D facial scans and we reviewed the main algorithms 
which can be used for fitting such a model on a 2D image; namely, the SNO and the 
MFF algorithms. Both of these algorithms perform the fitting using a MAP framework 
and aim to find the maximum posterior probability of the model parameters together
38 Chapter 2. 3D Morphable Model for Unconstrained Face Recognition
with a set of rendering parameters, given the input 2D image (as well as some features 
extracted from this image in the case of MFF).
Finally, we described how a 3DMM can be used for face recognition. We discussed two 
approaches for this task which have both been used previously in the literature and 
which we will also use in the succeeding chapters of this thesis.
As discussed in Chapter 1, the challenge of a face recognition system is to seperate the 
effects of the intrinsic and extrinsic factors which affect a facial image in order to yield 
a robust recognition. In fact, this is exactly what the 3DMM aims to do; modelling the 
shape and texture of a face (intrinsic factors) independently of extrinsic factors such as 
pose and illumination. The use of 3DMM in modelling facial expressions has also been 
investigated in the literature (eg. in [4]). Thus, the 3DMM provides a powerful tool 
for unconstrained face recognition under varying poses, illuminations, and expressions. 
However, to the best of our knowledge, the 3DMM has not been successfully applied 
to face recognition in low-resolution images. As we will see in Chapter 4, the fitting 
criteria commonly used for model fitting become sub-optimal in low-resolution images. 
Therefore, attempting to fit a 3D model to LR face images using the conventional 
approaches described in this chapter is subject to large errors.
Chapter 3 of this thesis will focus on LR face recognition and present a review of the 
relevant literature. We will return to the 3DMM fitting in Chapter 4 and show why the 
conventional fitting algorithms are not suitable for modelling low-resolution faces. We 
will then present a resolution-aware model fitting algorithm by using some of the ideas 
reviewed in Chapter 3, and present a comparison of our model fitting approach with 
the conventional MFF approach. Our resolution-aware model fitting algorithm paves 
the way towards extending the use of 3D morphable models to an application in which 
they had not been successfully used previously: low-resolution face recognition.
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Figure 2.9: Two scenarios for face recognition using a 3D Morphable Face Model.
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Chapter 3
A R eview  of Low-Resolution Face 
R ecognition Techniques
3.1 Introduction
We mentioned in Chapter 1 that one of the extrinsic sources of variation in a facial 
images is the image resolution, and that the performance of a facial recognition system 
would degrade due to low-resolution input images. It can usually be assumed that high 
quality images taken under controlled conditions are available at enrollment in order to 
build a suitable gallery set. Thus, the problem of low-resolution (LR) face recognition 
normally refers to the case where the resolution of the probe image is low, whereas 
the gallery set is high-resolution (HR). For instance, in images captured by CCTV 
cameras faces are often captured with low resolution due to distance from the camera 
and/or large camera focal length causing blurring. Another example is in automatically 
organizing family photographs where faces might be small in some pictures.
It has been shown in various studies (eg. [106]) that the performance of a face recogni­
tion system can considerably degrade in such a situation. This is due to the fact that 
a low-resolution image lacks a substantial amount of descriptive information which is 
necessary for distinguishing faces. Furthermore, the features used for describing the 
face would differ if they were extracted from an LR or an HR image. Therefore, if 
the resolutions of the gallery and probe differ considerably, the set of features used 
for describing them would also be considerably different which results in a degraded 
performance of the recognition system.
Many researchers have attempted to address the problems posed by low resolution over 
the past years. Most of the approaches used in the literature for LR face recognition 
can be categorised into one of the following four categories, based on the strategy they 
chose to address the problem:
T rain ing  in LR: One strategy is to reduce the resolution of the gallery set to that 
of the probe image and train a new system in LR. This way the problem of 
mismatched feature extraction due to mismatched resolution can be addressed.
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However, many descriptive details about the difference between one person and 
another can only be captured in images of sufficient resolution and an important 
part of the performance degradation is due to the lack of such detailed informa­
tion in LR images. This problem still remains if the gallery set is reduced to LR. 
Furthermore, this is not a practical approach since for each given probe image, a 
new gallery set must be generated, and feature extraction and classifier training 
must be repeated which makes this a daunting and impractical approach. How­
ever, there have been examples of rather successful uses of such strategies. For 
instance, in a recent work, Shekhar et al. [96] utilised such an approach where 
they use a training set and extend it by generating new images with different 
illuminations. The extended training set is then down-sampled to the probe res­
olution and used to learn a resolution-specific dictionary which is then used for 
recognition of the LR probe image. They report relatively good results using this 
approach. However, the problem of having to generate a training set based on 
the resolution of the input still exists.
H R  reco n struc tion : Another strategy is to reconstruct a high-resolution representa­
tion of the probe image using one or multiple LR probe images; a task known as 
super-resolution (SR). Many different approaches to super-resolution have been 
proposed in the literature ranging from general image super-resolution to methods 
developed specifically for face super-resolution. The aim here is to reconstruct or 
estimate a high-resolution image of the face captured by the probe image(s) such 
that it contains a similar amount of descriptive information as the HR gallery set. 
Thus, super-resolution is used as a pre-processing step before recognition.
D irec t H R -L R  m atching: While the previously mentioned strategies aimed at match­
ing the resolutions of the gallery and probe images prior to recognition, a third 
category of approaches has recently emerged where the aim is to avoid such pre­
processing steps and attempt to match the HR gallery and LR probe images 
directly. This is done in a number of fairly recent works by either combinig the 
SR and recognition tasks into a simultaneous framework ([47]), or by mapping 
both the HR and LR images into a common space where the discrimatory infor­
mation used for face matching is less affected by the difference in the resolutions 
of the original images ([17], [113]).
M odel-based  approaches: The 3D Morphable Model described in Chapter 2 is only 
one example among various models used for face recognition in the literature. 
Other examples of face models include Active Shape Model (ASM) [27] and Ac­
tive Appearance Model (AAM) [30], with the later drawing relatively more atten­
tion. In general, the model-based approach to face recognition usually includes a 
model fitting process to describe the facial images in terms of a number of model 
parameters which can then be passed to a recognition engine. Following the suc­
cessful application of face models to the problem of face recognition under varying 
poses, illuminations, and expressions, attempts have been made to extend their 
application to the case where the image resolution is low.
In the remaining parts of this section, we will elaborate on the latter three categories of
approaches. We review a number of super-resolution approaches in the literature and
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discuss their advantages and disadvantages in the context of unconstrained face recog­
nition in Section 3.2, while Section 3.3 reviews some approaches to LR face recognition 
which use the direct HR-LR matching approach. Section 3.4 will discuss model-based 
approaches to the problem of LR face recognition, and Section 3.5 will conclude this 
chapter with a discussion about the shortcomings of the reviewed methods. Through 
the review presented in this chapter and the discussion of the presented methods, we 
will elaborate on the motivation for our work which will be presented in the following 
chapters.
G a lle ry Probe
HR-HR
matching
F it t in g
F i t t i n g
LRHR-LR 
Matching
S u b -sam p lin g
LR-LR
matching
HR
R e c o n s tru c tio n
Figure 3.1: Conceptual illustration of the main categories of approaches used in the literature for 
LR face recognition. The red arrows show the path for the “Training in LR” strategy, the HR gallery 
is subsampled to create an LR gallery. Matching is then performed between LR images. The black 
arrows show the path for the “HR Reconstruction” strategy where an HR probe image is reconstructed 
and compared to the HR gallery. The green arrow shows the “Direct HR-LR matching” path and the 
blue arrows show the model-based strategy in which a model is used to describe both the HR gallery 
and the LR probe image through the fitting process.
3.2 Super-R esolution
As a solution to the problems posed by low-resolution inputs, super-resolution tech­
niques are used to increase the resolution of the probe face prior to recognition. In 
general, super-resolution is the process of recovering a high-resolution representation of 
a scene given one or more images of the same scene. Many super-resolution methods 
exist in the literature which can be largely categorised into reconstruction-based and 
example-based methods. The reconstruction-based methods aim to fuse information
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from multiple different observations (low-resolution images) to recover the missing in­
formation and build an image with a higher resolution than any of the inputs. On 
the other hand, example-based methods utilise a set of exemplar images to model 
or learn the relationship between low- and high-resolution images and use this as an 
additional source of information. Unlike reconstruction-based approaches, the example- 
based methods are often applicable to cases where only one input observation is avail­
able. The example-based approaches can further be categorised into generic approaches 
and class-specific approaches which focus on super-resolving images that belong to a 
specific class of images (e.g. text or human faces).
In the following, representative methods of super-resolution will be reviewed. We start 
our discussion with a model for the image formation process which is commonly used 
by most SR methods in order to describe an LR image in terms of the underlying scene 
or the sought HR image. We then continue by reviewing some reconstruction-based 
and example-based methods. Finally, a number of methods for super-resolution of a 
specific object, namely the human face, are presented.
3 .2 .1  O b se rv a tio n  M o d e l
The resolution of an image depends on the physical characteristics of the camera: the 
characteristics of the optical system as well as the density and spatial response of the 
CCD elements. Naturally, the first step to super-resolution would be to understand 
and model the processes in which an image is formed and affected by these charac­
teristics. This section formulates the image formation process in a generic observation 
model relating an “original” high-resolution image to the observed low-resolution im­
ages. The model derived in this section is commonly used in the literature with minor 
modifications or simplifying assumptions (e.g. [54, 7, 8 , 10, 56]).
Let h  denote the sought high-resolution image, represented as a vector by stacking its 
columns together, and fy be the low-resolution image observed {k = 1, 2 ,..., A); 
also represented as a vector. It is common practice in the super-resolution literature 
to assume that all low-resolution images are observations of the same underlying high- 
resolution image. In other words, h  remains constant during the acquisition of all low- 
resolution images. A low-resolution image is then considered as the result of warping, 
blurring, and down-sampling of the unknown high-resolution image. Different low- 
resolution images differ from one another in geometric transformations, blurring, image 
quantisation, and noise. Representing the images as vectors, the observation model can 
be represented in matrix form as:
Ifc =  DfeBfeWfch F n k  for l < k  < K  (3.1)
where D^, B^, and Wfc are matrices representing the down-sampling, blurring, and 
warping associated with the k*^ image, respectively. Also, K  is the number of low- 
resolution observations, and is an additive noise term.
Any geometric registration relating the k^^ low-resolution image, fy, to the unknown 
high-resolution image, h, is represented by the warping matrix Wfc. This information
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is generally unknown. Thus, in general, the registration information is estimated with 
respect to one of the low-resolution frames, and the coordinate frame of the HR image 
is assumed to be the coordinate frame of this reference LR image, enlarged by the 
appropriate enlargement factor. Two general trends exist in the literature. The first 
is to estimate registration prior to super-resolution so that in the super-resolution 
stage, the registration parameters are assumed to be known (e.g. in [8]). The second 
approach is to estimate both the registration parameters and the high-resolution image 
simultaneously (simultaneous registration and super-resolution; e.g. in [102]).
Blurring can be due to external causes such as motion blur, out-of-focus blur etc. or 
causes relating to the imaging device, i.e. the point spread function (PSF) of the cam­
era. The PSF-related blurring can further be decomposed into two parts representing 
the blurring caused by the optics, and the blurring caused by spatial integration per­
formed by the CCD sensor. The blur can be modelled by convolution with a low-pass 
kernel. In most practical cases the blurring operator cannot be obtained. Thus, if 
explicit representation of the blurring kernel is required, it is usually estimated.
Finally the down-sampling operator, D^, generates a low-resolution image from the 
warped and blurred image. The noise term in equation 3.1 accounts for any deviation 
of the observed pixel value from its expected value. These deviations can be caused 
by many sources such as measurement error (e.g. quantisation error) or model error 
(e.g. error in registration or blurring kernel estimation). For practical reasons, this 
noise is usually assumed to be normally distributed with zero mean. This choice seems 
plausible since having many possible sources of noise which are independant, the central 
limit theorem would suggest that the additive noise in equation 3.1 can be expected to 
have a “close-to-normal” distribution.
Although the observation model described here can be formulated in a more specific 
manner (e.g. by considering different terms for optical and sensor-related blur), in 
the super-resolution literature it is common to use an observation model similar to 
equation 3.1, since it is sufficient for the needs. In fact, it is common practice (eg. see 
[13][25][55]) to concatenate the three matrices D^, B^, and into a single matrix 
Mfc which includes warping, blurring , and down-sampling operations, and represent 
the observation model as:
Ifc =  Mfch +  Hfc for 1 < k < K  (3.2)
In the above equation, each element of the vector represents a pixel of the k^^ LR 
image. The value of this pixel is given as a weighted sum of the HR pixels (elements 
of the vector h) plus an additive noise (the corresponding element of the vector n). 
The weights of the weighted sum are elements of the corresponding row in the matrix 
Ma;. The weights determine the contribution of the HR pixels to the LR pixel at hand. 
Naturally, only the HR pixels which have some overlap with the given LR pixel after 
appropriate warping would contribute to it. The rest of the HR pixels which do not 
overlap with the LR pixel at hand would not contribute to it; hence have zero weight,
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Accordingly, an equivalent representation for the imaging model of Equation 3.2, is: 
Lfc(m,n) =  +  Nfc(m,n) for l < k < K  (3.3)
(p,q)ebin{m,n)
In this Equation, (m, n) indexes the pixels in an LR image and (p, q) indexes the pixels 
of the HR image. Thus, Lfc(m,n) is the (m, n)*^ pixel of the k*  ^ input LR image, 
H(p, q) is the (p, q)*  ^ pixel of the HR image, and w(p, q) is the weight associated with 
it. Also, Nfc(m,n) is the additive noise corresponding to the pixel Lfc(m,n), and the 
sum is taken over bin{m,n) which represents all HR pixels which have some overlap 
with the given LR pixel after appropriately warping the HR image.
The weights of this weighted sum depend on the blurring kernel, as well as the amount 
of overlap between the HR and LR pixels, which in turn depends on the warping.
3 .2 .2  R eco n stru ctio n -B a sed  M eth od s
Reconstruction-based methods typically make use of the available information from 
multiple low-resolution observations to reconstruct a high-resolution image by trying 
to invert the process of image formation discussed in the previous section. This typi­
cally includes registration to invert the warping, interpolation to represent the image 
information on a uniform high-resolution grid, and restoration to remove noise and 
blurring. A simple approach would be to densely register the low-resolution images 
to a single high-resolution grid and merge the information from different images to 
reconstruct a higher resolution image. Such a scenario was used in the early work of 
Ur and Gros [104] where the input images are assumed to undergo relative shifts which 
are known exactly a priori. After interpolating and merging the input images onto a 
finer grid, a blurred image is obtained which contains the information from multiple 
observations. This image is then deblurred using a kernel derived from the inverse of 
the blur operator.
More sophisticated methods mostly utilise the super-reso lu tion  reco n s tru c tio n  
constra in t: the super-resolution image, when appropriately warped and down-sampled 
to mimic the image formation process, should yield the low-resolution input images. 
Assuming a single LR input, satisfying this constraint can be thought of as finding 
the minimiser of ||M h — l|p, where M  is an observation model similar to the one de­
scribed by Equation 3.2. In many cases, this does not have a unique solution. Hence, 
constraints such as smoothness of the final result are often introduced on the solution. 
A simple way to introduce such constraints is by using Tikhonov Régularisation (see 
[114], for example).
One of the first methods to use the super-resolution constraint was proposed by Peleg 
et al. [81]. They assumed that the imaging process is known and that the low-resolution 
images have been registered with sub-pixel accuracy. Starting from an initial guess for 
the unknown high-resolution image, the imaging process is simulated to generate a set of 
simulated low-resolution images resembling the low-resolution inputs. An error is then 
defined between the original and simulated low-resolution images. By minimising this
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error with respect to high-resolution pixels iteratively, the final high-resolution image 
is obtained. The error between the observed and simulated low-resolution images is 
defined as:
|L ^(m ,n )-L fc(m ,n )| (3.4)
k (m ,n)
where is the error of the iteration, is the observed low-resolution image, 
Lj. is the estimate for the k'^  ^ low-resolution image simulated at the iteration.
Irani and Peleg [54] presented an iterative back-projection (IBP) super-resolution ap­
proach in which the error between the observed low-resolution images and the low- 
resolution images estimated by the observation model is back-projected to update the 
estimate for the high-resolution image in each iteration. By iteratively updating the 
high-resolution image, the energy of the error is minimised. The iterative update scheme 
to estimate the high-resolution image is expressed as:
q) = FV{p, g) +  ^  [Lfc(m, n) -  L{(m, n)] . W (m , n\p, q) (3.5)
m,ne\Jk
where is the high-resolution image estimate at the iteration, is the k^^ low- 
resolution observation, and is an estimate of the k^^ low-resolution image obtained 
by applying the appropriate observation model to H^. Furthermore, is the set of 
LR pixels that are influenced by the high resolution pixel (p,q).
In Equation 3.5, W (m,ri]p,q) is a weighting term , and is given by:
where is a back-projection kernel, and c is a normalising constant.
There can be more than one leading to convergence. However, the choice of 
can influence the characteristics of the solution when there is more than one possible 
solution. Hence, 'ip^^ can be utilised as a constraint so that the final solution has some 
desired property, e.g. smoothness.
The work of Irani and Peleg [54] assumes Euclidean transformation (translation and 
rotation) for registration. Their approach was extended by Mann and Piccard [70, 71] 
to a full projection transform. Although the IBP method provides a straightforward 
and intuitive approach to super-resolution, it does not allow for incorporating prior 
knowledge into the framework and the solution may not be unique due to the ill-posed 
nature of the problem.
An alternative approach proposed by Stark and Oskoui [97] and later developed fur­
ther by others ([98, 80, 38]), is based on projection onto convex sets (POCS). This 
approach is an iterative method that allows for incorporation of prior knowledge into
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the super-resolution framework. Assume that the solution is required to have a number 
of properties based on the prior knowledge. A closed convex set, Cj, is associated with 
each of the desired properties where each Ci is the set of vectors that satisfy the 
property. Assuming that the sets Ci have a non-empty intersection, the final solution 
lies in the intersection of all sets. The central theorem of the method is as follows, 
denote the vectorised high-resolution image at the iteration by and assume there 
exists a projection P i  that projects an arbitrary vector (image) to the set Ci. Then the 
recursion:
h^'+i =  T hi P m - i  • • • P 2 P i  (^ -^ )
where h® is an arbitrary starting point, converges weakly to a feasible solution that lies 
in the solution set C5 =  Q ili  €i which is also a closed convex set.
Although this may not be a trivial task, it is in general easier than finding a projection 
that projects h° to Cg in one step [97]. Based on the observation model, a data 
consistency constraint is defined as a set of images which satisfy the super-resolution 
reconstruction constraint. Furthermore, additional constraints that are imposed by the 
prior knowledge can be added. For instance. Stark and Oskoui [97] used an amplitude 
constraint, an energy constraint, a constraint on the permitted rms deviation from 
some known reference image, and a bounded-support constraint.
Other extensions to the POCS approach have been proposed in the literature [98, 80, 
38] which include frameworks to consider many generalised conditions such as space- 
varying blur, nonzero physical dimension of CCD elements, different types of noise, 
arbitrary sampling latices, and multiple moving objects in the scene. Although the 
POCS approaches have the advantage of incorporating the a priori information, they 
have the disadvantages that their solution is not unique, convergence is slow, and 
computational cost is high.
Another framework for incorporating a priori knowledge in the super-resolution so­
lution are the stochastic approaches known as Bayesian approaches. In Bayesian ap­
proaches, the posterior probability distribution function (PDF) of the sought high-
resolution image given the low-resolution observations is maximised with respect to 
the high-resolution image pixel values. These approaches are known as maximum a 
posteriori (MAP) estimation:
H  — argm axp(H  | Li, L2, ..., L k) (3-8)
H
where H  is the sought high-resolution image and is the low-resolution observa­
tion. According to the Bayes rule, equation 3.8 can be expressed as:
H  =  argmax {p(Li, L2, ..., L x  | H)p(H)} (3.9)
H
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or equivalently:
H  =  argmin { -ln (p (L i, L2, L x  | H)) -  ln(p(H))} (3.10)
In the above equations p(Li, L2, ..., L x  | H) is the likelihood of the LR observations, 
given the sought HR image, while p(H) is the prior probability distribution of the 
high-resolution image before observing the low-resolution images. The likelihood term 
is defined using the low-resolution observations and the super-resolution constraint. 
The prior term can be used to constrain the solution according to prior knowledge 
about the high-resolution image in order to obtain a regularised solution.
As a special case of MAP estimation, maximum likelihood (ML) estimation has also 
been applied to the image super-resolution problem. ML estimation can be considered 
as a special case of MAP where the prior term, p(H), is effectively ignored.
Tom and Katsaggelos [102] used an ML approach for simultaneous registration and 
super-resolution. Although the ML method improves the input images, for large magni­
fication factors the estimation becomes highly ill-conditioned and the solution is highly 
sensitive to noise in the input observations, the parameters of the generative model, 
and the registration transformation. Attempts to overcome this problem include plac­
ing hard constraints on the individual pixel intensities or use of a Bayesian prior model 
of the super-resolved image by modelling the image as a first-order stationary Markov 
Random Field (MRF) and including a spatial prior to model the spatial dependencies of 
neighbouring pixels. This would result in a maximum a posteriori (MAP) estimation.
Such priors are typically either chosen to impose some kind of smoothness on the 
image (e.g. Gaussian MRF) or have some edge preserving characteristics (e.g. Huber- 
MRF). Schulz and Stevenson [92] proposed a discontinuity preserving MAP recon­
struction method using the Huber-Markov Gibbs prior for super-resolution of LR video 
sequences. A joint MAP estimation for simultaneous registration and super-resolution 
was proposed by Hardie et al. [46] which uses a Gaussian prior.
Humbolt and Djafari [52] proposed a method in which the image is assumed to be 
composed of a number of homogeneous regions and the pixels inside each region are 
assumed to follow a given probability law. This method performs super-resolution by 
hypothesising the properties of the pixel distributions in each region (prior probabili­
ties).
Although some reconstruction-based approaches can also be used for de-blurring a single 
image (e.g. [54]), they do not add any additional information to the image through de­
blurring since they mainly rely on only one source of information: the super-resolution 
reconstruction constraint. Hence, the reconstruction-based super-resolution methods 
are in general incapable of performing single-frame super-resolution. Another disadvan­
tage of reconstruction-based methods, as shown by Baker and Kanade [9] is that even 
in the case of multiple low-resolution observations, the reconstruction constraints pro­
vide far less useful information as the magnification factor increases. They showed that 
for large enough magnification factors, any smoothness prior leads to overly smooth 
results with very little amount of high-frequency information regardless of the number
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of low-resolution observations used. This means that there is effectively a theoreti­
cal limit to how well reconstruction-based methods can perform. Lin and Shum [66] 
further investigated this problem and derived explicit limits for the magnification ra­
tio of reconstruction-based super-resolution methods under the assumption that the 
registration of LR images is locally translational.
A remedy to the above-mentioned limitations of reconstruction-based super-resolution 
methods is to use additional sources of information as well as the low-resolution obser­
vations and the reconstruction constraint. This leads to another generation of super­
resolution methods, namely example-based methods, which will be discussed in the 
next section.
3 .2 .3  E xam p le-B ased  M eth o d s
A rather more recent approach to image super-resolution is the example-based ap­
proach in which an additional source of information is used to extend the limits of 
reconstruction-based super-resolution.
Collections of image pixels are special signals that have much less variability than a set 
of completely random signals. A number of methods have tried to exploit these regu­
larities to infer plausible image information. These methods generally use a number of 
exemplar images as training images to learn or model the relationship between the low- 
resolution and high-resolution image pairs or to learn more appropriate prior terms. 
Freeman et al. [43, 44] proposed a patch-based approach that used a set of training 
images to learn the relationship between a sharp image and its low-resolution counter­
part. They used a Markov network to probabilistically model the relationship between 
the HR and LR patches. Figure 3.2 shows the Markov network in which Hi and Li 
represent the patch of the HR and LR images, respectively. By blurring and down- 
sampling a set of training HR images, the authors generated a training set of sharp and 
blurred image pairs which is used to learn the compatibility functions of this network 
{(f) and i)). This approach (named VISTA -Vision by Image/Sequence TVAining- by 
the authors) learns the prior from a set of examples instead of hypothesising it (as in 
the reconstruction-based method of [52], for example).
In [84], Pickup et al. presented an example-based approach that uses a MAP framework. 
Assuming an independent, identically distributed {i.i.d) Gaussian distribution for the 
pixel noise, the likelihood term is defined using an observation model similar to the one 
discussed earlier in this section. The prior term is determined using a set of exemplar 
images. For each pixel of the sought HR image, the prior is defined by selecting a pixel 
from the high-resolution database that is most similar to the pixel at hand. The prior 
is then defined as a Gaussian distribution centred at the grey value of this winner pixel.
Although none of the above approaches assume that the training and the input images 
belong to the same class of images, they can generally produce visually pleasing results. 
However, [43, 84] have included examples of cases where the input image was super­
resolved using a training set that included completely irrelevant images (e.g. super­
resolution of an image of leaves using a sample set consisting of text images, see Figure 
3.3) and have shown that the results are not acceptable. This shows the importance of
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Figure 3.2: The Markov model used by Freeman e t  al. (Figure courtesy of [43, 44])
the sample set in the example-based approaches and confirms the fact that the sample 
set must represent the visual content of the set of input images. As Freeman et al. 
stated in [43], “without restriction to a particular class of images, it is unreasonable to 
expect to generate the correct high-resolution information. ” However, if the application 
allows us to assume that the images belong to a specific domain or object (such as text, 
or faces) example-based learning can considerably improve the results since the visual 
content of the sample set can be selected such that it represents the object of interest. 
An example of such a case is face super-resolution where the object of interest is a 
human face and the methods and sample images are tailored for application to images 
of a human face.
3 .2 .4  Face S u p er-R eso lu tion
Many different approaches have been proposed for super-resolution of specific objects 
of interest that belong to a particular domain of images (e.g. text or human face). In 
these methods, the training and input images belong to the same domain of images and 
contain the same (or similar) objects. Using exemplar images of the same domain as 
the inputs can provide information of finer detail and pixel distribution properties for 
super-resolution learning and inference. In this section we will review some methods 
dedicated to facial image super-resolution. Since the problem is now restricted to facial 
images, the training samples will also be facial images.
Wang and Tang [107] proposed an eigentransformation approach in which the input 
image is represented as a linear combination of the training LR images using Principal 
Components Analysis (PCA). The HR image is generated by replacing the LR eigen- 
images with their HR counterparts while keeping the mixture coefficients. Since the 
coefficients are not computed from the HR data, some non-face-like distortions appear 
which are then reduced by projecting this HR image to an HR eigenface space (cal­
culated from the training HR images) and putting some constraints on the principal 
components.
Liu et al. [67] proposed a two-step method for face super-resolution. This method
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Figure 3.3: Super-resolution example using a sample set of irrelevant image content using the
approach of [43]. (a) Input LR Image, (b) An example image from the sample set. (c) Super-Resolution 
result. Notice the contours formed by the Super-Resolution algorithm by concatenating letters. This 
is the best that the algorithm can do given the sample set of textual images. (Images courtesy of [43])
is based on the fact that the HR image is a combination of common (global) face 
properties and individual (local) characteristics. The global and individual properties 
are captured by a global parametric model (H^) and a local non-parametric model 
(H^) respectively. The final HR image (H) is assumed to be a combination of these 
two models: H  =  -f In this framework, is obtained by modelling a set of 
HR training images using PCA, and defining X* as the set of PCA coefficients that 
maximises p(H A)p(A ). The solution for A* can be given analytically which makes 
this step very fast. In the second step, is found using an MRF model. Each 
patch in is defined in the MRF network by its neighbouring patches in and 
the corresponding patch in H^. An energy function is defined for the network as the 
sum of two external and internal terms. The external term represents the connectivity 
statistics between corresponding patches in and while the internal teim describes 
neighbouring statistics between patches inside H^. The optimal patch is found as the 
patch that minimises this energy. Li and Lin [65] have further improved this approach 
by applying PCA to both LR and HR images in the first step in order to incorporate 
the estimation of noise model and also using a MAP framework instead of the MRF 
model for finding the optimal local face.
In [25], Capel and Zisserman presented another example-based, domain-specific method 
for faces. Each face image is broken down into 6 regions and each region is represented 
with PCA. The PCA representation is then used in 3 different ways for super-resolution. 
The first method is a maximum likelihood (ML) estimation of the super-resolved image 
in which the PCA is used to constrain the solution to lie in the face sub-space spanned 
by the PCA components. The second and third methods are both MAP estimations. In 
the second approach, again the solution is constrained to lie in the face sub-space and
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the prior term is defined over the face sub-space imposing a penalty on the Mahalanobis 
distance of the solution from the mean. However, the third method does not constrain 
the solution to the face sub-space. Instead, it encourages the solution to lie near the 
PCA sub-space and the prior is defined over the whole image space.
A very well-known approach for object-specific super-resolution is Face Hallucination^ 
(also named as the recogstruction method) proposed by Baker and Kanade [7, 8 , 10]. 
This approach is applicable to one or more input images. In the case of multiple input 
images, the geometric registration transformation is assumed to be only translational 
and the exact translations are assumed to be known a priori. This approach uses a 
MAP framework. The likelihood term is defined using an observation model similar to 
equation 3.2. The prior term is a recognition-based  p rio r  which is defined on the 
gradients of the HR image using “recognition” results of some generic local “features” . 
Recognition - in this context - means finding the most “similar “ pixel from the training 
set for each pixel of the LR input image(s). The set of all possible values for the 
input LR images are assumed to be partitioned by the recognition results into a set of 
sub-classes. The prior term is then given as: p(H) =  | G Cj).p{Lk G Cj)
where is the lA^ input LR image and Cj is the sub-class. Once the subclass is 
determined by the recognition results, the prior effectively simplifies to p(H  | L^ G Cj). 
This class-specific prior is then defined such that it encourages the gradient of the 
super-resolution image to be close to that of the closest matching training samples.
The Name recogstruction for this method is a combination of the terms recognition and 
reconstruction which suggest the two main sources of information for the method: the 
reconstruction constraints and the recognition-based prior term.
Recently, Bilgazyev et al. [13] proposed an approach for face super-resolution in which 
high-frequency components of facial images are learnt and applied to the LR input 
in order to create the SR image. Their approach consists of two stages. In the first 
stage, a Dual-Tree Complex Wavelet Transform is used to extract the high-frequency 
components from a database of facial images. This information is then used in the 
second stage to create an SR image for a given LR input. Selection of the high- 
frequency components is based on similarity between the input image and images from 
the training set.
The above face super-resolution methods generate an HR image of a single facial modal­
ity (i.e. at a fixed expression, pose, and illumination). In [56] Jia and Gong have 
presented a generalised face super-resolution method which aims at multimodal super­
resolution of faces. In other words, given an LR image at a specific modality, it aims 
at generating HR images of the same, as well as other different modalities. A ten­
sor structure is used to incorporate information and interactions of (training) images 
of multiple modalities at different resolutions. Considering only two modalities as an 
example, the HR images H i and H 2 can be generated by maximising:
p(Li I Li )p (Li )p (L2)p (H'i”*|Li )p (H^’"|L2)p (H i |H'i“ )p (H2|H^'") (3.11)
^Although the term Face Hallucination  was first coined for this specific method, it is ocasionally 
also used in a more general sense in the literature to refer to (example-based) face super-resolution
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In equation 3.11, Li is the input LR image at modality 1, H i and H 2 are the sought 
HR images at the input and one other modality, respectively, while Li and L2 are their 
corresponding LR images to be synthesised at the input resolution. Also, H ^  and 
H ^  are the low and middle frequency information of H i and H 2, respectively. The 
HR image is hallucinated in 3 steps:
1. G lobal m u ltim odal L R  face synthesis: Using the tensor representation and 
multilinear analysis which is a general extension to linear methods such as PCA 
and LDA, Li and L2 are generated given Li. This is done by ML estimation of 
Li given Li, and then using the multilinear analysis to generate LR images of 
the other modality (L2).
2. Local p a tch -based  face im age hallucination : Using a local patch-based 
multi-resolution tensor structure, the low and middle frequency correspondences 
of Li and L2 are hallucinated by maximising p (H ^ |L i)  and p (H ^ |L 2) indepen­
dently. The maximisers are approximated analytically using multilinear analysis 
for each patch in the images. The final hallucinated images (H^” and H ^ )  are 
then a composition of the corresponding hallucinated patches.
3. H igh-frequency residue recovery: Using an MRF model and MAP estima­
tion, each Hi is inferred from the corresponding H "^  ^by maximising p(Hi | H^"^) =  
J|çP(H^’^ |Hi,g)p(Hi), where q indicates the patch numbers. The difference be­
tween Hi and H |^  is in the high-frequency band which in turn depends on the 
middle and low frequency information. Hence, the likelihood term is defined using 
the Laplacian images (£) of each patch in H "^  ^ and patches from the HR training 
data^. The patch H^^^ from the training HR data that has closest to
is the most probable to be chosen as Hi^g according to this likelihood 
term. Furthermore, by modelling the HR image as an MRF, the prior is de­
fined as the product of the compatibility functions over all neighbouring patches: 
p(Hi) =  n  where H%^g and H^ g^ are a neighbouring patch pair
in a 4-neighbour system.
The novelty of this method is the ability to construct HR images of different modalities 
than what is present in the input LR image. However, this ability is still limited 
to the modalities which are available in the sample set. In fact, this is a general 
limitation of the example-based methods. Since these methods rely on their sample 
set as a source of information, they are naturally limited to the type of information it 
provides. Therefore, these methods are in general only able to reconstruct face images 
of modalities represented by the samples set, with very limited ability to generalise to 
new unseen modalities (poses, illuminations, expressions, etc.).
^Note that the Laplacian image is used to represent middle-frequency information
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3.3 D irect H R -L R  M atching
Most of the previously mentioned approaches for LR face recognition use super-resolution 
with the aim of reconstructing an HR image, with recognition only as an after-thought. 
In contrast, a rather new stream of methods has recently emerged in the literature with 
the direct aim of recognition, avoiding super-resolution as an initial pre-processing step.
The tensor-based framework of Jia and Gong ([56]) which was mentioned in the previous 
section, has been applied to simultaneous super-resolution and recognition ([55]) by 
directly computing a maximum likelihood identity parameter vector. However, that 
framework is not optimal in the sense of recognition, and the recognition comes merely 
as a by-product of the SR optimisation process. Hence, the framework was included in 
the previous section along with other two-step approaches.
Yeomans et al. [47] proposed an alternative approach which is aimed at simultane­
ous super-resolution and recognition (S2R2). In their approach, face features as they 
would be extracted for a face recognition algorithm (e.g., eigenfaces [103], Fisherfaces 
[12], etc.), are included in a super-resolution method as prior information. This ap­
proach simultaneously provides measures of fit of the super-resolution result, from both 
reconstruction and recognition perspectives. They approach the problem of face recog­
nition by defining a distance metric V{fg,fp) between the gallery and probe features, 
where fg is the vector of features extracted from the gallery image and îp is the feature 
vector extracted from the probe image. Using linear features, the feature vectors can 
be expressed as f[/ =  Fh^, where v can be g for gallery or p for probe, h  is the HR 
image represented in vector form, and F  is the feature matrix. The problem of face 
verification is then thought of as comparing the distance P (Fhg,Fhp) to a threshold 
in order to accept or reject a given claim while face identification can be thought of as 
finding the class among the gallery set with minimum distance from the given probe 
image. The distance metric can be written as:
=  | |F h , - F h p f  (3 .12)
In the absence of an HR probe image, the features, Fhp, cannot be calculated. Instead, 
the LR probe image. Ip is used to produce an estimate, hp, of the HR image which will 
then be used to extract the face features: fp =  Fhp. Using Tikhonov regularization 
[114] as a simple super-resolution method, the HR estimate hp is obtained by:
hp =  argmin { ||M h -  Ipip -f //2||Bh||^}, (3.13)
h
where M  is an observation model to construct an LR image given an HR image, similar 
to that of Equation 3.2, B h  is a vector of edges, and p is  a régularisation parameter.
The algorithm then proceeds to perform the super-resolution procedure by using Equa­
tions 3.12 and 3.13 jointly in a regularised fashion. Assume that for a given LR probe 
image. Ip, the lé^ class was claimed and we can compute or look up the gallery features
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using the gallery, where the superscript k indicates the claimed class. The 
main task of the S2R2 algorithm is then to find as:
h «  =  argmin { ||Mh -  lp|p +  / | | B h f  +  T^||fW -  F h f }, (3.14)
h ^
where r  is an additional régularisation parameter. Using the obtained hp^\ the norms 
of the terms in Equation 3.14 are then calculated and stacked together to form a feature 
vector used for recognition. The first term of Equation 3.14 measures the fit between 
the observed low-resolution probe image and the low-resolution version of the resulting 
super-resolved image. The second term measures the smoothness of the super-resolution 
result, and the last term is a measure of the difference between ideal features for the 
claimed class and the features that would be produced by the super-resolution result. 
Note that, in a face identification scenario, such a feature vector needs to be computed 
for each gallery image in the gallery set separately. Hence, a major disadvantage of this 
framework is the high computational cost associated with this requirement. Yeomans 
et al. also extended their formulation to multiple resolutions and provided empirical 
results which suggested that in some cases using multiple resolutions simultaneously for 
matching can yield low error rates outperforming even those obtained with HR probe 
images (which in reality are not available). Another extension of this algorithm was 
presented in [48] where it was extended to multiple frames and multiple cameras.
A different approach which considers the recognition task directly and avoids SR as a 
pre-processing step was proposed by Li et al. [63]. This method uses coupled metric 
learning to find two transformations which map the LR and HR images into a new joint 
space where the new distance measure is more suitable for recognition. One transforma­
tion maps the LR probe images to a new space, where higher recognition performance 
can be achieved; the other maps the HR gallery images along with their class labels to 
the same space for better class-wise feature representation. The transformations are 
learnt using a set of labelled HR training images and their LR counterparts. Let us 
represent the set of mapped training LR images as X, given as X  =  A X  where each 
column of matrix X  is a vector representation of a training LR image. The matrix A 
defines a linear mapping which maps these images into the new space. Consequently, 
each column of matrix X  is a vector representing the corresponding LR training image 
in the new space. Also, let us denote by Ÿ  =  F Ÿ  the mapping of the HR training 
images together with their labels to the same space. Each column of matrix Y  is a 
vector representation of an HR training image concatenated by a vector representing 
its class dependency. Thus, each column of Y  embeds information about the corre­
sponding training HR image as well as its label. The coupled transformations, A  and 
F, are then jointly determined by optimising an objective function defined as ||X —Y ||, 
where ||.|| denotes the Probenius norm. The optimisation procedure is fairly efficient 
with closed form solutions. An extension of this work was introduced in [62] where a 
penalty weighting matrix is used in the objective function to maintain locality.
Another approach based on projecting the gallery and probe images into a new space 
was introduced by Biswas et al. in [17]. This method which was initially proposed for 
the case where both gallery and probe images are LR, is based on Multidimensional 
Scaling (MDS). A set of HR and LR training images are used in order to learn a
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transformation which maps the LR images to a Eucledian space where the distance 
between the transformed samples approximates the best distance had both images been 
HR.
This method is extended to the case of HR gallery and LR probe images in [16] where 
two separate transformations are learnt for mapping feature vectors of the HR gallery 
image and the LR probe image to a new Euclidean space such that the interdistance 
between them closely approximates the distance had both images been of high resolu­
tion. More specifically, if the distance between the feature vectors of the and 
training HR image is denoted by d^j, then the objective function to be minimised can 
be expressed as ~  where N  is the total number of HR and LR
training samples and D ij represents the distance between the i^^ HR training image 
and the LR training image after they are both mapped to the new space. In order to 
improve the matching performance, the above objective function is modified to include 
class information of the training data. This is realised by adding a class separability 
term which penalises larger distances between data points of the same class but does 
not affect data points of different classes. This approach is also extended to video in 
[15].
A similar concept was used in the recent work of Zhou et al. [113] where the HR and 
LR images are mapped to a common space. Inspired by the classic Linear Discriminant 
Analysis (LDA) [12], Zhou et al. proposed a Simultaneous Discriminant Analysis (SDA) 
framework in which two separate transformations are learned for mapping LR and HR 
images to a common subspace. The mapping is learned using a training set of HR 
and LR images, such that in the new subspace discrimination property is maximised. 
The parameters of the transformations are learnt by maximising an objective function. 
Similar to the conventional LDA, this objective function is defined as the ratio of 
the between-class and within-class scatters, after projection to the new space. The 
difference is that here two separate transformations are simultaneously learnt for LR 
and HR samples, respectively.
3.4 M odel-B ased  A pproaches
Alongside the view-based approaches to face recognition, a group of methods have 
been proposed in the literature which use a model of the human face for facial analysis 
applications such as face recognition. However, although many approaches have been 
proposed in the literature for model-based recognition of faces in high resolution, the 
application of such methods to low-resolution face recognition has been rather limited. 
In this section we first present the general model-based approach to face recognition 
and discuss the most popular models applied to this problem in high resolution. We 
then discuss how such methods have been adapted for the case of low-resolution facial 
analysis and recognition.
Many different face models have been used in the literature for various different ap­
plications. These include generic models describing the properties of an average face, 
deformable models which describe the properties of an arbitrary face and can fit to 
any given face, and even person-specific models which model a particular individual’s
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face. The most widely used class of models in face recognition applications are the de­
formable models. Hence, we focus our attention mainly on this class. In the following, 
the word model is used to refer to a deformable model unless otherwise stated.
Generally speaking, in order to build a face model, a set of training samples are used to 
learn prior knowledge about the human face and build a model which can capture facial 
variations. This model is then used in an analysis step in order to describe a given facial 
image. An example of such models is the 3D Morphable Face Model (3DMM) reviewed 
in Chapter 2. The analysis step which involves fitting the model on an input image was 
reviewed in Section 2.4. The outcome of the fitting step is a set of model parameters 
which describe the input face. These parameters can then be used to identify the input 
face as discussed in Section 2.6.
The 3DMM is not the only face model used in facial research. Numerous different 
models have been proposed in the literature and applied to different problems involving 
the human face such as tracking, pose estimation, coding, and face recognition. Such 
models include statistical linear models capturing the shape and/or texture of the face 
(e.g. [27, 30]), non-linear models based on Multi-Layer Perceptrons [41, 59], physical 
and anatomical models [101] and possibly others.
We focus our discussion to those models that are most relevant to the subject of this 
thesis. More specifically, we focus on linear statistical models of the face appearance 
which model facial shape and/or texture using a set of sample images.
The Active Shape Model (ASM), proposed by Cootes et al [27, 28], models the 2D 
shape of an object by a set of manually labelled landmarks where each labelled point 
represents a particular part of the object or its boundary. This model works by mod­
elling how different points tend to move together. The training images are aligned by 
finding a global transform consisting of a rotation, translation, and scaling. Principle 
Componenets Ananlysis is then applied to the aligned shapes to learn a compact set of 
parameters which describe the shape of the object as observed by the variations within 
the sample set.
The ASM model only models the facial shape. To account for texture variation, this 
model was augmented by texture (grey-level) information [60, 61] to obtain a statistical 
appearance model using two complementary approaches. In the first approach, a flex­
ible “shape-free” appearance model was built by warping each training image to have 
the same shape as the mean face and sampling grey-level values from the area within 
the face. A PCA transform was then applied to the vectors of grey-level samples to 
train a flexible “shape-free” grey-level model. In the second approach, a large number 
of local grey-level profiles were used, one for each landmark of the shape model. Each 
grey-level profile describes the texture variations in a region around a given a landmark. 
By applying PCA to each of these profiles in a training set, a set of flexible grey-level 
models are learnt which model the local texture variation around each landmark. Thus, 
three flexible models are learnt for shape, grey-level profile, and shape-free grey-level. 
Collectively, these models are known as an Active Appearance Model (AAM). We refer 
to such a model as an independent AAM since it assumes that the shape and texture 
of a face are independent.
In contrast to the independent AAM, a combined AAM was proposed in [35, 37] which
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considers the correlation between shape and texture of a given face. First, a shape 
model and a shape-free texture model are learnt using an approach similar to the 
above. Next, a combined vector is formed for each training sample by concatenating 
the shape and texture parameters into one vector. A further PCA is then applied to 
these combined vectors to obtain a compact set of parameters representing both shape 
and texture, simultaneously.
Different fitting algorithms have been proposed for such models. For instance, [35] and 
[61] use the grey level profile models to fit the shape of the model to a given face. The 
mean shape is projected to the image and iteratively updated to better fit the image 
evidence, subject to shape constraints represented by the shape model. At each step, 
a new proposed shape is obtained by searching the region around each landmark point 
for the best match to the corresponding local grey level model learnt during training. 
A similar approach was used in [27] for fitting the Active Shape Model. Hence, this 
approach is known as the ASM search [37]. In case of the AAM, after fitting the shape 
using the described ASM search, the grey level values of the input image are sampled 
within the face area and projected to the model space using the shape-free grey level 
model. The ASM search is an efficient method; however, the same authors state in 
[36] that this approach is not always robust since it does not use all the available 
information.
The most common approach to fitting an AAM on an image is by minimising the L2 
norm of the error between the synthesised image and the input image warped back to 
the model coordinate frame. This norm can be expressed as:
^ [I (W (x ;a ) ) -A (x ;b ) ]2  (3.15)
x G so
where x  is the 2D coordinates of a point in model’s coordinate frame, sq is the mean 
shape, and W (x;a) is a piece-wise affine transform defined by the model’s shape pa­
rameters, a .^ Also, A (x;b) is the shape-free texture model defined in the coordinate 
frame of the mean shape and parametrised by the texture parameters, b.
According to Equation 3.15 for each point, x, in the coordinates of the model, the 
corresponding point in the coordinate frame of the input image is given by W (x;a). 
This indicates warping image I to the coordinate frame of the model. The sum is then 
taken over the points in this coordinate frame.
Optimising Equation 3.15 is a computationally expensive and time consuming task. In 
[29] and [30], Cootes et al. suggested an efficient solution by assuming that a linear 
relationship exists between the model parameter displacements and the residual error 
images. In other words, it is assumed that given the difference between the current 
model estimate and the input image, the necessary displacements to optimise the model 
parameters can be calculated in each iteration through a linear relationship. The au­
thors proposed to learn this linear relationship during training and use it during the
^Note that the model is often augmented to include a global 2D transform as well as the linear 
shape variation parameters and the piece-wise affine warp parameters. See [73] for a brief discussion 
on two alternative approaches.
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fitting in order to calculate the displacements to model parameters efficiently. However, 
the assumption that such a relationship is linear does not always hold. Another efficient 
fitting algorithm which avoids making such assumptions was proposed in [73] by Math­
ews and Baker. Their method is based on an extension of the Inverse Compositional 
Image Alignment (ICIA) [11] algorithm.
In all the above models and associated fitting algorithms, the model and the input 
image are assumed to be of approximately similar resolutions. Note that in order to 
calculate the difference between a given image and the synthesised image. Equation 
3.15 describes first warping the input image to the coordinate frame of the model, then 
comparing it against the face synthesised by the model. Naturally, if the resolution of 
the input image is lower than the model’s resolution, this warping would include some 
sort of interpolation which can introduce an unwanted bias in the fitting procedure.
In [34] Dedeoglu and Kanade argue that the image registration problem where one 
image is warped to another for comparison, is not a symmetric problem and that there 
exists a natural choice for the direction of the warp. In particular, by analysing the 
image registration criterion, they concluded that in order to obtain an unbiased estimate 
of the warp between two images one should chose the direction of warp such that, after 
necessary blurring, it scales one image down onto the other. In other words, one must 
start with the higher resolution image, blur it appropriately, then warp it onto the low- 
resolution one. This is in contrast to fitting an AAM to a low-resolution image using 
Equation 3.15 which warps the image (low-resolution) onto the model (high-resolution).
Accordingly, Dedeoglu et al. proposed a resolution-aware fitting algorithm for fitting 
a 2D Active Appearance Model to LR face images [33]. Their resolution-aware for­
mulation follows the above-mentioned natural choice and instead of warping the input 
image onto the model, it uses an imaging model which blurs the model’s appearance 
and warps it onto the input LR image. The objective function of this algorithm takes 
the form:
^ [ I ( m ) - B ( m ;  A (IE(a);b))]2 (3.16)
m S l
where m  is the 2D coordinates of a point in the coordinate frame of the LR input 
image, and J5(.) is an imaging model which simulates an LR image of the face. Note 
that in this formulation the sum is taken over the LR pixels whereas in the conventional 
fitting criterion of Equation 3.15 the objective function was summed over pixels in the 
model’s coordinates.
The algorithm presented in [33] avoids biased estimates by avoiding the interpolation 
discussed above. This algorithm was only applied to face tracking where each exper­
iment was initialised with the fitting results on high-resolution images and in most 
experiments a person-specific AAM was used. Whether the model estimates acquired 
using this method are accurate enough for tasks such as person identification under 
unconstrained scenarios is not evaluated and remains unclear.
In [68], Liu et al. proposed an alternative approach to address the problem of fitting an 
AAM on a low-resolution image. Their approach uses a conventional fitting criterion
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(Equation 3.15), but uses a multi-resolution AAM where the effective resolution of 
the model is chosen based on the resolution of the input, hence avoiding significant 
interpolation of the input image during fitting. The training data is first down-sampled 
to lower resolutions at different scales. An AAM is then trained at each resolution. 
The landmarks at lower resolutions are obtained by scaling the landmarks from the HR 
images. Thus, the mean shapes of the multi-resolution AAM differ only by a scaling 
factor while the shape basis vectors are exactly the same across different resolutions. 
During fitting, an appropriate model resolution is chosen based on the resolution of 
the input image. The authors compared the fitting convergence of models at different 
resolutions and concluded that the best performance is obtained when the resolution 
of the model is only slightly higher than the input image. Furthermore, a face tracking 
experiment using a person-specific AAM was performed and the results showed that 
when fitting to an LR image, using an AAM with a resolution close to the input yields 
better performance compared to using a high-resolution AAM. The authors did not 
apply their method to face recognition in [68]. Hence, it is not clear whether the 
parameters estimates obtained with this method are robust enough for recognition.
However, the same authors used this approach in a model-assisted framework for super­
resolving facial texture as a pre-processing step for face recognition [108]. An image 
formation model similar to Equation 3.1 was used where the registration was performed 
by fitting a multi-resolution AAM on the LR inputs. The authors then used an ap­
proach similar to [40] for super-resolution where the super-resolution criterion function 
is an LI norm of the difference between the model of the observations and the actual 
observations, plus an Ll-based régularisation term. The authors reported improved 
recognition results using a commercial face recognition engine (Facelt SDK ver. 6.1, 
Identix Inc.). However, the probe set used for their experiments contained images of 
only 3 identities captured by the authors. Furthermore, although the results were cate­
gorised by eye-to-eye distance of the probe image, the relative resolution of the gallery 
set - and therefore the effective magnification rate - is not clear and the recognition 
rates reported for the lowest probe resolutions are not significant. More specifically, 
for eye-to-eye distance equal to 19 and 17 pixels, the rank-1 identification rate was 
33% and 13%, respectively. For these reasons, the results reported in [108] cannot be 
considered extensive enough to confirm that the method can significantly improve face 
recognition in low resolutions.
A similar concept of using a multi-resolution model was used by Kang and Buyan in 
[58] for 3D Morphable Models. They built a multi-resolution model by sub-sampling a 
high-resolution face model to obtain the lower resolution models. The fitting procedure 
in this framework starts by fitting the model with the lowest resolution, the optimal 
parameters of each level are then used to initialise the fitting process for the next (higher 
resolution) level. The main purpose of that work was to show that fitting efficiency 
can be improved by employing a multi-resolution approach. Hence, no comparison was 
made as to how a low-resolution model could be used to improve fitting accuracy on 
low-resolution input images. This was investigated in a recent work by Hu et al. [49]. 
They compared the fitting result of three different models with different resolutions 
(number of vertices) on low-resolution and high-resolution images and verified that 
when the input is LR, fitting a model with fewer vertices yields more accurate results 
than fitting a high resolution model.
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In addition to fitting a model directly to LR input images, an alternative approach to 
benefit from an explicit face model in LR face analysis is to use the model in order 
to assist face super-resolution. An example of such an approach was already discussed 
above. Another example is the work of Yu et al [111] where a 3D model is used to assist 
facial texture super-resolution from a video sequence. A generic 3D face model is used 
to track the face in the video. Pose and illumination information are estimated from the 
incoming frame using the 3D model. This information is then used to super-resolve the 
facial texture using Iterative Back-Projection (IBP). Finally, the super-resolved texture 
is fed back to the tracking module to improve the estimation of pose and illumination. 
This process is continuously repeated to refine the facial texture as new frames of the 
video become available. Experimental evaluation of this method was only limited to 
one synthetic and one real video sequence where the authors demonstrated that their 
approach is able to integrate information from multiple frames in order to reconstruct 
the facial texture at a higher resolution. This approach was used in [110] for face 
recognition in LR video. Both gallery and probe sets consist of LR video sequences. 
The results show that this method can improve face recognition performance when 
a LR video sequence is available, especially when information from many frames is 
integrated to construct the SR image.
3.5 D iscussion  and conclusions
This chapter reviewed face recognition using low-resolution probe images. We cate­
gorised the different approaches to this problem into four main catergories and dis­
cussed various methods within each category. However, without making assumptions 
about availability of sample training images with various poses and illuminations, the 
methods discussed in this chapter are not suitable for the purpose of this thesis which 
is pose- and illumination-independent face recogntion in low-resolution still images.
We discussed that down-sampling the gallery set to match the resolution of the probe 
image (first category of methods) is not an optimal approach since considerable amounts 
of discriminatory information are lost in the low-resolution gallery and probe images. 
Furthermore, it is impractical to generate a separate gallery set for each input.
The second category of methods, uses super-resolution as a pre-processing step to 
enhace the probe image prior to recognition. The main source of information for 
super-resolution algorithms is the reconstruction constraint which states that the super­
resolution image, when appropriately warped and down-sampled to mimic the image 
formation process, should yield the low-resolution input image(s). While reconstruction- 
based super-resolution methds provide a means to enhace any image, including a facial 
image with any pose or illumination, their potential application to LR face recogni­
tion is limited in a number of ways. Firstly, in order to reconstruct an HR image, 
these methods require multiple LR images which may not be available in a practical 
face recognition scenario. Secondly, most of these methods heavily rely on sub-pixel 
accurate registration of the LR inputs, which itself can prove to be a very challenging 
task. The third and possibly most important limitation of such methods as discussed in 
Section 3.2.2, is the fact that there is a theoretical limit to how well the reconstruction- 
based super-resolution methods can perform. The limit effectively means that, even
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if multiple frames are available and accurately registered, the typical magnification 
ratios achieved by such methods are generally insufficient for face recognition in low 
resolution.
The limits of reconstruction-based super-resolution can be overcome by example-based 
methods. However, these methods are prone to limitations imposed by the finite sam­
ple set. Example-based methods learn or model relationships between the LR and HR 
faces and utilise it as an additional source of information to enhance the super-resolved 
image, but the learnt information is limited to poses and illuminations available in the 
sample set. A human face can have completely different appearances when viewed from 
viewpoints (poses) or under illumination conditions which are different to those previ­
ously seen in the sample set. Moreover, in the case of a highly deformable object such 
as the human face, the object’s deformation (e.g. facial expression) can further com­
plicate the task of modelling its appearance using a finite set of 2D images. Naturally, 
example-based methods which mainly rely on their sample set to model (almost) all 
possible appearances of the human face are bound by their finite sample set and their 
performance will be highly degraded, if not completely compromised, when reconstruct­
ing faces of previously unseen poses or illumination conditions. Figure 3.4 compares 
super-resolution results using the example-based approach of Baker and Kanade [10] 
for two input images. A sample set consisting of frontal faces was used for generating 
these results. It is evident that the approach yields good results (Figure 3.4(c)) for the 
frontal LR input which matches the pose of the sample set. However, when the input 
LR image has a previously unseen pose, the result is unacceptable (Figure 3.4(d)). 
Notice that the algorithm has tried to enhance the non-frontal image by adding high- 
frequency information which is extracted from sample frontal faces which is obviously 
not suitable for this image.
A similar argument applies to subspace learning methods which fall in the third cate­
gory. Here, the training set used for learning the necessary transformations effectively 
determines the limits for applying such transformations. Hence, these methods cannot 
be directly applied for recognition of faces with a previously unseen pose or illumination.
The fourth category of methods is the model-based approach which utilises an explicit 
face model built from exemplar faces. To the best of our knowledge, among the model- 
based methods of Section 3.4, only the AAM model has, to a limited extent, been 
applied to the problem of low-resolution face recognition from still images. Being a 
2D model, the AAM is naturally limited in terms of generalisation to new poses and 
illuminations. Although multi-modal Active Appearance models which model different 
poses and illuminations have also been proposed in the literature, these approaches also 
require examples of these different modalities to build the face model. Hence, these 
approaches are also limited by the finite sample set used for building the model.
In conclusion, any method that only relies on information learnt from a finite set of 2D 
facial images in order to enhance, or model a LR face for the purpose of recognition 
is likely to have limitations in using such learnt information to recognise previously 
unseen poses and illuminations. This is because intrinsic and extrinsic information are 
combined together in a 2D image. Hence, the learnt information is affected not only 
by the intrinsic factors which are valuable for recognition, but also by extrinsic factors 
which are not related to the subject’s identity and can have a negative effect on the
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Figure 3.4: Face super-resolution using the approach of Baker and Kanade [10]. (a) and (b) show 
a frontal and a non-frontal LR f a c e ,  respectively, both enlarged by a factor of 8 using bilinear inter­
polation. (c) and (d) show the results of super-resolving the LR images using a sample set consisting 
of frontal f a c e s .  W hile super-resolution of the frontal input yields acceptable results, it fails for the 
non-frontal input which does not match the pose of the sample set.
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recognition performance.
As discussed in the previous chapter, a powerful tool which can overcome such limita­
tions is the 3D Morphable Face Model (3DMM) which uses exemplar 3D facial scans 
to model class-specific knowledge about human faces independently of extrinsic fac­
tors such as pose or illumination. Thus, one can separate different factors affecting 
the face’s appearance in a given image and handle each of them appropriately. The 
3DMM can then be used as a generative model in order to synthesise previously un­
seen appearances of the human face, thereby providing a means to generalise limited 
prior information obtained from a finite set of examples. Hence, one could expect to 
overcome the problem of low-resolution face recognition in an unconstrained scenario, 
i.e. independent of the facial pose and scene illumination, by appropriately fitting a 
3DMM model to an LR face. The information provided by this model fitting can then 
be used for analysis of the LR face. This is the main motivation of the work presented 
in this thesis. We will address the problem of fitting a 3DMM to low-resolution im­
ages allowing LR face recognition, as well as HR face rendering, to be performed using 
only a low-resolution input. Our approach infers HR information in the form of a 3D 
high-resolution model from a single 2D low-resolution image of virtually any pose or 
illumination; a goal not achievable using any of the methods reviewed in this chapter. 
We will demonstrate that such information can then be used for face recognition. We 
will also show how to further enhance such information by presenting a novel framework 
for pose- and illumination-independent facial texture super-resolution. This framework 
which is presented in Chapter 6 is aided by the aforementioned 3D information and 
allows for super-resolution of the facial texture of a given LR face, independent of the 
pose and illumination conditions. We will also demonstrate how this super-resolved 
facial texture can be used for rendering an HR face, which can in turn be used in an 
alternative method of LR face recognition.
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Chapter 4
R ésolut ion-Aware F itting  o f 3D  
M orphable M odels on 
Low-Resolution Im ages
4.1 Introduction
In Chapter 2 we reviewed the 3DMM as a tool for unconstrained face analysis which 
can overcome many challenges that normally impact the performance of a 2D face 
recognition system. We mentioned that analysis of 2D facial images is performed using 
a process known as model fitting and we described the main approaches to model fitting 
under the implicit assumption that the resolution of the input image is high.
In this chapter we consider the case where the input image has low resolution and we 
show that, although the previously mentioned assumption was not explicitly made by 
the conventional model fitting approaches of Chapter 2 , those approaches would fail if 
the assumption does not hold. By critically analysing the criteria commonly used by 
the main fitting algorithms and comparing them with a continuous image formation 
model, we show that these criteria are only valid if the resolution of the input image is 
high.
Inspired by the Super-resolution literature presented in Chapter 3 , we propose to im­
prove 3DMM fitting on LR images by formulating an image formation model to describe 
the process of LR image formation given the 3D model and using this imaging model 
to formulate a pixel colour criterion for LR input images.
Furthermore, we argue that the edge cost function used in the MFF framework becomes 
highly biased when using LR input images. We propose to address this by constructing 
a smooth edge cost surface via a multi-resolution approach. We use this cost surface 
to formulate an additional criterion for 3DMM fitting to LR images.
Finally, we evaluate our proposed framework for LR-specific 3DMM fitting. Experi­
mental results show that our algorithm significantly improves fitting on LR images and 
yields similar parameters to those that would have been obtained if the input image 
had a higher resolution.
67
68 Chapter 4. Resolution-Aware Fitting o f 3DMM on LR Images
4.2 T he R esolution  Problem
A digital image is formed by interaction of light with an array of sensor elements which 
are responsive to visible light energy. A typical sensor for digital cameras is a CCD. 
Light reflected by the objects inside a scene passes through the camera optics and 
reaches the CCD. The light energy (irradiance) that reaches each CCD element is then 
transformed into a voltage which is in turn digitised to yield a value representing the 
colour at the position corresponding to the given CCD element. The output voltage of 
each CCD element is proportional to the integral of the irradiance projected onto its 
photosensitive surface.
The above process can be modeled as the convolution of the continuous irradiance light 
field that reaches the image plane by the Point Spread Function (PSF) of the camera. 
Let m  =  (m, n) € T? be the 2D pixel indices on the image plane of / .  The continuous 
image formation model can be expressed as [79]:
J(m ) =  {E * P SF ){n) = [  E {u).P SF {u -  m)du, (4.1)
J  u
where E{.) is the continuous irradiance light-held that would reach the image plane, 
PSF{.) is the point spread function of the camera, and the integral is taken over 
u  =  {u,v) G which is the vector representing the continuous pixel coordinates 
on the image plane. Note that we have assumed that the 2D indices of a pixel, m, 
correspond to the 2D coordinates of its centre.
P S F  can further be decomposed into two components:
P ^ F (u ) =  (w *a)(u ), (4.2)
where w models the optical blur and a models the spatial integration performed by 
the CCD sensor elements. In the simplest case, the optical blur can be neglected 
{w{u) = <5(u)). Furthermore, we assume that the CCD elements are uniformly sensitive 
to light. Hence, a(u) takes the form:
{.*
where the condition u  G 6in(m ) means that u  is a point lying in the photosensitive 
region of pixel m, and A  is the photosensitive area of each pixel.
In the context of synthesising a 2D image from the 3DMM, one can assume that the 
irradiance light field that reaches the virtual camera’s imaging plane is the illuminated 
and colour-transformed texture, t^ ,  of the model. This irradiance is defined in the 
3D object-centred coordinates, x, of the model as opposed to E{u) in Equation 4.1, 
which is defined in the continuous 2D image coordinates. However, assuming t^ (x ) 
is continuous in x, and the inverse shape projection, p “ ^(u), is continuous in u^, the 
continuous irradiance light-field that reaches the image plane can be expressed as:
^Recall from Section 2.3 that continuity can be provided by interpolation using the triangle list.
4.2. The Resolution Problem 69
In this equation the symbol o represents composition as defined by Equation 2.12 and 
X =  p “ ^(u) =  (a;, y, z) E is the 3D location of the point on the model surface which 
projects to the image location u.
Recall that the fitting algorithms discussed in Chapter 2 use an analysis-by-synthesis 
approach where the synthesised image, is given by an image formation model
which describes the process of rendering a 2D image, given the 3DMM parameters and 
the rendering parameters. This image formation model was given in Equation 2.22. For 
ease of reference, we include that equation here again with simplified notation. The 
image value at a given pixel, m, is given by:
/ “ ‘■*'(ra) =  t^ (x )  o p - l  (m) (4.5)
where we have made all the dependencies on model parameters implicit for simplicity.
Comparing Equations 4.5 and 4.4, it is evident that the synthesised image used by the 
conventional fitting algorithms (Equation 4.5) is actually the irradiance, 
sampled at the pixel centre locations of the image plane. Such algorithms neglect the 
effect of the convolution with the camera point spread function, eflîectively assuming 
PSF {u) = 6{u).
From Equation 4.3, it is apparent that such an assumption can only be justified if the 
size of the CCD elements can be assumed to be infinitesimally small (ie. A ^  0):
lim a(u) =  I  i f u e M m )  (4 ,g)
>1-^0 [ 0  o.w.  ^ ^
In the case of a high resolution image (dense sampling grid), the pixels can be assumed 
to have an infinitesimally small size (A -> 0); thus, the above assumption of P SF {u) = 
^(u) can be justified. However, as the image resolution decreases, the effect of spatial 
integration becomes increasingly significant making the imaging model of Equation 4.5 
and the corresponding fitting criterion (Equation 2.24) increasingly sub-optimal. Thus, 
for a low-resolution input, where the pixel size cannot be assumed infinitesimally small, 
the image formation model must consider the spatial integration in order to synthesise 
a more realistic image. In Section 4.3 we will derive such an image formation model, 
suitable to model the LR imaging process.
Figure 4.1 illustrates the cases of HR and LR image synthesis. The model triangles are 
projected to the image plane to synthesise the irradiance light field that reaches this 
plane. This field is then sampled by the image pixels. In the case of synthesising an 
HR image, where the image pixels are small relative to the projected triangles, point 
sampling at the location of a pixel centre yields a good estimate for the value of that 
pixel. However, in the case of LR image synthesis the image pixels are much larger than 
the projected triangles and a large number of triangles project to the same image pixel.
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Figure 4.1: Image synthesis using the conventional image formation model. Top: HR image synthesis, note 
that the size of projected model triangles is comparable to the size of the image pixels. Bottom: LR image 
synthesis. Image pixels are much larger than the projected triangles. As a result, multiple triangles project to 
each image pixel.
In this case, back-projecting a single point to the model does not yield an accurate 
estimate of the pixel value, which in fact is the integral of texture values of all triangles 
projected to the given pixel.
4.3 A  L ow -R esolution  Im age Form ation M odel
We derive a model to synthesise a low-resolution image given the shape and texture 
parameters of the 3D face model, as well as the projection and illumination parameters. 
As discussed previously, such a model must consider the effects of spatial integration by 
the CCD elements. In order to consider the effects of spatial integi ation in the imaging 
model, we need to compute the continuous irradiance field, F’(u), over the whole image 
plane as opposed to the conventional imaging models which only sample this irradiance 
field at the location of the pixel centres.
One could expect that it is sufficient to replace the irradiance in Equation 4.1 with 
as given by Equation 4.4, and take the integral over the image plane. How­
ever, taking a closer look reveals that this is not a feasible task since a) the illuminated 
model texture, t^ (x ), is not continuous over x^; and b) as mentioned in Chapter 2 , the 
inverse projection (p~^(u)) cannot be expressed analytically.
In the following, we present a LR image formation model which estimates the con­
tinuous irradiance field over the whole image plane, considers the spatial integration
^Although continuity can be achieved through interpolation using the triangle list, the computational 
cost of this task is very high.
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over pixels, and is simple enough to be practical. We follow a similar path to the one 
presented in Section 2.3 for the case of high-resolution image synthesis, with modifica­
tion and simplifications suitable for the LR case in order to satisfy these requirements. 
Considering that our aim is to render a low-resolution image, we first present a simple 
modification to the way texture is modelled in the 3DMM which greatly reduces the 
complexity involved in calculating the continuous irradiance field. We then proceed to 
model the image formation process.
4 .3 .1  C en tro id -b ased  L inear T extu re M od el
For the purpose of synthesising a low-resolution model, the variations of texture within 
a polygon of the model are negligible. Therefore, we assign a single texture value to 
each triangle defined as the average texture of its vertices. In other words, assuming 
that the texture of each triangle is constant and is equal to the texture value of the 
triangle’s centroid, we re-sample the texture model and compute a new linear model 
for the texture, based on the triangle centroids.
Let us denote the vertex indices of the three corners of the triangle by si, S2 , S3 , and 
their RGB texture values as given by the vertex-based linear texture model (Equation 
2 .8) by tsi, ts 2 , and
Dx
tsi =  tgi +  ^2 
2 = 1  
Dj'
ts2 — tgg -f ^Aj;S2 (4-7)
2= 1  
Dx
ts3  =  tgg -H
2 = 1
where t j  is the average texture of vertex j ,  and tf.^ - is a subvector of the i*  ^ eigenvector 
(T |) which corresponds to the vertex. The RGB texture value, t/., assigned to the 
triangle in our re-sampled centroid-based model is then given as:
— n (t&l T  tgg +  tg g )  =  A  tf.fc ( 4 .8 )
2= 1
where we have used a hat symbol in our notation for the centroid-based model in order 
to distinguish it from the vertex-based model. In the above equation, is the average 
texture of the k^^ centroid over the training data:
=  2 4- ts2 +  *53) , (4.9)
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and if.f  ^ is the basis vector of the centroid-based linear texture model, corresponding
to the triangle:
%k =  3 +  %S2 +  *f;s3) (4.10)
Given and t|.^ for all triangles, we can define the average and basis vectors of the 
centroid-based texture model as:
^ave _  { i r f ,
T? =  i i t f i f ,  ■■■, (4-11)
where Nt is the number of triangles in the model. Finally, the texture values for the 
centroids of any given face are given as a linear combination of the above vectors:
Dx
t  =  T “”'  +  y ] f t T |  (4.12)
2=1
Note that Equation 4.12 defines a vector space which can be considered as a dual to 
the original vertex-based vector space of textures. The interesting property of this dual 
space is that the same mixture coefficients. A, used in the original vertex-based space 
are used to obtain the centroid-based textures. Hence, we do not need to calculate new 
statistics in order to build this dual space. In fact, this space is only built through 
topological relationships with the original vertex-based vector space. Since the same 
mixture coefficients of the vertex-based model are used, the prior distribution defined 
by Equation 2.9 can still be used.
Using the new re-sampled texture model, the continuous texture can now be defined 
for every point on the model’s surface in the object-centred coordinates:
t(x ) =  tfc, for all X e tri°{k) (4.13)
where tri°{k) denotes the k^^ triangle in the object-centred coordinates. Note that the 
model’s texture, as described by Equation 4.13, is piece-wise constant.
4.3.2 Low -R esolution Im age Synthesis
Using the centroid-based texture model described above, and considering that our aim 
is to render a low-resolution image, we now present our low-resolution imaging model. 
Similar to the HR case of Chapter 2, we start by presenting necessary functions for 
shape projection and texture illumination.
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S hape P ro je c tio n
Recall from Section 2.3 that once the object-centred coordinates of the vertices are 
computed using the linear shape model (Equation 2.8), the 3D object-centred coor­
dinates, X , of each point are transformed to world coordinates, w, using a 3D rigid 
transform and the 3D world coordinates of the point are subsequently projected to the 
relative 2D image plane location using a perspective projection.
For the purpose of synthesising a low-resolution image, one can assume that the size 
of the object (polygon) is small relative to the distance between the object and the 
camera. Hence, we replace the perspective projection with a weak-perspective pro­
jection transform. Thus, instead of Equation 2.11, we use the following equations for 
projecting a 3D point from the world coordinates to the image plane:
=  +  =  (4.14)
where Uo =  (uo, %) is the position of the optical axis on the image plane, /  is the focal
length of the virtual camera as before, and Wz is the average depth (world coordinates)
of the vertices of the triangle in which the given point lies.
We denote by p(x;p), the vector-valued function which projects a point x  =  (x,y, z)  
from the 3D object-centred coordinates to the point u  =  (u, v) on the 2D image plane, 
using the weak-perspective projection. The inverse, p “ ^(x; p), of this mapping can be 
defined in a similar way as p~^(x; a , p) was defined; i.e. using the triangle list.
T ex tu re  Illum ina tion  an d  C olour T ransform
We use the Blinn-Phong reflectance model [21] to model the illumination of the contin­
uous 3DMM texture, t(x), defined by the centroid-based linear texture model. Assum­
ing that the 3DMM texture is illuminated with an ambient light and one directional 
light source, the continuous illuminated texture is given by the Blinn-Phong reflectance 
model as:
/h : 0 0 \  ^
t  (x) =  0 L“ 0 .t(x )-f  .((n ,d ) .t(x )+  /Cs.(n,h)''.l3„i) (4.15)
Vo LI )
where the vectors n  and v are the surface normal and light direction vectors at point 
X , respectively. Also the vector h  is the halfway vector between light direction vector, 
d ,  and the viewing direction, v:
d  -4- V
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Applying the colour transform of Section 2.3, the final texture to be imaged by the 
camera is given as:
t*^(x) =  G.t^(x) +  o, (4.17)
where the matrix G and vector o are given in Equation 2 .21.
We represent the above texture illumination and colour correction procedure by the 
vector-valued function t^ (x ; j3,7 , a ,  r ) .
4 .3 .3  T h e L ow -R eso lu tion  Im age F orm ation  M od el
In this section we present our image formation model which describes the process of 
rendering an LR image, given the 3DMM shape and texture parameters, as well as 
the set of projection and illumination parameters as defined in Chapter 2. We denote 
by /Lt =  {a,/3}, the set of all model parameters while the set of rendering parameters 
consisting of projection and illumination parameters is denoted by p = { r ,7 }.
We start from the continuous image formation model of Equation 4.1. The continuous 
irradiance light field that reaches the image plane, F"^°^®^(u), is in fact the illuminated 
and colour transformed model texture, projected onto the image plane. Thus, we can 
compute this irradiance as:
= t« (x ; fi, p) o p - l(u ; p) (4,18)
Note that the difference between this equation and Equation 4.4 is that here the texture, 
t^ (x ; p, p), is the continuous centroid-based model texture; hence, there is no need for 
interpolation through the triangle list.
From Equations 4.1 and 4.18, the synthesised image can be expressed as:
^  pSF(u -  m) du
J  u
J  t^ (x ;p ,p )  o p “ i(u ;p ) du (4.19)A
uG6m(m)
where we have assumed that P SF (u)  ~  a(u), and a(u) is defined by Equation 4.3. In 
the above equation, the integral is taken over u  G 6in(m ), which simply means that 
the integral is taken over the photosensitive area of pixel m.
Considering that u  =  p(x; p), we change the variable over which the integral is taken: 
/ ’"“‘'■ '^(m) =  L  I  t^ (x ;p ,p ) |J (p ) | dx (4.20)
p ( x ; p ) e 6 m ( m )
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where | J (p )| is the determinant of the Jacobian of the vector-valued function p(x; p). 
Note that the integral is now taken over the area on the 3D face surface which would 
project to pixel m  under the projection p(x; p).
Recall that the continuous texture, t(x ; p , p), of our centroid-based model is piece-wise 
constant (Equation 4.13). Hence, the integral in Equation 4.20 can be expressed as:
(m) = ^  W ( k , m ) t ^  (4.21)
k€/C(m)
where represents the texture of the lé^ triangle (t&) after being illuminated and 
colour transformed, and /C(m) =  {k  | p “ ^(u;p) G t r i° {k ) , \ i  G 6m(m)} is the set 
of triangles which, after projection to the image plane, overlap with pixel m. Also, 
W{k,ïXi) is
W { k ,u i)=  y  |J(p )| dx (4.22)
P(x; p) 6 fcin(m)
X  6  t r i ° k
It can be shown that the value of W{k,  m) given by the above equation is in fact the 
area of overlap, on the image plane, between pixel m  and the k*^ triangle after it is 
projected to the image plane
Equation 4.21 defines an imaging model describing the image formation process given 
the 3DMM and a set of rendering parameters. Note that unlike the image formation 
models used in conventional fitting algorithms (Equation 2.22), our formulation takes 
into account the point spread function of the camera. More specifically, the spatial 
integration over each CCD element is modelled in our LR imaging model. We use this 
model to formulate a suitable criterion for fitting a 3D morphable model to LR images.
The Image formation model of Equation 4.21 is comparable to the imaging model 
commonly used in the super-resolution literature, given in Equation 3.3 (excluding the 
additive noise term which was included in Equation 3.3). Both of these equations 
describe the value of each LR pixel as a weighted sum over texture values of a set of 
HR spatial elements which overlap with the LR pixel at hand. In the case of the SR 
observation model, the spatial elements are the pixels of the sought HR image while in 
the case of our 3DMM image formation model, the spatial elements are the triangles 
of the 3DMM, projected to the image plane. In both cases the weights of the weighted 
sum depend on the amount of overlap between each HR spatial element and the LR 
pixel at hand.
4 .3 .4  T h e R eferen ce R eso lu tio n
Spatial resolution is a broad term which roughly refers to the smallest discernible detail 
that can be visually recovered from an image. In this sense, there is no unified definition 
or measure for the spatial resolution of an image. In digital images, spatial resolution 
is usually expressed in terms of the number of pixels per unit length or area, e.g. pixels
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per inch (ppi). However, this is merely an upper bound for the resolution since the 
image could, and almost certainly will, contain less information than what is possible 
to represent by all of its pixels. If the amount of high frequency detail in an image 
is considerably less than the maximum amount of detail representable by its pixel per 
area count, the image would appear overly smooth (blurred), despite having a high 
nominal pixel count per area.
Following from the above discussion, defining an exact measure for the resolution of an 
image is rather infeasible, and probably unnecessary, for most practical applications. 
However, considering the specific application at hand, one may attempt to define a 
measure in order to, at least conceptually, quantify the resolution of an image. In 
the low-resolution face analysis literature, it is common to express the resolution of 
a facial image in terms of the number of pixels between the eye centres, a measure 
known as the eye-to-eye distance. This is also merely a measure of pixels per length. 
Thus, it only defines an upper bound for the image resolution. Furthermore, it is not 
a consistent measure as it can vary with the subject’s pose and physical inter ocular 
distance. However, expressing the resolution of an image in terms of the eye-to-eye 
distance is a practically useful way of expressing the spatial resolution of a facial image 
under the implicit assumption that the image is not perceived blurry by the viewer.
In addition to the eye-to-eye distance, we define and use another convention in order 
to categorise facial images into low- or high-resolution in the context of our particular 
application: 3DMM fitting. We define a reference resolution as the conceptual threshold 
between high and low resolutions.
Considering the continuous image formation model and our analysis in Section 4.2, the 
reference resolution is the lowest resolution for which the spatial integration can be 
ignored and the colour value of a pixel, is determined by a point sampling
at its centre.
Ideally, the reference resolution should be defined as the resolution where there is a 
one-to-one correspondence between the spatial elements of constant texture, ie. be­
tween the triangles of the model and the pixels of the image. However, for obvious 
reasons, this is not feasible. A less constraining definition for the reference resolution 
can be given as the lowest resolution at which a point sampling at the centre of a pixel 
yields a good estimate for the pixel value, or equivalently, the lowest resolution where a 
single triangle’s illuminated texture, t^ ,  is a good estimate for the final texture value, 
j-modeZ(^)  ^ of the pixel to which it projects. This is possible if the variance of the sam­
ples, e  /C(m)}, is low. Hence, a practical way of finding the reference resolution
would be to find the variances of texture values of the triangles which fall within each 
pixel. If these variances are lower than a certain threshold, then a single triangle would 
yield a good estimate for the pixel value and the image can be considered HR. High 
variance, on the other hand, would mean that a single triangle cannot represent the 
pixel value accurately. Hence, the image should be considered LR.
From a more practical point of view, the reference resolution can be defined through 
an empirical judgement. As the resolution of the input image gradually decreases, 
the effects of the spatial integration start to become significant. Thus, the reference 
resolution can be defined as the resolution where these effect start to degrade the fitting
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results when using the conventional fitting algorithms. We use this approach to define 
a reference resolution in our experiments.
4.4 F ittin g  A lgorithm  for L ow -R esolution
This section presents our proposed approach to fitting a high-resolution 3DMM to a 
low-resolution 2D image. Similar to the conventional MFF framework, we use multiple 
cost terms associated with multiple features of the image or the model, and divide our 
algorithm into multiple stages. At each stage, a combined cost function is formed by a 
weighted sum of a given set of the cost terms. This cost term is then optimised with 
respect to the model and/or rendering parameters.
We use the landmarks, image edges, and pixel colour values as features in the MFF 
framework. A cost function is associated with each of these features. Furthermore, we 
use two cost terms to account for the shape and texture priors, and a cost term for 
light régularisation. The landmark cost term as well as the light régularisation term 
and the prior costs in our method are similar to the conventional MFF algorithm for 
HR inputs, as was described in Section 2.4, since they do not depend on the resolution 
of the input. However, for the edge cost and pixel colour features, we use novel cost 
functions specifically tailored to the case of LR inputs.
In the following, we refer to our LR-specific Fitting algorithm as LRF while the con­
ventional Multi-Feature Fitting algorithm used for HR inputs is referred to as the MFF 
algorithm.
4 .4 .1  P ix e l C olour C ost
Perhaps the most important and informative criterion for the fitting is the pixel colours. 
As was argued in Section 4.2 the conventional imaging model is not suitable for de­
scribing an LR image. Thus, the conventional pixel colour cost, which is based on this 
imaging model, becomes sub-optimal in low resolutions. By replacing the conventional 
imaging model with our low-resolution imaging model (eq. 4.21), we propose a fitting 
criterion which is suitable for LR images.
The pixel colour cost function aims to maximize the likelihood of the input image 
given the model and rendering parameters: p), or equivalently minimising the
(negative) log-likelihood —lnp(P'^P\p,p). Assuming that the image pixels are affected 
by independent, identically distributed Gaussian noise, the pixel colour cost function 
can be expressed as:
- l n p ( r " ’’le) oc ^  ||r”'” ‘(m) -  (4.23)
m
where m  =  [m, is a vector of 2D LR image pixel indices and is given by our
LR image formation model as defined in Equation 4.21. Thus, the LR-specific pixel 
colour cost can be expressed as:
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=  E  (4.24)
m  fc€ /C (m )
In the above equation, the sum is taken over the pixels, m, which fall within the face 
region of the image; where the face region is defined as the region of the image covered 
by the model, after projecting the model to the image plane^.
Note that the sum in the cost function of Equation 4.24 is taken over the pixels of 
the LR input image, as opposed to the conventional cost function used in the SNO 
and MFF algorithms. Equation 2.25, where the sum is taken over points sampled from 
the model’s high-resolution texture. In other words, while the conventional approach 
interpolates the texture of the LR input image to the high-resolution texture of the 
model, our formulation avoids this interpolation through the LR imaging process. This 
is in line with the conclusions of Dedeoglu et al [34] regarding their suggested natural 
choice for the direction of the warp since our LR image formation model is effectively 
a blurring and down-sampling process which scales the high-resolution texture of the 
model to the low-resolution image plane.
Since the pixel colour cost is summed over the pixels of the face on the image plane, it 
is possible for this cost value to decrease if the model shrinks such that it covers fewer 
pixels. At the extreme, the value of the cost function can be minimised if the model 
shrinks such that the projected model only covers a single pixel. Such a situation can 
normally be prevented by normalising the cost by the number of pixels in the face area 
(i.e. taking the mean squared error instead of the sum). However, in our framework, 
this is not necessary since the final cost to be optimised includes contributions from 
other cost terms as well as the pixel colour term. The contribution of other cost terms, 
such as the edge cost described in the next section, effectively prevents the model from 
shrinking artificially.
In the pixel colour cost function described by Equation 4.24, the value of A  represents 
the total photo-sensitive area of the virtual pixel. This value should normally be the 
same for all pixels. However, in practice we take this value to be the sum over the 
overlap areas of all polygons projected to a pixel. Thus the value is different for each 
pixel:
A (m )= W(k, m) (4.25)
fce /C (m )
The set of polygons which overlap with pixel m, denoted by /C(m) in the above equa­
tions, is calculated at beginning of each stage which uses the pixel colour cost function 
and updated every few iterations.
^In Stage 6 (See Section 4.4.4) of the fitting algorithm, each segment of the face is fitted separately. 
In this stage, the sum is taken over the area corresponding to the given segment.
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4 .4 .2  E dge C ost
The edge cost function aims to optimise the shape and projection parameters such that 
the model edges match the edges of the input image. It was discussed in Section 2.4.2, 
that in the conventional MFF approach a binary edge map is formed by applying the a 
deterministic edge detector (Canny) to the input image (Equation 2.34). The Chamfer 
Distance Transform (CDT) is then calculated in order to construct a cost surface which 
is defined in the same plane and on the same grid as the input image. Subsequently, 
the edge cost is calculated by projecting each model edge point to the edge cost surface 
and taking the CDT value at the resulting point:
^MFF  _  ^  C D T {eT(a , r ) f  (4.26)
i
where denotes the coordinates of the edge point of the model, after projection 
to the image plane.
The image edges should ideally be detected with sufficient localisation in order to 
correspond to fine edges on the model. However, a low-resolution edge pixel would 
correspond to a much coarser location for the edge. Detecting the edges with the ac­
curacy provided by the LR input image may not provide enough fine detail for the 
fitting algorithm, thus, it is needed to detect the image edges with sub-pixel accuracy. 
Moreover, it is impossible for any general edge detection method, even in high resolu­
tion, to perfectly find all the edges in a natural image without tuning its parameters to 
the specific image at hand. For instance, in the case of the Canny edge detector, it is 
not feasible to find a set of hysteresis thresholds which would be optimal for all input 
images.
To overcome these problems, we use an approach similar to that of Amberg et al. [5] 
and extend it to multiple resolutions. We apply edge detection not only at the input 
resolution, but also at a number of other resolutions, including the reference resolution. 
Assuming the reference resolution provides sufficiently localised edges, we interpolate 
the input LR image to multiple resolutions to build a multi-resolution image pyramid 
where the lowest level (highest resolution) of the pyramid corresponds to the reference 
resolution. Furthermore, at each resolution we apply multiple edge detectors with 
different parameters to maximise the possibility of capturing an edge irrespective of the 
specific input image. The final edge cost surface is generated using information gathered 
by the set of all the edge detectors across all resolutions and all parameters sets. The 
stronger edges at each resolution will be detected by most of the parameters sets while 
some weak edges would still be detected by a few of the detectors. Furthermore, the 
stronger edges which are consistent across multiple resolutions will be detected at more 
resolution levels while other edges would be still detected at fewer levels.
Through this procedure, we aim to find edges which are consistent across different 
resolutions but still be able to include the contribution of weaker edges in the final cost 
surface. Also, by interpolating the input LR image to higher resolutions and detecting 
the edges in interpolated images, we aim to sufficiently localise the edges.
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For each set of parameters at each resolution of the pyramid, a separate binary edge 
map is obtained. Thus, a total of x Up edge maps are obtained where is the 
number of levels in the pyramid and rip is the number of parameter sets at each level. 
A separate distance transform (CDT) is calculated for each edge map. Each CDT is 
separately normalised and upper bound by a threshold in order to avoid bias caused 
by undetected or spurious edges.
Finally, we integrate information over all configurations of resolution and parameters 
sets into a smooth edge cost surface, which has the desirable property of having stronger 
minima at edges over the full range of parameters and resolutions while still discrimi­
nating between strong and weak edges.
We use a Caussian pyramid with 4 levels, z =  0 . . .  3, where % =  0 corresponds to the 
reference resolution. At each resolution we apply =  11 Canny edge detectors with 
dijfferent sets of hysteresis thresholds. The complete process to obtain the edge cost 
surface is as follows:
P y ra m id  F orm ation: Considering the relative resolution of the input image with
respect to the reference frame, the input is placed at level i = 1^ of the Caussian 
pyramid which is 2^ *^  times smaller than the reference resolution in each direction. The 
higher resolutions of the pyramid (i = lin — 1 , . . .  ,0) are constructed by interpolating 
the input image. Also, the lower resolutions of the pyramid {i = kn F I , . . .  ,3), if any, 
are constructed by smoothing and down-sampling the input image.
M ulti-R eso lu tio n  an d  M u lti-P a ram e te r  E dge A nalysis: At each resolution
level, i, and for each set, j ,  of parameters, the following steps are applied to obtain a 
normalised CDT:
Apply the Canny edge detector with the set of parameters to the level of 
the pyramid.
Find the distance transform for this configuration: CDTi
#
Normalise the distance transform in order to reduce the effect of distant edges 
while magnifying the effect of closer ones: CDTi^j = cDT^^+k- ’ where the nor­
malising constant ki is set to approximately ^  of the size of the face at level i of 
the pyramid.
Clamp the normalised distance transform to maximum value of 0.5 to obtain 
the cost surface corresponding to this configuration: D ij = m in  j  , 0.5 j .
Note that the value 0.5 in the normalised distance transform corresponds to a 
distance of ki pixels from the edge. Therefore, this clamping limits the effective 
region around each edge to ki pixels.
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C ost Surface Fusion: The final cost surface is obtained by combining the cost
surfaces of the different configurations into a single smooth cost surface, D. In order 
to sustain sufficient localisation of the edges, the final combined cost surface should be 
defined in the image plane, and on the grid of, the reference resolution. Hence, each 
cost surface j  is separately enlarged to the size of the reference resolution by bilinear 
interpolation before being combined with other cost surfaces. The final combined cost 
surface can be expressed as;
D = 2ko
n i  — l  Ti p— 1
E E B i l i n { D i j , V }
i"'P 4^ 0 j=0n,n.
(4.27)
where /cq is equal to ^  of the size of the face at the reference resolution, Bilin{Di^j, 2*} 
denotes enlarging the 2D surface, by a factor 2^  using bilinear interpolation, and 
D ij  is the normalised and clamped Chamfer Distance Transform corresponding to the
set of parameters at the resolution levelth
f  CDT,
0.5 (4.28)
Figure 4.2 compares the edge cost surface (ECS) obtained by our multi-resolution 
and multi-parameters method (Multi-ECS) with an edge cost surface obtained by the 
conventional approach (Single ECS).
(a) Single ECS (b) Multi-ECS
Figure 4.2: Comparison of the Edge Cost Surface obtained with (a) a single edge detector vs. (b) 
our proposed multi-resolution, multi-parameter approach.
Having found the edge cost surface, the value of the edge cost function for a given model 
edge point is then obtained by projecting the model edge point to the image plane of 
this cost surface and taking the cost value at the obtained point. The smooth edge 
cost surface obtained with this scheme is defined in the image plane corresponding to 
level zero of the pyramid (reference resolution). In order to project a model edge point 
to this image plane, we use the vector-valued perspective shape projection function, 
p{x,y, z]t ), as defined in Section 2.3.1. Here, {x,y,z)  are the 3D object-centred coor­
dinates of the model edge point at hand and the vector f  can be obtained by replacing 
the focal length, / ,  in the vector of projection parameters, r ,  by 2 '^" * /  in order to
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account for the resolution difference between the LR input image and the reference 
resolution. Thus, the value of the edge cost function is given by:
= Y D { e f ‘{ a , f ) f  (4.29)
where D is the multi-resolution and multi-parameter edge cost surface given by Equa­
tion 4.28 and is the coordinates of model edge point after projection to the image 
plane of the reference resolution.
Similar to the conventional MFF approach, we use the orientation of the edge to improve 
the edge fitting accuracy. At each configuration (resolution and parameter set), the 
detected edges are divided into four bins according to their orientation and a separate 
distance transform is calculated for each bin. The distance transforms of each bin are 
then separately normalised and combined into a cost surface for the corresponding edge 
orientation. During fitting, the edge cost value for each model edge point is obtained 
by projecting it to the cost surface corresponding to its orientation.
4 .4 .3  R ob u st E stim a tio n
The individual cost terms discussed so far have a quadratic form. The problem with a 
quadratic cost function is that it is not robust to outliers. An outlier, in this context, 
is an observation value which is numerically distant from the value predicted by the 
model. Outliers are usually due to features that cannot be explained by the model. For 
instance, wearing sunglasses would cause an occlusion on the face which is not modelled 
by the 3DMM. Such an occlusion would result in an outlier with a large residual (i.e. 
difference between observed and predicted values) for the pixel colours. The problem 
with the quadratic cost term is that the influence of a particular measurement is pro­
portional to its residual. Hence, the solution can be significantly influenced by outliers 
with large residuals.
In order to increase the robustness of the algorithm to outliers, we use the Huber cost 
function [51] instead of the pure quadratic form presented in the previous sections. 
This cost function has a quadratic form for small residuals and a linear form for larger 
residuals, thus decreasing the impact of large residuals caused by outliers. The Huber 
cost function is defined as:
where r  is the residual and a is the threshold below which the quadratic cost term is 
used.
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4 .4 .4  L ow -R eso lu tion  M o d el F ittin g
As was mentioned earlier, our algorithm is divided into multiple stages. At each stage 
a subset of the sought parameters is fitted through minimisation of a combined cost 
function using Levenberg-Marquardt optimisation. Table 4.1 presents the features and 
cost terms used at each stage as well as the parameters fitted. Stage 1 of the algorithm 
is initialised by average (i.e. 0) shape and texture parameters. The subséquents stages 
up to stage 5 are then each initialised by the result of the preceding stage. That is, 
the parameter values estimated in Stage 1 are used to initialise Stage2 and so on. 
In Stage 6, however, each segment is fitted separately. Before fitting each segment, 
the model parameters are re-initialised to some known values which can be either the 
optimal parameter values obtained at Stage 5, or the mean parameters. Initialising 
each segment by the results of Stage 5 yields more coherent results for the separate 
segments as well as more visually pleasing results. On the other hand, re-initialising 
the parameters to zero prior to fitting each segment increases the independence of the 
parameter estimates of each segment from other segments and from the global model. 
We chose the latter approach since the independence of parameters corresponding to 
different segments is beneficial when using these parameter estimates for recognition.
Table 4.1: List of features and parameters fitted at each stage of the LRF algorithm. On the last line ’segm.’ 
stands for segmented, highlighting the fact that at this stage each segment of the model is fitted separately. In 
Stage 2, the first three alphas are initialised using only the anchor points. In Stages 3 and 4, only the first 20% 
of the a  and /3 parameters are optimised. Considering that we have 55 shape and 123 texture parameters, this 
means that in Stage 3, only the first 11 shape (a ) parameters are optimised and in Stage 4, only the first 25 
texture (/3) parameters.
S ta g e  N b .
Features Parameters
anchor te x tu r e d co n to u r p ix e l co lo u r light prior T Q T
IN D. or X cir.
1 X X 6
2 X 3 3
3 X X X X X 11 17
4 X X X X 25 33
5 X X X X X X X X 186
6 X X X segm. segm. 712
In addition to the sub-optimality of the cost function for low-resolution images, which 
was discussed in previous sections, the optimisation methods used for optimising the 
cost function in the fitting algorithms of [86] and [20] are not suitable for the low- 
resolution case. Assuming that the contributions of all pixels of the image to the 
overall cost are redundant, these methods used a stochastic optimisation scheme which 
only evaluates the cost over a small number of vertices in each iteration. The reason 
for using the stochastic optimisation was to gain efficiency and avoid local minima at 
the cost of limited convergence properties (such as convergence radius).
For a low-resolution input however, the initial assumption of redundant contributions 
from image pixels is no longer valid. In fact, due to the lack of information in a low- 
resolution image it is crucial to ensure that all available information is used. Hence, 
we do not use a stochastic optimisation algorithm. Instead, we deal with the problem 
of local minima by using a multi-feature fitting strategy similar to that of [90]. Due to 
using multiple features the overall cost function in this framework is smoother and a 
stochastic optimisation is not necessary to avoid local minima ([88]). This means that
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all polygons of the model are used in evaluating the pixel colour cost function and the 
sum in Equation 4.24 is taken over all LR pixels. This makes the computational cost 
of our algorithm relatively high compared to conventional HR fitting algorithms.
4.5 E xperim ental Evaluation
This section presents an experimental evaluation of our proposed LR fitting approach. 
We compare the performance of our approach to the conventional MFF^ approach over 
a range of different resolutions using a subset of the PIE database.
The original images are at high resolution. Through low-pass filtering and down- 
sampling, we generate a set of low-resolution images at different resolutions from each 
original image. In the experiments presented here, we have used between 10 to 14 
landmarks to initialise the fitting. These landmarks are manually annotated on the 
original HR images. Landmarks for the LR images are then obtained by scaling the 
coordinates of the original HR landmarks. Note that automatically detecting accurate 
landmarks on low-resolution faces is a challenging task which is outside the scope of 
this thesis. However, it was observed in our experiments that the accuracy of the land­
marks did not have a significant impact on the final result. In other words, both fitting 
algorithms (MFF and LRF) proved to be fairly robust to small errors in landmark 
positions. Roughly speaking, the fitting algorithms can tolerate errors of about 7% of 
the inter-eye distance without a significant impact on the final result^. Recall from 
Table 4.1 that the landmark cost is only used in the first two stages of the algorithm 
for initialisation and is not used in any of the later stages. Hence, small misalignment 
errors due to landmark errors can still be corrected by later stages of the algorithm.
Figures 4.3 to 4.5 illustrate, for three different subjects, some of the LR images produced 
with different down-sampling factors (DSF), as well as the model fitting results using the 
conventional MFF and our proposed approach (LRF) approach. While the conventional 
fitting fails to recover detailed texture for down-sampling factors larger than 4, our 
approach manages to recover a reasonable amount of the detail even in much lower 
resolutions, notably outperforming the conventional method at lower resolutions. An 
interesting observation to be made is in Figure 4.5 at D S F  = 12 where the conventional 
approach has even failed to correctly align the model with the face.
As was mentioned in the previous section, the computational cost of our algorithm 
is high. The most time-consuming part of the optimisation in any given iteration is 
calculation of the Jacobian matrix for the combined cost function. This matrix includes 
the first derivatives of the combined cost function with respect to each of the parameters 
fitted at the given stage. Thus, the computational cost of each stage depends on the 
cost terms used in the given stage as well as the number of parameters optimised.
^The specific implementation of the MFF framework used in our experiments was developed at the 
Centre for Vision, Speech, and Signal Processing according to the original publications of Romdhani 
et  al. [88, 90]
^This arguments should only be regarded as an observation as opposed to a verified conclusion. 
More experiments would be required to quantitatively determine the fitting robustness with respect to  
the accuracy of the landmarks.
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Among the different cost terms used in our framework, the pixel colour cost term is by 
far the most computationally complex cost term. Calculation of the pixel colour cost 
and it’s derivatives plays an important role in increasing the computation time of each 
iteration in the stages which make use of this cost term. It should be noted that the 
total time spent in each stage depends not only on the computational complexity of 
each iteration, but also on the number of iterations required for convergence which in 
turn depends on the initial conditions.
Table 4.2 shows an example of the times spent in each of the fitting stages for the image 
in Figure 4.3 (for DSF=8). The first 3 stages of the fitting require less computation time 
since these stages do not use the pixel colour cost which is the most computationally 
expensive cost term in our framework. Stage 4 uses this cost term and therefore is 
more computationally involved and more time-consuming compared to the previous 
3 stages. However, since only a subset of the parameters are fitted in Stage 4, the 
computational cost of this stage is less than Stage 5 which uses the pixel colour cost 
term and optimises all the parameters. In stage 6, all the shape and texture parameters 
are optimised for each segment separately. This stage is also among the more time- 
consuming stages of the fitting algorithm since it uses the pixel colour cost term. Note 
that among the various segments of fitted in Stagefi, the “rest” segment requires more 
time for convergence. This is due to the fact that this segment is considerably larger 
than the other 3 segments. Hence, more polygons and more pixels need to be evaluated. 
Also, note that the “rest” region requires more time than Stage 5 despite the fact that 
Stage 5 optimises more parameters and fits the whole face. This is due to the manner 
in which these stages are initialised. Stage 5 is initialised by the results of Stage 4 
which means that this stage is typically initialised closer to the optimum. However, 
each segment in Stage 6 is initialised by the average model which means that the initial 
point is potentially further from the optimum and the algorithm would require more 
iterations for convergence.
Table 4.2: Example of times spent in each stage of the fitting. The times, in seconds, refer to fitting of the 
image in figure 4.3 at DSF=8.
Stage 1 2 3 4 5 6eyes nose mouth rest
Time (s) 0.64 3.16 3.17 16.03 58.31 37.59 36.09 35.86 70.65
Once the model fitting has been performed, one can use the recovered parameters 
to render the face in any desired resolution, pose, or illumination. Figure 4.6 shows 
an example of the model fitted to an LR image with D S F  = 8 and rendered at the 
resolution equivalent to D S F  = 2, in other words, 4 times enlarged. For comparison, we 
have also included the results of the same rendering when the model was fitted using 
the conventional MFF algorithm, as well as bilinear interpolation of the LR image. 
Note that the conventional algorithm has completely failed in fitting the model when 
the input resolution is very low (the input resolution in this figure is equivalent to the 
third column of Figure 4.3). However, the proposed LRF approach has successfully 
recovered much of the high-resolution texture and clearly provides much more detail 
than what was present in the LR image, represented by the bilinear interpolated image. 
The extra HR information added to the image is provided by the prior knowledge of 
the HR face space, captured by the HR samples used for building the 3DMM.
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Input Image
Conventional MFF
Proposed Fitting
F ig u r e  4 .3 ; C om parison o f m odel fitting  on LR im ages. Each colum n show s, from left to  right, 
im ages w ith  D S F —4,6 ,8 , and 12 respectively. Top row: original im age, m iddle row: M odel fitted  
using the conventional M FF algorithm . B ottom  row: M odel fitted  using our LRF approach.
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Input Image
Conventional MFF
Proposed Fitting
F ig u re  4 .4 : C om parison o f m odel fitting  on LR im ages. Each colum n show s, from  left to  right, 
im ages w ith  D S F = 4 ,6 ,8 , and 12 respectively. Top row: original im age, m iddle row: M odel fitted  
using the conventional M FF algorithm . B ottom  row: M odel fitted  using our L R F approach.
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Input Image
Conventional MFF
Proposed Fitting
F ig u r e  4 .5 : C om parison o f m odel fittin g  on LR im ages. Each colum n show s, from left to  right, 
im ages w ith  D S F = 4 ,6 ,8 , and 12 respectively. Top row: original im age, m iddle row: M odel fitted  
using th e  conventional M F F  algorithm . B ottom  row: M odel fitted using our LR F approach. 
N ote th at for D SF  =  12, th e  conventional approach has even failed to  align the m odel w ith  the  
face correctly.
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(a) Original image at DSF=2
(c) Model Fitted using proposed 
LR-MFF on DSF=8. Rendered 
at the resolution of DSF =2
(b) Bilinear interpolation of 
DSF=8 to DSF=2
(d) Model Fitted using conven­
tional MFF on DSF=8. Ren­
dered at the resolution of DSF 
=2
F ig u re  4 .6: Enlarging th e  face after fitting  th e  m odel.
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Besides the visual inspection of the fitting results, we evaluate the performance of 
our proposed approach quantitatively by using the fitted model to render an image of 
the face and measuring the similarity of this rendered image with the original input 
over the face region. We select a subset of the CMU-PIE dataset consisting of two 
poses (poses 05 and 27) and 3 different illuminations (illuminations 01, 02, and 13) for 
this evaluation. This subset is formed of 408 images in total which provides sufficient 
variation over different subjects, poses, and illumination conditions. For each image 
from the subset, we generate a set of down-sampled input images with a range of 
down-sampling factors (D SF  = 1,2,4,6,8,12,16). We then fit the model using our 
proposed approach and the conventional MFF approach to all the images and compare 
the rendered image with the input in each case.
The image-domain similarity between the input face and the rendered face is expressed 
in terms of two different similarity measures, namely the Peak Signal-to-Noise Ratio 
(PSNR) and the Mutual Information (Ml) between the two images.
PSNR is a frequently-used image quality measure which measures the ratio between 
the maximum power of a signal and the power of the noise affecting it. In our case, 
the signal is the original input face and we assume that the rendered face is a noisy 
estimate of the input. PSNR can be calculated as:
PSJVfi =  1 0 1 o g , o { ^ }  (4.31)
where M A X  = 255 is the maximum possible range of the signal, and M S E  is the Mean 
Squared Error between the two images, over the face region. Denoting the input image 
by the rendered image by and the area of the image covered by the face by 
the Mean Squared Error can be calculated as:
M S E  =  ^  E  (4.32)
iÇiT
where Nj: is the number of pixels in the face region. Note that the number of pixels 
is multiplied by 3 which is the number of colour channels (RGB) in the image. Figure
4.7 compares the PSNR values, averaged over all 408 samples, for both fitting methods 
over the range of down-sampling factors considered in this experiment.
As can be seen in Figure 4.7, both approaches yield similar PSNR values for the
D S F  = 1 (original resolution) and D S F  — 2. However, the PSNR values correspond­
ing to the conventional MFF approach decrease rapidly with decreasing resolution of 
the input image while the values corresponding to the proposed low-resolution fitting 
approach show much higher consistency across the range of down-sampling factors con­
sidered. These results confirm that the model fitted using our proposed LRF approach 
resembles the input LR images more accurately compared to the model fitted using the 
conventional MFF approach.
As mentioned earlier, we also use Mutual Information (Ml) as another similarity mea­
sure. Mutual Information between two random variables can be intuitively interpreted
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Figure 4.7: Average PSNR measured over 408 samples for a range of down-sampling factors: D S F  =  
1, 2 ,4 , 6 ,8 ,1 2 ,1 6 . Error margins show one standard deviation.
as the amount of information that knowing either variable provides about the other. 
More specifically. Ml between two variables A  and T  is a measure of the inherent de­
pendence expressed in the joint distribution of the two variables relative to the same 
joint distribution under the assumption of independence:
x G X  y & y
(4.33)
In the case of our experiment, the random variables A  and y  are vectors formed by pixel 
values over the face area in the input and the rendered images, respectively. Figure
4.8 shows the average Ml values obtained in our experiment over a range of different 
resolutions. Again, it can be observed that when using the conventional MFF, the 
similarity of the two images decreases rapidly with decreasing resolution of the input 
image. However, the values obtained when using the proposed LRF algorithm show 
much higher similarity between the two images in lower resolutions which suggests that 
the model fitted using the LRF approach bears much more resemblance to the input 
image compared to the model fitted using the conventional approach.
Finally, we compare the performance of the proposed approach with the conventional 
MFF algorithm in the model space, ie. in terms of the recovered parameters. We mea­
sure accuracy of the fitting as the similarity between the model parameters recovered 
by fitting to an LR image and those that would have been recovered if the input image 
was HR. Recall that the aim of our proposed algorithm is face recognition in a scenario 
where the gallery images are HR and the probe images are LR. Hence, the aim is to 
recover parameters from the LR image which are similar to their HR counterparts. We 
use the same subset of the PIE dataset as the one used in the previous experiment. The 
model parameters obtained using the conventional fitting on the original HR images 
[DSF — 1) are taken as ground truth. Note that this is a plausible choice of ground 
tru th  since a) The true 3D parameters for these real images are not known; b) The 
similarity of the HR parameters to the true 3D parameters is outside the scope of this
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D ow n-Sam pling Factor
Figure 4.8: Average MI measured over 408 samples for a range of down-sampling factors: D S F  =  
1 ,2 ,4 ,6 ,8 ,12 ,16 .  Error margins show one standard deviation.
paper and lias been addressed in other works (e.g. [86] [88]); and c) In a realistic sce­
nario, these HR parameters are the ones that would be used for most applications (eg. 
face recognition) where the input is a 2D image.
Performance evaluation is carried out by measuring the similarity of LR parameters, 
obtained by model fitting at different low resolutions, to the ground-truth HR parame­
ters. Ideally, the parameters recovered from a low-resolution image should be identical 
to those that would have been obtained if the input image had a high resolution. We 
measure the similarity in parameter space in terms of Normalised Correlation (NC) 
which measures the cosine of the angle between two parameter vectors. The NC simi­
larity score between the HR shape vector, and the LR shape vector, o:^ ,^ is given 
as:
“ L - « i (4.34)
The NC similarity score between the texture vectors, and 6^ ^^, can be expressed 
similarly. Figure 4.9 compares the similarity scores for shape and texture vectors ob­
tained using our algorithm with those obtained using conventional MFF. Values shown 
are the average NC scores over 408 samples together with error bars showing one stan­
dard deviation.
It is clear from Figure 4.9 that our algorithm performs significantly better than the 
conventional MFF in low resolutions. Note that in higher resolutions (D SF = 2), the 
conventional MFF outperforms our method. This is expected since our algorithm is 
specifically designed for low resolutions where numerous polygons are projected to the 
same image pixel. In HR images where this assumption does not hold our algorithm 
performs worse than the conventional MFF due to its higher ambiguity. However, since 
during the early stages of the fitting it can easily be confirmed whether the input image 
is HR or LR (for instance, by considering the estimated focal length and distance to
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Figure 4.9: Similarity between HR and LR model parameters in the parameter space in terms of NC 
scores. Right: shape similarity, Left: texture similarity. Error margins show one standard deviation.
camera), it is straightforward to propose a hybrid algorithm which uses the conventional 
MFF for HR inputs and switches to LRF if the input is LR.
4.6 D iscussion  and C onclusions
In the previous chapters of this thesis, we reviewed the 3DMM as a tool for uncon­
strained face recognition under varying poses and illuminations. By explicitly mod­
elling these extrinsic phenomena, the 3DMM is able to account for the variations they 
cause. However, when it comes to low-resolution inputs, the conventional approaches 
to fitting a 3DMM fail to perform acceptably.
Through a critical analysis of the fitting criteria commonly used in the conventional 
algorithms, we argued that the reason for this decrease in performance is that the 
imaging model used by such criteria is not suitable for modelling the process of forming 
an LR image and is only valid under the implicit assumption that the input image has 
a high resolution.
Inspired by the super-resolution methods reviewed in Chapter 3, we proposed a suitable 
LR imaging model which, unlike the conventional imaging model, takes into account the 
virtual camera’s point spread function and the spatial integration over the LR pixels. 
We used this imaging model to formulate a pixel colour cost function which forms the 
core of our LR fitting algorithm.
In addition, we proposed an enhanced method for extracting a smooth cost surface for 
the edge cost when the input image is LR, Detecting edges in LR images is a challeng­
ing task. Furthermore, when edges are detected in an LR image, they don’t provide 
sufficient localisation for fitting the fine model edges. We address these problems by 
proposing to detect edges not only at the input resolution but also at multiple other 
resolutions including the reference resolution, thus providing a more robust and ac­
curate edge cost surface with sufficient localisation. At each resolution multiple edge 
detectors are used with different sets of parameters to maximise the chances of detect­
ing all possible edges. By fusing the information obtained at different resolutions and
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by different detectors, we obtain a smooth edge cost surface which provides consider­
ably more information about the edges of the input image while providing sufficient 
localisation for model fitting.
Our fitting approach can be compared to some of the approaches to LR face analysis 
presented in Chapter 3. Among the categories reviewed in Chapter 3, our approach 
falls within the “model-based” category. Perhaps the most closely related LR face 
analysis method in the literature to our approach is the resolution-aware AAM fitting 
approach of Dedeoglu et al. [33]. Similar to our approach they used an LR imaging 
model which describes the process of forming an LR image given the model parameters. 
They formulate the AAM fitting criterion such that the HR model is warped to the LR 
input image via the LR imaging model, thus avoiding interpolation of the input image. 
Their imaging model and the resulting criterion are comparable to our LR imaging 
and pixel cost term. Furthermore, the model space is used to include prior knowledge 
in the fitting procedure. Obviously, the main difference is that they used a 2D AAM 
model while our model is a 3D model. As a result, we are able to model different poses 
and also model scene illumination more explicitly. Moreover, they only used the pixel 
colours while we also take advantage of other features, mainly the image edges.
Our approach can also be compared to the example-based approaches to super-resolution 
which use a set of exemplar face images to learn prior information about a human face 
and use it in a MAP estimation framework.
Such methods use two main sources of information:
Reconstruction constraint: The reconstruction constraint leads to an LR imaging 
model widely used in the super-resolution literature. This model is generally used 
to formulate the likelihood term in the MAP estimation framework.
• Prior information: Using the sample set, prior information about a face is learnt 
and used to formulate the prior term in a MAP estimation framework.
In comparison, our framework learns 3D information and uses it to model 2D inputs 
via the fitting procedure. The fitting procedure is in fact an analysis by synthesis loop 
where the synthesis step is responsible for projecting the 3D information of the model 
to the 2D image space. This is done through an LR imaging model which satisfies the 
reconstruction constraint. The synthesised image obtained through our 3D-to-2D LR 
imaging model is then used to formulate a cost term corresponding to the likelihood 
term in a MAP framework. Furthermore, the model provides prior information about 
a human face which is used in the fitting process to formulate the prior term. However, 
unlike most of the example-based super-resolution methods, our approach is able to 
generalise to previously unseen poses and illuminations by explicitly accounting for 
variations caused by such extrinsic factors.
Since our framework directly infers HR information (HR model) from LR inputs, it 
can also be considered a direct HR-LR matching approach. In other words, using our 
model-based approach for face recognition, both the HR gallery and the LR probe 
images will eventually be described in the same face space described by the model.
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Experimental evaluation showed that our proposed fitting approach can successfully fit 
the 3DMM to low resolution images when the conventional MFF algorithm fails. We 
provided fitting results for visual inspection and also evaluated the similarity of the 
fitted model to the input image in terms of two popular measure, namely, PSNR and 
MI. The results of these comparisons confirm that the proposed low-resolution fitting 
approach significantly outperforms the state-of-the-art conventional fitting approach 
which fails at low resolutions.
Furthermore, we compared the performance of the proposed approach with the con­
ventional approach in the parameter space of the model. Model parameters obtained 
by fitting the model on a low-resolution image should be similar to those that would 
have been obtained if the input image was high-resolution. Ideally, these should be 
the same. Comparison of the fitted model parameters using Normalised Correlation 
confirmed that the parameters obtained with the proposed approach are much more 
similar to their HR counterparts over a considerably large range of resolutions.
Through the discussions and experiments presented in this chapter, we conclude that 
the proposed method is suitable for model fitting on LR face images. In the next 
Chapter we will show how the proposed method can be used in a recognition scenario 
for low-resolution face recognition under varying poses and illuminations.
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Chapter 5
3D M M  for U nconstrained Face 
R ecognition in Low R esolution
5.1 Introduction
We presented an approach for fitting a 3DMM to LR images in the previous chapter. In 
this Chapter we will show how the resulting model parameters can be used to perform 
pose- and illumination-invariant face recognition in low-resolution. As discussed earlier 
in Chapter 2, two different approaches can be taken in order to perform face recog­
nition using a 3DMM. The first approach is to use the model parameters directly for 
recognition and the second approach is to use the model in order to render a normalised 
2D image which will then be used in a conventional 2D face recognition system. In this 
chapter, we take the former approach, i.e. we will use the model parameters directly 
for recognition. We will use the latter approach in the experiments presented in the 
next chapter.
In the following sections, we first describe the details of a face recognition method that 
uses model parameters for recognition in Section 5.2 and present a systematic evaluation 
of face identification performance with our framework using synthetically degraded 
images in Section 5.3. In Section 5.4, a novel method is presented based on Linear 
Discriminant Analysis (LDA) as an alternative method of using the model parameters 
for face recognition. The performance of this method in a face verification scenario is 
evaluated experimentally and it is shown that the combination of our proposed LRF 
model fitting algorithm and the proposed LDA-based method can yield considerably 
high performance in LR face verification. Section 5.5 summarises and concludes this 
chapter.
5.2 U sing  M odel Param eters for Face R ecogn ition
Given a 2D image, the model fitting process yields two types of parameters describing, 
respectively, the shape and texture of a face. Together, these parameters provide 
sufficient information for identifying the face.
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Recall from Chapter 2 that the fitting procedure optimises the global model in Stages 
1 to 5 and in the final stage four regions are fitted separately. Hence, 5 separate 
sets of shape and texture parameters are obtained through this procedure. One set 
corresponding to the global model and four sets corresponding to each of the four 
segments. In addition, we obtain another set of parameters by reconstructing a 3D 
face from each of the regional parameter sets, blending the 4 faces into a single 3D 
face, and projecting the result into the model space. Thus, 6 sets of shape and texture 
parameters are obtained. All these parameters are then used to build an identity vector 
which is used for recognition.
The simplest approach to building a descriptive feature vector from the shape and 
texture parameter vectors is to normalise each parameter by the respective standard 
deviation, and concatenate all 6 sets of shape and texture parameters into an identity 
vector which holds all necessary information for recognition:
a » ' , , 0 “^ ’’, â*’’’, (5.1)
where the superscript g denotes the global model, superscripts si to S4 denote the four 
segments of the model, and superscript b denotes the parameters obtained by blending 
the four segments into a single 3D face and projecting to the model’s PGA space. In 
Equation 5.1, is the normalised global shape vector:
^ S , l  ^ S , 2  ^ S , n a
where Ua = 55 is the number of model shape parameters^ and cr^  ^ . is the standard 
deviation of the shape parameter. Similarly, ^  is the normalised global texture 
vector:
=  (5,3)
^T,l ^ T , 2
with np — 123 denoting the number of model texture parameters and  ^ denoting 
the standard deviation of the texture parameters. The other normalised parameter 
vectors in Equation 5.1 are obtained similarly to Equations 5.2 and 5.3 for the four 
segments and the blended model.
For the purpose of face recognition, the 3DMM is fitted to each gallery and probe image 
and the corresponding identity vector is formed using Equation 5.1. The similarity 
between the probe identity vector and each gallery identity vector is then measured. 
We use Normalised Correlation (NC) between the identity vectors as the similarity 
measure. The NC similarity measure is insensitive to the norm of the identity vectors.
^Note that n» and np  were denoted by Ds  and D t , respectively, in Chapter 2.
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This is favourable for the recognition task as the effect of increasing the norm of the 
identity vector is largely seen as producing a caricature of the face and not changing 
the perceived identity [88].
5.3 Face Identification
Face identification is the problem of identifying an individual from a dataset of known 
identities, referred to as the gallery set. The probe image is compared to all images in 
the gallery set. A similarity measure (or equivalently, a distance measure) is assigned 
to each pair of gallery and probe images, describing the similarity of the probe image 
to the given gallery image. The identity of the gallery image which is most similar to 
the probe image (highest similarity; or equivalently, lowest distance) is chosen as the 
identification outcome.
Let us denote the identity vector of the probe image by and that of the gallery 
image by As mentioned previously, the similarity measure used in our experiments 
is the normalised correlation between the two identity vectors. The identification out­
come is then defined as the identity of the gallery image which yields the highest NC 
score. That is, identity c is assigned to the probe image at hand, where:
(5.4)
We use images from the CMU-PIE dataset in our face identification experiments to 
evaluate the performance of our proposed approach over a range of different resolu­
tions, poses and illuminations. This dataset includes 68 subjects and contains, for each 
subject, multiple images at different poses and illuminations. The dataset contains 
images with the room light on or off. Since the images taken with the room lights 
on appear more natural and more representative of images in the real world, we only 
use this subset of the dataset in our experiments. This subset contains images with 
three different poses per subject, as illustrated by Figure 5.1. These images are taken 
simultaneously using different cameras. Each image is identified by a number repre­
senting the camera which was used for taking the corresponding image. Accordingly, 
the frontal, side, and profile poses are identified by camera numbers 27, 5, and 22, 
respectively.
(a.) F ron ta l (b) S id e (c) P rofile
Figure 5.1: Different poses present in the PIE dataset.
In addition to pose variations, the CMU-PIE dataset contains multiple images with 
variations in illumination conditions for each subject. 24 images with different illumi­
nation conditions are available per subject per pose. The first two images are taken
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without flashes, leaving only the ambient light to illuminate the face. These are iden­
tified as illumination 00 and 01. Then 21 images are taken, each with one flash light 
firing to illuminate the face from a particular direction in addition to the ambient light. 
These are identified by illuminations 2 to 22. Sample images of different illumination 
conditions for the “side” pose are shown in Figure 5.2. The flash number appears below 
each image, finally, the last image, identified by illumination 23, is taken without flash 
similar to the first two images.
Figure 5.2: Illuminated images in the PIE dataset. The flash numbers are given underneath each 
image. Note that the images illuminated only by ambient light (Illumination 00, 01, and 23) are not 
shown. (Figure taken from [88])
The images in the PIE dataset are high-resolution. The average inter-eye distance of the 
frontal samples is 86 pixels. In the following experiments, we generate multiple different 
resolutions by down-sampling the original images with different down-sampling factors 
(DSF).
5.3 .1  F ind ing  th e  R eferen ce R eso lu tion
As mentioned in Section 4.3.4, the reference resolution is defined as the conceptual 
threshold between high and low resolutions. We find this resolution empirically for 
the PIE dataset. To this end, we perform an identification experiment in which the 
resolution of the gallery and probe sets is gradually reduced and the identification 
performance is measured at each resolution. It is expected that, from some point on, 
reducing the resolution would start affecting the recognition performance. We take this 
point as the reference resolution.
For the purpose of this experiment, we take frontal images (pose 27) with ambient plus 
frontal illumination (illumination 08) as the gallery set while taking frontal images with 
only ambient illumination (illumination 00) as the probe set. Table 5.1 shows the rank- 
1 recognition rates at different down-sampling factors (DSF) used to down-sample the 
original images. Note that in this experiment both gallery and probe are down-sampled
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so they are always at the same resolution. Therefore, the performance variation across 
the different resolutions is only due to the absolute resolution of the images and not 
the resolution difference between gallery and probe.
Table 5.1: Rank-1 Identification Rate at different resolutions of the gallery and probe images.
DSF 1 2 4 6 8
Identification Rate 95.6 95.6 76.5 64.7 61.8
The results of Table 5.1 show that the performance at D S F  =  2 is equal to the 
performance at D S F  = 1 (original images); in other words, the recognition performance 
is not affected by down-sampling the gallery and probe images by a factor of 2. However, 
the performance drops rather significantly when the images are further down-sampled 
(D SF  =  4). Since this variation in performance is merely caused by a change in 
resolution, it can be concluded that at this resolution (D SF = 4) the effects of low- 
resolution have become significant enough to affect the model fitting performance which 
in turn degrades the recognition performance.
From the above discussion we conclude that the reference resolution for this database 
can be set at D S F  = 2. In other words, images down-sampled by a factor of 2 can 
still be regarded as HR while any further down-sampling should be regarded as LR. In 
the following experiments involving the PIE dataset we use D S F  =  2 as the reference 
resolution. Accordingly, the HR gallery set consists of images down-sampled by a factor 
of 2 .
5.3.2 The gallery
Choosing the right gallery set is an important task in face recognition. The gallery im­
ages should be chosen such that they represent each subject accurately. Gallery samples 
should contain sufficient discriminatory information for each enrolled individual. In a 
typical face recognition scenario, the gallery images are taken under controlled imaging 
conditions. Thus, it can be assumed that the gallery images are high-resolution images 
with a suitable illumination and pose. It is commonly considered that a frontal image 
is most suitable for gallery since it provides minimal occlusion in the areas of the face 
that are important for recognition. Furthermore, to prevent extrinsic variations caused 
by illumination conditions from affecting the gallery set, the gallery images are usually 
assumed to be taken under uniform illumination.
The images in the PIE dataset contain 3 poses; namely frontal, side, and profile. As 
discussed above, it would seem a natural choice to take the frontal image with a uni­
form illumination as the gallery. For instance, the frontal images with only ambient 
illumination (illumination 00) or with frontal illumination (e.g. Illumination 08,11,20) 
would be a natural choice for the gallery. However, considering that our approach relies 
on 3D information extracted from the 2D images, the frontal images may not be the 
best option. More specifically, while the frontal pose provides minimal occlusion in the 
most important areas of the face, it may not optimally provide 3D depth information. 
On the other hand the side pose images of the dataset are taken at an angle of about
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30 degrees. This pose provides more 3D details of the shape. Therefore, model fitting 
to theses images results in a more accurate estimate of the shape which in turn can 
improve the texture estimate. Thus, one can expect this pose to be an equally suitable 
choice, or even a more suitable one, for the gallery set.
We verify the above claim by performing a simple experiment to compare rank-1 recog­
nition results for each gallery option. More specifically, we take the frontal pose as the 
gallery set and find the rank-1 recognition rate for both frontal and side probe images. 
We then take the side pose as gallery and repeat this experiment. For fair comparison, 
for each gallery pose we have chosen an illumination condition which illuminates the 
visible area of the face rather uniformly. We chose illumination 08 for the frontal gallery 
and illumination 13 for the side gallery. In all cases, the probe images were chosen with 
ambient-only illumination.
Table 5.2 compares the rank-1 identification rates for different configurations of gallery 
and probe poses. It can be seen that the performance in the cases where side pose is 
used for gallery is comparable or even superior to the performance in cases where the 
frontal pose is used. This experiment suggests that either one of these two poses could 
be used for the gallery set. In the following, we provide three experiments using the 
PIE dataset which use the frontal and/or the side pose for gallery.
Table 5.2: Rank-1 Identification Rate using different configurations of gallery and probe poses.
Probe
Gallery Frontal Side Average
hhontal 95.59 82.35 88.97
Side 82.35 97.06 89.70
The following sub-sections will present experiments to evaluate the performance of our 
model fitting approach for face recognition under varying illumination and/or poses. 
The first two experiments, presented in Sections 5.3.3 and 5.3.4, evaluate the per­
formance under varying illuminations and poses, respectively, over a range of different 
resolutions. Having demonstrated the trend of the performance over a range of different 
resolutions using these experiments, our third experiment, presented in Section 5.3.5, 
considers the case where both pose and illumination conditions vary simultaneously.
5.3.3 Illum ination-Invariant LR Face Identification
We present an experiment to evaluate the performance of our approach under different 
illumination conditions over a range of different resolutions. We use a subset of the 
PIE dataset with frontal pose and a representative set of illumination conditions. More 
specifically, the gallery set is a frontal image with only ambient illumination (illumina­
tion 00) while the probe set consists of frontal images with four different illumination 
conditions as shown in Figure 5.3.
We evaluate the identification performance for a range of different resolutions by down- 
sampling the probe set and performing the identification experiment at each resolution. 
Figure 5.4 and Table 5.3 show the rank-1 recognition rates at different down-sampling
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(a) Illumination 01 (b) Illumination 02
(c) Illumination 08 (d) Illumination 13
Figure 5.3: The probe set includes a representative set of different illumination conditions: a) Ambient 
only; b) Strong side illumination; c) Frontal illumination; d) Mild side illumination. The gallery set 
consists of frontal images with ambient illumination similar to “a” .
factors for each of the illumination conditions and compare the performance of our 
proposed approach (LRF) with that of the conventional model fitting approach (MFF).
As illustrated by the plots of Figure 5.4, the performance of the MFF approach is 
significantly degraded as the resolution of the input image is reduced. The average 
rank-1 identification rate in high resolution { DS F  =  2) for the MFF algorithm was 
97.79 (not shown in the plots). This rate drops down to 92.28 when the resolution of 
the probe set is halved { DS F  — 4). Any further reduction in the probe set resolution 
{ DS F  =  6 ,8 ,...)  results in significant degradation in the performance of the system. 
On the other hand, the proposed LRF approach is significantly more robust to changes 
in the resolution of the probe image and shows a considerably higher performance at 
low resolutions when compared to the conventional MFF method. Note that although 
the performance of our proposed method also degrades with decreasing resolution, this 
performance degradation happens at a much slower pace compared to the conventional 
approach.
Furthermore, it can be concluded from Figure 5.4 and Table 5.3 that the improved 
performance in LR is obtained in all illumination cases. Higher identification rates 
are obtained irrespective of whether the illumination conditions of the probe and 
gallery images are similar (Figure 5.4(a)) or not. Thus, the proposed LRF provides 
an illumination-invariant method for face recognition in low-resolution.
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(a) Illumination 01
I
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Down-sampling Factor
Is
Down-sampling Factor
(b) Illumination 02
(c) Illumination 08
Down-sampling Factor
(d) Illumination 13
Figure 5.4: Rank-1 identification results under changing illumination over a range of resolutions. The 
probe set consists of: a) Ambient illumination; b) Strong side illumination; c) Frontal illumination; d) 
Mild side illumination. The gallery set consists of frontal images with ambient illumination similar to
Table 5.3: Rank-1 identification results under changing illumination over a range of resolutions. 
Values in bold show the performance of the proposed LRF method while values in parentheses show 
the performance of the conventional MFF approach for comparison.
—— DSF 
Probe Illumination -------- --- 4 6 8 12 16
01 94.12(94.12)
98.53
(70.59)
89.71
(48.53)
79.81
(16.18)
61.76
(5.89)
02 95.59(91.18)
86.76
(63.23)
88.23
(26.47)
70.59
(11.76)
48.53
(4.41)
08 89.71(91.18)
89.71
(67.65)
88.23
(47.06)
72.06
(23.53)
45.59
(19.12)
13 94.12(92.65)
97.06
(58.82)
92.65
(38.23)
88.23
(11.76)
61.76
(4.41)
Average 93.38(92.28)
93.01
(65.07)
89.71
(40.07)
77.57
(15.8088)
54.41
(8.4559)
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5 .3 .4  P ose-Invarian t LR  Face Id en tification
The next experiment evaluates the performance of our proposed approach for different 
poses over a range of resolutions. For the gallery set we use images with side pose 
(Pose 05) and Illumination 13 which provides uniform illumination for the side pose. 
The probe set consists of images with the same illumination condition at three different 
poses, namely, frontal, side, and profile. Figure 5.5 shows samples of the probe set.
(a) Pose 05 (side) (b) Pose 22 (profile)
(c) Pose 27 (frontal)
Figure 5.5: The probe set includes images with ambient illumination and different poses: a) Side; b) 
Profile; c) Frontal. The gallery set consists of frontal images with ambient i l lum i n a t i o n ,  similar to “c” .
Again, we perform the experiment at multiple different resolutions by down-sampling 
the probe set, and we compare the performance of our proposed approach with the 
conventional fitting approach at each resolution. Figure 5.6 and Table 5.4 show the 
rank-1 identification rates for each pose over different resolutions.
Figure 5.6 and Table 5.4 show that our proposed method outperforms the MFF algo­
rithm over the range of low resolutions considered for all considered probe poses. For 
the frontal and side poses, remarkably high identification rates are obtained with the 
LRF method even at very low resolutions (eg. D S F  =  12). In comparison, both meth­
ods show lower performance for the profile pose (Figure 5.6(b)). However, note that 
even for this extreme pose, the performance of our proposed method is considerably 
better than the conventional MFF algorithm for resolutions down to D S F  =  8.
These experiments confirm that the proposed fitting algorithm yields improved perfor­
mance irrespective of the pose, and thus, offers a pose-independent framework for face 
identification in low resolutions.
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Down-sampling Factor
(a) Pose 05 (side) (b) Pose 22 (profile)
Down-sampling Factor
(c) Pose 27 (frontal)
Figure 5.6: Rank-1 identification results under changing pose over a range of resolutions. The probe 
set consists of: a) Side pose; b) Profile pose; c) Frontal pose. The gallery set consists of frontal images 
with ambient illumination, similar to “c”.
Table 5.4: Rank-1 identification results under changing poses over a range of resolutions. Values 
in bold show the performance of the proposed LRF method while values in parentheses show the 
performance of the conventional MFF approach for comparison.
DSF
Probe Pose 4
6 8 12 16
05 (side) 100(100)
100
(98.53)
97.06
(77.94)
98.53
(33.82)
85.29
(16.18)
22 (profile) 82.35(76.47)
63.23
(57.35)
63.23
(36.76)
29.41
(17.64)
36.76
(13.23)
27 (frontal) 100(95.59)
98.53
(80.88)
100
(60.29)
95.59
(22.06)
66.18
(7.35)
Average 94.12(90.69)
87.25
(78.92)
86.76
(58.33)
74.51
(24.51)
62.7451
(12.2549)
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5 .3 .5  P ose- and  Illu m in ation-In varian t Face Id en tification
The next experiment evaluates the face identification performance under conditions 
where the pose and illumination of the probe set both differ simultaneously from those 
of the gallery set. Two separate experiments are performed, one with frontal images 
as gallery and the other with the side pose images used for gallery. In both cases the 
gallery contains images with ambient-only illumination (Illumination 00).
The probe sets consist of all other combinations of poses and illuminations present in 
the dataset, that is, three poses and 23 illumination conditions. Low resolution probe 
images are generated by down-sampling the original HR images by a factor of 8.
Table 5.5 summarises the average rank-1 identification rates over all considered illumi­
nations, for each gallery and probe pose.
Table 5.5: Rank-1 identification performance for different gallery/probe pose combinations. The 
reported results are averaged over all possible illumination conditions.
Gallery Pose
Probe pose Frontal Side
Frontal 89.13 84.97
Side 76.21 88.04
Profile 72.83 69.25
Average 79.39 80.75
The results presented in Table 5.5 demonstrate that the proposed LRF method is able to 
extract sufficient information from the LR images for recognition in this large range of 
varying imaging conditions. The lowest identification rates are obtained for the profile 
probe set using either frontal or side gallery. This is expected due to the extreme pose 
in which only half of the face is visible, limiting the available information for model 
fitting.
Both experiments with the frontal and side gallery images demonstrate relatively similar 
performance when averaged over all illumination conditions and all three poses, with 
the average rank-1 identification rate at 79.39% for the frontal gallery set and 80.75% 
for the side gallery.
The same-pose performance of the frontal gallery set is slightly better than the side pose. 
That is, when the the gallery and probe sets are both frontal, the rank-1 identification 
rate is at 89.13% whereas this rate is slightly lower at 88.04% when side-pose images 
are used for both gallery and probe sets.
On the other hand, when the pose of the gallery and probe sets don’t match, the 
side-pose gallery set demonstrates relatively higher performance. More specifically, the 
average performance of the frontal gallery set over the side and profile probe sets is 
74.52%, whereas the average performance of the side gallery over frontal and profile 
probe sets is 77.11%.
The performance of the method in each of the considered illumination conditions is 
summarised in Table 5.6. In this table the rank-1 identification rate is averaged over 3 
probe poses at each of the illumination conditions.
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The performance is generally lower for the cases where the probe image is lit by a 
strong flash light from the side. More specifically, the identification rates obtained for 
Illumination 2,5,10,18, are consistently lower than the average performance in both 
cases where frontal or side galleries are used. However, there are exceptions such as 
Illumination 03, in which the performance is higher than average in both cases and 
Illumination 04, where the performance is higher than average when using the side 
gallery set.
Table 5.6: Rank-1 identification rates of the proposed LRF method for LR probe images (D SF=8)
at different illumination conditions, averaged over three probe poses.
Gallery
Probe
Illumination
Frontal Side
01 84.80 81.37
02 75.49 78.43
03 79.90 82.84
04 75.98 81.86
05 74.51 76.96
06 76.96 81.37
07 75.49 80.39
08 76.96 80.39
09 76.47 78.43
10 75.98 76.96
11 81.86 82.35
12 84.31 84.31
13 80.39 82.84
14 84.31 82.35
15 80.39 81.86
16 81.37 81.86
17 80.39 76.47
18 78.43 79.90
19 76.47 80.39
20 81.37 78.43
21 77.94 83.33
22 82.84 80.88
23 83.33 83.33
Average 79.39 80.75
5.4 Face V erification
Person identification, presented in the previous section, involves a one-to-many match­
ing where the probe sample is compared against the whole gallery set. Person verifica­
tion, on the other hand, involves a one-to-one matching. In face verification, a person 
submits a facial image and claims an identity. Two kinds of claims can be considered. 
We refer to these as genuine and imposter claims. A genuine claim is the case where 
a person enrolled in the system, known as a client, claims his/her own identity. An
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imposter claim, on the other hand, is the case where a subject who is not enrolled in 
the system, known as an imposter, claims the identity of one of the enrolled clients. 
The task of a verification system is to verify whether the person is who he/she claims to 
be. In other words, the task is to accept the genuine claims and to reject the imposter 
claims. To this end, the system produces an access score for the given claim, which is 
essentially a similarity score describing the similarity of the submitted probe sample 
with the gallery sample(s) corresponding to the claimed identity. This similarity score 
is then compared against the system’s operating threshold. If the similarity score is 
higher than this threshold, the system will accept the claim as a genuine one, thus 
verifying that the person is who they claim to be. Otherwise, the claim is rejected as 
an imposter claim.
We use the XM2VTS dataset [74] to evaluate the performance of our proposed frame­
work in face verification. This dataset includes images of 295 subjects taken in 4 
different recording sessions. We use a set of images from the dataset which includes 2 
frontal images per session per subject as well as 4 rotation shots, each with a distinct 
non-frontal pose. The rotation shots include, for each subject, 4 images in which the 
subject is looking to the left, right, up, and down, respectively.
For the task of person verification, a standard protocol [75] has been defined for the 
XM2VTS dataset. The so-called Lausanne protocol splits all subjects randomly into a 
client and an imposter set. The client set includes 200 subjects while the imposter set 
contains 25 evaluation imposters and 70 test imposters. The protocol only covers the 
frontal images. All available frontal images are divided into a training, an evaluation, 
and a test set. Two configurations exist in the protocol which differ in the particular 
selection of each person’s images into the training, evaluation and test sets. Here, we 
use the first configuration in which 3 training shots, 3 evaluation shots, and 2 test shots 
are available per client. Figure 5.7 illustrates the particular partitioning into these sets. 
The training set is primarily intended to be used for building client models, while the 
evaluation set is used for setting the operating threshold of the system and the test set 
is used for measuring the system’s performance. In addition to the 2 frontal shots used 
in the test set according to this protocol, we also use the 4 rotation shots as test data 
in order to evaluate the performance of our proposed approach for non-frontal probe 
images.
The performance of a verification system is typically measured via two commonly- 
used error measure: False Acceptance Rate (FAR) and False Rejection Rate (FRR). 
False acceptance is the case where an imposter, claiming the identity of a client, is 
accepted. False rejection is the case where a client, claiming the true identity, is rejected. 
Accordingly, the aforementioned error rates are defined as follows:
F A R  = X 100, F R R  = ^  x  100 (5.5)
Ax Ac
where is th  number of accepted imposter claims, A% is the total number of imposter 
claims, N nc  is the number of rejected client (genuine) claims, and JVq is the total 
number of client (genuine) claims.
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Session Shot Clients Impostors
1 Training
2 Evaluation
1 Training
2 Evaluation
Evaluation Test
1 Training
2 Evaluation
1
2
Test
Figure 5.7: Diagram showing the partitioning of the XM2VTS database according to Configuration I 
of the Lausanne protocol. The first shots of sessions 1 to 3 of each client are taken as train ing  data. The 
second shots of these sessions are taken as evaluation  data, while both shots of the fourth session are 
taken as T est data. As for the imposters, all 8 shots of the evaluation imposters are used for evaluation 
and all 8 shots of the test imposters are used for test. (Figure taken from [75])
5.4 .1  L D A -B ased  Face V erification
We described a simple approach to face recognition using the model parameters in 
Section 5.2 which uses the model parameters to form an identity vector and establishes 
similarity between individuals by comparing their identity vectors. In this section we 
propose an alternative approach using Linear Discriminant Analysis (LDA) [12].
As mentioned in Section 5.2, the fitting process yields 6 sets of shape and texture 
parameters for each image. Thus, a total of 12 separate parameter vectors are available, 
for each face, as a result of model fitting. Assuming sufficient training data is available, 
we propose to calculate a separate LDA transformation for each of these parameter 
vectors:
X (5.6)
where for k = 1,2, . . . ,1 2  is the parameter vector obtained by model fitting, 
is the corresponding LDA transform, and is the projection of this vector to the 
corresponding LDA space. The similarity between a pair of parameter vectors after 
projection to the LDA space is measured using normalised correlation:
(5.7)
where the subscript P  refers to the probe sample and the subscript Gj refers to the 
gallery sample^ of client c. Accordingly, in Equation 5.7 denotes the similarity
P , G .
between the k^^ parameter vectors of these two samples. 12 such similarity scores 
are obtained for a given pair of gallery and probe samples. The final similarity score 
between the probe sample, P , and the gallery sample, Œ , is obtained by a weighted 
sum of all 12 scores obtained by this approach:
^Note that the gallery may contain more than one sample per client.
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sP,G^ V^12 (5.8)
The weights, , of this sum reflect one’s confidence in a given similarity score. The 
absolute values of the weights can be determined by an empirical judgement. However, 
certain relationships between the weights can be envisaged based on one’s prior knowl­
edge of the expected descriptive information provided by each set of parameter vectors. 
In particular, we expect the parameters corresponding to the whole face to be more 
descriptive compared to those parameters which correspond to a specific segment. Ac­
cordingly, we assign lower weights to similarity scores corresponding to segment-specific 
vectors, 6^' and \ i  = 1,2,3,4), while assigning higher weights to similarity scores 
corresponding to the global parameter vectors of Stage 5, and as well as the 
parameter vectors obtained by blending the segments, and yS . Moreover, texture 
parameters prove to be more descriptive than shape parameters, especially in the low- 
resolution case where shape estimates can be unreliable. Therefore, we assign higher 
weights to texture similarity scores and lower weights to shape similarity scores.
Considering the above discussion, there’s a scope for appropriately optimising the 
weights in Equation 5.8, using the evaluation set. However, in this work, we only 
coarsely sampled the space of weights in order to demonstrate the idea. In the experi­
ments presented in the next section, we used = 4 and =  1 for k values correspond­
ing to the global and local shape parameters vectors, respectively, and = 30 and 
= 7 for k values corresponding to the global and local texture parameter vectors, 
respectively.
5 .4 .2  E xp erim en ta l S etu p  and R esu lts
Following the Lausanne protocol three frontal samples per client are available as the 
training data. We use this data for training the 12 LDA transforms. To simulate a 
realistic LR face verification scenario, we only use high-resolution frontal images for 
training. To this end, the 3DMM is fitted to each of the HR training images using the 
conventional MFF approach. After model fitting, each training sample is represented 
by 12 parameter vectors. The LDA transforms are trained using this data, where the 
k^^ LDA transform, W ^{k  = 1 , . . . ,  12), is trained using the k^^ parameter vectors of 
all 600 training images.
The evaluation set consists of 200 x 3 =  600 client images and 25 x 8 =  200 imposter 
images. We use the evaluation set in order to produce client and impostor access scores, 
which are then used to find a threshold that determines if a person is accepted or not. 
Again, in order to simulate a realistic scenario, we only use HR frontal images in the 
evaluation set. Each of the 600 client samples in the evaluation set only makes genuine 
claims by claiming its own identity. Each imposter sample, on the other hand, claims 
all possible identities in the gallery set. Thus, 600 genuine claims and 40 thousand 
imposter claims are possible.
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When a person claims a given identity, the probe sample submitted by the claimer 
is compared against all gallery samples corresponding to the claimed identity. In or­
der to perform the comparison between the probe sample and a given gallery sample, 
the 3DMM is fitted to both images using the conventional MFF algorithm. The 12 
parameter vectors obtained for each sample are then projected to their corresponding 
LDA spaces and a similarity score is calculated for this image pair using the weighted 
sum rule, as discussed in Section 5.4.1. Considering that there are three samples per 
identity in the gallery set, each claim results in three comparison scores, each of which 
is the result of fusing 12 similarity scores using the weighted sum rule (Equation 5.8). 
A further level of score fusion is used to fuse the three scores obtained for each claim. 
We use the m in  rule for this fusion. That is, when a probe sample claims the identity 
of a given subject, we compare the probe sample at hand with all three gallery samples 
available for the claimed identity and take the minimum of the similarity scores as the 
final access score for the claim at hand:
Sp gc =  argmin } (5-9)
j  ’ ^
where the index j  e  {1,2,3} runs over the training samples for client c and Sp^c denotes 
the access score for the case where probe sample P  claims the identity of client c.
The access scores produced in the evaluation step are used to set the operating threshold 
of the system. We set this threshold such that the false acceptance and false rejection
rates over the evaluation set are equal. This is referred to as the Equal Error Rate
(EER) threshold:
T e e r  = argmin {T  | FARevai{T) =  FRReval{T)} (5.10)
r
where T e e r  is the EER threshold and FAReval(T) and FRRevai{T) are, respectively, 
the false acceptance and false rejection rates, obtained using threshold T , over the 
evaluation set.
Figure 5.8 illustrates the FAR and FRR rates with respect to T. The EER threshold, 
T e e r ,  is  the value of T  at which the two plots cross. In our experiment, the EER 
threshold is at T e e r  = 0.0135 with the evaluation Equal Error Rate at this threshold 
equal to 5.01%.
The EER threshold given by Equation 5.10 is then used in the test step in order to 
accept or reject the test claims. Similar to the evaluation step, each client sample 
only makes genuine claims while each imposter sample claims all possible identities 
in the gallery. Again, each claim results in 3 similarity scores, Sp ^ c, corresponding
to comparison of the submitted probe sample with each of the 3 gallery samples of 
the claimed identity. This time, we use majority voting to make the final acceptance 
or rejection decision for a given claim. That is, a claim is accepted if and only if 
SpQc > T e e r ,  for at least 2 out of 3 possible values of j .
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Figure 5.8; Plots showing the False Acceptance Rate and False Rejection Rates with respect to  the 
operating threshold T .  At a very low threshold all client and imposter samples are accepted. Thus, 
F R R  =  0  and F A R  =  1 0 0 .  At a very high threshold, all samples would b e  rejected resulting in 
F R R  =  1 0 0  and F A R  =  0 .  The EER point is where the two errors are equal.
Performance of the verification system over the test set is measured by means of the 
Half-Total Error Rate (HTER) which is the average of EAR and ERR errors over the 
test set:
H T E R  = F  ARtest + FRRfest (5.11)
Table 5.7 summarises the Half-Total Error Rates obtained with our approach over 
the different test subsets and compares these with the values for the case where the 
conventional MEE approach was used for fitting the model on test samples. Note that 
the training and evaluation steps are the same for both cases and the difference between 
the presented results is only in the fitting method used in the test stage where the probe 
images are LR.
Table 5.7: Half-Total Error Rates over the test set. Both methods achieve acceptable results when 
using the LDA-based verification approach, but the proposed ERE method outperforms the conventional 
MFF method in all poses.
front Left Right Up Down Average
MMF+LDA 8.43% 13.53% 11.89% 17.4% 10.2% 12.29%
LRF+LDA 6.77% 9.29% 8.94% 14.74% 9.26% 9.8%
The proposed LDA-based recognition approach yields reasonable results even in the 
case where the conventional MFF algorithm was used for model fitting on the LR test 
samples. However, the best performance was consistently obtained for all probe poses 
when the proposed LRF fitting algorithm and the LDA-based recognition methods were 
used. This confirms that our proposed LRF method is more efficient in extracting useful
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information from LR inputs than the conventional MFF approach, and when combined 
with the proposed LDA-based recognition approach, it can yield a considerably high 
verification performance over different poses.
The results obtained for the “up” pose show lower performance compared to other poses 
in both methods. This can be associated with the inherent ambiguity in this particular 
pose. The model seems to be unable to decide whether the image is a person looking 
upwards or a person with a smaller face looking forward. Note that this is an inherent 
ambiguity of the model and is independent of the image input resolution. Addressing 
this ambiguity is outside the scope of this thesis.
5.5 Sum m ary and C onclusion
This chapter presented and evaluated the application of our LR-specihc model fitting 
approach to face recognition in low-resolution images. Two scenarios of person iden­
tification and person verification were considered. Each scenario was evaluated using 
a different dataset and it was shown that our proposed approach can achieve high 
performance rates in both cases.
In the case of person identification, a complete evaluation over a range of different 
resolutions was performed in two different scenarios where the pose or illumination of 
the probe set were different from those of the gallery. This evaluation over a range of 
different resolutions confirms that our approach shows significantly higher robustness to 
decreased probe resolution compared to the conventional MFF approach which suffers 
from a considerable performance degradation in low resolutions.
A more realistic scenario of person identification was also presented in which both pose 
and illumination of the probe set differed from those of the gallery set. The results of 
this experiment showed that our LRF approach can be used successfully for pose- and 
illumination-independent face recognition in low-resolution.
Furthermore, we proposed an LDA-based approach for face verification using the model 
parameters obtained by model fitting. We used this approach in a face verification 
experiment using the XM2VTS dataset. It was shown that face verification performance 
can be enhanced by using the LRF method for model fitting on LR probe face images. 
This result was consistent over different frontal and non-frontal poses which once again 
shows the suitability of our framework for pose-independent face recognition in low- 
resolution.
From the experiments presented in this chapter, it is concluded that the proposed frame­
work can enhance low-resolution face recognition performance in all cases of variations 
in pose and illumination. However, the enhanced performance is limited in extreme 
poses, extreme illuminations, and for extremely low resolutions (eg. DSF=16).
Chapter 6
A 3D -A ssisted  Facial Texture 
Super-R ésolut ion Framework
6.1 In troduction
In Chapter 3, different categories of approaches to face recognition in low-resolution 
were reviewed. One of the most common categories of approaches to address this prob­
lem is using super-resolution (SR) as a pre-processing step to enhance the resolution 
of the probe image prior to recognition. Super-resolution methods aim to reconstruct 
the high-frequency texture detail which is missing in an LR image. The high-frequency 
detail injected back into the LR image by super-resolution, increases the discrimina­
tory information available in the image. Hence, using SR as a pre-processing step can 
significantly improve the performance of a conventional face recognition engine. Note 
that most conventional methods of 2D image-based face recognition rely on the fa­
cial texture for extracting discriminatory information and their performance would be 
significantly compromised if the texture lacks high-frequency discriminatory detail.
We reviewed multiple super-resolution algorithms in Section 3.2 and argued that example- 
based methods are the most suitable category of methods for the task of face super­
resolution. This is due to the fact that, unlike reconstruction-based methods, the 
example-based methods don’t only rely on the reconstruction constraint as the sole 
source of information. These methods also take advantage of a set of exemplar im­
ages to learn prior information which they use as an additional source of information. 
The use of this additional source of information enables example-based super-resolution 
methods to perform single-frame super-resolution. More importantly, it enables these 
methods to overcome the theoretical limits from which reconstruction-based methods 
suffer [7]. However, the down side of using a set of exemplar images to learn prior 
information is that the learnt information is limited by the sample set. Consequently, 
example-based methods are, in general, limited to imaging conditions (poses, illumina­
tions, etc.) represented in the sample set and their ability to generalise to previously 
unseen imaging conditions is limited.
We discussed in the previous chapters how, given a 2D face image as input, a 3D 
morphable model can be used to separate the effects of extrinsic factors such as pose
115
116 Chapter 6. A  3D-Assisted Facial Texture Super-Resolution Framework
and illumination from intrinsic factors (shape and texture). In this chapter we present a 
framework to use this information in order to overcome the limitations of example-based 
super-resolution. More specifically, we use the information extracted from a 2D image 
by the 3DMM in order to generate a normalised texture map in which the effects of 
facial shape, pose and scene illumination are normalised. This enables us to generalise 
the information represented by a set of exemplar images and use it to super-resolve 
facial texture in previously unseen poses and illumination conditions.
Section 6.2 presents the proposed framework and formulation as well as some results 
and suggestions for further improvements. This framework is then used in Section 6.3 
for face recognition in low-resolution. Finally, we present a discussion of the proposed 
framework in Section 6.4 and conclude this Chapter in Section 6.5.
6.2 P roposed  Fram ework
We discussed in the previous chapters that, given a 2D image, a 3D Morphable Face 
Model can be used to estimate facial shape and texture as well as rendering param­
eters which reflect the imaging conditions. It was also discussed, in Section 2.5, how 
the original facial texture from the input image can be extracted and mapped to a 
normalised texture map in order to have the option of using the original facial texture, 
where available. Such a texture map provides a pose- and shape-normalised represen­
tation of the facial texture. It is on this texture image that we propose to perform 
example-based super-resolution. That is, we first build a texture sample set by fitting 
a 3DMM on a set of exemplar HR facial images and extracting texture from them. 
Then, given an input LR image, we super-resolve its texture by fitting the model on 
the input LR image, extracting the texture, and super-resolving the extracted texture. 
The super-resolved texture can then be used together with the estimated shape pa­
rameters and arbitrary rendering parameters to render a new HR image of the face in 
the same or a different pose. Although the estimated shape parameters represent a 
low-resolution shape, the final rendered image will have a high-resolution appearance 
since it is rendered by mapping HR texture. Figure 6.1 illustrates this process.
6 .2 .1  Form ulation
We formulate the problem as finding the HR facial texture, given an LR image. Let T 
denote HR texture represented in the shape- and pose-normalised texture coordinate 
frame described in Section 2.5. The sought HR texture map, CT*, is the texture map 
that maximises the following marginalised probability distribution;
T* =  argmax p (T , p  , p\L)
P , P
= argmax ^  [p{T\p , p ,L)p{p , p\L)] (6.1)
P , P
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Figure 6.1: The proposed framework for SD-Assisted Facial Texture Super-Resolution.
where L is the LR input image, /x is a set of 3DMM parameters (/x =  {a  , /3}), and p 
is a set of rendering parameters, reflecting the imaging conditions {p =  {r, 7 } ).
The above equation can be simplified by assuming that p(/x , p\L) peaks at the optimal 
values of the model and rendering parameters and it has a dense distribution around 
these values. In other words, we assume that the distribution of p{p  , p\L) can be 
estimated by 6{p — p*)5{p — p*),) where h(.) is the Dirac delta function, and /x* and 
p* are the optimum model and rendering parameters, respectively:
=  argmax {p(/x ,p\L)} 
P , P
Given the above assumption. Equation 6.1 simplifies to:
(6 .2)
(6.3)
where p* and p* are given by 6.2. Recall from the previous chapters that the optimal 
model parameters are obtained by fitting the 3DMM to the input image, L. In fact. 
Equation 6.2 is the original formulation of the model fitting problem. Hence, the first 
step for optimising Equation 6.1 is fitting the model to the input image, L, in order to 
obtain the optimal 3DMM parameters, /x* and p*.
Having found the optimal 3D MM parameters, the original facial texture available in L 
can be extracted and mapped to the normalised texture coordinate frame. Let us denote 
this LR texture map by t . Note that the texture mapping process is a deterministic 
process. Hence, t is a deterministic function of the model parameters, /x*, rendering 
parameters, p*, and the LR input, L:
t =  TEXTURE_EXTRACT(ax*, p * , L ) (6.4)
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Considering that the inputs of the TEXTURE_EXTRACT(.) function fully describe its output 
and that the output is unique for a given set of inputs, Equation 6.3 can be further 
simplified by replacing the distribution of p{T\p*, p*, L) with p{T\t):
T* =  argmax {p{T\p*, p*, L)] = argmax [p{T\t)] = argmax [p(t\T)p{T)\  (6.5)
T T T
Equation 6.5 describes finding a high-resolution texture map given a low-resolution one, 
i.e. texture super-resolution.
Following the above discussion, the process of finding T* from Equation 6.1 can be 
addressed in three steps:
1. M odel F ittin g : The optimal values of the 3DMM parameters together with the 
optimal values of rendering parameters are obtained by fitting the model to the 
input image (Equation 6.2 ).
2. T ex tu re  E x trac tion : Facial texture from the LR input face is extracted and 
mapped to the texture domain (Equation 6.4).
3. T ex tu re  S uper-reso lu tion : Super-resolution in the texture domain is formu­
lated as a MAP estimation problem (Equation 6.5).
We use the Low-Resolution Fitting (LRF) method proposed in Chapter 4 for fitting the 
3DMM to the LR image in the the first step and the isomap-based method described 
in Section 2.5 for texture extraction in the second step.
The texture map built in the second step represents the facial texture in a shape- and 
pose-normalised coordinate frame. However, the effects of illumination would still be 
present in this texture map. Considering that the model fitting process also provides 
information about scene illumination, we use this information to normalise the illu­
mination with the aim of recovering face albedo from the extracted texture. To this 
end, we assume that the extracted texture, t, is the result of illuminating the facial 
albedo by the Phong reflectance model, followed by linear transformation of this illu­
minated texture by a colour transformation similar to the one in Equations 2.20 and 
2.21. Civen this illuminated and colour-transformed texture and having estimated the 
necessary parameters through the model fitting process, we attempt to de-illuminate 
the facial texture by reversing the illumination and colour transform processes.
After de-illumination, a representation of the LR facial albedo is available which is 
normalised for facial shape, subject pose, and scene illumination. Without loss of 
generality, and for notational convenience, we use the same notation, t, to refer to the 
de-illuminated texture. From this point on, the term texture map and the notation t 
are used to refer to the de-illuminated facial albedo map, unless explicitly mentioned 
otherwise.
The third step of our framework is texture super-resolution. Similar to some of the 
image super-resolution algorithms reviewed in Section 3.2, the texture super-resolution 
problem in our 3D-assisted framework is formulated as a MAP estimation problem:
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T* — argmax {p(T|t)}
T
=  argmax {p{t\T)p{‘T)}
T
=  argmin { -  ln[p(t|‘T)] -  ln[p(T)]} (6.6)
T
Assuming that the LR texture map, t, is a low-pass filtered and down-sampled version 
of the sought HR texture map, T, we use the recogstruction^ framework, proposed by 
Baker and Kanade [10], to recover the HR texture map. Recall from Section 3.2.4 that 
this is an example-based MAP estimation algorithm for object-specific super-resolution. 
The low-pass filtering and down-sampling process which yields the LR texture map 
given the sought HR texture map, is described by a generative model:
t{m ,n )=  F(p,q)+  7]{m,n) (6.7)
{p,q)ebin{m,n)
where w is the down-sampling factor, 77 is a texel^ noise term, (m, n) refers to an LR 
texel, (p, q) refers to an HR texel, and bin{m, n) = {(p, q) | [JJ  =  m, =  n} is the 
set of all HR texels that are mapped to the LR texel (m, n) after down-sampling. The 
generative model of Equation 6.7 describes each LR texel as the average of all HR texels 
that are mapped to it. The difference between this generative model and the image 
observation model in Section 3.2.1 is that this model does not include registration since 
the texture maps are, by definition, assumed to be aligned. Given the above generative 
model, and assuming an i.i.d Gaussian distribution for the texel noise, (negative log 
of) the likelihood term in Equation 6.6 is given as:
^ (m ,n ) (p,q)Ebin{m,n)
(6.8)
where is the covariance of the texel noise distribution.
As mentioned in Section 3.2.4, the prior term in the recogstruction framework is a 
recognition-based prior which is defined by finding, for each input pixel, the most similar 
pixel from a sample set. We follow a similar approach in order to define the prior term, 
p(T), in Equation 6.6. First, we build a texture sample set by fitting^ the 3DMM to 
a set of exemplar HR face images, extracting texture from them, and de-illuminating 
the extracted texture. Let us denote the HR texture map extracted from the i^^ 
exemplar image by Tf.  The extracted texture maps are used to build an A-level
^Recall from Chapter 3 that this method performs super-resolution using the reconstruction  con­
straint and a recognition-based prior. The name recogstruction  signifies the two main sources of infor­
mation used by this framework.
^We refer to pixels of the texture map as texels in order to distinguish them from image domain 
pixels.
^The MFF algorithm is used for fitting the 3DMM on HR sample images.
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Gaussian pyramid [23] of textures, , Gn {T^)i where the level of
the pyramid is defined as:
=  _ ,% .)] o tL ïw le  («'=)
where 2 4- denotes the down-sampling of an image by a factor of 2 in each dimension, 
p is a low-pass filter" ,^ and G is the convolution operation.
Using this Gaussian pyramid, the Laplacian pyramid [24] of texture maps, Co{Tf), 
Ci(Tf), . . .  , is formed, in which level I of the pyramid is defined as:
r ,(T ‘) -  /  G l( t ')  -  EXPAMD(ft+i(î5»)) if I ^  N
where EXPAND (J) enlarges image I  by a factor of 2, using pixel replication:
EXPAND(7)(rn,n) =  / ( L j J ,L |j )  (6.11)
Furthermore, we form pyramids of the horizontal, . . . ,
and vertical, Vo{Tf), Vi(Tf),  . . . ,  VN{Tf), first derivatives as well as the horizon­
tal, n l{ T f) ,  . . . ,  U h iT f) ,  and vertical, Vg(‘T/), V j(T/), . . . ,  V%{Tf) second
derivatives of the Gaussian pyramid.
Collectively, the above feature pyramids are used to build the parent structure vector 
[32] for each of the sample texture maps. The level parent structure vector, P S ^  at 
pixel (m, n) of an image I  is defined as the 5 x (iV +  1 — /) dimensional vector:
PS,(7)(m,n) =  [
LeJ)’ ^hi(-^ )(L2^J’ •••’ L^ J)i
M(-f)(LpJ’LeJ)’ L2^ J)’ • • • ’
(6.12)
The parent structure, as defined above, provides a local, multi-scale description of the 
facial texture at each texel of the sample set.
Let L  be the input LR face image which is ic =  2^  times smaller than the HR images 
used for the sample set, and t be the LR texture map extracted from L. The amount 
of information available in t is equivalent to the level of the sample set Gaussian 
pyramid. Hence, given each texel of the input LR texture map, we form its P^ level 
parent structure and compare it with the P^ level parent structure of all texels from the
‘We used an averaging filter.
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sample set in the same location, i.e. we compare PS^(t)(m,n) with P S j(‘2^^)(m,n) for 
all i. The best matching sample texel, CZ^ *(m, n), is the sample with the most similar 
parent structure. Note that we have used i* to denote the index of the sample texture 
map in which this most similar texel to t(m, n) was found. In reality this index differs 
for each input texel, so a more appropriate notation would be i*{m,n). However, we 
use i* for brevity.
The prior is then defined such that the high-frequency information inside the w x w 
patch of the sought HR texture map that corresponds to texel t(m ,n), is similar to 
the high-frequency information in the w x w patch of Qq{ŒIî ), in the same location. 
High-frequency information, in this context, is represented by the first order horizontal 
and vertical derivatives. In other words, we take the corresponding level zero gradients 
of each best matching texel, 'Hoi%î){p,q) and Vo(Ffi){p,q) (for all (p,q) e  bin{m,n)), 
as a prediction for the gradients of the sought HR texture map, in the same locations.
The gradient prediction algorithm that finds the predicted level zero horizontal, 'Ho(T), 
and vertical, Vo(T), gradient maps can be summarised as follows:
For each texel (p, ç), do:
1. Find m  = and n =
2. Find i* = argmin ||PSj(t)(m , n),PSj(CZ^^)(m,n)||
i
3. Copy no{Ff){p,q) to % (T )(p , g); and Vo{Ff){p,q) to Vo(T)(p,ç).
Following [10], we use a weighted L2-Norm in the second step where the gradient 
components are given half as much weight as the Laplacian components and the weights 
are halved for each increase in the pyramid level.
Having formed the predicted gradient maps, the prior term is defined such that the 
gradients of the sought HR texture map are similar to these predicted values:
-ln [p ('T )]=  ^  ^ [% ( 'T ) (p ,g )  -?7o(T)(p,g)]^-h
P,Q
^  X^[Vo(T)(p,ç) -  Vo(T)(p , ç)]2 (6.13)
p,q
where we have assumed that the gradient prediction procedure has an error with an i.i.d 
Gaussian distribution with covariances and cry for horizontal and vertical gradients, 
respectively.
The final cost function to be optimised is the sum of the likelihood (Equation 6.8) and 
the prior (Equation 6.13) terms. Texture super-resolution is performed by optimising 
this cost function using the gradient descent algorithm.
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6 .2 .2  R esu lts
Figure 6.2 illustrates results of applying the texture super-resolution algorithm to low- 
resolution texture maps extracted from LR images. The magnification ratio in these 
images is 8. Note that in order to fit the images within the page, the texture maps were 
scaled to 40% of the original size. As a result, the improved resolution is not clearly 
visible. Therefore, we have also included a region of the texture maps (marked by a 
rectangle) at the original scale for better visual comparison in Figure 6.3.
It is clear from Figures 6.2 and 6.3 that the resolution of the LR texture map was en­
hanced by applying texture super-resolution. The high-frequency information injected 
into the texture maps seems visually acceptable and appropriate. The super-resolved 
(SR) face texture can be considered as a good estimated of the original HR texture.
Having estimated the high-resolution facial texture through the proposed 3-step frame­
work, one can use the SR texture map together with the shape information estimated 
in step 1, a*, in order to render the face under arbitrary imaging conditions. Figure
6.4 illustrates this for 5 different poses of the same subject. In each row, column (a) 
shows the original HR image. A low-resolution image was obtained by down-sampling 
this image with a factor of 8.
Column (b) shows this LR image, enlarged by bilinear interpolation. Notice the amount 
of detail lost in the LR image. We super-resolve the facial texture by applying our 
proposed 3D-assisted framework to the LR input. The super-resolved texture was then 
used together with the estimated face shape in order to render the face with SR texture 
in the original pose. Column (c) shows the result. Comparing the images in column (c) 
with columns (a) and (b) shows that a considerable amount of the high-frequency detail 
which was lost in (b) is recovered and injected back into the texture by our approach. 
Finally, the super-resolved texture and the estimated facial shape were used to render 
the face in a normalised frontal pose, as illustrated in column (d). Note that all images 
in this figure were down-scaled to 50% of their original size in order to fit within the 
boundaries of the page. A full-scale version of these images is included in the Appendix 
for better visual comparison.
The results presented in this section show that the proposed framework is able to 
generalise the prior information learnt from a limited set of exemplar face images in 
order to super-resolve facial images of arbitrary imaging conditions. Note that the 
presented results were all generated using only a set of frontal images as the sample 
set. However, our proposed framework successfully uses the prior information learnt 
from these samples in a normalised texture domain in order to super-resolve facial 
images of non-frontal poses.
6 .2 .3  Further Im provem en ts
The results presented in the previous section show that the proposed framework is 
capable of recovering relevant high-resolution information in the facial texture and 
successfully super-resolving face images under previously unseen imaging conditions. 
In this section we discuss some limitations of the proposed framework and present 
suggestions for potential further improvements.
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Figure 6.2: Results of the proposed 3D-Assisted Facial Texture Super-Resolution for two samples. 
Each column illustrates from top to bottom: Original input image; LR texture map; and the super­
resolved texture map .
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m
Figure 6.3: Low-resolution vs. super-resolved texture at original size. Top row: Original LR tex- 
turemap with the region of interest marked, (scale=35%). Middle row: Region of interest in the low- 
resolution texture map (scale=100%). Bottom  row: Region of interest in the super-resolved texture 
map (scale=100%).
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(d)
Figure 6 .4 : Texture super-resolution in various poses and rendering under normalised imaging
conditions. Each column shows (a): Original HR image; (b): (Bilinear interpolation of) the LR input; 
(c): Face rendered with SR texture in the original pose, (overlaid on the HR image); and (d): Face 
rendered with SR texture, in normalised frontal pose.
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M odel F itting and Texture Extraction
The proposed 3-step framework effectively means that the face image registration in 
conventional face super-resolution will be replaced by model fitting and texture extrac­
tion. Thus the accuracy of the these steps is of crucial importance. Although the LRF 
approach offers improved fitting performance for LR inputs, there are still areas for 
improvement.
A noticeable artefact can be spotted in the texture map shown in the right column 
of Figure 6.2, where a blue region is inserted in the texture map. This is due to 
misalignment of the 3DMM with the input LR image during the model fitting stage. 
Here, the fitted model is slightly larger than the input face. As a result, a part of the 
background is mapped to the LR texture map by mistake. Figure 6.5 shows a more 
extreme case of such an error.
(a) (b)
Figure 6 .5 : Artefact caused by model misalignment, (a) Shows the ahgnment of the SDMM’s bound­
ary (white line) with the boundary of the face after fitting. Notice the misalignment where the model’s 
boundary is slightly outside the face, (b) Shows the low-resollution texture map extracted from (a). 
Parts of the background are included in the texture map due to a small misalignment of the model and 
face boundaries.
A possible solution would be to assign a measure of confidence to each part of the fitted 
model which describes the quality of the fit in the given local region. For instance, the 
pixel colour error can provide an indication of the fitting quality at the pixel level. In 
the regions of the face where the pixel colour error is low, one could assume, with high 
confidence, that the model fitting is accurate. On the other hand the regions with high 
pixel colour error are regions of likely misalignment between the model and the input 
image. Such a measure of confidence can then be used to limit texture extraction to 
areas where the fitting confidence is high. The 3DMM’s estimated texture can be used, 
instead of the extracted texture, in regions with a high chance of model misalignment.
Furthermore, one could take advantage of the prior knowledge that a human face is 
fairly symmetric, in a number of ways. Firstly, it could be used to improve the model 
fitting stage. We discuss the advantages of using facial symmetry in model fitting in 
more detail in the next Chapter. Another potential use of facial symmetry could be 
envisaged in the texture extraction process. For instance it could be used to detect 
artefacts such as the one in Figure 6 .5  where the extracted texture on one side of the 
face is highly inconsistent with the texture extracted on the symmetric point of the 
face. Furthermore, when one side of the face is occluded, facial symmetry could be
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used to extract texture from the symmetric points of the face instead of using the 
model’s estimated texture.
Illum ination N orm alisation
We mentioned in the previous section that information about scene illumination, as es­
timated by the model fitting process, can be utilised in order to de-illuminate the facial 
texture and extract the face albedo. In the present work, we have used a simple ap­
proach for de-illumination which involves inverting the Phong illumination model given 
the parameters estimated through model fitting. This simple approach relies heavily 
on the accuracy of the illumination model used and the parameters estimates provided 
by the fitting procedure. If the Phong model does not model the scene illumination 
sufficiently, or if the estimated parameters of the Phong illumination are not accurate 
enough, the simple de-illumination approach used here can cause artefacts in the de- 
illuminated texture. An example of this artefact is shown in Figure 6.6. In this case, 
there is an inconsistency between the illumination model used and the actual scene 
illumination conditions. In particular, the face is only lit by ambient light whereas the 
illumination model assumes both ambient and directional lights, thereby allowing extra 
degrees of freedom. This in turn results in inaccurate estimates for the illumination pa­
rameters. In particular, the contribution of the ambient light to the illuminated texture 
was under-estimated and the contribution of the directional light was over-estimated. 
As a result, the de-illuminated albedo is under-estimated in regions that the model as­
sumes are lit by both light sources and is over-estimated in the regions that the model 
believes to be shadowed. Recall that, according to the illumination model, the areas 
in shadow are only illuminated by the ambient light. Thus, if the ambient light is 
under-estimated by the fitting process, de-illumination would result in an albedo value 
which is brighter than it should be. Also, if the directional light is over-estimated, the 
regions of the image which were lit by the directional light will have an unrealistically 
dark albedo after de-illumination.
(a) (b)
Figure 6.6: Artefact caused by error in the illuminations estimate, (a) Shows the input image, 
(b) Shows the extracted texture map. The region under the nose was identified by the model fitting 
algorithm to be obscured from the directional light (cast shadow). Facial albedo is over-estimated in 
this area.
In addition to improving the estimate of the scene illumination, one could also con­
sider using the available information to improve the de-illuminated texture estimation 
process. Again, facial symmetry is an important option to consider. For instance, one
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could consider de-illuminating symmetric points simultaneously. This could potentially 
improve the de-illumination performance in areas where part of the face is in shadow 
while the symmetric part is lit by directional light, or when the texture on a particular 
point is lost due to specular highlights while the symmetric point is not affected by 
specular highlights.
Texture Map Correction
As mentioned previously, information about the accuracy of the fitted model, reflected 
by the pixel colour error, as well as symmetry of the face, can be used during the model 
fitting and texture extraction stage in order to improve the texture extraction. Alter­
natively, such information can be used in the texture domain to correct the artefacts 
after texture extraction.
We use the above-mentioned criteria to detect some of the texture map artefacts and 
correct them by replacing the extracted texture in the affected areas by the model’s 
estimated texture value. We define a texel error map by measuring the absolute error 
between the values of the extracted texture and the model’s estimated texture over all 
texels. This error map is then used to produce a confidence mask by comparing the 
error with a pre-defined threshold in each of the three colour channels. On this mask, 
areas with a high confidence (low texel error in all colour channels) are masked out 
while texels with low confidence (high texel error in any of the colour channels) are 
marked as potential artefacts; thus, subject to further processing.
We then define a symmetry error map by measuring the absolute difference between 
the extracted texture in symmetric texels. Again, all texels for which the error is higher 
than a given threshold are marked as potentially affected by artefacts.
By taking the overlap of these two masks and applying a series of morphological im­
age processing operations^ to eliminate isolated small regions, we create a final mask 
which is then used for replacing the texture values. For all texels marked on this final 
mask, the extracted texture is replaced by the model’s estimated texture value. Fig­
ure 6.7 illustrates the masks and the corrected texture map for the artefact previously 
illustrated in Figure 6.5.
We used a threshold of 50 grey levels for both error types. However, as a result of the 
morphological image processing step, the final result shows a fair degree of robustness 
to the threshold value. We found that for a large range of threshold values the same 
simple procedure removes most of the misalignment artefact. Figure 6.7 shows the 
results of this procedure for a different sample using a number of different thresholds. 
A threshold too low can unnecessarily remove too much of the extracted texture and a 
threshold too high can leave parts of the artefact untouched. However, a large variation 
is tolerated before these effects become significant.
^More specifically, we used a chain of operations consisting of image opening, closing, opening, and 
dila tion  operations, in that order.
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Figure 6.7: Texture map correction for removing the artefact caused by model misalignment, (a) 
Initial LR texture map. (b) Confidence mask: shows texels for which the fitting confidence is low due 
to high pixel colour error, (c) Symmetry mismatch mask: shows the texels for which the absolute 
difference between the extracted texture for symmetric texels is high, (d) Combined mask: shows the 
overlap of the two masks, (e) The combined mask after morphological image processing, (f) Final LR 
texture map after removal of the artefact.
# #
LR texture b) Threshold =  30 cl Threshold =  40
d) Threshold =  50 Threshold =  70 Threshold =  90
Figure 6.8: Texture map correction using different thresholds. Notice that the procedure used for 
removing the artefact caused by model misalignment has also removed specular reflections from the 
glasses and even (at low thresholds) parts of the glasses itself.
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6.3 3D -A ssisted  Face R ecognition  in Low R esolution
We mentioned in Section 2.6 that two possible approaches can be envisaged when using 
a 3DMM for face recognition. One approach is to use the model’s estimated parameters 
directly. We used this approach in Chapter 5. An alternative approach, which we refer 
to as 3D-assisted face recognition, involves using the 3DMM in order to normalise the 
effects of extrinsic factors such as pose, illumination, and resolution in a 2D probe 
image. Recognition can then be performed using a conventional 2D face recognition 
engine, with the resulting normalised probe image as input.
The original facial texture, where available, can be used in the 3D-assisted approach by 
mapping the facial texture from the original image to the normalised image. However, 
in the case of an LR probe image, the facial texture would normally be interpolated in 
order to render the probe face in normalised size. This produces an image with blurred 
texture which is unsuitable for recognition. To address this problem, the 3D-assisted 
texture super-resolution framework, proposed in the previous section, can be used in 
order to enhance the facial texture prior to rendering the normalised probe image.
In order to demonstrate the feasibility of such an approach, we present a face verification 
experiment using the XM2VTS dataset. Similar to the experiment presented in Section 
5.4, the first configuration of the Lausanne protocol is used in this experiment.
We begin by fitting the 3DMM, using the MFF algorithm, to the HR training and eval­
uation images and rendering the faces using a pre-defined set of rendering parameters 
corresponding to normalised imaging conditions. The resulting normalised images are 
used for training and setting the operating threshold of a 2D face verification system. 
We then generate the LR probe images by down-sampling the test set by a factor of 
8, and applying our 3D-assisted facial texture super-resolution framework to render 
the LR images using the super-resolved texture and the same rendering parameters 
which were used to render the training and evaluation samples. We used the HR client 
training images to build the texture sample set used in the texture super-resolution 
step.
The resulting super-resolved probe samples are then classified by the face verification 
engine into clients and imposters, similar to the experiment presented in Section 5.4. 
For comparison, we also present results in the case where the original LR texture is 
used for rendering the normalised probe images, i.e. without texture super-resolution.
Any conventional 2D face recognition engine can be used within this framework. We use 
a recognition system similar to the one proposed by Shan et al. [95]. An ensemble of 
classifiers is built by dividing the image into 36 rectangular regions. Spatial histograms 
of uniform Local Binary Patterns (LBP) [3] are used in each region as feature vectors 
which are then projected into LDA space. A sum rule is then used to combine the 
similarity scores (normalized correlation) corresponding to each of the 36 regions.
We process each colour channel separately in the RGB colour space. The final similarity 
scores for comparing two colour images is obtained by fusing the scores of all three colour 
channels using the sum rule. Similar to the experiment in Section 5.4, an access score 
is generated for each claim by fusing access scores corresponding to comparison of the 
probe image with each of the 3 gallery samples of the claimed identity. Here, we use
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the min rule in the evaluation stage while using the max rule in the test stage. Finally, 
Nearest Neighbor(NN) is employed for classification.
Table 6.1 compares the Half-Total Error Rates (HTER) for the two experiments where 
LR or SR texture maps were used. It is apparent that the proposed framework improves 
the verification performance significantly by enhancing the facial texture in the probe 
images.
Table 6.1: Half-Total Error Rates over the LR test set.
Front Lett Right Up Down Average
LR texture 16.16% 22.19% 22.37% 26.50% 18.45% 21.13%
SR texture 8.49% 12.36% 11.97% 12.36% 10.62% 11.16%
Comparing the results in Table 6.1 with those presented in Table 5.7 for the experiment 
which used the model parameters for recognition would initially suggest that the model 
parameters yield better performance. However, this is not a generalisable conclusion. 
One obvious reason is that the framework used for the present experiment can use any 
conventional 2D face recognition system. Thus, the final recognition performance relies 
heavily on the specific recognition engine used. A more powerful 2D recognition method 
might be able to achieve better results using the same super-resolved images. Further 
investigation into an optimal 2D face recognition engine is outside the scope of this 
work. Nevertheless, the fact that the verification performance is significantly improved 
using the proposed 3D-assisted facial texture super-resolution method confirms that the 
additional HR information injected into the LR probe image is beneficial for recognition.
In addition to using a more powerful recognition engine, the performance reported in 
Table 6.1 can potentially be improved in a number of other ways. We presented some 
suggestions for improving the performance of the texture super-resolution algorithm 
in Section 6.2.3. The texture map correction procedure of Section 6.2.3 was not used 
in this experiment. Using this procedure to enhance the super-resolution performance 
could in turn improve the verification performance.
Moreover, as mentioned earlier, we have used the RGB colour space for this experiment 
and fused similarity scores over the three channels. However, this may not be an optimal 
approach as suggested by previous studies which have investigated the use of various 
different colour spaces (for example, see [91]).
Another way to potentially improve the performance of the proposed 3D-assisted frame­
work is to differentiate between estimated and extracted texture. Recall that we extract 
texture from the image where available, but in the occluded areas where the original 
texture is not available, we use texture values estimated by the model. Any small 
mismatch between the estimated and extracted texture values can produce artificial 
edges in the texture. Such edges may be falsely interpreted as facial features by the 
recognition engine. However, since we know the areas for which texture was extracted, 
it is straightforward to detect such edges and discard the false features in such areas. 
For instance, in the face recognition system described here, one could avoid including 
LBP features along these false edges in the spatial histograms.
Furthermore, considering that the texture estimated by the model is generally smoother, 
and potentially less accurate, than the original facial texture, one could chose to limit
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the comparison to areas of the face for which original texture is available, and com­
pletely exclude all regions with estimated texture from the comparison. Alternatively, 
one could weight the contribution of different regions of the face to the final similarity 
score differently, based on whether they are composed of “extracted” or “estimated” 
texture. For instance, in the system used here, we sum the similarity scores in 36 rect­
angular regions to obtain an overall similarity score. Instead, one could use a weighted 
sum rule where the weight of each region is proportional to the ratio of pixels with 
“extracted” texture to the total number of pixel within the given region.
6.4 D iscussion
We presented a framework for facial texture super resolution independently of the facial 
shape, subject pose, and scene illumination. Equation 6.1 gives the foundation for our 
framework. However, finding the optimal HR texture from the aforementioned equation 
is not a trivial task. Consequently, we made a number of simplifying to arrive at the 
3-step framework given in Section 6.2.
Although in our experimental evaluation in the previous sections we have used a specific 
3DMM (the CVSSP-3DMM) and a specific fitting algorithm (MFF for HR samples 
and LRF for the LR inputs), the basic framework is independent of these individual 
components. In [78], we showed that the same framework can yield impressive results 
even using a less descriptive model and a much simpler fitting method. The model 
used in [78] was an earlier version of the CVSSP-3DMM, which was build using only 
69 training faces and only includes grey scale texture. Also, the SNO algorithm was 
used for fitting this model to the LR input images. Figure 6.9 shows some of the results 
and compares our method with Baker and Kanade’s recogstruction method [10] applied 
directly in the image domain. Both methods use the same set of images for their sample 
set.
Figure 6.9 shows that, even when using a less discriminative 3DMM and a simpler fitting 
algorithm, our 3-step framework can still yield results which are visually comparable 
to the results of applying the recogstruction framework directly in the image domain, 
with the added benefit that our framework enables super-resolution of previously unseen 
poses and illuminations which is not possible with the recogstruction algorithm.
In deriving the 3-step framework, we replaced the distribution p(CT|/x*,p*, L) with 
p(T |t) (Equation 6.5). We then made an implicit assumption that the same observation 
model used in the image domain can also be used in our normalised texture domain and 
proceeded to super-resolve the texture map in a MAP estimation framework using this 
observation model to formulate the likelihood term. In doing so, we have effectively 
neglected the difference between the texture maps and regular 2D images.
However, a closer look at the procedure through which we generate our normalised tex­
ture maps (Section 2.5), reveals that the aforementioned assumption is not necessarily 
correct. That is, the observation model used in the image domain, which describes 
an LR image in terms of low-pass filtering and down-sampling an HR image does not 
describe the formation process of an LR texture map. An LR texture map is the result
6.4. Discussion 133
Figure 6.9: Super-resolution of frontal faces. Top row: (Bilinear interpolation of ) the 
LR images; second row: Baker and Kanade’s recogstruction method; third row: Our 
method; fourth row: Original HR images.
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of texture extraction from an LR image which in turn is the result of low-pass filtering 
and down-sampling an HR image. An HR texture map, on the other hand, is the result 
of texture extraction from an HR image. Figure 6.10 illustrates this difference. This 
suggests that a simple observation model such as the one in Equation 6.7 is an unre­
alistic model for describing a low-resolution texture map in terms of a high-resolution 
one. At the least, the low-pass filter kernel needs to be operating on an irregular grid 
and potentially have a spatially varying response which in turn depends on the facial 
shape and the subject’s pose.
In [77], we presented an alternative approach which avoids making the above-mentioned 
“unrealistic” assumption. More specifically, instead of replacing the distribution of 
p{‘T\fT, p*, L) with p('Tjt), we formulate the problem as:
T* = argmax {p(T|p*,p*,L)}
T
=  argmax {p(L|'T, p*, p*)p(T)}
T
=  argmin {—ln p (L |T ,p * ,p * )—Inp(T)}
T
(6.14)
In this alternative approach, instead of using the optimal model and rendering pa­
rameters, p* and p*, to generate an intermediate LR texture map, f, we use them 
to formulate a generative model which describes the formation of an LR image, given 
the sought HR texture map, schematically illustrated by path (e) in Figure 6.10. This 
generative model is then used to define an image-based likelihood term in the above 
MAP estimation framework for texture super-resolution.
( H R te x tu r e  m a p )
(d)
[b]
(HR im a g e )
■
(LR t e x t u r e  m a p ) (LR Im a g e )
Figure 6.10: Relationships between the image and texture domains. Red arrows show texture
extraction paths while black arrows show image formation paths. Vahd paths are shown by solid 
hnes. In particular: (a) and (b) show texture extraction from HR and LR images, respectively, (c) 
Shows an image-domain observation model (e.g. Equation 3.3, used in image super-resolution), (d) 
Shows the “unrealistic” texture-domain observation model used in our 3-step framework, (e) Is the 
texture-to-image generative model used in our IBL approach.
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We refer to this alternative approach as the image-based likelihood (IBL) approach. 
In the following, we briefly describe this approach and compare it with the 3-step 
framework proposed in Section 6 .2 .
The sought HR texture map represents shape- and pose-normalised texture of the face. 
Hence, in order to generate an image from such a texture map, the image formation 
process includes projecting all visible texels to the image plane according to the shape 
and pose information, and integrating the texture values within each pixel of the image 
plane to obtain the final pixel value. In order to project any point from the texture 
map to the image plane, the equivalent point on the 3D surface is found and projected 
to the image through a pinhole camera model.
In order to project a texel to the image plane, we project its 4 corners and obtain a 
quadrangle on this plane. We define each pixel (x, y) of the image as affected by texel 
(p, ç)” if the area of the overlap between pixel (x,y) and texel (p, g), when projected 
to the image plane, is non-zero. Each pixel value is then defined in our generative 
model as the weighted sum of the texel values which affect it. The weights define the 
contribution of each texel to the pixel value:
where (p, q) indexes the texels of the texture map T, {x, y) indexes the pixels of the 
image L, W  is the weight that determines the contribution of texel T(p, q) to the value 
of pixel L{x, y), and rjp is an additive pixel noise term. The weight W (x, p;p, q\ cx*,'p*) 
is defined as the fraction of the area of the projected texel that lies within pixel {x, y) 
on the image plane.
Note that projecting any point of the texture map to the image plane requires infor­
mation about the 3D shape of the model in order to find the equivalent point on the 
3D face surface as well as pose and rendering parameters in order to project the point 
from the 3D surface to the image plane. Hence, W  in Equation 6.15 is a function of 
OL* and p*.
Using the generative model in (6.15) and assuming that the pixel noise pp has an 
i.i.d Gaussian distribution w 
likelihood can be defined as:
ith covariance , the (negative log of the) image-based
- l n p ( L | M * , p * , ' r )  =  4-E
Vp x,y
(6.16)
Finally, texture super-resolution is performed in a MAP estimation framework with the 
likelihood given by Equation 6.16 and the prior term given by Equation 6.13.
The IBL approach avoids making the aforementioned “unrealistic” assumption and 
improves the performance of our 3D-assisted facial texture super-resolution framework.
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.
Figure 6.11 ; Visual comparison of the super-reolution results using the 3-step framework of Section 
6.2 with the IBL approach proposed in this Section. Top row: the 3-step approach, Bottom  row: The 
IBL approach. The (bilinear interpolation of the) original LR images along with the results of Baker 
and Kanade’s rcogstruction method in the image domain are presented in Figure 6.9
However, this improvement is not large enough to undermine the use of our previous 
3-step approach.
Figure 6.11 shows some examples of texture super-resolution using the two approaches. 
Note that these results were obtained using an earlier version of the CVSSP-3DMM 
which only included 69 training samples, and that the SNO algorithm was used for 
fitting this model to the images. Furthermore, grey-scale images were used in these 
experiments.
The results shown in Figure 6.11 show that both methods produce visually similar 
results, and the perceived resolution enhancement is similar using both methods.
Additionally, we compare the ability of the two proposed methods in providing discrimi­
native high-resolution information useful for recognition by performing a low-resolution 
face recognition experiment. Table 6.2 compares the rank-1 identification rates achieved 
with the two approaches. Here, the LR probe images are 8 times smaller than the HR 
gallery images in each dimension. We have used frontal images of 140 clients from the 
XM2VTS dataset in this identification experiment. All 8 frontal shots of the imposter 
images (95 subjects) were used as the sample set for texture super-resolution. The face 
recognition engine used in this experiment is similar to the one used in the previous 
experiment in Section 6.3. The only difference is that here we have divided the images 
into 100 regions instead of 36.
As shown in Table 6.2, the high identification rate in HR decreases considerably when 
LR probe images are used. This rate is improved significantly by both texture super­
resolution approaches proposed in this chapter. However, the performance of the image- 
based likelihood approach is only marginally superior to that of the 3-step approach.
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Table 6.2: Comparison of Rank-1 Identification rates for HR inputs, LR inputs enlarged by bilinear 
interpolation, LR inputs super-resolved using Baker and Kanade’s Face hallucination approach [8] in 
the image domain, LR inputs super-resolved by the 3-Step framework proposed in Section 6.2, and the 
alternative Image-Based Likelihood (IBL) approach presented in Section 6.4
Method Identification Rate
HR 99.28%
LR -f Bilinear Interpolation 78.57%
LR + Baker-Kanade 96.43%
LR -|- Texture Super-Resolution (3-Step) 93.57%
LR -f Texture Super-Resolution (IBL) 95%
This suggests that although the 3-step approach was derived by making an “unrealistic” 
assumption about the texture generation process, this assumption is in practice useful 
and does not have a significant negative effect on the performance.
Table 6.2 also shows the recognition results for frontal faces when super-resolution is 
performed in the image domain using Baker and Kanade’s face hallucination approach. 
Note that this approach yields slightly better results than both of our proposed ap­
proaches. However, our proposed approaches have the ability to super-resolve facial 
images with arbitrary pose whereas the image-domain approach can only super-resolve 
frontal faces. Nevertheless, the increased performance obtained with our approaches 
shows that the high-frequency information added to the image using our approaches 
is beneficial for recognition and is comparable to the image-based face hallucination 
approach.
6.5 C onclusions
This chapter presented a framework for unconstrained single frame facial texture super­
resolution using 3D information. We derived a 3-step framework which includes fitting 
a 3DMM to the LR image at hand, followed by mapping facial texture from the LR 
input image to a normalised domain in which the effects of facial shape as well as 
extrinsic factors such as pose and illumination are normalised. This texture is then 
super-resolved using an example-based super-resolution method. We also provided 
suggestions for improving the basic framework.
The proposed pipeline offers a generic framework which is independent of the individual 
components, thus providing a powerful practical tool for processing LR facial images.
It was demonstrated through exemplar results that the framework is able to inject 
visually acceptable high-resolution detail into the given LR texture. We also provided 
an example face recognition experiment in order to show how the proposed framework 
can be used for recognising faces in low-resolution. The results of this experiment 
confirmed that the added high-resolution detail is not only visually acceptable, but is 
also beneficial for recognition.
Finally, we discussed that the proposed 3-step framework makes an unrealistic assump­
tion about the texture generation process and presented an alternative approach (IBL)
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which avoids such an assumption. Evaluation of this alternative approach revealed 
that the performance of the basic 3-step framework is only slightly compromised due 
to the aforementioned unrealistic assumption and that the negative effects are negligi­
ble. Both approaches yield similar results both visually and in terms of the amount of 
discriminative information they provide for face recognition. However, from a practical 
point of view, the 3-step framework has the advantage of being completely modularised 
in the sense that it is able to make use of stand-alone fitting and super-resolution mod­
ules while the IBL approach uses a tailored observation model in the super-resolution 
step which in turn depends on the model fitting results.
Chapter 7
Conclusions and Future Work
This work investigated the use of 3D information for unconstrained face recognition 
using 2D low-resolution (LR) images. More specifically, we consider a face recogni­
tion scenario where subjects are enrolled using 2D high-resolution (HR) images, but 
the images presented to the system for recognition are low-resolution. Unconstrained 
recognition, in this context, refers to a non-cooperative scenario where the probe images 
are not assumed to be taken under constrained conditions. That is, the probe image 
may have a different pose to the gallery images and may be taken under illumination 
conditions which differ from that of the gallery images. The only constraint assumed 
in this work is for the probe face to have a neutral facial expression.
We investigated different approaches to the problem of LR face recognition in Chapter 
3 and categorised these approaches into four main groups. We argued that most of 
the current approaches are unable to handle variations in the unconstrained probe 
case without making rather impractical assumptions, for example about availability of 
sufficient training data in different poses and illuminations.
We used a 3D Morphable Face Model (3DMM) for modelling and extracting 3D infor­
mation from a 2D image. Inspired by the super-resolution literature, a novel method 
was proposed for fitting a 3DMM to LR images. Our approach uses an LR imaging 
model to describe the formation of an LR image given the parameters of a 3DMM and 
a set of rendering parameters. We showed that our proposed Low Resolution Fitting 
(LRF) algorithm is able to extract high-resolution 3D information from low-resolution 
2D images more reliably than the conventional fitting algorithms.
The 3D information extracted from an LR image was used in Chapter 5 for face recog­
nition where the 3DMM’s parameters were used directly. We used two alternative 
methods for this purpose. The first method was the approach proposed by Blanz et al.
[20]. In this approach, the shape and texture parameters of a face are rescaled by their 
respective standard deviations and stacked together in an identity vector. Compari­
son of two faces is then performed by finding the similarity between their respective 
identity vectors. Normalised Correlation (NC) was used as the measure of similarity. 
The second method was a novel LDA-based approach, proposed in Section 5.4. In this 
approach a separate LDA transform is trained for each of the global and local shape 
and texture parameter vectors corresponding to a face. Comparison of two faces is
139
140 Chapter 7. Conclusions and Future Work
then performed by projecting all parameter vectors corresponding to each face to their 
respective LDA spaces and measuring similarity (NC) of the projected samples. The 
final similarity measure for two given faces is a weighted sum of the individual scores 
corresponding to each of the parameter vector pairs.
We presented face identification experiments in low-resolution using the PIE dataset 
(Section 5.3) with a range of variations in pose and/or illumination of the probe images. 
It was shown that the 3D information extracted using our proposed LRF approach 
can yield impressive face identification performance across a wide range of resolutions, 
poses, and illumination conditions and that in all LR cases our proposed LRF fitting 
outperforms the conventional MFF algorithm.
We also presented a face verification experiment using the XM2VTS dataset (Section 
5.4) and our proposed LDA-based face recognition method. Again, it was shown that 
our method can yield a high verification performance in low-resolution images over 
different poses.
Finally, we presented a framework for using 3D information for unconstrained facial 
texture super-resolution in Chapter 6 . It was shown that, using our framework, facial 
texture of various poses can be super-resolved using a sample set consisting of frontal 
faces only. Also, the framework can potentially be used for normalising the effects of 
varying illumination conditions, although our attempts for illumination normalisation 
were not always successful due to the simple illumination model used in the model 
fitting stage; hence, accurately estimating and normalising the illumination remains an 
open problem.
7.1 Future work
The 3DMM has proved to be a powerful tool for facial analysis and modelling. Due 
to its ability to separate extrinsic and intrinsic sources of variation in a single 2D 
image, it can be regarded as a potential solution for the long standing problem of truly 
unconstrained face recognition. The author of this thesis believes that the extension 
of 3DMM usage to the LR case, presented in this work, is a step in this direction. 
However, this is not a solved problem yet and there are many issues to be resolved.
7.1.1 Efficiency
Arguably, one of the biggest challenges in fitting a 3DMM to a 2D image is the efficiency 
of the fitting algorithm. Different approaches have been considered in the literature for 
improving the fitting efficiency. For instance, by extending the Inverse Compositional 
Image Alignment [11] algorithm, Romdhani et al. [89] proposed an efficient fitting 
algorithm for fitting a 3DMM. Although this algorithm improves the fitting efficiency, 
it is not able to handle directed light (See [88] for a more detailed discussion of the 
algorithm and its shortcomings).
The fitting efficiency can be improved by limiting the number of PC A coefficients fitted 
in each stage or evaluating the cost functions and their derivatives over a subset of the 
vertices. However, such approximations would sacrifice the accuracy of model fitting.
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Another strategy for speeding up the fitting could be to use a multi-resolution fitting 
strategy where a low-resolution model is first fitted to the input image, or a down-scaled 
version of it, and the results are used to initialise higher levels of resolution. Due to less 
computational cost, fitting a low-resolution model can be more efficient than a high- 
resolution model. Then, the result of fitting this model can be used to initialise the HR 
model near the optimum which in turn will mean that the algorithm will eventually 
converge with fewer iterations.
Finally, since the fitting algorithm includes numerous vector calculations which can be 
performed in parallel, implementing the algorithm on a GPU can potentially be much 
more efficient than using a conventional CPU.
7.1 .2  M ulti-F ram e M od el F ittin g
This work focused on inferring HR information from a single LR image. In general, 
if multiple LR observations are available, for example in a CCTV footage, fusing the 
information across the multiple LR observations can considerably improve the accuracy 
of the estimated HR information. An example of this is multi-frame super-resolution 
algorithms which use multiple LR images in order to reconstruct an HR image and 
generally have better performance than their single-frame counterparts. We believe 
that such improvements can also be gained by simultaneously fitting the 3DMM on 
multiple LR images.
The LRF algorithm proposed in Chapter 4 can be extended to fit the 3DMM simultane­
ously on multiple low-resolution images. In a simple case, one can ignore all correspon­
dences between the different inputs except the identity. This is effectively equivalent 
to assuming that the different input images are taken from the same individual inde­
pendently and in potentially different imaging conditions. In this case, all inputs share 
the same model parameters, /i = {a,/3}, while each input image has an independent 
set of corresponding rendering parameters, pj = Here, tj  and j j  reflect the
specific registration and illumination conditions of the input image, respectively. 
Then the single-frame LR observation model of Equation 4.21 (Section 4.3.3) can be 
expressed for the input image as:
=  E  (7.1)
 ^ kGfCj{m)
where is the model’s estimate for pixel m  of the input image and the
rest of the symbols are as defined in Equation 4.21 with the only difference being that 
here, they correspond to the input image. In particular, is the texture of the 
triangle of the model, after being illuminated and colour transformed using the 
illumination parameters 7 -^, and Wj{k, m) is the area of overlap between pixel m  of the 
input image and the k*^ triangle of the model after being projected to the image 
plane of I j  using the registration parameters T j .
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The fitting algorithm can then be extended in order to fit the model simultaneously to 
multiple images by summing each image-based cost function over all input images. For 
example, the pixel colour cost function can be written as:
Ninp Ninp
(7.2)
j=l 1=1 m
where Nmp is the total number of LR input images and is the pixel colour cost
function for the input image, equivalent to Equation 4.24 for the single-frame case. 
The Anchor cost and Edge costs can also be extended in a similar way by summing 
over the multiple inputs for the multi-frame case.
In the above, it was assumed that the multiple LR inputs are independent. However, 
it may be possible to assume some correspondence between the different input images 
and exploit such correspondences in the fitting algorithm. For instance if the different 
images are successive frames of a CCTV video sequence, one can safely assume that the 
subject’s pose and the scene’s illumination are unlikely to change significantly between 
two consecutive frames, in other words, it can be assumed that ~  P j-i- Accordingly, 
a cross-image cost function can be added to the set of cost functions to incorporate 
such knowledge in the fitting framework. For example, assuming the variations in the 
rendering parameters have an i.i.d Gaussian distribution, this cost function can be 
expressed as:
Ninp
3 = 2
Alternatively, if one can measure or predict the inter-frame variations, more intelligent 
cost functions could possibly be formulated.
A further extension could take into account that a person’s face does not always have 
the exact same shape and texture. Accordingly, one could consider a limited amount of 
variation in the facial shape and texture of the model for each input image to account 
for mild variations in facial characteristic due to e.g. moderate expressions or change 
of skin tone over time.
In addition to fusing the information available from multiple LR observations during 
the fitting process, this information could also be used to enhance the estimate of high- 
resolution facial texture obtained with the 3D-assisted facial texture super-resolution 
framework proposed in chapter 6. The only difference here would be to extend the 
super-resolution step to multi-frame super-resolution [10].
7 .1 .3  I llu m in ation  E stim a tio n
Illumination information is recovered in the current work by using the Phong reflectance 
model with only a single directional light besides the ambient light. The Phong model 
only provides a rough estimate of the reflectance properties of the human skin. Using a
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reflectance model which can model properties of the human skin more accurately and 
an illumination model which can model a wider range of environments could improve 
the illumination estimate. However, such extensions could considerably increase the 
computational cost of the fitting algorithm.
A different approach in attempting to improve illumination estimation is to use prior 
knowledge about human faces and expected lights. The light régularisation cost func­
tion included in our work (Section 2.4.2) is an example of attempting to improve illu­
mination estimation without incurring the extra computational costs associated with 
using more sophisticated illumination models.
Prior knowledge about symmetry in a human face can also be useful in improving the 
illumination estimate. The proportion of the albedo and shading in the intensity of 
a pixel is ambiguous during the fitting process. An incorrect proportion will affect 
the fitting quality, in particular for input images under strong point light illumination. 
The injection of any prior knowledge pertaining to the general human facial texture 
into the illumination estimation process is likely to decrease the inherent ambiguity. 
Although not perfectly symmetric, a human face exhibits a fair amount of symmetry. 
Such knowledge can be incorporated into the fitting process in the form of an extra 
constraint on the estimated facial albedo values:
Esym =  ^  ~  (7.4)
i=l
where tr,% and are the RGB albedos of the model vertex from the right side 
of the face and its symmetric vertex on the left side, respectively. We have applied 
this idea to the case of fitting the 3DMM on HR images using the MFF framework 
and presented some initial results in [50]. It is shown that this constraint can improve 
the illumination estimate. Figure 7.1 compares some sample fitting results with and 
without the facial symmetry constraint of Equation 7.4.
7 .1 .4  A u to m a tio n
Currently, the fitting is initialised by manually labelled landmarks. In order to achieve a 
fully automated approach, it is required that the landmarks are detected automatically. 
To this end, one option is to use feature detectors which are able to detect certain 
landmark points (e.g eyes, tip of the nose, etc.) on the face. However, only a few points 
can be accurately detected in a face, and landmarks detection in presence of pose and 
light variation can be a challenge. Moreover, detection of landmarks is particularly 
challenging when it comes to low-resolution images.
Another option is to use a 2D Active Appearance Model (AAM). An AAM can be 
initialised with only a few feature points (e.g. only eye centres), or even with only the 
bounding box of the face. It has been shown that using multilinear subspace analysis, 
a tensor-based AAM can be built to cope with a reasonable amount of variation in 
poses and illuminations. Moreover, methods of fitting AAMs to LR images have been 
proposed in the literature ([33] and [68]). It is not clear whether these methods provide
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Figure 7.1; Fitting results oh HR images using the MFF algorithm. The first column shows the 
original images from the PIE dataset with side illumination, the second and third columns show the 
fitting results without and with the facial symmetry cost, respectively.
sufficient accuracy for face recognition in low-resolution, but they can possibly provide 
sufficient accuracy for initialising the 3DMM fitting.
7.2 A  P lea  to  th e C om m unity
I intentionally started this thesis with a rather unusual example of identity fraud: a 
“legitimate” one! The intention is to signify the fact that despite all the merits of 
developing accurate and reliable biometric person identification systems for legitimate 
purposes, there is always the danger that technology in the wrong hands can lead to 
disasters.
The Romans of the story had no means of verifying the identity of the claimants. Had 
they been equipped with modern day technology, they would not have even felt the 
need to offer leniency to the defeated army of rebel slaves. Although this particular 
event never actually happened and is only a Hollywood dramatisation, it is not too 
difficult to think of real-life modern-day examples where reliable biometric systems can 
be misused if fallen into the wrong hands.
A quick glance at today’s international political atmosphere is enough to realise that 
it is littered with oppressing regimes who would love to crack down on their rivals, 
oppositions, human rights activists, and others, using advanced biometric technology 
to identify and track them.
Therefore, alongside advancing the science and technology, it is a moral responsibility 
for us, researchers in the biometrics research community, to ponder upon possible ways 
of preventing misuse of such advanced and powerful technology.
Let us not help the tyrants and oppressors of our times!
A ppendix A
R esult of 3D -A ssisted  Facial 
Texture Super-R esolution
The following figures, illustrate the images in Figure 6.4 at 100% scale for better visual 
comparison.
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(c) (d)
Figure A .l: Texture super-resolution in “frontal” pose and rendering under normalised imaging
conditions, (a): Original HR image; (b): (Bilinear interpolation of) the LR input; (c): Face rendered 
with SR texture in the original pose, (overlaid on the HR image); and (d): Face rendered with SR  
texture, in normalised frontal pose.
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(c) (d)
Figure A.2: Texture super-resolution in “left” pose and rendering under normalised imaging condi­
tions. (a): Original HR image; (b): (Bilinear interpolation of) the LR input; (c): Face rendered with  
SR texture in the original pose, (overlaid on the HR image); and (d): Face rendered with SR texture, 
in normalised frontal pose.
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Figure A 3: Texture super-resolution in “right” pose and rendering under normalised imaging
conditions, (a): Original HR image; (b): (Bilinear interpolation of) the LR input; (c): Face rendered 
with SR texture in the original pose, (overlaid on the HR image); and (d): Face rendered with SR 
texture, in normalised frontal pose.
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(d)
Figure A.4: Texture super-resolution in “up” pose and rendering under normalised imaging condi­
tions. (a): Original HR image; (b): (Bilinear interpolation of) the LR input; (c): Face rendered with 
SR texture in the original pose, (overlaid on the HR image); and (d): Face rendered with SR texture, 
in normalised frontal pose.
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(c) (d)
Figure A.5: Texture super-resolution in “down” pose and rendering under normalised imaging
conditions, (a): Original HR image; (b): (Bilinear interpolation of) the LR input; (c): Face rendered 
with SR texture in the original pose, (overlaid on the HR image); and (d): Face rendered with SR  
texture, in normalised frontal pose.
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