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COHOMOLOGY DEVELOPED MATRICES - CONSTRUCTING
WEIGHING MATRICES FROM THEIR AUTOMORPHISMS
ASSAF GOLDBERGER
Abstract. The aim of this work is to construct families of weighing matrices
via automorphisms and cohomology. We study some well known families such
as Payley’s conference and Hadamard matrices and Projective Space weighing
matrices, and put them in the context of a general theory. As a consequence, we
get the new family of Grassmannian weighing matrices. Our theory generalizes
the theory of Cocyclic matrices.
1. Introduction
Let w ≤ N be positive integers. A weighing matrix of size N and weight w is an
N×N -matrix A with entries from {0,−1, 1} such that AAT = wI. More generally,
let µn be the group of complex nth roots of unity. A generalized weighing matrix
of order N and weight w is a square N ×N matrix with entries from µ+n = {0}∪µn
such that WW ∗ = wIN (* stands for conjugate-transpose). We denote the collec-
tion of all these matrices by GW (N,w;n). We also say that W is a GW (N,w;n).
In the case of µn = µ2 = {±1}, we are reduced to weighing matrices. We denote
the collection of these by W (N,w) = GW (N,w; 2). When N = w, such matrices
are called Hadamard matrices. if n > 2 and N = w, such matrices are known in
the literature as Butson Hadamard matrices. The main question in this area is the
existence of a GW (N,w;n). For more information on weighing matrices, see for
example [12].
In search for weighing matrices, people have been looking for matrices with
specific structure, which make the search space considerably smaller. For exam-
ple, group-developed matrices (see [1, 4] for example). These are matrices indexed
by some finite group G of size N , such that Ag,g′ = f(gg
′−1) for some function
f : G → µ+n . The point is that AA
∗ is again of the same type, so that there are
only ⌈N/2⌉ orthogonality constraints, and it is conceivable that there will exist an
f which makes the matrix orthogonal. Even if A is not orthogonal, it may be used
along similar matrices as blocks inside an orthogonal design (e.g. [11]), with or
without augmenting some narrow margins [9]. An important special case abundant
in the literature are the circulant matrices.
The problem with group developed GW (N,w;n), is that the weight w must be
a perfect square, at least for n = 2 (see [7, Theorem 1]). An important modifi-
cation of group development which liberates us from this constraint, is the notion
of cocyclic development. This is done by modifying a group-developed matrix, by
the entries of a µn-valued 2-cocycle on the underlying group [8]. This construction
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has originated from multidimensional combinatorial designs. Then it was shown
that some Hadamard matrices can be constructed in this way [3] and later on this
was extended to weighing matrices [6]. For an comprehensive account of cocyclic
constructions and their origins, see [5].
Given a generalized weighing matrixA, there are few operations on A that change
the matrix, while keeping the resulting matrix orthogonal. We may permute the
rows, multiply a row by an element of µn (a sign), and similarly for columns. All
these operations and combinations thereof are called Hadamard operations, and
they form a group. The subgroup of all Hadamard operations that keep A un-
changed, is the Automorphism group of A (see section 2 for strict definitions).
There is a close connection between cocyclic matrices and automorphism groups.
The groupG is naturally an automorphism subgroup of any G group-developed ma-
trix, but also for a G-cocyclic matrix. But many times, the automorphism group
of such matrices is much larger.
In this work, we study the problem of lifting automorphism (sub)groups from
{0, 1}-matrices to µ+n -matrices. Namely, given a {0, 1} rectangular matrix Z, to-
gether with an automorphism subgroup G (which consists only of permutations),
we wish to study lifts to a µ+n -matrix A, satisfying |A| = Z (in the componentwise
sense), such that G lifts to an automorphism subgroup of A. Cocyclic developments
are solutions to the automorphism lifting problem (ALP in short), if we begin with
a G-developed matrix Z.
In this paper we solve the ALP under the mild restriction (to be removed in
future work) of irreducibility (see section 2). In this setting, it turns out that so-
lutions to the ALP are classified by cohomology classes in the cohomology groups
Hi(G,−), for i = 0, 1, 2, with respect to suitable modules. We call solutions to the
ALP by the name cohomology developed matrices or cohomology designs. We stress
the usage of ’cohomology classes’ rather that ’cocycles’ becuase even though differ-
ent cocycles account for different matrices, the cohomology classes classify them up
to diagonal equivalence.
Section 2 deals with the basic notions of automorphism groups. In section 3 we
develop the theory of H1-developed matrices, which solves the ALP in what we
call the split case. In section 4 we reconstruct some well-known examples, such
as Payley Conference matrices and finite-projective-space matrices, as solutions to
the ALP with respect to the affine group and the general projective linear group,
respectively. Then we proceed to construct the known family of Projective matrices,
and the new family of the Grassmanian matrices. We do all these examples in the
split case, which leaves some unsolved cases. In section 5 we develop the non split
(or H2) part of the theory, and show that cocyclic matrices are a special case.
We then give a slightly modified definition of cocyclic matrices, and show that the
complex vector space spanned by those that correspond to a specific cocycle form
an algebra. Finally we solve the remaining cases of projective and Grassmanian
matrices, which are H2-developed.
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2. Automorphism Groups
2.1. Notation. Throughout the paper we set τ = exp(2πi/n) the fundamental
n-th root of unity, µn = 〈τ〉 ⊂ C× is the group of complex nth roots of unity.
Also denote µ+n = {0} ∪ µn. For a complex number z we denote z
∗ for its complex
conjugate. For a complex matrix A, let A∗ denote its conjugate transpose. Let |A|
be the matrix obtained from A by taking componentwise absolute values. Let Ir be
the r× r identity matrix, and Jr = (1) be the r× r matrix with constant entries 1.
Sometimes we will write I and J when r is clear from the context. Let Fq denote
the finite field of q elements. For any positive integer N , let N¯ = {1, 2, . . . , N} and
let SN be the symmetric group of permutations of N¯ . Let ei denote the standard
row vector (of implicit order) whose i-coordinate is 1. Let jr = j denote the vector
of order r with constant entries 1.The Hadamard product of two matrices A,B of
the same size, is the matrix A ◦B such that for all i, j, (A ◦B)i,j = Ai,jBi,j .
In this work we will be also interested in the bigger class of µ+n -matrices, con-
sisting of all N ×N matrices with entries in µ+n . We denote the collection of these
by Gµn(N). More generally, let Gµ(M,N) denote the set of all µ
+
n - M × N rect-
angular matrices. Let Mon(N,µn) be the group of all monomial N × N matrices
with values in µn, and let SN denote the symmetric group over N symbols viewed
as a subgroup of Mon(N,µn). There is the split exact sequence
(2.1) 1→ µNn →Mon(N,µn)→ SN → 1,
where µNn embeds as the diagonal subgroup of Mon(N,µn), and a matrix M ∈
Mon(N,µn) maps to |M | as a permutation matrix. For every monomial matrix
M ∈ Mon(N,µn), write uniquely M = SP where S is a diagonal matrix with
diagonal entries in µn, and P is a permutation matrix. We define sign(i,M) = Si,i.
There is a natural left action of the groupMon(M,µn)×Mon(N,µn) onGµn(M,N),
given by
(L,R),W 7→ LWR∗.
Note that the subgroup Triv := 〈(τIM , τIN )〉 acts trivially on Gµn(M,N), hence
the action descends to (Mon(M,µn)×Mon(N,µn))/T riv. For anyA ∈ Gµn(M,N)
and g ∈ (Mon(M,µn)×Mon(N,µn))/T riv , write g(A) for the action of g on A.
Definition 2.1. (a) Two arraysA,B ∈ Gµn(M,N) are said to be H-equivalent
(H for Hadamard) if A = LBR∗ for L,R ∈Mon(N,µn).
(ii) For A ∈ Gµn(M,N), an automorphism of A is an element of
(Mon(M,µn)×Mon(N,µn)) /T riv that leaves A unchanged. We denote
the group of automorphisms by Aut(A). Let Aut(A)˜ be the preimage of
Aut(A) in Mon(M,µn)×Mon(N,µn).
Likewise, the group SM × SN acts on {0, 1}- M × N matrices, and we let
PermAut(|A|) be the subgroup of SM×SN leaving |A| invariant. We have a natural
group homomorphisms
(2.2) Aut(A)˜ → Aut(A)→ PermAut(|A|).
The following lemma is clear.
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Lemma 2.2. If A is a nonsingular matrix, then both projections π1, π2 : Aut(A)˜ ⇒
Mon(M,µn) and Mon(N,µn) given by (L,R) 7→ L and (L,R) 7→ R are injective.
By abuse of notation, let π1, π2 be also the projections SM × SN → SM , SN .
More generally, the situation we are interested in is a commutative diagram
(2.3)
Ĝ G
Aut(A) PermAut(|A|)
ιˆ ι .
where ι and ιˆ are embeddings, top arrow is a surjection, and the diagram is cartesian
(i.e. Ĝ) is the pullback of G). The main topic of this paper is the following problem,
which we term ’the automorphism lifting problem’, or ALP in short.
Problem 2.1 (The Automprphism Lifting Problem (ALP)). Given a {0, 1}-matrix
|A|, and an embedding ι : G →֒ PermAut(|A|), find all pairs (A, ιˆ : Ĝ →֒ Aut(A)),
where A is above |A| that fit into diagram (2.3).
This essentially means that given the matrix |A| and some automorphism sub-
group G of |A|, we look for lifting A of |A|, such that the automorphisms in G lift
to automorphisms of A. We use the language of embeddings, because we would like
to think of G and Ĝ as abstract groups, rather than matrix groups. Subsequently
we may ask if a A obtained this way is a (partial) weighing matrix.
2.2. Matrices from G-sets. Let G be a finite group. In our paper, a G-set will
mean a finite set X with a left G-action. Suppose that two G-sets are given, X and
Y , of cardinalitiesM and N respectively. A µ+n valued X×Y matrix is a rectangu-
lar M ×N matrix, whose positions are indexed by X and Y . This is equivalent to
being a member of Gµn(M,N), but with the additional structure on how G acts.
We shall denote this set by Gµn(X,Y ). The left action of G on a matrix Ax,y is
defined by g, (Ax,y) 7→ (Ag−1x,g−1y). As usual we shall denote this new matrix by
gA.
It is useful to visualize the orbits of the G action on X × Y by a picture. For
example, if G = Z/4Z is cyclic and we let the generator 1 of G act on X = {1, 2} as
the permutation (1, 2), and on Y = {1, 2, 3, 4} as the permutation (1, 2, 3, 4). Then
the orbits on X × Y can be visualized as[
∗ + ∗ +
+ ∗ + ∗
]
Inside Gµn(X,Y ) there is the subset of G-invariant matrices, i.e. matrices that
satisfy gA = A for all g ∈ G. the following lemma is clear:
Lemma 2.3. A ∈ Gµn(X,Y ) is G-invariant, if and only if it has constant value
along all orbits. 
Example 2.1. Suppose that X = Y = G as left G-sets. Then A ∈ Gµn(G,G) is
G-invariant if and only if it is G-developed. Circulant matrices are the special case
for G = Z/nZ.
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All G invariant matrices have G as an automorphism subgroup. More precisely,
if A is G invariant, then we have a natural embedding G →֒ PermAut(A), given by
g 7→ (L(g), R(g))) where L(g) (resp. R(g)) is the permutation matrix correspond-
ing to the action of g. Thus, to create a {0, 1}-matrix |A| with G →֒ PermAut(|A|),
is equivalent to begin from the data (G,X, Y ), compute the G-orbits of X ×Y and
then decide which orbits will acquaint the value 1 and which will be filled with 0’s.
2.3. The kernel Aut(A)˜ → PermAut(|A|). At this point we have created a matrix
|A| and a subgroup G →֒ PermAut(|A|). We will now state a technical condition on
|A under which we will solve the ALP. This restriction will be removed in a future
paper.
The kernel
D(A) := ker (Aut(A)˜ → PermAut(|A|))
contains all pairs (L,R) ∈ Aut(A)˜ for L and R diagonal. Obviousely, D(A) con-
tains the subgroup Triv = 〈(τIM , τIN )〉. It may sometimes happen, though, that
D(A) will be bigger than Triv.
Definition 2.4. A M ×N matrix A is reducible, if there are nontrivial partitions
M¯ = I1 ∪ I2 and N¯ = J1 ∪ J2 such that A is supported on I1 × J1 ∪ I2 × J2.
Otherwise we say that A is irreducible.
Note that irreducibility is a property of |A|. We now give an equivalent condition
to irreducibility.
Lemma 2.5. Suppose that Aut(A)˜ acts transitively on the rows and on the columns
of A. Then A is irreducible, if and only if, D(A) = Triv.
Proof. First, suppose that A is reducible. Let I1, I2, J1, J2 be partitions as in the
definition. Then we form two diagonal matrices: anM×M matrix D with Di,i = 1
if i ∈ I1 and Di,i = τ if i inI2. Similarly we form an N × N diagonal matrix E
with Ej,j = 1 if j ∈ J1 and Dj,j = τ if j ∈ J2. Then clearly DAE∗ = A and
(D,E) ∈ D(A) \ Triv.
Conversely, assume that A is irreducible, and DAE∗ = A for diagonal D and E.
We will prove that D and E are scalar with the same value. Write D = diag(d)
and E = diag(e). Let us construct a graph G with O := the support of A as the set
of vertices, and an edge connecting (i, j) and (i′, j′), if and only if i = i′ or j = j′.
Any two connected components must project disjointly on each M¯ and N¯ . Let Ci,
1 ≤ i ≤ r be the ith connected component and let Xi ⊂ M¯ and Yi ⊂ N¯ be its
projections. Due to the transitivity of the Aut(A)˜ action on M¯ and N¯ , all Xi are of
the same cardinality and partition M¯ , and likewise for the Yi. If r > 1, this would
mean that A is reducible, because A is supported on the union of the Ci’s and the
Xi, Yi would give a partitions on the axes like in the definition. We conclude that
r = 1, and G is connected. But now, the condition DAE∗ = A implies that di = ej
for all (i, j) ∈ O, which means that e and d are constant. It follows that D and E
are scalar with the same value, and D(A) = Triv. 
Assumption 2.2 (*). From now, through the end of the paper, we shall assume that
|A| is irreducible, and that PermAut(|A|) acts transitively on the axes of |A|. As a
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consequence, we have an exact sequence
1→ Triv → Aut(A)˜ → PermAut(|A|).
2.4. The process of lifting. We describe now how we proceed on solving the
ALP. Suppose that a finite group G and two finite transitive G-sets are given. Let
O ⊂ X × Y be a G-stable subset, which means that O is a disjoint union of G-
orbits. Let |A| =: AO be the characteristic matrix of O: |A|x,y = 1 if (x, y) ∈ O,
and |A|x,y = 0 otherwise. We shall assume that |A| is irreducible, or equivalently
say that O is irreducible. For a set S, let Perm(S) denote the group of all per-
mutation matrices indexed by S (with respect to some linear order on S), and
Mon(S, µn) the group of all monomial matrices indexed by S. If S is a G-set, then
there is a natural embedding G →֒ Perm(S).
In the next three sections, we will see how to find all subgroups G˜ ⊆Mon(X,µn)×
Mon(Y, µn) that map onto the image of G. More precisely, a diagram
(2.4)
G˜ G
Mon(X,µn)×Mon(Y, µn) Perm(X)× Perm(Y )
⊆
ι .
For the rest of this section, suppose that we have such G˜. Let πX and πY denote
the projections from G˜ to Mon(X,µn) and Mon(Y, µn). We have a left action of
G˜ on Gµn(X,Y ) given by gˆ, A 7→ πX(gˆ)AπY (gˆ)∗.
The idea is to (i) break O into G-orbits, (ii) Fix an arbitrary basepoint (xO, yO)
for every orbit O ⊂ O, (iii) Fix an arbitrary value AxO,yO ∈ µn, and (iv) Use the
Ĝ-action on A to span uniquely the values Ax,y for all (x, y) ∈ O. As we will now
see, not every lifiting Ĝ will work. For any P ∈Mon(S, µn) and any s ∈ S, denote
by sign(s, P ) ∈ µn the sign of the matrix P appearing at the row corresponding to s.
Definition 2.6. Suppose that a subgroup G˜ ⊆Mon(N,µn)×Mon(N,µn) is given.
A pair (x, y) ∈ X×Y is said to be orientable, if for every hˆ ∈ G˜ with abs(h)(x) = x
and abs(h)(y) = y, it is satisfied that sign(x, πX hˆ) = sign(y, πY hˆ). Otherwise, we
will say that (x, y) is nonorientable.
We have
Lemma 2.7. (x, y) is orientable if and only if all (x′, y′) in its G orbit are ori-
entable.
Proof. Write ex,y for the X×Y matrix whose (x, y) value is 1, and all other values
are 0. The orientability of (x, y) is equivalent to saying that hex,y = ex,y for all
hˆ ∈ G˜ such that abs(h) stabilizes (x, y). If (x′, y′) is in the same G-orbit, then
there exist gˆ = (L′, R′) ∈ G˜ and g ∈ G below gˆ, such that g−1(x, y) = (x′, y′). The
gˆex,y = ζex′,y′ for some ζ ∈ µn. We claim that this ζ depends only on g. Indeed, if
we take another gˆ′ above g, then gˆ′ = gˆhˆ for hˆ stabilizing (x, y).By the orientability
of (x, y) hˆ stabilizes ex,y, so gˆ and gˆ
′ act similarly on ex,y. The fact the (x
′, y′)
COHOMOLOGY DEVELOPED MATRICES 7
is orientable now follows from the fact that we may take gˆ′ := hˆ′gˆ for any hˆ′ that
stabilize (x′, y′). 
2.5. Cohomology Developed Matrices. Let O ⊂ X × Y be an irreducible G-
stable subset, where G →֒ Perm(X) × Perm(Y ) is injective, and let |A| be the
characteristic matrix of O. Let us denote by h(G,X, Y,O, µn) the collection of all
solutions A to the ALP. We will also denote these merely by h(O) if G,X, Y, n are
clear from the context. For reasons that will be clear below, we shall refer to the
elements of h(O) as Cohomology-Developed Matrices We have
Proposition 2.8. h(O) is an abelian group under the Hadamard multiplication of
matrices.
Proof. Let DX(resp. DY ) denote the group of diagonal µn-matrices indexed by
X(resp. Y ). Suppose that A,A′ solve the ALP over the characteristic matrix |A| of
O. Then there are functions L,L′ : G→ DX and R,R′ : G→ DY such that for all
g ∈ G, A = L(g)(gA)R(g)∗ and A′ = L′(g)(gA′)R′(g)∗, and such that the induced
maps G→ Aut(A) and G→ Aut(A′) are homomorphisms. Since for every X × Y
matrices A,B, and every L1, L2 ∈ DX , R1, R2 ∈ DY one has g(A ◦B) = (gA ◦ gB)
and L1L2(A ◦B)(R1R2)∗ = (L1AR∗1) ◦ (L2BR
∗
2), then the functions g 7→ L(g)L
′(g)
and g 7→ R(g)R′(g) make A ◦ A′ be a solution to the ALP. This shows the closure
under the Hadamard multiplication. The unit element is |A| itself, and the inverse
of A is given by the matrix B such that Bx,y = A
−1
x,y if (x, y) ∈ O and Bx,y = 0
otherwise. 
We say that two X × Y µn-matrices are diagonally equivalent (or briefly D-
equivalent), if A = LBR∗ for µn-diagonal matrices L and R. We shall write this
as A ∼D B. It is easy to see that h(O) is closed under D-equivalence. We will
see now that h(O) admits a filtration of length 2 of subgroups which are closed
to D-equivalence as well. Let Ĝ ⊂ Aut(A) be the subgroup that lifts G, and let
G˜ ⊂ Aut(A)˜ be its preimage. Then there is an exact sequence
(2.5) 1→ Triv → G˜→ G→ 1.
Definition 2.9.
(a) A matrix A ∈ h(O) is said to be H0-developed, if A ∼D |A|. Denote the
collection of H0-developed matrices by h0(O).
(b) A matrix A ∈ h(O) is said to be H1-developed, if the sequence (2.5) splits
(i.e. G˜→ G has a section). Denote the collection of H1-developed matrices
by h1(O).
(c) Any matrix A ∈ h(O) is said to be H2-developed.
Proposition 2.10. We have a filtration of abelian groups, closed under D-equivalence:
0 ⊆ h0(O) ⊆ h1(O) ⊆ h2(O) := h(O)
Proof. h0(O) is by definition closed under D-equivalence. If A1 = L1|A|R∗1 and
A2 = L2|A|R∗2 for diagonal L1, L2, R1, R2, then A ◦ B = (L1L2)|A|(R1R2)
∗ ∈
h0(O), proving that h0(O) is closed under ◦, hence a subgroup of h(O). Hence it
remains to show that (i) h0(O) ⊆ h1(O), (ii) that h1(O) is closed under ◦, and
(iii) that h1(O) is closed under D-equivalence.
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To show (i), for g ∈ G let (πX(g), πY (g)) ∈ Perm(X) × Perm(Y ) be the tuple
of permutation matrices. If A = L|A|R∗ ∈ h0(O) for diagonal L,R, then the map
s : G→ Mon(X,µn)×Mon(Y, µn) given by g 7→ (LπX(g)L∗, RπY (g)R∗) is a sec-
tion to Aut(A)˜ and we define Ĝ = s(G) mod Triv.
The proof of (iii) is quite similar. Suppose that A ∈ h1(O), and s : G→ Aut(A)˜
is a section. Write s(g) = (M(g), N(g)) for monomial M,N . If A′ = LAR∗ for
diagonal L,R, then s′(g) = (LM(g)L∗, RM(g)R∗) is a section to Aut(A)˜ .
Finally, let us prove (ii). Suppose that A1, A2 ∈ h1(O), with sections s1, s2 :
G→ Aut(A)˜ . Write si(g) = (Mi(g), Ni(g)). Then we can write uniquely Mi(g) =
Li(g)πX(g) and Ni(g) = Ri(g)πY (g), for permutation matrices πX , πY , and diag-
onal matrices Li, Ri. Thus Ai = Li(g)(gAi)Ri(g)
∗ and it follows that A1 ◦ A2 =
(L1(g)L2(g))(g(A1 ◦A2))(R1(g)R2(g))
∗. It will suffice to show that the maps g 7→
L1(g)L2(g)πX(g) and g 7→ R1(g)R2(g)πY (g) are group homomorphism, as then we
will have that s(g) = (L1(g)L2(g)πX(g), R1(g)R2(g)πY (g)) is a section from G to
Aut(A1 ◦A2). On the X side, for all g, h ∈ G:
L1(gh)L2(gh)πX(gh) = L1(gh)L2(g)πX(g)L2(h)πX(h)
= L2(g)L1(gh)πX(g)L2(h)πX(h) = L2(g)L1(gh)πX(gh)πX(h)
−1L2(h)πX(h) =
L2(g)L1(g)πX(g)L1(h)πX(h)πX(h)
−1L2(h)πX(h)
= (L1(g)L2(g)πX(g)(L1(h)L2(h)πX(h)),
which proves the homomorphism property and finishes the proof of (ii). 
Remarks 2.11. (a) We will see below (Theorem 3.11), that the associated graded
quotients hi(O)/hi−1(O) are approximated by cohomology groups of G,
which is the reason for the name ’cohomology developed’.
(b) In the special case X = Y = G, we will see that h0(O) = h1(O), and
that h2(O) is exactly the set of cocyclic G- matrices. In this case there
is an isomorphism h2(O)/h0(O) ≃ H2(G,µn). The intermediate quotient
h1(O)/h0(O) is not seen by the theory of cocyclic matrices, but in general
it is significant.
3. The split case – H1-developed matrices
In this section we restrict attention to the construction of H1-developed X × Y
matrices. We call this the split case. We can rephrase Probelm 2.1 as follwos:
Problem 3.1. Given a group G, two transitive G-sets X,Y , and a G-stable subset
O ⊂ X×Y , such that G acts faithfully on O, construct all matrices A ∈ Gµn(X,Y ),
admitting a section s : G→ Aut(A)˜ .
3.1. sections and the 1st cohomology. Let DX = DX(µn) be the group of di-
agonal µn-matrices indexed by X . Consider the following (split) exact sequence:
(3.1)
1 DX ×DY Mon(X,µn)×Mon(Y, µn) Perm(X)× Perm(Y ) 1
G
s
,
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where we need to find a section s such that the diagram commutes. We then set
G′ = S(G), G˜ = G′ · Triv, and Ĝ = G′ mod Triv ≃ G. There is already a sec-
tion s0 : Perm(X) × Perm(Y ) → Mon(X,µn) ×Mon(Y, µn) that maps a pair
of permutation matrices to itself. This restricts to a section on G, which we will
still name s0. We call s0 the trivial section. The ’difference’ between s and s0 is
measured by the first cohomology, which we now explain.
Let us mention briefly the definition of the 1st group cohomology. A reference
on group cohomology is e.g. [2]. Let F be a group, and let M be a F -module. This
means that M is an abelian group with a F -action preserving the group structure
of M .
Definition 3.1. (a) A 1-cocycle or a crossed homomorphism of F w.r.t. M is
a function z : F →M satisfying
(3.2) z(f1f2) = z(f1) + f1z(f2), ∀f1, f2 ∈ F.
the set Z1(F,M) of 1-cocyles is closed under addition and is an abelian
group.
(b) A 1-coboundary of F w.r.t. M is a function β : F →M satisfying
(3.3) β(f) = fm−m, ∀f ∈ F
for some fixed m ∈M . The set of 1-coboundaries, B1(F,M) is a subgroup
of Z1(F,M).
(c) The 1st cohomology group is
(3.4) H1(F,M) :=
Z1(F,M)
B1(F,M)
.
In particular, if F acts trivially on M , then H1(F,M) = Hom(F,M).
Now, suppose that
1 −→M −→ J −→ F −→ 1
is a split exact sequence of groups with M -abelian, and with a designated section
s0 : F → J . Then F acts naturally and well defined on M via conjugation. For
the group structure of M , we shall use both multiplicative and additive notation:
Multiplicative when we considerM as a subgroup of J , and additive, if we consider
M alone. Note that the action of F makes M an F -module.
If s : F → J is another section, then we can write s(g) = z(g)s0(g) for some
function z : F →M . Hence,
s(f1f2) = z(f1f2)s0(f1f2) and
s(f1f2) = s(f1)s(f2) = z(f1)s0(f1)z(f2)s0(f2) = z(f1)f1(z(f2))s0(f1)s0(f2),
where by f1(z(f2)) we mean the action of f1 ∈ F on z(f2) ∈ M . So s is a homo-
morphism, if and only if
z(f1f2) = z(f1) + f1(z(f2))
10 ASSAF GOLDBERGER
(we write M additively), that is, z is a 1-cocyle. Now, if z′ is another 1-cocyle that
differs from z by a 1-coboundary: z′(f) = z(f) + fm−m, then the section
s′(f) := z′(f)s0(f) = (fm−m+ z(f))s0(f) = (m
−1)(fm)z(f)s0(f) (multiplicatively written)
= (m−1)(fm)s(f) = m−1s(f)ms(f)−1s(f) (because fm = s(f)ms(f)−1)
= m−1s(f)m.
Therefore, s′ is obtained from s by conjugating by an element of M . We conclude:
Fact: H1(F,M) classifies sections s : F → J up to M -conjugacy.
Returning to the split sequence (3.1), we need to compute the cohomology
H1(G,DX × DY ), where the action of G on DX and DY is by permutation of
indices, making then G-modules. We have the isomorphism
(3.5) H1(G,DX ×DY ) ≃ H
1(G,DX)⊕H
1(G,DY ).
We may naturally identify DX = µn[X ] and DY = µn[Y ] as G- modules, where
µn[S] =
{∑
s∈S
ζs[s]
∣∣ ζs ∈ µn
}
is the (abelian)group of formal sums on the set S with group action inherited from
S. The identification sends a matrix diag(v) 7→
∑
vs[s]. Our task now is to compute
H1(G,µn[X ]) and H
1(G,µn[Y ]). The tool that we will use is the Eckmann-Shapiro
Lemma. Recall that we have assumed that X and Y are transitive G-sets.
3.2. Induction - the Eckmann-Shapiro Lemma. Let F be a finite group and
E ⊆ F a subgroup. Let M be an E-module. We define the (co)induced module
IndFEM := HomE(Z[F ],M) =
{
φ : Z[F ]→M
∣∣ φ([ef ]) = eφ([f ]) ∀e ∈ E and f ∈ F} ,
together with the F action on IndFEM given by
(fφ)([g]) := φ([gf ]).
Theorem 3.2 (Eckman-Shapiro Lemma, see [2], p. 72 ). (a) There is an iso-
morphism
(3.6) H1(E,M) ≃ H1(F, IndFEM).
(b) The map H1(F, IndFEM)→ H
1(E,M) is defined at the level of cocycles as
follows: given 1-cocycle z : F → IndFEM , map it to the 1 cocycle
y(e) = z(e)(1F ),
for all e ∈ E.
(c) The map in the opposite direction is defined at the level of cocycles as
follows: First pick up a set of representatives {fi} for E\F , and write
E =
⋃
iEfi. For any f ∈ F , write Ef = Ef¯ where f¯ = fi for a unique i.
Given a 1-cocycle y : E →M , let z : F → IndFEM be defined by
z(f ′)(f) = (f f¯−1)y(f¯ f ′(ff ′)−1),
for all f, f ′ ∈ F .
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In our case, we first choose basepoints x0 ∈ X and y0 ∈ Y . Then we substitute
F = G, and E = HX = Stab(x0) ⊆ G (or E = HY = Stab(y0) ⊆ G), which is
the stabilizer of x0. We consider M = µn as module over H with a trivial action.
Then,
Lemma 3.3. As G-modules,
IndGHXµn ≃ µn[X ], and Ind
G
HY
µn ≃ µn[Y ]
The identification for X is as follows:
IndGHXµn = HomH(Z[G], µn) = {functions φ : G→ µn |φ(hg) = φ(g), ∀h ∈ H} .
We match
φ ∈ IndGHµn ←→
∑
x∈X
φ(g−1x )[x] ∈ µn[X ],
where gx ∈ G is any element such that gx(x0) = x.
Proof. To check that this map is well defined and respects the G-action is straight-
forward. Note that the transitivity of X is important. We leave the details to the
reader. 
Corollary 3.4. We have
(3.7) H1(G,µn[X ]× µn[Y ]) = Hom(HX , µn)⊕Hom(HY , µn).
More explicitly, given two homomorphisms ψX : HX → µn and ψY : HY → µn,
a matching 1-cocyle in the sense of (3.7) is given by
(3.8)
z(g) =
∑
x∈X
ψX(g
−1
x gg
−1
x g
−1
)[x],
∑
y∈Y
ψY (g
−1
y gg
−1
y g
−1
)[y]
 ∈ µn[X ]× µn[Y ].
Proof. This is a consequence of Theorem 3.2, Lemma 3.3 and that fact thatH1(F,M) =
Hom(F,M) for a module M with a trivial F -action. 
Remark 3.5. (a) We abuse notation for g 7→ g¯, to be interpreted as represen-
tatives of HX\G or HY \G, depending on the context.
(b) The precise 1-cocycle we obtain may depend on how we choose representa-
tives. However, at the level of cohomology the class of z is well-defined.
Having computed a 1-cocycle z(g) out of (3.8), we construct a section s : G →
Mon(X,µn)×Mon(Y, µn) given by
s(g) = z(g)s0(g),
where s0(g) ∈ Perm(X) × Perm(Y ) is the trivial section, and z(g) ∈ µn[X ] ×
µn[Y ] = µn[X ]× µn[Y ] = DX ×DY is written as a pair of diagonal matrices. As
explained above, this computation gives the full set of all possible sections s, up to
diagonal conjugation.
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3.3. Orientable and non-orientable orbits. Now that we have constructed G˜,
we face the question of orientability, as discusses in subsection 2.4. The first ob-
servation to make is that orientability of a point (or orbit) depends only on the
cohomology class, not on the specific cocycle.
Lemma 3.6. Given two sections s1, s2 : G→Mon(X,µn)×Mon(Y, µn), given by
si(g) = zi(g)s0(g) for two cohomologous cocyles zi : G → DX ×DY , i = 1, 2 then
G˜i = si(G) ·Triv have the same set of orientable points. In particular, the question
of orientability depends only on the choice of the homomorphisms ψX and ψY .
Proof. The sections s1, s2 are diagonally conjugate, if and only if z1 and z2 are
cohomologous. Provided this happens, for every h ∈ G stabilizing (x, y), we may
write s1(h) = (A,B) and s2(h) = (DAD
∗, D′BD′∗) for some diagonals D,D′. As
A stabilizes x and B stabilizes y, sign(x,A) = sign(x,DAD∗) and sign(y,B) =
sign(y,D′BD′∗), and the lemma follows. 
It thus makes sense to have a criterion for orientability, based only on ψX and
ψY .
Proposition 3.7. A point (x, y) is orientable for Ĝ, if and only if
(3.9) ψX(g
−1
x ggx) = ψY (g
−1
y ggy) ∀g ∈ gxHXg
−1
x ∩ gyHY g
−1
y .
before we turn to the proof, we make the following convention, from now on.
Convention 3.8. The elements {g−1x }x∈X (resp. {g
−1
y }y∈Y ) form a set of represen-
tatives for HX\G (resp. HY \G) and unless otherwise stated, we will use them as
our representatives.
Proof. To show that (x, y) is orientable, what we need to check is that the two
components of (3.8) agree for that specific pair (x, y), for all the g ∈ G such that
gx = x and gy = y. This is equivalent to g ∈ gxHXg−1x ∩ gyHY g
−1
y . We first com-
pute the X coordinate at x, which is ψX(g
−1
x gg
−1
x g
−1
). Since g ∈ gxHXg−1x , then
g−1x g ∈ HXg
−1
x and by our choice of representatives, g
−1
x g = g−1x . Consequently,
ψX(g
−1
x gg
−1
x g
−1
) = ψX(g
−1
x gg
−1
x g
−1
) = ψX(g
−1
x ggx).
The computation for Y is similar. 
Remark 3.9. Choosing different representatives will cause that arguments in (3.9)
to be conjugated by HX (resp. HY ) and thus make no difference.
3.4. Putting all information together. We collect all information above to an
algorithm. The input is an integer n, a finite group G, and two transitive G-sets
X,Y , with faithful G action on X × Y . The output is a list of all H1-developed
X × Y matrices over the group G, containing a representative (not necessarily
unique, see Theorem 3.11) in each diagonal equivalence class.
Algorithm 3.10.
1: Input: G, X,Y and n.
2: Initialize Collection A = ∅.
3: Compute G-orbits on X × Y .
4: Choose basepoints x0 ∈ X and y0 ∈ Y .
5: Compute the stabilizers HX , HY ⊆ G.
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6: Compute representatives g−1x and g
−1
y such that x = gx(x0) and y = gy(y0) for
all x, y.
7: for homomorphisms ψX : HX → µn and ψY : HY → µn do
8: Compute a 1-cocycle z(g) as in (3.8)
9: Determine orientable orbits by Proposition 3.7. Set nc = # orientable
orbits.
10: for (ζO) ∈ (µ+n )
nc do
11: Initialize A = 0
12: for O ∈ Orbits do
13: Choose ’orbit heads’ (xO , yO) ∈ O
14: if non-orientable then
15: Set AxO,yO = 0.
16: else
17: Set AxO,yO = ζO.
18: end if
19: end for
20: for g ∈ G do
21: Compute signed matrix pair g′ = s(g) = (g′1, g
′
2).
22: Update AgxO,gyO ← AxO,yO sign(gxO, g
′−1
1 ) sign(yO, gyO, g
′−1
2 )
∗.
23: end for
24: Add A to A.
25: end for
26: end for
27: return A.
One place that we could save work in practice is in line 20, where it may suffice
to run repeatedly over few elements of G, as they may spread the whole matrix
from the orbit heads.
3.5. The group structure of H0 and H1-developed matrices. We have de-
fined in section 2 the groups of Cohomology Developed Matrices hi(O), i = 0, 1, 2,
where O is an irreducible G-stable subset of X × Y . The group structure of hi(O)
is related to the cohomology groups of G, as we will immediately see for i = 0, 1.
There is a map of G-modules, ∆ : µn → µn[X ] ⊕ µn[Y ] sending ζ ∈ µn to
(
∑
x∈X ζ[x],
∑
y∈Y ζ[y]). We have an induced map ∆∗ : H
1(G,µn)→ H1(G,µn[X ]⊕
µn[Y ]). Then
Theorem 3.11. There is an injection of groups
H0(G,µn[O]) →֒ h
0(O),
and the right hand side is the D-equivalence closure of the left hand side. There is
an injection of groups
(3.10) h1(O)/h0(O) →֒ H1(G,µn[X ]⊕ µn[Y ])/∆∗H
1(G,µn).
and the image is generated by pairs of cocycles that are orientable for O.
Proof. We identify H0(G,µn[O]) with the set of G-invariant X × Y matrices with
values in µ+n and with support=O. This identification clearly respects the group
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sturctures, hence is a group injection. By definition its D-closure is the set of H0-
developed matrices with support O, hence the first assertion is clear.
The set h1(G,X, Y,O, µn) is by definition the set of all matrices A = (Ax,y) with
support O such that for all x, y, g, Ag−1x,g−1y = cX(g)(x)Ax,ycY (g)(y)
∗, for some
pair of 1-cocycles cX ∈ Z1(G,µn[X ]) and cY ∈ Z1(G,µn[Y ]). We define the map
in (3.10) as the one induced by A 7→ (cX , cY ) ∈ Z1(G,µn[X ] ⊕ µn[Y ]). The pair
(cX , cY ) may not be unique, so we still need to show that (3.10) is well-defined.
If (c′X , c
′
Y ) is another pair for A, then Lemma 2.5 assures that for all x, y ∈ O
and for all g ∈ G, we have cX(g)(x)c′X(g)(x)
−1 = cY (g)(y)c
′
Y (g)(y)
−1 = λ(g) is
independent of x, y. Thus the pair of cocycles (cX − c
′
X , cY − c
′
Y ) is in the image
of ∆∗ (at the level of cocycles) and the map
(3.11) h1(O)→ Z1(G,µn[X ]⊕ µn[Y ])/∆∗Z
1(G,µn)
is well defined. As explained in the proof of Proposition 2.10, the group structure
on h1(O) maps to the addition of cocycles, thus (3.11) is also a homomorphism. In
particular we have a homomorphism
(3.12) h1(O)→ H1(G,µn[X ]⊕ µn[Y ])/∆∗H
1(G,µn)
into the cohomology.
If a matrix A ∈ h1(O) is in the kernel, it means that the pair (cX , cY ) is co-
homologous to the pair ∆∗λ where λ : G → µn is a 1-cocycle. As we commented
above, cohomologous cocycles give rise to D-equivalent matrices. Then modifying
A by D-equivalence to A′, obtain a new pair of cocycles (c′X , c
′
Y ) = ∆∗(λ). But
this implies that A′ is G-invariant, and A ∈ h0(O). Conversely, if A ∈ h0(O), then
the pair (cX , cY ) may be taken to be a coboundary, which shows that the kernel is
h0(O) and proves the injectivity of (3.10). Finally, the algorithm above shows that
any orientable pair (cX , cY ) gives rise to an A ∈ h
1(O), and clearly any A ∈ h1(O)
gives rise to orientable pairs. This finishes the proof. 
Remarks 3.12. (1) The act of dividing by h0(O) in (3.10) corresponds to the
choice of values in each orbit head, as done in line 17 in the algorithm.
Indeed, Hadamard multiplication by an invariant matrix is equivalent to
re-choosing the orbit head values.
(2) If G = PermAut(|A|), then different elements in h1(O)/h0(O) correspond
to Hadamard inequivalent matrices, not just diagonally inequivalent. If
A,A′ ∈ h1(O) were Hadamard equivalent, then the corresponding sections
s, s′ : G→Mon(X,µn)×Mon(Y, µn) were conjugates of each other by some
element in the preimage of G in Mon(X,µn)×Mon(Y, µn). By modifying
A′ by a diagonal equivalence (hence retaining the image in h1(O)/h0(O)),
we would have that s, s′ are conjugate by some element q˜ = s(q) ∈ s(G),
so s(qgq−1) = s′(g). But |s| = |s′| = idG and projecting back to G would
yield that qgq−1 = g for all g ∈ G, so q is in the center of G. This implies
that s = s′.
(3) If G is strictly smaller than PermAut(|A|), it may well happen that different
elements in h1(O)/h0(O) will still give Hadamard equivalent matrices.
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4. Examples in the split case
4.1. Affine Transformations - Payley’s Conference Matrix. Let F = Fq be
a finite field and take X = Y = F acted upon by the group G of affine transforma-
tions:
(4.1) G =
{
x 7→ ax+ b
∣∣ a ∈ F× and b ∈ F} .
Take an integer n|(q−1) for µn. The action of G breaks X×Y into two orbits: the
diagonal O0 = {(x, x)|x ∈ F} and the off-diagonal O1 = {(x, y)|x, y ∈ F, x 6= y}.
The stabilizer of 0 is HX = {x 7→ ax}. We can take HY = HX . We work with the
homomorphisms
ψX(x 7→ ax) =
( a
F
)
n
(the nth power residue symbol)
ψY = 1.
The orbit (0, 0) is nonorientable becuase ψX and ψY do not agree on HX =
HX ∩HY . On the other hand, the orbit O1 is orientable, as it suffices to check on
x = 0 and y = 1. The stabilizer of 1 is the group H ′Y = {x 7→ 1 + a(x − 1)}, and
HX ∩H ′Y = {1} and both homomorphisms agree tautologically.
Let us construct the matrix A. We put A0,0 = 0 and A0,1 = 1. For every t ∈ F
let gt(x) = x + t be the representatives, both for X and Y . Consider an element
g ∈ G, g(x) = ax+ b. Then
g−1t g(x) = g
−1
t (ax+ b) = ax+ b− t(4.2)
=⇒ g−1t g(x) = x+ (b− t)/a(4.3)
=⇒ g−1t gg
−1
t g
−1
(x) = g−1t g(x− (b − t)/a) = ax.(4.4)
=⇒ z(g) =
(( a
F
)
n
∑
t
[t],
∑
t
[t]
)
(4.5)
Thus, for a point (s, t) ∈ F 2 for s 6= t we take the group element g(x) = (t−s)x+s
which maps (0, 1) to (s, t). We then set
As,t = z(g)1(s) · z(g)2(t)
∗ · A0,1 =
(
t− s
F
)
n
.
For s = t we set As,t = 0.
We now check the Gram AA∗. We claim:
Lemma 4.1. We have
AA∗ = A∗A = qI − J.
Proof. The group G acts bi-transitively on the set of rows (resp. columns), hence
the Gram matrices A∗A and AA∗ are constant up to signs off the diagonal. Also,
G′ acts on the right by unsigned permtation matrices, hence the entries of A∗A are
constant off the diagonal. Let their value be equal to c. Write j = [1, 1, . . . , 1] ∈ Rq.
Then we compute the sum of entries of A∗A (setting up
(
0
F
)
= 0).
q(q − 1) + cq(q − 1) = jA∗AjT = q
∣∣∣∣∣∑
a∈F
( a
F
)
n
∣∣∣∣∣
2
= 0,
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hence c = −1, and we proved that A∗A = qI−J . Since AT =
(
−1
F
)
A, then B = AT
satisfies the same identity B∗B = qI − J . By taking complex conjugates, we get
AA∗ = qI − J .

Corollary 4.2. For q a prime power and n|(q − 1), the matrix[
A jT
j 0
]
∈ GW (q + 1, q;n).
This is the well-known Payley Conference matrix.
4.2. Projective Spaces and Projective Transformations. Again let F = Fq
be a finite field and d > 0 an integer. Consider the projective space of dimension d
Pd(F ) :=
{
Lines ⊂ F d+1 through the origin
}
=
{
v ∈ F d+1 |v 6= 0
}
/ ∼
with the relation v ∼ w if v = λw for some λ ∈ F×. We write points in Pd(F ) as [v0 :
v1 : . . . : vd] = [v0, v1, . . . , vd]/ ∼. It is well-known that #Pd(F ) = (qd+1−1)/(q−1).
Another relevant set is
Ld(F ) :=
{
Linear subspaces V ⊂ F d+1 | dimV = d
}
,
thought of as the set of the hyperplanes in Pd(F ). Given a nondegenerate bilinear
form 〈, 〉 : F d+1 × F d+1 → F , one can identify Pd(F ) with Ld(F ) by a map called
the duality map. Namely,
Duality : v/ ∼ ←→ V = {x ∈ F d+1 | 〈v, x〉 = 0 }.
We also define occurrence relations. A pair (v/ ∼, V ) is occurring, if v ∈ V . Oth-
erwise we call the pair nonoccurring. The projective linear group PGLd+1(F ) =
GLd+1(F )/F
×I acts on both Pd(F ) and Ld(F ), and preserves occurrence relations.
We will set G = PGLd+1(F ), X = P
d(F ) and Y = Ld(F ). The action of G on
X and Y is bi-transitive, and X × Y breaks down to two orbits: The orbit Ooc
of all occurring pairs (v/ ∼, V ), and the orbit Oor of all nonoccurring pairs. We
choose to work with the standard bilinear form
〈v, w〉 =
∑
i
viwi.
Under this choice we identify X = Y as sets. As a G-set, a matrix g ∈ G =
PGLd+1(F ) acts on Y by y 7→ g−1T y.
We will construct a generalized weighing matrix A ∈ GW ( q
d+1−1
q−1 , q
d;n) for
n|(q − 1), n ∤ d+ 1 with an automorphism group G′ ⊆ Aut(A)˜, which maps iso-
morphically to PGLd+1(F ) ⊆ PermAut(|A|). Let us begin by determining the
stabilizing groups. Pick up the point x0 = [1 : 0 : 0 · · · : 0] ∈ X = Pd(F ) and y0 =
the hyperplane defined by 〈x0, ∗〉 = 0, which under duality is mapped to x0. The
groups stabilizing x0 and y0 are
HX =
{[
a B
0 D
]
∈ PGLd+1(F ) | a is 1× 1
}
, and(4.6)
HY = H
T
X =
{[
a 0
B D
]
∈ PGLd+1(F ) | a is 1× 1
}
(4.7)
Now, for the homomorphisms, we shall take
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ψX
([
a B
0 D
])
=
(
det(D/a)
F
)
n
, and(4.8)
ψY
([
a 0
B D
])
=
(
det(D/a)
F
)
n
.(4.9)
Note that D/a is well-defined and independent of the scalar normalization. Now,
note that (x0, y0) is nonoccurring, hence we can check this pair for consistency of
Oor. Clearly, the homomorphism agree on HX ∩ HY , and Oor is orientable. In
contrast, we can take (via duality) y′0 = [0 : 1 : 0 : 0 : · · · : 0]
D, and a transformation
g′ such that g′y0 = y
′
0, e.g. take g
′
0 be the d+1×d+1 permutation matrix switching
the first two coordinates. The intersection
HX ∩ g
′HY g
′−1 =

α β γ0 a 0
0 b2 c
 | α, a, β are 1× 1
 .
For an element g of the intersection, ψX(g) = ((a/α) det(c/α)/F )n, while ψY (g
′−1gg′) =
((α/a) det(c/a)/F )n. These two numbers usually do not agree, and Ooc is nonori-
entable.
We can now construct a matrix A, supported in Oor with respect to the homo-
morphisms ψX and ψY , with the normalization that Ax0,y0 = 1. We will prove now
that A is a weighing matrix. Clearly A is regular, that is the norms of each row
are constant. Therefore we need to prove orthogonality. It will suffice to prove the
orthogonality of any two rows, because the action of G′ = s(G) on the rows of A is
2-transitive. Let x0 = [1 : 0 : · · · 0] and x1 = [0 : 1 : 0 : · · · : 0].
We begin by computing the row Ax0,∗. The matrix
gβ =
1 −b1 −b0 1 0
0 0 Id−1
 ∈ PGLd+1(F ), β = [1, b1, b]
(with 1, b1 of size 1 × 1) preserves x0 and maps y0 to the dual point of βD. This
exhausts the set of point y such that (x0, y) ∈ Oor, and we choose g
−1
β = g
−1
β to be
a partial set of representatives to HY \G, as β runs over F d. Notice that gβ ∈ HX
for all β. With this choice we can compute the cocycle values z(gβ). In formula
(3.8) we may take gx = Id+1, g = gy = gβ , for the evaluation of Ax0,y, y = [1, β]
D.
We obtain thus z(g) = (ψX(gβ), ψY (1)) = (1, 1). It follows that Ax0,y = 1 for all
y = [1, β]D. Notice that Ax0,z = 0 for z = [0, γ]
D for all γ ∈ F d..
We now proceed to the computation of Ax1,y. Set
g′β =
0 −b1 −b1 1 0
0 0 Id−1
 .
It has the property that g′β maps x0 to x1 and y0 to y = [1, b1, b]
D. We will also
use the matrix
gx1 =
0 1 01 0 0
0 0 Id−1

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for the representative g−1x1 of HX\G. Using g = g
′
β, gx = gx1 , gy = gβ, we compute
the cocycle z(g). First, the X part:
g−1x gg
−1
x g
−1
= g−1x1 g
′
βg
−1
x1 g
′
β
−1
=
1 1 00 −b1 −b
0 0 Id−1
 ·
1 1 00 −b1 −b
0 0 Id−1
−1(4.10)
=
1 1 00 −b1 −b
0 0 Id−1
 (because this matrix is in HX).
On the Y side,
g−1y gg
−1
y g
−1
= g−1β g
′
βg
−1
β g
′
β
−1
(4.11)
=
b1 0 01 1 0
0 0 Id−1
 ·
b1 0 01 1 0
0 0 Id−1
−1
=
b1 0 01 1 0
0 0 Id−1
 (because this matrix is in HY ).
Applying ψX to (4.10) and ψY to (4.11), we obtain:
(4.12) z(g) at (x1, y) =
((
−b1
F
)
n
,
(
b−d1
F
)
n
)
.
The inner product becomes∑
y
Ax0,yA
∗
x1,y
=
∑
A∗x1,y =
∑
β,b1 6=0
(
−b1
F
)∗
n
(
b−d1
F
)
n
=
∑
β,b1 6=0
(
−bd+11
F
)∗
n
.
This is 0 if and only if n ∤ (d+ 1). We have proved the following well known
Theorem 4.3 (cf. [10], Theorem 2). For every prime power q, integers d > 0 and
n|(q − 1), such that n ∤ (d+ 1), there exists a generalized weighing matrix
A ∈ GW
(
qd+1 − 1
q − 1
, qd;n
)
.
The matrix J − |A| is the characteristic matrix of the occurrence relation of the
projective space Pd(Fq). Moreover, the automorphism group Aut(A)˜ contains a
subgroup G′ that maps isomorphically onto PGLd+1(Fq) ⊆ PermAut(|A|).
In the next section we will remove the assumption that n ∤ (d+ 1).
Remark 4.4. Thanks to the 2-transitivity of action on the rows, and the calculations
made above, when gcd(d + 1, n) = 1 the matrix A in the theorem is µn-balanced.
This means that the multiset {Ai,jA∗k,j}j is equi-distributed among the values of
µn, for all i 6= k.
Remark 4.5. When d = 1, we get again the Payley conference matrix,W (q+1, q;n).
The construction of §4.1 is precisely the affine part A1(F ) ⊂ P1(F ), and the margins
added in Corollary 4.2 have the meaning of compactification.
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4.3. Grassmannian Varities and Weighing Matrices. Grassmannian varieties
are natural generalizations of projective spaces. We will show how to construct a
weighing matrix based on the Grassmannian, generalizing the construction for pro-
jective spaces. There are two differences though. Occurrence relations are a bit
more involved, and carry different levels of occurrence. Second, the action on rows
is no longer 2-transitive, and the matrices are no longer balanced.
Definition 4.6. Let F = Fq be a finite field, and 1 ≤ k < d be integers. The
Grassmannian Variety with paramenters (d, k) over F is the set
Gr(d, k, F ) :=
{
linear subspaces V ⊂ F d | dimV = k
}
.
As before there is a notion of duality. We fix a nondegenerate bilinear form 〈, 〉
on F d and identify Gr(d, k, F ) with Gr(d, d − k, F ) by
Duality : V ←→ W = {x ∈ F d | 〈v, x〉 = 0 ∀v ∈ V }.
We will also write W = V D, where W ∈ Gr(d, d − k, F ) corresponds to V ∈
Gr(d, k, F ) via duality.
We can represent each point V ∈ Gr(d, k, F ) by a k×d matrix AV over F , where
we think of the rows as a basis for V . Two representation matrices AV and A
′
V
differ by invertible row operations, i.e. AV = TA
′
V for T ∈ GLk(F ). In particular
V has a unique representing matrix in row-reduced-echelon-form (rref).
The group PGLd(F ) acts naturally on Gr(d, k, F ). With respect the stan-
dard bilinear form 〈, 〉, g ∈ PGLd(F ) acts on the dual space Gr(d, d − k, F ) by
g · V D = (g−1TV )D. We define occurrence relations:
Definition 4.7. a pair (V,W ) ∈ Gr(d, k, F )×Gr(d, d−k, F ) has occurrence degree
δ, if dim(V ∩W ) = δ. Equivalently, the occurrence degree of (V, V ′D) is
δ = k − rank(〈vi, v
′
j〉)i,j ,
for bases v1, . . . , vk ∈ V and v′1, . . . , v
′
k ∈ V
′.
The number of all possible different occurrence states equals 1 + min(k, d − k).
When k = 1, Gr(d + 1, 1, F ) = Pd(F ) and the theory reduces to that of projec-
tive spaces. We now begin the construction of the Grassmannian weighing matrices.
We take G = PGLd(F ) as the big group, X = Gr(d, k, F ) and Y = Gr(d, d −
k, F ). By standard linear algebra, the action of G on X × Y breaks into 1 +
min(k, d − k) orbits, one for each occurrence degree. The action on X (and Y )
is no longer 2-transitive. In fact, when one fixes x0 ∈ X , then X \ {x0} breaks
under the stabilizer of x0 into min(k, d− k) orbits, corresponding to the dimension
of intersection other spaces with x0.
From now on we fix x0 to be the space represented by [Ik, 0]
T ∈ Md×k(F ), and
y0 = x
D
0 . The pair (x0, y0) has the minimum possible occurrence degree, δ = 0.
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The stabilizers of x0 and y0 are
HX =
{[
A B
0 D
]
∈ PGLd(F ) | A is k × k
}
, and(4.13)
HY = H
T
X =
{[
A 0
B D
]
∈ PGLd(F ) | A is k × k
}
.(4.14)
Write (d − k)/k = a/b for gcd(a, b) = 1. We will work with the homomorphisms
ψX and ψY given by:
ψX
([
A B
0 D
])
=
(
det(D)b/ det(A)a
F
)
n
, and(4.15)
ψY
([
A 0
B D
])
=
(
det(D)b/ det(A)a
F
)
n
.(4.16)
The orbit O0 containing (x0, y0) consists of all pairs (x, y) with degree of occur-
rence 0. Clearly this orbit is orientable for (ψX , ψY ). In a similar way to the case
of projective spaces, it can be shown that all other orbits are nonorientable.
We can identify Gr(d, k, F ) with the quotientHX\G, and then it is easy to derive
the order #Gr(d, k, F ). It is given in terms of a Gaussian binomial coefficient, which
is defined as follows:
[m]q :=
qm − 1
q − 1
(4.17)
[m]q! := [1]q[2]q · · · [m]q(4.18) [
m
r
]
q
:=
[m]q!
[r]q ![m− r]q !
(4.19)
It is easy to show that
(4.20) #Gr(d, k, F = Fq) =
[
d
k
]
q
.
The spaces y ∈ Y = Gr(d, d− k, F ) having (x0, y) with occurrence degree 0, are
precisely the duals to those with [Ik, ∗]T . Their number is qk(d−k).
Let us compute the inner product between the rows x0 and a general x1. By
transitivity we may take x0 = [Ik, 0]
T , but due to the lack of 2-transitivity, we need
to check for several x1’s, one per each dimension of intersection with x0. Fix some
δ, max(0, 2k − d) ≤ δ ≤ k, and let
x1 =
[
Iδ 0 0 0
0 0 Ik−δ 0
]T
w.r.t. (δ, k − δ)× (δ, k − δ, k − δ, d+ δ − 2k) partition.
Write
β =
[
Iδ 0 B1 B
0 Ik−δ C1 C
]D
(with similar partition).
Let y0 = x
D
0 . Choose transformation matrices as follows:
gx0 = Id; gx1 =

Iδ 0 0 0
0 0 Ik−δ 0
0 Ik−δ 0 0
0 0 0 Id+δ−2k
 ;
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gyβ =

Iδ 0 −B1 −B
0 Ik−δ −C1 −C
0 0 Ik−δ 0
0 0 0 Id+δ−2k
 ; g′β =

Iδ 0 −B1 −B
0 0 −C1 −C
0 Ik−δ Ik−δ 0
0 0 0 Id+δ−2k
 .
The choices we made satisfy: dim(x0 ∩ x1) = δ, gx1(x0) = x1, gβ(x0) = x0,
gβ(y0) = β, g
′
β(x0) = x1 and g
′
β(y0) = β. Similarly to the projective spaces, we
compute the 1-cocycle z(g) for g = gβ and g = g
′(y, β). This in turn will give us
the two rows Ax0,∗ and Ax1,∗. As was the case with projective spaces z(gβ) = (1, 1)
at the point (x0, β) hence Ax0,β = 1 for all β (and 0 otherwise). Notice that for
(x1, β) to have minimum occurrence degree, we must have that C1 is invertible.
As for Ax1,β, we first compute the X-part. We leave the technical details to the
reader.
g−1x gg
−1
x g
−1
= g−1x1 g
′
βg
−1
x1 g
′
β
−1
=

Iδ 0 −B1 −B
0 Ik−δ Ik−δ 0
0 0 −C1 0
0 0 0 Id+δ−2k
 ∈ HX .(4.21)
Similarly the Y -part,
g−1y gg
−1
y g
−1
= g−1β g
′
βg
−1
β g
′
β
−1
(4.22)
=

Iδ B1 0 0
0 C1 0 0
0 Ik−δ Ik−δ 0
0 0 0 Id+δ−2k
 ∈ HY .
Applying ψX and ψY we conclude that
(4.23) z(gy′,β) at (x1, β) =
((
det(−C1)
b
F
)
n
,
(
det(C1)
−a
F
)
n
)
.
Therefore,
(4.24)
∑
z
Ax0,zA
∗
x1,z
=
∑
β
Ax0,βA
∗
x1,β
=
∑
β
A∗x1,β
=
∑
β
(
(−1)a(k−δ) det(C1)a+b
F
)∗
n
= 0,
as C1 runs over all invertible (k − δ) × (k − δ) matrices over F , unless, n|(a + b).
We have proved the following
Theorem 4.8. For every prime power q, integers d > k > 0, n|(q − 1), such that
n ∤ (a + b) for (d − k)/k = a/b, gcd(a, b) = 1, there exists a generalized weighing
matrix
A ∈ GW
([
d
k
]
q
, qk(d−k);n
)
.
The matrix |A| is the characteristic matrix of the occurrence relation of the Grass-
mannian variety Gr(d, k,Fq), with the minimum occurrence degree δ = max(0, 2k−
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d). Moreover, the automorphism group Aut(A)˜contains a subgroup G′ that maps
isomorphically onto PGLd(Fq) ⊆ PermAut(|A|).
In the next section we will remove the assumption that n ∤ (a+ b).
5. H2-developed matrices
We turn to the study of H2-developed matrices. Recall that in the definition of
a cohomology developed matrix with respect to O, we only require that the group
G →֒ PermAut(|A|) will have a section to Perm(X,µn)×Perm(Y, µn)/T riv. When
this section lifts to Perm(X,µn)× Perm(Y, µn), we say that a resulting A is H1-
developed. This does not always happen. Here is a simple example.
Example 5.1. Let G = S2 be the permutation group on two symbols, and X =
Y = G. We consider the Hadamard matrix
A = Had2 =
[
1 −1
1 1
]
.
The group Aut(A)˜ is cyclic of order four and is generated by (σ, σ) for σ =(
0 −1
1 0
)
. The absolute value maps onto S2 but there is no section backwards.
In particular Had2 is H
2-developed, but not H1-developed for G = S2.
By the fact that H1 classifies sections in split extensions, finding a section G→
Perm(X,µn)×Perm(Y, µn)/T riv, up to diagonal conjugacy, is equivalent to giving
a cohomology class in H1(G, (µn[X ]⊕µn[Y ])/µn), where we view µn as a subgroup
of µn[X ] ⊕ µn[Y ]) via the diagonal embedding ζ 7→ (ζ
∑
x[x], ζ
∑
y[y]). There is a
map
(5.1) H1(G,µn[X ]⊕ µn[Y ])→ H
1(G, (µn[X ]⊕ µn[Y ])/µn),
and the H2-developed matrices are coming from classes in the right cohomology
term, which are not in the image of the left cohomology term. As we will see soon,
the cokernel of this map is measured by the second cohomology group H2(G,µn).
We shall review briefly some basic facts about the second cohomology of a group.
For a reference, see [2].
5.1. H2 of a group. .
Let F be any group and M an F -module.
Definition 5.1. (a) A 2-cocycle of F with values in M is a function ω : F ×
F →M satisfying that for all f1, f2, f3 ∈ F ,
(5.2) f1ω(f2, f3)− ω(f1f2, f3) + ω(f1, f2f3)− ω(f1, f2) = 0.
The set Z2(F,M) of all such 2-cocycles is an abelian group under addition.
(b) A 2-coboundary of F with values in M is a function ω : F × F →M such
that
(5.3) ω(f1, f2) = f1z(f2)− z(f1f2) + z(f1),
for some function z : F → M . The set B2(F,M) of all such coboundaries
is an abelian subgroup of Z2(F,M).
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(c) The 2nd cohomology group of F with coefficients in M is
(5.4) H2(F,M) :=
Z2(F,M)
B2(F,M)
.
Given an exact sequence of F -modules,
0→M ′ →M →M ′′ → 0,
there is a long exact sequence in cohomology,
(5.5) H1(F,M ′)→ H1(F,M)→ H1(F,M ′′)
∂
−→ H2(F,M ′)→ H2(F,M).
All maps of the sequence, except ∂, are coming from the maps between the mod-
ules. The map ∂, called the boundary map, can be interpreted as follows. Given a
cohomolgy class in H1(F,M ′′), we represent it as a 1-cocycle z¯ : F → M ′′. Then
we lift it to a function z : F → M , which is no longer a cocycle. This means that
ω(f1, f2) = f1z(f2) − z(f1f2) + z(f1) is not zero, and that actually ω(f1, f2) is a
2-coboundary with values in M . But the fact that in projection to M ′′, z¯ is was a
cocycle, means that ω(f1, f2) is in M
′. However, ω is no longer a coboundary in
M ′ (since z was inM), but it is a 2-cocycle. Then take the class of ω in H2(F,M ′).
The last fact that we will need, is the Eckmann-Shapiro Lemma. The claim is
similar to the one stated before, for H1:
Theorem 5.2 (Eckman-Shapiro Lemma, see [2], p. 72 ). Let F be a finite group,
E ⊂ F a subgroup, and M an E-module.
(a) There is an isomorphism
(5.6) H2(E,M) ≃ H2(F, IndFEM).
(b) The map H2(F, IndFEM)→ H
2(E,M) is defined at the level of cocycles by
z : F × F → IndFEM 7→ (y(e1, e2) = z(e1, e2)(1F ).
(c) The map in the opposite direction is defined at the level of cocycles as
follows: First pick up a set of representatives {fi} for E\F , and write
E =
⋃
iEfi. For any f ∈ F , write Ef = Ef¯ where f¯ = fi for a unique i.
Given a 2-cocycle y : E × E →M , let z : F × F → IndFEM be defined by
z(f ′1, f
′
2)(f) = (f f¯
−1)y(f¯f ′1(ff
′)−1, ff ′f
′−1
1 f
′
2(ff
′
2)
−1)
for all f, f ′1, f
′
2 ∈ F .
Consider the exact sequence of G-modules,
(5.7) 0→ µn → µn[X ]⊕ µn[Y ]→ (µn[X ]⊕ µn[Y ])/µn → 0.
Then the map (5.1) can be extended to the long exact sequence in cohomology:
(5.8) H1(G,µn[X ]⊕ µn[Y ])→ H
1(G, (µn[X ]⊕ µn[Y ])/µn)
∂
−→ H2(G,µn)→ H
2(G,µn[X ]⊕ µn[Y ]).
Using the Eckmann Shapiro Lemma, we can rewrite it as
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(5.9) Hom(HX , µn)⊕Hom(HY , µn)→ H
1(G, (µn[X ]⊕ µn[Y ])/µn)
∂
−→ H2(G,µn)
res
−→ H2(HX , µn)⊕H
2(HY , µn).
From Theorem 5.2 it follows that the right map in (5.9) is induced from the
restriction map of cocycles from G to HX and HY .
5.2. Construction of the matrix. Given a cocycle z ∈ Z1(G, (µn[X ]⊕µn[Y ])/µn),
we construct a section s : G → Mon(X,µn) × Mon(Y, µn)/T riv by lifting to a
function z˜ : G → Mon(X,µn) ×Mon(Y, µn) = DX ×DY and then letting s(g) =
z˜(g)π(g) where π(g) is the permutation tuple of the action of G on X and Y . This
is well-defined as a homomorphism to the target Mon(X,µn)×Mon(Y, µn)/T riv.
Let Ĝ = s(G) ≃ G, and G˜ ⊂Mon(X,µn)×Mon(Y, µn) be its preimage. From this
point and on, the construction proceeds as described in algorithm 3.10, from line 9
and below.
Remark 5.3. We have an exact sequence
(5.10) 1→ Triv → G˜→ G→ 1.
By the interpretation of H2(G,µn) = H
2(G, Triv) as classifying central extensions
of G by Triv (see [2, Chap IV]), the reader may prove that the 2nd cohomology
class corresponding to the extension (5.10) is exactly the image of z under the
boundary map in H2(G,µn).
5.3. cocyclic matrices. The theory of cocyclic matrices has its origin in the the-
ory of multidimensional combinatorial designs and was adopted as a tool for the
construction of Hadamard and weighing matrices, see [8] and [6]. If G is a finite
group and let O ⊂ G × G be a G-stable subset. If ω ∈ Z2(G,µn) is a 2-cocycle,
then a pure cocyclic matrix is the matrix C = C(ω) given by
Cx,y = ω(x
−1, y),
whenever (x, y) ∈ O, and Cx,y = 0 otherwise. A general cocyclic matrix is a matrix
of the form D = K ◦ C, where C is pure cocyclic and K is G-invariant.
Remark 5.4. Notice that our definition is different from the definition appearing in
the literature, e.g. as in [6, Definition 3.1] where it was defined as Cx,y = ω(x, y).
The two definitions are Hadamard equivalent, by the transformation x 7→ x−1 in
the the X-axis. The reason for our choice will be apparent below in Theorem 5.9.
Suppose that D = K ◦ C(ω) is cocyclic. Then using the 2-cocycle equation, for
any g ∈ G,
(5.11) (gD)x,y = Dg−1x,g−1y = Kg−1x,g−1yω(x
−1g, g−1y)
= Kx,yω(x
−1, y)ω(g, g−1y)ω(x−1, g)−1 = ω(g, g−1y)Dx,yω(x
−1, g)∗.
and this can be rewritten as D = L(g)DR(g)∗, for the monomial
R(g) = diag(ω(g, g−1y)∗)πY (g) and L(g) = diag(ω(x
−1, g)∗)πX(g). In particular,
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D is a cohomology developed matrix with respect to the group G and its left mul-
tiplication action on X = Y = G.
On the other hand, we claim that the map g 7→ (L(g), R(g)) induces a homomor-
phism G → Mon(X,µn) ×Mon(Y, µn)/T riv. Indeed, this map is independent of
the choice of O, so we may work with O = G×G. Then in the equation L1DR∗1 =
L2DR
∗
2 for monomial Li, Ri, we must have (L1, R1) = (L2, R2) mod Triv, and
the fact that D = L(g)DR(g)∗ for all g ∈ G implies that g 7→ (L(g), R(g)) is a
homomorphism modulo Triv.
It follows that we have established a class c(D) ∈ H1(G, (µn[X ] ⊕ µn[Y ])/µn),
given by the cocycle
(5.12) z(g) = (
∑
x
ω(x−1, g)[x],
∑
y
ω(g, g−1y)[y]) mod µn.
We now claim
Proposition 5.5. The boundary map in (5.8) sends z to the class of the 2-cocycle
ω.
Proof. We have to compute g1z¯(g2)− z¯(g1g2) + z¯(g1), for a lift z¯ to Mon(X,µn)×
Mon(Y, µn). Let us use the same formula for the lift. In the X-coordinate we get∑
x
ω(x−1, g2)[g1x]−
∑
x
ω(x−1, g1g2)[x] +
∑
x
ω(x−1, g1)[x]
=
∑
x
ω(x−1g1, g2)[x] − ω(x
−1, g1g2)[x] + ω(x
−1, g1)[x] = ω(g1, g2)
∑
x
[x],
because of the cocycle condition. In the Y -coordinate, we first rewrite zY (g) =∑
y ω(g, y)[gy], and then a similar computation results in ω(g1, g2)
∑
y[g1g2y] =
ω(g1, g2)
∑
y[y], which proves the result. 
In the case whereX = Y = G, and the stabilizersHX = HY = {1}, and therefore
the extreme cohomology groups in (5.9) are 0. Thus we get an isomorphism
(5.13) H1(G, (µn[X ]⊕ µn[Y ])/µn) ≃ H
2(G,µn).
We can conclue the following theorem
Theorem 5.6. Suppose that X = Y = G, and O ⊂ G×G is an irreducible stable
subset. Then
(1) h0(O) = h1(O),
(2) The group h2(O) is the D-equivalence closure of the set of all cocyclic G-
matrices with values in µ+n and with support O.
(3) We have an isomorphism of groups
h2(O)/h0(O) ≃ H2(G,µn).
Proof. (1) By Theorem 3.11 and the Eckmann-Shapiro Lemma, the quotient
h1(O)/h0(O) is isomorphic to a quotient of Hom(HX , µn)⊕Hom(HY , µn) = 0, so
(1) follows. To prove (2), we have already seen that all cocyclic matrices are coho-
mology developed, hence are in h2(O). Conversely, suppose that A ∈ h2(O). Then
G admits a section s : G→Mon(X,µn)×Mon(Y, µn)/T riv, and a corresponding
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1-cocycle z ∈ Z1(G, (µn[X ] ⊕ µn[Y ])/µn). Under the boundary map z maps to a
2-cocycle ω ∈ Z2(G,µn). Let C = C(ω) be the cocyclic matrix with respect to ω.
Let zC be the 1-cocycle for C as appears in equation (5.12). Then by Proposition
5.5 we have that E = A ◦ C◦−1 has the corresponding 1-cocycle zE = z − zC , and
zE maps to 0 in Z
2(G,µn). Now, by the isomorphism (5.13), zE is cohomologous
to 0, which proves that E is diagonally equivalent to a G-invariant matrix K. It
follows that A is diagonally equivalent to a cocyclic matrix, which proves (2).
For (3), any element of h2(O) admits a 1-cocycle z ∈ Z1(G, (µn[X ]⊕µn[Y ])/µn),
and by the irreducibility of O, z is unique (cf. the proof of Theorem 3.11). Thus
we have a well-defined map to the cohomology, and in turn to H2(G,µn). This
map is surjective because every 2-cocycle gives rise to a cocyclic matrix. Finally,
the kernel of the map to the cohomology, is the subgroup of all matrices having z
cohomologous to 0, which in turn mean that the matrix is in h0(O). This proves
(3). 
The last observation on cocyclic matrices is that if we modify cocyclic matrices
by some diagonal equivalence, then the complex space spanned by all modified
cocyclic matrices with respect to a certain cocycle, is closed under multiplication
and defines an algebra of dimension |G|.
Definition 5.7. A modified cocyclic matrix with respect to G and a 2-cocycle
ω is a matrix of the form K ◦ C′(ω), where K is G-invariant, and C′(ω)x,y =
ω(x−1, y)/ω(y−1, y).
So a modified cocyclic matrix is just a cocyclic matrix multiplied on the right
by the diagonal matrix diag(ω(y−1, y)∗). We have
Lemma 5.8. Let D be a modified cocyclic matrix. Then for any g ∈ G, gD =
A(g)DA(g)∗ for a diagonal A(g) depending only on ω.
Proof. This is a similar computation as is (5.11), where we get that
A(g) = diag(ω(x−1, g)). We leave the details to the reader. 
As a corollary we get
Theorem 5.9. The complex space spanned by all modified cocyclic matrices with
respect to a specific ω is a C∗- algebra of dimension |G|.
Proof. All element in this space V are of the formK ◦C′(ω) as K varies through the
complexG-invariant matrices, has it has dimension |G|. All elementsX in this space
satisfy gX = A(g)XA(g)∗. This propery is preserved by matrix multiplication. On
the other hand, if Y satisfies that gY = A(g)Y A(g)∗, then G˜ is an automorphism
subgroup of Y . There is an element Y ′ ∈ V with the same first row as of Y . Since G˜
acts similarly on Y and Y ′, and spans Y from its first row, necessarily Y = Y ′ ∈ V ,
so V is closed under multiplication. This also shows that V is characterized as the
set whose elements satisfy gD = A(g)DA(g)∗. If follows that V is stable under
taking conjugate transpose. 
Remark 5.10. A well known special case of Theorem 5.9 is the algebra of negacyclic
matrices.
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5.4. Projective and Grassmannian matrices. In this short section we will show
the existence of all projective and grassmannian matrices that were left out in
Theorems 4.3 and 4.8. It turns out that the remaining cases do exist as weighing
matrices, and are H2-developed. Here are the statements followed by proofs.
Theorem 5.11. For every prime power q, integers d > 0 and n|(q−1), there exists
a generalized weighing matrix
A ∈ GW
(
qd+1 − 1
q − 1
, qd;n
)
.
The matrix J − |A| is the characteristic matrix of the occurrence relation of the
projective space Pd(Fq). If n ∤ (d + 1), then A is H
1-developed. Otherwise, it is
H2-developed, with respect to the group PGLd+1(Fq).
Theorem 5.12. For every prime power q, integers d > k > 0, and n|(q− 1), there
exists a generalized weighing matrix
A ∈ GW
([
d
k
]
q
, qk(d−k);n
)
.
The matrix |A| is the characteristic matrix of the occurrence relation of the Grass-
mannian variety Gr(d, k,Fq), with the minimum occurrence degree δ = max(0, 2k−
d). If n ∤ (a+ b) for (d− k)/k = a/b, gcd(a, b) = 1, then A is H1-developed. Oth-
erwise, it is H2-developed, with respect to the group G = PGLd(Fq).
Proof of both Theorems. The cases of the H1-development were covered in Section
4. To complete the proof, let us focus on the case of Grassmannians. The Projective
case is similar. We consider the group G1 = GLd(Fq), which still acts on the
grassmannian and its dual, alas not faithfully. This also affects the stabilizers H1X
and H1Y . We choose representative g
1
x and g
1
y as lifts to G
1 of gx, gy. Then we
modify ψX and ψY to ψ
1
X , ψ
1
Y given by
ψ1X
([
A B
0 D
])
=
(
det(A)
F
)
n
, and(5.14)
ψ1Y
([
A 0
B D
])
=
(
det(A)
F
)
n
.(5.15)
Note that now, ψ1X , ψ
1
Y do not descend to HX and HY . Nevertheless, the re-
sulting 1-cocycle z1(g), as computed on G1 in formula (3.8), does descend to a
well-defined map z¯ : G → (µn[X ]⊕ µn[Y ])/µn. The point is that when we rescale
g → λg, the representatives in (3.8) do not rescale, because a scalar acts trivially
on X and Y . The only thing that rescales is the term g, and it rescales by the same
λ on both sides. Hence, the two components of (3.8) change multiplicatively by
ψX(λI) = ψY (λI) =
(
λk
F
)
n
, which is in the diagonal copy of µn. The fact that z¯
is a 1-cocycle follows from the same property of z. The remaining details, such as
the orientability and orthogonality tests are similar, except that at equation (4.24)
we have the
∑
β
(
det(C1)
F
)
n
= 0. 
Remarks 5.13. (1) The proof implies that in the extension G˜→ G in Projective
and Grassmannian matrices, G˜ is an intermediate quotient of GLd(Fq).
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(2) In the projective case, the matrix A is a cocyclic matrix with respect to a
the subgroup F×
qd+1
/F×q ≃ T ⊂ PGLd+1(Fq), of order q
d + qd−1 + · · · + 1.
This is because |A| is a T -invariant group, and we may identify X = Y = T
as T -sets.
(3) In the Grassmannian matrix which is not projective, we do see any analo-
gous subgroup T and we suspect that A is not cocyclic.
(4) The projective case d = 1 is just the Payley Conference matrix. If µn = µ2,
then this matrix is known to be negacyclic, which is the cocyclic counterpart
of cyclic groups.
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