Abstract-This paper is concerned with the finite horizon H∞ full-information control for continuous-time systems with multiple input delays. The main contributions of the paper are two folds. First, parallel to the duality between the LQR of linear systems without delays and the optimal filtering, we establish a duality between the H∞ full-information control of systems with multiple input delays and an H∞ smoothing of a stochastic backward system without involving delays. The duality allows us to address the complicated multiple input delays problem via the standard projection and innovation analysis. Secondly, by defining a stochastic indefinite linear space and applying a re-organized innovation analysis, an explicit controller is constructed in terms of two standard Riccati differential equations.
I. INTRODUCTION
Systems with transportation delays exist in many engineering fields such as chemical processes, communication systems and networked control systems. In recent years, there have been a lot of interests in the study of systems with input delays; see, e.g. [2] , [3] , [6] .
H ∞ control for continuous-time systems with single input delay has been analytically solved in the seminal paper [6] whereas the H ∞ control and estimation problems with delayed measurements has been investigated in [8] , [11] , [13] . Very recently, a complete solution to the H ∞ control with preview for both continuous-time and discrete-time systems have been given in [7] . In the case of multiple input delays, [4] has addressed the H ∞ control for a broader class of systems with delays in disturbance and control inputs, containing the H ∞ control with preview as a special case. The obtained results are based on the stable eigenspace of an Hamlitonian matrix. However, checking the existence of the stable eigenspace and finding the minimal root of the transcendent equation required for the controller design may be computationally expensive. [5] is concerned with systems with multiple input/output delays and the existence of an infinite horizon H ∞ controller is related to that of a nested set of solutions to the so-called adobe delay problems. The results in [5] depend on a number of complex J-spectral factorizations with time delays.
In this paper, the finite horizon H ∞ full-information control problem for linear continuous time-varying systems with multiple constant input delays is investigated. Our approach is based on converting the problem into an optimization Huanshui Zhang is with Shenzhen Graduate School, Harbin Institute of Technology, Shenzhen University Town, Xili, Shenzhen 518055, P.R. China.
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problem in an indefinite linear space (Krein space) and showing that the H ∞ control problem is a dual problem of H ∞ smoothing for an associated stochastic backward system, which extends the well-known duality between the LQR of a delay-free system and the optimal filtering of an associated system. The latter H ∞ smoothing problem can then be solved via a Kalman filtering formulation in indefinite linear space. Thus, the duality enables us to address the complicated multiple input delays problem in a simple and effective way. The H ∞ controller is then derived via a re-organized innovation analysis developed in our previous works [9] . The solvability conditions rely on the existence of bounded solutions to two Riccati differential equations (RDEs) of the same order as that of the original plant (ignoring the delays), which is similar to the H ∞ fixedlag smoothing in [10] . An explicit controller is given in terms of the solutions of the two RDEs. For the single input delay case, our result in the infinite horizon coincides with the result of [6] . It should be pointed out that the present paper only addresses the state feedback control of systems with input delays. Note that the H ∞ measurement feedback control can be addressed by a full information control together with an optimal estimation (see Theorem 9.6.1 and Theorem 16.1.10 in [1] ). The result of the present paper together with our previous works on Kalman filtering for systems with multiple measurement delays [11] , [13] and on control [14] for measurement delayed systems can be promising in dealing with the H ∞ control of systems with multiple input/output delays.
The rest of the paper is organized as follows. In Section II, the system and the H ∞ control problem are formulated. Section III presents some preliminaries. In this section, the H ∞ full-information control is converted to an optimization problem associated with a stochastic backward system. A duality between the H ∞ full-information control and a smoothing problem is established. Our solution to the H ∞ full-information control is presented in Section IV. Some conclusions are drawn in Section V.
II. PROBLEM STATEMENT
We consider the following continuous-time linear timevarying system for the H ∞ control problem. 
. . .
where 
We also assume that for t < 0, w i (t) = 0, u i (t) = 0, and
The H ∞ full-information control under investigation is stated as follows: for a given positive scalar γ, find a finitehorizon full-information control strategy
such that
where
, and Π 0 is a given positive definite matrix which reflects the uncertainty of the initial state relative to the energy of the exogenous inputs.
III. PRELIMINARIES
In this section, we shall convert the H ∞ full-information control problem into an optimization problem in Krein space for an associated stochastic model and derive conditions under which the optimizing solution exists and give an explicit formula to compute the optimizing solution.
Considering the performance index (3), we define
with
It is clear that an H ∞ controller u i (t) achieves (3) if and only if it satisfies that J ∞ t f of (4) is positive for all non-zero
and
Note that v(t) andṽ(t) are vectors involving both the control inputs and the exogenous inputs.
By the above notations, system (1) can be rewritten aṡ
and the cost function (5) can be rewritten as
The state x(t) can be obtained from (10)
where Ψ(t, τ ) is the transition matrix corresponding to the state matrix Φ t and satisfies the matrix differential equation (12) can be rewritten as
By dropping the explicit dependence on t, we may write the equation (12) (or (13)) in an operator form:
where O is the operator that maps x(0) to x(·) according to the rule x(t) = Ψ(t, 0)x(0), and H and P are the integral operators that mapṽ and v to x(·), according to the rules
For a given signal s(t), let s a be the continuously indexed collection of Krein space variables, i.e.,
45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 ThIP11.2
Then we can put the cost function, J t f of (11), in a quadratic form of x(0),ṽ and v, i.e.
where (6) and R t is as in (9) .
Remark 2: The operator in the central bracket of (16), say P QP + R, has the meaning as
In order to give a visional expression for (16), we now define the following backward stochastic state-space model associated with the system (10) and the cost (11)
where 0 ≤ t ≤ t f and u(t) and v(t) are white noises of zero means and satisfy u(t), u(s) = Q t δ t,s and v(t), v(s) = R t δ t,s , respectively. It can be seen that the dimensions of u(t) and y(t) are respectively dim{u(t)} = n × 1,
v(t) has the same dimension as y(t).
Remark 3: It should be pointed out that in system (17)-(18) the notations x(t), u(t) and v(t), in bold faces, are completely different from the normal face notations x(t), u(t) and v(t) adopted in (1)-(3) as well as in (10) . The former are Krein space elements with zero means and certain covariances while the latter are deterministic. Observe from (6) that covariance R t is indefinite, which is allowed for Krein space elements [1] .
Let y a , similar to (15), be the continuously indexed collection of Krein space variables [1] , i.e.
where y(t) is from (18), and x a be as x a = {x(t); 0 < t ≤ h d }, and x(t) is from (17). Further, mimic to the discretetime setting, we denote the Gramian operator by R ya = y a , y a , where R ya is determined by its kernel, R ya (·, ·), which is defined as R ya (t, s) = y(t), y(s) , 0 ≤ t, s ≤ t f . The cross Gramian operator R yaxa is determined by its kernel, say R yaxa (·, ·), which is given by R yaxa (t,
Next, in association with (14) and (17)- (18), it follows that
where u a and v a are defined in (19) with the inner products ⎡
where Q and R are the diagonal operators with Kernels Q(t)δ(t − τ ) and R(t)δ(t − τ ), respectively. In addition, for any integral operator R ya , we write 
x 0 , y a = R x0ya , and y a , y a = R ya . The products ξ R x0 ξ, ξ R x0ya v a and v a R ya v a in (24) are defined as
Then, by completing the squares, J t f of (24) can be further written as [12] 
is the projection of x(s) onto the linear space L{y(r), 0 ≤ r ≤ t f }. Taking into account (26) and
It is clear that R
−1
ya R yax(0) is the transpose of the gain matrix of the filtering estimatex(0|0) which is the projection of the state x(0) onto the linear space L{y(t); 0 ≤ t ≤ t f }. Similarly, it is easy to know that R −1 ya R yaxa with x a = {x(t), 0 < t ≤ h d } is the transpose of the gain matrix of the smoothing estimatex(τ |0) which is the projection of the state x(τ ) (0 < τ ≤ h d ) onto the linear space L{y(t); 0 ≤ 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 ThIP11.2
A. Calculation of v * a
Firstly, we shall find the filter gain matrix ofx(0|0). Assume that the RDE:
with the terminal condition P (t f ) = 0 admits a bounded solution P (t), (0 ≤ t ≤ t f ). By applying the standard Kalman filtering formulation for the backward system (17)-(18), it follows that
LetΨ(t, τ ) be the transition matrix of −Φ t , then we havê
Next, we shall find the smootherx(t|0) of the stochastic backward system (17)-(18).
Lemma 2: Considering the stochastic backward system (17)-(18), assume that the RDE (29) admits a bounded solution P (t), (0 ≤ t ≤ t f ). Then, the smootherx(t|0) is given bŷ
The proof is omitted due to Having given the filter and smoother, we are now in the position to give a solution to v * a . First, we decompose v * a as in (26) and decompose v * (t) as in (8), i.e.
Then, v * a of (26) can be computed as follows. Theorem 1: Consider the system (1)-(2) and the associated cost (5) . Suppose the RDE (29) has a bounded solution P (t), (0 ≤ t ≤ t f ). Then, v * a can be given by (26), where
whileΨ(s, .) is the transition matrix of −Φ s = K s Γ s − Φ s and K s is given in (31). (33)- (34) is given in terms of the initial state x(0) rather than the current state x(τ ). This problem can be addressed by shifting the time interval from [0,
Remark 4: It follows from (33) that
To this end, we first introduce the following notations. For any given τ ≥ 0, denote:
Using the notations of (35)-(38), for a given τ > 0, the system (1) and the cost (5) can be rewritten respectively aṡ
Following a similar discussion and the well known dynamic programming arguments, the optimal control for system (39) associated with the cost index (40) is given in the theorem below.
Theorem 2: Given a scalar γ, suppose that the RDE (29) has a bounded solution P (t), 0 ≤ t ≤ t f and for any τ > 0, the following RDE:
admits a bounded solution
In the above, R 
The results of Theorems 1 and 2 give an explicit calculation of the quadratic form (25). Note, however, that the exogenous inputs play a contradictory role with the control inputs, namely the former aims to maximize the cost but the latter minimize the cost. Since the second term of (25) is not definite and v a involves both the control inputs and the exogenous inputs, it is not clear from (25) that under what conditions a minimax solution exists. Thus, some further simplification of (25) is needed, which will be given in the next section.
IV. H ∞ CONTROL
In this subsection, we shall discuss conditions under which a maximizing solution of J t f with respect to the exogenous inputs exists and then derive a suitable H ∞ controller. To this end, we recall the Krein space stochastic model (17)-(18) and decompose the observation y(t) and the noise v(t) as follows: The covariance matrix ofv(t), denoted byR v (t), is calculated bȳ
Further, it is not difficult to verify that the linear space generated by {ȳ(t), 0 ≤ t ≤ t f } is the same as the one generated by {y(t), 0 ≤ t ≤ t f }.
