Difficulties of identification for multivariable controlled autoregressive moving average (ARMA) systems lie in that there exist unknown noise terms in the information vector, and the iterative identification can be used for the system with unknown terms in the information vector. By means of the hierarchical identification principle, those noise terms in the information vector are replaced with the estimated residuals and a least squares based iterative algorithm is proposed for multivariable controlled ARMA systems. The simulation results indicate that the proposed algorithm is effective.
Introduction
System identification is an important approach to model dynamical systems and has been used in many areas such as chemical processes [1] , and signal processing [2] . Several methods have been developed for system identification, e.g., the least squares methods [3] , gradient based methods [4] , the maximum likelihood methods [5] and the step response based method [6, 7] . Some useful techniques are used in system identification. For example, the polynomial transformation technique is used to deal with the dual-rate sampled-data systems and the systems with missing observations [8] ; the auxiliary model identification idea is used to handle the cases that the information vector contains unknown intermediate variables [9] [10] [11] ; the hierarchical identification principle is used to reduce the computational cost [12] [13] [14] [15] ; the multiinnovation identification theory [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] and the iterative identification method [11, [28] [29] [30] [31] make sufficient use of all input-output data and can improve the parameter estimation accuracy.
The least squares based and gradient based iterative methods have been used to solve some matrix equations [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . Also, the iterative methods are very useful for system identification, e.g., Ding et al. proposed a least squares based and a gradient based iterative identification method for OE and OEMA systems [11] , and presented a least squares based iterative algorithm for Hammerstein nonlinear ARMAX systems [28] . Liu et al. developed a least squares based iterative identification method for a class of multirate sampled-data systems [31] . Han et al. gave a hierarchical least squares based iterative identification algorithm for a class of multivariable CARMA-like systems [15] . In this paper, we propose a least squares ✩ This work was supported in part by the National Natural Science Foundation of China. based iterative identification method for multivariable controlled ARMA systems. The multivariable model considered in this paper is different from the model in [15] .
The rest of this paper is organized as follows. Section 2 derives a least squares based iterative algorithm for the multivariable controlled ARMA systems and gives the identification steps in detail. Section 3 provides a simulation example to show the effectiveness of the proposed algorithm. Finally, concluding remarks are given in Section 4.
The derivation of identification algorithm
Consider a multivariable system described by the following controlled ARMA model (multivariable CARMA model for short), 
and D i ∈ R m×m are the matrix coefficients to be estimated. Assume that the orders n a , n b and n d are known and u(t) = 0, y(t) = 0 and v(t) = 0 as t ⩽ 0.
The goal of this paper is to present an iterative algorithm to estimate the matrices A i , B i and D i from the measured inputs and outputs {u(t), y(t) : t = 1, 2, . . . , L} (L denotes the data length), using the least squares principle.
Let T be the matrix transpose. Define the parameter matrix θ and the information vector ϕ(t) as
then the system model in (1) can be equivalently written as
Eq. (3) is the identification model for the multivariable system in (1).
Consider the data from t = 1 to t = L, and define the stacked output matrix Y (L), the stacked information matrix (L) and the stacked white noise matrix
Define a quadratic criterion function:
Note that V (L) is a white noise matrix with zero mean. For the optimization problem in (5), minimizing J (θ) and letting its partial derivative with respect to θ be zero give
Assume that the information vector ϕ(t) is persistently exciting, that is,
] is an invertible matrix, then from above equation, we can obtain the least squares estimate (LSE) of θ:
However, from (2), we can see that the information vector ϕ(t) (t = 
From (3), we have
If ϕ(t) and θ are replaced with their estimatesφ k (t) andθ k , then the estimate of v(t) at iteration k can be computed bŷ
Replacing (L) in (6) withˆ k (L) gives the least squares based iterative parameter estimation algorithm for the multivariable CARMA systems (CARMA-LSI):
In this algorithm, the initial valuev 0 (t) is often chosen as a random vector. From (9)-(13), we can see that the CARMA-LSI algorithm performs a hierarchical interactive process: when computing the parameter estimatesθ k , the unknown noise terms v(t − i), i = 1, 2, . . . , n d , in the information vector are replaced with their corresponding estimatesv k−1 (t − i) at the k − 1th iteration, while the noise estimatesv k (t) at iteration k are computed from the parameter estimatesθ k . The identification steps of the CARMA-LSI algorithm to computeθ k (t) are listed as follows (12), and then formˆ k (L) by (10).
4. Update the estimateθ k by (9).
Computev k (t) by (13).
6. Compareθ k withθ k−1 , if they are sufficiently close, or for some pre-set small ε, if
then terminate this procedure and obtain the iterative time k and estimateθ k ; otherwise, increase k by 1 and go to step 3.
The flowchart of computing the parameter estimateθ k is shown in Fig. 1 .
Example
In this section, an example is given to show that the proposed iterative algorithm is effective. Consider the following 2-input and 2-output system: 
] .
Here, {u 1 (t)} and {u 2 (t)} are taken as persistent excitation signal sequences with zero mean and unit variance, {v 1 (t)} and {v 2 (t)} as white noise sequences with zero mean and variances σ 
Table 1
The CARMA-LSI parameter estimates and errors (L = 1000). Table 2 The CARMA-LSI parameter estimates and errors (L = 2000). in (9)- (13) to estimate the parameter matrix θ of this system. The parameter estimates and their estimation errors with the data length L = 1000, L = 2000 and L = 3000 are shown in Tables 1-3 , where the estimation error is defined as δ := ‖θ k − θ‖/‖θ‖. From the simulation results in Tables 1-3 , we can draw the following conclusions:
1. The estimation errors δ are becoming smaller (in general) as the iterations k increases. Thus the proposed algorithm for multivariable CARMA systems is effective. 2. A longer data length L leads to a smaller estimation error under the same noise level. 3. The CARMA-LSI algorithm converges very fast and needs only a few iterations to converge to their true values.
Conclusions
This paper presents a least squares based iterative parameter estimation algorithm for multivariable controlled ARMA systems. The basic idea is to use the iterative technique and to replace the unknown terms in the information vector with their iterative estimates. Since the proposed algorithm makes full use of the measured input-output data, it can provide more accurate parameter estimates than existing recursive algorithms. The proposed algorithm can be extended to identify time-varying systems [43] , nonlinear systems [44] [45] [46] [47] [48] , dual-rate/multirate systems [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] , as well as to design filters [59] [60] [61] [62] and estimate states [63] .
