Abstract-The purpose of this article is to present two new methods for industrial process diagnosis. These two methods are based on the use of a bayesian network. An identification of important variables is made by computing the mutual information between each variable of the system and the class variable. The performances of the two methods are evaluated on the data of a benchmark example: the Tennessee Eastman Process. Three kinds of fault are taken into account on this complex process. The challenging objective is to obtain the minimal recognition error rate for these three faults. Results are given and compared on the same data with those of other published methods.
I. INTRODUCTION
Nowadays, industrial processes are more and more complex. So, they include a lot of sensors. Consequently, an important amount of data can be obtained from a process. A process dealing with many variables can be named multivariate process. But, the monitoring of a multivariate process cannot be reduced to the monitoring of each process variable because the correlations between the variables have to be taken into account. The process monitoring is an essential task. The final goal of the process monitoring is to reduce the variability of the process, and so, to improve the quality of the product [1] . The process monitoring comprises four procedures: fault detection (decide if the process is under normal condition or out-of-control); fault identification (identify the variables implicated in an observed out-of-control status); fault diagnosis (find the root cause of the fault); process recovery (return the process to a normal status).
Three major kinds of approaches exist for the process monitoring [2] : data-driven, analytical and knowledge-based. Theoretically, the best method is the analytical one because this method constructs mathematic models of the process. But, for large systems (lots of inputs, outputs and states), obtaining detailed models is almost impossible. In the knowledge-based category are placed the methods that are based on qualitative models. Finally, the data-driven methods are techniques based on rigorous statistical developments of the process data. Our interest is to monitor large systems, and so, we are concerned with the data-driven methods.
In the literature, we can find many different data-driven techniques for the process control. For the fault detection of industrial processes many methods have been proposed: univariate statistical process control (Shewhart charts) [3] , [4] , multivariate statistical process control (T 2 and Q charts)
This work was supported by a PhD purpose grant from "Angers Loire Métropôle" for the first author.
Three authors are with LASQUO/ISTIA, University of Angers, 49000
Angers, France sylvain.verron@istia.univ-angers.fr [5] , [6] , and some PCA (Principal Component Analysis) based techniques [7] like the Multiway PCA or the Moving PCA [8] . An interesting article is [9] in which authors make some comparisons between these different techniques. For the fault identification procedure, one of the better statistical techniques is the MYT decomposition of the T 2 statistic [10], [11] . Finally, for the fault diagnosis techniques we can cite the book of Chiang, Russell and Braatz [2] which presents a lot of them (PCA based techniques, Fisher Discriminant Analysis, PLS based techniques, etc).
The purpose of this article is to present two new procedures for the diagnosis of faults in large industrial systems. These new methods are based on bayesian networks and on the mutual information between the system variables and the fault category. We will use the mutual information in order to select the key variables of the process and we will use a bayesian network in a classification goal.
The article is structured in the following manner. In section II, we introduce the bayesian network (BN) classifiers and the specialized ones we use in this article, and we also introduce the notion of mutual information. After that, in section III, we present two new procedures for the diagnosis of the faults in an industrial system. Section IV presents an application of these procedures for the diagnosis of three types of fault on the benchmark Tennessee Eastman Problem. Finally, we conclude on the interests and the limitations of each procedure, and we present perspectives of the fault diagnosis with bayesian network classifiers.
II. TOOLS

A. Classification task
Once a problem (fault) has been detected in the evolution of the process by the mean of a detection method, we need to identify (diagnosis) the belonging class of this fault. Thereby, the diagnosis problem can be viewed as the task to correctly classify this fault in one of the predefined fault classes. The classification task needs the construction of a classifier (a function allocating a class to the observations described by the variables of the system). Two types of classification exist: unsupervised classification which objective is to identify the number and the composition of each class present in the data structure; supervised classification where the number of classes and the belonging class of each observation are known in a learning sample and whose objective is to class new observations to one of the existing classes.
In the case of industrial system diagnosis, we can frequently have a database containing recorded observations of previous faults of the system. So, we can easily use supervised classification to classify a new faulty observation. In this article, we decided to use one of these supervised classification tools, precisely the bayesian network.
B. Bayesian network classifiers
A Bayesian Network (BN) [12] , [13] , [14] is an acyclic graph. In this graph, each variable is a node that can be continuous or discrete. Edges of the graph represent dependence between linked nodes. A formal definition is given here.
A bayesian network is a triplet {G, E, D} where: {G} is a directed acyclic graph, G = (V, A), where V is the ensemble of nodes of G, and A is the ensemble of edges of G, {E} is a finite probabilistic space (Ω, Z, p), where Ω is a non-empty space, Z is a collection of subspace of Ω, and p is a probability measure on Z with p(Ω) = 1, {D} is an ensemble of random variables associated to the nodes of G and defined on E such as:
where C(V i ) is the ensemble of causes (parents) of V i in the graph G. Bayesian network classifiers are particular bayesian networks [15] , [16] . They always have a discrete node C coding the r different classes of the system. The other variables (X 1 , . . . , X p ) represent the p descriptors (variables) of the system. A Naïve Bayesian Networks (NBN) is a particular type of BN classifiers [17] , [16] . It is also known as the Bayes classifier. A NBN links the class node to all the other variables of the system (descriptors) as indicated on the figure 1. The NBN is called naïve because it makes the naïve (but strong) assumption that all the descriptors (variables of the system) are statistically independent (no correlation between each other). In [18] Inza made a comparative study of classification algorithms used in artificial intelligence. Performances of NBN were compared with other methods like hierarchic classification, k-nearest neighborhood, C4.5, decision tree and so on. In the case that the independence assumption of the descriptors is verified and that the probabilities are estimated with enough precision, Yang [19] demonstrated that the NBN is an optimal classifier in term of misclassification rate. This optimality is obtained when continuous variables are discretized in such a way that every distribution can be well approximated by discretization. Of course, the discretization of the variables is a loss of information because it is a reduction of the variables space. But, assuming that continuous variables follow normal probability density function, we can deal with them directly in the network. And, if this assumption is verified, we keep this optimality. In our case (an industrial system), many variables are normally distributed. This assumption is verified in the majority of industrial systems. From the historical database of our system we will be able to estimate the parameters of the continuous (normal) variables. The Maximum Likelihood Estimation (MLE) and the bayesian approach are two different techniques of estimation of these parameters. In this paper, the parameters of the network are estimated with the MLE method. In the case that all the descriptors are continuous variables (with normal distribution assumption) and that the parameters are estimated with MLE, we obtain the known classifier: diagonal quadratic discriminant analysis.
But, this classifier is not well fitted for industrial systems. Indeed, in industrial systems, it is very frequent to have high correlations between the variables, and a NBN will not take into account these correlations. Some extensions of the NBN have been developed in order to solve this problem.
A first interesting extension is the TAN (Tree-Augmented bayesian Network) [16] . In a TAN, a maximum weighted spanning tree is constructed with the p descriptors following the algorithm of Chow et Liu [20] . So, each descriptor will have at most one other descriptor as parent. After that, the edges from the class node to each descriptor are added (like a NBN). An example of a TAN is given on the figure 2. Another extension is the k-dependence Bayesian classifier structure (kDB structure) [21] that extends the TAN structure in allowing a maximum of k predictor parents plus the class for each predictor variable (TAN structures are equivalent to kDB structures with k = 1). Finally, the bayesian multinets [22] introduces a different TAN structure for each values of the class variable.
Friedman shows that these classifiers give a lower misclassification rate than the NBN [16] . But, these classifiers do not take into account all the correlations between variables. An other extension to the NBN is the Condensed Semi Naïve Bayesian Network (CSNBN) [23] . The principle of this classifier is to represent some variables in a joint node. So, some normally distributed variables can be modeled with a node representing a multivariate normal distribution. In that way, all the correlations of the system will be taken into account. A CSNBN will be composed of two nodes: the class node and a multivariate node. An example of a CSNBN is given on the figure 3. As the NBN gives a discriminant rule equivalent to a diagonal quadratic discriminant analysis, the CSNBN is equivalent to the discriminant rule of the quadratic discriminant analysis. Although this classifier is well fitted for the classification task of faults in industrial systems, it remains a problem. If we have non-informative descriptors, the performances (in term of correct classification rate) are poor. So, if we want to diagnosis a system with many variables, even though only few are really important for classification, other (less important) must not be taken into account. We have to do a selection of the important variables for the classification. We will use mutual information for representing the importance of a variable in the classification (discrimination) task.
C. Mutual Information
In the information theory [24] , the Mutual Information (I) of two random variables is a quantity measuring the mutual dependence of these two variables. In our case, the objective is to find important descriptors as well as to quantify this importance. For that, we must compute, for i = 1, 2, . . . , p, I(C; X i ) the mutual information between the class variable C and each descriptor X i .
In [25] , authors demonstrate that the mutual information between a gaussian (normaly distributed) variable and a multinomial (discrete) variable can be computed as indicated by equation 2. For this equation, it is assumed that: C is a multinomial random variable with r possible values and a probability distribution given by P (C = c) = P (c); X is a random variable with a normal density function of parameters μ and σ 2 ; X conditioned to C = c follows a normal density function with parameters μ c and σ c 2 .
This equation can be reduced on the form of the equation 3.
So, the mutual information (I) can be computed for all the variables (descriptors) of the industrial system. The most important variables for the classification task will be those having an important I value.
We have seen a tool able to classify (CSNBN) and a tool able to quantify the discriminant information of each descriptor (mutual information I). Now, we will see how to use these two tools for the diagnosis of a fault in an industrial system.
III. PROCEDURES FOR FAULT DIAGNOSIS
A. Approach A In the first approach, that we name approach A, we use a threshold in order to select the key variables of the system. After that, we use a CSNBN to classify a new faulty observation. The principle of this approach is described on the figure 4. Fig. 4 . Procedure of the approach A Of course, like each data-driven technique, this procedure requires a database, and more particularly a faults database. This database has to contain some examples of each fault. So, for each recorded fault, we must have the type of the fault and the value of the different variables at the instant of the fault. At this time, mutual information between the class node C (variable coding the type of fault) and each descriptor X i (variable of the process) can be computed. So, we can sort the variables in decreasing order of mutual information. It is the step of the variables selection. For this step, a threshold value τ is used. This threshold value must be fixed at k × max(I(X i ; C)) with 0 < k < 1. Each variable with mutual information less than τ is eliminated. So, we exclusively keep the variables giving important informations for the class discrimination. Then, we have to construct our classifier. We
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could construct a naïve bayesian network (bayes classifier). But, as we explained in the previous section, this classifier makes the assumption that all descriptors are statistically independent, and we know that, in industrial processes, a lot of important variables can be highly correlated. So, on the faults database, we construct a CSNBN classifier using only the key variables. After the construction of the CSNBN, the parameters of this classifier are estimated from the faults database with the MLE method. Then, we can classify a new faulty observation (observation that the fault detection procedure gives us). At this moment, the diagnosis of the industrial system is made. If engineers give the confirmation of the diagnosis, the faulty observation and his class are added to the faults database.
This computational method is extremely fast, and so, can be easily adapted for a real-time diagnosis. But, its major drawback is the choice of the k coefficient used for the computation of the threshold τ . Indeed, according to the value of τ we will take the decision to add a variable in the model or not. So, the fact that τ depends of an arbitrary coefficient k can result in quite sensible decision for the classification. In order to improve the diagnosis, we will see an other approach where no arbitrary coefficient is needed.
B. Approach B
This second approach, approach B, sorts the variables in decreasing order of I(X i ; C). After that, we will iteratively add variables to the CSNBN and evaluate the misclassification rate. First we will observe that the misclassification rate decreases by adding some variables into the model. But once a certain number of variables is overpassed, the misclassification rate starts to increase. If the misclassification rate increases at step i, the best model will be the one with the (i−1) first informative variables. So, we obtain the following algorithm: 1) Compute I(X i ; C) for all X i 2) Sort X i in decreasing order of I(X i ; C) 3) Initialize structure S to a Condensed Semi Naïve Bayesian Network (CSNBN) structure with a unique joint node containing the first informative variable 4) Evaluate this classifier through the estimated classified percentage 5) do { 6) Add the next informative variable to the joint node 7) Evaluate this classifier through the estimated classified percentage 8) }until No option improves the inducted classifier.
Of course, the evaluation of classifiers is done only on the training dataset. For this evaluation procedure, we apply a well known technique: the m-fold cross validation [26] . In the m-fold cross validation, the training dataset is divided into m subsets. So, for each m, one of the m subsets is used as the testing set, and the m-1 other subsets are put together to form the training set. Then the average error across all m trials is computed [27] . The entirely procedure of the approach B is given on the figure 5. Now, we will see an application of these two approaches on a benchmark problem: the Tennessee Eastman Process (figure 6).
IV. APPLICATION TO THE TEP
A. Presentation of the TEP
The Tennessee Eastman Process (TEP) is a chemical process. It is not a real process but a simulation of a process that was created by the Eastman Chemical Company to provide a realistic industrial process in order to evaluate process control and monitoring methods. Article of Downs and Vogel [28] entirely describes this process. Authors also give the Fortran code of the simulation of the process. Ricker [29] has implemented the simulation on Matlab. The TEP is composed of five major operation units: a reactor, a condenser, a compressor, a stripper and a separator. Four gaseous reactant A, C, D, E and an inert B are fed to the reactor where TuD11.5 Fig. 6 . Process flowsheet of the TEP the liquid products F, G and H are formed. This process has 12 input variables and 41 output variables. The TEP has 20 types of identified faults. So, this process is ideal to test monitoring methods. But, it is also a benchmark problem for control techniques because it is open-loop unstable. Many articles (authors) present the TEP and test their approaches on it. For example, in fault detection, we can cite [9] , [30] , [31] . Some fault diagnosis techniques have also been tested on the TEP [2] , [32] , [33] , [34] with the plant-wide control structure recommended in Lyman and Georgakis [35] . In [32] , [33] , [34] , authors focus on only 3 types of fault and give the datasets they used. For this reason, we will take the same data that in these articles and compare our approaches to those of the others.
As we said, we have taken into account 3 types of faults: fault 4, 9 and 11 (see table I ). These three types of fault are good representations of overlapping data and so, are not easy to classify.
As indicated on the table I, each type of fault have 2 datasets: a training sample and a testing sample, containing respectively 480 and 800 observations.
We have tested our 2 approaches (approach A and B) on the Tennessee Eastman Process. We precise that all computations have been made on Matlab with the BNT (BayesNet Toolbox) developed by Murphy [36] . We also precise that the two approaches presented in the third section save a new faulty observation in the database. But, for correct We can visually see that the variables 9 and 51 are important variables to discriminate the different types of fault. If we fix the k value to 0.25, τ is equal to 0.27. For a τ value of 0.27, only variables 9 and 51 are selected. Chiang in [33] has obtained the same conclusion with different methods (contribution charts, discriminant partial least square, genetic algorithms combined with Fisher discriminant analysis). So, as explained in the section III-A, we will use the CSNBN on 
C. Approach B on the TEP
Now, we will apply approach B on the TEP application. As in the approach A, we first compute I for all variables and sort variables in decreasing order of I. After that, we iteratively add variables to the model and compute misclassification rate of a 10-fold cross validation on the training dataset. Result of these misclassification rates are given in 
D. Analysis and comparison of results
We will compare the results of approaches A and B to those of other methods on the same data (see table V). We notify that the results for the methods FDA (Fisher Discriminant Analysis), SVM (Support Vector Machines) and PSVM (Proximal Support Vector Machines) are extracted from [33] , and the results for the ISVM (Independent Support Vector Machines) from [34] . In these articles, the classification was made in the space of the variables 9 and 51. In the table V, we have added the misclassification rate of the CSNBN in the space of all the variables (53 variables) CSNBN all . We have also computed the misclassification rate that would be obtained by the use of a Naïve Bayesian Network, firstly in the space of all the variables (NBN all ), secondly in the space described by the variables 9 and 51 (NBN 9,51 ) and finally in the same space that the result of approach B (NBN 9, 18, 19, 50, 51 We can see that the classification methods in the selected variables space give better results than in the space of all the variables. Second interesting remark is the fact that on TuD11.5 the same space (variables 9 and 51), the best classifier is the CSNBN. Indeed, CSNBN of approach A outperforms all other classifiers (FDA, NBN and SVM based classifiers). The fact that CSNBN outperforms FDA is not surprising because FDA is a linear technique while CSNBN is a quadratic one. More, it is also logic than CSNBN outperforms NBN because NBN do not take into account the correlation between variable 9 and variable 51 (correlation of 0.42). Although, CSNBN requires quite simple computation, its results are quite similar to SVM based techniques (SVM, PSVM, ISVM), which are techniques requiring more computational potential. Finally, we can see that the best method is the approach B. Indeed, this method gives the best result of misclassification rate for this example of the TEP. But, it will be interesting to have misclassification rates of others techniques in the same space of variables (9, 18, 19, 50, 51) .
Approaches A and B give good results on this example because fault classes are normally distributed (ellipsoidal shapes). Results of the CSNBN would not be so efficient if the data were not normal. But, an interesting way for taking into account not normally distributed variables is the gaussian mixture model which, on the based of few gaussian distributions, can represent any type of distribution. It will be a good answer to the problem of normally distributed data assumption. More, it is easy to represent a gaussian mixture model with a bayesian network.
Another way of interest is the diagnosis of a not identified fault type (no historical data on this fault type). Indeed, the major drawback of our procedure is the selection of the variables able to discriminate identified faults. But, if a new type of fault appeared, not discriminable on the selected variables, the procedure randomly attributes to this fault an identified type.
V. CONCLUSION AND OUTLOOKS
The main interest of this article is the presentation of two new procedures for fault diagnosis of industrial processes. These two procedures use a faults database to compute the mutual information between each descriptor and the fault type variable. In the first one (approach A), a threshold on the value of this mutual information permits to select important variables for discrimination of the different types of fault. The classification is then made with CSNBN in the space described by the selected variables. In the second approach (approach B), the informative variables are iteratively added to the model and the misclassification rates are estimated with a 10-fold cross validation. The iteration stops as soon as the estimated misclassification rate increases. the performances of these approaches were tested on a concrete example: the Tennessee Eastman Process. Results of these methods are good and outperform some previous results of other published methods.
Some outlooks of these procedures will be application of similar techniques, based on bayesian networks, in order to improve the fault diagnosis (cases of a non identified fault, case of non normally distributed data), but also in order to study in which way the fault detection step can be made with a bayesian network. The final goal is to have on the same procedure the fault detection and the fault diagnosis.
