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A theoretical model for the equilibrium double-diffusive transport is presented which
emphasizes the role of secondary instabilities of salt fingers in saturation of their linear
growth. Theory assumes that the fully developed equilibrium state is characterized by
the comparable growth rates of primary and secondary instabilities. This assumption
makes it possible to formulate an efficient algorithm for computing diffusivities of
heat and salt as a function of the background property gradients and molecular
parameters. The model predicts that the double-diffusive transport of heat and salt
rapidly intensifies with decreasing density ratio. Fluxes are less sensitive to molecular
characteristics, mildly increasing with Prandtl number (Pr) and decreasing with
diffusivity ratio (τ ). Theory is successfully tested by a series of direct numerical
simulations which span a wide range of Pr and τ .
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1. Introduction
Double-diffusion is the instability of a stratified fluid at rest whose density is
determined by two components diffusing at different rates. Stern (1960) demonstrated
that such a configuration can be unstable even if the density of the fluid is increasing
downwards. The resulting double-diffusive convection has long been recognized as a
significant, and in many cases dominant, mixing process in the ocean, where warm
and salty water is often located above cold and fresh. In this case, the faster diffuser
(temperature T) is stabilizing and the slower diffuser (salinity S) is destabilizing,
resulting in the salt finger form of double-diffusive convection, which is the main
focus of our discussion. In addition to oceanographic applications, the compositionally
driven double-diffusive convection affects the heat and material transport in a variety
of other geophysical and astrophysical fluid systems, from magmatic melts (Tait &
Jaupart 1989) to the interiors of giant planets and stars (Guillot 1999; Vauclair 2004;
Charbonnel & Zahn 2007; Stancliffe et al. 2007).
A fundamental question in double-diffusive convection theory concerns the
equilibrium transport of temperature, salinity, chemical tracers, and momentum. The
quantification of double-diffusive fluxes and their dependence on the background
temperature and salinity gradients – so-called flux-gradient laws – is an essential
step in linking the microstructure dynamics with larger scales of motion. This problem
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has motivated numerous laboratory (e.g. Lambert & Demenkow 1972; Griffiths &
Ruddick 1980) and field (Schmitt et al. 1987, 2005) experiments, as well as theoretical
(Stern 1969; Kunze 1987) and numerical (Shen 1995; Stern, Radko & Simeonov 2001;
Kimura & Smyth 2007, 2011; Traxler et al. 2011; Stellmach et al. 2011) models.
While the linear stability theory of double-diffusion (Stern 1960; Baines & Gill 1969)
is well developed and fully understood, it does not explain the saturation of primary
double-diffusive instabilities. The problem of equilibrium double-diffusive transport is
complicated and principally nonlinear.
Numerous attempts have been made to deduce flux-gradient laws from first
principles. The first and perhaps most influential idea was introduced by Stern (1969),
who suggested that the linear growth of salt fingers is arrested when the Stern number
A= αFTdim − βFSdim
ν(αT¯z − βS¯z) (1.1)
reaches O(1). FTdim and FSdim here are the temperature and salinity fluxes; T¯z and
S¯z are the vertical gradients; α, β are the thermal expansion and haline contraction
coefficients respectively; ν is the molecular viscosity. Stern’s physical argument is
compelling. When A exceeds unity, the unbounded salt finger system becomes unstable
with respect to collective instability, a term used to describe the spontaneous excitation
of gravity waves by salt fingers. Stern suggested that collective instability could disrupt
salt fingers, thereby arresting the development of primary instabilities.
At first glance, various pieces of indirect evidence seem to validate Stern’s
hypothesis. For instance, oceanographic measurements (Hebert 1988; Inoue et al.
2008) tend to produce O(1) values of A. Additionally, Kunze (1987) gave an
alternative argument in support of the Stern number constraint. He showed that the
Stern number of unity is equivalent to the Richardson number (Ri) of 1/4 based on
scales of individual salt fingers. Kunze suggested that the well-known criterion for the
instability of horizontal, inviscid and non-diffusive parallel flows (Richardson 1920;
Howard 1961; Miles 1961), i.e. Ri < 1/4, can be extended to viscous, diffusive and
vertically oriented fingers.
However, closer inspection has revealed certain inconsistencies in the Stern–Kunze
hypothesis. For instance, in many laboratory experiments, salt and sugar replace heat
and salt as buoyancy components (e.g. Stern & Turner 1969; Lambert & Demenkow
1972; Griffiths & Ruddick 1980; Taylor & Veronis 1996; Krishnamurti 2003). Typical
values of Stern number in this case can be extremely low. Lambert & Demenkow
(1972) report Stern numbers as low as A = 2 × 10−3, casting some doubt on the
generality of the Stern number constraint. On the theoretical side, a critical advance
was made by Holyer (1984), who performed a formal linear stability analysis for
vertical steady salt fingers. She discovered direct, relatively small-scale – comparable
to the salt finger width – secondary instabilities, which typically grow much faster
than the collective instability modes. Unlike collective instabilities, Holyer modes grow
regardless of the (finite) amplitude of salt fingers and thus regardless of the specific
values of A. Numerical simulations (Shen 1995; Radko & Stern 1999) confirmed
Holyer’s ideas by demonstrating that the equilibration of salt fingers occurs by means
of the nonlinear interaction of primary instabilities with Holyer modes. Furthermore,
the eddy diffusivities of heat and salt from simulations (e.g. Stern et al. 2001) and
available observations (St Laurent & Schmitt 1999) monotonically decrease with the
density ratio, whereas the opposite trend was expected based on the Stern–Kunze
constraint. Two-dimensional numerical experiments in Whitfield et al. (1989) with
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various molecular parameters resulted in Stern numbers that varied by a factor of 3400.
The most recent three-dimensional simulations of the heat–salt system (Traxler et al.
2011) indicate that, as the density ratio (Rρ = αT¯z/βS¯z) increases from 1.2 to 10,
the Stern number in the equilibrium flow reduces by more than two orders of
magnitude, from A= 76 to A= 0.6.
Concerns with regard to the Stern number constraint have motivated the
development of alternative models. While the general analytical description of the
equilibrium double-diffusive transport is still lacking, several cases have already
been successfully treated. Weakly nonlinear instability theory describes salt finger
patterns, dynamics, and transport characteristics for the parameters near the point
of marginal instability (Proctor & Holyer 1986; Radko & Stern 1999, 2000; Stern
& Simeonov 2004; Radko 2010). Promising attempts to formulate physically based
parametrizations of salt finger transport include the mixing length model (Stern &
Simeonov 2005), a double-diffusive version of the upper bound theory (Balmforth
et al. 2006), a second-order closure approach (Canuto, Cheng & Howard 2008), and
various phenomenological models (Shen 1995; Merryfield & Grinder 1999; Radko
2008). In this paper, we propose what appears to be, to date, the most general
algorithm for estimating the equilibrium salt finger transport. The model is based on
the properties of secondary salt finger instabilities and can be applied to a variety of
parameter regimes, including small, moderate, and large Prandtl numbers, and a wide
range of diffusivity ratios.
Our story is a new variation on an old theme – a theme that appears, explicitly or
implicitly, in almost all theories of equilibrium double-diffusive convection (e.g. Stern
1969; Holyer 1984; Kunze 1987; Stern & Simeonov 2005; Radko 2010). We revisit
the idea of a competition between linear mechanisms involved in the growth of salt
fingers and the disruptive action of their secondary instabilities. At the same time,
we strive to avoid some debatable assumptions of earlier models, such as the link
between secondary instabilities and Stern number. The competition between primary
and secondary instabilities is concisely phrased in the growth rate balance assumption
λ2 = Cλ1, (1.2)
where λ1 is the typical growth rate of linear salt fingers, λ2 is the growth rate of
their secondary instabilities, and C is a dimensionless order-one quantity that can be
calibrated on the basis of simulations or experiments. The primary growth rate λ1 is
determined by the background gradients of temperature and salinity and by molecular
characteristics (diffusivities and viscosity). The secondary instability λ2 is also affected
by these quantities, but, additionally, it depends very strongly on the amplitude of
primary salt fingers. Thus, for any given background parameters and a value of C,
the growth rate balance (1.2) implicitly determines the equilibrium amplitude of salt
fingers.
The physical reasoning behind (1.2) is straightforward. As initially weak salt
fingers, emerging from random small scale perturbations, grow in time, they start
to develop secondary instabilities (Holyer 1984). Unlike the primary ones, the growth
rate of secondary instabilities monotonically increases with the amplitude of fingers.
At first, the growth of secondary instabilities is too slow to inflict any significant
damage on growing primary modes – the evolution of small amplitude fingers is
adequately captured by the linear theory. However, at some point, the growth rate of
secondary instabilities exceeds the primary growth rates. As a result, the secondary
instabilities start to gain in magnitude, rapidly reaching the level of primary modes.
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Their interaction nonlinearly suppresses the growth of salt fingers. At this stage, the
system reaches statistical equilibrium.
In this study, condition (1.2) is used as the basis for an algorithm to determine
the equilibrium amplitude of salt fingers. The growth of primary modes (λ1) is
evaluated from the linear instability theory (Stern 1960; Baines & Gill 1969). For any
given amplitude of salt fingers, the growth rate of secondary instabilities (λ2) can be
computed using elements of Floquet theory as in Holyer (1984). The amplitude of
fingers is iteratively adjusted until λ1 and λ2 satisfy the growth rate balance (1.2). The
model predictions are then conveniently expressed in terms of the equilibrium eddy
fluxes of heat and salt.
This paper is organized as follows. In § 2, we present preliminary direct numerical
simulations (DNS), focusing our inquiry on the equilibration of primary instability.
A theoretical model of equilibration is presented in § 3. We compute the temperature
and salinity fluxes as a function of density ratio for the oceanographic case
(Pr = 7, τ = 0.01) and successfully test (§ 4) the theoretical prediction by DNS.
In § 5, we explore a broader parameter range, including the low-Prandtl-number
regime, relevant for astrophysical applications, and high Prandtl numbers, relevant for
magmatic melts. Each case is compared with the corresponding DNS. We summarize
and draw conclusions in § 6.
2. Preliminary calculations
Following Radko & Stern (1999), we separate the temperature and salinity fields
into the basic state (T¯, S¯), representing a uniform vertical gradient, and a departure
(T, S) from it. The Boussinesq equations of motion are expressed in terms of T, S and
non-dimensionalized using l = (kTν/gαT¯z)1/4, kT/l, l2/kT , and ρ0νkT/l2 as the scales
of length, velocity, time and pressure respectively. Here, (kT, kS) denote the molecular
diffusivities of heat and salt and ρ0 is the reference density used in the Boussinesq
approximation. The expansion/contraction coefficients are incorporated in (T, S), and
αT¯zl is used as the scale for both temperature and salinity perturbations, resulting in
∂T
∂t
+ v ·∇T + w=∇2T,
∂S
∂t














where v= (u, v,w) is the velocity vector and k is the vertical unit vector. This system
is unstable with respect to salt fingering (Stern 1960) for
1< Rρ < 1/τ. (2.2)
The key non-dimensional numbers governing the evolution of system (2.1) are the
Prandtl number Pr = ν/kT , the diffusivity ratio τ = kS/kT , and the background
density ratio Rρ = αT¯z/βS¯z. We also assume that, for given T–S gradients, fluxes
are independent of the non-dimensional parameters related to the domain size, such
as the Rayleigh number – an assumption that has been validated in previous studies
(e.g. Radko & Stern 1999).
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To gain a preliminary understanding of the mechanics of equilibration (Rρ,Pr, τ ),
the equations in (2.1) were solved numerically. We assume triply periodic boundary
conditions for T , S, p, and v, and integrate the governing equations using
a dealiased pseudospectral method described in Radko & Stern (1999). In the
following calculation, we use parameters relevant in the oceanographic (heat/salt)
context: τ = 0.01 and Pr = 7. The overall density ratio is Rρ = 1.9, which is
representative of the main Atlantic thermocline. The size of the computational domain
(Lx = 38.2,Ly = 38.2,Lz = 76.3) is equivalent to (5 × 5 × 10) linearly fastest-growing
finger wavelengths (d). The flow was resolved by a uniform mesh with (Nx × Ny ×
Nz) = (256 × 256 × 512) elements, and the model was initialized from rest by a
small-amplitude random computer-generated initial (T, S) distribution. After a few
characteristic growth periods, active statistically steady double-diffusive convection
was established. Figure 1(a) shows a typical instantaneous (t = 20) temperature field
in the initial stage of linear growth. As expected from the linear stability theory, the
most rapidly growing perturbations take the form of the vertically uniform salt fingers.
Such structures are known as elevator modes – a term that will be used throughout
this study to distinguish vertical fingers from irregular patterns realized at the fully
nonlinear stage of development. Figure 1(b) presents the fully developed equilibrium
regime (t = 50). While the previously dominant elevator mode is still visible, it is now
comparable in magnitude to the secondary instabilities, which act to distort the vertical
fingers, adversely affecting their growth. This stage is characterized by the irregular
transient patterns in the temperature field, which is a consequence of the nonlinear
interaction between the elevator modes and their secondary instabilities.
The transition to the statistically steady regime is illustrated in figure 2, which
shows the evolution of the spatially averaged downward temperature and salinity
fluxes (FT,FS) = (−wT,−wS); the sign convention is dictated by considerations of
convenience. Note that the heat flux in our system of non-dimensionalization is
FT = Nu − 1, where Nu is the Nusselt number – the ratio of the total heat flux to
the (much weaker) molecular diffusive flux. The initial stage of the simulation (t < 30)
is characterized by the exponential growth of fluxes, which is followed by their
equilibration. After equilibration, the intensity of salt fingering remains statistically
steady.
The non-dimensional fluxes (FT,FS) can be converted to the dimensional eddy
diffusivities of heat and salt (KTdim,KSdim) using
KTdim = FTkT, KSdim = FSkTRρ . (2.3)
The time mean T–S fluxes, averaged over the second half of the experiment in figure 2,
are FT = 40.88, FS = 75.88, which corresponds to the dimensional diffusivities of heat
and salt of
KTdim = 5.6× 10−6 m2 s−1, KSdim = 2.0× 10−5 m2 s−1. (2.4)
These values are comparable to the observational estimates (St Laurent & Schmitt
1999). Prediction (2.4) is also broadly consistent with earlier simulations in Stern et al.
(2001), who finds, for the density ratio of Rρ = 2, KTdim = 7.6 × 10−6 m2 s−1 and
KSdim = 2.4 × 10−5 m2 s−1. Stern et al. (2001) inferred three-dimensional diffusivities
using the two-dimensional results; the two-dimensional/three-dimensional conversion
factor was deduced from the selected three-dimensional simulations in the regime
numerically accessible to the authors at that time.
In figure 3, we plot typical horizontal (a, b) and vertical (c, d) of temperature
(a, c) and salinity (b, d) for the fully developed equilibrium regime. Temperature and
10 T. Radko and D. P. Smith
(a) (b)
FIGURE 1. Equilibration of salt fingers in the numerical experiment with Pr = 7, τ = 0.01,
Rρ = 1.9. Three-dimensional instantaneous temperature fields are shown for (a) the early
stage of linear growth at t = 20 and (b) the fully equilibrated state at t = 50. Red/green
corresponds to high values of T and low values are shown in blue.


















FIGURE 2. Time record of the temperature (solid curve) and salinity (dashed curve) fluxes
for the calculation in figure 1.
salinity patterns are correlated and both reveal vertically elongated – but far from
uniform – horizontally isotropic salt fingers. Salinity sections are characterized by very
fine, relative to temperature, spatial scales, which is a direct consequence of the low
diffusivity ratio.










FIGURE 3. Horizontal (a, b) and vertical (c, d) sections of temperature (a, c) and salinity
(b, d) for a typical fully equilibrated state of the calculation in figure 2.
3. Theoretical model
Guided by physical reasoning (§ 1) and by DNS (e.g., § 2), we now attempt to
predict the equilibrium level of salt fingers from the growth rate balance (1.2). The
growth rate equation for the primary salt finger instabilities (Stern 1960) in our
non-dimensional units reduces to
λ3 + [1+ τ + Pr]k2λ2 + [(τ + Pr + τPr)k4 + Pr(1− R−1ρ )]λ
+ τPrk6 − Prk2(R−1ρ − τ)= 0, (3.1)
where k is the horizontal wavenumber of the vertically uniform elevator modes. For
our purpose it is not necessary to consider inclined salt fingers since the largest
growth rates are attained by the vertically oriented elevator modes (e.g. Baines & Gill
1969). For each (Rρ,Pr, τ ), we compute the largest growth rate λ1 by maximizing the
solutions of (3.1) with respect to k as in Schmitt (1979, 1983). Thus, λ1 is uniquely
determined by the governing parameters:
λ1 = λ1(Rρ,Pr, τ ). (3.2)
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While the maximal growth rates of primary instabilities are identical in two (x, z) and
three (x, y, z) dimensions, the secondary instabilities differ substantially. Therefore, the
algorithms for computing λ2 in two and three dimensions will be discussed separately.
3.1. Two-dimensional formulation
In two dimensions, the governing equations are conveniently written in terms of the
























Our next step is to use (3.3) to examine the stability of the basic state representing the
elevator modes:
T¯ = AT sin(kx),
S¯= AS sin(kx),
ψ¯ = Aψ cos(kx).
 (3.4)
It should be mentioned that the secondary stability problem can be formulated in
different ways. Holyer (1984) has chosen the wavenumber k in (3.4) to correspond to
the solution with zero primary growth rate (k0). This restriction defines a well-posed
stability problem with the regular basic steady state. The main reason to question
this formulation is the following. It is apparent from DNS (Stern et al. 2001; Traxler
et al. 2011) and even indicated by some oceanographic field measurements (Gargett
& Schmitt 1982) that the horizontal wavenumber of dominant fully developed salt
fingers is more accurately approximated by kmax , the wavenumber corresponding
to the maximum growth rate, than by k0. Use of k = kmax in (3.4), however,
results in the time-dependent basic state, and therefore the conventional methods of
stability analysis cannot be applied directly. This problem is not uncommon and
not insurmountable. Notable examples of analysing such flows come from studies
based on the Kolmogorov model – the sinusoidal parallel flow in viscous fluid
(Sivashinsky 1985; Manfroi & Young 1999, 2002; Balmforth & Young 2002, 2005).
Since the unforced viscous parallel flow would inevitably decay, the Kolmogorov
model circumvents this problem by introducing artificial forcing in the momentum
equation that maintains the steady state. Variations on the same principle, often
referred to as the quasi steady state approximation or a ‘frozen flow’ method, have
been successfully applied to numerous stability problems (e.g. Lick 1964; Robinson
1976) including salt fingers (Kimura & Smyth 2011).
A choice has to be made at this point between the approach of a purist,
insisting on formal mathematical consistency, and that of a practically oriented
researcher, more concerned by the consistency with patterns realized in nature.
We have examined both models, k = k0 and k = kmax , and the results are qualitatively
similar. The prediction of the k = kmax model is closer to the corresponding DNS,
and therefore we limit the following discussion to the configuration based on the
fastest-growing solution. We also note in passing that the flux ratio of heat and salt
(γ = αFTdim/βFSdim = FT/FS) – an important characteristic of salt fingering that will
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be discussed later on – is much better represented by the fastest-growing finger models
(e.g. Schmitt 1979) than by marginally stable modes (k = k0).
Assuming that in the regime close to equilibrium the amplitude (3.4) is maintained
at a quasi-steady level, we separate the solution into the dominant basic state and
small perturbation:
(T, S, ψ)= (T¯, S¯, ψ¯)+ (T ′, S′, ψ ′) . (3.5)











































To examine the stability properties of the linear system (3.6), we use the Floquet









where λ is the growth rate, m is the vertical wavenumber, and f is the Floquet
coefficient, which controls the fundamental wavelength in x. Substituting (3.7) into
the linear system (3.6) and collecting the individual Fourier components allows us to
express the governing equations in the matrix form
λξ= Aξ, (3.8)
where
ξ= (T−N, S−N, ψ−N,T−N+1, S−N+1, ψ−N+1, . . . ,TN, SN, ψN), (3.9)
and A is the square matrix whose elements are functions of (k,m, f ,Rρ,Pr, τ,N,AT,
AS,Aψ).
The growth rates of the normal modes of the linear system (3.6) correspond to the
eigenvalues of A. For each set of governing parameters, we determine the eigenvalue
with the maximum real part, which represents the fastest-growing mode. The value of
this growth rate is then maximized with respect to m and f . Note that the symmetry
and periodicity properties of our system are such that the Floquet coefficient f needs to
be varied only within the range 06 f 6 0.5.
The coefficients (AT,AS,Aψ) of the normal mode (3.4) are connected, for k = kmax ,
by the following relations:






and therefore the amplitude vector (AT,AS,Aψ) can be immediately determined from
any component – for instance from the temperature amplitude AT . As described
below, the solution rapidly converges with increasing resolution (N→∞). Thus, the






FIGURE 4. Illustration of the algorithm for predicting the equilibrium amplitude of salt
fingers. The growth rate of the secondary instability λ2 monotonically increases with the
amplitude of salt fingers AT . We hypothesize that the equilibrium A∗T is reached when
λ2 = Cλ1.
fastest-growing secondary instability is determined by four parameters:
λ2 = λ2(Rρ,Pr, τ,AT). (3.11)
Our next step is to solve the growth rate balance (1.2). For each set of governing
parameters (Rρ,Pr, τ ), we determine the primary growth rate λ1 using (3.1). Suppose
now that the value of C in (1.2) is known. Then, by varying the amplitude of the
normal mode AT , we can readjust (3.11) until the growth rate balance is satisfied.
The dependence λ2(AT) takes the form of a monotonically increasing, nearly linear
relation. For AT = 0, the secondary instability problem becomes identical to that of
primary instability and therefore λ2 = λ1. A corollary of this observation is that
solutions of (1.2) exist only for C > 1, as indicated by the schematic in figure 4.
An iterative procedure for solving the growth rate balance (1.2) was coded in Maple
and it typically required 7–8 iterations for the model to converge, within a negligible
relative error of 10−5, to the sought-after solution AT = A∗T . The vertical fluxes are then
reconstructed using (3.4) and (3.10) as follows:
FT = wT = 12A
2
T(λ1 + k2max),







In figure 5, the predicted heat fluxes are plotted as a function of density ratio for
(Pr = 7, τ = 0.01) and various values of C. Fluxes increase with C and rapidly reduce
with Rρ . The calculations in figure 5 were performed for N = 32. However, the specific
number of Fourier harmonics involved in the Floquet calculation is not particularly
important. The rapid convergence of the solution with increasing N is indicated in
table 1. The very crude truncation with N = 2 results in 19 % error, whereas the N = 4
error is less than 2 %.
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FIGURE 5. Heat flux in the theoretical two-dimensional model for various values of C.
N FT FS err= (FT − FT |N=32/FT |N=32)
2 29.553 87 50.239 65 0.1899
4 25.286 58 42.985 54 0.0181
8 24.839 62 42.225 73 0.0001
16 24.836 68 42.220 74 err< 10−5
32 24.836 68 42.220 74 NA
TABLE 1. Convergence of the Floquet-based algorithm in a two-dimensional calculation for
(Rρ,Pr, τ )= (1.9, 7, 0.01). As the number N of spectral harmonics increases, the heat flux
FT rapidly approaches its limiting (N→∞) value.
3.2. Three-dimensional formulation
Numerical simulations (e.g. Stern et al. 2001) reveal significant differences, in
magnitude and dynamics, between two-dimensional and three-dimensional salt fingers.
Three-dimensional fluxes are systematically higher, by a factor of 2–3, than their
two-dimensional counterparts. In this section, we attempt to extend the growth rate
balance theory to three dimensions. In addition to the natural interest in three-
dimensional dynamics – after all, we live in a three-dimensional world – we are
also motivated by the expectation that the results will help to rationalize the difference
in the intensity of salt fingers in two and three dimensions. Since the following theory
is analogous to the two-dimensional case (§ 3.2), it is presented in abbreviated form.
The essential difference between two-dimensional and three-dimensional dynamics
stems from the more complicated structure of the salt finger elevator modes in three
dimensions:
T¯ = AT exp(λ1t)φ(x, y),
S¯= AS exp(λ1t)φ(x, y),
w¯= AW exp(λ1t)φ(x, y),
 (3.13)
where the horizontal planform function φ satisfies the Helmholtz equation ∇2Hφ+ k2φ = 0. In three dimensions, identical growth rates can be attained by various
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horizontal planforms. For instance, even if we limit our analysis to rectangular
planforms
φ = cos(kxx) cos(kyy), (3.14)
all possible configurations with
k2x + k2y = k2max (3.15)
yield the maximum growth rates (λ1) and therefore are a priori equivalent. The
degeneracy of linear theory with respect to the planform selection is well known and
can be resolved by invoking fundamentally nonlinear considerations. Proctor & Holyer
(1986) and Radko & Stern (2000) examined the problem for a ‘bounded’ configuration,
in which the finger layer was limited by rigid horizontal surfaces – the setup
analogous to the classical Rayleigh convection problem. The former (latter) study
suggested the tendency of the planform to evolve spontaneously to two-dimensional
rolls (square cells). For the unbounded regime, some guidance regarding the planform
selection was provided by diagnostics of numerical simulations in Radko & Stern
(1999), which indicate that the preferred planform is neither square nor a roll, but
rather some combination thereof, perhaps best described by the planform function of
the type
φ = cos(kmaxx)+ 12 cos(kmaxy), (3.16)
which was used in our calculations. It should be mentioned, however, that for our
purpose – determination of the equilibrium transport characteristics – the planform
choice turns out not to be particularly significant, with the square cell model
performing only slightly worse than (3.16).
The calculation of secondary growth rates for the salt fingers with (x, y)-dependent
planform proceeds, as previously, by the method based on Floquet theory. The
governing equations (2.1) are linearized with respect to the basic state (3.13), which is























where (fx, fy) are the Floquet factors in x and y. Substituting (3.17) in the linearized
governing equations and collecting the individual Fourier components reduces the
stability problem to matrix form (3.8). Maximizing the growth rates with respect
to (fx, fy,m), we predict the largest growth rates of secondary instabilities (λ2) as
a function of (Rρ,Pr, τ,AT). Finally, for any given C, we search for the amplitude
AT = A∗T that satisfies the growth rate balance (1.2). The vertical fluxes are then
reconstructed as follows:
FT = wT = 58A
2
T(λ1 + k2max),
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FIGURE 6. Heat flux in the theoretical three-dimensional model for various values of C.
and FT is plotted in figure 6 as a function of density ratio for various values of C.
While the patterns of three-dimensional (figure 6) and two-dimensional (figure 5)
fluxes are qualitatively similar – in both cases fluxes rapidly reduce with Rρ and
increase with C – they differ in details. In particular, three-dimensional fluxes are
consistently higher. This is a direct consequence of the fact that the two-dimensional
basic state (3.4) is more unstable than its three-dimensional counterpart (3.13), (3.16).
Thus, the amplitude of salt fingers has to be significantly higher in three dimensions
to produce secondary instabilities of the same strength as in two dimensions, which
rationalizes the behaviour noticed in the numerical simulations of Stern et al. (2001).
4. Calibrating the theory: heat–salt experiments
A limitation of the theoretical model in § 3 is related to its inability to determine
the constant C internally. Our theory assumes that C is comparable to unity but
does not provide an exact value. In order to calibrate C, we now turn to DNS. For
the heat/salt case (Pr = 7, τ = 0.01) discussed in this section, the analysis is based
on 10 two-dimensional simulations and 10 three-dimensional simulations made for
Rρ = 1.1, 1.3, . . . , 2.9.
Figure 7 presents fluxes from a series of two-dimensional calculations, plotted along
with the theoretical prediction from the foregoing growth rate balance theory (§ 3)
with C = 4.3. In all simulations we used (Nx,Nz) = (256, 512) grid points and the
size of the computational domain (Lx,Lz) = (38.2, 76.3) equivalent to 5 × 10 linearly
fastest-growing finger wavelengths (d). The variation of heat (figure 7a) and salt
(figure 7b) fluxes with density ratio follows the theoretical pattern very closely. The
ability of our model, containing only one adjustable parameter, to capture details of
the numerical simulations to such an extent lends credence to the proposed condition
(1.2) as the most relevant physical factor constraining growth of salt fingers.
Figure 8 presents the corresponding three-dimensional calculations. The resolution
of three-dimensional DNS matched the two-dimensional runs: a (Nx,Ny,Nz) =
(256, 256, 512) mesh was used to resolve 5×5×10 fastest-growing finger wavelengths.
The theoretical calculation for C = 2.7 is superimposed on the numerical data,
revealing their mutual consistency: our theory predicts the right order of magnitude
and the pattern of fluxes as a function of Rρ . The relevant value of the adjustable
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FIGURE 7. Comparison of the theoretical two-dimensional model for C = 4.3 (solid curve)
with DNS (plus signs). Heat and salt fluxes are shown in (a) and (b) respectively.
coefficient C = 2.7 in three dimensions is comparable to – but differs from – the
two-dimensional value of C = 4.3. The difference can be readily attributed to distinct
equilibrium dynamics of three-dimensional and two-dimensional salt fingers in the
unbounded model (Radko & Stern 1999).
While development of explicit parametrizations of double-diffusion for large-scale
ocean modelling is outside of our immediate goal, it could prove beneficial for
more applied studies to note that the numerical data in figure 8 can be accurately
approximated by the following algebraic expressions:
FS = aS√
Rρ − 1
+ bS, (aS, bS)= (135.7,−62.75),
γ = aγ exp(−bγRρ)+ cγ , (aγ , bγ , cγ )= (2.709, 2.513, 0.5128),
FT = γFS,
 (4.1)
which are indicated in figure 8 by dashed curves. The structure of the expression for
FS(Rρ) is suggested by theoretical arguments in Radko (2008), whereas the expression
for the flux ratio γ (Rρ) represents a purely empirical exponential fit to the numerical
data.
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FIGURE 8. The same as in figure 7 but for the three-dimensional model with C = 2.7. Also
plotted are the empirical expressions of fluxes in (4.1), indicated by the dashed curves.
In figure 9, we plot the theoretical flux ratio (γ = FT/FS), which is based on the
prediction of the linear fastest-growing finger model (Schmitt 1979), along with the
DNS values and their numerical fit in (4.1). While the linear model systematically
overestimates the numerical flux ratios by approximately 10 %, it captures the
general pattern of the γ (Rρ) relationship. It is important to emphasize that in both
theory and simulations the flux ratio decreases with increasing density ratio in the
oceanographically relevant range (1< Rρ < 3). The latter property has been implicated
(Radko 2003, 2005; Stellmach et al. 2011) in the spontaneous formation of the
step-like patterns in vertical temperature and salinity profiles known as thermohaline
staircases – perhaps the most dramatic consequence of active double-diffusion in the
ocean.
5. Generalizations
In this section, we go beyond the oceanographically motivated heat–salt (Pr, τ ) =
(7, 0.01) case and test the generality of our conclusions by exploring a broader
parameter range. The discussion is based on the comparison of four representative
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FIGURE 9. Flux ratio as a function of density ratio. DNS results are indicated by plus signs
and the solid curve represents prediction of the linear fastest-growing finger model. The
empirical expression for the flux ratio in (4.1) is shown by the dashed curve.
series of three-dimensional numerical experiments with corresponding theoretical
results:
Case 1: low Prandlt number (Pr, τ )= (0.1, 0.01).
Case 2: high Prandtl number (Pr, τ )= (100, 0.01).
Case 3: high diffusivity ratio (Pr, τ )= (7, 0.1).
Case 4: sugar–salt experiment (Pr, τ )= (1000, 1/3).
Direct numerical simulations for more extreme parameter values (Pr→∞,Pr→ 0,
τ → 0) become computationally prohibitive in three dimensions, and therefore our
selection reflects a substantial fraction of the numerically accessible range. In all cases,
we performed a series of calculations with Rρ = 1.1, 1.3, . . . , 2.9 in computational
domains corresponding to 5 × 5 × 10 fastest-growing finger wavelengths, recording
the average equilibrium fluxes. Comparing case 1 with our baseline heat–salt
configuration allows us to examine specifics of the low-Prandtl-number regime, which
is relevant for astrophysical applications. Likewise, differences between case 2 and
heat–salt provide a glimpse into the large-Prandtl-number regime, exemplified by
double-diffusion in magma chambers. Case 3 differs from the heat–salt calculation
by diffusivity ratio, which also varies dramatically between various applications
– from τ = 0.8 for heat/humidity in the atmosphere to τ ∼ 10−6 in stellar interiors.
Finally, case 4 represents sugar–salt experiments, which are commonly conducted in
laboratory studies because of the relative simplicity of the experimental setup (Stern
& Turner 1969; Lambert & Demenkow 1972; Griffiths & Ruddick 1980; Krishnamurti
2003, 2009).
Results are summarized in figure 10, where we plot the equilibrium fluxes of T and
S (not necessarily representing temperature and salinity) as a function of density
ratio. Calculations indicate that fluxes are most strongly affected by variation in
the density ratio: as Rρ increases from 1.1 to 2.9, fluxes reduce by at least an
order of magnitude in all cases considered in this study. Our limited numerical
exploration of the effects of the molecular parameters suggests that, for any given
Rρ , fluxes increase with Prandlt number (Pr) and mildly decrease with the diffusivity
ratio (τ ); see table 2, which lists T–S fluxes for Rρ = 1.9. These dependences are
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Pr τ FT FS A
Heat–salt 7 0.01 40.876 75.879 10.56
Case 1 0.1 0.01 1.9140 4.6501 55.86
Case 2 100 0.01 220.185 364.844 7.234
Case 3 7 0.1 39.342 60.260 6.309
Case 4 1000 0.333 959.53 1123.3 0.346
TABLE 2. Dependence of the equilibrium T–S fluxes on the molecular characteristics
(Pr, τ ) in three-dimensional simulations with Rρ = 1.9.
consistent with the prediction based on the growth rate balance model, which is
also indicated in figure 10. The relevant values of the adjustable coefficient C vary
only weakly between the various cases considered in this study. The lowest value
of C = 1.6 (obtained for case 1) is not too different from the largest value of
C = 2.7 (heat–salt case), considering the range of governing parameters and fluxes.
Overall, numerical evidence in this study supports the growth rate balance theory
as a conceptual model of the equilibrium salt fingering, capable of predicting the
equilibrium temperature/salinity transports within a factor of two.
The least accurate prediction was obtained for the sugar–salt configuration
(figure 10g, h). Both the theoretical model and DNS exhibit complicated
non-monotonic dependence on density ratio that do not match well in detail. The
disagreement can be rationalized by noting that the sugar–salt parameters correspond
to a special regime in which diffusivities of the density components are comparable.
In most other applications, τ  1 and the system is fully turbulent for the order-one
values of Rρ . As a result, flux dependences take the form of monotonic power-law
relations for all density ratios considered in this study. The situation becomes different
for the sugar–salt experiment in which τ = 1/3. In this case, the system transitions
from a laminar weakly nonlinear regime when the density ratio is close to τ−1 to
a fully turbulent state for Rρ closer to unity. As a result, the pattern of fluxes
and the dynamics of equilibration exhibit very different behaviour at lower/higher
density ratios. Equilibrium fluxes in the sugar–salt case are also sensitive to the
assumed horizontal planform of the primary salt fingers. In figure 10(g, h) we plot the
theoretical prediction based on the square planform (3.14) along with the prediction
based on the planform given by (3.16). The two versions differ in detail but are
qualitatively consistent. Even in the sugar–salt case, our theory predicts the right order
of magnitude for fluxes and their overall decreasing dependence on density ratio for
C = 2.5.
In table 2, we present the Stern numbers (1.1) realized in various experiments.
Even for the fixed density ratio of Rρ = 1.9, A varies by more than two orders
of magnitude – from the highest value of A = 55.86 in case 1 to the lowest
A = 0.346 in the sugar–salt experiment. Note that the Stern number for the numerical
sugar–salt experiment significantly exceeds values obtained in some of the laboratory
experiments, for instance A ∼ 2 × 10−3 in Lambert & Demenkow (1972). Our
calculation is more consistent with the measurements of Krishnamurti (2003), who
obtained Stern numbers in the range A = 0.2–0.4. One of the possible reasons for the
variation in the laboratory estimates is related to the difference in the experimental
setup. Lambert & Demenkow (1972) studied salt fingers in a thin interface sandwiched
between well-mixed reservoirs, whereas Krishnamurti (2003) used deep gradients
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FIGURE 10. T-flux (a, c, e, g) and S-flux (b, d, f, h) as a function of density ratio for: (a, b)
Pr = 0.1, τ = 0.01 (case 1); (c, d) Pr = 100, τ = 0.01 (case 2); (e, f ) Pr = 7, τ = 0.1
(case 3) and (g, h) Pr = 1000, τ = 1/3 (case 4). Solid curves indicate prediction of the
theoretical three-dimensional model and DNS results are represented by plus signs. The
dashed curve in (g, h) corresponds to the theoretical prediction based on the square salt finger
planform.
of temperature and salinity that were set up initially. Our numerical configuration
represents a much closer analogue of the latter, effectively unbounded system.
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FIGURE 11. Flux ratio as a function of density ratio for (a) Pr = 0.1, τ = 0.01 (case 1); (b)
Pr = 100, τ = 0.01 (case 2); (c) Pr = 7, τ = 0.1 (case 3) and (d) Pr = 1000, τ = 1/3 (case
4). DNS results are indicated by plus signs and the solid curve represents prediction of the
linear fastest-growing finger model.
For completeness, we also show (figure 11) the flux ratios from DNS plotted as a
function of density ratio, along with the estimates based on the linear fastest-growing
finger model (Schmitt 1979). In all cases considered, the linear model performs
reasonably well in terms of predicting the typical values of the flux ratio, although
its performance depends strongly on the molecular parameters. The closest agreement
was observed for the high Prandtl number calculations (cases 2 and 4). This can be
attributed to a more vertical orientation of salt fingers in high-Prandtl-number media,
apparent from visual inspection of the T–S fields. The vertical orientation makes the
salt finger pattern and dynamics more consistent with the elevator modes considered
by Schmitt (1979, 1983), and therefore his model naturally predicts flux ratios more
accurately for high Pr . Note also that in all simulations with moderate and high Pr ,
both DNS and linear model predict a decreasing γ (Rρ) relation in some regions of
the parameter space. This signifies the propensity to form thermohaline staircases
when much longer wavelengths are allowed in the system (Radko 2003, 2005;
Stellmach et al. 2011). For the relatively low Prandtl number (case 1) relevant to
astrophysical applications, linear theory suggests an increasing γ (Rρ) relation, whereas
direct numerical simulations yield approximately uniform flux ratio, indicating that
spontaneous formation of staircases is unlikely.
6. Discussion
This paper presents a phenomenological model for the vertical transport by salt
fingers in unbounded temperature and salinity gradients, which is based on the
growth rate balance hypothesis. Theory assumes that statistical equilibrium is reached
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when the growth rate of salt fingers becomes comparable to the growth rate of their
secondary instabilities. This assumption can be rationalized as follows. If the growth
rate of primary salt fingers exceeds that of secondary instabilities, then the primary
instabilities are unlikely to be affected by perturbations and continue to grow. If,
on the other hand, the secondary instabilities grow much faster than the fingers,
they would rapidly disrupt the primary modes, dramatically reducing their amplitude
and transport characteristics. Thus, one is led to a conclusion that the approximate
balance between the growth rates of primary and secondary instabilities is inevitable
for statistical equilibrium and should be satisfied for a wide range of governing
parameters.
The typical growth rates of primary instabilities λ1 are estimated from the well-
known linear instability theory. In non-dimensional units, λ1 is a function of density
ratio, Prandtl number and diffusivity ratio: λ1 = λ1(Rρ,Pr, τ ). The growth rate of
secondary instabilities is additionally affected by the amplitude of the primary salt
fingers λ2 = λ2(Rρ,Pr, τ,AT), and can be evaluated using Floquet theory. The growth
rate balance λ1 ∼ λ2 thus implicitly determines the equilibrium amplitude of salt
fingers (AT). Knowing AT , it becomes possible to evaluate mixing characteristics of
fully developed double-diffusive convection. The growth rate balance hypothesis is the
basis of an efficient algorithm for computing the vertical eddy diffusivities of heat
and salt as a function of density ratio (Rρ) and molecular characteristics (kT, kS, ν)
developed in this study.
It should be understood that the growth rates, both primary (λ1) and secondary (λ2),
can only be estimated in the order-of-magnitude sense. Calculation of λ1 is made for
the fastest-growing salt fingers – the vertically uniform elevator modes – whereas fully
developed double-diffusive convection is generally dominated by irregular structures of
finite vertical extent. Similar problems arise for secondary instabilities: λ2 is estimated
for the steady and vertical background field, neither of which is an exact statement.
In view of these difficulties, we can only claim that the growth rates estimated by
our theory (λ1 and λ2) should be comparable, but not necessarily equal. Thus, we
consider a weak form of the growth rate balance in (1.2). The non-dimensional
order-one coefficient C in (1.2) cannot be determined internally on the basis of
theory, and therefore it was calibrated using DNS. For each (Pr, τ ), theory adequately
describes the (rapidly decreasing) dependence of fluxes of diffusing components on
density ratio. The calibrated coefficients C are fairly stable. In all three-dimensional
simulations – simulations that cover four orders of magnitude in Pr and more than an
order of magnitude in τ – the values of C are limited to a relatively narrow range
1.6< C < 2.7.
The consistency of the growth rate balance theory with DNS is encouraging. While
the advent of modern high-performance computers has recently made it possible
to model double-diffusion in the oceanic (heat–salt) context, other systems remain
inaccessible. Astrophysical applications, for instance, are characterized by extremely
low values of Prandtl number and diffusivity ratio (Pr ∼ 10−5 and τ ∼ 10−6),
which implies that the dissipation scales of momentum, temperature and salinity are
drastically different. The requirement to resolve these distinct scales in DNS presents
a formidable challenge – one that will not be met in the foreseeable future. In
such situations, greater importance should be ascribed to our theoretical model. The
successful testing by DNS in the numerically accessible regimes suggests that the
model is likely to perform well in other, more challenging environments, where it can
become the only source of quantitative information.
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The model and its successful validation bring some insight into the dynamics of
equilibration. In particular, it has been reported in several modelling studies (e.g. Stern
et al. 2001; Traxler et al. 2011) that three-dimensional fluxes considerably exceed
their two-dimensional counterparts. This observation can be readily rationalized using
the growth rate balance (1.2). For the same amplitudes and primary growth rates,
the growth rates of secondary instabilities are substantially less in three dimensions
than in two. This implies that three-dimensional salt fingers can grow to much larger
amplitudes before the onset of equilibration by secondary instabilities, resulting in
larger heat/salt fluxes.
Finally, it is important to emphasize the theoretical significance of our model. In
its present form, our algorithm still contains some numerical elements, such as the
Floquet-based calculation of the secondary growth rates. However, we believe that
this study opens opportunities for purely analytical explorations that are focused on
the growth rate balance equation (1.2), rather than on the more complicated original
Navier–Stokes system. Our optimism is partly based on the pronounced low-order
dynamics of our model. The calculations made with highly truncated (N = 2) Fourier
series in the Floquet calculation differ from the excessively resolved (say, N = 32)
calculations by less than 20 %. Thus, it is likely that the general character of our
solutions would be captured by an analytical low-dimensional model.
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