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ÚVOD
V počátcích vývoje komunikačních sítí existovaly jednotné požadavky na přenos dat. Díky malé rozmanitosti
síťových služeb a nízkému vytížení přenosových linek nebylo nutné řešit úroveň kvality poskytované přenosové
služby. I přes neustálé rozrůstání a zvyšování přenosové kapacity zůstala základní architektura Internetu stejná.
Internet již od svého vzniku pracuje jako paketově-orientovaná síť, kde je každý paket přenášen samostatně
přes celou síť. Čas doručení paketu není nijak garantován a stejně tak může být paket v kterémkoli síťovém
uzlu zahozen z důvodu jeho zahlcení.
Masový rozvoj komunikačních technologií výrazným způsobem ovlivnil současnou skladbu síťových služeb a
také přinesl vyšší uživatelské požadavky na jejich přenos. Množství síťových aplikací stále roste a nejvýraznější
je to u služeb pracujících v reálném čase, jejichž podíl v síťovém provozu se neustále zvyšuje. Podle některých
studií [26] byl tento podíl v roce 2010 v Evropě více než 30% a v USA dokonce více než 40% z celkového
síťového provozu. Odhady pro rok 2012 udávají [13], že by síťové služby pracující v reálném čase měly tvořit
více jak polovinu z celkového množství přenesených dat.
Nárůst množství síťových služeb je spojen s rozdílnými požadavky na jejich přenos. Každý typ síťové služby
je jinak citlivý na parametry přenosu. Na takovýto vývoj nebyl základní koncept Internetu připraven, a proto
bylo nutné vyvinout dodatečné mechanizmy, jejichž hlavním cílem je nabídnout možnost rozdílného zacházení
a dodržení předem stanovených parametrů při přenosu dat v závislosti na jejich typu [23], [19]. Hlavní důraz
je tedy kladen na schopnost sítě rozlišit tok dat podle zdrojových aplikací a rozdělit ho na jednotlivé třídy
provozu. V závislosti na statistických údajích o vytvořených třídách je možné určit optimalizovanou politiku
provozu, která bude co nejvíce zaručovat dodržení požadované kvality služeb pro aplikace vyžadující rozdílný
způsob zacházení. Tato úloha je určená převážně pro aktivní síťově prvky, kterými jsou nejčastěji hraniční
směrovače [28], [30].
Postupem času se vyvinuly různé typy řešení a návrhy architektur, které zavádějí úrovně kvality služeb
a třídí datové jednotky síťového provozu podle stanovených priorit. Kvalita služeb v referenčním modelu
počítačové sítě může být implementována na různých vrstvách. Nejčastěji se používá implementace na úrovni
linkové nebo síťové vrstvy. Na linkové vrstvě se zajištění kvality služeb (QoS - Quality of Service) řeší zejména
pro technologie Ethernet a ATM. Na úrovni síťové vrstvy pak pro klasické IP sítě. Při implementaci na úrovni
IP protokolu existuje několik mechanizmů, avšak nejvíce se prosadily dvě řešení a těmi jsou Integrované služby
(IntServ) a Diferencované služby (DiffServ) [28], [25].
1 CÍLE DIZERTAČNÍ PRÁCE
Hlavním cílem dizertační práce je navrhnout a ověřit funkčnost nového a efektivnějšího mechanizmu pro
zajištění kvality služeb v datových sítích. Pro dosažení tohoto cíle bude navrženo komplexní řešení, které
rozšíří možnosti mechanismu diferencovaných služeb (DiffServ) o užší spolupráci mezi uživatelskou aplikací a
hraničním prvkem technologie DiffServ.
U této technologie je počátečním místem, kde se aplikují QoS mechanizmy, hraniční směrovač dané sítě.
Právě tato vlastnost je jedním z hlavních nedostatků technologie DiffServ, neboť zde chybí přímá interakce
s uživatelskou aplikací, která dokáže nejlépe definovat svoje QoS požadavky. Úkolem navrženého řešení tedy
bude umožnit koncové aplikaci, aby ovlivnila proces přidělování síťových prostředků v rámci zajištění kvality
služeb tím, že sama navrhne u odesílaných paketů nejvhodnější třídu provozu.
V souvislosti s tímto řešením samozřejmě vyvstává řada důležitých otázek, které je nutné vyřešit. Mezi
tyto otázky patří například definování mechanizmu, který bude umožňovat koncové stanici získat z hraničního
směrovače DiffServ domény potřebné informace týkající se definovaných tříd provozu. Dalším úkolem bude
definovat způsob, jakým uživatelská aplikace získané informace zpracuje a uplatní při zařazování svých dat do
požadované třídy provozu.
Proto, aby bylo možné všechny tyto otázky vyřešit, bude v simulačním prostředí OPNET Modeler vytvořen
komplexní model navrženého systému. S pomocí tohoto simulačního modelu bude navržené řešení detailně
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analyzováno.
Dále následuje kompletní souhrn stanovených cílů dizertační práce. Pro větší přehlednost jsou cíle dizerta-
ční práce zformulovány do 3 hlavních bodů a v rámci každého bodu jsou definovány 3 dílčí cíle.
• Analýza stávajících technologií pro zajištění kvality služeb v datových sítích
– Zaměřit se zejména na vlastnosti QoS mechanizmů pracujících na síťové vrstvě referenčního modelu
TCP/IP.
– V simulačním prostředí OPNET Modeler vytvořit model, který bude umožňovat srovnání techno-
logií IntServ, DiffServ a MPLS.
– Analyzovat výsledky simulací se zaměřením na mechanizmus DiffServ, který je předmětem dalšího
zkoumání.
• Návrh nového efektivnějšího mechanizmu pro zajištění QoS v datových sítích, který bude
umožňovat užší spolupráci koncové stanice a hraničního prvku technologie DiffServ
– Definovat základní požadavky na nový QoS systém
– Popsat základní princip a funkční bloky navrženého mechanizmu rozšiřujícího technologii DiffServ.
– Navrhnout optimální způsob komunikace a získávání potřebných informací z hraničního prvku Di-
ffServ domény
• Ověření navrženého QoS systému v simulačním prostředí
– V simulačním prostředí OPNET Modeler vytvořit testovací scénář a implementovat do něj navržený
QoS mechanizmus.
– Provést základní simulace navrženého systému s cílem celkově zhodnotit reálný přínos navrženého
systému.
– Provést analýzu výsledků simulace navrženého systému a definovat základní požadavky pro jeho
nasazení v reálném prostředí.
2 PŘEHLED SOUČASNÝCH QOS TECHNOLOGIÍ
Klasické IP sítě jsou od své podstaty sítě typu best-effort, což znamená, že každý paket zpracovávají stejným
způsobem a nezávisle na ostatních a tím pádem zachovávají pro všechny pakety jednotnou úroveň zacházení
[15], [30]. Tento způsob je dostačující pro klasický přenos souborů, ne však pro moderní síťové služby pracující
v reálném čase nebo obecně služby vyžadující od sítě specifickou úroveň zacházení. Mezi tyto služby je možné
zařadit například přenos hlasu přes IP síť označovaný jako VoIP (Voice over IP), videokonference, služby
využívané v rámci telemedicíny, vzdálený dohled, bankovní a finanční operace a různé druhy záchranných a
bezpečnostních systémů.
IP sítě dlouho nebyly připraveny na přenos a zajištění požadované úrovně kvality takového typu dat. Velký
uživatelský zájem o tyto služby však vedl k návrhu a implementaci mechanismů, které v různé míře umožňují
zajištění kvality služeb, tzv. QoS. Základní způsob zpracovávání datových jednotek v IP sítích, označovaný jako
Best-effort, zajišťuje všem tokům stejnou pravděpodobnost přenosu, avšak zároveň není schopný garantovat
specifické parametry síťového provozu. Proto bylo nutné vyvinout mechanizmus, který bude schopný zajistit
klasifikaci datových toků podle typu služby a následné odlišné zacházení pro jednotlivé třídy služeb uvnitř sítě,
což jsou dva základní úkoly všech technologií pro zajištění QoS [23].
Existuje poměrně velké množství teoretických návrhů systémů pro zajištění QoS v datových sítích, avšak jen
malé množství z nich se skutečně podařilo prakticky realizovat a ve větší míře prosadit. V následujícím textu
budou popsány dvě základní technologie pro zajištění kvality služeb - IntServ a DiffServ, které se prosadily v
praxi. Každá z těchto mechanizmů řeší problematiku QoS odlišným způsobem.
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2.1 Technologie Integrovaných služeb (IntServ)
Technologie Integrovaných služeb byla první technologie používanou v IP sítích, která umožňovala klasifikaci
datových toků a přidělování síťových zdrojů podle typu služby a splnila tak oba výše popsané základní úkoly
obecného QoS mechanizmu. Koncept Integrovaných služeb byl definován v roce 1994 v dokumentu RFC 1633
[10].
Základní myšlenka architektury IntServ vychází z okruhově-spínaného typu komunikace, kdy jsou síťové
zdroje alokovány zvlášť pro každý vybraný tok dat. Aby aplikace získala požadované parametry přenosu, musí
před samotným přenosem dat proběhnout proces rezervace. Rezervace síťových zdrojů se skládá z několika
kroků. Nejprve musí aplikace definovat charakter odesílaných dat a také požadavky na síťové zdroje. Síť poté
použije směrovací protokol pro nalezení vhodné trasy, která umožní uspokojení požadavků uživatelské aplikace.
Následně je použit rezervační protokol pro vytvoření tzv. rezervačního stavu, který zajištuje garanci síťových
zdrojů na všech zúčastněných uzlech podél celé trasy. Je tedy nutné vyjednat, zda jsou všechny prvky sítě
schopné garantovat požadované parametry přenosu [30]. Jestliže poskytnuté síťové zdroje nejsou na některém
z uzlů dostačující, spojení bude odmítnuto a zdrojová aplikace se může rozhodnout, zda se spokojí s mírnějšími
požadavky, nebo odloží přenos. Pokud je však proces rezervace jednou schválen a řádně dokončen, aplikace
může začít vysílat svoje data po rezervované trase [17].
K zajištění informovanosti prvků sítě a tím pádem k rezervaci prostředků v síti slouží u mechanizmu IntServ
tzv. rezervační protokoly. V praxi je používán především protokol RSVP (Resource Reservation Protocol), jehož
podrobný popis je uveden v [11]. RSVP protokol poskytuje mechanizmus pro vytváření a správu rezervačního
stavu podél celé trasy mezi zdrojem a cílem datového toku. Samotné rozhodnutí, která trasa bude pro přenos
dat vybrána, je však provedeno směrovacím protokolem.
2.1.1 Referenční model IntServ
Na obr. 2.1 [10] je znázorněný referenční model technologie IntServ, který se skládá z několika funkčních
bloků, které jsou třeba pro správnou funkci mechanizmu Integrovaných služeb. Tyto komponenty musí být
implementovány ve směrovačích i koncových uzlech podílejících se na zajištění QoS pro dané spojení.
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Obr. 2.1: Referenční model technologie IntServ
Referenční model technologie IntServ je možné rozdělit na dvě základní části - řídící rovinu a datovou rovinu
[30]. Řídící rovina zajišťuje proces rezervace síťových zdrojů a datová rovina provádí předávání datových paketů
na základě vytvořeného rezervačního stavu. Hlavní bloky referenčního modelu IntServ, kterými jsou rezervační
agent, řízení přístupu, klasifikátor a plánovač paketů, jsou detailněji popsány v [30], [17], [10].
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2.2 Technologie Diferencovaných služeb (DiffServ)
Architektura IntServ využívající protokol RSVP pro rezervaci síťových zdrojů byla dokončena v roce 1997.
Téměř okamžitě se však objevily problémy s její implementací. Poskytovatelé internetového připojení argu-
mentovali zejména vysokou složitostí a neefektivním fungováním této technologie na nízko-kapacitních linkách
[15]. Bylo tedy nutné nalézt řešení, které bude nabízet jednoduchý způsob rozlišení síťového provozu a záro-
veň nebude vyžadovat vytváření rezervačních stavů pro jednotlivé toky dat, což výrazným způsobem zatěžuje
síťové uzly. Výsledkem tohoto hlédání se stala technologie diferencovaných služeb (DiffServ).
Technologie DiffServ využívá zcela odlišný způsob zajištění kvality služeb v IP sítích v porovnání s tech-
nologií IntServ. Základní myšlenka [8] je velmi jednoduchá. Jednotlivé datové toky jsou sdruženy do několika
tříd podle základního charakteru služeb, takže síťové prvky (s výjimkou hraničních) se nemusí starat o každý
datový tok zvlášť [19]. Každý IP paket vstupující do datové sítě je označen značkou, která říká, jak má být
s paketem zacházeno - neboli určuje třídu přenosu poskytnutou paketu. Toto značení paketů probíhá pouze
na vstupu do datové sítě. Během přenosu paketů datovou sítí další směrovače pouze přečtou značku každého
paketu a dle této značky se řídí při zacházení s paketem. Značka je uložena přímo v hlavičce IP paketu, takže
není potřeba žádný signalizační protokol pro vytvoření rezervačního stavu. Dále, jelikož je síťový provoz sdru-
žován a následně zpracováván v rámci tříd, odpadá potřeba složitého třídění a plánování síťových zdrojů pro
jednotlivé datové toky, jako je tomu u technologie IntServ.
2.2.1 DiffServ doména
Z pohledu mechanizmu diferencovaných služeb se rozsáhlé datové sítě dělí na menší oblasti, které se nazývají
DiffServ domény [2]. Každá DS doména je spravována jedním poskytovatelem připojení ISP a probíhá v ní
jednotná administrace, která zajišťuje vyhodnocování oprávněnosti požadavků, přiřazení toků do jednotlivých
tříd a označování paketů. V rámci DS domény jsou rozlišovány dva typy směrovačů: hraniční a páteřní [8].
Hraniční směrovač (Edge Router) leží mezi dvěma DS doménami nebo na rozhraní mezi DiffServ doménou
a částí sítě, která nepodporuje mechanizmus DiffServ. Tento směrovač tedy provádí klasifikaci vstupních toků
a následné označování paketů, které jsou pak dále posílány do DiffServ domény. Druhým typem je páteřní
směrovač (Core Router), který se nachází uvnitř DiffServ domény. Nároky na tento prvek jsou podstatně
menší v porovnání s hraničním směrovačem. Páteřní směrovač neprovádí žádnou klasifikaci paketů, zajišťuje
pouhé předávání označených paketů a garantuje určitou kvalitu služby definovanou značkou v hlavičce paketu.
V rámci každé DS domény musí být jasně definována úroveň služby, kterou může koncový uživatel očekávat
od sítě, respektive od ISP. K tomuto účelu slouží dohoda o úrovni poskytované služby - SLA. Dohoda SLA je
aplikována na rozhraních mezi uživatelem a DS doménou nebo dvěma DS doménami spravovanými různými
ISP a jasně vymezuje povolené profily síťového provozu, podmínky zacházení s datovými toky, konkrétní síťové
parametry pro jednotlivé třídy provozu atd. [30].
2.2.2 Indentifikátor DSCP
Mechanizmus DiffServ je postaven na předpokladu odlišného zacházení pro jednotlivé pakety. Aby to bylo
možné, je třeba pakety nějakým způsobem od sebe odlišit. K tomu slouží jedinečný identifikátor, značka,
označovaný jako DSCP. Tato značka je uložena v hlavičce IP paketu v poli označovaném jako DS pole. Velikost
DS pole je 8 bitů, avšak pro uložení DSCP značky se používá pouze prvních 6 bitů, zbylé dva jsou momentálně
nevyužité.
Značka DSCP definuje konkrétní třídu provozu a na ni je navázán definovaný způsob zacházení s pakety
patřícími do dané třídy. V rámci architektury Diferencovaných služeb se způsob zacházení s pakety označuje
zkratkou PHB. PHB nedefinuje přímo konkrétní mechanizmy nebo způsob jejich implementace, ale obsahuje
spíše obecný popis způsobu zacházení s pakety (v závislosti na DSCP) nebo specifikaci parametrů požadované
služby v rámci dané DS domény [25]. Pro dosažení stejné úrovně zacházení v rámci konkrétního PHB je tedy
možné použít různé fyzické implementace metod řízení front a plánování odesílání paketů [30].
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V rámci technologie DiffServ jsou organizací IETF definovány čtyři typy způsobu zacházení PHB: výchozí
(Best-effort), CS (Class Selector), AF (Assured Forwarding) a EF (Expedited Forwarding) [22].
2.2.3 Referenční model DiffServ
Referenční model technologie DiffServ je definován v RFC 2475 [8] a také v RFC 3290 [8]. Model diferen-
covaných služeb se skládá z několika bloků, které jsou stavebními kameny celého mechanizmu. Referenční
model DiffServ je zobrazen na obr. 2.2 a je možné jej rozdělit na dvě základní části. Na část klasifikace, kde
probíhá třídění a značkování paketů a část pro úpravu provoz, která na základě parametrů provozu a DSCP
značek přidělených jednotlivým paketům rozhoduje o jejich dalším zpracování [30]. Popis jednotlivých bloků
referenčního modelu DiffServ je uveden v [8].
  Třídič  Značkovač
Klasifikace provozu
 
 Měřič  Tvarovač
Úprava provozu
 Přeznačovač
 Zahazovač
Vstupní 
rozhraní Výstupní 
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pakety
zahozené 
pakety
přicházející 
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Obr. 2.2: Referenční model technologie DiffServ
2.2.4 Plánované odesílání paketů a aktivní správa front
Plánované odesílání paketů umožňuje prioritní zacházení pro vybrané třídy síťového provozu, což je základní
myšlenka téměř všech technologií pro zajištění kvality služeb. Proto je plánované odesílání paketů srdcem
každého QoS mechanizmu, neboť právě tento proces má zásadní vliv na výslednou úroveň kvality uživatelské
aplikace [23]. Pojmem plánované odesílání paketů jsou většinou označeny dva úzce související procesy - proces
řazení paketů do front a proces řízeného odesílání, který rozhoduje, který paket bude odeslán na výstupní
rozhraní síťového prvku [28]. Plánované odesílání paketů je u technologie DiffServ prováděno na základě DSCP
značky a k ní přidruženému způsobu zacházení PHB. Mezi nejpoužívanější mechanizmy plánovaného odesílání
paketů patří FIFO (First In First Out), PQ (Priority Queuing), WRR (Weighted Round Robin) a WFQ
(Weighted Fair Queuing), jejichž bližší popis je možné nalézt např. v [23].
Výše popsané mechanizmy pro plánované odesílání paketů využívají front s pevně danou délkou. Pokud
dojde k zaplnění fronty, jsou nově příchozí pakety zahazovány. Jsou definovány dva přístupy, jak tento stav
řešit - pasivní a aktivní správa front [23]. Pasivní správa front je nejstarší a zároveň také nejjednodušší způsob
řešení problému se zaplněním front síťových prvků. Je využíváno jednoduchého mechanizmu, označovaného
jako tail-drop, kdy jsou v případě zaplnění fronty zahazovány pakety, které dorazily do směrovače jako poslední
[9]. Strategie zahazování typu tail-drop může způsobit globální synchronizaci protokolu TCP. Tento jev pak
způsobuje neefektivní využívání síťových zdrojů [23]. Jako prevence proti tomuto jevu se používá aktivní
správa front AQM (Active Queue Management). Mechanizmy AQM, mezi které patří zejména algoritmy RED
(Random Early Detection) a WRED (Weighted Random Early Detection), se snaží detekovat vznik blížícího
se zahlcení a reagovat na tuto situaci ještě předtím, než dojde k úplnému zaplnění front síťového prvku [23].
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2.3 Celkové zhodnocení QoS mechanizmů
V předchozím textu byly zmíněny dva hlavní mechanizmy sloužící pro zajištění kvality služeb v datových sítích.
Historicky starší je technologie Integrovaných služeb, jejíž základní myšlenka spočívá v zajišťování QoS pro
jednotlivé datové toky (per-flow). V reakci na nedostatky mechanizmu IntServ byl vytvořen koncept Diferen-
covaných služeb. Cílem této technologie je zejména eliminovat celkovou složitost a vysoké požadavky kladené
mechanizmem IntServ na síťové uzly. Toho se podařilo dosáhnout tím, že síťový provoz není zpracováván na
základě jednotlivých toků, jak je tomu u IntServ, ale podle tříd (per-class), do kterých jsou pakety řazeny na
základě předem definovaných pravidel. Tato klasifikace je prováděna na hraničních prvcích sítě. Páteřní uzly
pak pouze zpracovávají již označené pakety, což snižuje míru jejich zatížení. Klasifikace a následné zpracová-
vání síťového provozu podle tříd s definovanou úrovní priority se ukázalo jako perspektivní řešení pro zajištění
QoS v IP sítích.
Jedním z často zmiňovaných nedostatků technologie DiffServ je rozsah podpory QoS omezený pouze na
oblast DiffServ domény a chybějící zpětná odezva. Počátečním místem, kde jsou aplikovány QoS algoritmy,
je hraniční prvek DiffServ domény, což může v některých případech způsobit rozpor v přidělené úrovni QoS a
skutečnými požadavky koncové aplikace. Uživatel tak předem neví, jakou úroveň kvality služby mu síť skutečně
poskytne. I přes tyto nedostatky se však technologie DiffServ stalo v současné době nejpoužívanější technologií
pro zajištění QoS a její upřednostnění před IntServ se ukázalo jako správný krok, což potvrzuje i řada studií,
např. [16], [27], [31].
3 SIMULACE QOS TECHNOLOGIÍ
Za účelem podrobného srovnání uvedených QoS technologií byl vytvořen simulační model datové sítě, v kterém
byly postupně nakonfigurovány technologie IntServ a DiffServ. Cílem provedených simulací bylo mimo jiné také
poukázat na některé problémy těchto technologií. Jako simulační prostředí byl zvolen nástroj OM (OPNET
Modeler).
V simulačním modelu byly nakonfigurovány celkem 4 odlišné typy síťového provozu - přenos souborů pomocí
FTP (představitel typické datové služby), přístup k webovým stránkám pomocí protokolu HTTP (představitel
interaktivní služby, typu člověk-stroj), obecný databázový přístup (představitel interaktivní služby typu stroj-
stroj) a přenos hlasu pomocí VoIP technologie (představitel služby pracující v reálném čase). První tři zmíněné
síťové aplikace využívají na transportní vrstvě protokol TCP a zbývající VoIP využívá UDP protokol. Pro každý
typ provozu byly nakonfigurovány specifické parametry a také časový profil.
3.1 Analýza výsledků simulace IntServ
V rámci analýzy mechanizmu IntServ byly vytvořeny 2 scénáře. V prvním scénáři byl veškerý síťový provoz pře-
nášen způsobem Best-effort. V druhém scénáři pak byla nakonfigurována technologie IntServ, která využívala
signalizační protokol RSVP pro vytváření rezervačních stavů uvnitř jednotlivých směrovačů. Jako prioritní typ
provozu byl zvolen VoIP, kterému byla přidělena hodnota ToS pole „6ÿ (Interactive voice). Zbývající provoz
byl síťovými prvky zpracováván způsobem Best-effort. Oba výše popsané scénáře byly odsimulovány s délkou
simulace 3600 sekund.
Na obr. 3.1 je zobrazen průběh end-to-end zpoždění pro VoIP tok. Z grafu je zřetelný pozitivní vliv na
zpoždění VoIP toku při implementaci mechanizmu IntServ. Hodnoty end-to-end zpoždění se pro scénář „Int-
Servÿ pohybují okolo hodnoty 65 ms, což je uspokojivá hodnota pro přenos hlasu v reálném čase. Naproti tomu
u scénáře „Best-effortÿ se vyskytují vyšší hodnoty end-to-end zpoždění (téměř 100 ms), které by v některých
případech mohly způsobit zhoršenou kvalitu přenášeného hlasu.
Hlavním důvodem neúspěchu mechanizmu IntServ jsou vysoké požadavky kladené na síťové uzly při vy-
tváření a udržování RSVP rezervačních stavů. Počet těchto stavů je vždy závislý od celkového počtu datových
toků, kterým má být poskytnuta rezervace síťových zdrojů. Na obr. 3.2 je zobrazeno celkové množství RSVP
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Obr. 3.1: End-to-end zpoždění pro VoIP tok mezi dvěma klienty
rezervačních stavů uskutečněných na směrovači Core Router 9 v závislosti na čase. V případě velkého množství
spojení (např. stovky) by již docházelo k poměrně výraznému zatížení procesoru a pamětí směrovače. Stejně
tak by zprávy protokolu RSVP zabraly poměrně výraznou část celkové propustnosti.
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Obr. 3.2: Počet RSVP rezervačních stavů vytvořených na páteřním směrovači Core Router 9
3.2 Analýza výsledků simulace DiffServ
Technologie Diferencovaných služeb je v současnosti nejrozšířenější technologií pro zajištění QoS v datových
sítích, a proto jí byla v této práci věnována větší pozornost. Dalším důvodem je také to, že v další části práce
je mechanizmus DiffServ použit jako základ pro nově navržený QoS systém.
Vytvořený simulační model datové sítě je tvořen celkem 12 směrovači, které pro účely modelování me-
chanizmu DiffServ tvoří jednu DS doménu. Hlavní funkce pro zpracování datových toků byly aplikovány na
hraničních směrovačích. Tyto prvky prováděly klasifikaci a značkování příchozích paketů. Každý paket byl
zařazen do některé ze 4 definovaných tříd a na základě výsledku třídění mu byla přidělena DSCP značka, která
byla uložena do DS pole v hlavičce IP protokolu. Každé přidělené DSCP značce odpovídal definovaný způ-
sob zacházení typu BE, AF nebo EF a s ním spojená priorita, která byla paketům poskytována během jejich
průchodu sítí. Mimo způsobu zacházení byly na směrovačích postupně ve třech scénářích nakonfigurovány také
algoritmy plánovaného odesílání paketů PQ, WRR a WFQ.
Na obr. 3.3 je uvedeno srovnání end-to-end zpoždění pro VoIP provoz pro jednotlivé algoritmy správy front.
Jak je z grafu zřejmé, všechny 3 testované algoritmy jsou schopné zajistit VoIP provozu podobné hodnoty end-
to-end zpoždění pohybující se v rozmezí 60 - 70 ms.
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Obr. 3.3: End-to-end zpoždění pro VoIP tok
Jedním ze základních požadavků na algoritmy pro plánované odesílání paketů je schopnost efektivně ob-
sloužit také pakety uložené ve frontách s nejnižší prioritou. Na obr. 3.4 je zobrazen průběh času, který stráví
pakety FTP provozu, tedy provozu s nejnižší prioritou zacházení, ve frontě hraničního směrovače. Jak je na
grafu vidět, nejvyšší zpoždění způsobuje algoritmus WRR, naproti tomu nejrychleji jsou odbaveny pakety ve
frontě algoritmu PQ. Tento výsledek může být poněkud překvapující, protože právě mechanizmus PQ se vy-
značuje tím, že u něj může docházet k blokování paketů s nižší prioritou v důsledku neustálého zaplňování front
s vyšší prioritou. Výsledek simulace však souvisí s celkovým charakterem provozu v dané sítí a množstvím
dat, které generují jednotlivé zdroje dat. VoIP pakety jsou sice řazeny do front s nejvyšší prioritou, avšak
současně tento typ provozu generuje nejmenší množství dat v porovnání např. s třídou provozu FTP. Proto
tedy nedochází v dané síti u algoritmu PQ k blokování FTP provozu, neboť VoIP pakety jsou z prioritní fronty
rychle odbaveny a tak se dostanou na řadu i pakety uložené ve frontách s nižší prioritou.
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Obr. 3.4: Doba strávená pakety ve frontě typu Best-effort
Vlivem zahlcení linek a zahazování paketů s nejnižší prioritou automaticky narůstá množství nepotvrzených
TCP segmentů, které je nutné vyslat znovu. Díky tomu tak klesá celková propustnost a efektivita přenosu,
což se odrazilo i na době stažení jednoho souboru z FTP serveru, viz obr. 3.5. Nejrychleji byl soubor stažen
ve scénáři bez implementace technologie DiffServ, což potvrdilo teoretické předpoklady, že pokud v síti není
aplikován mechanizmus pro zajištění QoS, pak jsou některé typy provozu (např. FTP) schopné do určité
míry monopolizovat síťové zdroje na úkor ostatních tříd provozu. Naopak nejdelší doba odezvy byla u scénáře
DiffServ bez algoritmu WRED.
Z výsledků simulací technologie DiffServ lze odvodit obecný závěr, že implementace jakýchkoli mechanizmů
pro zajištění QoS je efektivní pouze tehdy, pokud se nastavení parametrů těchto mechanizmů provede na
základě kapacity a vytížení přenosových linek a také skladby síťového provozu v konkrétní síti. Při nevhodném
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Obr. 3.5: Doba stažení souboru z FTP serveru, velikost souboru 20 MB
nastavení priorit pro jednotlivé třídy provozu může docházet k nepřiměřenému omezení propustnosti pro třídy
s nízkou prioritou zacházení. Např. klasická datová služba je ve většině případů zařazena do výchozí třídy
(Best-effort) s nejnižší prioritou. To však v některých situacích nemusí být žádoucí. Řešení tohoto problému
nabízí nový QoS systém, jehož návrh je popsán v kapitole 4. Navržený systém umožní síťové aplikaci zvolit
pro svůj typ provozu (např. datová služba) vhodnou QoS třídu, která nejlépe odpovídá jejím požadavkům.
4 NÁVRH QOS SYSTÉMU S UŽIVATELSKOU INTERAKCÍ
Při vývoji technologie DiffServ byl kladen velký důraz na její maximální jednoduchost a také transparentnost
z pohledu koncových uživatelů. Paradoxně se však právě tyto vlastnosti staly zdrojem jednoho z hlavních
nedostatků mechanizmu DiffServ, kterým je chybějící spolupráce s koncovým zařízením. Jako jedno z možných
řešení tohoto problému je v této práci navržen nový systém, který rozšiřuje mechanizmus DiffServ o funkce
umožňující uživatelské stanici definovat svoje požadavky na parametry přenosu.
Následující kapitola tedy obsahuje popis návrhu tohoto nového QoS systému. Nejprve jsou však defino-
vány obecné požadavky kladené na nový systém podpory zajištění kvality služeb. Na základě analýzy těchto
požadavků je pak představen konkrétní návrh QoS systému umožňujícího interakci mezi koncovou aplikací
a hraničním síťovým prvek. V dalším textu jsou pak popsány základní principy a funkční bloky navrženého
mechanizmu.
4.1 Obecné požadavky kladené na nově navrhovaný QoS sytém
Při návrhu jakéhokoli systému je nutné nejprve stanovit základní požadavky na daný systém, z nichž se
pak odvodí konkrétní princip, základní funkce a jednotlivé funkční bloky. V následujícím textu tedy budou
popsány obecné požadavky, které byly definovány jako výchozí bod pro návrh nového systému pro zajištění
QoS v datových sítích.
1. Komunikace mezi koncovým zařízením a hraničními prvky sítě - Prvním požadavkem na nový
systém pro zajištění kvality služeb vytvoření komunikačního kanálu, který bude umožňovat vzájemnou
interakci mezi koncovým zařízením a hraničním prvkem sítě. Uživatelská aplikace tak bude schopna
přesně definovat svoje požadavky na síťové zdroje a výslednou úroveň kvality služby.
2. Minimální zatížení síťových prvků - na základě prvního požadavku je jasné, že v rámci nově na-
vrženého QoS systému bude nutná komunikace mezi uživatelskou stanicí a síťovým prvkem. Použitý
komunikační model však musí být na základě druhého požadavku co nejjednodušší, aby síťové prvky a
přenosové linky zatěžoval jen minimálně.
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3. Minimální zásahy do stávající infrastruktury - navržený systém pro podporu kvality služeb má v
maximální míře využívat stávající síťové infrastruktury. Jednotlivé funkční bloky navrženého mechanizmu
mají využívat výhradně standardizovaných prostředků, které jsou běžně dostupné v aktivních síťových
prvcích. Jakýkoli zásah do architektury běžně používaných síťových mechanizmů a protokolů výrazným
způsobem snižuje šance na globální rozšíření nové metody.
4. Nezávislost na fyzické implementaci - je nutné, aby nový QoS systém umožňoval spolupráci s
jakýmikoli síťovými zařízeními nezávisle na jejich výrobci. Použité metody tedy mají vycházet z obecných
zásad a vlastností referenčních modelů jednotlivých QoS mechanizmů.
5. Dodržování dohodnutých pravidel a zásad - nově navržený systém smí ovlivňovat síťový provoz
generovaný koncovou stanicí pouze do takové míry, aby nepřekračoval dojednané parametry definované
v SLA.
6. Koexistence se stávajícími technologiemi - navržený systém musí zajistit plnou koexistenci se
všemi standardními technologiemi. Pokud se tedy síťová služba rozhodne nevyužívat funkcí navrženého
mechanizmu, musí jí být poskytnut standardní způsob zacházení odpovídající základní implementaci
použitých technologií.
7. Jednoduchá ověřitelnost - nový systém musí být snadno implementovatelný a následně ověřitelný
ve vhodném simulačním nástroji nebo v laboratorní síti. Testování v simulačním prostředí umožní ana-
lyzovat a následně odstranit případné nedostatky a také definovat požadavky pro nasazení v reálných
podmínkách.
4.2 Analýza požadavků na navržený QoS systém
Na základě podrobné analýzy výše uvedených obecných požadavků bylo nalezeno optimální řešení jednotlivých
požadavků. Z těchto dílčích řešení pak vzešel soubor základních vlastností a dílčích funkcí nového QoS systému
umožňujícího spolupráci koncového zařízení s hraničním prvkem vybrané QoS technologie. V následujícím textu
bude popsán způsob analýzy požadavků uvedených v kapitole 4.1 a jejich navrhované řešení.
4.2.1 Komunikace mezi prvky sítě
Prvním z analyzovaných požadavků byla potřeba vytvoření komunikačního rozhraní mezi uživatelským zaříze-
ním a hraničním prvkem sítě. V současné době již existuje řada způsobů, jak na koncových stanicích nastavit
hodnotu ToS nebo DSCP v hlavičce IP paketu. Toto nastavení je však prováděno bez znalosti reálné konfigu-
race QoS mechanizmů uvnitř síťových uzlů, což ve většině případů vede k tomu, že hraniční směrovač provede
přeznačení paketu na jinou úroveň priority zacházení. Z tohoto důvodu bylo nutné definovat mechanizmus pro
získávání informací o nastavení parametrů QoS technologie přímo z hraničního prvku. Získané informace jsou
na koncovém zařízení následně použity pro nastavení úrovně požadované priority zacházení. Vzhledem k dalším
požadavkům týkajících se minimálních zásahů do stávající infrastruktury a nezávislosti na fyzické implemen-
taci bylo třeba nalézt standardizovaný mechanizmus podporovaný v běžných síťových zařízeních. Jako řešení
byl zvolen protokol SNMP, který je primárně určen pro vzdálenou správu síťových zařízení [21]. SNMP byl
vybrán zejména proto, jelikož umožňuje přístup ke konfiguračním informacím jednotlivých síťových zařízení.
Právě této vlastnosti bude využito při získávání informací o nastavení podporovaných tříd provozu, množství
přidělených síťových zdrojů, apod. Zmíněné konfigurační údaje jsou na síťových zařízeních standardně uloženy
v podobě objektů specializované databáze označované jako MIB (Management Information Base).
4.2.2 Minimální zatížení síťových prvků
Druhým požadavkem bylo minimální zatížení síťových prvků. V rámci analýzy této potřeby bylo nutné nejprve
zvolit základní mechanizmus pro zajištění kvality služeb, který bude rozšířen o navrhovaný systém. Na základě
provedených analýz byla zvolena technologie diferencovaných služeb jako základní mechanizmus, kterého bude
nově navržený systém využívat a rozšiřovat jej o možnost účasti koncové stanice na procesu vyjednávání úrovně
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QoS. V rámci navrhovaného rozšíření se předpokládá komunikace výhradně s hraničním uzlem, takže páteřní
směrovače nebudou daným systémem nijak ovlivněny. Komunikace s hraničním prvkem bude omezena na
pouhé vyčítání potřebných informací z jeho konfigurační databáze MIB, takže i zatížení hraničních směrovačů
bude minimální. Tím je tedy splněn tento druhý požadavek.
4.2.3 Minimální zásahy do stávající infrastruktury a nezávislost na fyzické im-
plementaci
Při předpokladu, že bude navržený systém fungovat jako rozšíření mechanizmu DiffServ, je třeba zajistit, aby
tento systém zcela využíval standardizovaných funkcí a komponent mechanizmu DiffServ bez nutnosti jakékoli
jejich úpravy. Je nutné, aby funkce navrženého QoS systému nebyly závislé na konkrétním typu síťového
zařízení, ale naopak byly aplikovatelné u většiny používaných prvků. Uvedené požadavky již byly prakticky
uspokojeny tím, že jako základní mechanizmus byla vybrána technologie DiffServ a pro získávání informací o
konfiguraci této technologie byl vybrán protokol SNMP umožňující přístup do MIB databáze síťových prvků.
Obě tyto síťové technologie jsou totiž běžně podporovány ve většině síťových zařízení používaných v dnešních
datových sítích. Navržený systém tedy nebude nijak měnit stávající mechanizmy, pouze je bude využívat v
takové podobě, jak jsou implementovány.
4.2.4 Dodržování dohodnutých pravidel a zásad
Další požadavek se týkal dodržování definovaných zásad síťového provozu. Řešení tohoto požadavku spočívá v
tom, že budou z hraniční směrovače DiffServ domény získávány kromě informací, jako podporované třídy služeb,
definované způsoby zacházení atd., také hodnoty parametrů používané v měřičích provozu. V rámci navrženého
systému pak bude síťový provoz generovaný uživatelskou aplikací zpracováván v souladu s těmito zjištěnými
informacemi tak, aby při příchodu na hraniční prvek prošel mechanizmem měření a vyhověl dohodnutým
pravidlům.
4.2.5 Koexistence se stávajícími technologiemi
Je velmi důležité, aby navržený systém umožňoval současné fungování stávajících síťových technologií bez
sebemenších omezení. Pokud se tedy koncová aplikace rozhodne z nějakého důvodu nevyužít funkcí navrženého
systému, musí jí být umožněno použití standardních síťových mechanizmů. Splnění tohoto požadavku bude
zajištěno tím, že popsaný QoS systém bude na koncovém zařízení implementován v podobě systémového
rozhraní API a uživatelské aplikaci budou tedy funkce tohoto API pouze nabídnuty.
4.2.6 Jednoduchá ověřitelnost
Požadavek na jednoduchou ověřitelnost vychází spíše z procesu vývoje tohoto systému než z podstaty jeho fun-
gování ve finální podobě. Pro ověření a funkční analýzu navrženého systému bylo vybráno simulační prostředí
OPNET Modeler. Aby však testování systému nebylo omezené čistě na simulační prostředí, byl do simulačního
procesu začleněn také reálný síťový prvek.
4.2.7 Základní princip navrženého QoS systému
Na základě analýzy obecných požadavků byl vytvořen soubor konkrétních řešení a podle něj pak byly stanoveny
postupy pro splnění základních vlastností nového QoS systému. Pro větší přehlednost jsou zvolené postupy a
shrnuty do bodů.
• Motivace: odstranění jednoho ze základních nedostatků současných QoS technologií v podobě chybějící
interakce mezi hraničním prvkem sítě a koncovým zařízením.
• Hlavní myšlenka: umožnění koncové aplikaci efektivnější definici svých QoS požadavků na základě
konfiguračních informací získaných z hraničního prvku sítě.
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• Zaměření: technologie Diffserv, navržený systém bude tvořit její rozšíření.
• Využití stávajících síťových komponent: SNMP (komunikace mezi koncovým zařízením a síťovým
uzlem), MIB (přístup ke konfiguračním informacím).
• Potřeba úpravy stávajících zařízení nebo technologií: ne.
• Bezpečnost: na síťových prvcích bude docházet pouze k vyčítání požadovaných informací, systém ne-
bude obsahovat funkce pro jejich úpravu. Provoz bude zpracováván v souladu se zjištěnými parametry
definovanými v SLA.
• Předpokládaná oblast nasazení: uživatelské stanice v podobě rozhraní API.
4.3 Protokol SNMP (Simple Network Management Protocol)
Protokol SNMP byl vybrán jako komunikační mechanizmus pro vzájemnou výměnu dat mezi koncovou stanicí
a hraničním směrovačem DiffServ domény. Aby bylo možné v dalším textu popsat využití tohoto protokolu v
navrženém QoS systému, bude v této kapitole uveden základní popis SNMP protokolu a jeho komponent.
Protokol SNMP vznikl na základě požadavku na vzdálený dohled a správu síťových zařízení v IP sítích. Já-
dro protokolu SNMP je tvořeno jednoduchou sadou operací, která dává administrátorovi schopnost kontrolovat
a konfigurovat stav síťových zařízení [20]. Mezi základní SNMP operace patří [21]:
• GetRequest,
• GetNextRequest,
• SetRequest,
• Trap.
Protokol SNMP je postaven na modelu dvou entit - agenta a manažera. Agent v podobě SNMP softwarového
modulu je implementován do spravovaného zařízení (např. směrovače, servery, síťové mosty, atd.). Agent
zajišťuje přístup do MIB databáze, která obsahuje konfigurační informace daného síťového zařízení. Manažer
je nejčastěji pracovní stanice nebo server vybavený softwarovým modulem umožňujícím centralizovanou správu
a dohled síťových prvků (agentů). Komunikace mezi SNMP manažerem a agentem funguje na principu dotaz-
odpověď, kdy manažer zasílá pravidelné dotazy agentovi a ten na ně odpovídá. Jediná situace, kdy komunikaci
iniciuje agent, je případ naléhavých zpráv (např. porucha zařízení), které jsou agentem posílány manažerovi
bez předchozí výzvy. Tyto naléhavé zprávy se označují jako Trap [12].
4.3.1 Algoritmus pro vyčítání konfiguračních informací z databáze MIB
Jednou z klíčových fází navrženého systému pro rozšíření technologie DiffServ je získávání konfiguračních
informací z hraničního směrovače. Jak již bylo uvedeno dříve, pro tento účel byl zvolen protokol SNMP.
Standardní uspořádání systémů vzdálené správy pomocí SNMP využívá centralizované řízení a monitorování
síťových prvků. Použití protokolu SNMP v navrženém systému však bude mírně odlišné.
Navržené řešení se opírá o modifikované logické uspořádání protokolu SNMP. V navrženém řešení se mo-
nitorovacím prvkem protokolu SNMP stane každá koncová stanice, která bude chtít využívat navrženého
mechanizmu. Každá takováto koncová stanice bude využívat velice jednoduchého manažeru protokolu SNMP
a pomocí něj získávat potřebné informace. Modifikovaný způsob použití je znázorněn na obr. 4.1 [5].
Tento jednoduchý manažer bude implementovat jen velice malou část z komplexního protokolu SNMP. Z
celkové analýzy vyplynulo, že tento jednoduchý manažer musí implementovat pouze funkce pro získání dat
z databáze MIB. To znamená, že musí být schopen čtení parametrů z databáze MIB. Co se týká samotné
interpretace přečtených dat, analýza ukázala, že postačující podmínkou bude podpora pouze několika málo
větví databází MIB. Navíc podpora těchto několika málo větví nemusí být v jednoduchém manažeru úplná,
protože stanici bude postačovat získání pouze několika vybraných údajů z větví databáze MIB.
Takto navržené řešení umožní dynamické zjišťování parametrů technologie DiffServ, které bude probíhat
mezi koncovou stanicí a okrajovým směrovačem, viz obr. 4.1. Praktické zkušenosti ukazují, že v sítích s im-
plementovanou technologií DiffServ nedochází k častým změnám v konfiguraci této technologie a ani k častým
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změnám v konfiguraci jednotlivých síťových rozhraní. Z toho plyne, že implementovaný jednoduchý mana-
žer nebude muset získávat potřebné informace z databází MIB často, což ústí v minimální komunikaci mezi
manažerem a stanicí a tím pádem i minimálnímu zvýšení provozu v síti, což je jeden z požadavků návrhu.
V rámci navrženého řešení byl vyvinut univerzální postup, který umožňuje dynamické zjišťování parame-
trů technologie DiffServ. Z důvodu potřeby dodržet dříve stanovené obecné požadavky a z důvodu limitace
omezujícími faktory, vyžaduje vyvinutý postup dodržení následujících předpokladů:
• koncová stanice dokáže zjistit IP adresu výchozí brány,
• výchozí brána je prvním aktivním prvkem DiffServ domény,
• výchozí brána funguje současně jako okrajový směrovač DiffServ domény,
• okrajový směrovač DiffServ domény implementuje požadované databáze MIB,
• koncové stanice mají oprávnění pro čtení z požadovaných MIB databází,
• síťové rozhraní koncové stanice je připojeno k jedné DiffServ doméně,
• vstupní rozhraní okrajového směrovače je nastaveno tak, že důvěřuje příchozím DSCP značkám, které
přicházejí z vnějšku DiffServ domény,
• vstupní rozhraní okrajového směrovače provádí pouze klasifikaci provozu, item výstupní rozhraní okra-
jového směrovače provádí úpravu provozu,
• uvnitř celé DiffServ domény jsou definovány jednotné politiky úpravy provozu, které mají jednotné
nastavení jak na okrajových směrovačích, tak na páteřních směrovačích,
• garance kvality služeb je zajišťována v páteřní části sítě (uvnitř DiffServ domény),
• v rámci přístupové části sítě se předpokládá dostatečná propustnost bez garance kvality služeb. Pojmy
přístupová a páteřní síť jsou vysvětleny na obr. 4.1.
DiffServ 
doména
Detekce DiffServ 
parametrů pomocí 
protokolu SNMP
Hraniční
směrovač
Koncová 
stanice
Koncová 
stanice
Koncová 
stanice
MIB
SNMP 
manažer
SNMP 
agent
Páteřní
směrovač
GetRequest, GetNextRequest
GetResponse
Přístupová síť Páteřní síť (DiffServ doména)
Páteřní
směrovač
Obr. 4.1: Způsob využití protokolu SNMP pro vyčítání potřebných informací z databáze MIB
4.4 Funkční bloky navrženého QoS systému
Na základě dříve stanovených předpokladů a analýzy základních požadavků byl vytvořen koncepční model
QoS systému rozšiřujícího mechanizmus diferencovaných služeb o možnost interakce mezi koncovou stanicí a
hraničním směrovačem DiffServ domény [4]. Cílem této interakce je získání konfiguračních parametrů DiffServ
technologie z hraničního prvku a následně na základě analýzy získaných informací provést na straně koncové
stanice přidělení DSCP značky aplikačním paketům. Vytvořený model, viz obr. 4.2, je rozdělen do několika
funkčních bloků, které budou v následujícím textu podrobněji popsány.
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Obr. 4.2: Funkční model navrženého QoS systému
4.4.1 Detekce konfiguračních parametrů technologie DiffServ
Z uvedeného obr. 4.2 je vidět, že v předchozí kapitole popsaný algoritmus pro vyčítání konfiguračních parametrů
z MIB databáze hraničního směrovače DiffServ domény je pouze první fází navrženého systému. Nicméně, tato
fáze je velmi důležitá, neboť se od ní odvíjí procesy dalších funkčních bloků modelu.
Obecný algoritmus detekce konfiguračních nastavení včetně používaných nástrojů byl popsán v předchozích
kapitolách. I přesto, že jedním z požadavků na navržený systém byla nezávislost na fyzické implementaci
jednotlivých síťových zařízení, je nutné v tomto místě uvedený požadavek mírně upravit. Je to z důvodu
odlišných typů databází MIB implementovaných v síťových prvcích. Dříve popsaný detekční algoritmus proto
popisuje spíše obecný způsob získávání požadovaných informací z databáze MIB. První část algoritmu týkající
se zjišťování parametrů síťových rozhraní bude vždy stejná pro všechny zařízení, neboť se jedná o práci s
objekty databáze MIB-2, která musí být implementována na všech zařízeních. Druhá část, která slouží k
získávání konfiguračních atributů mechanizmu DiffServ, se již bude mírně lišit v závislosti na struktuře použité
MIB, v které jsou tyto informace uloženy. V předchozím textu byly uvedeny dvě z nejčastěji používané MIB
- obecná standardizovaná DiffServ-MIB a Cisco CBQoS MIB vytvořená firmou Cisco Systems Inc. Jedna z
těchto databází MIB je ve většině případů implementována v současných směrovačích používaných v páteřních
sítích pro podporu mechanizmu DiffServ. V případě, že bude použit směrovač od jiného výrobce s jiným
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typem implementované databáze MIB, pak bude nutné navržený algoritmus upravit, což však vzhledem k jeho
modularitě by neměl být zásadní problém.
Před spuštěním samotného procesu detekce konfiguračních parametrů tedy musí koncová stanice zjistit typ
implementované MIB. To lze provést jednoduchým dotazem do dané větve MIB. Pokud SNMP agent vrátí
smysluplnou odpověď, pak lze předpokládat, že je daná MIB skutečně implementována v síťovém zařízení.
Poté je tedy zahájen vlastní proces dotazování. Výsledkem tohoto procesu je seznam dostupných tříd provozu
a souvisejících QoS parametrů.
Mechanizmus detekce parametrů DiffServ může být na koncové stanici obsažen přímo v uživatelské apli-
kaci. Tento způsob však není příliš vhodný zejména proto, že by musely být upraveny zdrojové kódy samotné
aplikace, což ve většině případů není možné a vyžaduje to také určitou úroveň znalostí uživatele. Proto z
pohledu možnosti většího rozšíření navrhovaného systému je efektivnější, aby funkci detekce nastavení hranič-
ního směrovače prováděla samostatná služby běžící v OS koncové stanice. Tak mohou být získané informace
poskytnuty více síťovým aplikacím.
4.4.2 Zpracování dostupných tříd provozu a souvisejících parametrů
Tento funkční blok je přímo závislý na výstupu předchozího bloku. Pokud je totiž fáze detekce QoS parametrů
neúspěšná, pak jsou další fáze zbytečné, neboť jim chybějí požadovaná vstupní data. Pokud je však proces
detekce úspěšný, pak druhý funkční blok provede analýzu získaných informací a zpracuje je do přehledné formy.
Síťová aplikace se pak v další fázi na základě těchto dat rozhodne, kterou z podporovaných tříd provozu využije
pro svoje data.
Proces výběru optimální třídy provozu je postaven na několika základních parametrech.
• Klasifikační profil - tento parametr popisuje způsob klasifikace paketů do jednotlivých tříd provozu.
V rámci technologie DiffSev jsou definovány dva základní typy třídičů - BA, který předpokládá, že paket
již byl označen DSCP značkou a třídí jej na základě této hodnoty, a MF, který třídí pakety na základě
jednoho nebo více kritérií (např. IP adresa, číslo TCP/UDP portu nebo typ aplikačního protokolu).
• Garantovaná minimální přenosová rychlost CIR - jedná se o minimální přenosovou rychlost de-
finovanou pro konkrétní třídu provozu. Jedná se o jednu z nejdůležitějších charakteristik jednotlivých
tříd provozu. Tento parametr je nejčastěji spojen s výstupním portem síťového zařízení. Je tedy nutné
správně identifikovat vstupní a výstupní rozhraní hraničního směrovače.
• Maximální povolená přenosová rychlost PIR - maximální přenosová rychlost povolená pro danou
třídu. Pokud datový tok překročí tuto hodnotu, pak je zpracován způsobem definovaným v politice pro-
vozu. Minimální garantovaná i maximální povolená rychlost mohou být někdy uváděny jako procentuální
hodnoty. Je tedy nutné nejprve zjistit celkovou přenosovou rychlost síťového rozhraní a poté vypočítat
absolutní hodnotu povolených rychlostí pro jednotlivé třídy.
• Politika provozu pro pakety překračující povolenou rychlost - tento parametr popisuje akci, která
je provedena s pakety překračujícími maximální povolenou rychlost. Nejčastějším způsobem zpracování
je přeznačení paketu na hodnotu značky pro třídu s nižší prioritou, anebo přímé zahození paketu.
• Typ mechanizmu plánovaného odesílání paketů - tento parametr udává jaký mechanizmus je
v rámci dané třídy použit pro řazení/odesílání paketů do/z front. Jedná se důležitý parametr, který
má zásadní vliv na výslednou úroveň zajištění QoS. Tento parametr je svázán s výstupním rozhraním
směrovače.
• Hodnota DCSP - hodnota DSCP značky udává úroveň priority zacházení poskytnutou paketů zařaze-
ným do dané třídy provozu. Každé DCP značce odpovídá určitý způsob zacházení PHB, který je paketům
poskytován během jejich přenosu přes DiffServ doménu.
Zpracování výše uvedených parametrů je prováděno na úrovni operačního systému koncové stanice. Některé
zjištěné parametry a zejména pak klasifikační profily mohou být závislé na konkrétní IP adrese. Jelikož OS
zná svoji vlastní IP adresu, tak může provést filtraci zjištěných parametrů a síťové aplikaci pak poskytnout
filtrovaný seznam dostupných tříd a parametrů provozu týkajících se pouze dané koncové stanice. Další filtraci
19
může provést OS v případě, že mu aplikace formou žádosti o vytvoření socketu poskytne parametry svého
provozu (protokol, číslo cílového portu, cílová IP adresa atd.).
4.4.3 Proces výběru vhodné třídy provozu
V momentě, kdy jsou získány požadované konfigurační informace z MIB databáze hraničního směrovače a
OS je zpracuje do podoby filtrovaného seznamu dostupných tříd a jejich parametrů, se spouští proces výběru
vhodné třídy provozu. Tento proces probíhá mezi síťovou aplikací a API operačního systému, které spravuje
seznam detekovaných QoS tříd a pravidel.
Zpřístupnění seznamu tříd jednotlivým síťovým aplikacím bude zajištěno stejným API, které daný seznam
spravuje. Celý proces bude tedy probíhat automatizovaně. Aplikace bude moci kdykoli poslat dotaz na do-
stupné třídy provozu a OS prostřednictvím vytvořeného API mu vrátí příslušný seznam. Tento způsob výběru
vhodné třídy provozu vyžaduje určitou pokročilost síťové aplikace. Aplikace musí mít totiž implementovány
mechanizmy umožňující nastavení DSCP značky. V dnešní době existuje již velké množství takovýchto aplikací.
Pokud by se však jednalo o starší typ síťové aplikace, která nedisponuje mechanizmy pro definování úrovně
QoS, pak navržený systém poskytuje možnost ručního výběru vhodné třídy provozu. Tento manuální způsob
provádí sám uživatel pomocí jednoduchého řídícího programu, který zasílá obecné dotazy. Odpovědí na tento
dotaz je seznam všech dostupných tříd a síťových parametrů na daném hraničním směrovači DiffServ domény.
Při obou dvou způsobech výběru vhodné třídy provozu je vždy výsledkem DSCP značka zvolené třídy.
4.4.4 Způsob nastavení zvolené DSCP značky
Po fázi výběru vhodné třídy provozu je provedeno nastavení odpovídající DSCP značky v DS poli IP hla-
vičky paketů generovaných síťovou aplikací. Podobně jako u předchozí fáze, i zde jsou možné dva způsoby v
závislosti na typu aplikace. Základní metoda je určená pro sofistikovanější síťové aplikace a pro nastavování
DSCP značky je v takovém případě používáno API implementované v operačním systému [24]. V případě
OS typu Windows to může být Winsock API a konkrétně pak jeho části TC (Traffic Control) API a GQoS
(Generic QoS) API používané v OS Windows XP a Windows Server 2003, nebo QoS2 API nahrazující TCtrl
a GQoS API pro systémy Windows Vista, Windows Server 2008 a novější. QoS2 API, někdy označované jako
qWAVE, zdokonaluje a zároveň zjednodušuje programátorům práci při vývoji QoS komponent v nových verzích
operačního systému Windows. [14].
TCtrl, GQoS případně QoS2 API jsou standardní rozhraní definované v OS Windows, která umožňují
přidávat nové QoS komponenty bez nutnosti úpravy existujících síťových aplikací [3]. Voláním standardních
funkcí těchto rozhraní mohou aplikace definovat vlastní politiky provozu pro jednotlivé QoS mechanizmy bez
nutnosti znalosti jejich kompletní struktury [14]. Je tak tedy možné poměrně jednoduchým způsobem provádět
nastavení hodnoty DSCP pro pakety odpovídající danému datovému toku.
Podobný mechanizmus nastavení DSCP značky je možné použít i v OS unixového typu, neboť princip
tvorby socketů pochází právě odsud.
Z důvodu zpětné podpory pro starší síťové aplikace je v navrženém systému definován i druhý způsob
nastavování DSCP značky. V případě, že aplikace neumí pracovat s QoS API a funkcemi integrovanými přímo
v operačním systému, je nutné pakety značkovat dodatečně pomocí speciálního filtru. Tento filtr bude za-
chytávat pakety generované síťovou aplikací, vkládat do DS pole v IP hlavičce značku DSCP a poté pakety
předávat ke zpracování (odeslání) síťovému rozhraní. Pro vytvoření takového specializovaného filtru je možné
v OS Windows použít speciální ovladač NDIS (Network Driver Interface Specificationt). Pomocí knihoven a
funkcí tohoto ovladače je možné zachytávat datové jednotky podle předem definovaných pravidel a vkládat do
jejich hlaviček DSCP nebo 802.1Q/p značek [3]. NDIS vytváří standardní rozhraní mezi ovladači jednotlivých
síťových vrstev, čímž odděluje ovladače nižších vrstev, které zajišťují správu hardwaru, od ovladačů vrstev
vyšších.
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4.4.5 Přenos paketů označených DSCP značkou
Poslední fází navrženého systému je samotný přenos paketů označených DSCP značkou odpovídající vybrané
třídě provozu. Navržený systém je síťovým aplikacím nabízen pouze jako možnost, kterou mohou využít při
odesílání svých dat. Pokud však aplikace z nějakého důvodu nechce vytvořený systém značkování použít, pak jí
musí být umožněno svoje pakety odeslat standardním způsobem, tedy s DSCP hodnotou 000000 (Best-effort).
Předpokladem pro efektivní používání popsaného systému je nastavení hraničního směrovače DiffServ do-
mény tak, aby důvěřoval DSCP hodnotě již označených paketů. Pokud by totiž směrovač nedůvěřoval nastavené
značce, pak by vždy přeznačil paket na jinou DSCP značku. Aby však bylo zabráněno tzv. slepé důvěře, kdy
by mohla nastat situace, že předznačené pakety, jejímž značkám bude směrovač důvěřovat, budou nějakým
způsobem vybočovat z definovaných parametrů provozu nebo budou způsobovat určité bezpečnostní riziko,
je hraničnímu směrovači ponecháno právo posledního rozhodnutí. To znamená, že i když směrovač považuje
síťovou aplikaci generující označené pakety za věrohodný zdroj a důvěřuje jejím DSCP značkám, má vždy
právo paket přeznačit na jinou značku na základě svých měření parametrů provozu.
5 OVĚŘENÍ NAVRŽENÉHO QOS SYSTÉMU
Ověřování navrženého systému, který rozšiřuje mechanizmus DiffServ o možnost ovlivnění procesu řízení QoS
samotnou síťovou aplikací, bylo rozděleno na dvě části. Pro každou část byl v simulačním prostředí OPNET
Modeler vytvořen samostatných scénář. Základem obou těchto scénářů jsou funkce a mechanizmy popsané v
předchozích kapitolách v rámci návrhu nového QoS systému.
5.1 Ověření mechanizmu získávání informací z databáze MIB
Cílem prvního simulačního scénáře bylo zejména ověření funkčnosti mechanizmů pro získávání potřebných
konfiguračních parametrů DiffServ technologie z hraničního směrovače, což je zásadní funkce navrženého QoS
systému.
Architektura vytvořeného simulačního modelu, viz obr. 5.1, vychází z návrhu blokového modelu popsaného
v předchozí kapitole. S cílem dosáhnout reálnější výsledky byl do simulačního modelu začleněn fyzický síťový
prvek (Cisco C1841), který plnil roli hraničního směrovače DiffServ domény [4]. V rámci tohoto směrovače
je implementována databáze CBQoS MIB. Na směrovači byla provedena testovací konfigurace mechanizmu
DiffServ, která zahrnovala vytvoření čtyř tříd provozu se specifickými parametry. Atributy tohoto nastavení
pak byly použity jako cílová data při dotazování koncovou stanicí.
Koncová stanice
Síťové zařízení
(směrovač Cisco C1841) 
ESYS rozhraní
 SNMP
Databáze MIB
(Cisco CBQoS MIB)
Externí 
aplikace
(API)
Simulační model 
v prostředí 
OPNET Modeler
Obr. 5.1: Simulační model pro ověření mechanizmu získávání informací z databáze MIB a jejich následného zpracování
Druhým fyzickým prvkem simulačního modelu je koncová stanice, na které běží prostředí OPNET Mo-
deler. Koncová stanice plnila roli manžera, který generuje SNMP dotazy, předává je externí aplikaci, která s
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využitím funkcí síťového API provede zapouzdření SNMP dotazu do UDP datagramu a předá jej síťovému
rozhraní k odeslání. SNMP dotaz je poté odeslán ke směrovači, kde je zpracován a zpět je zaslána odpověď ob-
sahující požadovanou hodnotu definovanou OID objektu MIB databáze. Na koncové stanici je SNMP odpověď
zpracována externí aplikací (API) a předána do simulačního prostředí.
Jelikož není v aktuální verzi nástroje OM protokol SNMP implementován, musel být dodatečně doprogra-
mován v podobě základních funkcí v jazyce C/C++, které umožňují vytvoření, naplnění, odeslání a přijetí
SNMP zprávy.
Na obr. 5.2 je zobrazena vnitřní struktura upraveného modelu pracovní stanice v roli SNMP manažera.
Standardní model byl rozšířen o dva procesní modely: snmp manager a esys. Procesní model snmp manager
zajišťuje generování SNMP zpráv. Procesní model esys pak vzájemnou výměnu dat (SNMP zpráv) mezi
simulačním prostředím a externí aplikací.
Obr. 5.2: Vnitřní struktura uzlu snmp manager
5.1.1 Propojení simulačního prostředí s externím systémem pomocí kosimulace
Funkce propojení simulačního prostředí OM s externí aplikací umožňuje začlenit do simulačního procesu reálné
systémy nebo zařízení. Toto propojení je označováno jako kosimulace.
Za účelem předávání řízení a také vlastních dat mezi OM a externím systémem, je v OM definováno rozhraní
ESYS (External System). Rozhraní ESYS je součástí komplexního systému ESD (External System Definition)
[6]. Pomocí ESD systému je externí systém definován jako model, jehož chování je závislé na externím kódu.
Kosimulace funguje na principu předávání řízení mezi OPNET Modelerem a externím systémem [29]. Na
obr. 5.3 je uveden základní princip kosimulace v prostředí OM. Zápis dat na rozhraní ESYS ve směru z
OM do externího systému je realizován pomocí procedur jádra simulačního prostředí OM. Externí systém
nemá přístup k procedurám jádra OM, a proto v případě zápisu dat ve směru z externího systému do OM
je využíváno obsluhy rozhraní pomocí callback funkce, která je součástí sady funkcí ESA API. Kosimulace
využívá následujících komponent, jejichž bližší popis je uveden v [29]:
• deskriptor simulace,
• modul systému ESD,
• rozhraní ESYS,
• kosimulační kód - funkce ESA (External Simulation Access) API,
• kód externího systému (aplikace).
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OPNET 
Modeler 
knihovny
Simulační jádro
OPNET Modeler simulační 
prostředí
Eterní 
aplikace (kód)
Rozhraní ESYS
Obr. 5.3: Základní princip kosimulace v prostředí OPNET Modeler
Externí aplikace
Kód vytvořené externí aplikace byl do prostředí OM přilinkován v podobě DLL knihovny. Hlavním účelem
této aplikace je vytvoření rozhraní mezi simulačním prostředím OPNET Modeler a reálným síťovým prvkem.
Jejím hlavním úkolem je získat z OM přes rozhraní ESYS sekvenci bajtů (zakódovaný SNMP dotaz), zabalit
jej do UDP datagramu a poslat přes síťové rozhraní koncové stanice do směrovače. V opačném směru pak
přijmout přes síťové rozhraní odpověď ze směrovače, rozkódovat UDP datagram a SNMP zprávu (zakódovanou
pomocí BER) předat přes ESYS rozhraní do simulačního prostředí OM. Za tímto účelem byly v externí aplikaci
vytvořeny dvě hlavní funkce: callback a esa main. Funkce callback je volána při příchodu dat na ESYS rozhraní
a funkci esa main je volána při inicializaci kosimulace.
5.2 Ověření vlivu nastavení DSCP značky síťovou aplikací
V předchozí kapitole byl popsaný simulační scénář, který sloužil zejména pro ověření mechanizmu získávání
požadovaných konfiguračních parametrů z databáze Cisco CBQoS MIB a jejich následné zpracovávání na kon-
cové stanici. V této kapitole bude popsán druhý simulační scénář, jehož hlavním cílem bylo ověření mechanizmu
přidělování DSCP značky a vlivu uživatelského nastavení této značky na výsledné parametry provozu.
Architektura vytvořeného scénáře je uvedena na obr. 5.4. Scénář je složen ze 4 fyzických prvků: 2 koncových
stanic a 2 směrovačů Cisco C1841. Na obou směrovačích byla provedena stejná konfigurace technologie DiffServ
(mechanizmy třídění, měření, plánovaného odesílání atd.). Koncové stanice pak sloužily pro generování síťového
provozu.
Koncová stanice
(PE 1)
Cisco C1841
ESYS 
rozhraní
Generovaný tok paketů 
označených DSCP značkou
Externí 
Aplikace
(DLL knihovna)Simulační model 
v prostředí 
OPNET Modeler
IxChariot 
C API
IxChariot
Cisco C1841 Koncová stanice
(PE 2)
10 Mb/s Ethernet
Obr. 5.4: Simulační scénář pro ověření vlivu nastavení DSCP značky síťovou aplikací
Aby bylo možné ověřit funkčnost navrženého mechanizmu značkování paketů pomocí DSCP značky přímo
na reálném provozu, byl použit specializovaný generátor provozu IxChariot od firmy Ixia. IxChariot je softwa-
rový nástroj určený pro testování a simulaci chování reálných síťových aplikací [18]. IxChariot využívá modelu
tvořeného koncovými body PE (Performance Endpoin), které se starají o vlastní generování síťového provozu.
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Pro nastavení parametrů generovaného datového toku slouží konzole IxChariot, což je řídící aplikace disponu-
jící grafickým uživatelským rozhraním, v kterém je možné řídit simulace a vyhodnocovat dosažené výsledky.
IC slouží také pro ovládání jednotlivých bodů PE, které na základě řídících informací přijatých od konzole IC
generují datový tok a posílají pakety do sítě, sbírají statistiky a ty následně odesílají zpět do IC [7]. Výhodou
této architektury je možnost umístění koncových bodů PE na různé typy koncových stanic. Pro vytvoření
komunikačního spojení je třeba nejméně dva PE body a jednu řídicí konzoli IC. Dva vzájemně propojené
body PE se označují jako komunikační pár. Přes tento komunikační pár je pak přenášen generovaný tok. Jeden
koncový bod PE může být použit pro vytvoření více komunikačních párů.
Na koncových stanicích v simulačním scénáři byly tedy instalovány koncové body PE, mezi kterými byl ge-
nerován datový provoz. Jako řídící stanice byla zvolena koncová stanice s PE 1. Na této stanici bylo definováno
několik simulačních komponent, jejichž společným cílem bylo vygenerovat tok paketů označených vybranou
DSCP značkou a tento tok zaslat přes připojené směrovače na druhou koncovou stanici PE 2, kde došlo k
vyhodnocení parametrů provozu.
V OPNET Modeleru byl opět vytvořen základní simulační scénář tvořený jedním modelem pracovní stanice.
Uvnitř tohoto modelu stanice byly implementovány funkce umožňující předávání vybrané hodnoty DSCP přes
ESYS rozhraní do externí aplikace [1].
5.2.1 Propojení externí aplikace a generátoru IxChariot
Použitá externí aplikace byla opět vytvořena v jazyce C a zkompilována do podoby dynamické knihovny
DLL. Hlavním úkolem externí aplikace je přebírat z ESYS rozhraní hodnotu DSCP a předávat ji jako vstupní
parametr do generátoru síťového provozu IxChariot přes rozhraní IxChariot C API. Po spuštění generování
datového toku je v nástroji IxChariot použita hodnota DSCP pro značkování generovaných paketů.
5.3 Analýzu výsledků simulace navrženého systému
Simulace obou scénářů fungovaly bez problémů, čímž se podařilo úspěšně ověřit základní mechanizmy nově
navrženého QoS systému. Výsledky simulací ukázaly, že pokud síťová aplikace může předem vyhodnotit za-
cházení s pakety v rámci jednotlivých tříd provozu, pak je schopna zajistit lepší podmínky pro jejich přenos
přes síť. Tím mohou být lépe respektovány skutečné přenosové požadavky konkrétní služby.
6 ZÁVĚR
Tato práce je zaměřena na problematiku hledání nových metod pro zajištění kvality služeb v datových sí-
tích. Úkolem těchto nových metod je odstranění významných nedostatků QoS technologií uvedených v práci,
které brání jejich komplexnímu nasazení. V první části práce jsou teoreticky rozebrány tři nejpoužívanější QoS
technologie a to konkrétně technologie IntServ a DiffServ. U jednotlivých QoS mechanizmů byly zkoumány
vlastnosti a také jejich nevýhody při nasazování v datových sítích. V další části práce pak byly všechny tři tech-
nologie analyzovány v simulačním prostředí OPNET Modeler, v kterém byl vytvořen obecný simulační scénář.
Díky tomuto scénáři bylo možné podrobně otestovat a ověřit možnosti zajištění kvality služeb poskytované
uvedenými technologiemi.
Na základě teoretického rozboru a analýzy v simulačním prostředí byla z důvodu perspektivnosti, dostup-
nosti a rozšiřitelnosti vybrána technologie diferencovaných služeb jako základ pro nový QoS systém. Jako jeden
z hlavních nedostatků technologie DiffServ byla shledána chybějící interakce mezi síťovou aplikací a hranič-
ním směrovačem DiffServ domény. Hlavní část práce proto byla věnována návrhu QoS systému, jehož úkolem
je právě odstranění této slabiny, která snižuje efektivnost mechanizmu DiffServ. Navržený systém umožňuje
síťové aplikaci, aby sama ovlivnila proces přidělování síťových prostředků v rámci zajištění kvality služeb tím,
že sama nastaví u odesílaných paketů nejvhodnější třídu provozu. Sama aplikace totiž nejlépe ví, do jaké
QoS třídy svoje data zařadit a jaké síťové parametry požaduje. Konečné rozhodnutí, zda preferovaná třída
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zůstane nebo bude změněna na jinou, však stále zůstává na hraničním směrovači DiffServ domény, což zamezí
jakémukoli porušení bezpečnostních pravidel nebo provozních podmínek definovaných v dané síti.
Základem navrženého QoS systému je schopnost stanice zjistit si konkrétní parametry mechanizmu DiffServ
nakonfigurované na hraničním směrovači a na základě těchto informací pak zvolit pro svoje data optimální
třídu provozu. Aby měl navržený systém potenciál k praktickému použití, muselo být při jeho návrhu stanoveno
a dodrženo několik zásadní požadavků a předpokladů. Jedním z hlavních požadavků bylo, aby navržený systém
využíval pouze stávajících síťových mechanizmů a nevyžadoval úpravu vnitřních struktur síťových prvků. Toho
se dosáhlo tím, že pro vyčítání konfiguračních parametrů z hraničního prvku byl použit běžně podporovaný
protokol SNMP. Navíc protokol SNMP má přímý přístup k databázi MIB, kde tyto konfigurační parametry
jsou k dispozici. Na straně síťových zařízení tedy není vyžadována žádná modifikace. Jedinými požadavky, které
byly zároveň i předpokladem pro správné fungování navrženého systému, byla možnost čtení hodnot databáze
MIB hraničního směrovače a také nastavení DiffServ směrovače do režimu, kdy důvěřuje DSCP hodnotám již
označených paketů. Navržený algoritmus nepředstavuje žádné bezpečnostní riziko pro síťová zařízení, neboť
koncová stanice má pouze právo (a prostředky) pro čtení hodnot z databáze MIB. V žádném případě tedy
nemůže dojít ke změně konfigurace síťového zařízení.
Poslední část této dizertační práce pak byla věnována implementaci navrženého systému v laboratorních
podmínkách za účelem ověření funkčnosti jeho základních mechanizmů. Pro toto testování bylo jako základní
nástroj použito simulační prostředí OPNET Modeler v kombinaci s reálnými síťovými prvky. Dosažené výsledky
testování navrženého systému v simulačním prostředí dávají dobré předpoklady pro jeho nasazení v reálných
podmínkách. Navržené řešení by se tak v budoucnu mohlo stát efektivním rozšířením mechanizmu DiffServ,
které bude řešit jeden z jeho současných nedostatků. Dobrý potenciál navrženého systému je možné odvodit
také na základě velice kladných ohlasů odborné veřejnosti na časopisecké články a konferenční příspěvky, v
kterých byly dílčí bloky tohoto systému postupně prezentovány.
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ABSTRAKT
Dizertační práce je zaměřena na výzkum v oblasti technologií pro zajištění kvality služeb v datových sítích. Moderní
komunikační sítě se v dnešní době již neobejdou bez kvalitního nástroje pro poskytování odlišného zacházení různým
třídám provozu. Jak studie ukázaly, v současnosti nejpoužívanější QoS mechanizmus v datových sítích je technologie
diferencovaných služeb. Stěžejní částí práce je návrh nového QoS systému, který nabízí řešení jednoho z hlavních
problémů technologie DiffServ. Nedostatkem tohoto mechanizmu je chybějící spolupráce mezi koncovou stanicí a
hraničním prvkem DiffServ domény. Navržený systém proto nabízí síťové aplikaci možnost podílet se na procesu
zajištění požadované úrovně kvality služby tím, že sama nastaví hodnotu DSCP v hlavičce svých paketů. Základem
tohoto systému je znalost konfigurace technologie DiffServ na hraničním směrovači. Za tímto účelem používá
koncová stanice protokol SNMP, pomocí kterého vyčítá potřebné konfigurační informace z MIB databáze síťového
prvku. Navržený QoS systém byl ověřen v simulačních podmínkách. Výsledky simulací ukázaly, že navržený systém
představuje efektivní řešení zmíněného problému technologie DiffServ, což dává dobrý předpoklad pro jeho úspěšné
nasazení v reálných podmínkách.
