Abstract: We propose a robust method to identify anomalous jets by vetoing QCD jets. The robustness of this method ensures that the distribution of the discriminating variable, which allows us to veto QCD-jets, remain rather unaffected even if QCD-jets from different m/p T bins are used as control samples. This suggest that using our method one can look for anomalous jets in high m/p T bins, by simply training on jets from low m/p T bins, where the data is surplus and pure in background. The robustness follows from coupling a simple fully connected autoencoder to a novel way of preprocess jets. We use momentum rescaling followed by a Lorentz boost to find the frame of reference where any given jet is characterized by predetermined mass and energy. In this frame we generate the jet image via constructing a set of orthonormal basis vector using the Gram-Schmidt method to span the plane transverse to the jet axis. Due to our preprocessing, the autoencoder loss function does not depend on the initial jet mass, momentum, or orientation while still offering remarkable performance. When combined only with the jet mass, our method performs equally well with state-of-the-art top taggers, which uses a large amount of physics information associated with top decays.
Introduction
With the recent discovery of the 125 GeV Higgs by CMS [1] and ATLAS [2] collaborations of the LHC, the last missing link in the standard model (SM) of particle physics is completed. The focus has now shifted to find physics beyond the standard model (BSM), for which there are plethora of candidates all designed to solve various short comings of SM. Unfortunately, we have failed to observe any trace of physics beyond the standard model (BSM) so far in all our searches for these "well-motivated" scenarios. At this juncture, it may well be equally justifiable to concentrate on the "Bottom-up" approach of looking for the "unexpected" in data, apart from the usual "Top-down" approach of first hypothesizing an extension to the SM and then predicting it's phenomenology. Even though this "Bottom-up" approach is nothing other than looking for deviations from the SM background and there has been remarkable progress recently in automated precision (higher order) calculations (radiative corrections due to quantum chromodynamics (QCD) and electroweak (EW) interactions as well), it is still extremely difficult (impractical) to precisely estimate all backgrounds due to SM without using data. In this context, searching for new physics (NP) as anomaliescriteria that the distribution of the loss-function for QCD-jets remains unaltered even if training samples from different m/p T bins are used. Unfortunately, when an autoencoder is trained in a naive way, it tends to learn features which have large correlations with the jetmass. This is expected since the jet mass is a powerful observable to characterize a jet. Therefore, generically speaking, one does not expect a simple autoencoder based anomaly hunter or anti-QCD tagger to be robust. It is not a surprise that previous attempts in this direction [31, 32] find significant dependence of autoencoder loss on jetmasses. Consequently, cuts on such jetmass-depended loss functions necessarily sculpt the jetmass distribution itself, which makes techniques like bump hunts (for boosted massive resonances) and side band analyses much more challenging. Ref. [31] suggests using convolution autoencoders, since these are less affected by the above problem. However, the improvement in robustness is marginal [31] . On the other hand, Ref. [32] tries to alleviate this problem using adversary training to reduce the dependence of jet mass on autoencoder response. This technique requires an additional network to try and guess the mass from the output of the first network, which is added complexity requiring significantly larger computation to train the network and leads to decrease in transparency. Also, it is not a general purpose method in that it is not applicable for autoencoders based on Lorentz layers [32] .
In this work, we present a robust anti-QCD tagger based on autoencoders. The robustness comes due to a series of novel preprocessing stages, and therefore can be easily generalized for many other cases such as an autoencoder based on the Lorentz layer or even supervised learning problems. Summarizing, the method proceeds as follows:
• Given a jet, the algorithm first rescales and then boosts to a frame of reference where the mass and energy of the jet gets fixed to predetermined values (denoted here by m 0 and E 0 respectively).
• The Histogram, representing the jet image is filled by using the dimensionless number E i /E 0 , where E i represents the energy of each constituent in this new frame. Also, in order to remove residual rotational symmetries present in the plane transverse to the jet-axis, the transverse plane is spanned using an orthonormal set of basis vectors, constructed using Gram-Schmidt procedure on either two hardest subjets, or two hardest constituents.
We find that this method has a remarkable effect that it makes QCD-jets in different m/p T bins to appear similar as viewed by the network. As a result, an autoencoder trained on jet data in the lower m/p T bins (where data is surplus and pure) can be used in searches for anomalies in a set of jets at the higher m/p T bins (where data is scarce and may be contaminated). Computationally, it is a far simpler and cheaper solution for removing the dependence of autoencoder loss on the jet mass compared to the proposal in Ref. [32] . At the same time, this method yields significant more robust performance than Ref. [31] . These highly desirable characteristics in this proposal make it highly portable and easily usable in many important techniques like mass bump hunt and side band analyses at all energy scales.
We also take this opportunity to study the performance of a simple fully-connected autoencoder as an anomaly finder, where the jets are preprocessed using the methods proposed here. In order to benchmark, we treat topjets and W -jets as anomalies. Here topjets and W -jets refer to jets containing decay products of hadronically decaying boosted top and W respectively. We find that our anomaly finder, trained on only QCD-jets, yields performance comparable to Ref. [31] . On the other hand, when combined with the mass of jets, it tags top as efficiently as HEPTopTagger2 [34] [35] [36] [37] , even though it uses a large amount of physics information specific to top decays. Additionally, when combined with Nsubjettiness, it substantially outperform HEPTopTagger2 [34] [35] [36] [37] . Summarizing, we propose a new anomaly finder that yields remarkable robustness without sacrificing performance. Additionally, we also benchmark the effectiveness of the anomaly finder when jets consisting of all decay products of a boosted NP particle decaying to W + W − , each of which in turn, decay hadronically, is treated as an anomalous jet. Being remarkably robust to giving high discovery potentials for finding anomalous jets, we find our method to generate impressive performances.
The rest of this document is organized as follows: in Sec. 2, we describe in detail our method of preprocessing, and give a brief description of the autoencoder we use for this study; in Sec. 3, we present main results of this study after specifying all simulation details; and finally we conclude in Sec. 4.
Our Proposed Analysis
Our method can be broadly divided into two main parts. In the first part, we take jets from the event as input and produce images corresponding to these jets as described in Subsec. 2.1. The second part of our method involves the autoencoder. In Subsec. 2.2, we describe the general features of the autoencoder and explain how it can be trained.
From an infrared safe jet to the jet image
Our method requires jets as inputs. A jet is basically a collection of four momenta of its constituents which are clustered according to any of the infrared-safe or IR-safe [38] sequential jet clustering algorithm like Anti-k t [39] , Cambridge/Aachen (C/A) [40] and k t [41, 42] or IR-safe cone based algorithms (like SISCone) [4, 43] . In this work, we use the notation P µ J ( P J ) for the four-momentum (three-momentum) of the jet, p µ i ( p i ) for the four-momentum (three-momentum) of the i th constituent in the jet. We use "Escheme" [44] , where the four-momenta of the jet is simply the vector sum of four-momenta of its constituents.
, and 1) where N J is the total number of constituents, m J the jet mass, and E J is the jet energy.
Rescale the jet
In the first step, all the jet constituent four-momenta are rescaled such that the new jet mass is given by a preassigned m 0 :
Note that the energy of the "rescaled jet" P µ J , is given by E J = E J m 0 /m J .
Lorentz boost the jet
The next step involves performing a Lorentz boost (Λ µ ν ) to a frame such that, in the new frame, all jets have a given energy E 0 . In other words, the rescaled jets P µ J are Lorentz transformed to boosted jets P µ J such that:
Since this is a critical step in our method, we present a simple derivation. We need to determine both the direction of the boost and the γ factor required for the boost. Starting with the rescaled jet (with the given jet mass m 0 and energy E J ), we can split the situation into 2 cases:
1. E J > E 0 : the boost is along the three-momentum direction of the jet and 2. E J < E 0 : the boost is opposite to the three-momentum direction of the jet
In order to determine the γ factor required for the boost consider the first case E J > E 0 , where impose the condition that the boosted energy must be E 0 .
where, we have used
. Solving this quadratic equation in Eq. (2.6) and picking the smaller solution (so that we do not boost past the rest frame of the jet), we get:
where P 2 0 = E 2 0 − m 2 0 is the magnitude of three-momentum of the jet in the boosted frame. In case E J < E 0 , we get the exact same solution for γ but with the boost direction being opposite to the jet momentum. After boosting, we now have a jet with four-momentum P µ J such that E J = E 0 and P µ J 2 = m 0 2 .
Forming the images
A jet image is basically just a 2 dimensional histogram of the energy (or p T ) of it's constituents with respect to the plane transverse to the jet axis. We use the Gram-Schmidt procedure to determine the optimal set of basis vectors in the transverse plane while also removing the residual rotation symmetry still present in the constituents.
Denoting the set of all constituent momenta in the boosted frame p
we construct the new set of basis vectors {ê 1 ,ê 2 ,ê 3 } obtained by the Gram-Schmidt method:
8)
Noted here that we approximate the constituent four-momenta to be massless. The first step of the Gram-Schmidt ensures that the jet axis is along the origin, the second and third step ensure the major and minor axis of the jet is along the x and y axis. We are aware that the above method might not be IR safe for some situations. Therefore, we also use three-moments of 2 hardest subjets (after the original jet constituents are reclustered to find 3 exclusive k T -subjets) to instead of p 1 and p 2 -we get similar results. We convert the full set of constituents to a jet image using the new basis. Note that the jet image is basically a 2D histogram {I, J, F IJ }, where I and J are integers, and represent the pixel coordinates. Also, for a image of N H × N H pixels, 1 ≤ I, J ≤ N H . On the other hand, F IJ is a real number representing intensity of the (I, J)-th pixel. In this work we derive F IJ from all of the constituents according to,
, where
In the above [f ] is the usual floor function representing the greatest integer less than or equal to f . Further, it is easy to verify that by construction
and hence can be interpreted as the discrete probability distribution function (PDF). The 2D histogram (image) is flattened to a 1D vector and used as input to a fully connected autoencoder. Figure 1 . A schematic representation of an autoencoder (image was taken from Ref. [45] ).
The Autoencoder
An autoencoder consists of two segments of neural network. The first segment is called the encoder, which leads to a bottleneck with the number of nodes being less then the input. The second segment is a decoder which takes the output from the encoder bottleneck and tries to reconstruct the original input at the final output. A schematic diagram representing an autoencoder is shown in Figure. 1. Note that the size of the bottleneck is an important characteristic of the autoencoder. In the simplest case, both encoder and decoder are fully connected (dense) neural networks. In this study we consider only fully connected autoencoders for simplicity. It consists of multiple layers of neural networks with the output of one layer serving as input to the next layer:
where, O L i and I L j are the output and input vectors respectively, W L ij is the weight matrix, and B L i is the bias vector for the neural network layer L. Note that, for internal layers I L j is the output from the previous layer, or
. Finally, σ is the activation function. We use ReLU [46] as the activation functions for all the intermediate layers and SoftMax for the final layer defined as
and N L is the dimension of the input vector I L j . For an example, in the first layer, N 1 = N H 2 . Given a network with K layers, we additionally impose M K = N 1 , which ensures that the final output vector has the same dimensionality as the input and hence can be readily compared. Further, since we use SoftMax for the final layer, we ensure that the final output (namely, O K i ), is also a discrete probability distribution function. This allows us to compare the final output to the initial image by a simple L 2 norm function, which we use as the autoencoder loss function per input vector:
Note that even though we focus on the simplest form of autoendoers, there has also been various improvements to the autoencoder brought in by using convolution layers [47, 48] , or variational decoding [49] . For further information see references and articles cited in Refs. [31, 32, [47] [48] [49] [50] [51] 
Summary of the whole algorithm
Before concluding this section, we summarize the full algorithm in brief:
• Start with jets clustered using any of the standard IR-safe jet algorithms. We represent the jet momentum by P µ J and its constituent momenta by p µ i (see Eq. (2.1)).
• Rescale p .2)).
• Lorentz boost either parallel or anti-parallel to the jet momenta as prescribed in Eq. (2.3) such that the energy of the jet in the new frame is given as a predetermined E 0 . The boost factor required is given in Eq. (2.6). We denote the jet momentum and the constituent momenta in the new frame by P µ J and p µ i respectively.
• Find the optimal set of basis vectors {ê 1 ,ê 2 ,ê 3 } as described in Eqs. (2.7 -2.9). The vectorsê 2 andê 3 span the plane transverse to the jet axis, which is given byê 1 .
• Use the constituent momenta p µ i , and the basis vectorsê 2 andê 3 , to construct the final jet image (or rather a 2D histogram) of a given size N H ×N H by using Eq. (2.10).
• After flattening the 2D histogram for the image, the resultant 1D vector becomes the input to a fully connected autoencoder.
Results
Before proceeding, note that our tasks are divided into two main categories:
The main task is to show that our procedure is robust. The robustness feature reflects the fact that the autoencoder loss function as defined in Eq. (2.14) does not vary as jets from different m/p T bins are used to train the autoencoder.
2. Also we benchmark the performance of our method as an anomaly finder. We carry this out in two parts:
A) In the first part, we treat topjets and W -jets as anomalies. This also allows us to compare the performance of our method with tools based on physics information, as well as with previous proposals.
B)
In the second part, we benchmark the performance of our method in after introducing a NP particle decaying to di-W -jets giving rise to jets consisting of decay products of two W -bosons.
In the rest of this section we begin with the simulation details in Subsec. 3.1, while results for task 1 and task 2 are presented in Subsec. 3.2 and Subsec. 3.3 respectively.
Simulation Details
In this study we generate all events using PYTHIA8-8.2.26 [52, 53] and use Delphes-3.4.1 [54] to simulate detector environment. We compare results before and after adding various levels of complexity, such as turning on multi parton interaction (MPI) or detector effects. We begin by clustering final state detectable particles from the output of PYTHIA8 into jets Anti-k t [39] of R = 1.0 using fastjet-3 [44] . We only consider the hardest jet from an event in the central region |η| < 2.0. On the other hand, we use eflow elements such as tracks, neutrals and photons from the output of Delphes to find jets, when we simulate detector effects.
The jet mass and transverse momentum we have considered in our study vary over a wide range as discussed later. Using these jets as input, jet images are formed using the method detailed in Subsec. 2.1 with the parameters m 0 = 1/2 GeV, E 0 = 1 GeV and N H = 40. The full structure of the network can be read from the source code linked at the end of the document. Basically the input consists of a 40 × 40 pixel flattened image, each layer decreases both the row and column by 7 until the narrowest bottleneck of 5 × 5 is reached. The network expands in the same way again by 7 for both column and row, each layer has the ReLU activation, only the final layer has a softmax activation. We try to give a short hand notation for the structure of our network in Figure. Note that the jet image used as input to the autoencoder is normalized to 1 and each bin (pixel) is non-negative, i.e., it represents a discrete PDF. These properties might be lost when the image is propagated through the neural network. The softmax activation is used in the last layer to restore the normalization of energy clusters and also to make them non-negative. This forces the network to learn the main features of the image instead of just reproducing the magnitude and improves the overall training speed.
We arrive at this structure by checking through a few configurations mainly determined by the size of the bottleneck (1 through
We have written and trained the network using the gluon API of Apache MXNet [56] in python. This was chosen over TensorFlow [57] because of superior training performance on the CPU and easier imperative API, although we verified that the error convergence and prediction results were similar between this and TensorFlow using the TFLearn [58] wrapper API in the first few epochs of training.
Robustness
The main goal of this section (as stated before) is to establish that the autoencoder loss function obtained using our method is rather insensitive to the jet masses of the control sample. We demonstrate this is by training the autoencoder network on QCD jets from a particular region of the phase space and by testing the trained network on QCD jets from a different region of the phase space, we divide our result into three parts:
1. We train the autoencoder network on QCD-jets with 800 GeV < p T J < 900 GeV produced at √ s = 13 TeV collision energy (with no cuts on the jetmass). The data is then divided into bins depending on jetmasses. The loss function (from the autoencoder trained in the previous step) is evaluated on events from each bin and compared with each other as well as with the distribution of the whole sample (Subsec. 3.2.1).
2. We use QCD-jets produced at √ s = 100 TeV with p T J > 10 TeV, and then divide the full sample into bins depending on jet masses. We train an autoencoder network using QCD-jets from one of these mass bins and test with the others. (Subsec. 3.2.2).
3. As extreme comparions, we train on jets form √ s = 13 TeV collider, and test on data from √ s = 100 TeV collider, and vice versa (Subsec. 3.2.3).
Robustness at
√ s = 13 TeV Figure 3 . The mass (left) and transverse momentum (right) distribution of jets we use for our study.
In this part, we study QCD jets at √ s = 13 TeV. To be particular, we consider QCD di-jet events and study the jet hardest in p T from each event. We begin by studying jets with 800 GeV < p T J < 900 GeV generated without MPI. The jet mass and transverse momentum distribution of the sample is shown in Figure. 3. The transverse momentum distribution is, as expected, lying in the window of 800 GeV to 900 GeV due to the imposed phase space cuts and the jet mass gives the expected falling distribution.
The jet images (as explained in Subsec. 2.1.3) are basically a map from a set of two dimensional integers (representing the pixels or the bins (I, J)) to the set of real numbers between 0 and 1 (representing the intensities, F IJ ) given by Eq. (2.10). The Image of a QCD-jet (averaged over ≈ 500000 jets) obtained after our preprocessing method without(left) and with(right) detector effects (using Delphes). The image is a 3D plot with the color density (the z axis) representing intensity. To be specific, the axis represent: (x, y, z) → (I, J, F IJ ).
In Figure. 4, we present the averaged (over 500000 jets) jet image of QCD-jets using our method. The color intensity of a bin (pixel) with coordinate (I, J), represents the average F IJ (the intensity of each pixel or bin is averaged across many jets). The aver-aging procedure captures the broad features of the event type while smoothing over sharp fluctuations from individual events.
The image faithfully reproduces the simple dipole emission structure of QCD jets, where the hardest emission from the parton initiating the jet decides the major (elongated) axis of the jet (which is brought along the x axis of the image Figure. 4 due to the GramSchmidt procedure in Eq. (2.8)) while most subsequent emissions tend to lie along this axis (owing to the color connected [59] structure of QCD interactions). We also observe that the main impact of detector simulation seems to smear the energy distribution of the jet constituents.
At this point, we divide our task into two parts:
(A) Train the autoencoder network on the full set without any cut on the jet mass and then test the variation of the autoencoder loss function on various mass bins.
(B) Train the autoencoder network on jets with m J < 200 GeV and test the trained network on jets with 300 GeV < m J < 500 GeV. Figure 5 . The effect of mass cuts on the autoencoder response (for QCD jets) using our method (LEFT) and using dense autoencoder from Ref. [31] (RIGHT).
For task (A), we plot the autoencoder loss functions using our method in Figure. 5 (LEFT), which clearly shows that the autoencoder loss function is mostly independent of jet masses. For comparing and benchmarking, we also plot responses where we use dense autoencoder from Ref. [31] to calculate loss (RIGHT), here the dependence of jet mass on autoencoder loss is apparent. The change in the peak position of the autoencoder loss distribution for different jet masses using our method is within 10% − 15%. On the other hand, when we use the method from Ref. [31] , the peak position shifts by factors of 4 to 5. Similar trends are also seen in the widths of the distribution which hardly changes for different mass bins when using our method while changing significantly (by several factors) for the method proposed in Ref. [31] . Although, we have compared only the dense autoencoder from Ref. [31] here, the robustness of convolution autoencoders are found to be only slightly better (order 30% for m J > 300 GeV) [31] . However, as one can see from Figure. 6 (right), 20% to 30% improvement is not sufficient. Our simple method is significantly more robust Figure 6 . The performance variation of the autoencoder when it is trained on jets with m J < 200 GeV and tested on jets with 300 GeV < m J < 500 GeV.
We present the results for task (B) in Figure. 6. Again as expected (claimed), we confirm the independence of autoencoder loss with respect to the jet mass. Notice a tiny loss in performance due to the difference in evaluation sample as compared to the training sample is manifest as a small broadening of the loss distribution from the testing sample. The width of the loss distribution in testing case is ∼ 5% larger than the width for the training case, even though the peak position essentially does not change.
√ s = 100 TeV Figure 7 . The mass (left) and transverse momentum (right) distribution of jets we have used for our study at √ s = 100 TeV.
In this subsection we study the robustness with QCD-jets of high transverse momentum and jet mass. For this purpose, we consider jets with p T J > 10 TeV from QCD-dijet events at a √ s = 100 TeV collider, generated without MPI. For these event we do not simulate any detector effects. The m J and p T J distributions of these jets are presented in Figure. 7, Figure 8 . The image of QCD jets at √ s = 100 TeV obtained using our method without MPI or detector effects.
Also, the image of these jets obtained using our method are shown in Figure. 8. Clearly, the image is almost identical to the image in Figure. 4 obtained for QCD jets from √ s = 13 TeV collisions further fortifying our claims. Note that the most energetic part of the image (as measured using the scales on the x and y axis) is identical between Figure. 4 and Figure. 8. This demonstrates that our method always resolves the jet at the same length scales irrespective of the jet mass or momentum (boost).
Before proceeding further, we divide the full set of jets into subcategories according to: In all of these case, we form images using our method and analyze further using the autoencoder in various permutations. In order to check for robustness, we follow a strategy analogous to Subsec. 3.2.1:
A) Train an autoencoder on jets from each of the mass bins mentioned above.
B)
Evaluate the performance of these networks on jets from each of the mass bins listed above.
We show the results from this study in Figure. 9, which again strongly support the claim that our method mostly eliminates the dependence of jet mass on the autoencoder loss function. As can be observed from the distributions Figure. 9 , most of the peak position lie within ≈ 20% of each other and the distributions largely overlap. 
Cross validation
In this subsection, we present results from two studies:
1. Train the autoencoder on √ s = 13 TeV QCD jet data and test it on QCD jets at √ s = 100 TeV.
2. Train the autoencoder on QCD jets from √ s = 100 TeV collisions and test it on the QCD jets produced at √ s = 13 TeV. Figure 10 . Dependence of autoencoder loss function on jet mass when the network is trained on low energy jets and evaluated on high energy jets (LEFT) and when network is trained on high energy jets and evaluated on low energy jets (RIGHT).
Even with these extreme comparisons of jets with drastic differences in kinematics, our method yields largely insensitive results as can be seen in Figure. 10. Note that the shift in peak positions in both cases are less than 50% of the width. Most of the actual distributions overlap and, consequently, widths and averages in all cases are within 20% of each other.
Performance
The task in this subsection is to examine and benchmark the performance of our method as an anomaly finder for various types of jets. As stated before, the autoencoder loss function can be used as a measure to determine how different a jet "looks like" as compared to the jets which the autoencoder was trained on. We consider topjets and W -jets as anomalies for benchmarking purposes and finally examine the performance of our method on a jet due to a new physics process (di-W jet). The loss function for these three different event types using the autoencoder which was trained on QCD jets with 800 GeV < p T J < 900 GeV and without MPI or detector effects (from Subsec. 3.2.1) is presented in Figure. 11. It is clearly seen that the autoencoder loss increases as more complex structure is added to the jets. QCD-jets (on which the autoencoder was trained on and also have the simplest 1-prong dipole emission substructure) have, on average, the smallest loss function. W -jets, on the other hand, have a 2-prong structure which is slightly more "complex" than the 1-prong QCD-jet structure, and therefore have larger loss functions on average. Top jets come next in the hierarchy as they mostly have a 3-prong structure (with an onshell W ) making it more "complex" than a W -jet. Finally, we show jets originating due to boosted φ → W + W − . This gives rise to jets with 4-prong structure with 2 onshell W resonances. Not surprisingly, we find these jets with the highest loss functions. Figure 11 . The autoencoder loss function ( , Eq. (2.14)) obtained from the autoencoder using our method of pre-processing for the case with no detector effects or multi parton interaction.
In order to quantify the comparison between the performance of various methods, we compare the receiver operating characteristic (ROC) curves. In our study, these curves are presented with the convention that the x axis represent the signal selection efficiency and the y axis represent the reciprocal of the background fake rate (in log scale). Therefore, the algorithm producing curves closer towards the top right region of the graph would mean a better performing algorithm. It is also possible to compare two algorithms based on the area under the ROC curves of the two algorithms, larger area would generally mean better performance.
Next, we examine each of the cases in greater detail, benchmarking our method against some standard techniques which are well established and also against some recent techniques found in literature.
Benchmark with top jets
The problem of discriminating jets originating from boosted tops against jets from QCD is extremely well studied theoretically [60] [61] [62] [63] , numerically [34-37, 64, 65] and experimentally [66, 67] . We use this opportunity to benchmark our method by comparing it against the established algorithm HEPTopTagger2 [34] [35] [36] [37] . Also, like in the previous sections, we compare our method with the one proposed in Ref. [31] using dense autoencoders and also show the performance curves for both dense and convolutional autoencoders (as claimed in Ref. [31] ).
Top jets are obtained from tt events as detailed in Subsec. 3.1. We present the results for three main cases:
(A) Top jets with 800 GeV < p T J < 900 GeV simulated without MPI or detector effects.
(B) Top jets with 800 GeV < p T J < 900 GeV simulated without MPI but with detector effects. Figure 12 . The images of top-jets (averaged over ≈ 500000 events) obtained after our preprocessing method without (left) and with (right) detector effects (using Delphes).
(C) Top jets with p T J > 400 GeV simulated with MPI and detector effects.
While generating these events in cases. (A) and (B), we impose an additional merge requirement between the jet and the partonic top along with its decay products (b, q,q ) by demanding that they lie within the jet at PYTHIA8 level.
Which ensures a consistent comparison with Ref. [31] . The merge requirement is not imposed for case. (C). The jet images obtained using our method with and without detector effects is shown in Figure. 12, clearly the structure is much more "complex" than the case of QCD jets. Even though the three prong structure is not pronounced (due to the three body decay) in the image, it is still visible in a subtle way. The extended horizontal lump and lobe approximately constitute two prongs while the third is from the vertical extension of the lobe towards the left. Again, the effect of detector simulations seem just to smear the momentum distribution of the jet constituents.
We present the results (ROC curves) of our comparison for case. (A) and case. (B) in Figure. 13. Note that the results from HEPTopTagger2 contribute a single point to this graph as shown. It is observed that our method performs reasonably well for discriminating top jets from QCD. By itself the performance of our autoencoder loss is comparable to the autoencoder loss of the dense network without our preprocessing (we refer to it as FNS ). When combined with jetmass (m J ), our autoencoder loss is as good a top-tagger as the simplest (default) form in HEPTopTagger2 [34] [35] [36] [37] . Note that the default version functions without Qjets [68, 69] or any other variables (like N-subjettiness [65] or Energy Correlation [70] ), but uses the jet mass information in the mass drop step and also many other features from the physics of top quark decay kinetics. As a further demonstration we additionally show ROC with combined with m J and N-subjettiness {τ 1 , . . . , τ 5 }. Not surprisingly, we find significantly better performance -it produces an improvement by a factor of 2.5 over the HEPTopTagger2 in signal selection efficiency for a given background rejection. It shows that our technique is extremely general and it's performance will be competitive with specialized taggers designed for each event topology. Figure 13 . ROC for discriminating QCD vs. top using our auto encoder loss function , as well as combining with jet mass and N-subjettiness variables {τ 1 , . . . , τ 5 }. For comparison, we also produce the same but using FNS , loss functions trained using Ref. [31] These results are presented without (left) and with (right) detector effects.
Since we remove mass information (using the preprocessing procedure described in Subsec. 2.1) we expect the loss to be significantly less correlated with jetmass or Nsubjettiness variables. In fact, we expect to be less correlated than FNS . To demonstrate this fact we plot the correlation matrix for QCD-jets in Ref. 14. As we expect, is completely uncorrelated with m J (less than 10%). It is more correlated to τ N than to m J . However, the correlation coefficients never reaches even 30%. On the other hand, correlation coefficients for FNS remains in the range ∼ 45% to 65% for all these variables. An additional point to note is that our technique yields comparable performances compared to the one proposed in Ref. [31] . This suggests that while preserving the mass invariance as demonstrated in Subsec. 3.2 we do not need to sacrifice its performance. The detector simulation seems to affect the performance of all three methods by 10% − 20%. Using our method, for a signal selection efficiency of ≈ 80%, background fake rates as low as 5% to 10% can be achieved. Figure 15 . ROC for QCD vs top discrimination using our method with MPI and detector effects.
Finally, in order to demonstrate the fact that our method preserves its performance in a more realistic situation, we benchmark its performance for QCD-jets vs topjet discrimination on events simulated with MPI and detector effects. We also discard all parton level merge requirements, imposed earlier, as explained in case. (C). Additionally, we use a much larger phase space region with p T J > 400 GeV. We show the results from this study in Figure. 15. In the same plot we also show the performance of HEPTopTagger2 for comparing. We see that much of the performance seen in the previous case is still retained even after MPI and detector effects are turned on (see, Figure. 13 for comparison).
Benchmark with W -jets
In this section, we consider the problem of discriminating W jets against QCD jets. This is again a well studied problem and variables like N -subjettiness [71, 72] have been observed to work reasonably well. The CMS collaboration for LHC, for example, used τ 2 /τ 1 Wtagging [73] . We use W -jets as anomalies and compare the performance of our methods with that of τ 2 /τ 1 .
In this work we consider a sample of boosted W jets with 800 GeV < p T J < 900 GeV, generated without MPI or detector effects. We also impose a merge requirement (as was the case for top) that the parent W and it's decay products lie within the jet ∆R p µ J , p µ a < 0.6 , where a stands for decaying W , as well as quarks from the decay. Figure 17 . ROCs for discriminating QCD-jets vs W -jets using our anomaly finder and a standard N -subjettiness variable.
The jet images obtained using our method is presented in Figure. 16. Notice that the two prong structure of the jet is clearly visible. The asymmetry in the intensities of the two prongs is due to the Gram-Schmidt procedure Eq. (2.8), which always brings the harder prong along the right side of the horizontal axis by construction.
As before, we use an ROCs to quantify the performance of our method and compare it against an existing standard. The ROC in Figure. 17 shows the achievable background rejection efficiency as a function of signal efficiency, when we use autoencoder loss function alone as well as when we combine it with m J and N-Subjettiness variables. Figure. 17 also shows the ROC when we use τ 2 /τ 1 alone as a discriminating variable. We find that our method performs reasonably well as an anomaly finder only when it is combined with m J . At the level of 1% QCD-jet reduction it manages to yield a signal selection efficiency of ∼ 20%. On the other hand, using along with m J and N-Subjettiness as well, yields signal selection efficiency as high as ≈ 60% for the same QCD-jet rejection.
Benchmark with di-W jets from new physics
In this section, we study the efficiency of finding jets consisting of decay products a NP particle (namely φ, a di-W resonance) as anomalies. To be specific, we use a scalar with mass 180 GeV. We use the effective two Higgs doublet model, where φ is the heavy scalar Higgs, for generating events. The actual process we consider is given below
The events are generated at √ s = 13 TeV without MPI or detector effects. We consider jets with 800 GeV < p T J < 900 GeV that satisfy the usual merge requirement that the heavy parent φ, W + , W − and the four final partons lie inside the jet, namely ∆R p The jet image formed using our method is presented in Figure. 18. Even though the four prong structure is not pronounced, it is still visible in a subtle way. As in the case of Figure. 12, the horizontal lump and the extended lobe towards the left constitute two prongs while the third and fourth prongs overlap with the first two leading to the halo around the lump towards the right and a bright spot on the left lobe. Figure 19 . ROC for discriminating QCD vs di-W jets using our anomaly finder.
Finally, we show the ROCs for discriminating these φ-jets as anomalies in Figure. 18. The performance of our method is highly promising. For a signal selection efficiency of ≈ 20%, it suffers a fake rate of only ≈ 0.5% due to QCD-jets. When combined with mass and N-subjettiness information the acceptance rate for the di-W jets can be increased to order 70% keeping the same fake rate.
Conclusion
In this paper, we propose a new anomaly finder or rather an anti-QCD tagger based on autoencoder. While the proposal uses the simplest version of an autoencoder using the fully connected network structure, its novelty lies in the preprocessing stage, where we exploit the full Lorentz symmetry apart from symmetries of shift, rotation and rescaling. Our method gives comparable performances as compared to some existing techniques in the literature, while, at the same time, removes the dependence of autoencoder loss function on the jet mass. Consequently, it gives a straight forward way to find pure control samples to train. Our anomaly finder can be trained using jets in low m/p T bins, which is rich in QCD-jets, and can be used to analyze jets from high m/p T bins to find anomalies (or, signature of NP). The lack of jet mass dependency of the autoencoder loss brings in additional advantages -it can be readily combined with existing discriminating variables to improve performances of even supervised learning to a much greater effect.
Apart from this robustness feature, we also find that detector effects or multi parton interactions have little effects in the performance of the anomaly finder. We have not explicitly tested our method against pileup in this study. However, we see no reason why this method can not be made pileup robust by simply using the standard pileup mitigation techniques [74] [75] [76] before forming the jet image, or even after the jet image is formed as shown in Ref. [77] .
Problems in machine learning require large amount of computation which is generally achieved using GPUs for improved speed. This allows one to optimize on the structure of the neural network. However, even with our naive optimization methods, we manage to get remarkable results as compared to existing techniques in literature. Our method provides an extremely simple yet a powerful technique with great potential for generalization as it can be readily incorporated into any existing neural network based algorithms such as image based top tagging [20] [21] [22] [23] [24] [25] , Lorentz layers [14] , or recurrent networks [16] with minimal effort. Because of its simplicity, the preprocessing stage can even be extended to existing boosted jet substructure classification algorithms that uses only physics information. With more improvements and optimizations, it might even be possible to use the autoencoder loss obtained with our method (combined with the jet mass) as a spectroscopy like observable to find anomalous events.
Source code for most of the content discussed here can be found at: [https://github.com/aravindhv10/CPP_Wrappers/tree/master/AntiQCD4]
