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ВЫСОКОСКОРОСТНОЙ UMAC АЛГОР ТМ
Геннадий Халимов
Харковс оэлектр
сний UMAC а ка 
спечивает чрезвычайно высокую скорость вычислений. Разработчики UMAC 
пре
емую ь. 
Ре х зад сь в на н ион  с 
мног иверсаль ешировани  криптограф им вычисле а аутентификации. 
За  статьи ется анализ вных хара тик UMAC в, изложение оритма 
постр енка се ости. С э лью в разделе 2 приводя основные о еления 
унив еш-функ MAC реал и. В раздел ссматривают ерсии алгори MAC 
(199 000). В р е 4 оценен етность UM емы. 
II Определения универсальных хеш-функций UMAC реализации 
Определение 1. H={h: D→R} есть сем нкций с общей областью определения D и 
конечным диапазоном значений R. 
r. –
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Анотація: Розглядається високошвидкі лгоритм, характеристики, параметри та оцін
таємності.  
Suumary: The high-speed UMAC algorithm, characteristics, parameters and an estimation of privacy are 
considered.  
Ключевые слова: UMAC алгоритм, универсальные хеш-функции.  
I Введение 
UMAC алгоритм, известный в модификациях UMAC (1999) [1] и UMAC (2000) [2], представлен 
проекту NESSIE как программно ориентированный для реализации на современных операционных 
платформах и обе
следовали две главные цели: 
 высокую скорость вычислений; 
 доказу секретност
шение эти ач оказало озможным основе приме ения композиц ной схемы
ократным ун ным х ем и ическ нием тег
дачей данной  явля  осно ктерис кодо  алг
оения и оц кретн той це тся пред




ся в тма U
9) и UMAC (2 аздел  сек  
Алгоритм UMAC является композиционной схемой универсального хеширования. Коды подлинности 
сообщений, основанные на универсальном хешировании, используют определение семейства хеш-
функций [3]. 
ейство хэш-фу
МАС коды являются отображением H: KD R, где h = HK: DR – функция, определенная для 
каждого K  K с заданным распределением на H. Основные универсальные семейства хэш-функций 
имеют следующие представления. 
1. H является универсальным семейством хэш-функций (-U), если для всех xyD,  
PrhH[h(x)=h(y)]=, =1/R. 
2. H является -универсальным семейством хэш-функций (-U), если для всех xyD и всех aR,  
PrhH[h(x)-h(y)=a]=, =1/R . 
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3. H является почти -универсальным семейством хэш-функций (-AU), если для всех xyD и 
всех aR,  
PrhH[h(x)-h(y)=a]. 
4. H является строго универсальным семейством хэш-функций (-SU), если для всех xyD и всех 
a,bR, 
PrhH[h(x)=a, h(y)=b] =, =1/R2. 
5. H является почти строго универсальным семейством хэш-функций (-ASU), если для всех xyD 
и всех a,bR, 
PrhH[h(x)=a, h(y)=b] . 
Отправной точкой для построения хеш функций в алгоритме UMAC является полилинейная 
модулярная MMH+ конструкция (multilinear modular hashing) Картера-Вегмана. 
пределение 2. Пусть р – простое число и k целое число, k>0. СемеО йство функций MMH+ есть 
kZp, hx(m)= mixi mod p для x=(x1, x2 , …, xk), m=(m1, m2, …, mk), xi, 
m Z . 
яется -универсальным [4]. 










е NH в кольцах Z/2w и Z/22w  является эффективным для машинной арифметики. 
Сл
1, NH является 2–w – AU семейством хеш-функций. 
ва раза увеличивает вероятность коллизии и NH в знаковой версии 
явл
NH семейство хеш-функций очень ключа равна размеру сообщения. 
Ог
хеш





Модификация полилинейной модулярной схемы с учётом особен
приводит к с мейству функций MMH  [4].  е
ение 3. Пусть р=232+15 и k=32. Семейство функций MMH32 есть отображение 
{0,1}32, hx(m)=[[[k mixi]mod264]mod(232+15)]mod232 для x=(x1, x2, …, xk), 
i 1
, …, mk). 
–32 [4]. 
Дальнейшее улучшение MMH конструкции достигается за счет применения нелинейной схемы NMH32, уменьшающей в два раза число умножений.  
Определение 4. Пусть р=232+15 и k=32. Семейство функций NMH32 (nonlinear modular hashing) есть 






(x1, x2, …, xk), m=(m1, m2, …, mk), где символ +32 обозначает сложение по модулю 232. 
Семейство NMH32 является -AU, где  =2–32 [4]. 
UMAC код использует NH хеширование, которое является усовершенствованием алгоритмов NMH и 
MMH.  




(x2i-1+wm2i-1) (x2i+wm2i) mod2  ,     (1
 x=(x1, x2, …, xk), m=(m1, m2, …, mk), xi, mi(0;:::; 2w-1), символ +w обозначает сложение по 
модулю 2w и w=16, 32. 
Вычислени
едующая теорема определяет вероятность коллизии для NH хеширования [2].  
Теорема 1. Для четного k2 и w
При вычислении NH функции (1) строки в выражении интерпретируются как последовательности 
целых чисел без знака. На практике арифметика чисел осуществляется с использованием знака, то есть xi, 
mi(-2w-1 ;:::; 2w-1-1). Это в д
яется 2–w+1 – AU семейством хеш-функций.  
 быстро вычисляется и длина 
раничение ключевого размера приводит к увеличению числа хеш-значений из-за многократного 
ирования нескольких блоков данных. Хеш код после NH хеширования имеет переменную длину. 
ически более полезной, необходимо
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схе
кой функции можно использовать быструю полиномиальну функцию универсальн го 
я, скалярную функцию вариационно  хеширования или криптографическую 
хеш-функцию. Все эти возможности испо  алгоритма UMAC.  
деление 6. Пусть р – простое число и k целое число, k>0. Полиномиальное хеширование PolyCW 
еде ется выражением  
где x p (m1, m2, …, mk), mi
мен
 с
ость коллизии PrhH{hx(a)=hx(b) mod p}=k/р.  
е PolyCW хеш-функции можно осуществить по итерационной схеме Горнера с одной 
опе  на каждом шаге. Важным аспектом практической 
реа
ифметика GF(2w) является менее удобной для 
сов ч е х
ьта
( бл лены льзу AC.
му с функцией, которая использует короткий ключ и производит выход фиксированной длины. В 
качестве та ю о
хешировани -универсального
льзуются в спецификации





ixi mod p,      (2) 
Z , m= Zp.  
r aPolyCW хеширование (polynomial Carte -Wegman h shing) – одно из наиболее известных 
универсальных семейств хеш-функций [5]. Главное свойство PolyCW функции определяется 
фундаментальной теоремой алгебры, которая определяет, что многочлен, отличный от нуля степени не 
ьше k, имеет не меньше k корней. 
Теорема 2. Полиномиальное емейство хеш функций PolyCW является -U универсальным и 
вероятн
Вычислени
рацией умножения и сложения в конечном поле
лизации, который учитывает 32-й разрядную машинную арифметику, является выбор простого поля 
Zp(w), где p(w) – w-битовое простое число. Ар
ременных микропроцессоров, хотя обеспе ивает легкое раздел ние хешируемых битовы  строк на w-
битовые подстроки. Лучший резул т достигается в арифметике Zp(w) при как можно большом простом 
числе p w)2w. В та . 1 представ  простые числа, испо емые в UM  
 
Таблица 1 – Простые числа для UMAC алгоритма 
w p(w) (decimal) p(w) (hexadecimal) 
19 219 -1  0x0007FFFF 
32 232 -5 0xFFFFFFFB 
36 236 -5 0x0000000F FFFFFFFB 
64 264 -59 xF FFFFFF FFFFFFC5 0 F
128 2128 -159 0xFFFFFFFF FFFFFFFF FFFFFFFF FFFFFF61 
 
Схема Горнера предполагает вычисление y +m mod p(w). Обычное применение а сеxy
рации mod p(32) потребует 12.4 cpb (циклов 
с мблерной 
опе
32  mod p(32), что потребует 
одн рукций, контролирующих 
выход результата вычисле пре ы зо
использует 8 строк ассем  пр
р
еобразование. Векторы чисел с 32 битами, которые имеют элементы вне Zp(w), пре
сти коллизии до k2  и 
нес
жения допустимой вероятности коллизии. Мощность 
мн
процессора на байт) Pentium II. UMAC использует более 
эффективный алгоритм Poly32 для вычисления yxy+m mod p(32), p(32)= 232–5. Используя представление 
xy=a232+b и учитывая, что a2 =5a в Zp(32), получим y=xy+m mod p(32)=5a+b +mого умножения и два сложения на 32 разрядных регистрах и нескольких инст
ний за дел диапа на представления чисел в Zp(32). Данная реализация блерной ограммы и достигает производительности 3.69 cpb Pentium II. 
Расплатой за высокую скорость вычислений является уменьшение ключевого п остранства до величины 
232/5=229 и увеличение вероятности коллизии до k2–29. Практическая схема алгоритма Poly32 включает ещё 
одно дополнительное пр
образуются в вектор, который их не имеет, с помощью так называемого двойного представления. Это 
приводит к удвоению размера данных и соответственно к увеличению вероятно –28
колько снижает скорость вычислений до значения 3.86 cpb Pentium II. 
64Аналогичная реализация Poly64 хеш-функции для p(64)= 2 –59 имеет вероятность коллизии k2–49, 
использует 40 строк ассемблерной программы и имеет пиковую производительность 6.86 cpb Pentium II.  
Линейное возрастание вероятности коллизии для полиномиальной хеш-функции ограничивает размер 
хешируемого сообщения (см. теорему 2). Чем больше размер ключевого пространства, тем большее 
количество слов можно хешировать до дости
ожества ключей определяется значением простого числа p(w), определяющего поле Zp(w). При увеличении p(w), возрастают временные затраты на вычисление многочленов в Zp(w). При движении p(w) от 232 к 264 временные затраты увеличиваются в два раза.  
Для оптимизации временных затрат в UMAC используется RPHash (ramped polynomial hashing) 
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алгоритм, который является композиционной полиномиальной схемой RP хеширования и объединяет три 
алгоритма Poly32, 64 и 128, которые при хешировании последовательно используются по мере возрастания 
длины сообщения. Согласно RPHash, если сообщение M короче 217 бит, то результат хеша - Poly32(М). 
Если M больше 217 бит, хеш рассчитывается как Poly64(Poly32(М1)М2), М=М1М2. Для случая M более дли
4 или 128. 
Скалярные вариационно-универ  хе
Семейство вариационных уни ны
Оп ст + жительное число. Зафиксируем множества D и R. Конечный набор хеш 
ионным универсальным (-VU) (variational-universal) если для 
сс устанавливает требование к псевдослучайности символов хеш 
код
льтат хеширования. Наблюдатель изучает один 
рименение композиционных схем является основным методом построения VU хеш-функций [6]. 
 C} есть два семейства функций. Композиционное 
семе во функций } определяется через G и всех hH. 
П тическая ко ия VU хеш семейства опреде щей теоремой [6]. 
Т ема 3. Если : AB} является -AU, и Hsu вляется SU, тогда HsuHau является (-
/C семейст -функций. 
В MAC конс  объединены быстрые итмы Poly32, 64, 128 AU 
хеш ния в RPH е с медленной совершен ения 
IPHASH (inner product hash). 
ми. 
нного, чем 239 бит по аналогичной схеме используется Poly128. 
Вероятность коллизии в RPHash схеме хеширования ограничивается значением максимума вероятности 
коллизии на шагах Poly32, 6
сальные ш-функции. 
версаль х хеш-функций впервые было представлено в [6]. 
ределение 7. Пу ь R поло
функций H={h:DR} называется -вариац
некоторых m,m’D, всех a, c, c’R, и для всех функций f: R{0,1}, 
1 PrhH{h(m)=с}=1/R;  
2 PrhH [f(h(m))=1 h(m’)=c’]-PryB [f(y)=1].  Вариационный универсальный кла
а. Второе условие можно интерпретировать следующим образом. Алгоритм f является 
пользовательским приложением, которое использует резу
из дв  ух сценариев: y, где y – случайная строка в диапазоне хэш-функции, или h(m), где h – случайная хэш-
функция, такая, что h(m’)=c’. Наблюдатель не может различить, какой из этих двух сценариев имеет место 
в действительности с вероятностью, превышающей .  
Интерес к -VU хеш-функциям определяется, прежде всего, тем, что вычислительно они могут быть 
более эффективными по сравнению с SU классами. SU семейства хэша имеют тенденцию к  интенсивным 
вычислениям и часто требуют длинные ключи в специальных приложениях, в то время как недавнее 
исследование программно-эффективных AU хэш-функций привело к семействам, которые обрабатывают 
сообщения с очень низкой скоростью – 0.5 cpb [1, 4, 7]. 
П
Определение 8. Пусть H={h: AB} и G = {g: B
йст GH = {f: AC  f= gh, для всех g
рак нструкц ляется следую
еор  Hau={h ={g: B C} я
) – VU вом хеш
 U трукции полиномиальные алгор
ирова ash схем ной SU хеш-функцией скалярного произвед





miki mod p(w),  
2 Y=Y+wT, 
3 Y=Y[n1…n2], 
где k=(k1,k2,…,kn), kiZp(w), m=m1m2…mn, m{0,1}u, mi=u/n,  T{0,1}w, символ +w обозначает 
сложение по модулю 2w, n1<n2w. На первом шаге вычисляется скалярное произведение слов сообщения m и ключа k с приведением по 
модулю простого числа p(w), ближайшего по величине к 2w. По второй и третьей инструкции результат 
складывается по модулю 2w с ключевым словом T с последующей выборкой хеш результата из области 
n1n2 бит вектора Y.  
IPHASH алгоритм в проекте UMAC представлен в двух модификациях: 
– IPHASH16 с параметрами u=128, n=8, w=19, p(w)=219 –1, n1=4, n2=19; 
– IPHASH32 с параметрами u=192, n=6, w=36, p(w)=236 – 5, n1=5, n2=36. Криптографические хеш-функции. 
Известны два подхода к построению криптографических хеш-функций:  
1 с применением блочных шифров в режиме CBC-MAC (ISO/IEC 9797-1); 
2 на основе безключевых хэш-функций HMAC (ISO/IEC 9797-2). 
Секретность этих конструкций может быть доказана при условии, что основной блочный шифр 
или ключевая хэш-функция являются псевдослучайны
Спецификация UMAC не устанавливает криптопримитивы для схем CBC-MAC и HMAC. Основным 
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критерием выбора является защищенность и скорость вычисления криптографических хеш-функций. Были 
рассмотрены алгоритмы RC6 и SHA-1. Семейство функций CBCMAC-RC6 выполняется не быстрее чем 15 
cpb, что является самым скоростным среди блочных шифров. HMAC на основе SHA-1 ограничивается 
значением скорости 13.1 cpb. Алгоритм MD5 в HMAC конструкции имеет производительность 5.3 cpb, но 
менее предпочтительный из-за обнаруженных недостатков секретности [8].  
и SHA-1 ограничивает скорость вычислений MAC кода значением 
13 
 обеспечивает гигабитные скорости 
вы е был представлен в 1999 году и с изменениями в 2000. 
едварительного сжатия сообщения с установленным 
отн
ч з




свя рованием подключа, является типичным для многих современных шифров и 
для ельн казывает существенного влияния на производительность алгоритма. 
ое хеширование для рассмотренного алгоритма имеет вероятность коллизии 2–32. 




ить параллельные вычисления 
в S рые в некоторых инструкциях 
мо х быстрых реализаций UMAC 
исп гистром как с четырехмерным 
век
ены пять схем: UMAC-STD-
30,
сод
Криптографическая хеш-функция использует вычисление криптографического примитива на каждом 
байте сообщения. Применение RC6 ил
cpb. 
III UMAC: описание алгоритма 
UMAC алгоритм является программно ориентированным для процессоров, которые хорошо 
поддерживают умножение с 32 разрядными целыми числами и
числений. UMAC впервы
UMAC (1999) вычисляет МАС код путем пр
ошением, используя NH универсальное семейство хэш-функции. Алгоритм имеет параметры: размер 
блока, размер слова, псевдослу айный генератор PRG, который исполь уется для вычисления 
необходимого ключевого материала из ключа пользователя, и псевдослучайную функцию PRF для 
обработки сжатого сообщения и показателя новизны. Вычисление аутентификационного тега состоит из 
следующих шагов: 
Генерирование подключа: 
PRG: KeyK = K1K2,...,K1024, где Ki является 32 битовым словом, и KeyA длиной 512бит. Вычисление хеш значения Msg в HM = NHXKey(Msg): 
Len=|Msg| mod 4096, |Len|=16 бит. 
В конец Msg добавляются минимальное число из 0 бит, так чтобы |Msg| было делимым на 64. 
Msg= Msg1||Msg2|| _ _ _ ||Msgt, где каждый Msgi – между 2 и 1024 словами. 
HM=NHK(Msg1) || NHK(Msg2)|| _ _ _ ||NHK(Msgt)||Len. 
Вычисление аутентификационного тега: 
Teg=HMAC-SHA1A (Показатель новизны||HM). 
NH хеширование вычисляется для сообщения, предварительно разбитого на блоки фиксированной 
длины (за исключением последнего блока, который может быть короче). Для блока из 1024 слов по 32 
бита, можно получить значение хеша в 64 бит, что определяет коэфф циент сжат я 512. Показатель 
новизны вместе с хеш-значениями всех блоков и информацией о длине объединяются в одну строку. 
Результирующая строка обрабатывается псевдослучайной функцией PRF для получения 
аутентификационного тега. В качестве PRF функции применяется одна из крипто
нкции в режиме CBC-MAC или HMAC. 
Шаг, занный с генери
 длит ых сеансов не о
Универсальн
нижение вероят
ирования сообщения с независимыми ключами. Важная оптимизация в UMAC состоит в применении 
теплицевой конструкции к формированию ключей; один ключ является про зводным из другого с 
добавлением нескольких новых слов. 
Чтобы получить хорошее сжатие с более коротким подключом, можно использовать хеширование с 
двумя уровнями (2L). Если ключ хеша длины n1 дает отношение сжатия λ1 и ключ хеша длины n2 дает отношению сжатия λ , то, используя двухуровневое хеширование, получим отношение сжатия λ λ  с 
ключевым размером n1+n2.  ечАлгоритм UMAC и спецификации были разработаны так, чтобы обесп
IMD архитектуре. SIMD архитектура обеспечивается регистрами, кото
словами как векторами. Одна из самыгут обращаться с малоразмерными 
ользует MMX инструкции Pentium, которые обращаются с 64 битовым ре
тором 16 битовых слов. 
AC изучВ зависимости от установки начальных параметров алгоритма UM
 UMAC-STD-60, UMAC-MMX-15, UMAC-MMX-30 и UMAC-MMX-60. 
UMAC-STD-30 и UMAC-STD-60 используют слова размерности w = 32 бит. Они реализуют 2L 
хеширование с коэффициентом сжатия 32 и с последующим коэффициентом сжатия 16. Подключ K 
ержит приблизительно 400 Байтов. Используют HMAC-SHA1 в качестве основной PRF функции. 
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Криптографическая функция 
исп
ости подделки: 2 , 2  и 2 , соответственно. 
Результаты испытаний схем U ний представлены в табл. 2 [2]. 
 
т
Арифметика вычислений знаковая. Отличие между UMAC-STD-30 и UMAC-STD-60 состоит в 
вероятности коллизии, соответственно равной 2–30 и 2–60.  
UMAC-MMX-15, UMAC-MMX-30 и UMAC-MMX-60 хорошо приспособлены для SIMD-параллелизма. 
Они используют слова с w=16 бит. Хеширование выполняется с одним уровнем и ключом, равным 
приблизительно 4кбт, что дает тот же коэффициент сжатия, как и схема 2L. 
ользуется в режиме CBC-MAC с блочным шифром RC6 [34]. Арифметика вычислений знаковая. 
Различие между UMAC-MMX-15, UMAC-MMX-30 и UMAC-MMX-60 состоит в максимальной 
вероятн –15 –30 –60
MAC (1999) с оценкой скорости вычисле
Таблица 2 – Пиковые скорости вычисления UMAC, измеренные в Гби /сек (циклы/байт)  
 Pentium II PowerPC Альфа 
UMAC-STD-60 1.49 (1.93) 1.81 (1.58) 1.03 (2.78) 
UMAC-STD-30 2.79 (1.03) 2.28 (1.26) 1.79 (1.60) 
UMAC-MMX-60 2.94 (0.98) 4.21 (0.66) 0.287 (10.0) 
UMAC-MMX-30 5.66 (0.51) 7.20 (0.39) 0.571 (5.02)  
UMAC-MMX-15 8.47 (0.33) 10.5 (0.27) 0.981 (2.85) 
CBC-MAC-RC6 0.162 (17.7) 0.210 (13.7) 0.068 (42.5) 
HMAC-SHA1 0.227 (12.6) 0.228 (12.6) 0.117 (24.5) 
 
Максимальный коэффициент сжатия достигается на сообщениях 4 Кбт. UMAC выполняется лучше 
все ия является тогда более эффективной из-за 
сок приходящихся на PRF. Некоторый выигрыш в скорости появляется 
уж
едложено две схемы: UMAC32 (без SIMD параллелизма) и UMAC16 (с SIMD 
пар одительности в три раза большей, чем в 
пер MX (см. табл. 3). 
го, что тег аутентификации вычисляется по схеме: 
рез
го на длинных сообщениях, потому что хэш-функц
ращения количества вычислений, 
е при длинах сообщения в пару сотен байт. 
Повышение скорости вычислений особенно при маленьких сообщениях было достигнуто UMAC 
(2000). В UMAC (2000) пр
аллелизмом), что позволило достигнуть произв
воначальных версиях UMAC-STD и UMAC-M
Высокая скорость обеспечивается за счет то
ультат хеширования  PRF(показатель новизны), который посылается получателю вместе с 
сообщением и показателем новизны.  
 
Таблица 3 – Производительность алгоритмов UMAC для различных длин хешируемых данных 
(циклы/байт) 
 43 Бт 256 Бт 1500 Бт 256 КБт 
UMAC32 16.3 3.8 2.1 1.9 
UMAC-STD 52.9 12.3 3.8 1.9 
UMAC16 14.0 2.7 1.2 1.0 
UMAC-MMX 35.9 4.5 1.7 1.0 
 
UMAC16, аналогично UMAC32, использует три семейства хеш-функций: NH, RPHash и IPHASH. 
NH хеширует блоки по 2KБт, производя хеш-результат в 32 бита, что соответствует коэффициенту 
сжатия 512. Вероятность коллизии не превышает 2 . Результат передается к RP уровню хеширования, 
который вычисляет выходную строку длины 128 бит. RP семейство использует три простых поля с 32 




64 бит, и доказано, что этот слой добавляет около 2–19 к вероятности коллизии. 
Если аутентифицируемое сообщение короткое, то RP слой пропускается для оптимизации скорости 
вычисления. IP уровень сворачивает входную последовательность с 128 битами к выходной с 16 битами, 
поддерживая вероятность коллизии почти 2–15. Конструкция с тремя уровнями повторяется неоднократно, 
с независимыми ключами, увеличивая длину аутентификационного тега и уменьшая шанс подделки МАС 
кода. Заданное по умолчанию число – четыре раза, и конкатенация 16 битовых слов вычисляет МАС код с 
64 битами с вероятностью подделки 2 . Главное отличие в UHASH32 состоит в том, что используются 
слова с 32 битами и вычисления повторяются по схеме с тремя слоями только дважды (значение по 
умолчанию).  
Преимущество по сравнению с предыдущей UMAC (1999) версией состоит в том, что использование 
криптографического примитива (проект NESSIE рекомендует AES шифр) минимизировано, что в 
Олександр Іщенко Юрій Якемчук 
результате ок зывается бол е эффективным на коротких сообщениях, и это дает дополнительную гибкос ь 
для верификации. Можно выбирать, сколько из паралле
а е т







выпо няется на коротком пока изны. Не был  недостатки в ельстве 
безоп  [2]. Для уров ующего NH уни  семейство хэш  
поло ьства безопас т в том, что N  2–W– почти ун . Это 
озна сть коллизи е, чем 2–W для й длины и сло  бит. 
Это пользовани одном блоке й длины со торое 
поло ельстве без позволяет рас  результат н , 
рабо м числе стр ствии с парам цификации UM ность 
колл  уровня в UHA вна 2–15 , что –16 из-за знако ики. 
HASH16 и UHASH32 имеют два дополнительных уровня хеширования, использующие RP и IP 
уни
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IV Анализ безопасности UMAC алгоритма 
UMAC код аутентификации сообщения основан на семействах универсальных хэш-функций и 
предлагает доказуемую безопасность в том смысле, что имеются теоретические гран цы коллизии для 
хешируемой части при  МАС кода, так вычислении что безопасность в конечном счете зависит от
птографического примитива, используемого для зашифрования показателя новизны.  
Примитив, заявленный в спецификации UMAC кода - AES (Rijndael) блочный ши
таточно надежным. Имеется дополнительное преимущество, которое состоит в том, что шифровани
доказатл зателе нов и найдены
асности UMAC ня, использ версальное -функции, первое
жение доказател ности состои H является иверсальным
чает, что вероятно и не больш строк равно в длиной в w
соответствует ис ю NH на установленно общения. В
жение в доказат опасности ширить этот а NH алгоритм
тающий на любо ок, в соответ етрами в спе AC. Вероят
изии после NH SH16 схеме ра больше чем 2 вой арифмет
U
версальные семейства хэш-функций, и они повторяют схему с тремя слоями четыре раза и 
соответственно два раза. Доказано, что семейство UHASH16 является 4-связанным (2–15+2–18+2–28) почти 
универсальным, а семейство UHASH32 является 2-связанным (2–31+2–33) почти универсальным, что 
гарантирует вероятность коллизии 2–60. 
V Выводы 
UMAC (1999, 2000) реализации имеют самую высокую скорость вычислений для МАС примитивов, 
представленных проекту NESSIE. Алгоритм UMAC основан на 
огократным универсальным хешированием и криптографическим вычислением тега аутентификации, 
гарантирует вероятность коллизии 2–60 и по итоговым показателям является одним из лучших. 
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