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Abstract
Let A be an n × n real matrix, and K ⊂ Rn be a closed convex cone. The spectrum of A
relative to K , denoted by σ(A,K), is the set of all λ ∈ R for which the linear complementarity
problem
x ∈ K, Ax − λx ∈ K+, 〈x,Ax − λx〉 = 0
admits a nonzero solution x ∈ Rn. The notation K+ stands for the (positive) dual cone of K .
The purpose of this work is to study the main properties of the mapping σ(·,K), and discuss
some structural differences existing between the polyhedral case (i.e. K is finitely generated)
and the nonpolyhedral case.
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1. Introduction
The Euclidean spaceRn is equipped with the standard inner product 〈x, y〉 = xTy
and the associated norm ||x|| = 〈x, x〉1/2. The notation Mn refers to the space of real
matrices of order n × n, and
K(Rn) := {K ⊂ Rn : K is a closed convex cone}.
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This note deals with the spectral analysis of a linear complementarity process de-
scribed by a pair (A,K) ∈ Mn ×K(Rn). The precise formulation of the eigenvalue
problem is as follows:{
Find a number λ ∈ R and a nonzero vector x ∈ Rn such that
x ∈ K,Ax − λx ∈ K+, 〈x,Ax − λx〉 = 0, (1.1)
where
K+ := {y ∈ Rn : 〈x, y〉  0 ∀x ∈ K},
denotes the (positive) dual cone of K . Of course, if K is the whole space Rn, then
(1.1) reduces to the usual eigenvalue problem for the matrix A ∈ Mn. There are,
however, a number of interesting applications arising in practice for which K =
Rn. The mathematical reasons leading to the formalism (1.1) can be consulted in
[11,12,15,16,18], and in the references therein. The terminology that we use is taken
from [18]. The set
σ(A,K) := {λ ∈ R : (λ, x) solves (1.1) for some x}
is said to be the K-spectrum of A. The component λ is called a K-eigenvalue of A,
while the component x is called a K-eigenvector of A.
The basic topological properties of the mapping σ : Mn×K(Rn)→ 2R are listed
in the next proposition. As far as semicontinuity concepts are concerned, we use the
following terminology (cf. [2, Section 6.2]):
Definition 1.1. Let W and Y be two topological spaces. The mapping  : W → 2Y
is said to be upper-semicontinuous (respectively, lower-semicontinuous) if the set
{w ∈ W : (w) ⊂ O} (respectively, {w ∈ W : (w) ∩ O = ∅})
is open, whenever O ⊂ Y is open.
All norms in Mn induce, of course, the same topology. For convenience, we use
the spectral norm
||A|| := sup
||x||1
||Ax||.
As usual,K(Rn) is equipped with its natural metric
δ(K1,K2) := sup
||z||1
|dist(z,K1) − dist(z,K2)|,
where dist(z,K) := infu∈K ||z − u|| stands for the distance from z to K . An equiva-
lent way of defining δ is by means of the expression
δ(K1,K2) = haus(K1 ∩ Bn,K2 ∩ Bn),
where Bn is the closed unit ball in the Euclidean space Rn, and
haus(C1, C2) := max
{
sup
z∈C1
dist(z, C2), sup
z∈C2
dist(z, C1)
}
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stands for the Hausdorff distance between the compact sets C1, C2 ⊂ Rn (see, for
instance, [2, pp. 85–86]). General information on the metric δ can be consulted in
the book by Rockafellar and Wets [17]. According to Walkup and Wets [20], the
operation K → K+ is an isometry on the space (K(Rn), δ), that is to say,
δ(K+1 ,K
+
2 ) = δ(K1,K2) ∀K1,K2 ∈K(Rn).
Proposition 1.2. The following four statements are true:
(a) ∀(A,K) ∈ Mn ×K(Rn), σ (A,K) ⊂ [−||A||, ||A||];
(b) the set σˆ := {(A,K, λ) ∈ Mn ×K(Rn) × R : λ ∈ σ(A,K)} is closed in the prod-
uct space Mn ×K(Rn) × R. In particular,
∀(A,K) ∈ Mn ×K(Rn), σ (A,K) is a closed subset of R;
(c) σ is upper-semicontinuous;
(d) the set Dσ := {(A,K) ∈ Mn ×K(Rn) : σ(A,K) = ∅} is closed.
Proof. Everything is rather standard. The sketch of the proof is given here just to
set straight a few important things. If (λ, x) solves (1.1), then necessarily
λ = 〈x,Ax〉〈x, x〉 ,
and, consequently, −||A||  λ  ||A||. The closedness of σˆ amounts to saying that
(Aν,Kν) → (A,K), |λν − λ| → 0
λν ∈ σ(Aν,Kν)
}
⇒ λ ∈ σ(A,K). (1.2)
To prove the “stability” condition (1.2), one starts by writing
xν ∈ Kν, Aνxν − λνxν ∈ K+ν , 〈xν, Aνxν − λνxν〉 = 0 ∀ν ∈ N. (1.3)
One can assume that each xν lies in the unit sphere of Rn. By taking a subsequence
if necessary, one may suppose that {xν} converges to a nonzero vector x ∈ Rn. By
passing to the limit in (1.3), one arrives at the desired conclusion. The upper-semi-
continuity of σ is a consequence of the closedness of σˆ and the boundedness condi-
tion (a). Indeed, if σ was not upper-semicontinuous, then we could find an open set
O ⊂ R, a pair (A,K) ∈ Mn ×K(Rn), and a sequence (Aν,Kν) → (A,K) such
that
σ(A,K) ⊂ O, but σ(Aν,Kν) ∩ (R\O) = ∅ ∀ν ∈ N.
Now, for each ν ∈ N, pick up
λν ∈ σ(Aν,Kν) ∩ (R\O).
By (a), the sequence {λν}ν∈N admits a converging subsequence. By (b), the corre-
sponding limit must be in σ(A,K) ∩ (R\O), arriving in this way to a contradiction.
Statement (d) follows immediately from (c). Indeed, the set
{(A,K) ∈ Mn ×K(Rn) : σ(A,K) ⊂ ∅}
is open, and therefore its complement Dσ is closed. 
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Lower-semicontinuity is a more delicate matter. Before discussing this issue, we
need to build up some additional experience concerning the very nature of the map-
ping σ . For the sake of the exposition, the discussion on lower-semicontinuity is
postponed until Section 5.
2. Existence of K-eigenvalues
The purpose of this section is identifying all the pairs (A,K) ∈ Mn ×K(Rn) for
which the set σ(A,K) is nonempty. Let us examine two particular cases that clear
out the road ahead:
Example 2.1. Let K = {0} be arbitrary inK(Rn). As shown in [13, Corollary 2.4],
the K-spectrum of a symmetric matrix A ∈ Mn is always nonempty. To prove this,
one needs to work-out the minimization problem
minimize{〈u,Au〉 : u ∈ K, 〈u, u〉 = 1}. (2.1)
By Weierstrass theorem, (2.1) admits at least one solution, say x ∈ K . Let us write
down a necessary optimality condition satisfied by this nonzero vector x. Consider
the Lagrangian function
(u, α) ∈ H × R → L(u, α) := 〈u,Au〉 − α(〈u, u〉 − 1),
where the variable α is interpreted as a Lagrange multiplier associated with the equal-
ity constraint in (2.1). A standard optimality criterion (cf. [8, Section 1.1.3]) ensures
the existence of a multiplier λ ∈ R such that〈
∂L
∂u
(x, λ), u − x
〉
 0 ∀u ∈ K.
Since K is a cone, the above optimality condition breaks into
∂L
∂u
(x, λ) ∈ K+ and
〈
∂L
∂u
(x, λ), x
〉
= 0,
yielding in this way the desired conclusion. A more direct way of arriving to the
same conclusion is by exploiting Theorem 2 in Kubrusly [10].
Example 2.2. Suppose that K ⊂ Rn is a subspace of dimension d ∈ {1, . . . , n}.
Pick up any basis {c1, . . . , cd} ⊂ Rn for K , and form the matrix C := [c1 · · · cd ].
Then,
K = ImC := {Cu : u ∈ Rd} and K+ = KerCT.
With the help of the transformation x = Cu, the eigenvalue problem (1.1) becomes:{
Find λ ∈ R and a nonzero vector u ∈ Rdsuch that
ACu − λCu ∈ KerCT.
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This shows that
σ(A, ImC) = σ(AC,Rd), with AC := (CTC)−1CTAC ∈ Md. (2.2)
Summarizing, when K is a d-dimensional subspace of Rn, (1.1) reduces to an ordi-
nary eigenvalue problem in the space Rd . Notice that the set on the right-hand side
of (2.2) remains the same after replacing {c1, . . . , cd} by another basis of K .
By using the representation formula (2.2), one gets straightforwardly the follow-
ing result:
Proposition 2.3. Let K be a subspace of Rn. One has:
(a) if dimK is odd, then σ(A,K) = ∅ for every A ∈ Mn;
(b) if dimK is even, then σ(A,K) = ∅ for some A ∈ Mn.
Proof. Represent K as in Example 2.2. When d is odd, the result is obvious. When
d is even, one can construct a matrix B ∈ Md without (real) eigenvalues. It suffic-
es then to find A ∈ Mn such that AC = B. The choice A = CB(CTC)−1CT will
do. 
In view of the previous proposition, we shall be principally concerned with the
case in which K is not a subspace. Before stating the main result of this section, we
briefly discuss an abstract density result on the space (K(Rn), δ). Recall that a cone
Q ∈K(Rn) is said to be pointed if Q ∩ −Q = {0}. In other words, a cone is pointed
if and only if, it contains no line.
Lemma 2.4. The following implication holds:
K ∈K(Rn) is not a subspace
⇒
{∀ε > 0, there is Q ∈K(Rn) such that
Q = {0} is pointed, and δ(Q,K)  ε. (2.3)
Proof. The above implication is probably known, but we have been unable to find
any suitable reference. Pick up ε > 0. We shall explain how to construct a pointed
cone Q that lies within a distance less than or equal to ε from K . To start with, denote
by
span K := K − K
the smallest linear space containing K . Throughout this proof, we see K as an ele-
ment of K(span K). Since K is not a linear space, the same is true for the closed
convex cone
K⊕ := {y ∈ span K : 〈x, y〉  0 ∀x ∈ K}.
Our strategy consists of approximating K⊕ by means of a conic ε-neighborhood of
the form
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Nε(K
⊕) := {y ∈ span K : dist(y,K⊕)  ε〈w, y〉},
with w being an arbitrary unit vector taken from the interior of K (relative to span K).
Clearly, Nε(K⊕) is a closed convex cone. The way w has been selected guarantees
that
B := {y ∈ span K : y ∈ K⊕, 〈w, y〉 = 1}
is a convex compact base of K⊕. This shows, in particular, that K⊕ is pointed. We
claim that also Nε(K⊕) is pointed. If this was not the case, there would be a nonzero
vector y ∈ span K such that
dist(y,K⊕)  ε〈w, y〉 and dist(−y,K⊕)  ε〈w,−y〉.
Hence, 〈w, y〉 = 0, and y ∈ K⊕ ∩ −K⊕, a contradiction. Finally, we show that
Nε(K
⊕) has nonempty interior (relative to spanK). In fact, any b ∈ B is an interior
point of Nε(K⊕). Otherwise, there would be a sequence {yν} ⊂ span K such that
||yν − b||  1/ν and dist(yν,K⊕) > ε〈w, yν〉.
By passing to the limit, one gets dist(b,K⊕)  ε〈w, b〉 = ε, a contradiction. From
the previous discussion, it follows that
Q := [Nε(K⊕)]⊕ := {x ∈ span K : 〈x, y〉  0 ∀y ∈ Nε(K⊕)}
is a pointed closed convex cone. Moreover, Q = {0}. It remains to show that δ(Q,
K)  ε. To do this, we prove first the inequality
δ(Nε(K
⊕),K⊕)  ε, (2.4)
and then apply Walkup–Wets isometry theorem. To deal with the expression on the
left-hand side of (2.4), we return to the original space Rn, that is to say, we see
Nε(K
⊕) and K⊕ as elements ofK(Rn). Since K⊕ ⊂ Nε(K⊕), it is enough to prove
that
dist(z,K⊕)  dist(z,Nε(K⊕)) + ε||z|| ∀z ∈ Rn.
Fix an arbitrary z ∈ Rn. Let yz be the projection of z onto Nε(K⊕). Thus
||z − yz|| = dist(z,Nε(K⊕)) and dist(yz,K⊕)  ε〈w, yz〉.
Since we are projecting over a cone, it is clear that ||yz||  ||z||. Project now yz over
K⊕ to produce the vector wz. In such a case,
dist(z,K⊕)  ||z − wz||  ||z − yz|| + ||yz − wz||  dist(z,Nε(K⊕)) + ε||z||.
This concludes the proof of (2.4), and of the lemma. 
Remark 1. The above density result has applications in many different areas, rang-
ing from eigenvalue analysis of convex processes to the existence of price equilibria
in Walrasian models. Such material will be presented in a forthcoming paper. As
shown by Iusem and Seeger [9], the reverse of implication (2.3) is also true. Ref. [9]
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takes Lemma 2.4 as starting point and explores various topological questions arising
in the context of the metric space (K(Rn), δ).
We now are ready to state:
Theorem 2.5. If K ∈K(Rn) is not a subspace, then σ(A,K) = ∅ for all A ∈ Mn.
Proof. The pointed case (i.e., K ∩ −K = {0}) has been considered in [18, Cor-
ollary 2.1]. The general case can be obtained by using Lemma 2.4. According to
(2.3), there is a sequence {Kν} ⊂K(Rn) of pointed cones, with Kν = {0}, such that
δ(Kν,K) → 0. Observe that each σ(A,Kν) is nonempty. By Proposition 1.2(d),
also σ(A,K) is nonempty. 
Remark 2. Theorem 2.5 is no longer true if Rn is replaced by an infinite dimen-
sional Hilbert space. To see this, consider the Hilbert space L2[0, 1] equipped with
its usual inner product, and with the cone of nonnegative elements
K := {u ∈ L2[0, 1] : u(t)  0 for a.e. t ∈ [0, 1]}.
Let A : L2[0, 1] → L2[0, 1] be the bounded linear operator given by (Ax)(t) =
tx(t). One can check that A has no K-eigenvalues. Notice that A is self-adjoint,
but this extra property is here of no help.
3. Eigenvalues relative to a polyhedral cone
One says thatK ∈K(Rn) is finitely generated if there is a finite collection {g1, . . . ,
gp} of nonzero vectors in Rn such that
K =


p∑
j=1
αjgj : α1  0, . . . , αp  0

 . (3.1)
In such an expression, {g1, . . . , gp} is called a set of generators for the cone K .
As indicated in [18], a finitely generated cone can produce only a finite number of
eigenvalues. In fact, there is a uniform bound for the cardinality of the K-spectrum:
Proposition 3.1 (Seeger 1999). Let K ∈K(Rn) be generated by a collection of p
vectors. Then,
card[σ(A,K)]  p2p−1 ∀A ∈ Mn. (3.2)
Some comments on Proposition 3.1 are in order. To reduce the value of the bound
(3.2), it is convenient to takep as small as possible. So, one can assume that none of the
vectors g1, . . . , gp is expressible as nonnegative linear combination of the others. This
assumption does not exclude, however, the possibility of having linear dependence in
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{g1, . . . , gp}. When linear dependence occurs, it is reasonable to expect a smaller bound
than the one proposed by (3.2).
A finitely generated cone K admits (3.1) as “primal” representation. It admits also
a “dual” representation of the following type:
K = {x ∈ Rn : 〈v1, x〉  0, . . . , 〈vr , x〉  0}. (3.3)
Here {v1, . . . , vr} is a collection of nonzero vectors in Rn. Recall that an (homoge-
neous) half-space is a set of the form
(R+v)+ = {x ∈ Rn : 〈v, x〉  0} with v = 0.
According to (3.3), K is written as intersection of finitely many half-spaces. One
says, for this reason, that the cone K is polyhedral. Finite generation and polyhed-
rality are just the same concept, but one uses one expression or the other, depending
on whether the focus is on the primal representation or on the dual one. The upper
bound (3.2) was obtained by using the primal representation of K . We shall use
now the dual representation of K to obtain another upper bound. The main goal of
the next theorem is, however, deriving a necessary condition for membership in the
K-spectrum.
Some additional notation is needed to proceed further with the exposition. The
symbols
σ(A) := {λ ∈ R : det(A − λIn) = 0} and ρ(A) := {λ ∈ R : det(A − λIn) = 0}
refer to the usual spectrum and the resolvent set of A, respectively. For each non-
empty subset J of the index set {1, . . . , r}, let VJ be the matrix whose columns are
the vectors {vj : j ∈ J }. The cardinality of J is denoted simply by |J |. So, VJ is
a rectangular matrix of size n × |J |. When J = {1, . . . , r}, the matrix VJ equals
V := [v1 · · · vr ]. Finally, we write:
J ∈ J(v1 · · · vr) ⇐⇒
{
J ⊂ {1, . . . , r} is nonempty and the vectors
{vj : j ∈ J } are linearly independent.
Theorem 3.2 (Polynomial test). Let K ∈K(Rn) be given by the dual representation
(3.3). A necessary condition for λ ∈ R to be a K-eigenvalue of A ∈ Mn is that{
either λ is an eigenvalue of A, or there is an index
set J ∈ J(v1 · · · vr) such that PJ (λ) = 0. (3.4)
Here PJ is the polynomial defined by
PJ (t) := [det(A − tIn)]|J | det[V TJ B(t)VJ ] ∀t ∈ ρ(A),
with t ∈ ρ(A) → B(t) := (A − tIn)−1 being the resolvent mapping of A.
Proof. Let A ∈ Mn. Pick up any λ ∈ σ(A,K) ∩ ρ(A). So, there is a nonzero vector
x ∈ Rn such that
〈v1, x〉  0, . . . , 〈vr , x〉  0, Ax − λx ∈ K+, 〈x,Ax − λx〉 = 0.
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Since Ax − λx = 0 lies in K+ and K+ is generated by {v1 · · · vr}, we invoke the
cone version of Caratheodory’s Theorem (cf. [21, Section 1.6]) to write
Ax − λx =
∑
j∈J
βj vj with J ∈ J(v1 · · · vr) and βj > 0 ∀j ∈ J. (3.5)
In particular, one has the complementarity condition
∑
j∈J βj 〈vj , x〉 = 0, or, com-
ponentwisely,
〈vj , x〉 = 0 ∀j ∈ J. (3.6)
From (3.5) one gets
x =
∑
j∈J
βjB(λ)vj .
This, together with (3.6), yields∑
j∈J
〈vi, B(λ)vj 〉βj = 0 ∀i ∈ J. (3.7)
The above linear system must be singular, and therefore
det
[
V TJ B(λ)VJ
]
= 0. (3.8)
Observe that (3.8) can be written in the equivalent form
[det(A − λIn)]|J | det
[
V TJ B(λ)VJ
]
= 0,
completing in this way the proof. 
Remark 3. Consider an abstract linear system of the form (A − tIn)z = b. Ac-
cording to Cramer’s rule, the ith component of the unknown vector z ∈ Rn is given
by
zi = pi(t, A, b)/det(A − tIn),
with pi(t, A, b) being the determinant of the matrix which is obtained from A − tIn
by putting b in the ith column. Each pi(·, A, b) is a polynomial of degree  n − 1.
Hence, so does each function t → det(A − tIn)Bij (t). This shows thatPJ is a poly-
nomial of degree |J | × (n − 1). A shorter proof of this fact has been suggested by
one of the referees, and is based on the relation
B(t) = adj(A − tIn)/det(A − tIn),
where adj(A) denotes the (classical) adjoint of A (i.e., the transpose of the matrix of
cofactors). It is readily seen that if the matrix B(t) is multiplied by det(A − tIn), then
each entry of the resulting matrix is a polynomial of degree  n − 1. This confirms
that PJ is a polynomial of degree at most |J | × (n − 1).
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None of the PJ ’s used in Theorem 3.2 is identically equal to zero, and this is
because each index set J is selected inJ(v1 · · · vr). In fact,
PJ is identically equal to zero
⇐⇒ the family {vj : j ∈ J } is linearly dependent .
The coefficient of t (n−1)|J | in PJ (t) is given by
lim
t→∞
PJ (t)
t (n−1)|J |
= (−1)(n−1)|J |det[V TJ VJ ].
To see this, it is convenient to write
PJ (t) = t (n−1)|J |
[
det
(
1
t
A − In
)]|J |
det
[
V TJ
(
1
t
A − In
)−1
VJ
]
.
Theorem 3.2 suggests using the criterion (3.4) to identify the candidates for mem-
bership in the K-spectrum. This point is illustrated with the help of an example.
Example 3.3. Consider the cone K = {x ∈ R3 : x2  0, x1 + x3  0}, and the ma-
trix
A =

1/2 1/2 01/2 1/2 0
0 0 −1

 .
The characteristic polynomial of A is t ∈ R → det(A − tI3) = t (1 − t)(1 + t), and
therefore σ(A) = {−1, 0, 1}. Outside this set, the resolvent of A is given by
(A − tI3)−1 =


2t−1
2t (1−t)
1
2t (1−t) 0
1
2t (1−t)
2t−1
2t (1−t) 0
0 0 − 11+t

 .
The cone K is described in terms of the vectors v1 = (0,−1, 0)T and v2 = (1, 0, 1)T.
As a matter of computation, one gets
〈v1, (A − tI3)−1v1〉 = 2t
2 + t − 1
2t (1 − t)(1 + t) ,
〈v2, (A − tI3)−1v2〉 = 4t
2 − t − 1
2t (1 − t)(1 + t) ,
and
〈v1, (A − tI3)−1v2〉 = 〈v2, (A − tI3)−1v1〉 = −t − 12t (1 − t)(1 + t) .
Hence,
P{1}(t) = 12 (2t2 + t − 1), P{2}(t) = 12 (4t2 − t − 1),
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and
P{1,2}(t) = 14 [(2t2 + t − 1)(4t2 − t − 1) − (−t − 1)2]
= 12 (4t4 + t3 − 4t2 − t).
The first polynomial admits −1 and 1/2 as roots, the second one admits (1 − √17)/
8 = −0.39 . . . and (1 + √17)/8 = 0.64 . . . as roots. The last polynomial vanishes at
−1,−1/4, 0 and 1. Thus, Theorem 3.2 yields in this case the inclusion
σ(A,K) ⊂
{
−1, 1 −
√
17
8
,−1
4
, 0,
1
2
,
1 + √17
8
, 1
}
.
As mentioned before, Theorem 3.2 is essentially a localization result. It can also be
used for estimating the cardinality of the K-spectrum:{
if K ∈K(Rn) is the intersection of r half-spaces, then
card[σ(A,K)]  n + (n − 1)r2r−1 ∀A ∈ Mn. (3.9)
We shall not insist too much on this bound because it will be sharpened later on
(cf. Corollary 3.5). A proof of (3.9) may, however, be insightful at this stage. The
K-spectrum can be divided into two disjoint pieces:
σ(A,K) = [σ(A,K) ∩ σ(A)] ∪ [σ(A,K) ∩ ρ(A)]. (3.10)
The first piece appearing on the right-hand side of (3.10) has at most n elements. The
interesting piece is, of course, the second one. There are at most
Crk :=
r!
k!(r − k)!
ways of selecting an index set J ∈ J(v1 · · · vr) with |J | = k. For each choice, the
polynomialPJ is not identically equal to zero, and therefore it has at most k(n − 1)
roots. Hence, σ(A,K) ∩ ρ(A) contains at most
r∑
k=1
Crkk(n − 1) = (n − 1)r2r−1
elements. Adding the n possible terms lying in σ(A,K) ∩ σ(A), the count is com-
plete.
We now explore a third way of bounding the cardinality of the K-spectrum. Sup-
pose that K is known to be polyhedral, but neither a primal, nor a dual representation
of K is available. The following theorem focuses the attention on the facial structure
of K . Recall that a convex subcone F of K is said to be a face of K (cf. [1,3]), if
x ∈ K, z − x ∈ K and z ∈ F ⇒ x ∈ F.
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A face of K is necessarily closed. The dimension of a face F is, by definition, the
dimension of the linear space span F . The relative interior of a face F refers to the
interior of F with respect to spanF .
Theorem 3.4. Let K ∈K(Rn) be polyhedral. Then,
card[σ(A,K)] 
dimK∑
d=1
dfK(d) ∀A ∈ Mn, (3.11)
where fK(d) stands for the number of d-dimensional faces of K.
Proof. Let (λ, x) be a solution to (1.1). Observe that the vector x lies necessar-
ily in the relative interior of some face F = {0} of K . In fact, F is the smallest
face of K containing x (cf. [4, Theorem 5.6]). Let d ∈ {1, . . . , n} be the dimension
of such face. Pick up any basis {c1, . . . , cd} ⊂ Rn for span F , and form the matrix
C := [c1 · · · cd ]. One can show that
y := Ax − λx ∈ [span F ]⊥ = Ker CT.
Indeed, take 
 > 0 so that
{z ∈ spanF : ||z − x||  
} ⊂ F.
For any unit vector w ∈ span F , one has
0  〈x + 
w, y〉 = 
〈w, y〉 and 0  〈x − 
w, y〉 = −
〈w, y〉.
Hence, 〈w, y〉 = 0. This proves that y is orthogonal to any vector in span F . We now
proceed as in Example 2.2. By writing x = Cu, one obtains
ACu − λCu ∈ KerCT.
Thus, λ is an eigenvalue of the matrix AC := (CTC)−1CTAC ∈ Md . The bound
(3.11) is obtained by considering all possible d-dimensional faces of K . 
Despite its extremely simple proof, we think that Theorem 3.4 is an important
contribution of this paper. In fact, the above theorem contains a wealth of information
regarding the K-spectrum of a matrix. As pointed out by one of the referees, a closer
look at the proof of Theorem 3.4 reveals that, for any K ∈K(Rn) and A ∈ Mn, one
has
σ(A,K) ⊂
⋃
F∈F(K)
σ (A, spanF), (3.12)
whereF(K) denotes the collection of all faces of K . This general inclusion applies
whether K is polyhedral or not. In the polyhedral case, the number of faces is finite
and (3.12) yields the bound (3.11). Formula (3.12) serves not only for cardinality
counting, but also to display a region containing all the K-eigenvalues of A. Observe
that each piece σ(A, span F) can be computed, in principle, by using the procedure
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described in Example 2.2. Needless to say, such a numerical approach is only of
theoretical interest.
As a dual counterpart of (3.12), one can write
σ(A,K) ⊂
⋃
G∈F(K+)
σ (A, [span G]⊥), (3.13)
where the union is taken this time over all faces of K+. This inclusion was suggested
by the same referee, and can be proven as follows: let (λ, x) be a solution to (1.1),
and G be the smallest face of K+ containing Ax − λx. By proceeding as in the proof
of Theorem 3.4, one shows that x ∈ [span G]⊥, and so λ ∈ σ(A, [spanG]⊥). Again,
(3.13) applies whether K is polyhedral or not. In the polyhedral case, the inclusions
(3.12) and (3.13) are actually the same because the association
F → F := {y ∈ K+ : 〈y, x〉 = 0 for all x ∈ F }
yields a one-to-one correspondence between the faces of K and those of K+ (cf. [4,
Corollary 6.8]); hence, the collections {span F : F ∈F(K)} and {[span G]⊥ : G ∈
F(K+)} are the same.
Evaluating the exact number of d-dimensional faces of a polyhedral cone is not
always an easy task. Different estimates can be found, however, in the specialized
literature (see, for instance, the standard book [7] or the more up-to-date reference
[21]). There is much to say about the combinatorial and probabilistic aspects of the
bound (3.11), but this is not the place to deal with such issues.
Before closing this section, we come back to the question of finding good bounds
for the K-spectrum of a matrix. Without extra information on the cone K , the bound
(3.11) is more or less the best one can get. However, when it comes to practical
computation, it is helpful to keep in mind that:
Corollary 3.5. Suppose that K ∈K(Rn) is polyhedral.
(a) if K is generated by a collection of p vectors, then
card[σ(A,K)] 
min{p,n}∑
k=1
kC
p
k  p2
p−1 ∀A ∈ Mn;
(b) if K is the intersection of r half-spaces, then
card[σ(A,K)] 
min{r,n}∑
k=0
(n − k)Crk  (2n − r)2r−1 ∀A ∈ Mn.
In particular,
(c) if K is a ray, then card[σ(A,K)] = 1 ∀A ∈ Mn;
(d) if K is a half-space, then card[σ(A,K)]  2n − 1 ∀A ∈ Mn.
Proof. The proof of part (a) follows from (3.12), whereas that of part (b) follows
from (3.13). 
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Remark 4. The bounds suggested in Corollary 3.5 depend only on p, r , and n, so
they can be computed in a straightforward manner. It is good to know, however, that
in Corollary 3.5(a), one just need to sum from k = 1 up to k = dimK . Similarly, in
Corollary 3.5(b), it is enough to sum from k = 0 up to k = n − dim(K ∩ −K).
The bound (3.11) depends on the facial structure of the polyhedral cone K , but
not explicitly on the dimension of the underlying Euclidean space Rn. This fact is
confirmed by the following lemma.
Lemma 3.6. Let A ∈ Mn and K ∈K(Rn). Let B : span K → span K be the linear
map given by Bx = P(Ax), where P denotes the orthogonal projection of Rn onto
spanK. Then,
λ ∈ σ(A,K)
⇐⇒ ∃x = 0 such that x ∈ K,Bx − λx ∈ K⊕, 〈x, Bx − λx〉 = 0,
where K⊕ denotes the dual of K in span K.
Proof. Proving this equivalence is a matter of playing with the relation
Bx − λx = (Ax − λx) − QAx,
with Q being the orthogonal projection of Rn onto [spanK]⊥. The details are omit-
ted. 
What Lemma 3.6 says is that σ(A,K) = σ(B,K), where the K-spectrum of B
is computed relative to the intrinsic space span K . In other words, in considering the
K-spectrum of a matrix, we may assume that K is a full cone.
We end this section by asking the following natural question:{
Fix n  3. Are there a matrix A ∈ Mn and a sequence {Kν}ν∈N ⊂ Rn
of polyhedral cones such that card [σ(A,Kν)] → ∞ as ν → ∞ ? (3.14)
Answering to this question requires switching our attention to the nonpolyhedral
setting.
4. Eigenvalues relative to the Lorentz cone
The Lorentz (or ice-cream) cone is a classical example of a closed convex cone
which is not finitely generated. Its n-dimensional version corresponds to
n :=
{
x ∈ Rn : [x21 + · · · + x2n−1]1/2  xn
}
.
One supposes, of course, that n  3. The general properties of n have been ex-
tensively discussed in the literature [1,5,6,14,19], so we do not need to indulge on
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this matter. It is enough for us to keep in mind that n is self-dual, that is to say,
+n = n.
For simplicity, one says that σ(A,n) is the Lorentz spectrum of the matrix A ∈
Mn. The purpose of this section is to describe in a clear-cut-manner the general
structure of the Lorentz spectral mapping σ(·,n). For the sake of convenience, one
introduces the notation
x =
[
ξ
t
]
with ξ ∈ Rn−1 and t ∈ R.
To make sure that x ∈ n is a nonzero vector, one simply needs to fix t = 1. Thus,
λ ∈ R is a Lorentz eigenvalue of A ∈ Mn if and only if, there is some ξ ∈ Rn−1 such
that
||ξ ||  1, A
[
ξ
1
]
− λ
[
ξ
1
]
∈ n and
〈[
ξ
1
]
, A
[
ξ
1
]
− λ
[
ξ
1
]〉
= 0. (4.1)
The Lorentz spectrum of A ∈ Mn can be recovered by joining two (not necessarily
disjoint) pieces:
σ(A,n) = σint (A,n) ∪ σbd(A,n).
The elements of σint (A,n) are obtained by writing the constraint ||ξ ||  1 in the
form of a strict inequality. It is easy to see that
λ ∈ σint (A,n) ⇐⇒
{
λ is an eigenvalue of A associated with
an eigenvector in the interior of n.
The analysis of σint (A,n) falls within the context of a classical eigenvalue problem
of the Krein–Rutman type, so we restrict the attention only to the set σbd(A,n). By
definition, λ ∈ σbd(A,n) if and only if, the system
||ξ || = 1, A
[
ξ
1
]
− λ
[
ξ
1
]
∈ n and
〈[
ξ
1
]
, A
[
ξ
1
]
− λ
[
ξ
1
]〉
= 0 (4.2)
is solvable. Before describing the general structure of the mapping σbd(·,n), we
examine first the following related question (in which bdn stands for the boundary
of n) :{
what assumptions on the entries of B ∈ Mn ensure
the solvability of the system Bx = 0, x ∈ bd n, x = 0?
This question is fully answered in the next lemma. The symbol E† refers to the
Moore–Penrose generalized inverse of a rectangular matrix E. The notation
IndE :=
{
1 if E has full rank,
0 if E has rank deficiency
serves to write the lemma in a more compact form.
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Lemma 4.1. For any matrix B ∈ Mn in the partitioned form
B =
[
B˜ u
vT b
]
with B˜ ∈ Mn−1, b ∈ R and u, v ∈ Rn−1,
the following two conditions are equivalent:
(a) Ker B ∩ bdn contains a nonzero vector;
(b)
[
u
b
]
∈ Im
[
B˜
vT
]
,
∣∣∣∣∣
∣∣∣∣∣
[
B˜
vT
]† [
u
b
] ∣∣∣∣∣
∣∣∣∣∣  1,
(
1 −
∣∣∣∣∣
∣∣∣∣∣
[
B˜
vT
]† [
u
b
] ∣∣∣∣∣
∣∣∣∣∣
)
Ind
[
B˜
vT
]
= 0.
Proof. Condition (a) amounts to saying that the system[
B˜ u
vT b
] [
ξ
1
]
=
[
0
0
]
, ||ξ || = 1
is solvable. In other words, the affine space
V :=
{
ξ ∈ Rn−1 :
[
B˜ u
vT b
] [
ξ
1
]
=
[
0
0
]}
=
{
ξ ∈ Rn−1 :
[
B˜
vT
]
ξ = −
[
u
b
]}
intersects the unit sphere Sn−1 := {ξ ∈ Rn−1 : ||ξ || = 1}. For V to be nonempty it is
necessary and sufficient that[
u
b
]
∈ Im
[
B˜
vT
]
.
Assume this condition holds, otherwise the lemma is trivial. From the general theory
of linear systems, one knows that
dimV = n − 1 − rank
[
B˜
vT
]
.
Two cases must be distinguished. In the full rank case
rank
[
B˜
vT
]
= n − 1,
the affine space V reduces to a singleton, namely
V =
{
−
[
B˜
vT
]† [
u
b
]}
.
Thus,
V ∩ Sn−1 = ∅ ⇐⇒
∣∣∣∣∣
∣∣∣∣∣
[
B˜
vT
]† [
u
b
] ∣∣∣∣∣
∣∣∣∣∣ = 1.
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Table 1
Rank analysis on B
v /∈ Im B˜T v ∈ Im B˜T
rank B˜ = n − 1 Impossible Case I
rank B˜ = n − 2 Case III Case II
rank B˜  n − 3 Case IV Case II
The second case to be considered is that of rank deficiency:
rank
[
B˜
vT
]
 n − 2.
The dimension of V is now greater or equal to 1, and therefore
V ∩ Sn−1 = ∅ ⇐⇒ min
ξ∈V ||ξ ||  1 ⇐⇒
∣∣∣∣∣
∣∣∣∣∣
[
B˜
vT
]† [
u
b
] ∣∣∣∣∣
∣∣∣∣∣  1.
The proof of the lemma is thus complete. 
One can write condition (b) of Lemma 4.1 in a more explicit form, but this re-
quires distinguishing between various cases (Table 1).
The reader can check that condition (b) amounts to saying that

〈v, B˜−1u〉 = b and ||B˜−1u|| = 1 when case I occurs;
u ∈ Im B˜, 〈v, B˜†u〉 = b and
∣∣∣∣∣
∣∣∣∣∣
[
B˜
vT
]† [
u
b
] ∣∣∣∣∣
∣∣∣∣∣  1 when case II occurs;
u ∈ Im B˜ and
∣∣∣∣∣
∣∣∣∣∣
[
B˜
vT
]† [
u
b
] ∣∣∣∣∣
∣∣∣∣∣ = 1 when case III occurs;
u ∈ Im B˜ and
∣∣∣∣∣
∣∣∣∣∣
[
B˜
vT
]† [
u
b
] ∣∣∣∣∣
∣∣∣∣∣  1 when case IV occurs.
(4.3)
As we shall see in a moment, the distinction made between these four cases is im-
portant. It is time now to return to the main stream of our discussion, that is to say,
the analysis of the mapping σbd(·,n). Recall that the geometric multiplicity of an
eigenvalue is the dimension of the corresponding eigenspace.
Theorem 4.2. Consider an arbitrary matrix A ∈ Mn in the partitioned form
A =
[
A˜ u
vT a
]
with A˜ ∈ Mn−1, a ∈ R and u, v ∈ Rn−1.
The real number λ is in σbd(A,n) if and only if, one can write λ = µ + s, with
(µ, s) ∈ R× R+ solving (exactly) one of the following systems:

I.1 µ is not an eigenvalue of A˜,
I.2 〈v, (A˜ − µIn−1)−1u〉 = a − µ − 2s,
I.3 ||(A˜ − µIn−1)−1u|| = 1;
(SI)
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
II.1 µ is an eigenvalue of A˜,
II.2 u ∈ Im(A˜ − µIn−1),
II.3 v ∈ Im(A˜T − µIn−1),
II.4 〈v, (A˜ − µIn−1)†u〉 = a − µ − 2s,
II.5
∣∣∣∣∣
∣∣∣∣∣
[
A˜ − µIn−1
vT
]† [
u
a − µ − 2s
] ∣∣∣∣∣
∣∣∣∣∣  1;
(SII)


III.1 µ is an eigenvalue of A˜ with geometric multiplicity 1,
III.2 u ∈ Im(A˜ − µIn−1),
III.3 v /∈ Im(A˜T − µIn−1),
III.4
∣∣∣∣∣
∣∣∣∣∣
[
A˜ − µIn−1
vT
]† [
u
a − µ − 2s
] ∣∣∣∣∣
∣∣∣∣∣ = 1;
(SIII)


IV.1 µ is an eigenvalue of A˜ with geometric multiplicity  2,
IV.2 u ∈ Im(A˜ − µIn−1),
IV.3 v /∈ Im(A˜T − µIn−1),
IV.4
∣∣∣∣∣
∣∣∣∣∣
[
A˜ − µIn−1
vT
]† [
u
a − µ − 2s
] ∣∣∣∣∣
∣∣∣∣∣  1.
(SIV)
Proof. For any ξ ∈ Sn−1, one has the equivalence(
η
r
)
∈ n and
〈(
η
r
)
,
(
ξ
1
)〉
= 0 ⇐⇒
(
η
r
)
∈ R+
(−ξ
1
)
.
Hence, the system (4.2) can be rewritten in the form
||ξ || = 1,
[
A˜ u
vT a
] [
ξ
1
]
− λ
[
ξ
1
]
= s
[−ξ
1
]
, (4.4)
where the unknown (ξ, s) is sought in Rn−1 × R+. The change of variable µ :=
λ − s leads to the equivalent system
||ξ || = 1,
[
A˜ − µIn−1 u
vT a − µ − 2s
] [
ξ
1
]
=
[
0
0
]
.
In other words, λ ∈ σbd(A,n) if and only if, λ = µ + s, with (µ, s) ∈ R× R+
such that
Ker
[
A˜ − µIn−1 u
vT a − µ − 2s
]
∩ bdn contains a nonzero vector.
One falls precisely in the context of Lemma 4.1, with the obvious identification
B˜ := A˜ − µIn−1, b := a − µ − 2s.
Writing down condition (4.3) leads to the announced result. The four cases to be
considered are displayed in Table 2. 
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Table 2
Rank analysis on A − µIn
v /∈ Im(A˜T − µIn−1) v ∈ Im(A˜T − µIn−1)
µ is not an eigenvalue of A˜ Impossible Case I
Ker(A˜ − µIn−1) has dimension 1 Case III Case II
Ker(A˜ − µIn−1) has dimension  2 Case IV Case II
Example 4.3. Let us examine the Lorentz spectrum of the matrix
Aε =


1 0 0 0 0
0 1 0 0 0
0 0 3 0 0
0 0 0 3 0
2ε 0 2ε 0 5

 ,
where ε ∈ [0, 1] is regarded as a parameter. Observe that 1 and 3 are eigenvalues of
the 4 × 4 leading principal submatrix, each one having geometric multiplicity 2. A
direct application of Theorem 4.2 yields
σbd(Aε,n) =


{3} ∪ {4} if ε = 0,
[3 − ε, 3 + ε] ∪ [4 − ε, 4 + ε] ifε ∈]0, 12 [,[3 − ε, 4 + ε] if ε ∈ [ 12 , 1].
On the other hand, σint (Aε,n) = {5} for every ε ∈ [0, 1].
Theorem 4.2 not only characterizes the elements in the Lorentz-spectrum, but
provides also a valuable information on their number. The next corollary explains
the details. The notation
⌊
γ
⌋
refers to the lower integer part of γ ∈ R.
Corollary 4.4. For any matrix A ∈ Mn, one can write:
σbd(A,n) = union of finitely many mutually disjoint connected sets.
In the above decomposition, one has:
(a) each connected set is either a singleton or a closed interval of positive length;
(b) the total number of mutually disjoint connected sets cannot exceed 4n − 4;
(c) there are at most
⌊
n−1
2
⌋
closed intervals of positive length.
Proof. Consider first the case in which A˜ − µIn−1 is invertible. According to
Cramer’s rule, the ith component of
ξ(µ) := (A˜ − µIn−1)−1u
is given by
ξi(µ) = pi(µ, A˜, u)
det(A˜ − µIn−1)
,
200 A. Seeger, M. Torki / Linear Algebra and its Applications 372 (2003) 181–206
where pi(·, A˜, u) is a polynomial of degree  n − 2. Hence, I.3 is equivalent to a
polynomial equation
[det(A˜ − µIn−1)]2 −
n−1∑
i=1
p2i (µ, A˜, u) = 0
having at most 2(n − 1) roots. Once a particular root µˆ ∈ R has been selected, the
variable s is determined by I.2:
sˆ = 12 [a − µˆ − 〈v, (A˜ − µˆIn−1)−1u〉].
Of course, if sˆ happens to be negative, then the pair (µˆ, sˆ) is simply dropped. Sum-
marizing, the system SI can produce at most 2n − 2 elements of σbd(A,n). To
detect the other possible members of σbd(A,n), one has to choose µˆ among the
roots of the polynomial equation
det(A˜ − µIn−1) = 0
of degree n − 1. In case II (respectively, III), each root µ yields at most one (respec-
tively, two) acceptable s. In case IV, condition IV.4 leaves open the possibility of
choosing s on a whole interval. 
Example 4.3 exhibits a matrix of size 5 × 5 for which the upper bound in Corol-
lary 4.4(c) is attained. A similar type of construction shows that this bound is attained
for every dimension n. On the other hand, there are classes of matrices over which
the Lorentz cone can produce only a finite number of eigenvalues. Two such classes
are identified below:
Corollary 4.5. In each of the following cases, A ∈ Mn has a finite number of
Lorentz-eigenvalues:
(a) A is symmetric;
(b) the leading (n − 1) × (n − 1) principal submatrix of A has no (real) eigenvalues
with geometric multiplicity  2.
Proof. If A is symmetric, then A˜T = A˜ and v = u. Hence, conditions IV.2 and
IV.3 cannot occur simultaneously. This excludes the possibility of having an interval
of positive length in the decomposition of σbd(A,n). If the (real) eigenvalues of
A˜ have all geometric multiplicity 1, or if A˜ has no (real) eigenvalues at all, then
obviously the case IV is ruled out. 
The fact that Lorentz-spectra may not be finite gives us a clue to answer the ques-
tion (3.14) stated in Section 3.
Proposition 4.6. Fix n  3. There are a matrix A ∈ Mn and a sequence {Kν}ν∈N ⊂
Rn of polyhedral cones such that card [σ(A,Kν)] → ∞ as ν → ∞.
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Proof. The idea of the proof was suggested to us by J.B. Baillon (Paris I). Pick up
any matrix A ∈ Mn whose Lorentz spectrum contains an interval of positive length,
say [a, b]. For each ν ∈ N, choose a collection {λ1, . . . , λν} ⊂ [a, b] of ν differ-
ent Lorentz-eigenvalues, and a corresponding collection {x1, . . . , xν} ⊂ Rn of Lo-
rentz eigenvectors. Define Kν as the polyhedral cone in Rn generated by the vectors
x1, . . . , xν . One can easily show that
{λ1, . . . , λν} ⊂ σ(A,Kν),
and therefore card[σ(A,Kν)]  ν. This proves the announced result. 
The system (4.4) appears in the proof of Theorem 4.2 only as an intermediate step,
but, in fact, it deserves a little bit more attention. We explain next why the parameter
s ∈ R+ in (4.4) has a particular significance. For each fixed s ∈ R+, define
σ sbd(A,n) :=
{
λ ∈ R :
[
A˜ u
vT a
] [
ξ
1
]
− λ
[
ξ
1
]
= s
[−ξ
1
]
for some ξ ∈ Sn−1
}
.
With such a notation, it is clear that
σbd(A,n) =
⋃
s0
σ sbd(A,n).
The value s = 0 is somewhat special, because
λ ∈ σ 0bd(A,n) ⇐⇒
{
λ is an eigenvalue of A associated to
an eigenvector in the boundary of n.
Remark 5. The computation of σ 0bd(A,n) can be carried out with the help of
Theorem 4.2: one just needs to fix s = 0, and identify λ with the variable µ. Writing
again the corresponding systems SI, . . . ,SIV would be too space consuming, so we
omit the details.
The Lorentz spectrum of a matrix A ∈ Mn can be partitioned as follows:
σ(A,n) = [σint(A,n) ∪ σ 0bd(A,n)] ∪ σ>bd(A,n).
The term between square brackets is contained, of course, in the usual spectrum of
A. The last piece
σ>bd(A,n) :=
⋃
s>0
σ sbd(A,n)
is formed by all the Lorentz eigenvalues of A that are not eigenvalues in the ordinary
sense. The born taxonomist may amuse himself by trying to see which is the maximal
cardinality of each portion of the Lorentz spectrum. The following table summarizes
the situation. The integers that we are indicating correspond to upper bounds for the
number of connected sets in each piece (Table 3).
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Table 3
Maximal number of connected parts
A arbitrary A symmetric
σ(A,n) 5n-4 4n-3
σbd (A,n) 4n-4 4n-4
σint (A,n) n 1
σint (A,n) ∪ σ 0bd (A,n) n 2
5. Lower-semicontinuity results
From a lower-semicontinuous point-of-view, the behavior of σ : Mn ×K(Rn) →
2R is fairly poor. If the mapping σ was lower-semicontinuous, then one should have
{(Aν,Kν)}ν∈N → (A,K) and λ ∈ σ(A,K)
⇒
{
there is {λν}ν∈N → λ such
that λν ∈ σ(Aν,Kν) ∀ν ∈ N,
but simple examples show that this implication is not true. To begin with, observe
that σ does not behave lower-semicontinuously with respect to its first argument:
Example 5.1. Consider the matrices
Aν =
[
0 −1/ν
−1/ν 1
]
and A =
[
0 0
0 1
]
,
whose R2+-spectra are given by
σ(Aν,R
2+) =
{
1
2
− 1
2
√
1 + (2/ν)2
}
and σ(A,R2+) = {0, 1},
respectively. Despite the convergence ofAν towardA, not all the element ofσ(A,R2+)
can be recovered as limit of elements taken from the sets σ(Aν,R2+). This shows the
lack of lower-semicontinuity of the mappingσ(·,R2+). Working with the usual spectral
mappingσ(·,R2) does not change the situation. To see thatσ(·,R2) is not lower-semi-
continuous, consider the matrices
Aν =
[
0 −1/ν
1/ν 0
]
and A =
[
0 0
0 0
]
,
whose (real) spectra are given by σ(Aν,R2) = ∅ and σ(A,R2) = {0}, respectively.
Failure of lower-semicontinuity occurs also with respect to the second argument:
Example 5.2. Let A be a 2 × 2 diagonal matrix, with entries a1 and a2 on the di-
agonal. Assume that a2 > a1 > 0. Consider the sequence {Kν} ⊂K(R2) of cones
defined by
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Kν := {x ∈ R2 : −x1 + νx2  0 , νx1 − x2  0} for ν = 2, 3, 4, . . .
A simple matter of computation yields
δ(Kν,R
2+) → 0, σ (A,R2+) = {a1, a2} and σ(A,Kν) =
{
ν2a1 + a2
ν2 + 1
}
.
Notice that a1 can be recovered as limit of Kν-eigenvalues, but not a2. Thus, σ(A, ·)
is not lower-semicontinuous.
As shown in the next proposition, lower-semicontinuity of σ with respect to the
second argument is very hard to obtain: for σ(A, ·) to be lower-semicontinuous, the
matrix A must posses at most one (real) eigenvalue.
Proposition 5.3. If A ∈ Mn has two or more different (real) eigenvalues, then
σ(A, ·) is not lower-semicontinuous.
Proof. The proof is inspired by Example 5.2. Let λ1, λ2 ∈ R be two different eigen-
values of A, with corresponding eigenvectors u, v ∈ Rn. Take, for instance, λ1 > λ2.
The vectors u and v are necessarily linearly independent. Without loss of generality,
assume that ||u|| = ||v|| = 1. Consider the cones
K := R+u + R+v and Kν := R+uν + R+vν,
with
uν := u + 1
ν
v, vν := v + 1
ν
u for ν = 2, 3, 4, . . .
Observe that {Kν}ν∈N converges to K . Notice also that
Kν ⊂ K and span{uν, vν} = span{u, v}.
Since u ∈ K and Au − λ1u = 0, it is clear that λ1 ∈ σ(A,K) (similarly, λ2 ∈ σ(A,
K)). We claim that λ1 cannot be recovered as limit of elements taken from the sets
σ(A,Kν). To see this, let us compute explicitly the Kν-spectrum of A. First of all, a
vector of the form
x = β1uν + β2vν with β1 > 0, β2 > 0
cannot be a Kν-eigenvector of A. If this were the case, then
Ax − λx ∈ [span{u, v}]⊥ with λ := 〈x,Ax〉〈x, x〉 . (5.1)
To see (5.1), just recall the proof of Theorem 3.4. We now represent x in the form
x = α1u + α2v, with α1 := β1 + β2
ν
> 0, α2 := β2 + β1
ν
> 0.
By combining
Ax − λx = α1(Au − λu) + α2(Av − λv) = α1(λ1 − λ)u + α2(λ2 − λ)v,
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and (5.1), one gets[
(λ1 − λ)〈u, u〉 (λ2 − λ)〈v, u〉
(λ1 − λ)〈u, v〉 (λ2 − λ)〈v, v〉
] [
α1
α2
]
=
[
0
0
]
.
The determinant of the above 2 × 2 matrix must be 0, and therefore λ = λ1 or λ =
λ2. Suppose, for instance, that λ = λ1. In such a case, the second equation in the
above matrix system yields α2(λ2 − λ1)〈v, v〉 = 0, obtaining in this way a contradic-
tion. So, up to a positive scalar multiplication, the only possible Kν-eigenvectors of
A are uν and vν . We now show that the vector uν must also be ruled out. If uν were
a Kν-eigenvector, then the corresponding Kν-eigenvalue would be
γν := 〈uν,Auν〉〈uν, uν〉 =
1

[
λ1 + 1
ν2
λ2 + 1
ν
(λ1 + λ2)〈u, v〉
]
,
with
0 <  := 〈uν, uν〉 = 1 + 1
ν2
+ 2
ν
〈u, v〉.
Since vν ∈ Kν and Auν − γνuν ∈ K+ν , one should have
〈Auν − γνuν, vν〉  0,
but a long and tedious computation shows that
〈Auν − γνuν, vν〉 = 1

(
ν − 1
ν
)
λ1 − λ2
ν2
[〈u, v〉2 − 1] < 0.
So, up to a positive scalar multiplication, vν is the only possible Kν-eigenvector of
A. Theorem 2.5 guaranteeing the nonvacuity of σ(A,Kν), the conclusion is that
σ(A,Kν) :=
{ 〈vν, Avν〉
〈vν, vν〉
}
.
This excludes the possibility of converging toward λ1. 
Remark 6. There are, of course, alternative ways of proving Proposition 5.3. For
instance, one may take advantage of Lemma 3.6 and the fact that all the Kν’s are
living in the two-dimensional subspace spanK . In other words, one may suppose
that n = 2.
6. Conclusions
Consider an arbitrary cone K = {0} in K(Rn). As mentioned before, the K-
spectrum of a symmetric matrix is always nonempty. If one works with possibly
nonsymmetric matrices, the existence of K-eigenvalues is no longer guaranteed. In
Section 2, it has been established that:
σ(·,K) is nonempty-valued everywhere
⇐⇒
{
either K is not a subspace, or
K is a subspace of odd dimension.
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If K is a subspace of even dimension, then one has to proceed as in Example 2.2 to
check whether a given matrix A has K-eigenvalues or not.
As far as the cardinality of the K-spectrum is concerned, two cases must be distin-
guished. If K is polyhedral, then the K-spectrum is always a finite set. As indicated
in Theorem 3.4, one has
card[σ(A,K)] 
n∑
d=1
dfK(d) ∀A ∈ Mn,
with fK(d) referring to the number of d-dimensional faces of K . Easy computable
bounds are suggested in Corollary 3.5.
One should not wonder if the K-spectrum contains a huge number of elements,
even if K is polyhedral and the dimension n is small. Proposition 4.6 shows that we
can make the K-spectrum as large as we want, and this can be done within the poly-
hedral setting, and everything taking place in a space of prescribed dimension, say,
for instance, n = 3. This is a point that deserves to be stressed because it enhances
the importance of the facial structure of the cone K .
If K is not polyhedral, then the K-spectrum may well contain an infinite number
of elements. The Lorentz cone n deserves a special mention in this respect. As
shown in Section 4, the Lorentz spectrum of a matrix is not necessarily finite, but it
can always be written as union of finitely many (at most 5n − 4) mutually disjoint
connected sets.
We have learned from this work that the spectral properties of a given matrix
A depend heavily on the cone K that is being used as constraint set. The present
paper has contributed to clarify three theoretical questions of interest: nonvacuity,
semi-continuity, and cardinality of the K-spectrum.
However, there is still a great manifold of challenging questions that are not yet
solved. We hope the reader is now better acquainted with this area of research, and
will join our efforts to answer them. Two of these questions are:
Question 1: For an arbitrary nonpolyhedral cone K ∈K(Rn), can we always find
a matrix A ∈ Mn such that σ(A,K) is not finite ?
Question 2: Identify the class of cones K ∈K(Rn) for which σ(A,K) is fi-
nite whenever A ∈ Mn is symmetric. For instance, the Lorentz cone n belongs to
this class, as does any cone of the form U(n) := {Ux : x ∈ n}, with U ∈ Mn
orthonormal. To see the last part, it is enough to apply the identity σ(A,U(n)) =
σ(UTAU,n).
The numerical computation of K-eigenvalues is another story. Our contribution
to the numerical analysis of the eigenvalue problem (1.1) will be reported in a forth-
coming publication.
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