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A NOTE ON THE CONSISTENCY OF A SYSTEM OF ⋆-SYLVESTER EQUATIONS
FERNANDO DE TERA´N∗
Abstract. Let F be a field with characteristic not 2, and Ai ∈ Fm×n, Bi ∈ Fn×m, Ci ∈ Fm×m, for i = 1, . . . , ℓ. In
this short note, we obtain necessary and sufficient conditions for the consistency of the system of ⋆-Sylvester equations
AiX −X
⋆Bi = Ci, for i = 1, . . . , ℓ, where ⋆ denotes either the transpose or, when F = C, the conjugate transpose.
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The Sylvester equation AX − XB = C, where A,B,C are matrices of the appropriate size, is one
of the matrix equations that most frequently appear in the literature. This equation has been widely
studied, from both the theoretical and the numerical point of view. In particular, necessary and sufficient
conditions for consistency are know for a long time [4]. These conditions are usually known as ‘Roth’s
Theorem’, which states that AX −XB = C is consistent if and only if there is a nonsingular matrix S
such that
S
[
A C
0 B
]
S−1 =
[
A 0
0 B
]
(0.1)
More recently, the ⋆-Sylvester equation AX − X⋆B = C has become of interest, because of its
connection with some applied problems, from areas like the theory of congruence orbits of matrices (when
B = −A and C = 0), or the eigenvalue problem of palindromic matrix pencils (see, for instance, [1] and
the references therein). In this equation, the notation (·)⋆ stands for both the transpose of a matrix or, in
the case of matrices over the complex field, the conjugate transpose. Necessary and sufficient conditions
for consistency of the ⋆-Sylvester equation are also known [1, 5]. More precisely, AX − X⋆B = C is
consistent if and only if there is a nonsingular matrix S such that
S
[
C −A
B 0
]
S⋆ =
[
0 −A
B 0
]
. (0.2)
It is worth to emphasize that the necessary and sufficient conditions (0.1) and (0.2) look like very much
to each other. The main difference between them is that the role played by the similarity transformation
in the case of the Sylvester equation (0.1) is played by the congruence transformation in the ⋆-Sylvester
equation (0.2). For this reason, (0.2) can be also termed as ‘Roth’s theorem’ for the ⋆-Sylvester equation
[5].
It is natural to consider, as an immediate generalization, instead of a single Sylvester (respectively,
⋆-Sylvester) equation, a system of equations AiX−XBi = Ci (resp. AiX−X
⋆Bi = Ci), for i = 1, . . . , ℓ.
For these systems, it is immediate to get a sufficient condition for consistency, namely, that equation (0.1)
(resp. (0.2)) holds after replacing A,B,C by Ai, Bi, Ci, respectively, for all i = 1, . . . , ℓ, and with the
same matrix S (namely, that all block-partitioned matrices are simultaneously similar or simultaneously
congruent). This is because the solution of the system X gives a particular S for which (0.1) (resp. (0.2))
holds for all Ai, Bi, Ci (see the implication “(a) ⇒ (b)” in the proof of Theorem 0.1 for (0.2)). However,
to show that this condition is necessary is not so immediate, and requires some additional effort. In
particular, that this condition is necessary and sufficient for a system of Sylvester equations has been
proved in [2] for matrices over commutative rings and, more recently, in [3] for matrices over fields, using
a completely different approach, which is based on the proof of Theorem 2 in [5]. In this short note we
also follow the arguments in the proof of Theorem 2 in [5] to extend the characterization of consistency
(0.2) of a single ⋆-Sylvester equation to a system of ⋆-Sylvester equations. This characterization is stated
in Theorem 0.1. In the following, In denotes the n× n identity matrix.
Theorem 0.1. Let F be a field with characteristic not 2, and Ai ∈ F
m×n, Bi ∈ F
n×m, Ci ∈ F
m×m,
for i = 1, . . . , ℓ. Then, the following statements are equivalent:
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(a) The system of ⋆-Sylvester equations

A1X −X
⋆B1 = C1
...
...
AℓX −X
⋆Bℓ = Cℓ
(0.3)
has a solution, X ∈ Fn×m.
(b) There is an invertible matrix S ∈ F(m+n)×(m+n) such that
S
[
Ci −Ai
Bi 0
]
S⋆ =
[
0 −Ai
Bi 0
]
, for all i = 1, . . . , ℓ. (0.4)
Proof. (a) ⇒ (b): If there is an X ∈ Fn×m such that (0.3) holds, then set
S =
[
In X
⋆
0 Im
]
.
Note that S is invertible. It is straightforward to check that (0.4) holds for this S.
(b)⇒ (a): The proof follows the one of “(c)⇒ (a)” in Theorem 2 in [5], with the appropriate changes.
Let us define the following vector subspaces of F(m+n)×(m+n) × F(m+n)×(m+n):
Γ(Ai, Bi, Ci) :=
{
(U,W ) :
[
0 −Ai
Bi 0
]
U +W
[
Ci −Ai
Bi 0
]
= 0
}
,
∆(Ai, Bi, Ci) :=
{
(U,W ) : U⋆
[
0 −Ai
Bi 0
]
+
[
Ci −Ai
Bi 0
]
W ⋆ = 0
}
,
and D(Ai, Bi, Ci) := Γ(Ai, Bi, Ci) ∩∆(Ai, Bi, Ci). Let us partition
U =
[
U11 U12
U21 U22
]
, and W =
[
W11 W12
W21 W22
]
, (0.5)
where U11,W11 ∈ F
m×m, and U22,W22 ∈ F
n×n. Then
(U,W ) ∈ Γ(Ai, Bi, Ci)⇔


AiU21 −W12Bi −W11Ci = 0
BiU11 +W22Bi +W21Ci = 0
AiU22 +W11Ai = 0
BiU12 −W21Ai = 0
, (0.6)
and
(U,W ) ∈ ∆(Ai, Bi, Ci)⇔


AiW
⋆
12 − U
⋆
21Bi − CiW
⋆
11 = 0
U⋆11Ai +AiW
⋆
22 − CiW
⋆
21 = 0
U⋆22Bi +BiW
⋆
11 = 0
U⋆12Ai −BiW
⋆
21 = 0
. (0.7)
Now, the problem reduces to prove that there is a pair (U,W ) ∈ D :=
⋂ℓ
i=1D(Ai, Bi, Ci) with
W11 = Im. Note that, for such a pair, the first identities in (0.6) and (0.7) give
AiU21 −W12Bi = Ci
AiW
⋆
12 − U
⋆
21Bi = Ci,
for i = 1, . . . , ℓ,
so, adding up, we get Ai(U21 +W
⋆
12)− (U21 +W
⋆
12)
⋆Bi = 2Ci, hence X =
1
2 (U21 +W
⋆
12) is a solution of
(0.3).
Using the partition (0.5), let us define the following linear map:
ϕ : F(m+n)×(m+n) × F(m+n)×(m+n) −→ F(m+n)×(n)
(U,W ) 7→
[
W11
W21
]
.
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Then, it suffices to prove that [
Im
0
]
∈ ϕ(D). (0.8)
Now, set ϕ̂ := ϕ|D and ϕ0 := ϕ|D0 , where D0 :=
⋂
ℓ
i=1D(Ai, Bi, 0). Let us assume that the following
four claims hold:
(i) dimD = dimD0.
(ii) Ker ϕ̂ = Kerϕ0.
(iii) Im ϕ̂ ⊆ Imϕ0.
(iv)
[
Im
0
]
∈ ϕ(D0).
Form (i)–(ii) and the identities:
dimKer ϕ̂+ dimKer ϕ̂ = dimD,
dimKerϕ0 + dimKerϕ0 = dimD0,
it follows that dim Im ϕ̂ = dim Imϕ0. Then (iii) implies Im ϕ̂ = Imϕ0, and (iv) implies (0.8). Hence, it
remains to prove (i)–(iv).
• Proof of (iv): For this, just notice that (−Im+n, Im+n) ∈ D0, and that ϕ(−Im+n, Im+n) =[
Im
0
]
.
• Proof of (ii): Just notice that the coefficients of Ci in both (0.6) and (0.7) areW11 or W21, which
are precisely the ones appearing in ϕ(U,W ).
• Proof of (iii): If we set
U˜ =
[
0 U12
0 U22
]
and W˜ =
[
W11 0
W21 0
]
,
then, as can be seen by looking at (0.6) and (0.7), (U,W ) ∈ D implies (U˜ , W˜ ) ∈ D0.
• Proof of (i): Let S ∈ F(m+n)×(m+n) satisfying (0.4). Then (U,W ) ∈ D if and only if (US⋆,WS−1) ∈
D0. To prove this, notice that:
(US⋆,WS−1) ∈ Γ(Ai, Bi, 0) ⇔
[
0 −Ai
Bi 0
]
US⋆ +WS−1
[
0 −Ai
Bi 0
]
= 0
⇔
[
0 −Ai
Bi 0
]
US⋆ +W
[
Ci −Ai
Bi 0
]
S⋆ = 0
⇔
[
0 −Ai
Bi 0
]
U +W
[
Ci −Ai
Bi 0
]
= 0
⇔ (U,W ) ∈ Γ(Ai, Bi, Ci).
(US⋆,WS−1) ∈ ∆(Ai, Bi, 0) ⇔ SU
⋆
[
0 −Ai
Bi 0
]
+
[
0 −Ai
Bi 0
]
(S−1)⋆W ⋆ = 0
⇔ SU⋆
[
0 −Ai
Bi 0
]
+ S
[
Ci −Ai
Bi 0
]
W ⋆ = 0
⇔ U⋆
[
0 −Ai
Bi 0
]
+
[
Ci −Ai
Bi 0
]
W ⋆ = 0
⇔ (U,W ) ∈ ∆(Ai, Bi, Ci).
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