ABSTRACT
INTRODUCTION
Microarray technology, with its potential to quantitatively measure the expression levels of thousands of genes * To whom correspondence should be addressed.
simultaneously, holds the promise of becoming a valuable tool in cancer research and clinical diagnostics. Two technologies are widely used, the cDNA microarray and the oligonucleotide array, which differ with respect to the types of nucleic acid probes arrayed for the interrogation of labeled RNA specimens. In the present study, we focus on the cDNA microarray, which uses a dual-label system in which two RNA specimens are separately reverse transcribed, labeled, mixed and hybridized together to each array.
In the cancer microarray experiment based on n patients, the experimenter often wants to compare the tumor tissue with the normal tissue within the same individual using a common reference RNA. This design is often referred to as a reference design or an indirect design. Ideally, this experiment produces n pairs of microarray data, where each pair consists of two sets of microarray data resulting from reference versus normal tissue and reference versus tumor tissue hybridizations. However, for certain individuals either normal tissue or tumor tissue is not large enough for the experimenter to extract enough RNA for conducting the microarray experiment, hence there are missing values in the normal and tumor tissue data. Practically, we have n 1 pairs of complete observations, n 2 'normal only' and n 3 'tumor only' data for the microarray experiment with n patients, where n = n 1 + n 2 + n 3 . We refer to this dataset as a mixed dataset, as it contains a mixture of fully observed and partially observed pair data. This mixed dataset was actually observed in the microarray experiment based on human tissues, where human tissues were obtained during the surgical operations of cancer patients. There are two major points that the reference design gains in this type of microarray experiment. First, it permits the parallel comparison of differentially expressed (DE) genes along different cancers. Second, it allows us to utilize the partially observed pair data obtained from n 2 and n 3 patients. If we had employed the direct design where both tumor and normal tissues were put on a single array, no information would have been obtained for the partially observed pair data.
The aim of this study is to develop a statistical method for the mixed dataset. We conducted cDNA microarray experiment based on 87 colorectal cancer patients using a reference design with cDNA microarrays containing ∼17 000 human genes. The primary objective of the microarray experiment based on colorectal cancers was to ranking genes for the development of a biomarker that could be used for the population screening and detecting DE genes for various subtypes of colorectal cancer as well, e.g. colon cancer versus rectum cancer, stages (B, C and D) and carcinoembryonic antigen (CEA) ≥5 versus CEA <5. The clinicians use CEA for monitoring the progress of the colorectal cancer after the initial treatment, and the threshold value is usually set to be 5.
The success of microarray technology in cancer research depends on the development of statistical methods for detecting DE genes among different tissue types. The most widely used statistical methods for detecting DE genes are basically univariate procedures often coupled with adjustment of P -values or a similar concept due to multiple tests (Tusher et al., 2001; Dudoit et al., 2002b; Lönnstedt and Speed, 2002) . These univariate methods disregard the multidimensional structure of microarray data. Multivariate approaches are needed that can utilize the correlated structure of the microarray data and therefore capture the hidden information in gene interactions. Li et al. (2001) proposed a genetic algorithm combined with the k-nearest neighbor method to detect DE genes that might have a potential to jointly discriminate different tissues, e.g. normal versus turmor. However, it still remains to be seen whether the genetic algorithm can detect DE genes in multivariate dimension. Szabo et al. (2003) suggested a random search algorithm after defining a computationally tractable distance in the p-dimensional gene space. It is interesting to note that the set of DE genes detected by a univariate procedure, for example, the t-test and the set of DE genes selected by these two multivariate procedures have ≤50% in common for the biological replicates 1 . We propose in this study using Hotelling's T 2 statistic for detecting DE genes. As an initial attempt to employ Hotelling's T 2 statistic as a means of multivariate approach in the microarray data, we restrict ourselves to a random vector of length two primarily due to the computational limit. Simon and Dobbin (2003) , characterized the objectives of many DNA microarray experiments as class comparison, class prediction or class discovery. The detection of DE genes between two groups, e.g. between tumors that respond to chemotherapy and those that do not (Rosenwald et al., 2002) , between normal and tumor tissues (Alon et al., 1999) and among various subtypes of a tumor (Hedenfalk et al., 2001) , comprises a class comparison problem. Classifying a new specimen to the known subtype of a cancer (van de Vijver et al., 2002) and developing a molecular prognostic predictor model (Rosenwald et al., 2002) would result in a class prediction problem. Discovering a new subtype of a cancer based on the molecular profile (Alizadeh et al., 2000) would belong to the class discovery problem. In addition to these objectives, ranking candidate genes for the development of a biomarker that can be used for the population screening of a cancer should serve the purpose of the microarray experiment. Pepe et al. (2003) elegantly employed the receiver operating characteristic (ROC) approach for this purpose based on two independent samples that consist of normal and tumor tissues. We employ the extension of Pepe et al.' s approach to the mixed dataset and rank candidate genes involved in the development of a biomarker for the population screening of the colorectal cancer. The extension procedure of Pepe et al.' s approach will be reported in a separate communication.
We first show that three commonly used univariate procedures produce more or less the same set of DE genes between normal and tumor tissues. For the validation of statistical procedures, either univariate or multivariate, used in this study for the detection of DE genes between normal and tumor tissues, the mixed dataset provides a natural way of splitting sample. We use the n 1 paired data for the training set, and the pool of n 2 'normal only' and n 3 'tumor only' data for the test set. We employed several classifiers including linear and quadratic discriminant analyses, and support vector machine (SVM) for classifying the test set based on the DE genes detected from the training set. Using this split sample approach, we show that Hotelling's T 2 statistic detects DE genes more efficiently than a commonly used univariate procedure. Now, as a means of combining all the information in the mixed dataset we propose a t-based statistic, t 3 , for the detection of DE genes between normal and tumor tissues. We develop a measure of disagreement between a RT-PCR experiment and a microarray experiment. For the subtype analyses, we employ the split sample approach 10 times repeatedly for the validation of DE genes in each class of subtypes. We use the two-sample t-statistic coupled with a P -value adjustment, or the similar concept due to multiple tests and SVM to calculate the prediction rate. We could improve the test error of 'CEA ≥5' with the help of the regression-based gene selection by taking advantage of the continuous scale of CEA.
In Section 2, we describe patient and experiment data, and microarray data pre-processing including normalization and missing value imputations. Section 3 presents three univariate procedures, Hotelling's T 2 statistic, t 3 statistic for the detection of DE genes, several classifiers, the ROC approach for ranking genes for the biomarker development, regressionbased gene selection for the CEA variable and a measure of disagreement between a RT-PCR assay and a microarray assay. Technical details are discussed in the Appendix section. Section 4 shows the results and Section 5 concludes with a discussion. Table 1 . We originally attempted to extract total RNAs from the tumor and normal tissues of 87 patients. We obtained RNA specimens both for tumor and normal tissues from 36 patients. However, RNA specimens for normal tissues alone were available from 19 patients. Also, RNA specimens for tumor tissues alone were obtained from the other 32 patients. Thus, we have a matched pair sample 2 of size 36 and two independent samples of sizes 19 and 32. In terms of notations provided in Section 1: n 1 = 36, n 2 = 19 and n 3 = 32. These tissues were taken by a single surgeon from 87 patients, and there was no specific clinical or biological meaning on the possibly different characteristic among these three subgroups. Therefore, we assume that these three subgroups are independent samples from a single population. After total RNAs were extracted from fresh frozen tissues, 50 µg of purified RNAs were labeled and hybridized to cDNA microarrays based on the protocol established in Cancer Metastasis Research Center (Yonsei University, Korea) (Park et al., 2004) .
EXPERIMENT AND DATA PRE-PROCESSING
We used M = log 2 (R/G) for the evaluation of relative intensity, where R and G represent the cy5 and cy3 fluorescent intensities, respectively.
Quantitative real-time RT-PCR was performed with six selected genes using a Rotor Gene 2072D real-time PCR machine (Corbett Research, Australia) in accordance with the manufacturer's instructions. We used SYBR Green (Quiagen, CA) for the labeling. The amplified fluorescence signal was measured and the level of transcript for each specimen was calculated based on the standard curve. The standard curve was drawn by plotting the measured threshold cycle versus the arbitrary unit of copies/reaction according to the amount of All numbers indicate frequencies except for age.
serially diluted standard RNA. The threshold cycle (Ct) value was determined as the cycle number at which the fluorescence exceeded the threshold value. Let X and Y denote the log-fluorescent intensity ratios of reference versus normal and reference versus turmor hybridizations, respectively. Let U and V be independent copies of X and Y , respectively. Then, we may observe three data types represented as follows:
We first define no missing proportion (NMP) of a gene as the proportion of valid observations out of the total number of arrays. For example, if a gene has valid observations for 32 out of 40 arrays, its NMP is 0.8. We pre-processed the data as follows:
(1) We normalized the log-intensity ratio, log 2 (R/G), using within-print tip group, intensity-dependent normalization following Yang et al. (2002) .
(2) We used 0.8 for the cut point of NMP to delete genes containing missing values for >20% of the total number of observations. This filtering procedure yielded 13 859 genes. (3) We employed k-nearest neighbor (k = 10) method for the imputation of missing values. (4) We averaged values for the multiple spots. The numbers of duplicated, triplicated and quadruplicated spots were 982, 6 and 5, respectively. (5) Finally, we have a dataset represented using a 12 850 × 123 matrix, where 12 850 represents the number of genes and 123 stands for the number of microarrays.
We investigated various box plots (data not shown) after the (location parameter) normalization, and concluded that it was not necessary to have the scale normalization either between blocks within an array or between arrays.
One way of utilizing all the information in the mixed dataset would be using the matched pair sample of a training set for the detection of DE genes and two independent samples of a test set for the validation of the chosen DE genes. By detecting a set of DE genes in the training set of matched pairs we could control between individual variation. The independence within and between two samples of sizes 19 and 32 would make them the ideal test set.
STATISTICAL METHODS

The Detection of DE genes between normal and tumor tissues
We employ the following three univariate procedures for the detection of a set of DE genes from the matched pair sample of size 36.
(1) Paired t-test and Dudoit et al.'s maxT procedure for controlling the family-wise error rate (FWER) (Dudoit et al., 2002b; Ge et al., 2003) . (2) (3) Lönnstedt and Speed's (2002) empirical Bayes procedure using B-statistic. Dudoit et al. (2002b) employed the FWER for controlling the Type I error and used Westfall and Young's step down procedure for calculating the adjusted P -value. We have 2 36 permutations of changing the signs of the paired t-statistic for 36 patients from which we can derive the null distribution of the paired t-statistic. We used 100 000 bootstrap samples of size 36, due to computation limit, to derive the null distribution of the paired t-statistic. Tusher et al.'s (2001) SAM procedure is a permutation test with a modified t-statistic. They adopted the false discovery rate (FDR) (Benjamini and Hochberg, 1995) for controlling the Type I error, where FDR is defined as the expectation of the number of false positive genes divided by the number of declared significant genes. FDR is more sensitive in the detection of significant genes (Ge et al., 2003) . Lönnstedt and Speed (2002) used empirical Bayes method to derive a Bayes log posterior odds, e.g. B-statistic. The experimenter may consider top 100 genes in terms of B-values in combination with experimental preference.
We computed Hotelling's T 2 statistic by pairing two genes in all possible ways from the training set and considered the top 25 pairs in the order of magnitude. We restricted ourselves to the top 50 genes, since 50 is the maximum number of genes for the experimenter to conduct a confirmatory experiment. Hotelling's T 2 statistic can be expressed as follows:
where t 1 , t 2 and ρ denote t-statistic for the two component genes, and their correlation coefficient, respectively (Mood et al., 1974 ). Hotelling's T 2 statistic can pick up some of the genes that are not detected by the univariate t-statistic mostly when either t 1 or t 2 is large, and ρt 1 t 2 has a negative sign and |ρt 1 t 2 | is large. To validate sets of DE genes detected by various statistical methods from the training set, we applied several classification methods to the test set including the diagonal linear discriminant analysis (DLDA), the diagonal quadratic discriminant analysis (DQDA) following Dudoit et al. (2002a) and SVM with several kernels, such as linear, quadratic and Gaussian kernels (Christiani and Shawe-Taylor, 2000) .
As a means of utilizing all the information of the mixed dataset for the detection of DE genes, we propose using a t-base statistic, t 3 , as follows:
where
V are sample variances of D, U and V , respectively, and n H is the harmonic mean of n 2 and n 3 . The distributions of D, U and V are almost symmetric around their means under the null hypothesis. Thus, small sample sizes such as 20 for n 1 , n 2 and n 3 would invoke the central limit theorem to approximate the null distribution of t 3 from Equation (2) by N(0, 1).
Ranking candidate genes for the biomarker development
Recently, Pepe et al. (2003) employed the ROC approach to rank candidate genes that can be used for the biomarker development with the ultimate purpose of population screening of a cancer. Identifying DE genes in a cancer can be accomplished using various statistical methods, for example, those described in Section 3.1. If a gene is found to be differentially expressed in the cancer, then by developing a suitable biomarker, the corresponding protein product or an antibody to it can be detected in the blood or urine, which forms the basis for the population screening (Pepe et al., 2001 ). When we develop a biomarker that can be used for the population screening of a specific cancer from a microarray experiment, we note the following two points. First, clinical bioassays for some gene products may be too difficult to develop for technical reasons. Thus, we need to have a sizable number of candidate genes with development priorities so that if one gene proves to be useless for biomarker development, we may still explore the next gene for the development. The second point is that the bioassay, once it is developed, is applied to the whole population, and hence the false positive rate should be extremely low. Even a small false positive rate yields a large number of healthy people being subjected to diagnostic procedures that are unnecessary, costly and sometimes invasive. For ranking candidate genes under these two perspectives, we need statistical measures that discriminate between normal and tumor tissues. The measure of choice should focus on the minimization of the false positive probability as well as on the separation of these two distributions. Pepe et al. (2003) provide the rationale of using ROC approach based on two independent samples for this purpose of ranking candidate gene instead of using t-or Mann-Whitney statistics.
We first modified Pepe et al.'s ROC approach of ranking genes for a paired dataset of size n 1 and referred to the corresponding ROC value as ROC pair . Pepe et al.'s approach was directly applicable to calculate the ROC value, denoted by ROC ind for two independent samples of sizes n 2 and n 3 in the mixed dataset. Then, we averaged these two ROC values to derive an overall ROC value, denoted by ROC mix , as follows:
where t 0 was the false positive probability which, in turn, was determined by a threshold value and n H was the harmonic mean of n 2 and n 3 . Details of the modification and the extension of the ROC approach will be reported in a separate communication. (Storey, 2002) to detect a set of DE genes for each class of subtypes. We used SVM to calculate the prediction rate of each subtype based on the top 10 genes in terms of t-statistic. This process of detecting DE genes and calculating the prediction rate was repeated 10 times each for a pair of training and test sets randomly generated from the data, and these 10 prediction rates were averaged.
Prediction of subtypes
So far as CEA is concerned we employed a regression-based gene selection to take advantage of its continuous scale and improve the prediction of CEA ≥5. Details of this approach are described in the Appendix section.
Assessing accuracy of the microarray gene expression against RT-PCR
We first calculated Pearson's correlation between logtransformed RT-PCR, denoted by log(RT-PCR), and the microarray gene expression measurement based on 17 mRNA specimens (9 tumor and 8 normal tissues). The scatter diagram of log(RT-PCR) and the microarray gene expression measurement is typically shown in Figure 1 that normal tissue group was separated from the tumor group and each group has a rather large within-group variation. Obviously, Pearson's For RT-PCR-based decision false negative and false positive rates equal to 1/8 and 0, respectively. These two error rates are considered as lower bounds for the corresponding error rates of the microarraybased decision. These two error rates are observed to be 0 for the microarray-based decision in this example. The false negative rate of 0 for the microarray-based decision is regarded as a random variation. Hence, diff err of Equation (4) equals to 0.
correlation is not meaningful specifically in this situation of 'having two clouds located far away'. The aim of the study is to predict whether a new tissue is normal or tumor based on the microarray gene expression data. We now have single gene expression data measured by using both RT-PCR and the microarray based on 17 mRNA specimens whose tumor statuses are known. As for the measure of disagreement between these two assays in which RT-PCR is considered a standard, we may propose how much error rate of the microarray-based decision do we have in addition to the error rate produced by the decision based on the RT-PCR assay.
For measuring error rate for each assay with respect to each gene, we can calculate the false positive and false negative rates by determining a cut-off value that minimizes the sum of false positive and false negative rates. Let FP R , FN R , FP M and FN M denote the false positive and false negative rates, respectively, for RT-PCR-based and microarray-based decisions. FP R and FN R are considered to be lower bounds of FP M and FN M , respectively. Then we may propose the following measure, referred to as diff err , for the measure of disagreement between these two assays.
For the construction of diff err , we consider RT-PCR as the standard and assume that the error rate of microarray-based decision is not less than the error rate of the RT-PCR-based decision. We illustrate the calculation of diff err in Figure 1 based on an example dataset.
RESULTS
Three univariate procedures
Three univariate procedures discussed in Section 3.1 reasonably coincide with each other. There were more than 2000 DE genes screened in the t + FWER procedure for which the adjusted P -values were <0.01. We compared the overlap pattern of the top 100 genes selected from each of these three procedures. For the B-statistic the top 100th gene had 22.95 for the log-posterior odds ratio, which might have had value 0 under the null hypothesis. For SAM procedure, we decreased the delta (of SAM software) until we obtained 100 DE genes for which the FDR was observed to be 0.0031 (0.31%). Three sets of top 100 genes detected by three procedures have 72 genes in common as shown in Figure 2 . Thus, for comparing the performance of univariate procedures with Hotelling's T 2 statistic we use just one procedure in this study, the t-statistic.
Hotelling's T 2 statistic
Hotelling's T 2 statistic in Equation (1) indicates that it can pick up some of the genes that are not detected by the univariate t-statistic, such as G 1 and G 2 listed in the bottom table of Figure 3 , but have high correlations with genes of very large t-values. Figure 3 shows scatter plots of these two gene pairs in the test set, from which we note that the Hotelling's T 2 statistic clearly separates the normal tissue from the tumor tissue and its performance is better than a univariate t-statistic alone.
Classifying the test set
We considered top 50 genes selected by the univariate t-statistic and top 25 pairs chosen by Hotelling's T 2 statistic for the classification of the test set that comprises 19 normal and 32 tumor specimens. We increased the number of genes one by one in the classifiers used beginning with the top gene. We observed that 0% test error was achieved with a few genes as shown in Table 2 . We further noted that 0% test error was achieved using only one gene, which ranked fourth using the univariate t-statistic. However, this gene, denoted by G 1 in the bottom of the table of Figure 3 , belongs to the top ranked gene pair of Hotelling's T 2 statistic. When we compare the gene expression distribution of the top ranked gene and the fourth ranked gene selected by the t-statistic, we note that the fourth gene has better separated gene expression distributions between normal versus tumor than the top ranked gene. This aspect is shown in Figure 4 . Furthermore, when we look up the upper diagram in Figure 3, that G 1 clearly separates 'N' from 'T' in the test set without any error. Thus, it is obvious that the 0% test error is not dependent upon the particular subset of the current test set. All these results strongly indicate that the Hotelling's T 2 statistic, in particular, and the multivariate analysis, in general, is a valuable tool for the detection of DE genes in the microarray analysis. . Gene expression distributions for normal versus tumor specimens for the top ranked gene and the fourth ranked gene in terms of univariate t-statistic. We note that the fourth ranked gene has better separated the normal specimens from the tumor specimens than the top ranked gene. which, in turn, determines the false positive probability t 0 in the baseline distribution. In general c 0 is chosen to make t 0 very small. However, as Pepe et al. (2003) indicate, with a small number of tissue specimens, that the estimation of ROC(t 0 ) at very small t 0 is not possible and hence in the real application one needs to compromise with the choice of t 0 such that it is small, but large enough to make ROC(t 0 ) reasonably precise. Our choice of t 0 is 1/36. The top 20 genes in terms of ROC pair (1/36) values have 50% overlap with top 20 genes in terms of t-statistic . We noted that the top gene in terms of the t-statistic was ranked ninth in terms of ROC pair (1/36). Table 3 shows the list of top 20 genes in terms of ROC mix (1/36) of Equation (3) and their corresponding ranks in terms of t 3 -statistic of Equation (2).
ROC approach to the mixed dataset
Validation of the microarray gene expression
We selected six genes based on their ranks in t, t 3 and ROC mix values, and performed the RT-PCR experiment. The Table 4 . The list of six genes for which RT-PCR experiment was performed, their ranks in terms of t, t 3 and ROC mix , Pearson correlation between log(Rt-PCR) and microarray gene expression measurement, and diff err of Equation (4) list of genes, their ranks in terms of t, t 3 and ROC mix , Pearson correlation between log(RT-PCR) and microarray gene expression, and diff err of Equation (4) are given in Table 4 . From Table 4 , we note the small value of diff err suggests that these two assays be interchangeably used for the prediction of a new tissue to be normal or tumor. The second gene in Table 4 with the gene id AA634308 [ATP-binding cassette, subfamily A (ABC1), member 8] is the one associated with the 0% test error, which is the same gene denoted by G 1 in Figure 3 . We note from Table 4 and Figure 3 that it has consistently high ranks in terms of four statistics we considered in this study, namely, t, t 3 , Hotelling's T 2 statistic and ROC mix . Also in the earlier analysis of a subset of 58 cases (20 paired, 16 normal only and 22 tumor only cases), this same gene ranked the second, the top, and again the top, respectively, in the t, t 3 , and Hotelling's T 2 statistic (Kim et al., 2005) . The RT-PCR result of this gene is shown in Figure 1. 
Subtype analyses
Each class of subtypes was not well separated as with normal versus tumor tissues. We used two sample t-statistic (with unequal variances) and employed FWER, FDR and pFDR for controlling the Type I error due to multiple tests. We could detect nine DE genes between stages B and D with FDR = 0.33, and 36 DE genes for CEA ≥5 versus CEA <5 with FDR = 0.31. We failed to detect DE genes for colon cancer versus rectum cancer and for stages B versus C. These results are shown in Table 5 .
The prediction rate for each class of subtypes based on the top 10 genes in terms of the t-statistic using SVM based on 10 pairs of training and test sets does not exceed 0.72, which corresponds to the rate for stages B versus D. We observed 0.49, 0.51, 0.66 and 0.64, for the prediction rates of colon cancer versus rectum cancer, stages B versus C, stages C versus D and CEA ≥5 versus CEA <5, respectively. However, so far as CEA is concerned we could improve the prediction rate by 17% through the SVM/regression-based gene selection approach described in Section 3. The prediction rates of regression approach alone and SVM/regression based approach were 0.64 and 0.75, respectively. In the regression-based gene selection for predicting CEA ≥5, we observed that the stepwise regression ended up either four gene or five gene model of Equation (6) in the Appendix section for each training set. Thus, we had 10 sets of finally selected genes, each set consisting of four or five genes. We counted the frequency of each gene belonging to 10 sets. Three genes have the frequency of 7 or more. These are AI088704|AI939310 (expressed sequence tags, ESTs), AA911045 (ESTs) and H68509 [alcohol dehydrogenase 6 (class V)].
DISCUSSION
We have developed statistical methods that are applicable to the mixed dataset of microarray experiment performed on human cancers by extending standard statistical procedures, such as t-statistic and ROC approach. The mixed dataset occurs quite often in clinical practice when the tissue material is not large enough to yield the adequate amount of RNA for undergoing the DNA microarray experiment.
Diverse cancer-related genes were included in the selected genes such as commonly up-regulated nuclear factor erythroid 2-like 3 (NFE2L3), wingless-type MMTV integration site family (WNT5A), matrix metalloproteinase 7 (MMP 7), matrix metalloproteinase 11 (MMP 11), ets variant gene 4 (ETV4), and commonly down-regulated genes of chemokine (C-X-C motif) ligand 12 (CXCL 12), chromogranin A (CgA) and carbonic anhydrase II (CA II). High level of MMP 11 is associated with human cancer progression (Basset et al., 1997) , and MMP 11 increased tumorigenesis through decreased cancer cell death with the help of apoptosis and necrosis (Boulay et al., 2001) . In addition, MMP 7 is known to be overexpressed in human colorectal carcinomas (Ougolkov et al., 2002) , and ETV4 can activate the promoters of various MMPs (Horiuchi et al., 2003) . CA II and CA XII are the members of zinc metalloenzymes family and the loss of CA II expression is known to accompany the progression to malignant transformation (Kivela et al., 2001) . CgA is a neuroendocrine secretary gene and is reduced in gastric and colorectal carcinomas (Indinnimeo et al., 2002) . These information support the biological concept that the selected known genes and ESTs are related to colorectal cancer.
There has been a criticism on using univariate approaches for the detection of DE genes, since these approaches disregard the multidimensional structure of microarray data (Szabo et al., 2003) . As an initial attempt of employing a multivariate analysis in the microarray data, we consider a random vector consisting of two genes and computed Hotelling's T 2 statistic for all possible combinations of two gene pairs for the detection of DE genes between normal and tumor tissues. This multivariate approach provides a prediction rate that is at least as good as univariate approaches including the t-test. It was more sensitive than the univariate t-statistic for the detection of the gene that alone discriminated between normal and tumor tissues with 0% test error.
However, there are several issues that need to be addressed before Hotelling's T 2 statistic is formally applied in the analysis of microarray data. The first issue would be calculating the P -value of the observed T 2 statistic. The second is to extend Hotelling's T 2 statistic to a vector of length k ≥ 3. These two issues might be handled with random search algorithm suggested by Szabo et al. (2003) with the reasonable equipment of hardwares.
We reported that among the top 50 genes selected by the t-statistic, 44% were detected by Hotelling's T 2 statistic. This 44% for the overlap proportion is in parallel with Szabo et al. (2003) , who noted 41-∼47% overlap between gene sets detected by a multivariate method and several univariate approaches in an inhomogeneous dataset. Different gene sets detected by several univariate procedures and Hotelling's T 2 statistic need to be further validated using Gene Ontology and molocular pathway findings.
In contrast to detecting an overwhelming number of DE genes between normal and tumor tissues, we failed to detect significant number of DE genes in subtype analyses. We detected nine DE genes between stages B and D and another 36 genes between CEA ≥5 and CEA <5 as provided in Table 5 . However, the small sample size of stage D, high values of FDR and low-prediction rates all indicate that the current sample size, 68, is not large enough to detect the multiple mechanisms that underlie each class of subtypes.
The 87 colorectal cancer patients comprises three subgroups of sizes 36, 19 and 32. We did not find any statistical evidence against independence of these three subgroups with respect to age, gender, stage and CEA ≥5 versus CEA <5. Only for location (colon versus rectum) we obtained an unadjusted P -value of 0.017, which might yield Bonferroni adjusted P -value of 0.085. There is no clinical meaning at this point on this marginal significance of location versus three subgroups.
The presence of correlation between genes plays its role in Hotelling's T 2 statistic for the selection of DE genes. As we discussed earlier we observed large values of Hotelling's T 2 statistic mostly when either |t 1 | or |t 2 | was large, ρt 1 t 2 < 0, and |ρt 1 t 2 | was large in Equation (1). Therefore, one might expect that about half of the genes in the top 25 pairs of Hotelling's T 2 statistic could be selected by the univariate t-statistic alone and the other half would not. This may raise the issue of inherent inconsistency between these two procedures. However, our data show that the top gene pair selected by Hotelling's T 2 statistic contains the gene with the smallest test error.
We noted in this study that different gene sets provided more or less the same prediction rate. This aspect may be viewed from the multiplicity of model and integrating these different models would serve in future research. , where p is the number of genes spotted in a cDNA microarray. We assume, for simplicity, that D 0 has the same distribution with D except for the mean and variance. We expect that δ 0 ≤ δ a and we do not necessarily assume that δ 0 = 0 to allow a small baseline value that may vary depending on the experimental condition. We further assume that σ 2 0 ≤ σ 2 a . There are several ways of estimating the distribution of D 0 using the matched pair sample data. We choose a set of genes, denoted by N ε = {i; |D (i) | < ε} for a small ε > 0.
APPENDIX
The suitable choice of ε can be determined from the plot of {(m, Var(|D| (m) )} p m=1 . We concluded from the plot (data not shown) that the first 100 order statistics provide information on the non-DE genes. We observed that beyond the 100th smallest |D| value, the variance tended to increase slowly. Based on these 100 genes, we could estimate the mean and the variance of the null distribution.
6.2 Regression-based gene selection procedure for predicting CEA ≥5
Define CEA j to be the CEA level for the j -th patient and let M ij denote the i-th gene expression level for the j -th patient for j = 1, . . . , 68 and i = 1, . . . , p (p = 12 850). We describe the procedure below.
(1) For each i, we estimate the regression equation from the training set 1 CEA j = β 0 + β 1 I {Stage j = B} + β 2 I {Stage j = C} + γ M ij + ε j , (5) where Stage j represents the stage of the j -th patient, and I {A} is an indicator function that assumes 1 if A is true, and 0 otherwise. We found that the inverse of square root transformation of CEA j was most appropriate after applying Box-Cox transformations to a selected subset of genes.
(2) We found 27 significant genes with pFDR <0.31. 
The ranks of these five genes in terms of the t-statistic are 58, 63, 65, 1813 and 5029. (4) Prediction rates of {CEA ≥5} were calculated using SVM and the regression Equation (6).
(5) We further randomly divided 68 tumors into a training set of 45 tumor and a test set of 23. For this new pair of training and test sets, we repeat the steps (1)- (4) with the same pFDR level, obtained the regression Equation (6) but with possibly different number of genes. Finally, we predicted the CEA levels for the test set using SVM and the estimated regression equation.
We iterated this procedure of Steps 1-5 for 10 times and averaged prediction rates.
