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Resumo
Um problema importante na compreensa˜o automa´tica de texto e´ a identificac¸a˜o e
caracterizac¸a˜o de relac¸o˜es entre entidades nomeadas em textos. Nesta dissertac¸a˜o,
e´ apresentada uma abordagem baseada no contexto que caracteriza relac¸o˜es entre
entidades nos textos. As entidades sa˜o identificadas primeiramente por um algoritmo
de Reconhecimento de Entidades Nomeadas (REN) - neste caso e´ usado Pampo[1].
Num segundo passo, sa˜o identificadas as frases onde duas entidades ocorrem exa-
tamente e e´ extra´ıdo o contexto (palavras envolventes) de cada par de entidades.
As palavras no contexto ajudara˜o a fornecer semaˆntica para cada uma das relac¸o˜es
identificadas. Finalmente, e´ utilizada uma te´cnica de agrupamento para identificar
pares de entidades semanticamente semelhantes e caracterizar esses relacionamentos
usando palavras selecionadas no contexto.
Palavras-chave: estat´ıstica, inteligeˆncia artificial, dados na˜o estruturados, dados
semi-estruturados, minerac¸a˜o de texto, entidades nomeadas, relac¸o˜es semaˆnticas, pro-
cessamento de contexto, medida de similaridade, clustering, etiquetagem, estrutura de
dados
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Abstract
One important problem in automatic text understanding is the identification and
characterization of relations between entities named in the text. In this dissertation,
it is presented a context-based approach which characterizes relations between enti-
ties from texts. Entities are first identified by a Named Entity Recognition (NER)
algorithm - in this case it is used Pampo[1]. In a second step, it are identified the
sentences where exactly two entities occur and extract the context (surrounding words)
of each pair of entities. The words in the context will help provide semantics to each
of the identified relations. Finally, it is employed a clustering technique to identify
semantically similar pairs of entities and characterize those relationships using selected
words in the context.
Keywords: statistics, artificial intelligence, unstructured data, semi-structured data,
text mining, named entities, semantic relations, context processing, similarity measure,
clustering, labeling, data structure
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Cap´ıtulo 1
Introduc¸a˜o
A partir do se´culo XX, a informatizac¸a˜o tem sido uma constante e preveˆ-se que
mantenha tal tendeˆncia[6]. Informac¸a˜o que antes era guardada em papel ou noutros
suportes f´ısicos, passou a estar no suporte digital. Fotografias, documentos, mu´sica,
filmes e jogos sa˜o exemplos da mudanc¸a.
Por outro lado, a evoluc¸a˜o tecnolo´gica dos servidores e o acesso generalizado a`
Internet contribui de forma significativa para o aumento da distribuic¸a˜o e partilha
de informac¸a˜o digital. Para que a informac¸a˜o possa ser facilmente consultada pelo
utilizador, ela e´ guardada em bases de dados com uma estrutura pre´-determinada.
No entanto, nem sempre a forma dessa estrutura beneficia quer a transmissa˜o quer a
consulta de informac¸a˜o contida nos dados.
Com o objetivo de se tirar o ma´ximo partido de dados dispon´ıveis, que podem estar
registados mas insuficientemente aproveitados, surgiu o data mining (minerac¸a˜o de
dados). Este processo computacional envolve me´todos na intercec¸a˜o de Estat´ıstica,
Inteligeˆncia Artificial, Sistemas de Base de Dados, Aprendizagem Automa´tica e Re-
conhecimento de Padro˜es. Ha´ duas capacidades que podem ser aproveitadas neste
processo: previsa˜o e descric¸a˜o. Tarefas preditivas sa˜o a classificac¸a˜o, a regressa˜o e a
detec¸a˜o de anomalias. Enquanto tarefas descritivas sa˜o o clustering, a descoberta de
regras de associac¸a˜o e a descoberta de padro˜es sequenciais.[7]
O crescimento exponencial da informac¸a˜o na Web e´ representado por not´ıcias,
relato´rios, artigos cient´ıficos, postagens, etc. Este tipo de informac¸a˜o tem forma na˜o
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estruturada ou semi-estruturada, o que obriga o utilizador a uma interpretac¸a˜o da
leitura dos textos para poder aceder a` informac¸a˜o neles contida.
Por vezes, os textos encontram-se com anotac¸o˜es relativas a entidades nomeadas[8]
(EN). Estas podem ser definidas como nomes que identificam tudo o que e´ concreto.
E enquadram-se em diferentes domı´nios como pessoas, organizac¸o˜es, etc.
De forma a que essa informac¸a˜o seja aproveitada, a soluc¸a˜o pode ser o processa-
mento de documentos textuais, alocados na Intra/Internet. Para o desempenho de
tal tarefa, existe o web content mining. Este processo e´ um cruzamento entre dois
ramos (web mining e text mining), e envolve tarefas como classificac¸a˜o e clustering
dos documentos.
Classificac¸a˜o entende-se como a atribuic¸a˜o de uma classe, entre um predefinido
conjunto de classes, a cada instaˆncia com base nos seus atributos, dum determinado
conjunto de dados. E´ entendida como clustering a divisa˜o por grupos de instaˆncias,
dum conjunto de dados, com base nos seus atributos.
Relac¸o˜es semaˆnticas[9] (RS) sa˜o ligac¸o˜es entre significados. A aglomerac¸a˜o destas
entre pares de EN, nos textos, e´ um exemplo duma tarefa de clustering. Uma vez
concretizada, e´ permitido o conhecimento dos diferentes tipos de RS que se encontram
descritas nos textos de entrada.
Especificamente, percebe-se a ocorreˆncia de tipos em que a pessoa A trabalha para
a organizac¸a˜o B e a pessoa C trabalha para a organizac¸a˜o D. Ou a existeˆncia da
organizac¸a˜o E ter participado no evento F .
1.1 Motivac¸a˜o
As RS entre pares de EN podem ser vistas como consultas a uma base de dados
relacional[10]. A partir daqui, e´ poss´ıvel agrupar pares com RS semelhantes se exis-
tirem dados que as descrevam. O conteu´do de quaisquer tabelas pode ser inserido
diretamente por humanos. Tambe´m ha´ a alternativa da inserc¸a˜o automa´tica, embora
possa haver pre´-processamento do conteu´do inserido.
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Se se pretender enta˜o que RS obtidas a partir dum conjunto de documentos tex-
tuais, com um conjunto de EN reconhecidas, sejam dispostas numa base de dados,
e´ necessa´rio que se processe a informac¸a˜o de modo a enquadrar-se nos esquemas das
tabelas.
A resoluc¸a˜o do problema da passagem de dados em textos para estruturas como
tabelas pode passar pelo processamento de linguagem natural[11] (PLN) com uso
de part-of-speech tagging [12] (POST). Depois da ana´lise se concretizar, e´ importante
saber o significado das palavras que pertencem a uma a´rvore sinta´tica para que se
confirme a existeˆncia de relacionamentos e quais.
A partir do momento em que duas ou mais EN se situam numa mesma frase ou
num mesmo para´grafo, existe a hipo´tese de haver RS entre quaisquer pares destas.
Por exemplo, a escolha, entre as palavras que esta˜o no meio dos elementos dum par e
todas as palavras da mesma frase, pode influenciar a qualidade dum resultado.
Ha´ s´ıtios com diferentes servic¸os que partilham tantos dados estruturados como
dados semi-estruturados e/ou na˜o estruturados. Exemplos disto sa˜o portais como o
Zero Zero1, o IMDB2, a Wikipe´dia3, o Pu´blico4 e o Blogspot5. Portanto, encontram-se
nestes casos a oportunidade de se aproveitarem os textos na˜o estruturados ou semi-
estruturados como complemento aos dados restantes ou como novas utilidades.
E´ importante, para a compreensa˜o do mundo real, saber que pares podem ter
RS semelhantes a partir de texto. De forma a que seja identificado cada grupo de
pares, com tal semelhanc¸a, o uso de etiquetas e´ uma opc¸a˜o para a distinc¸a˜o. Todas
as palavras que formam o contexto dos pares podera˜o influenciar a aglomerac¸a˜o
consoante a semelhanc¸a que existe entre diferentes contextos, enquanto as palavras
que caracterizam um relacionamento distinto podera˜o servir para etiquetagem.
Para as similaridades entre contextos serem medidas, e´ necessa´rio ter em conta os
termos que os constituem. O contexto pode ser visto como uma frase, um para´grafo
1http://www.zerozero.pt/ - Acedido em 03/11/2016
2http://www.imdb.com/ - Acedido em 03/11/2016
3https://en.wikipedia.org/ - Acedido em 03/11/2016
4http://www.publico.pt/ - Acedido em 03/11/2016
5https://www.blogger.com/ - Acedido em 03/11/2016
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ou um conjunto de textos onde se inserem EN. Num caso espec´ıfico, o contexto e´ o
conjunto de todas as palavras, que na˜o constituam EN, duma frase:
A China e a Ru´ssia sa˜o dois dos pa´ıses mais poderosos do planeta tal
como os Estados Unidos da Ame´rica.
Neste caso, China, Ru´ssia e Estados Unidos da Ame´rica sa˜o termos que representam
EN. Os restantes termos compo˜em o contexto.
Um exemplo pra´tico onde a identificac¸a˜o e aglomerac¸a˜o de RS pode ser u´til e´
nas redes complexas, que teˆm sido uma forma de mostrar distribuic¸o˜es de conexo˜es
existentes entre conceitos[13].
Redes sociais, entre as quais o Facebook6, conseguem representar informac¸a˜o na
forma destas estruturas atrave´s de ligac¸o˜es criadas entre as suas pa´ginas pessoais e
pu´blicas. A descoberta de RS em dados textuais contribuira´ para o crescimento das
redes, reproduzindo as suas propriedades estruturais. Tambe´m esta descoberta de RS
contribuira´ beneficamente para outras aplicac¸o˜es como sistemas de recomendac¸o˜es de
EN semelhantes, extrac¸a˜o de conhecimento e recuperac¸a˜o de informac¸a˜o.
1.2 Objetivos
Existem dois principais objetivos a atingir neste trabalho de dissertac¸a˜o:
1. Desenvolver um algoritmo que consiga identificar e agrupar RS entre EN.
2. Testar o algoritmo e avaliar os resultados obtidos.
De modo a ser alcanc¸ado o 1o objetivo, ha´ duas tarefas principais a executar.
Em primeiro lugar, ha´ que selecionar e integrar um me´todo de reconhecimento de
EN. A definic¸a˜o desta tarefa surge da necessidade de serem identificadas potenciais
RS e extra´ıdos contextos dos respetivos pares de EN. Em segundo lugar, ha´ que
desenhar e implementar um algoritmo que consiga, de forma automa´tica, agrupar as
RS semelhantes.
6https://www.facebook.com/ - Acedido em 03/11/2016
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Quanto ao alcance do 2o objetivo, e´ preciso que se que definam testes que sejam
executados em tempo/espac¸o u´teis e que sejam representativos das diferentes possibi-
lidades de clustering. Quando se obtiverem resultados, e´ preciso definir e seguir um
me´todo que os avalie.
Este documento apresenta a seguir o trabalho executado para o alcance dos ob-
jetivos. No cap´ıtulo 2, e´ feita uma revisa˜o bibliogra´fica acerca do que esta´ ligado
a` identificac¸a˜o de relacionamentos em textos. O cap´ıtulo 3 apresenta a abordagem
que segue o algoritmo desenvolvido, que identifica e agrupa RS entre EN, ao n´ıvel
concetual e da implementac¸a˜o. No cap´ıtulo 4, demonstra-se uma ana´lise explorato´ria
dos dados relacionados com reconhecimento e emparelhamento de EN. Igualmente sa˜o
demonstrados os resultados dos testes de avaliac¸a˜o (assim como a sua metodologia) a`
abordagem. E no cap´ıtulo 5, sa˜o tiradas as concluso˜es sobre o trabalho de dissertac¸a˜o.
Cap´ıtulo 2
Revisa˜o Bibliogra´fica
A identificac¸a˜o e classificac¸a˜o automa´ticas de RS entre EN e´ um processo com
va´rios passos. Comec¸a pelo reconhecimento e localizac¸a˜o das EN envolvidas, recolha e
processamento dos contextos dessas ocorreˆncias ate´ a` aglomerac¸a˜o e identificac¸a˜o dos
clusters consequentes. Existem soluc¸o˜es relacionadas com cada um dos passos. Ha´
trabalho que lida com todos estes.
Desde ja´, sa˜o descritas as principais caracter´ısticas de soluc¸o˜es para a classificac¸a˜o
de RS. Hasegawa et al. tiveram uma abordagem sem supervisa˜o, dependente do
domı´nio[3]. Celik et al. criaram a sua soluc¸a˜o semi-supervisionada e dependente
do domı´nio[4]. Mais tarde, El Houby apresentou uma abordagem com as mesmas
condic¸o˜es que a anteriormente descrita, embora na a´rea da Biologia[2].
Recentemente, Thenmozhi e Aravindan implementaram uma soluc¸a˜o que usa PLN,
independente do domı´nio, tambe´m para relac¸o˜es taxono´micas e que resolve frases
complexas[5]. Esta resoluc¸a˜o significa por exemplo a identificac¸a˜o de frases simples
que se dispo˜em ligadas por conjugac¸o˜es.
Ainda existe a soluc¸a˜o de Percha et al. que lida com a aprendizagem da estrutura
de relac¸o˜es biome´dicas a partir de texto na˜o estruturado[14].
No geral, todos os trabalhos tiveram pontuac¸o˜es superiores a` metade dos valo-
res ma´ximos poss´ıveis em alguma medida de avaliac¸a˜o. Foi tambe´m demonstrada
6
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superac¸a˜o de resultados obtidos em comparac¸a˜o com trabalhos anteriores, nalguns
cena´rios,
2.1 Reconhecimento de EN
El Houby usou um me´todo de reconhecimento de EN baseado num diciona´rio de
termos biolo´gicos como nomes de genes, doenc¸as e prote´ınas[2]. A constituic¸a˜o do
diciona´rio e´ baseada em diferentes recursos e bases de dados.
Existe uma soluc¸a˜o que permite classificar os tipos de EN, usando uma rede neu-
ronal h´ıbrida[15] que e´ constitu´ıda por dois modelos. Um aprende automaticamente
representac¸o˜es de menc¸o˜es, empregando redes neuronais recorrentes para obter re-
presentac¸o˜es vetoriais. O outro aprende as palavras dos respetivos contextos, onde
perceptrons multi-camadas sa˜o aplicados para o uso dessa informac¸a˜o, prescindindo
assim de caracter´ısticas manuais como anotac¸o˜es. O treino da rede foi conseguido com
dados gerados atrave´s da Dbpedia1 e Wikipe´dia. E´ providenciada uma nova maneira
de utilizar a natureza composicional de menc¸o˜es para a tarefa de classificac¸a˜o, o que
permite a` rede generalizar melhor menc¸o˜es incomuns e na˜o vistas.
Para capacitar o reconhecimento de EN, ha´ tambe´m a ferramenta de nome PAMPO[1].
Nesta destacam-se duas vantagens:
• Possibilidade de ser integrada numa soluc¸a˜o escrita em R[16].
• Identificac¸a˜o de EN na l´ıngua portuguesa.
2.2 Obtenc¸a˜o/Manipulac¸a˜o de Contexto
Existe trabalho realizado que lida com contextos processados por interme´dio de
vetores ou matrizes. Hasegawa et al. lidam com a similaridade dum contexto conside-
rando as palavras que esta˜o entre um par de EN[3]. Cada contexto e´ representado por
um vetor. Este conte´m os pesos das frequeˆncias dos termos que o compo˜em. Sendo
1http://wiki.dbpedia.org/
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assim, dados vetores de contextos α e β, a similaridade por cosseno e´ definida atrave´s
da seguinte fo´rmula:
α · β
|α||β|
A partir desta operac¸a˜o, e´ poss´ıvel determinar o qua˜o semelhantes sa˜o dois pares,
cujos elementos sa˜o pares de EN. O valor desta similaridade varia entre−1 e 1. Quando
o valor ma´ximo e´ atingido, os pares teˆm exatamente as mesmas palavras de contexto
e estas encontram-se na mesma ordem. Se o valor mı´nimo for atingido, tambe´m sa˜o
exatamente as mesmas palavras de contexto mas em ordens contra´rias. A influeˆncia
da ordem deve-se ao facto as frequeˆncias dos termos poderem assumir pesos negativos,
se forem mais frequentes entre os elementos dum par de EN na ordem contra´ria.
Lambrou-Latreille, na sua abordagem que classifica padro˜es para algoritmos bo-
otstrapping de extrac¸a˜o de RS, integra algumas medidas de similaridade entre ex-
presso˜es[17].
Turney e Pantel estudaram uma larga gama de aplicac¸o˜es, para processamento
semaˆntico de texto, usando treˆs classes de modelos de espac¸os vetoriais[18]. Os
modelos sa˜o baseados em matrizes termo-documento, palavra-contexto e par-padra˜o.
Petroni et al.[19] argumentam que, integrando informac¸a˜o contextual, como me-
tadados sobre fontes de extrac¸a˜o, contexto lexical ou informac¸a˜o de tipo, melhora a
capacidade de previsa˜o na extrac¸a˜o de relac¸o˜es abertas. Estas relac¸o˜es caracterizam-se
por formarem conjuntos potencialmente ilimitados de va´rias fontes tais como bases de
conhecimento ou texto em linguagem natural. A abordagem utiliza um novo modelo
de fatorizac¸a˜o de matrizes.
Contextos podem ser trabalhados com outras estruturas de dados ale´m de vetores
e matrizes. El Houby implementou aprendizagem de padro˜es[2] para a compreensa˜o
de contextos. Cada padra˜o e´ formado por um par de EN com anotac¸o˜es, indicando os
respetivos domı´nios, e no seu meio esta˜o as palavras que indicam o relacionamento.
Comec¸am por ser analisados os segmentos de texto que ligam pares de sementes que
sa˜o pares de RS fornecidas por bases de conhecimento. A partir daqui, sa˜o agrupadas
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substrings semelhantes que ligam esses pares de sementes. Depois sa˜o contadas as
frequeˆncias de cada grupo. Estes passos sa˜o repetidos ate´ que nenhum novo grupo
seja criado.
A figura 2.1 apresenta as duas primeiras partes que constituem a arquitetura da
framework proposta. A partir dum corpus, sa˜o extra´ıdas as EN, que se encontram
nas bases de conhecimento, acabando por ser marcadas. Deste modo, e´ executado o
ciclo de extrac¸a˜o dos diferentes contextos. Este termina quando atinge um nu´mero
especificado de iterac¸o˜es ou na˜o sa˜o extra´ıdas mais RS a partir de novas sementes.
Sa˜o iteradas as verificac¸o˜es das frequeˆncias dos grupos de distintas RS ate´ ao limiar
definido.
Celik et al. utilizaram duas dimenso˜es principais de concec¸a˜o que influenciam a
posterior descoberta de RS: selec¸a˜o da fonte e esquema de pesagem[4]. As estrate´gias
usadas exploram um grafo para detetar pares de EN que teˆm um certo tipo de
relacionamento num espec´ıfico per´ıodo de tempo.
Por outro lado, Thenmozhi e Aravindan fazem uma extrac¸a˜o das frases candidatas
antes das cla´usulas candidatas[5]. Ou seja, antes da obtenc¸a˜o de contextos sa˜o veri-
ficadas quais as frases (candidatas) a transmitir relac¸o˜es. Depois estas sa˜o divididas
em cla´usulas, onde algumas sa˜o as candidatas a conter relac¸o˜es e portanto tera˜o o seu
contexto analisado.
Nesta abordagem ainda e´ aplicada a resoluc¸a˜o de conjunc¸o˜es e sa˜o tratados relacio-
namentos inversos. Isto significa que o contexto e´ processado de modo a ter em conta
frases onde EN, como A e B, tenham os mesmos relacionamentos descritos em ambos
os sentidos. Sa˜o exemplo disso as frases:
A equipa A venceu a equipa B.
A equipa B foi vencida pela equipa A.
A aplicac¸a˜o da resoluc¸a˜o de conjunc¸o˜es serve para lidar com a dificuldade que
conjugac¸o˜es em frases impo˜em no processamento do contexto. Mais detalhes sobre
estas tarefas sera˜o dados mais adiante neste cap´ıtulo.
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Existem outras soluc¸o˜es para processamento de contextos nos quais esta˜o presentes
conceitos como EN. Podem enta˜o contribuir indiretamente para determinar RS. Jatowt
et al. criaram uma soluc¸a˜o com a finalidade de emparelhar conceitos semelhantes
distanciados temporalmente[20].
Os espac¸os vetoriais de ambos os conceitos sa˜o usados como matrizes, cujas di-
menso˜es sa˜o o vocabula´rio e as caracter´ısticas de tais vetores representando termos
aˆncora (termos frequentes comuns). Esta matrizes servem para ligar os dois espac¸os
temporais.
Tambe´m a forma como perceptrons multicamadas sa˜o aplicados na informac¸a˜o con-
textual, relativa ao modelo h´ıbrido para a classificac¸a˜o dos tipos de EN, poderia ser
adaptada se fossem manipuladas as representac¸o˜es vetoriais obtidas[15].
Ha´ duas propostas que podem ser mais-valias para a simplificac¸a˜o de contextos. Por
exemplo, tem-se a frase com 3 EN:
A equipa A triunfou contra a equipa B, tal como a C.
Uma simplificac¸a˜o poss´ıvel da frase seria:
A equipa A venceu a equipa B. E a equipa C venceu a equipa B.
Desta forma, os contextos relativos aos pares A-B e C-B encontram-se parecidos.
Assim fica mais expl´ıcita a igualdade das RS dos 2 pares.
Na traduc¸a˜o de frases complexas (no entender de pessoas com baixa literacia) para
frases simples em portugueˆs, Specia propo˜e uma soluc¸a˜o[21]. Deste modo, obteˆm-
se frases le´xica e sintaticamente menos dif´ıceis de analisar. O modelo da framework
baseia-se em probabilidades. Deste surgiu o denominado sistema Moses de traduc¸a˜o
ma´quina estat´ıstica que possui 5 func¸o˜es de recurso.
A experimentac¸a˜o do sistema teve a utilizac¸a˜o duma colec¸a˜o de milhares de artigos
noticiosos do Zero Hora e artigos cient´ıficos do Folha de Sa˜o Paulo, e dividiu-se em treˆs
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fases (treino, afinac¸a˜o e teste). Foram anotadas frases de refereˆncia por um falante
nativo de portugueˆs, sendo executadas 11 operac¸o˜es lexicais/sinta´ticas distintas.
Simples modificac¸o˜es tinham sido bem conseguidas, enquanto complexas, como
inversa˜o de cla´usulas, na˜o se concretizaram devido a razo˜es como a auseˆncia de
anotac¸o˜es nas palavras. A avaliac¸a˜o efetuada demonstrou alta precisa˜o mas baixo
recall.
Por outro lado, Gasperin et al. discutem e comparam duas ordens (emp´ırica e
hiera´rquica) de simplificac¸a˜o, lidando com frases adverbiais, para a aplicac¸a˜o dum
conjunto de regras durante o desenvolvimento dum sistema para tal propo´sito[22].
Frases deste ge´nero teˆm considera´vel impacto na sua complexidade, o que pode influ-
enciar o uso do verbo para a classificac¸a˜o duma RS.
2.3 Identificac¸a˜o/Aglomerac¸a˜o de Relacionamentos
Na descoberta de RS no meio dum par de EN, apo´s o processamento de contextos,
sa˜o criados clusters de pares de EN, adotando o me´todo hiera´rquico Hasegawa et al.[3]
Etapa que e´ seguida pela etiquetagem de cada cluster. As etiquetas caracterizam a
relac¸a˜o desses pares e consistem nas palavras em comum. Estas palavras aparecem na
maioria dos contextos que pertencem ao cluster.
Na figura 2.2, encontra-se uma visa˜o geral na˜o so´ sobre as duas u´ltimas etapas mas
sobre toda a abordagem.
Ja´ a figura 2.3 mostra uma tabela com resultados dos ensaios. Para isto, usaram
exemplares de The New York Times do ano 1995, com dois domı´nios em separado:
pessoa / entidade geopol´ıtica e empresa / empresa.
Determinaram treˆs paraˆmetros para limiares e 5 palavras como tamanho ma´ximo do
contexto. Ainda consideraram padro˜es de expresso˜es paralelas (e e ou sa˜o exemplos)
e expresso˜es peculiares do jornal como contexto ignora´vel. Analisaram o conjunto dos
dados manualmente e identificaram as relac¸o˜es para os dois domı´nios.
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Colocam ainda em discussa˜o quatro aspetos do seu me´todo:
• Propriedades das relac¸o˜es: No caso em que sa˜o direcionais, conseguir distinguir
entre A → B e B → A, e calcular a similaridade de A → B com C → D e
de A→ B com D → C. Tal como ocorreu nas experimentac¸o˜es, palavras eram
partilhadas por pares de EN alinhadas na direc¸a˜o contra´ria. Isso levou a erros
de aglomerac¸a˜o.
• Quantidade de palavras do contexto: Pares pararam indevidamente em deter-
minados clusters na base doutras palavras comuns ocorridas por acidente. Se o
nu´mero ma´ximo for maior do que a quantidade permitida nas experimentac¸o˜es,
podera˜o ser detetadas palavras comuns adicionais, apesar do ru´ıdo aumentar.
• Me´todo de clustering : Conclu´ıram que o me´todo de ligac¸a˜o completa e´ o melhor
para aglomerac¸o˜es, comparado com os de ligac¸a˜o singular e ligac¸a˜o me´dia. O li-
miar da similaridade por cosseno varia na influeˆncia sobre os diferentes domı´nios.
Contudo, o me´todo de ligac¸a˜o completa combinado com limite curto de palavras
do contexto e´ u´til na descoberta de relacionamentos como demonstraram na
avaliac¸a˜o realizada.
• Pares menos frequentes: Descartaram pares de EN onde a coocorreˆncia dos seus
elementos e´ baixa, pois o limiar de frequeˆncia era 30. Para tais pares, desde que
as variedades dos contextos sejam poucas e as normas dos vetores de contexto
sejam demasiado curtas, e´ dif´ıcil de classificar rigorosamente o relacionamento
baseado nesses pares. De modo a ultrapassar esta dificuldade, propo˜em o uso de
bootstrapping. Com o seu me´todo proposto conseguem resolver como selecionar
sementes iniciais.
Antes da descoberta de RS, a soluc¸a˜o de Celik et al. processa as postagens, seguindo
o desempenho da extrac¸a˜o de EN e do enriquecimento semaˆntico[4]. Este passo inicial
e´ um processo que resulta num grafo, ligando os recursos semanticamente enriquecidos,
com EN nos recursos correspondentes.
Na figura 2.4 esta´ a arquitetura concetual que expo˜e ambos os passos, ale´m do
processamento inicial e da forma como RS sa˜o tipificadas. As estrate´gias na detec¸a˜o
das RS teˆm de posicionar por certa ordem pares de EN (de determinados tipos), de
modo a que estes, ao estarem verdadeiramente relacionados (num espec´ıfico per´ıodo
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de tempo), aparec¸am no topo da classificac¸a˜o. A proximidade a` veracidade correspon-
dente aos relacionamentos verdadeiros e´ obtida via DBpedia e um estudo de utilizador.
A figura 2.5 demonstra a precisa˜o perante as duas configurac¸o˜es de teste, diferen-
ciando as estrate´gias baseadas em tweet+not´ıcia, em not´ıcia e em tweet. A MRR
(classificac¸a˜o rec´ıproca me´dia) indica em qual posic¸a˜o o primeiro relacionamento ver-
dadeiro ocorre em me´dia. Ja´ P@20, P@10 e P@5 (precisa˜o nos melhores 20, 10 e 5)
representam a proporc¸a˜o me´dia de relacionamentos verdadeiros dentro dos tops 20, 10
e 5 respetivamente.
Por exemplo, RS entre um par de EN, onde os seus elementos tinham os tipos pessoa
e evento, foram fa´ceis de detetar. O contra´rio na˜o se verifica nas RS entre elementos
do tipo pessoa. A diferenc¸a e´ vista na figura 2.6.
Para RS com menor per´ıodo de tempo, estrate´gias baseadas no Twitter sa˜o mais
precisas na sua detec¸a˜o. Ja´ estrate´gias baseadas em not´ıcias sa˜o melhores para detetar
RS que perduraram. O gra´fico esquerdo da figura 2.7 elucida esse facto. Na avaliac¸a˜o
das estrate´gias, usaram mais de 10 milho˜es de tweets e 70 mil artigos de not´ıcias. A
framework permite uma base para a melhoria na pesquisa e explorac¸a˜o de conteu´dos,
assim como na recomendac¸a˜o dos mesmos.
Especificamente em Biologia, ha´ soluc¸o˜es para a extrac¸a˜o de RS a ter em conta. A
soluc¸a˜o de El Houby parte do pre´-processamento do corpus (com 1000 resumos das
colec¸o˜es de MEDLINE, OMIM e UNIPORT) feito por um named entity recognizer que
a pro´pria implementou (como foi dito anteriormente)[2].
O algoritmo de extrac¸a˜o de relac¸o˜es biolo´gicas utiliza reconhecimento de padro˜es
com vista a` colec¸a˜o de bases de conhecimento. Todo o procedimento esta´ presente na
figura 2.8. Gerados os padro˜es dos va´rios documentos que relacionam termos biolo´gicos
diferentes, sa˜o usados para a extrac¸a˜o dos pares relacionados. O processo e´ iterado
ate´ chegar a conhecimento extra´ıdo.
Como resultados experimentais, extraiu pares entre doenc¸as e genes usando padro˜es
como causada por e associado com. Ainda outros tipos de relac¸o˜es tinham sido
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extra´ıdos, como os que esta˜o na tabela da figura 2.9.
Num domı´nio relacionado, Percha et al. descrevem um novo algoritmo, denominado
Ensemble Biclustering for Classification (EBC)[14]. Este consiste na aprendizagem da
estrutura de relacionamentos biome´dicos automaticamente a partir de texto, sobres-
saindo diferenc¸as na escolha de palavras e na estrutura das frases.
Validam a performance do EBC partindo desde conjuntos curados manualmente de
relacionamentos farmacogeno´micos de PharmGKB e de relacionamentos droga-alvo de
DrugBank. Depois aplicam EBC para mapear o completo universo de relacionamen-
tos droga-gene baseados nas suas descric¸o˜es em Medline. O resultado da aplicac¸a˜o
revelou uma estrutura inesperada que desafia noc¸o˜es correntes acerca de como esses
relacionamentos sa˜o expressados em texto. Usam tambe´m o EBC para descobrir novos
relacionamentos droga-gene para ambas as bases de conhecimento.
PLN e´ um caminho para a extrac¸a˜o de RS. Prova disto e´ o processo de aprendizagem
de relac¸o˜es, na framework de Thenmozhi e Aravindan[5], que implica a extrac¸a˜o de
frases candidatas (dados conceitos) e a sugesta˜o de etiquetas de relac¸o˜es. Entre estas
duas tarefas, sa˜o identificadas as cla´usulas e resolvidas as conjunc¸o˜es. Usam-se regras
independentes do domı´nio para a gerac¸a˜o das cla´usulas.
De seguida, identificam-se triplos candidatos onde se definem as relac¸o˜es. Os treˆs
elementos que definem uma relac¸a˜o sa˜o a etiqueta que representa esta mesma e um
par de EN. Sugesto˜es de etiquetas realizam-se usando uma base de dados lexical
(Wordnet[23]) e a frequeˆncia das relac¸o˜es ja´ obtidas. O esquema com as etapas da
framework esta´ na figura 2.10.
Nas experimentac¸o˜es, trabalharam sobre duas colec¸o˜es de documentos: uma no
domı´nio da agricultura e outra no domı´nio dos computadores. A partir destes, criaram-
se duas ontologias que sa˜o apresentadas nas figuras 2.11 e 2.12.
A avaliac¸a˜o aos diferentes resultados demonstraram que o seu me´todo foi sempre
melhor comparativamente a outros.
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Ainda a propo´sito de PLN, Silva et al. anunciam o primeiro parser robusto ampla-
mente dispon´ıvel para portugueˆs[24].
No que toca tambe´m a RS complexas, Mesquita propoˆs me´todos de extrac¸a˜o de
relac¸o˜es abertas baseados em regras que alcanc¸am alta efetividade, num custo com-
putacional baixo em comparac¸a˜o com abordagens anteriores[25]. O problema foi
enderec¸ado da extrac¸a˜o de relac¸o˜es aninhadas (aceitam instaˆncias de relac¸o˜es como
argumentos) e relac¸o˜es n-a´rias (n > 2 argumentos).
Ainda descreveu uma soluc¸a˜o elegante que comec¸a com me´todos de extrac¸a˜o superfi-
ciais, e que decide dinamicamente e numa base por frase, se desenvolve ou na˜o me´todos
de extrac¸a˜o mais profundos baseados em ana´lise de dependeˆncias e etiquetagem de
pape´is semaˆnticos. A soluc¸a˜o prioriza recursos computacionais extraordina´rios para
frases, descrevendo instaˆncias de relac¸o˜es que esta˜o favoravelmente a ser extra´ıdas
pelos me´todos mais profundos.
Com foco no processo de aglomerac¸a˜o, na˜o apenas de RS, ha´ soluc¸o˜es interessantes.
Uma abordagem automa´tica, dependente do domı´nio, para identificar RS semelhantes,
foi trabalhada por Wang et al.[26] A aglomerac¸a˜o sucede-se a partir de um grafo
tripartido com constrangimentos. A informac¸a˜o de tipos usada pode servir como uma
supervisa˜o indireta para a aglomerac¸a˜o. De modo a se verificar a supervisa˜o, sa˜o
derivados os constrangimentos ou da proximidade a` veracidade de entidades e relac¸o˜es
ou baseados em conhecimento automaticamente induzido a partir dos dados.
As relac¸o˜es aglomeram-se a partir da extrac¸a˜o de informac¸a˜o aberta diretamente
baseadas em estat´ısticas de dados e apenas usando EN como constrangimentos. Estas
EN possibilitam a formac¸a˜o de pares must-link e cannot-link. No primeiro caso, as EN
devem encontrar-se num mesmo cluster. Enquanto no segundo caso, devem encontrar-
se em clusters distintos. Este pares teˆm o propo´sito de melhorar os resultados de
clustering.
O algoritmo tem uma func¸a˜o-objetivo que se pretende minimizar. Esta procura
otimizar a atribuic¸a˜o de etiquetas a clusters. O mesmo algoritmo pode tambe´m ser
aplicado em bases de conhecimento para normalizar diferentes relac¸o˜es com clusters
atribu´ıdos, especialmente relac¸o˜es multi-hop que sa˜o conjugac¸o˜es de mu´ltiplas relac¸o˜es.
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As experimentac¸o˜es concretizaram-se com o uso da base de conhecimento anotada
humanamente Freebase e de dados extra´ıdos por ReVerb (que e´ um sistema de extrac¸a˜o
de informac¸a˜o aberto).
Avaliaram atrave´s de informac¸a˜o mu´tua normalizada, com efeitos de constrangimen-
tos de entidades e de relac¸o˜es. Esta medida pontua 1 se os resultados de aglomerac¸a˜o
correspondem a`s etiquetas da categoria perfeitamente e 0 se os clusters sa˜o obtidos
duma partic¸a˜o aleato´ria.
O respetivo me´todo superou os outros cinco em ambos os cena´rios em que houve
comparac¸a˜o.
Ainda relativo a processos de clustering que usam pares must-link e cannot-link,
ha´ a destacar a abordagem semi-supervisionada de Basu et al. que aplica o campo
aleato´rio de Markov[27]. O problema e´ formulado atrave´s da minimizac¸a˜o, por uma
func¸a˜o-objetivo, onde cada elemento (ale´m da parte da distaˆncia a cada centro´ide)
possui uma parte relativa ao custo desse elemento pertencer ou na˜o a cada cluster.
Sa˜o seguidos dois algoritmos para constrangimento de pares: Explore e Consolidate.
O primeiro essencialmente usa o esquema farthest-first para formar consultas apropri-
adas de modo a obter os vizinhos disjuntos em termos de emparelhamento requerido.
O segundo serve para consolidar a estrutura obtida na fase anterior.
Esta abordagem enquadra-se num caso de aprendizagem ativa, que consiste em
consultar interativamente uma fonte de informac¸a˜o. A finalidade deste tipo de apren-
dizagem e´ obter os outputs desejados nos novos pontos de dados.
Na avaliac¸a˜o, o k-Means de aglomerac¸a˜o constrangida por emparelhamento ativo
provou que ambos os algoritmos sa˜o importantes e superiores (quando combinados)
para a obtenc¸a˜o de melhores resultados em comparac¸a˜o com o k-Means de apren-
dizagem na˜o supervisionado. Conclu´ıram ainda que na˜o existe para ja´ ru´ıdo nos
constrangimentos da framework atual.
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2.4 Suma´rio
Reviu-se trabalho relacionado com va´rios processos que levam a` identificac¸a˜o e aglo-
merac¸a˜o de RS. Inclusive, demonstrou-se diferentes perspetivas para tarefas ideˆnticas.
O estudo ate´ aqui realizado permite definir um ponto de partida para a criac¸a˜o duma
abordagem. A soluc¸a˜o a apresentar deve tanto reconhecer como emparelhar EN.
Finalmente, deve desempenhar clustering de pares com base nos seus contextos a
extrair. No cap´ıtulo 3, sera´ enta˜o apresentado um algoritmo na˜o supervisionado no
sentido em que aglomera pares de EN com base no contexto sem constrangimentos de
qualquer fonte de informac¸a˜o.
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Figura 2.1: Extrac¸a˜o de RS, usando pre´-processamento, com um mo´dulo que gera
padro˜es a partir de cerca de 5 pares va´lidos. Estes funcionam como sementes, sem
qualquer treino e servem para a gerac¸a˜o de pares na forma de tuplos.[2]
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Figura 2.2: Ideia ba´sica de Hasegawa et al.[3] que comec¸a pela colocac¸a˜o de tags nas
EN, identificando os seus tipos, e pela localizac¸a˜o dos contextos. Quando o contexto
acumulado dum par e´ semelhante ao de outro, tera˜o a mesma relac¸a˜o a` partida e por
isso sa˜o aglomerados.
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Figura 2.3: Tabela que demonstra os maiores clusters, por cada domı´nio, juntamente
com o ra´cio do nu´mero de pares correspondendo a` maior relac¸a˜o para o total nu´mero
de pares em cada cluster. Do lado direito, as palavras comuns mais frequentes e as
suas frequeˆncias relativas. Estes dados resultam das experimentac¸o˜es de Hasegawa et
al.[3]
Figura 2.4: Arquitetura concetual da framework de descoberta de RS baseadas no
Twitter.[4] Sa˜o recolhidos posts do microblog e artigos de not´ıcias. Procede-se enta˜o
ao 1o principal passo (extrac¸a˜o de EN e enriquecimento semaˆntico). Gerado o grafo,
onde as EN e os respetivos tipos esta˜o representados nos no´s, e´ dado o 2o e u´ltimo
passo (descoberta de RS tendo em conta selec¸a˜o da fonte, esquema de pesagem,
constrangimentos temporais e tipo de relac¸a˜o). Por fim, saem as relac¸o˜es tipificadas
que podem servir para treˆs aplicac¸o˜es.
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Figura 2.5: Precisa˜o das diferentes estrate´gias de descoberta de RS baseadas em (a)
a proximidade a` veracidade obtida do estudo de utilizador e (b) a proximidade a`
veracidade obtida da DBpedia (sendo mais que 5000 RS).[4]
Figura 2.6: Precisa˜o dos diferentes tipos de RS: (a) de pessoas ou grupos com eventos,
locais e produtos; (b) entre EN que sa˜o do mesmo tipo.[4]
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Figura 2.7: Aspetos temporais: (a) diferenc¸a na precisa˜o entre as estrate´gias baseadas
em not´ıcias e baseadas em tweets para RS com/sem constrangimentos temporais; (b)
diferenc¸a de tempo entre as estrate´gias baseadas em not´ıcias e baseadas em tweets na
detec¸a˜o de certas RS.[4]
CAPI´TULO 2. REVISA˜O BIBLIOGRA´FICA 23
Figura 2.8: O processo completo para a extrac¸a˜o de RS e colec¸a˜o de va´rias bases de
conhecimento[2].
Figura 2.9: Amostra de padro˜es gerados e pares de RS[2].
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Figura 2.10: Framework proposta por Thenmozhi e Aravindan[5].
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Figura 2.11: Ontologia para agricultura criada a partir do me´todo de Thenmozhi e
Aravindan[5].
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Figura 2.12: Ontologia para computadores criada a partir do me´todo de Thenmozhi
e Aravindan[5].
Cap´ıtulo 3
Abordagem
A abordagem que se propo˜e aglomera RS entre pares de EN de forma na˜o super-
visionada e e´ independente do domı´nio no que toca a`s EN e aos contextos. A na˜o
supervisa˜o justifica-se, ale´m da inclusa˜o da ana´lise de clustering, por nomeadamente
na˜o haver constrangimentos no emparelhamento de EN nem na aglomerac¸a˜o dos
pares. Toda a soluc¸a˜o foi escrita na linguagem R[16]. Na primeira fase, faz o
reconhecimento automa´tico das EN, usando PAMPO[1]. Este e´ apropriado para
a detec¸a˜o e localizac¸a˜o de EN num texto, num ou mais ficheiros no formato TXT. No
anexo A, encontram-se detalhes sobre a execuc¸a˜o da sua func¸a˜o principal.
Nas fases posteriores da abordagem, sa˜o usadas funcionalidades do pacote tm[28]
pela vantagem na execuc¸a˜o de tarefas de text mining. O resto da soluc¸a˜o chama
func¸o˜es ba´sicas de R. A figura 3.1 apresenta uma visa˜o geral desde o reconhecimento
das EN ate´ ao processo de aglomerac¸a˜o de RS. Cada retaˆngulo representa dados, onde
o primeiro e´ relativo ao(s) texto(s) e os seguintes sera˜o relativos a quadros de dados
resultantes de processos (representados pelos objetos com fundo verde).
Havendo um conjunto de textos, na˜o estruturados e sem anotac¸o˜es, e´ efetuado o
reconhecimento das EN. Daqui obte´m-se cada EN tal como se encontra no texto, a
sua desambiguac¸a˜o e o seu posicionamento. Podem ser escolhidas EN a retirar e/ou
eliminados registos espec´ıficos do quadro de dados que diz respeito a estas.
Depois sa˜o detetadas as poss´ıveis RS entre pares de EN e extra´ıdos os seus contextos
atrave´s das localizac¸o˜es duma das EN que forma cada par. Consoante o que for
27
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previamente parametrizado, extraem-se ou as palavras no meio dos elementos ou todas
as palavras da frase onde os elementos se inserem. Desta forma, e´ permitida a ex-
plorac¸a˜o de ambos os cena´rios com outros paraˆmetros que influenciam posteriormente
a aglomerac¸a˜o.
Obtidos os pares e os respetivos contextos, estes sa˜o agregados num so´ contexto
tendo em comum o mesmo par. Isto e´ feito para que existam pares u´nicos e para que
todos os contextos dum par sejam caracterizados por completo.
O resultado da agregac¸a˜o sa˜o registos em que cada um conte´m um par distinto de
EN e uma lista com todos os seus contextos. Por fim, e´ aplicada te´cnica de clustering
dos documentos (como sa˜o vistas as listas de contextos). Daqui obte´m-se um quadro
com os elementos que formam os pares de EN, com os nu´meros dos clusters a que
foram atribu´ıdos e as etiquetas que classificam as RS.
Figura 3.1: Abordagem proposta para agrupar RS a partir dum conjunto de textos
na˜o estruturados.
Nas secc¸o˜es restantes deste cap´ıtulo, sa˜o explicadas as va´rias etapas da abordagem
proposta. Para cada etapa, havera´ uma componente concetual e outra relativa a`
CAPI´TULO 3. ABORDAGEM 29
sua implementac¸a˜o. Concetualmente, sa˜o analisados as dificuldades para a soluc¸a˜o
de cada etapa. Os aspetos da implementac¸a˜o incluem informac¸a˜o sobre quadros de
dados, resultantes do processamento concretizado na respetiva etapa.
Na secc¸a˜o 3.1, e´ explicado o reconhecimento das EN, tendo em conta as suas
localizac¸o˜es e desambiguac¸o˜es. A secc¸a˜o 3.2 introduz uma forma de detetar EN que
partilhem a mesma frase e depois o seu emparelhamento de tal forma que potenciais RS
sejam adquiridas. Esta etapa envolve a sub-etapa da secc¸a˜o 3.3. Esta secc¸a˜o apresenta
o que e´ concretizado para os termos do contexto, tanto interme´dio como completo,
serem aproveitados para a comparac¸a˜o entre pares de EN. E na secc¸a˜o 3.4 e´ descrita a
etapa onde e´ definido o clustering. Tambe´m aqui se descrevem va´rios desafios desde a
transformac¸a˜o das listas de contextos em documentos ate´ a` etiquetagem dos clusters.
3.1 Tratamento das EN Reconhecidas
Esta primeira etapa compo˜e a fase do pre´-processamento. Desde a introduc¸a˜o de
informac¸a˜o sobre os textos onde se pretende que haja reconhecimento das EN ate´ que
os dados necessa´rios destas se organizem, e´ necessa´rio ultrapassar alguns desafios:
• Absorver o conteu´do dum texto t ou a localizac¸a˜o dum direto´rio dir onde existem
textos.
• Usar uma func¸a˜o que, ao analisar o conjunto de textos, consiga corresponder
certas sequencias de termos a EN.
• Situar cada EN, atrave´s da sua localizac¸a˜o, ao n´ıvel do documento d, para´grafo
p e frase f . De seguida, confirma-se que a string da EN esta´ contida na string
da frase. A sua importaˆncia deve-se ao facto de possibilitar saber que EN
partilham uma frase e portanto saber quais destas podem emparelhar. Tambe´m
a localizac¸a˜o das EN e´ u´til para a extrac¸a˜o dos seus contextos.
• Perceber quando uma mesma EN representa conceitos diferentes. Ou seja, saber
se m e´ uma menc¸a˜o da entidade e1, e2, etc. Perante EN iguais, e´ necessa´rio que
haja desambiguac¸a˜o. Um dos casos onde ha´ utilidade na distinc¸a˜o e´ quando EN
sa˜o abreviaturas. Por exemplo, saber se a menc¸a˜o APN diz respeito a` Associac¸a˜o
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Portuguesa dos Nutricionistas1, a` Associac¸a˜o Portuguesa de Neuromusculares2
ou a outros conceitos. Deste modo, evita-se o emparelhamento de diferentes EN
que sa˜o relativas ao mesmo conceito, pois pretende-se que os elementos dum par
sejam distintos.
Inicialmente a implementac¸a˜o da abordagem permite a entrada de textos de forma
a que nestes se reconhec¸am e localizem EN. Estas tarefas sa˜o desempenhadas por
PAMPO[1]. Caso o paraˆmetro espec´ıfico indique que o input e´ uma pasta com
ficheiros, o resultado e´ um quadro de dados com 5 atributos: ficheiro, para´grafo, frase,
EN e desambiguac¸a˜o de EN. Caso o mesmo paraˆmetro indique que e´ um texto, o
quadro resultante na˜o possui a 1a coluna. A tabela 3.1 explica o conteu´do de cada
coluna.
Atributo Descric¸a˜o
File Nome do ficheiro.
Paragraph n-e´simo para´grafo.
Sentence n-e´sima frase.
Entity EN tal como se encontra no texto.
Entity desamb Desambiguac¸a˜o da EN com nome distintivo.
Tabela 3.1: Atributos do quadro de dados, gerado pela PAMPO pt que localiza as
EN em textos de ficheiros, na l´ıngua portuguesa.[1]
Os dados pertencentes a` 1a, 4a e 5a coluna do quadro encontram-se como string.
Ainda ha´ possibilidade de remover registos espec´ıficos de EN reconhecidas que na˜o
devem continuar no processo. Outra possibilidade e´ a de definir um conjunto de
excec¸o˜es de EN que na˜o sa˜o consideradas independentemente da sua quantidade e
donde ocorrem.
Por fim, enquanto a remoc¸a˜o das localizac¸o˜es de EN u´nicas nas suas frases e´ a
opc¸a˜o por defeito, existe a possibilidade de dispensar EN que contribuem para outras
frequeˆncias em frases. O que e´ favora´vel quando se pretende trabalhar, por exemplo,
com frases que tenham apenas duas EN.
1http://www.apn.org.pt/
2http://apn.pt/apn/
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3.2 Localizac¸a˜o de RS
A segunda etapa corresponde tambe´m ao pre´-processamento e tem a ver com o foco
em potenciais RS. Sa˜o identificadas algumas dificuldades relativas ao emparelhamento
de EN:
• Saber quais EN esta˜o numa mesma frase. Ou seja, agrupar EN que partilhem o
documento d, o para´grafo p e a frase f .
• Emparelhar EN, distinguidas inclusive pela desambiguac¸a˜o, de acordo com dois
crite´rios. O primeiro e´ a opc¸a˜o de se formarem pares, cujos elementos ou se
encontram apenas consecutivamente na mesma frase ou combinam de todas as
maneiras numa frase. O outro crite´rio tem a ver com determinados pares a− b
e b − a serem considerados o mesmo par. Quando este crite´rio esta´ definido
desta maneira, sa˜o ordenados lexicograficamente os elementos dos pares que na˜o
estejam nesta situac¸a˜o. Por outro lado, quando o elemento a aparece a` esquerda
do elemento b e´ formado o par a − b e forma-se o par b − a se o contra´rio se
suceder.
• Situar os contextos de cada par de EN. Significa que, sabendo do documento d
onde ambos os elementos dum par se encontram, e´ preciso extrair a frase correta
a partir do para´grafo p e depois a partir da frase f .
Dadas as EN reconhecidas pre´-processadas, passa a ser permitida a localizac¸a˜o de
poss´ıveis RS. Existe o paraˆmetro only consecutive que, quando verdadeiro, limita a
criac¸a˜o de pares com EN consecutivas. Para a tarefa de localizac¸a˜o, foi implementada
em primeiro lugar a func¸a˜o scanIteratively que usa um ou dois ciclos iterativos
para verificar que pares de EN podera˜o ter um relacionamento. Em segundo lugar,
definiu-se a func¸a˜o scanEfficiently. Esta caracteriza-se por inicialmente selecionar
cada conjunto de registos que tenham o ficheiro, o para´grafo e a frase em comum.
Na scanIteratively, o primeiro ciclo percorre todos os registos das EN verificando,
em cada iterac¸a˜o, se cada uma pode formar par com a do registo sucessor. Ja´ o
segundo percorre os registos a seguir ao sucessor, que demonstrem que a respetiva EN
segue uma condic¸a˜o juntamente com a do registo correspondente a` iterac¸a˜o do 1o ciclo
e se only consecutive = FALSE. Aqui e´ verificada a possibilidade de formac¸a˜o de
pares. O ponto de vista assinto´tico deste me´todo pode ser visto na secc¸a˜o 3.5. Com
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o objetivo de validar a paridade de EN, e´ preciso antes confirmar se ambas partilham
a mesma frase e se as respetivas desambiguac¸o˜es sa˜o diferentes.
Na scanEfficiently, selecionados todos os registos relativos a cada frase, e´ analisado
um destes, a cada iterac¸a˜o, sendo processado com o posterior caso only consecutive =
TRUE. Se a condic¸a˜o na˜o se verifica, os restantes registos a seguir tambe´m sa˜o
processados um a um com o registo da iterac¸a˜o. Assintoticamente, a func¸a˜o e´ ave-
riguada na secc¸a˜o 3.5. A validac¸a˜o dum par necessita unicamente da distinc¸a˜o das
desambiguac¸o˜es nos respetivos elementos.
Ambas as func¸o˜es retornam resultados iguais, embora a segunda seja mais modular.
Ainda ha´ a ter em considerac¸a˜o que depois de formados os pares e extra´ıdos os seus
contextos, o paraˆmetro order.significance quando toma valor verdadeiro obriga a`
ordenac¸a˜o dos elementos dos pares por qual aparecem nas respetivas frases. A tabela
3.2 mostra que atributos resultam destes me´todos.
Atributo Descric¸a˜o
entity1.name Elemento de EN numa frase de texto processado.
entity2.name Elemento distinto de EN na mesma frase de texto processado.
context Contexto extra´ıdo onde esta˜o presentes ambas as EN.
Tabela 3.2: Pares de EN resultantes da localizac¸a˜o de potenciais RS.
3.3 Extrac¸a˜o de Contextos
A etapa, que se insere na de localizac¸a˜o de pares para RS, e´ a da obtenc¸a˜o do
contexto relativo a esses pares. O contexto neste caso e´ visto como um vetor de
palavras, ignorando outros s´ımbolos como sinais de pontuac¸a˜o ou nu´meros, da seguinte
forma:
C = Cleft, NEleft, Cmiddle, NEright, Cright
.
Focando em cada componente do contexto, entende-se o seguinte:
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• Cleft = . . . , wlefth , . . . e´ a parte a` esquerda do par de EN.
• NEleft = . . . , w1stNEi , . . . termos que definem a EN do lado esquerdo.
• Cmiddle = . . . , wmiddlej , . . . e´ a parte entre os elementos do par de EN.
• NEright = . . . , w2ndNEk , . . . termos que definem a EN do lado direito.
• Cright = . . . , wrightl , . . . e´ a parte a` direita do par de EN.
Deste modo, wlefth , w1stNEi , wmiddlej , w2ndNEk e wrightl sa˜o as palavras nu´mero
h/i/j/k/l das respetivas componentes. Ale´m disso, 0 ≤ h ≤ m, 0 ≤ i ≤ n, 0 ≤
j ≤ o, 0 ≤ k ≤ p, 0 ≤ l ≤ q, onde m, n, o, p e q sa˜o as quantidades de palavras de
cada uma das cinco componentes.
Posto isto, e´ necessa´rio ultrapassar:
• A extrac¸a˜o dos termos certos do contexto que diz respeito ao par.
• A atribuic¸a˜o correta do contexto extra´ıdo a cada par formado.
• A agregac¸a˜o a seguir de todos os contextos num so´, que partilhem o mesmo par.
Portanto, uma opc¸a˜o importante na implementac¸a˜o, para a extrac¸a˜o contextual, e´
what context que tem um de dois valores: between e all. Apo´s a extrac¸a˜o, independen-
temente da atribuic¸a˜o a what context, sa˜o retirados os algarismos e outros s´ımbolos
dos contextos.
O primeiro valor diz respeito a` extrac¸a˜o da string que pode ser vista como o vetor
Cmiddle. A escolha exclusiva de Cmiddle ja´ fez parte de trabalhos semelhantes[3, 2]. Num
destes, a escolha foi justificada com a existeˆncia de menor ru´ıdo em relac¸a˜o a` escolha
de todas as palavras[3]. Ale´m de que El Houby indica que o contexto interme´dio, em
documentos na l´ıngua inglesa, e´ considerado como o mais indicativo de relacionamentos
entre termos[2].
Se se optar pela extrac¸a˜o completa, todas as palavras sa˜o aproveitadas. Numa fase
posterior, NEleft, NEright e outras EN reconhecidas que formem ou fac¸am parte de
Cleft, Cmiddle e Cright na˜o permanecera˜o. Um trabalho com um processo deste tipo
usa toda a frase, embora atrave´s de PLN[5].
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Outras operac¸o˜es sobre contextos sera˜o feitas a` posteriori, entre as quais, que deem
origem a sacos-de-palavras tal como acontece na soluc¸a˜o de Hasegawa et al.[3]. Antes
disso, sa˜o agregados os contextos que nos seus registos partilhem as mesmas EN pela
mesma ordem. O resultado e´ um quadro com a mesma dimensa˜o horizontal, mas em
princ´ıpio com menos instaˆncias e diferente no tipo de dados da 3a varia´vel. A tabela
3.3 esclarece o seu conteu´do.
Atributo Descric¸a˜o
entity1.name Elemento de EN numa frase de texto processado.
entity2.name Elemento distinto de EN na mesma frase de texto processado.
context Lista de todos os contextos onde esta˜o presentes ambas as EN.
Tabela 3.3: Pares de EN resultantes da localizac¸a˜o de potenciais RS, com os seus
contextos agregados.
3.4 Clustering das RS
Quando obtidos os pares de EN com as respetivas listas de contextos, chega-se
enta˜o a` etapa onde sa˜o aglomerados pares com semelhanc¸as ao n´ıvel das RS. Ate´ que
se encontrem pares semelhantes, e´ necessa´rio o desempenho de tarefas que levantam
algumas objec¸o˜es:
• Considerar cada lista de contextos dum par como um u´nico documento.
• Constituir um corpus a partir dos documentos.
• Saber quais os mapeamentos a aplicar nesse corpus.
• Procurar forma de quantificar o peso das frequeˆncias dos termos nos documentos.
• Medir o grau de semelhanc¸a entre os documentos com base nos seus termos.
• Determinar qual o nu´mero indicado de clusters a obter.
• Escolher um me´todo de clustering para esses documentos.
• Corresponder os clusters aos pares de acordo com os respetivos documentos.
• Caracterizar semanticamente cada cluster com termos usados como etiquetas.
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Na implementac¸a˜o da derradeira etapa, e´ definida a tarefa de clustering. O objeto
usado para tal e´ um corpus com documentos que dizem respeito aos contextos dos
pares formados. Portanto, cada lista de contextos passa a ser processada como um
documento. Depois das instaˆncias serem aglomeradas, sa˜o sujeitas a etiquetagem
que auxilia a compreensa˜o do significado de cada RS. As etiquetas variam em cada
nu´mero de cluster atribu´ıdo, consoante o respetivo documento do par esteja colocado.
O algoritmo 1 apresenta uma noc¸a˜o geral de como este passo se processa.
Neste processo, comec¸a-se pela passagem das listas de contextos a um corpus atrave´s
da obterCorpus. Esta func¸a˜o desempenha tal tarefa e mapeamentos no corpus a seguir.
Remove as EN (consideradas excec¸o˜es e que formem pares) e as palavras irrelevantes
(na l´ıngua em que se encontram os dados) se requerido. Retira a pontuac¸a˜o, preser-
vando os travesso˜es entre palavras. Aplica stemizac¸a˜o se exigida.
Usando o corpus, pesarTermos cria uma matriz documento-termo, com opc¸o˜es de
controlo que sa˜o a func¸a˜o de pesagem e a traduc¸a˜o dos termos para letra minu´scula,
retirando antecipadamente documentos sem qualquer termo. A partir daqui, e´ compu-
tada a matriz de distaˆncias seguindo medida distancia. Com esta estrutura e tendo o
nu´mero exato de clusters, ja´ se parte para um dos me´todos de clustering : hiera´rquico
ou k-Means (sendo este o escolhido por defeito). Assim toma-se conhecimento dos
pares a que cluster pertencem por interme´dio dos seus contextos.
Como ocorre em trabalhos anteriores, a atribuic¸a˜o de etiquetas a cada grupo de
RS concretiza-se tendo em conta as frequeˆncias dos termos nos respetivos contextos[3,
5]. Neste trabalho, selecionam-se os n termos mais frequentes (TF) do conjunto de
contextos em cada grupo. Por fim, sa˜o associadas a cada par a chave do cluster a que
pertence e a respetiva sequeˆncia de etiquetas. Aos pares sem cluster, atribu´ı-se 0 e
nenhuma etiqueta. Na tabela 3.4, esta˜o descritos os dados retornados.
3.5 Ana´lise assinto´tica de scanIteratively e sca-
nEfficiently
O me´todo scanIteratively compara Θ(n) vezes se only consecutive = FALSE,
sendo n o nu´mero de registos. Ou O(n) vezes, se only consecutive = TRUE e se
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Algorithm 1 Definic¸a˜o de clustering para pares de EN com RS.
Entrada: Tuplos par, pesagem, medida distancia, args = (), args2 = (metodo =
ward.D), args3 = (algoritmo = Lloyd), aglomerar = k − Means, n clusters,
n termos e remover stopwords
Sa´ıda: Instaˆncias de par, cluster i e etiquetas
corpus← obterCorpus(par, remover stopwords)
matriz pesos← pesarTermos(corpus, pesagem)
matriz distancias← dist(matriz pesos, medida distancia, args)
Se aglomerar == hierarquico
arvore← aglomerar hierarquicamente com matriz distancias e args2
chaves← cortar a´rvore em n clusters
Sena˜o Se aglomerar == k −means
chaves← obter n clusters de k-Means com matriz distancias e args3
Fim Se
Para i de 1 ate´ n clusters Fazer
etiquetas← n termos mais frequentes por matriz pesos e chaves[i]
atribuir i e respetivas etiquetas a cada par por chaves[i]
Fim Para
Devolve par, i e etiquetas
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Atributo Descric¸a˜o
entity1.name Elemento de EN numa frase de texto processado.
entity2.name Elemento distinto de EN na mesma frase de texto processado.
cluster.key Chave do cluster ao qual o par pertence.
label.words Etiquetas que identificam a RS do par.
Tabela 3.4: Pares de EN com as aglomerac¸o˜es de RS.
houver frases localizadas com apenas uma EN. Relativamente a only consecutive =
TRUE, a comparac¸a˜o e´ feita Θ(nk) vezes, sendo k a quantidade ma´xima de EN pre-
sentes numa frase. O me´todo pode chegar a Ω(n2) quando todas as EN se encontram
numa u´nica frase.
Se only consecutive = TRUE, o me´todo scanEfficiently e´ Θ(mk), tal que m e´ o
nu´mero de frases em que aparecem EN e k a quantidade ma´xima destas numa frase.
Na mesma condic¸a˜o, e´ O(m) quando existe uma EN por frase ou e´ O(k) quando todas
esta˜o na mesma frase. Por outro lado, se only consecutive = FALSE, e´ Θ(mk2), ou
O(m) quando cada uma das frases tem so´ uma EN ou O(k2) quando ha´ uma frase que
tem todas as EN.
3.6 Suma´rio
Neste cap´ıtulo, apresentou-se uma abordagem com va´rias etapas ate´ se aplicarem
te´cnicas de clustering. Descreveu-se a soluc¸a˜o ao n´ıvel do pre´-processamento das
EN, dos pares que estas formam e os seus contextos. Depois foi explicada a forma
como se procede a aglomerac¸a˜o dos pares, sendo usados diversos recursos. Entretanto,
detalharam-se informac¸o˜es acerca da implementac¸a˜o feita para este propo´sito. Nestas
informac¸o˜es, destacam-se os conteu´dos que quadros de dados podem ter durante o
processamento. Ainda foram analisadas assintoticamente as duas func¸o˜es definidas
para a localizac¸a˜o de EN a emparelhar. Como resultado, consegui-se software que
permite aglomerar RS com diferentes configurac¸o˜es. No 4o capitulo, demonstra-se
avaliac¸a˜o emp´ırica que serve para encontrar as capacidades e as limitac¸o˜es da soluc¸a˜o
encontrada.
Cap´ıtulo 4
Avaliac¸a˜o Emp´ırica
Neste cap´ıtulo, sa˜o demonstrados resultados obtidos de testes em 3 etapas diferentes
do processo relativo a` abordagem apresentada no cap´ıtulo 3. As etapas testadas sa˜o
o reconhecimento de EN, o emparelhamento das mesmas e a aglomerac¸a˜o dos pares
formados por estas com RS atribu´ıdas. Na secc¸a˜o 4.1, e´ feita uma ana´lise explorato´ria
dos dados obtidos das duas primeiras etapas. A ana´lise incide na distribuic¸a˜o das EN
pelos diferentes para´grafos e frases dos documentos, que constituem o corpus usado
para testar o algoritmo desenvolvido. Tambe´m incide nas frequeˆncias de pares de
EN, que tera˜o RS atribu´ıdas. Pares esses que sa˜o criados consoante os crite´rios ja´
conhecidos no cap´ıtulo 3.
A secc¸a˜o 4.2 indica a metodologia definida para avaliar a efica´cia do algoritmo. Por
fim, na secc¸a˜o 4.3, sa˜o apresentados resultados alcanc¸ados atrave´s da pontuac¸a˜o F1,
relativos a` aglomerac¸a˜o de pares de RS. Esses resultados dividem-se em duas partes
principais: uma tem a ver com o contexto completo dos pares e a outra tem a ver
com o contexto interme´dio dos mesmos. Na primeira parte, sa˜o revelados tambe´m
testes preliminares ale´m dos que seguem a metodologia. A avaliac¸a˜o metodolo´gica e´
desempenhada em duas fases, que sera˜o detalhadas posteriormente na secc¸a˜o 4.2.
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4.1 Ana´lise Explorato´ria dos Dados
Para a abordagem implementada, usaram-se 227 textos na˜o estruturados/anotados
que sa˜o not´ıcias publicadas no portal Sapo1, passando por a´reas desde informac¸a˜o
internacional ate´ economia, desporto ou sociedade. Foram disponibilizadas pelos Sapo
Labs[29]. Na˜o esta˜o agrupadas por quaisquer crite´rios, tais como tempo, espac¸o ou
tema´tica. A publicac¸a˜o destas ocorreu no dia 31 do meˆs de Dezembro do ano de 2010.
A colec¸a˜o e´ usada para dois propo´sitos, principalmente para o u´ltimo:
1. Encontrar falhas em va´rias func¸o˜es que constituem a abordagem apresentada no
cap´ıtulo 3.
2. Servir como input na elaborac¸a˜o dos testes de avaliac¸a˜o ao algoritmo de cluste-
ring proposto.
4.1.1 Reconhecimento de EN
Efetuou-se o reconhecimento automa´tico das EN nos textos. Esta tarefa dura cerca
de 1 minuto. Detetaram-se 6055 EN, sendo 2131 distintas. Contadas as EN, que esta˜o
no conjunto das frases onde cada uma e´ a primeira dum texto, tem-se 1096. Destas,
211 dizem respeito a Lusa ou LUSA. Tal EN refere uma fonte noticiosa2 e aparece
em cabec¸alhos dos documentos. Em 205 casos, aparecem no primeiro para´grafo dum
texto como pode ser visto abaixo:
Lisboa, 31 dez (Lusa) - O Ministe´rio do Trabalho e da Solidariedade Social
assegurou, na quinta-feira, que as chefias de quatro institutos da Seguranc¸a
Social tera˜o vencimentos mais baixos a partir de 2011.
Quanto aos cabec¸alhos doutros 21 ficheiros, Lusa aparece em para´grafos que seguem
o primeiro dum texto, havendo avisos a anteceder. Assim esta´ exposto um desses casos:
*** Servic¸o v´ıdeo dispon´ıvel em www.lusa.pt ***
Viana do Castelo, 31 Dez (Lusa) - O Cafe´ do Repouso, em Chafe´, Viana
do Castelo, cumpre no sa´bado uma tradic¸a˜o de Ano Novo, que comec¸ou
1http://www.sapo.pt/noticias/ - Acedido em 03/11/2016
2www.lusa.pt/ - Acedido em 03/11/2016
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precisamente ha´ 30 anos, disponibilizando comida e bebida de borla para
todos, sejam ou na˜o clientes da casa.
Tambe´m a fonte aparece mencionada em rodape´ nos textos, juntamente com a
sinalizac¸a˜o do final de artigo quase sempre desta forma:
Lusa/Fim.
Cabec¸alhos ou rodape´s, tendo mais de uma EN reconhecida, podera˜o ter identifi-
cados pares para RS. Alia´s, na demonstrac¸a˜o do rodape´ acima, esta´ reconhecida a
nomeac¸a˜o de Fim. Do mesmo modo aparece FIM. Estas duas situac¸o˜es sucedem-se
119 vezes sempre na primeira frase dalgum para´grafo. A hipo´tese de estes termos
apenas servirem para assinalar o final dum artigo e´ evidente. Todavia, o facto de
na˜o haver outras palavras, para formar o contexto, facilita uma posterior remoc¸a˜o dos
pares.
Quanto a EN no cabec¸alho, podem ser u´teis para a formac¸a˜o de pares. Nas
amostras acima, sa˜o vis´ıveis menc¸o˜es a localidades. Estas podem ser reconhecidas
e emparelhadas como quaisquer outras. No entanto, as EN a´ı reconhecidas podem
emparelhar com menos sentido porque na˜o se inserem na estrutura duma frase.
Foram processadas 2488 frases, que se caracterizam por terem EN reconhecidas. O
suma´rio das quantidades de EN, distribu´ıdas por essas frases, e´ apresentado na tabela
4.1. Ha´ uma ideia mais precisa dessa distribuic¸a˜o no gra´fico da figura 4.1.
Min´ımo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
1 1 2 2,43 3 17
Tabela 4.1: Nu´meros de EN reconhecidas por frase.
Existe um domı´nio de frases com 1, 2 ou 3 EN, pois constituem cerca de 78, 42% das
frases processadas. Chegam a ser reconhecidas ate´ 17 numa so´ frase. As frases que
teˆm EN u´nicas sa˜o 1093, faltando 151 para formar metade e 1074 na˜o pertencendo ao
primeiro para´grafo dum texto. Das u´ltimas, 95 na˜o sa˜o a primeira frase dos respetivos
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para´grafos. Se as EN u´nicas em frases forem exclu´ıdas no pre´-processamento, havera´
ganho na performance do algoritmo.
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Figura 4.1: Quantidades de frases por nu´mero de EN nestas reconhecidas
Em relac¸a˜o a frases com mais do que EN u´nicas reconhecidas, sa˜o as que teˆm 2
EN que esta˜o em maioria (relativa). O que se considera um bom ponto de partida
para trabalhar, se forem usados os contextos por completo. Contudo, na˜o devera˜o ser
exclu´ıdas as que teˆm 3 ou mais EN, se se pretende obter resultados mais abrangentes
em termos da diversidade de pares.
Consideraram-se Lusa e Fim desinteressantes. Removidos estes termos, relativos
a` fonte e a` sinalizac¸a˜o de fim dum artigo, passam a haver 5421 EN dispon´ıveis. As
EN removidas passam a ser denominadas como EN desinteressantes (END), o que
significa que na˜o possuem relevaˆncia semaˆntica para o clustering quando inclu´ıdas no
emparelhamento.
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4.1.2 Emparelhamento de EN
Pares pela ordem de nomeac¸a˜o antes da remoc¸a˜o das END
Inicialmente, apenas se removeram 2 registos relativos a EN, devido aos seus valores
do atributo espec´ıfico na˜o corresponderem a`s respetivas menc¸o˜es no texto. Depois
deste pre´-processamento, 6053 EN serviram para a formac¸a˜o de 3486 pares pela ordem
de nomeac¸a˜o, cujos elementos dispo˜em-se consecutivamente na mesma frase.
Discute-se a distribuic¸a˜o dos pares formados, incluindo os das END, para ser de-
monstrada a diferenc¸a estabelecida entre as EN que sa˜o reconhecidas e as que sa˜o
consideradas relevantes para clustering. Desta forma, realc¸a-se a importaˆncia do pre´-
processamento em relac¸a˜o a EN extra´ıdas.
O gra´fico 4.2 transmite uma ideia das frequeˆncias de pares distintos. A tabela 4.2
mostra de forma evidente os pares mais frequentes desta selec¸a˜o. Nota-se que o 1o e o
2o par se destacam, por va´rias dezenas de ocorreˆncias, no que diz respeito a` maioria.
Alguns sera˜o desnecessa´rios para a aglomerac¸a˜o, como o caso do mais frequente, pois
os respetivos contextos sa˜o insignificantes.
Par Frequeˆncia
Lusa - Fim 117
Lisboa - Lusa 73
Porto - Lusa 14
Brasil - Ita´lia 9
Cavaco Silva - BPN 9
Lusa - Governo 9
Tabela 4.2: Pares de EN mais frequentes com os respetivos elementos ordenados por
menc¸a˜o (consecutiva), antes da remoc¸a˜o das END.
Combinam-se agora todos os pares poss´ıveis que partilham uma frase. Sa˜o 8574 no
total. A figura 4.3 mostra a distribuic¸a˜o desses pares por frequeˆncia. Na tabela 4.3 sa˜o
apresentados os pares mais frequentes nesta condic¸a˜o. Verifica-se o mesmo feno´meno
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Figura 4.2: Distribuic¸a˜o das frequeˆncias dos pares de EN (apresentado exemplos) com
os elementos ordenados por menc¸a˜o (consecutiva), antes da remoc¸a˜o das END.
da tabela 4.2, embora haja uma mudanc¸a em unidades no nu´mero de ocorreˆncias tanto
que do 3o ao 6o lugar estejam outros pares.
Pares pela ordem de nomeac¸a˜o apo´s a remoc¸a˜o das END
A partir de 5421 que sobram da remoc¸a˜o das END, sa˜o obtidos 3071 pares pela
ordem de nomeac¸a˜o, cujos elementos dispo˜em-se consecutivamente na mesma frase.
Uma menor dispersa˜o entre pares menos e mais frequentes e´ agora notada na figura
4.4. Agora na tabela 4.4 veˆ-se que os dois pares mais frequentes sa˜o outros e a diferenc¸a
entre todos os mais frequentes e´ de 2 ocorreˆncias. Existe portanto uma diminuic¸a˜o
dessa dispersa˜o.
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Figura 4.3: Distribuic¸a˜o das frequeˆncias dos pares de EN (apresentado exemplos) com
os respetivos elementos ordenados por menc¸a˜o, antes da remoc¸a˜o das END.
Considerando inclusive os na˜o consecutivos, obte´m-se 7351 pares. A figura 4.5
demonstra a distribuic¸a˜o desses pares por nu´mero de ocorreˆncias. Existe uma diferente
disposic¸a˜o dalguns pares entre os mais frequentes, como e´ apresentada na tabela 4.5,
onde as frequeˆncias aumentam algumas unidades.
Pares por ordem lexicogra´fica apo´s a remoc¸a˜o das END
Por u´ltimo, a ana´lise e´ feita sobre os pares criados apo´s a remoc¸a˜o das END, sem
a ordem dos seus elementos nas frases ter influeˆncia. Portanto, considera-se o mesmo
par tanto a− b como b− a. As EN usadas para este emparelhamento sa˜o as mesmas
5421. O total dos pares determinados e´ 3071, tal como o dos pares formados nas
mesmas condic¸o˜es com a excec¸a˜o de se ter em conta a ordem lexicogra´fica dos seus
elementos. O mesmo nu´mero deve-se ao facto de so´ a ordem dos elementos de certos
pares ter sido trocada.
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Par Frequeˆncia
Lusa - Fim 117
Lisboa - Lusa 76
Lusa - Governo 21
Governo - Seguranc¸a Social 16
Porto - Lusa 15
Cavaco Silva - BPN 14
Tabela 4.3: Pares de EN mais frequentes com os elementos ordenados por menc¸a˜o,
antes da remoc¸a˜o das END.
Par Frequeˆncia
Brasil - Ita´lia 9
Cavaco Silva - BPN 9
ministro dos Nego´cios - Estrangeiros 8
Battisti - Ita´lia 7
Governo - Dia´rio da Repu´blica 7
Ita´lia - Battisti 7
Tabela 4.4: Pares de EN mais frequentes com os elementos ordenados por menc¸a˜o
(consecutiva), depois da remoc¸a˜o das END.
Por outro lado, ja´ se nota uma distribuic¸a˜o diferente por frequeˆncia na figura 4.6,
e na tabela 4.6 ha´ exemplos dessa diferenc¸a. Pares anteriormente apresentados, com
os seus elementos nas posic¸o˜es invertidas, teˆm agora a mesma frequeˆncia ou superior.
Isto fez com que surgissem novos pares entre os mais frequentes.
Por exemplo, o par Battisti− Ita´lia soma agora ao seu total a quantidade de pares
Ita´lia − Battisti como pode ser lembrado na tabela 4.4. Esta evideˆncia demonstra
a possibilidade de mais contextos poderem ser aglomerados, quando se considera a
ordem lexicogra´fica, e assim o clustering prosseguir outro caminho.
Incluindo os na˜o consecutivos, tambe´m sa˜o 7351 os pares determinados sob as
mesmas condic¸o˜es, quando se tinha em conta a ordem das EN nas frases. A figura 4.7
mostra a distribuic¸a˜o das frequeˆncias destes pares. A tabela 4.7 demonstra mais um
acre´scimo de pares entre os mais frequentes e alterac¸o˜es nessas posic¸o˜es.
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Figura 4.4: Distribuic¸a˜o das frequeˆncias dos pares de EN (apresentado exemplos) com
os respetivos elementos ordenados por menc¸a˜o (consecutiva), depois da remoc¸a˜o das
END.
As diversas condic¸o˜es no emparelhamento provocam diferentes conjuntos de pares.
Sendo assim, tais condic¸o˜es podera˜o influenciar a qualidade da aglomerac¸a˜o de RS
porque os contextos, que digam respeito a um determinado par, podem variar no seu
nu´mero. Tambe´m esse factor tem influeˆncia, se houver opc¸o˜es de obtenc¸a˜o de contexto
completo ou entre EN.
4.2 Definic¸a˜o da Avaliac¸a˜o
E´ definida uma metodologia de avaliac¸a˜o quantitativa na subsecc¸a˜o 4.2.3. Esta serve
para considerar a distribuic¸a˜o dos pares de EN com RS entre si, tendo em conta va´rias
quantidades de clusters. Antes da metodologia, sera˜o definidos conceitos fundamentais
para uma avaliac¸a˜o de clustering na subsecc¸a˜o 4.2.1. Tambe´m o formula´rio, necessa´rio
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Figura 4.5: Distribuic¸a˜o das frequeˆncias dos pares de EN (apresentado exemplos) com
os respetivos elementos ordenados por menc¸a˜o, depois da remoc¸a˜o das END.
a` avaliac¸a˜o, e´ definido na subsecc¸a˜o 4.2.2.
4.2.1 Restric¸o˜es sobre Pares
De modo a entender se um par de pares de EN deve partilhar um mesmo cluster,
ha´ que ter em considerac¸a˜o que esse par pode ser de um de dois tipos: must − link
e cannot − link. O primeiro e´ considerado quando os elementos desse par devem
pertencer ao mesmo cluster. Ja´ o segundo significa que os elementos desse par na˜o
devem fazer parte do mesmo cluster.
Os dois tipos de par sa˜o conceitos que serviram como constrangimento no em-
parelhamento, para aglomerac¸a˜o semi-supervisionada acompanhada de aprendizagem
ativa, num trabalho apresentado[27] no cap´ıtulo 2. Contudo, nesta dissertac¸a˜o os tipos
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Par Frequeˆncia
Governo - Seguranc¸a Social 16
Cavaco Silva - BPN 14
Brasil - Ita´lia 11
Dia´rio da Repu´blica - Seguranc¸a Social 10
Macau - China 9
Battisti - Brasil 8
Tabela 4.5: Pares de EN mais frequentes com os respetivos elementos ordenados por
menc¸a˜o, depois da remoc¸a˜o das END.
Par Frequeˆncia
Battisti - Ita´lia 14
BPN - Cavaco Silva 14
secreta´rio de Estado - Seguranc¸a Social 11
China - Macau 10
Brasil - Ita´lia 9
Bras´ılia - Ol´ımpia 8
Tabela 4.6: Pares de EN mais frequentes com os respetivos elementos (consecutivos
em menc¸a˜o) ordenados lexicograficamente, depois da remoc¸a˜o das END.
tera˜o um significado mais espec´ıfico. Na˜o tera˜o influeˆncia na distribuic¸a˜o dos pares de
EN pelos clusters. Antes sera˜o formados a partir de pares de EN que se sujeitara˜o a
clustering, seguindo o propo´sito de apenas determinarem a qualidade do clustering.
Must-link: Par cujos elementos p1 (formados por eleft1 e eright1) e p2 (formados
por eleft2 e eright2) sa˜o pares de EN e que se considera encontrarem-se semanticamente
ligados, sendo eleft1 6= eleft2 6= eright2 e eright1 6= eleft2 6= eright2.
Cannot-link: Par cujos elementos p1 e p2 sa˜o pares de EN e que se considera
encontrarem-se semanticamente desligados, sendo eleft1 6= eleft2 6= eright2 e eright1 6=
eleft2 6= eright2.
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Figura 4.6: Distribuic¸a˜o das frequeˆncias dos pares de EN (apresentado exemplos)
com os respetivos elementos (consecutivos em menc¸a˜o) ordenados lexicograficamente,
depois da remoc¸a˜o das END.
Caso haja possibilidade de formar um must − link, atrave´s do par de EN a − b,
com c− d ou o seu inverso (d− c), e´ escolhido o par que apresentar o antecedente e o
consequente da ligac¸a˜o na mesma ordem em que se dispo˜em os elementos de a− b.
4.2.2 Avaliac¸a˜o de Aglomerac¸a˜o
A efica´cia dos testes a` soluc¸a˜o proposta, para o agrupamento de pares com RS
semelhantes, e´ quantificada por precisa˜o e recall. Depois sera´ calculada F1 combinando
as duas medidas anteriores. Com esta medida, pretende-se entender ate´ que ponto se
obte´m a melhor combinac¸a˜o entre precisa˜o e recall. Antes de cada aglomerac¸a˜o, devem
ser formados um conjunto de must− link e outro de cannot− link considerando:
• #TotalParesPrevistosNoMesmoCluster (PMC) como os pares que o me´todo
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Figura 4.7: Distribuic¸a˜o das frequeˆncias dos pares de EN (apresentado exemplos) com
os respetivos elementos ordenados lexicograficamente, depois da remoc¸a˜o das END.
indicara´ que pertencem ao mesmo cluster.
• #TotalParesAtualmenteNoMesmoCluster (AMC) como os pares determina-
dos manualmente a estarem no mesmo cluster.
• #ParesCorretamentePrevistosNoMesmoCluster (CMC) como os que tive-
rem a previsa˜o de cluster do me´todo de acordo com a determinac¸a˜o manual.
Se sa˜o considerados X pares cannot − link e M pares must − link, enta˜o XMC
e MMC sa˜o X os cannot − link indevidamente e M os must − link devidamente
previstos num mesmo cluster.
Por outro lado, XDC e MDC sa˜o X os cannot− link devidamente e M os must−
link indevidamente previstos em diferentes clusters.
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Par Frequeˆncia
BPN - Cavaco Silva 22
Governo - Seguranc¸a Social 18
Brasil - Ita´lia 15
Battisti - Ita´lia 14
BPN - SLN 13
China - Macau 13
Tabela 4.7: Pares de EN mais frequentes com os respetivos elementos ordenados
lexicograficamente, depois da remoc¸a˜o das END
Desta forma, tem-se enta˜o X = XMC +XDC e M = MMC +MDC = CMC +
MDC. Ou seja, MMC = CMC. Ainda ha´ a reter que PMC = XMC + MMC e
AMC = M .
Portanto, as medidas para testar sa˜o formuladas da seguinte maneira:
Precision = CMC/PMC
Recall = CMC/AMC
No primeiro caso, obte´m-se a percentagem de verdadeiros positivos em func¸a˜o de
todos os positivos. No segundo caso, obte´m-se a percentagem de verdadeiros positivos
em func¸a˜o de todos os verdadeiros.
A medida final e´ calculada desta forma:
F1 =
2× Precision×Recall
Precision+Recall
4.2.3 Metodologia Aplicada
O me´todo, a usar nos testes, que permanecera´ inalterado e´ o k-Means para o processo
de clustering, com 30 iterac¸o˜es permitidas no ma´ximo. O me´todo hiera´rquico foi
preterido, ao inve´s do k-Means, pelo acre´scimo da dificuldade em selecionar alturas
onde a´rvores resultantes devem ser cortadas. De modo a haver maior hipo´tese de
convergeˆncia em relac¸a˜o a 10 iterac¸o˜es, o nu´mero escolhido e´ 30.
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Igualmente inalterados estara˜o outros paraˆmetros: a remoc¸a˜o das palavras comuns
e o uso de stemizac¸a˜o. Estes paraˆmetros justificam-se pela reduc¸a˜o do nu´mero de
termos. Assim evita-se que a matriz de distaˆncias fique ta˜o pesada.
Outros 4 paraˆmetros, que combinam diferentes formas da execuc¸a˜o do me´todo, sa˜o
a pesagem das frequeˆncias dos termos nos documentos, a medida de distaˆncia entre
linhas da matriz, a quantidade de clusters e o algoritmo de aglomerac¸a˜o.
Diferentes combinac¸o˜es, de valores dos paraˆmetros, sera˜o comparadas. Quando
o contexto completo dos pares for usado, sera˜o as 10 palavras mais frequentes do
respetivo conjunto de contextos que etiquetam cada RS. Caso seja o contexto in-
terme´dio, sera˜o apenas as 6 palavras mais frequentes porque e´ expeta´vel que hajam
menos palavras para etiquetagem.
Procura-se um equil´ıbrio no nu´mero de termos para etiquetagem. Por um lado,
e´ importante haver etiquetas suficientes para a distinc¸a˜o/caracterizac¸a˜o dos clusters.
Pelo outro, deve-se evitar etiquetas que na˜o sejam suficientemente representativas.
Definem-se c quantidades de clusters baseadas em percentagens do total de pares
sujeitos ao agrupamento. Ha´ uma quantidade interme´dia usada apenas na 1a execuc¸a˜o
enquanto as restantes usam-se na 2a execuc¸a˜o. As percentagens na˜o sa˜o superiores a
50% para que haja pelo menos duas instaˆncias por grupo em me´dia.
Esta separac¸a˜o serve para evitar resultados enviesados. A explicac¸a˜o destes resul-
tados e´ que, antes da 2a execuc¸a˜o, sa˜o escolhidos mais must − link e cannot − link
a partir dos clusters surgidos na 1a execuc¸a˜o. Perante isto, a avaliac¸a˜o relativa a`
quantidade interme´dia teria uma inflac¸a˜o da pontuac¸a˜o devido a` prova´vel disposic¸a˜o
repetida dos novos pares.
E´ permitida a escolha aleato´ria de centros iniciais, na pra´tica do algoritmo k-Means,
por se ter adotado uma estrate´gia na˜o supervisionada. Por isso, os valores definitivos
de F1 sera˜o representados pela me´dia aritme´tica simples dos valores obtidos nas
tentativas va´lidas. Para se obter as estimativas de F1 em cada cena´rio, sa˜o comparadas
as chaves de cluster entre os elementos de cada par must− link ou cannot− link.
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Uma tentativa e´ considerada va´lida, quando numa combinac¸a˜o de paraˆmetros na˜o
ha´ 0 de F1. Esta condic¸a˜o e´ imposta devido a poss´ıveis baixos valores da pontuac¸a˜o.
Caso nenhuma tentativa resulte nalguma combinac¸a˜o, F1 e´ 0 para essa.
Portanto, havera˜o i tentativas por todas as combinac¸o˜es de paraˆmetros estabelecidos
na execuc¸a˜o inicial. Na execuc¸a˜o final, sera˜o desempenhadas j tentativas.
A avaliac¸a˜o processa-se com os seguintes passos:
1. Escolhem-se manualmente paresmust−link e cannot−link iniciais. Os segundos
devera˜o ser aproximadamente metade dos primeiros, de modo a dar-se relevo aos
pares que coincidem atrave´s do cluster.
2. Executam-se aglomerac¸o˜es tendo em conta C0 clusters e a medida de distaˆncia
D0, e calcula-se F1 dos testes resultantes com todas as combinac¸o˜es das pesagens
W 1
st
e dos algoritmos A.
3. Escolhem-se manualmente must − link/cannot − link adicionais a partir dos
clusters resultantes, com o aux´ılio das etiquetas, relativos a` melhor aglomerac¸a˜o
em W 1
st
0 , A0 e i. Procura-se que o acre´scimo na˜o seja mais de metade dos iniciais,
para que a etiquetagem tenha uma influeˆncia minorita´ria na avaliac¸a˜o.
4. Executa-se aglomerac¸o˜es com todas as combinac¸o˜es de C (exceto com C0) e D,
e calcula F1 para todos os cena´rios de W 2
nd
e A.
4.3 Testes
De modo a avaliar a implementac¸a˜o, sa˜o usados os mesmos textos como ja´ tinha
sido dito. So´ se tera´ em considerac¸a˜o F1 como medida na avaliac¸a˜o metodolo´gica. Nos
testes realizados, os paraˆmetros tera˜o os seguintes valores:
• Pesagens dos documentos na 1a execuc¸a˜o - W 1st = TF,TF/IDF,Binary, SMART
• Pesagens dos documentos na 2a execuc¸a˜o - W 2nd =As duas pesagens que tiverem
melhor me´dia de F1 na 1a execuc¸a˜o. Em caso de igualdade, as que tiverem
maiores F1 por um dos valores correspondentes a A. Em caso de nova igualdade,
selecionar pesagens ao acaso.
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• Variac¸o˜es do k-Means - A = Hartigan and Wong,Lloyd,Forgy,MacQueen
• Nu´meros de clusters a` percentagem - C = 2.5%, 5%, 7.5%, 10%, 20%, 30%, 40%
• Medidas de distaˆncia -D = euclidean,maximum,manhattan, canberra, binary,minkowski
Ainda ha´ a garantir que C0 = 10%, D0 = euclidean, i = 6 e j = 3.
4.3.1 Contexto Completo
Nesta fase, todos os testes ao clustering de RS sera˜o executados com o aproveitamento
dos contextos completos (what context = all). Comec¸a-se pelos pares u´nicos em
cada frase, que no total sa˜o 380. As EN dos seus elementos dispo˜em-se pela ordem
lexicogra´fica, apo´s a remoc¸a˜o das END (Lusa e Fim).
4.3.1.1 Testes Preliminares
Foram feitos dois testes de avaliac¸a˜o introduto´rios. Serviram para entender o
comportamento da abordagem ao n´ıvel da execuc¸a˜o do algoritmo proposto. Tambe´m
estes testes serviram para apurar a metodologia definida. Por fim, a utilidade dos
mesmos chega ao aux´ılio na escolha dos must− link e cannot− link.
Para a realizac¸a˜o do primeiro teste preliminar, sera˜o usados W = TD/IDF, o
algoritmo de k-Means (A = Lloyd) com permissa˜o de 10 iterac¸o˜es no ma´ximo, D =
euclidean, C = 10% e remoc¸a˜o de stopwords. De resto, os paraˆmetros sa˜o os que se
encontram por defeito embora sejam escolhidas tambe´m as 10 palavras mais frequentes
de cada cluster para identificar as respetivas RS.
Identificaram-se 20 must− link anotados humanamente. Para cada um dos pares,
foi anotada a raza˜o de cada associac¸a˜o e palavras-chave. A tabela 4.8 apresenta os
seus pares.
Depois identificaram-se 10 cannot − link da mesma forma. Inclu´ıram-se as razo˜es
para as RS distintas de ambos os elementos de cada par. A tabela 4.9 apresenta esses
pares.
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1o elemento 2o elemento
1o elemento 2o elemento 1o elemento 2o elemento
Gre´cia Portugal A´frica do Sul Moc¸ambique
Evo Morales Presidente da Bol´ıvia Hugo Cha´vez presidente da Venezuela
Cristiano Ronaldo Lu´ıs Figo Di Maria Nico Gaita´n
Argentina Buenos Aires Cairo Egipto
Matias Ferna´ndez Paulo Se´rgio Andre´ Villas-Boas Falcao
Sporting de Braga Vito´ria de Setu´bal Benfica Mar´ıtimo
Facebook Twitter Portugal Telecom Vivo
Bertie Ahern Irlanda do Norte Brasil Malam Bacai Sanha´
Berlusconi Ita´lia Cameron Reino Unido
Abdoulaye Wade A´frica Europa Sarkozy
BPP Joa˜o Rendeiro BCI Paulo Manhique
ACNUR Libe´ria Conselho dos Direitos Humanos da ONU Costa do Marfim
Dallas Mavericks Dirk Nowitziki Benfica Francisco Jorda˜o
Barcelona-Dacar Espanha Portugal Rali Lisboa-Dacar
Filipinas Manila China Pequim
Esp Mar´ıa Jose´ Pueyo JESSICA AUGUSTO POR
Alice Timbilili Que´nia Eriteira Zarsenay Tadese
Ayala Racing Club Adrian Wigan
Croa´cia Hungria China Japa˜o
Bertie Ahern Fianna Fail Nicolau dos Santos Lobato presidente da Fretilin
Tabela 4.8: Primeira formac¸a˜o de pares must− link para avaliar clustering de pares
u´nicos em frases.
1o elemento 2o elemento
1o elemento 2o elemento 1o elemento 2o elemento
Ac¸ores Madeira A´frica do Sul Madjone-djone
Battisti Ita´lia BPN BPP
Altri Inapa Abbas Dilma Rousseff
China Macau Bowler Jerome Pelichet
Chui Sai On Executivo de Macau Draga˜o FC Porto
Armando Guebuza Moc¸ambique Anatoly Karpov Gari Kasparov
Alassane Ouattara Gbagbo Grupo Leoni Guimara˜es
China Estados Unidos diretor do GAVE He´lder Diniz de Sousa
Brasil Celso Amorim Induta Justic¸a Militar
A´frica do Sul Itamaraty Mikhail Khodorkovski Platon Lebedev
Tabela 4.9: Primeira formac¸a˜o de pares cannot− link para avaliar clustering de pares
u´nicos em frases.
A avaliac¸a˜o determinou 100% de precisa˜o e 5% de recall. O que resulta em 9, 52%
de F1. Contudo, um must − link teve os seus elementos sem cluster atribu´ıdo. O
tempo de execuc¸a˜o e´ cerca de 5 minutos.
No segundo teste pre´vio, a avaliac¸a˜o e´ feita com mais must− link e cannot− link.
Sa˜o 5 adicionados aos primeiros e sa˜o 12 cannot− link que substituem os anteriores.
No 2o conjunto destes pares, o crite´rio de emparelhamento e´ ideˆntico ao que deve ser
efetuado na metodologia apo´s a 1a execuc¸a˜o. Ou seja, seguiu-se o resultado obtido num
clustering, usando stemizac¸a˜o e alguns paraˆmetros com valores alterados, enquanto
outros mantiveram os seus valores. As anotac¸o˜es humanas que justificam ambos os
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tipos de pares permaneceram.
No entanto, foram retirados dos pares, anteriormente sujeitos a clustering, 23 com
pelo menos uma das EN a ser inva´lidas e 30 que na˜o tinham sido atribu´ıdos a qualquer
cluster. Nas tabelas 4.10 e 4.11, sa˜o apresentados os novos pares.
1o elemento 2o elemento
1o elemento 2o elemento 1o elemento 2o elemento
Maratona Sara Moreira Erc´ılia Machado SC Braga
Jogos Ol´ımpicos de Atenas Se´rgio Paulinho Pequim Telma Monteiro
Bielorru´ssia Lukachenko Bertie Ahern primeiro-ministro da Irlanda
Bertie Ahern Dublin David Cameron Londres
Anto´nio Leita˜o Carlos Lopes Carlos Mozer Roge´rio Gonc¸alves
Tabela 4.10: Segunda formac¸a˜o de pares must− link para avaliar clustering de pares
u´nicos em frases.
1o elemento 2o elemento
1o elemento 2o elemento 1o elemento 2o elemento
Anna Bligh Estado de Queensland Chefe de Estado Manuel Alegre
Bloco de Esquerda Porto Joa˜o Teixeira Lopes Azeddine Araba Se´fit
Constituic¸a˜o da Ru´ssia Kremlin Pamir Tajiquista˜o
Esta´dio Cidade de Coimbra Liga Dia´rio da Repu´blica SIC
Associac¸a˜o Nacional de Defesa dos Clientes do BPN Lisboa Governo Regional dos Ac¸ores Ponta Delgada
Fase Nova Lua Kennedy Presideˆncia dos EUA
Go Bulling Lu´ıs Gonc¸alves Amadora Manuel Damia˜o
Arnoia Malaqueijo La Familia Nazario Moreno
Avenida dos Aliados Manuel Clemente Lu´ıs Gonc¸alves PSI
Ensitel Maria Joa˜o Nogueira Filipe Garcia Jero´nimo Martins
Caron Butler Mavericks II Guerra Mundial Plano Marshall
Graeme McDowell Mike Catt ONU Teera˜o
Tabela 4.11: Segunda formac¸a˜o de pares cannot− link para avaliar clustering de pares
u´nicos em frases.
A nova aglomerac¸a˜o determinou 60% de precisa˜o e 6% de recall, diminuindo 40% e
aumentando 1% respetivamente em comparac¸a˜o com a aglomerac¸a˜o anterior. Assim
verificou-se um aumento ligeiro do F1 para 10, 91. A execuc¸a˜o demorou cerca de 5
minutos, tal como no teste preliminar anterior. Coloca-se a hipo´tese do trade-off estar
relacionado com os diferentes valores de va´rios paraˆmetros, com o pre´-processamento
e/ou com o crite´rio de selec¸a˜o dos pares must− link e cannot− link.
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4.3.1.2 Testes Metodolo´gicos
Para se evitar resultados enviesados, decidiu-se usar o conjunto dos pares do 2o
teste pre´vio com menos dois pares (considerados must− link) que na˜o tinham cluster
atribu´ıdo. Portanto, pares destes e outros, cujos elementos reconhecidos na˜o sejam
entendidos como EN reais, ficam de fora. O segundo caso significa palavras no in´ıcio
de frases que representam verbos/adjetivos ou separac¸a˜o errada de EN. A tabela 4.12
demonstra tais pares.
1o elemento 2o elemento
Argentina Cerca
Cerca Costa do Marfim
CEDEAO Deste
diretor de Direc¸a˜o Excec¸a˜o
Assembleia da Repu´blica Fazendo
Feito Gabinete Me´dico-Legal de Leiria
Conforme IDT
Discuti Korir
Estrangeiros ministro dos Nego´cios
Deste MMC
Hernaˆni Cidade Morre
Manuel Rivera Morre
Interior Morria Liese Prokop
Tabela 4.12: Pares de EN, dos quais pelo menos um dos seus elementos foi considerado
inva´lido, e portanto na˜o sera˜o usados para avaliar clustering de pares u´nicos em frases.
Retirados pares falsos ou com contexto insignificante, sobrando 325, e´ efetuada
a 1a execuc¸a˜o com base na metodologia. Os resultados obtidos, com 32 clusters
requeridos, sa˜o demonstrados na tabela 4.13. A pesagem TF prova ter a melhor
pontuac¸a˜o me´dia por pesagem, embora na˜o se verifique isso com todos os algoritmos
de k-Means. Contudo, foram obtidos os melhores resultados usando o algoritmo de
Lloyd com a pesagem Smart.
Foi praticada a 2a execuc¸a˜o. A figura 4.8 apresenta resultados para os 4 algoritmos
com a pesagem Smart. A maioria dos algoritmos demonstra que, com cerca de 10
clusters, os resultados sa˜o melhores (como e´ claro nas figuras 4.8b, 4.8c e 4.8d).
Nota-se um domı´nio da medida de distaˆncia ma´xima quando sa˜o requeridas as
3 quantidades menores de clusters. Com esta medida e com o algoritmo de Forgy
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Hartigan-Wong Lloyd Forgy MacQueen me´dia
TF 7,93 7,20 7,90 6,02 7,26
TF/IDF 4,10 4,05 5,95 4,00 4,53
Binary 7,90 5,62 5,60 7,10 6,56
SMART 7,30 9,20 5,32 5,97 6,95
Tabela 4.13: Resultados de F1 por algoritmo/pesagem na 1a execuc¸a˜o da metodologia
de avaliac¸a˜o, para pares u´nicos em frases com what context = all.
(presente na figura 4.8c), o valor de F1 aproxima-se dos 50% a partir da menor
quantidade requerida de clusters.
Na figura 4.9 sa˜o vistos os resultados baseados em TF. Confirmam-se algumas
tendeˆncias registadas na pesagem anterior, nomeadamente, o domı´nio da distaˆncia
ma´xima e o algoritmo de Forgy a aproximar-se mais dos 50% de F1. Desta vez, essa
aproximac¸a˜o deveu-se a` 2a menor quantidade requerida de clusters (entre 15 e 20).
E´ expeta´vel que isso se deva a uma mudanc¸a discrepante de precisa˜o e/ou recall em
relac¸a˜o a` diminuic¸a˜o de clusters requeridos.
4.3.2 Contexto Interme´dio
Desta vez, com what context = between, os elementos que formam os pares de EN
encontram-se pela ordem que aparecem nas respetivas frases. A avaliac¸a˜o continua
a seguir a metodologia. Apesar de haver menos palavras em contextos, mante´m-se
stopwords de fora por causa da possibilidade de aparecerem conjunc¸o˜es ou disjunc¸o˜es
que enviesam a aglomerac¸a˜o de RS.
4.3.2.1 Testes Metodolo´gicos
Tal como com o contexto completo, removem-se registos relativos a`s END e depois
retiram-se pares sem cluster atribu´ıdo ou que teˆm elementos reconhecidos que na˜o
sa˜o entendidos como EN reais. Sobram 329 pares para testar. Sa˜o mais 4 do que
no conjunto dos pares, com what context = all. Isto deve-se ao facto de agora haver
alguns pares com as mesmas EN dispostas em ambas as ordens.
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(c) Forgy
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Figura 4.8: Resultados de F1 em 6 quantidades requeridas de clusters, por algoritmo
de k-Means, na 2a execuc¸a˜o da metodologia de avaliac¸a˜o, para pares u´nicos em frases
com what context = all e W 2
nd
= SMART. Legenda mais percet´ıvel no anexo B.
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(a) Hartigan and Wong
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(b) Lloyd
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(c) Forgy
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Figura 4.9: Resultados de F1 em 6 quantidades requeridas de clusters, por algoritmo
de k-Means, na 2a execuc¸a˜o da metodologia de avaliac¸a˜o, para pares u´nicos em frases
com what context = all e W 2
nd
= TF. Legenda mais percet´ıvel no anexo B.
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Efetua-se a 1a execuc¸a˜o, com 33 clusters requeridos, onde os resultados obtidos sa˜o
apresentados na tabela 4.14. A pesagem Smart prova ter a melhor pontuac¸a˜o me´dia.
No entanto, as melhores pontuac¸o˜es, com o mesmo valor, foram o algoritmo de Lloyd
usando a pesagem TF/IDF e o algoritmo de Forgy usando a pesagem Smart.
E´ realc¸ada tambe´m a diferenc¸a entre a maior e a menor pontuac¸a˜o me´dia por
pesagem (Smart e bina´ria) que e´ de aproximadamente apenas 0, 9. Face a estes
resultados, a melhor abordagem para aglomerac¸a˜o com 33 clusters e´ a que utiliza
Smart e Forgy.
Hartigan-Wong Lloyd Forgy MacQueen me´dia
TF 9,27 10,53 9,27 9,27 9,58
TF/IDF 8,00 11,13 8,00 9,87 9,25
Binary 8,63 9,90 8,00 8,63 8,79
SMART 9,90 9,27 11,13 8,63 9,73
Tabela 4.14: Resultados de F1 por algoritmo/pesagem na 1a execuc¸a˜o da metodologia
de avaliac¸a˜o, para pares u´nicos em frases com what context = between.
Na figura 4.10, relativa a` 2a execuc¸a˜o, esta´ destacada a medida de distaˆncia ma´xima,
nos resultados baseados na pesagem TF, quanto menor e´ a quantidade de clusters
requeridos. As figuras 4.10b, 4.10c e 4.10d demonstram isso mesmo, chegando a ser
alcanc¸ada F1 entre 40% e 50%. Tambe´m a figura 4.10a prova que F1 da distaˆncia
ma´xima chega a um valor ideˆntico, embora com maiores clusters requeridos fique com
pontuac¸a˜o abaixo doutras medidas.
Na figura 4.11, relativa a` 2a execuc¸a˜o, destaca-se a medida de distaˆncia ma´xima,
nos resultados baseados na pesagem Smart, quanto menor for a quantidade de clusters
requeridos. Ocorre igualmente para os mesmos algoritmos, demonstram as figuras
4.11b, 4.11c e 4.11d isso mesmo. Chega tambe´m a ser alcanc¸ada F1 entre 40% e 50%.
A figura 4.11a prova, o que se verificou na pesagem anterior. A distaˆncia ma´xima
chega a um valor de F1 ideˆntico ao doutras medidas de distaˆncia. Com as 3 maiores
quantidades requeridas de clusters, a mesma medida de distaˆncia chega a ter pontuac¸a˜o
abaixo doutras medidas.
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Figura 4.10: Resultados de F1 em 6 quantidades requeridas de clusters, por algoritmo
de k-Means, na 2a execuc¸a˜o da metodologia de avaliac¸a˜o, para pares u´nicos em frases
com what context = between e W 2
nd
= TF. Legenda mais percet´ıvel no anexo B.
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Figura 4.11: Resultados de F1 em 6 quantidades requeridas de clusters, por algoritmo
de k-Means, na 2a execuc¸a˜o da metodologia de avaliac¸a˜o, para pares u´nicos em frases
com what context = between e W 2
nd
= SMART. Legenda mais percet´ıvel no anexo
B.
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4.4 Suma´rio
A selec¸a˜o de EN, consoante a sua frequeˆncia por frase, e´ importante para a definic¸a˜o
de trabalho a desenvolver. Uma das razo˜es esta´ relacionada com os casos onde ha´ mais
do que um par de EN numa mesma frase e a extrac¸a˜o do contexto seja completa. Deste
modo e usando um saco-de-palavras, todos os pares duma frase teriam os mesmos
termos, o que poderia levar a que se considerassem semelhantes quando isso nem
sempre ocorre. Um exemplo onde a semelhanc¸a nas RS entre pares da mesma frase
na˜o acontece e´ o seguinte, tendo em conta que Laranjas, Amarelos e Campeonato
Universal sa˜o EN:
Os Laranjas venceram os Amarelos que se estrearam no Campeonato
Universal.
Outra raza˜o da importaˆncia de selecionar EN, pela frequeˆncia por frase, esta´ no
acre´scimo expeta´vel de poss´ıveis pares das mesmas. Esta mudanc¸a provoca aumento
do tempo e do espac¸o para processamento. O uso de milhares de pares, como por exem-
plo 2000, implicou aglomerac¸o˜es, ideˆnticas a`s dos testes preliminares, com durac¸a˜o
superior a 25 minutos. Num cena´rio em que estes milhares de pares seriam testados
com va´rias combinac¸o˜es de paraˆmetros, como se sucede atrave´s da metodologia de
avaliac¸a˜o proposta, seria atingido um tempo de execuc¸a˜o inaceita´vel.
Por outro lado, com centenas de pares torna-se mais dif´ıcil o emparelhamento
manual de must − link. Isto deve-se a` menor probabilidade de se encontrar uma
quantidade representativa destes tipos de pares. Sendo assim, torna-se mais dif´ıcil
concretizar a avaliac¸a˜o eficaz e eficientemente.
Com foco nos testes metodolo´gicos, e´ evidente que com menores quantidades re-
queridas de clusters sa˜o obtidos melhores resultados. Este cena´rio ocorre indepen-
dentemente dos valores doutros paraˆmetros. No entanto, nota-se superioridade de F1
nalguns resultados que usam contextos completos em comparac¸a˜o com os que usam
contextos interme´dios.
A partir destes e outros factos analisados nos conjuntos de gra´ficos, pode-se dizer
que o algoritmo de Forgy e´ o melhor para aglomerar RS. Mesmo que o contexto
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interme´dio por algum motivo tenha de ser usado, Forgy como algoritmo de k-Means
atinge melhores resultados nalguns cena´rios.
Cap´ıtulo 5
Conclusa˜o
Nesta tese, abordou-se o problema de agrupar automaticamente RS entre EN em
textos. Este e´ um problema de grande relevaˆncia para a ana´lise e a compreensa˜o de
textos feita por computador e que tem inu´meras aplicac¸o˜es. Utilizaram-se te´cnicas de
clustering, numa abordagem que comec¸a pelo reconhecimento das EN e prossegue com
o emparelhamento das mesmas lexicograficamente ou por ordem em que aparecem nas
frases.
A abordagem permite que a fase de aglomerac¸a˜o se suceda de diversas formas.
Existe a possibilidade de mapear o corpus, que conte´m ou os contextos interme´dios
ou os contextos completos de pares, com stemizac¸a˜o e/ou remoc¸a˜o de palavras. De
seguida, a pesagem das frequeˆncias dos termos e as medic¸o˜es de distaˆncias entres
estes sa˜o executadas conforme alguns paraˆmetros se encontram. Outros paraˆmetros
permitem definir o algoritmo de clustering usado, que tanto pode ser hiera´rquico como
de k-Means. A quantidade de etiquetas que caracteriza cada cluster criado e´ tambe´m
parametrizada.
Estudaram-se os posicionamentos das EN em textos[29]. Isto serviu para determinar
o uso apenas de pares u´nicos em frases, nos testes realizados ao algoritmo proposto.
Depois de pre´-processamento relativo a EN e aos pares que formam, foram obtidos
resultados de testes com diversas configurac¸o˜es. Depois dos preliminares, fizeram-se
novos testes que seguiram uma avaliac¸a˜o metodolo´gica para ambas as extrac¸o˜es de
contexto. Nestes testes compararam-se diferentes medidas de distaˆncia, pesagens e
quantidades de clusters. Ale´m disso, usado o k-Means, sendo comparados 4 tipos.
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A avaliac¸a˜o metodolo´gica que tambe´m foi apresentada, e usa pares de constrangi-
mento must − link e cannot − link, serviu para tirar ilac¸o˜es. Percebeu-se que ha´
medidas de distaˆncia e pesagens que superam outras. Notou-se um aumento de F1
a` medida que a quantidade requerida de clusters diminui. E o algoritmo de Forgy
demonstrou melhor pontuac¸a˜o ma´xima em alguns cena´rios.
O trabalho de dissertac¸a˜o originou uma soluc¸a˜o de software[30]. Esta pre´-processa
informac¸a˜o sobre EN, os pares que formam e seus contextos. Sobretudo permite
explorar diversos caminhos que influenciam no final a aglomerac¸a˜o de pares com base
nas suas RS. A soluc¸a˜o escrita em R[16] usa PAMPO[1] para reconhecer as EN e
lida com va´rias te´cnicas de text mining [28] e de clustering. E´ disponibilizada uma
componente do software que serve para fazer a avaliac¸a˜o, quando inseridas strings que
descrevem pares must−link/cannot−link escolhidos manualmente. Sa˜o disponibiliza-
dos tambe´m dados gerados a partir de diferentes etapas do processamento. Seguindo a
abordagem apresentada em tese, consegue-se consultar va´rios relacionamentos a partir
duma entidade sugerida.
5.1 Limitac¸o˜es e Trabalho Futuro
A soluc¸a˜o utilizada para o reconhecimento de EN tem em conta a sua desambi-
guac¸a˜o. Contudo, ha´ casos registados que dizem respeito a conceitos gene´ricos que a
desambiguac¸a˜o na˜o permite especificar. Por exemplo, a EN Governo na˜o permite por
si so´ saber de qual pa´ıs e´. Acontece o mesmo com Presidente, pois na˜o se sabe que
organismo e´ presidido. Uma ideia para solucionar esta questa˜o passa por se explorar
cabec¸alhos dos textos ou os pro´prios contextos das EN de modo a especificarem-se
conceitos. O que se pretende e´ que isso contribua para a separac¸a˜o dos contextos
agregados que por sua vez evita a deturpac¸a˜o na obtenc¸a˜o de RS. No entanto, uma
melhor desambiguac¸a˜o na˜o evita a agregac¸a˜o de contextos que evidenciam diferentes
RS entre o mesmo par de EN. Para esta situac¸a˜o, seria u´til que houvesse uma distinc¸a˜o
de contextos com base na semelhanc¸a entre os respetivos termos. Essa distinc¸a˜o
poderia ser resolvida com um limiar de similaridade. Ou ser resolvida com uma soluc¸a˜o
mais sofisticada como Wordnet[23].
Ainda relativamente a melhorias na agregac¸a˜o de contextos, ha´ a indicar que seria
interessante testar este processo integrado no emparelhamento. Significa que, a` medida
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que os pares iam sendo criados, juntava-se cada novo contexto a outros pertencentes a
pares ja´ existentes. Por outro lado, a possibilidade de eliminar cabec¸alhos e rodape´s,
que estejam juntos com primeiras e u´ltimas frases de textos respetivamente, melhoraria
na˜o so´ a capacidade de agregac¸a˜o como a de emparelhamento.
Outra dificuldade notada e´ o conjunto dos textos testados serem relativos a pu-
blicac¸o˜es de apenas um dia e na˜o estarem agrupados por domı´nio. Na primeira
situac¸a˜o, a existeˆncia de mais variedade de pares ajudaria possivelmente na definic¸a˜o
de must−link/cannot−link e na qualidade das aglomerac¸o˜es. E na segunda situac¸a˜o,
na˜o so´ o que e´ indicado na primeira como a eventual diminuic¸a˜o de ru´ıdo, por contextos
de diferentes domı´nios estarem separados, seria um cena´rio real.
A na˜o etiquetagem das palavras de contexto dificulta a definic¸a˜o de RS. De certa
forma, o processo de POST auxiliaria na discriminac¸a˜o de termos com base na sua
classe gramatical. Ale´m disso, palavras menos pro´prias como adjetivos, serviram
indevidamente para a caracterizac¸a˜o de pares, apo´s as tarefas de aglomerac¸a˜o. Isto
dificultou a selec¸a˜o de must− link e cannot− link na segunda parte da metodologia.
Futuramente, POST ajuda a selecionar verbos para caracterizar RS. Igualmente,
apoiara´ a resoluc¸a˜o de ana´foras, conjugac¸o˜es, sino´nimos e inverso˜es presentes nos
contextos. Ainda servira´ para lidar com relac¸o˜es complexas e relac¸o˜es multi-hop.
Entretanto, o tempo gasto nas diferentes combinac¸o˜es de clustering e o espac¸o
em memo´ria que este processo ocupa, provocou atrasos na obtenc¸a˜o de resultados.
De certa forma, influenciou a possibilidade de serem feitos mais testes de avaliac¸a˜o.
Nomeadamente, seriam testes prosseguidos com todos os pares, cujos elementos sa˜o
EN consecutivas nas respetivas frases, ou com todas as pesagens na 2a execuc¸a˜o. A
procura automa´tica do nu´mero o´timo de clusters a obter reduziria a dimensa˜o desses
testes. De qualquer modo, contribuic¸o˜es de computac¸a˜o paralela sera˜o enta˜o presta´veis
para experieˆncias mais exigentes espacial e temporalmente.
Para processamento de maior volume de dados do que os usados no trabalho de
dissertac¸a˜o, o desenvolvimento dum algoritmo de aprendizagem pode ser o mais indi-
cado. Neste caso, uma opc¸a˜o seria a aplicac¸a˜o de aprendizagem supervisionada. Com
base num conjunto de documentos anotados, o algoritmo identificaria e classificaria
RS. O auxilio de k-Means incremental seria importante.
Apeˆndice A
Funcionamento do reconhecedor de
EN
O reconhecimento das EN e´ conseguido atrave´s da definic¸a˜o de apenas dois argumentos[1].
Estes sa˜o Data (uma string de caracteres) e type (um algarismo). Ha´ treˆs combinac¸o˜es
va´lidas de valores para tais argumentos:
• Se type = 0, enta˜o Data e´ um caminho para uma pasta onde estejam ficheiros
que venham a ser processados.
• Se type = 1, enta˜o Data e´ um caminho para um ficheiro que devera´ ser proces-
sado.
• Se type = 2, enta˜o Data e´ o conteu´do dum texto.
O retorno e´ um quadro de dados com as EN, respetivas desambiguac¸o˜es e posic¸o˜es
por para´grafo, frase e ficheiro (a apresentac¸a˜o desta coluna apenas se type 6= 2).
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Apeˆndice B
Legenda sobre medidas de distaˆncia
Aqui e´ apresentada uma ampliac¸a˜o da legenda, usada para demonstrac¸a˜o dos resul-
tados de avaliac¸a˜o ao clustering, alusiva a`s diferentes medidas de distaˆncia. Concre-
tamente, a legenda encontra-se nos gra´ficos relativos a` 2a execuc¸a˜o da metodologia de
avaliac¸a˜o. A figura B.1 apresenta essa legenda com mais detalhe.
Figura B.1: Legenda que distingue medidas de distaˆncia nos gra´ficos sobre avaliac¸a˜o
a` aglomerac¸a˜o de RS.
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