We provide an elementary proof of a simple, efficient algorithm for computing the Euclidean projection of a point onto the probability simplex. We also show an application in Laplacian K-modes clustering.
s.t. x ⊤ 1 = 1 (1b)
This is a quadratic program and the objective function is strictly convex, so there is a unique solution which we denote by x = [x 1 , . . . , x D ] ⊤ with a slight abuse of notation.
Algorithm
The following O(D log D) algorithm finds the solution x to the problem:
Algorithm 1 Euclidean projection of a vector onto the probability simplex. Input: y ∈ R D Sort y into u:
Output: x s.t. x i = max{y i + λ, 0}, i = 1, . . . , D.
The complexity of the algorithm is dominated by the cost of sorting the components of y. The algorithm is not iterative and identifies the active set exactly after at most D steps. It can be easily implemented (see section 4).
The algorithm has the following geometric interpretation. The solution can be written as x i = max{y i + λ, 0}, i = 1, . . . , D, where λ is chosen such that
Place the values y 1 , . . . , y D as points on the X axis. Then the solution is given by a rigid shift of the points such that the points to the right of the Y axis sum to 1.
The pseudocode above appears in Duchi et al. (2008) , although earlier papers (Brucker, 1984; Pardalos and Kovoor, 1990) solved the problem in greater generality 1 .
Other algorithms The problem (1) can be solved in many other ways, for example by particularizing QP algorithms such as active-set methods, gradient-projection methods or interior-point methods. It can also be solved by alternating projection onto the two constraints in a finite number of steps (Michelot, 1986 
A simple proof
A proof of correctness of Algorithm 1 can be found in Shalev-Shwartz and Singer (2006) and Chen and Ye (2011) , but we offer a simpler proof which involves only the KKT theorem. We apply the standard KKT conditions for the problem (Nocedal and Wright, 2006) . The Lagrangian of the problem is
where λ and β = [β 1 , . . . , β D ] ⊤ are the Lagrange multipliers for the equality and inequality constraints, respectively. At the optimal solution x the following KKT conditions hold:
From the complementarity condition (2d), it is clear that if x i > 0, we must have β i = 0 and x i = y i + λ > 0; if x i = 0, we must have β i ≥ 0 and
Obviously, the components of the optimal solution x that are zeros correspond to the smaller components of y. Without loss of generality, we assume the components of y are sorted and x uses the same ordering , i.e.,
and that
In other words, ρ is the number of positive components in the solution x. Now we apply the last condition and have
Hence ρ is the key to the solution. Once we know ρ (there are only D possible values of it), we can compute λ, and the optimal solution is obtained by just adding λ to each component of y and thresholding as in the end of Algorithm 1. (It is easy to check that this solution indeed satisfies all KKT conditions.) In the algorithm, we carry out the tests for j = 1, . . . ,
We now prove that the number of times this test turns out positive is exactly ρ. The following theorem is essentially Lemma 3 of Shalev-Shwartz and Singer (2006). Theorem 1. Let ρ be the number of positive components in the solution x, then
Proof. Recall from the KKT conditions (2) that λρ = 1− ρ i=1 y i , y i +λ > 0 for i = 1, . . . , ρ and y i +λ ≤ 0 for i = ρ + 1, . . . , D. In the sequel, we show that for j = 1, . . . , D, the test will continue to be positive until j = ρ and then stay non-positive afterwards, i.e., y j +
(i) For j = ρ, we have
(ii) For j < ρ, we have
(y i + λ) .
Since y i + λ > 0 for i = j, . . . , ρ, we have
(iii) For j > ρ, we have
Notice y j + λ ≤ 0 for j > ρ, and y j ≤ y i for j ≥ i since y is sorted, therefore
At the j-th test, λ j can be considered as a guess of the true λ (indeed, λ ρ = λ). If we use this guess to compute a tentative solutionx wherex i = max{y i + λ j , 0}, then it is easy to see thatx i > 0 for i = 1, . . . , j, and j i=1x i = 1. In other words, the first j components ofx are positive and sum to 1. If we findx j+1 = 0 (or y j+1 + λ j ≤ 0), then we know we have found the optimal solution and j = ρ becausex satisfies all KKT conditions. 2. To extend the algorithm to a simplex with a different scale, i.e., x ⊤ 1 = a for a > 0, replace the 1− u i terms with a − u i in Algorithm 1.
Matlab code
The following vectorized Matlab code implements algorithm 1. It projects each row vector in the N × D matrix Y onto the probability simplex in D dimensions. 
An application: Laplacian K-modes clustering
Consider the Laplacian K-modes clustering algorithm of Wang and Carreira-Perpiñán (2013) (which is an extension of the K-modes algorithm of Carreira-Perpiñán and Wang, 2013a). Given a dataset x 1 , . . . , x N ∈ R D and suitably defined affinity values w nm ≥ 0 between each pair of points x n and x m (for example, Gaussian), we define the objective function
s.t.
Z is a matrix of N × K, with Z ⊤ = (z 1 , . . . , z N ), where z n = (z n1 , . . . , z nK ) ⊤ are the soft assignments of point x n to clusters 1, . . . , K, and c 1 , . . . , c K ∈ R D are modes of the kernel density estimates defined for each cluster (where G(· 2 ) gives a Gaussian). The problem of projection on the simplex appears in the training problem, i.e., in finding a (local) minimum (Z, C) of (3), and in the out-of-sample problem, i.e., in assigning a new point to the clusters.
Training The optimization of (3) is done by alternating minimization over Z and C. For fixed C, the problem over Z is a quadratic program of N K variables:
where b nk = G( (x n − c k )/σ 2 ), n = 1, . . . , N , k = 1, . . . , K, and L is the graph Laplacian computed from the pairwise affinities w mn . The problem is convex since L is positive semidefinite. One simple and quite efficient way to solve it is to use an (accelerated) gradient projection algorithm. The basic gradient projection algorithm iteratively takes a step in the negative gradient from the current point and projects the new point onto the constraint set. In our case, this projection is simple: it separates over each row of Z (i.e., the soft assignment of each data point, n = 1, . . . , N ), and corresponds to a projection on the probability simplex of a K-dimensional row vector, i.e., the problem (1).
Out-of-sample mapping Given a new, test point x ∈ R D , we wish to assign it to the clusters found during training. We are given the affinity vectors w = (w n ) and g = (g k ), where w n is the affinity between x and x n , n = 1, . . . , N , and g k = G( (x − c k )/σ 2 ), k = 1, . . . , K, respectively. A natural and efficient way to define an out-of-sample mapping z(x) is to solve a problem of the form (3) with a dataset consisting of the original training set augmented with x, but keeping Z and C fixed to the values obtained during training (this avoids having to solve for all points again). Hence, the only free parameter is the assignment vector z for the new point x. After dropping constant terms, the optimization problem (3) reduces to the following quadratic program over K variables: 
