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Resume´
Dans cette the`se, on de´crit une proce´dure permettant de repre´senter les e´quations inte´gra-
les de l’Ansatz de Bethe sous la forme du proble`me de Riemann-Hilbert. Cette proce´dure
nous permet de simplifier l’e´tude des chaˆınes de spins inte´grables apparaissant dans la
limite thermodynamique. A partir de ces e´quations fonctionnelles, nous avons explicite´ la
me´thode qui permet de trouver l’ordre sous-dominant de la solution de diverses e´quations
inte´grales, ces e´quations e´tant re´solues par la technique de Wiener-Hopf a` l’ordre domi-
nant.
Ces e´quations inte´grales ont e´te´ e´tudie´es dans le contextes de la correspondance
AdS/CFT ou` leur solution permet de ve´rifier la conjecture d’inte´grabilite´ jusqu’a` l’ordre
de deux boucles du de´veloppement a` fort couplage. Dans le contexte des mode`les sigma
bidimensionnels, on analyse le comportement d’ordre e´leve´ du de´veloppement asympto-
tique perturbatif. L’expe´rience obtenue graˆce a` l’e´tude des repre´sentations fonctionnelles
des e´quations inte´grales nous a permis de re´soudre explicitement les e´quations de crossing
qui apparaissent dans le proble`me spectral d’AdS/CFT.
Abstract
In this thesis is given a general procedure to represent the integral Bethe Ansatz equations
in the form of the Reimann-Hilbert problem. This allows us to study in simple way
integrable spin chains in the thermodynamic limit. Based on the functional equations
we give the procedure that allows finding the subleading orders in the solution of various
integral equations solved to the leading order by the Wiener-Hopf techniques.
The integral equations are studied in the context of the AdS/CFT correspondence,
where their solution allows verification of the integrability conjecture up to two loops of
the strong coupling expansion. In the context of the two-dimensional sigma models we
analyze the large-order behavior of the asymptotic perturbative expansion. Obtained
experience with the functional representation of the integral equations allowed us also to
solve explicitly the crossing equations that appear in the AdS/CFT spectral problem.
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Introduction
Overview and motivation
Quantum integrable systems play an important role in the theoretical physics. Many
of these systems have direct physical applications. And also, since we can solve them
exactly, the integrable systems are often considered as toy models and provide us with
indispensable intuition for investigation of more complicated theories.
A class of integrable systems can be solved by means of the Bethe Ansatz. Bethe
Ansatz was invented for the solution of the Heisenberg magnet in a seminal work [1]
in 1931. The solvability by means of the Bethe Ansatz essentially relies on the two-
dimensionality of the considered system. Therefore the Bethe Ansatz works in the two-
dimensional statistical models and 1 + 1 dimensional quantum field theories. A two-
dimensional integrable structure was also identified in a way explained below in the
four-dimensional gauge theory: N = 4 supersymmetric Yang-Mills (SYM). This theory
became therefore the first example of a non-trivial four dimensional quantum field theory
where some results were found exactly at arbitrary value of the coupling constant.
N = 4 SYM is also famous due to its conjectured equivalence [2–4] to type IIB string
theory on AdS5×S5. This duality is the first explicit and the most studied example of
the gauge-string duality known as the AdS/CFT correspondence. This duality is usually
studied in its weaker form, which states the equivalence between the ’t Hooft planar limit
of the gauge theory and the free string theory.
The AdS/CFT correspondence between gauge and string theories is the duality of
weak/strong coupling type. It allows giving an adequate description of the strongly cou-
pled gauge theory. On the other hand, the weak/strong coupling nature of the duality
conjecture makes difficult to prove it. Except for the quantities protected by the symme-
try and some special limiting regimes, comparison of gauge and string theory predictions
requires essentially nonperturbative calculations. This is where the integrability turns
out to be extremely useful.
On the gauge side of the correspondence the integrability was initially discovered in
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the 1-loop calculation of anomalous dimensions of single trace local operators [5]. Later
it was conjectured to hold at all loops [6]. According to the integrability conjecture,
the single trace local operators correspond to the states of an integrable spin chain in
which the dilatation operator plays the role of a Hamiltonian. At one-loop level this
is a spin chain with the nearest neighbors’ interactions. It can be diagonalized for
example by algebraic Bethe Ansatz. The all-loop structure of the spin chain is much
more complicated. In particular, the all-loop Hamiltonian is not known. Luckily, one
of the beauties of the integrability is that it gives us a way to find the spectrum of the
system even without knowledge of the exact form of the Hamiltonian. This solution can
be obtained by application of the method which was initially developed in [7] for the two
dimensional relativistic integrable theories. We will now briefly recall this method.
Let us consider a two dimensional integrable relativistic quantum field theory which
has massive particles as asymptotic states. Due to the existence of higher conserved
charges, the number of particles is preserved under scattering and the scattering factorizes
into 2 → 2 processes. Therefore the dynamics of the system is determined by the two-
particle S-matrix. This S-matrix is determined up to an overall scalar factor by the
requirement of invariance under the symmetry group and by the Yang-Baxter equation
(self consistency of two-particle factorization). The overall scalar factor is uniquely fixed
by the unitarity and crossing conditions and the assumption about the particle content
of the theory.
Let our field theory be defined on a cylinder of circumference L. The notion of
asymptotic states and scattering can be defined only for mL≫ 1, where m is the mass
of the particles. If this condition is satisfied, the system of N particles is completely
described by the set of their momenta and additional quantum numbers. Once the
quantum numbers are chosen, the momenta of the particles can be found from the
periodicity conditions which lead to the Bethe equations. In the simplest case when
particles do not bear additional quantum numbers the Bethe equations are written as:
e−ipkL =
N∏
j=1
j 6=k
S[pk, pj ], k = 1, 2, . . . , N. (1)
The energy of the system can be found from the dispersion relation:
E =
N∑
i=1
ε[pi], ε[p] =
√
m2 + p2. (2)
Therefore the knowledge of the scattering matrix solves the spectral problem of the
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theory.
For simplicity we ignored the fact that the masses of the particles can be in principle
different.
It turns out that the AdS/CFT integrable spin chain can be also described in terms
of the factorized scattering. This idea was initially proposed by Staudacher in [8]. In [9]
Beisert showed that the scattering matrix can be fixed up to an overall scalar factor,
known also as the dressing factor, already from the symmetry of the system. The
Yang-Baxter equation is then satisfied automatically. The dispersion relation for the
excitations is given by the expression
ε[p] =
√
1 +
λ
π2
sin2
p
2
, (3)
where λ is the ’t Hooft coupling constant. This dispersion relation was initially derived
in [10].
In [9] the Bethe Ansatz equations were derived from the knowledge of S-matrix using
the nested Bethe Ansatz procedure. The equations coincided with the ones conjectured
in [11]. Note that the equations are defined up to the dressing factor which cannot be
fixed from the symmetry.
Although the logic of derivation is similar to the one in the field theory, in AdS/CFT
we are dealing with the spin chain. This is seen in particular in the dispersion relation
which contains the sine function. As in field theory, the resulting Bethe Ansatz is valid
only in the limit of large volume and is usually called the asymptotic Bethe Ansatz.
In spin chains the notion of the cross channel is not defined. Therefore the formulation
of the crossing equations is not obvious and this prevents us from imposing constraints
on the dressing factor. It seems that knowledge that the spin chain describes the spectral
problem of N = 4 SYM is insufficient to fix the dressing factor of the scattering matrix.
However, we can try using the fact that due to the duality conjecture the AdS/CFT
spin chain should solve also in some sense the string theory. We therefore turn to the
discussion of the string side of the correspondence.
According to the duality conjecture, the conformal dimensions of local operators
are equivalent to the energies of string states. The free string theory is described by
the supersymmetric sigma model1 [12] which is classically integrable [13]2. Assuming
1with properly taken into account Virasoro constraints and remaining gauge freedom which come
from the dynamical nature of the worldsheet metric in string theory.
2The integrable structures were discovered in the same time in gauge and string theories. Develop-
ments of the integrability ideas on both sides of the correspondence mutually used insights from each
other
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its quantum integrability, we again can describe the system in terms of the factorized
scattering matrix and construct the corresponding Bethe Ansatz from it. The AdS/CFT
correspondence then implies that we will obtain the same Bethe Ansatz equations as
for the solution of spin chain. In [14] Hofman and Maldacena proposed to identify
special one-particle excitations of the spin chain with special string configurations known
since then as giant magnons. The proposed identification conformed also the dispersion
relation (3). The physical equivalence of scattering matrices for the sigma model and
for the spin chain was shown in [15]. Therefore we get an interesting phenomenon: a
discrete spin chain solves a continuous field theory.
Due to this phenomenon we can expect the existence of the crossing equations for
the scattering matrix of spin chain excitations. This is not granted, since relativistic
invariance of the system is broken by the gauge fixing. In [16] Janik assumed that the
crossing equations are however present. He derived these equations by purely algebraic
means. We will explain his reasoning in details in subsection 6.3.1 of this thesis.
The existence of a non-trivial dressing factor was established before the crossing
equations were formulated. The dressing factor was found at the leading [17] and sub-
leading [18] orders of strong coupling expansion by comparison of the algebraic curve
solutions [19] for the sigma model and the asymptotic Bethe Ansatz. At first three or-
ders of weak coupling expansion perturbative calculations of the gauge theory showed
that the dressing factor equals 1. If the duality conjecture is true the dressing factor
should interpolate between its values at weak and strong coupling.
Beisert, Hernandez, and Lopez [20] checked that the results [17,18] at strong coupling
satisfy the crossing equations and proposed a class of asymptotic solutions to the crossing
equations to all orders of perturbation theory. Based on this proposal and using a
nontrivial ressumation trick, Beisert, Eden, and Staudacher [21] conjectured a convergent
weak coupling expansion for the dressing factor and found the nonperturbative expression
that reproduced that expansion. Their proposal is known now as the BES/BHL dressing
factor. Based on this conjecture they formulated the integral equation known as the BES
equation. This equation was the Eden-Staudacher equation [22] modified because of the
non-triviality of the dressing factor. The solution of the BES equation allows one to find
the cusp anomalous dimension - the quantity that acquired attention both at gauge and
string side of the correspondence. The BES/BHL proposal passed a non-trivial check.
The cusp anomalous dimension calculated in [21] up to fourth order in the weak coupling
expansion from the BES equation coincided with the four-loop perturbative calculations
in N = 4 SYM [23].
The S-matrix fixed by the symmetry and equipped with the BES/BHL dressing factor
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defines the AdS/CFT integrable system. The anomalous dimensions at arbitrary values
of the coupling constant can be computed using the asymptotic Bethe Ansatz. Since
integrability was not rigorously proven, the validity of the asymptotic Bethe Ansatz had
to be checked.
Personal contribution
The verification of the AdS/CFT Bethe Ansatz at strong coupling was the subject which
initiated my PhD research. This verification resulted in the papers [KSV1,KSV2,V1].
In the papers [KSV1, KSV2] we analyzed the strong coupling expansion of the BES
equation, the paper [V1] was devoted to the strong coupling solution of the generalization
of the BES equation proposed in [24, 25]. These problems proved to be rather difficult.
The solution of these equations was a subject of interest of several theoretical groups
[26–29], [30, 31], [32, 33], [34–37]. In our works we realized that it was particularly
useful to rewrite the integral equation in the form of a specific Riemann-Hilbert problem.
Such representation allowed further significant simplifications of the equations and finally
allowed to solve them perturbatively.
The developed techniques turned out to be useful for the solution of similar integral
equations that appeared in different integrable models. In [V2] we applied this techniques
to find the free energy of the O(n) sigma model in the presence of magnetic field at first
26 orders of the perturbative expansion. The solution at leading and subleading orders
allowed deriving analytically the exact value of mass gap, which was guessed previously
from numerics in [38, 39]. Higher orders of the perturbative expansion allowed testing
the properties of Borel summability of the model.
My fifth paper [V3] gave another evidence for the correctness of the AdS/CFT asymp-
totic Bethe Ansatz. The paper was devoted to the solution of the crossing equation for
the dressing factor. Despite many checks of the BES/BHL proposal this dressing factor
was never obtained directly from the solution of the crossing equation. In [V3] we pre-
sented such kind of derivation. Moreover, we showed that the solution of the crossing
equations is unique if to impose quite natural requirements on the analytical structure of
the scattering matrix and to demand the proper structure of singularities that correspond
to the physical bound states in the theory.
This thesis contains most of the results of the mentioned works [KSV1,KSV2,V1–V3].
The references to these works are listed at the end of the introductory chapter. However,
as we will now explain, the discussed topics in the thesis are not enclosed with explanation
of [KSV1,KSV2,V1–V3].
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About functional equations
While we considered particular problems in the context of the AdS/CFT correspondence,
it became clear that formulation following from the Bethe Ansatz integral equations
in the functional form reveals resemblance between the AdS/CFT integrable system
and rational integrable systems. Therefore we put a lot of attention in this thesis to
reviewing of the simplest rational integrable models, such as XXX spin chain and Gross-
Neveu and principal chiral field sigma models. Instead of using more usual language of
integral equations or Fourier transform we perform the review in terms of the functional
equations. Then we are able to present the AdS/CFT case as a generalization of rational
integrable systems. Basically AdS/CFT spin chain requires for its formulation only one
additional integral kernel K˜ with simple analytical properties.
In the first part of this thesis we also devote attention to such topics as Hirota relations
and thermodynamic Bethe Ansatz (TBA). Also these subjects are not directly used by
us in the AdS/CFT case, there are number of reasons to include them in the current
work. First of all, TBA has a remarkable algebraic structure based on two deformed
Cartan matrices. This algebraic structure is seen also on the level of (linear) functional
equations. Second, the structure of the supersymmetric Bethe Ansatz is much better
seen if Hirota relations are used for its derivation [40]. Third, the discussion of TBA in
the rational case can be thought as a preparation for the subject of TBA in the AdS/CFT
correspondence which has been recently studied in the literature [41–43], [44–47].
The name ”functional equations” is mostly used in this thesis to denote the functional
equations that were used for the asymptotic solution of integral Bethe Ansatz equations.
These functional equations are linear. This thesis deals also with two nonlinear functional
equations. The first type is the Hirota equations. Since Hirota equations coincide with
the TBA equations, the algebraic structure of Hirota equations can be also seen from
the algebraic structure of linear functional equations. The second type is the crossing
equations.
Original results presented in this thesis
This thesis contains few minor original results that were not published before.
In chapter 7 we present the solution of the SL(2) Heisenberg magnet in the logarith-
mic regime and at large values of j. This solution is based on the techniques developed
in [KSV2,V1,V2]. The solution gives a check of the two-loop strong coupling expansion
of the generalized scaling function performed in [48], [V1].
In Sec. 3.5 we show for the case of the SU(2) Gross-Neveu model and equally polarized
6
excitations that the transfer matrices of the spin chain discretization become in the
thermodynamic limit the T -functions which appear in the TBA system.
In Sec. 4.5 we show that the integral equations for the densities of string configurations
in the gl(N |M) case fit the fat hook structure3. This is generalization of the known results
for the gl(N) and the gl(2|2) cases.
In Sec. 8.3 we give an alternative to [34] derivation of the O(6) sigma model from
the BES/FRS equation. This an important check of the AdS/CFT integrable system
originally proposed in [49] and explicitly realized in [34].
In appendix C we solve the mirror crossing equations in a similar way as the physical
crossing equations were solved in [V3]. This allows deriving the mirror integrable theory
based only on the symmetries of the system, without performing analytical continuation
from the physical theory.
Structure of the thesis
The text of the thesis is divided into three parts. The parts were designed in a way that
the reader familiar with basic aspects of integrability could read each part separately.
Therefore some concepts are repeated throughout the text.
Part 1. Integrable systems with rational R-matrix. The main goal of this part
is to give a pedagogical introduction to the subject of integrability.
In the first chapter we introduce the Bethe Ansatz for the integrable XXX spin chain.
The XXX spin chain can be easily formulated and the Bethe Ansatz solution is the exact
one. This Bethe Ansatz is also important since it describes the AdS/CFT integrable
system at one-loop approximation on the gauge side.
In the second chapter we discuss the Bethe Ansatz solution of IQFT on the example
of the principal chiral field (PCF) and the Gross-Neveu (GN) models. We exploit the
constructions developed in the first chapter since the S-matrix in such models up to a
scalar factor coincides with the R-matrix of the XXX spin chain.
The third chapter aims to show that the PCF and GN models can be viewed as
a certain thermodynamic limit of the XXX spin chain. The derivation is based on
the string hypothesis. We show also that the functional structure of the Y-system is
basically dictated by the functional structure of the equations for the resolvents of string
configurations.
3We were informed that this result was also obtained by V.Kazakov, A.Kozak, and P.Vieira, however
it has not been published.
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The fourth chapter is devoted to the supersymmetric generalization of the ideas
developed in the previous chapters.
Part 2. Integrable system of AdS/CFT. This part is devoted for reviewing of the
integrability in AdS/CFT.
In the fifth chapter we make a general overview of the AdS/CFT correspondence,
explain how the integrable system appeared in the spectral problem and discuss the main
examples of the local operators/string states which were investigated in the literature.
In the sixth chapter we explain the main steps for the construction of the asymptotic
Bethe Ansatz. The second part of this chapter is devoted to the solution of the crossing
equations which is based on the author’s work [V3].
Part 3. Integral Bethe Ansatz equations. This part is based on the original
works [KSV1,KSV2,V1,V2]. It is devoted to the perturbative solution of a certain class
of integral Bethe Ansatz equations. The method of the solution is basically the same for
all three cases that are considered (one chapter for one case). This part is provided with
its own introduction.
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Chapter 1
SU(N ) XXX spin chains
1.1 Coordinate Bethe Ansatz
The Bethe Ansatz is one of the most important tools for the solution of the quantum
integrable models. It is applicable to all the integrable models considered in this thesis.
In the first part of the thesis we would try to give a pedagogical review of the Bethe
Ansatz and related topics with the perspective to the modern applications. For other
pedagogical texts see [50–55].
The Bethe Ansatz was initially proposed in [1] for the solution of the SU(2) XXX
spin chain which served as an approximation for the description of the one-dimensional
metal. We will study a slightly more general SU(N) case. The SU(N) XXX spin
chain is defined as follows. To each node of the chain we associate the integer number
with possible values from 0 to N − 1. In other words, each node carries a state in the
fundamental representation of SU(N). The Hamiltonian is given by
H =
∑
k
(1− Pk,k+1) , (1.1)
where Pk,m is the operator that permutes the SU(N) states at sites k and m.
The problem of the diagonalization of the Hamiltonian can be solved by the coor-
dinate Bethe Ansatz. To show how it works, we should choose a pseudovacuum of the
system. A possible choice is |000...00000〉 (the number zero is assigned to all the nodes).
This is indeed a state with the lowest energy, although this energy level is highly de-
generated due to the SU(N) symmetry of the system. For the opposite sign of the
Hamiltonian (antiferromagnetic spin chain) this state is no longer the vacuum but just
a suitable state for the construction of the coordinate Bethe Ansatz.
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We consider subsequently the one-, two-, three- e.t.c particle excitations. By n-
particle excitation we mean a state in which the values of exactly n nodes are different
from 0.
From the one-particle excitations we can compose a plane wave excitation
ψ[{p, a}] =
∑
k
eipkφ[{k, a}], φ[{k, a}] = |00...a(k-th position)...000〉. (1.2)
This plane wave is an eigenfunction of the Hamiltonian with the eigenvalue
E[p] = 2− 2 cos[p]. (1.3)
For the investigation of the two-particle excitations let us first consider the following
state:
ψ[{p1, a1}, {p2, a2}] =
∑
k1<k2
eip1k1+ip2k2φ[{k1, a1}, {k2, a2}], (1.4)
φ[{k1, a1}, {k2, a2}] = |00...a1(k1-th position) . . . a2(k2-th position) . . . 000 > .
The Hamiltonian does not act diagonally on it. However, its action can be represented
in the following form:
(H −E[p1]− E[p2])ψ[{p1, a1}, {p2, a2}] = (1− eip2 + ei(p1+p2))χa1a2 − eip2χa2a1 ,
χab =
∑
k
eik(p1+p2)φ[{k, a}, {k + 1, b}]. (1.5)
It is straightforward to check that the terms χab cancel out if we consider the following
linear combination
Ψ2 = ψ[{p1, a1}, {p2, a2}] + Sb1b2a1a2 [p1, p2]ψ[{p2, b2}, {p1, b1}] (1.6)
with
Sb1b2a1a2 [p1, p2] =
e−ip2 + eip1
1− 2eip2 + ei(p1+p2) δ
b1
a1
δb2a2 −
(eip2 − 1) (eip1 − 1)
1− 2eip2 + ei(p1+p2) δ
b1
a2
δb2a1 . (1.7)
The matrix S is called the scattering matrix. Note that indices ai and bi take values
from 1 to N − 1. This is because the pseudovacuum is not invariant under the SU(N)
symmetry but only under the SU(N − 1) subgroup, therefore the excitations over the
pseudovacuum transform under SU(N − 1).
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It is useful to introduce the rapidity variable θ via the relation
eip =
θ + i
2
θ − i
2
. (1.8)
In terms of the rapidity variables the S matrix has a simpler form:
S[p1, p2] = S[θ1 − θ2] = θ1 − θ2 − iP
θ1 − θ2 + i , (1.9)
Here the operator P permutes the SU(N − 1) states of the particles. It is different from
Pk,m in (1.1) where SU(N) states were permuted.
For a sufficiently long spin chain we can give a physical interpretation for (1.6) as the
scattering process. Let us take p1 > p2. The function ψ[{p1, a1}, {p2, a2}] is interpreted
as the initial state: the particle with momenta p1 is on the left side from the particle
p2. The function ψ[{p2, b2}, {p1, b1}] represents the out state. Scattering of the particles
leads to the exchange of their flavors and to the appearance of the relative phase. The
scattering is encoded in the S matrix. The permutation operator P in (1.9) exchanges
the flavors of the particles1.
The two particle wave function (1.6) can be written in a condensed notation as
Ψ2 = ψ12 + S12ψ21. (1.10)
It turns out that for the three-particle case the following linear combination
Ψ3 = ψ123 + S12ψ213 + S23ψ132 + S13S12ψ231 + S13S23ψ312 + S23S13S12ψ321 (1.11)
is an eigenfunction of the Hamiltonian with the eigenvalue E[p1]+E[p2]+E[p3]. It can be
interpreted as the combination of all possible configurations obtained from the pairwise
scattering of initial configuration given by ψ123. The property that we encounter only
the 2→ 2 scattering process is an essential property of the integrability.
The last term in Ψ3 can be written also as S12S13S23ψ321. This is because the process
(123)→ (321) can be obtained in two different ways. The independence of the order of
individual scattering processes is encoded in the Yang-Baxter equation
S23S13S12 = S12S13S23. (1.12)
1We chose the notation in which the flavor is attached to the momenta of the particle. The other
notation is also possible in which the flavor is attached to the relative position of the particle. In the
latter notation the S matrix differs by multiplication on the permutation operator.
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It is straightforward to check that this equation is satisfied by the S matrix (1.9). The
scattering matrix also satisfies the unitarity condition
S12S21 = 1. (1.13)
Let us consider now the states with larger number of particles. The solution of the
diagonalization problem is obtained in a similar way. This solution is known as the
coordinate Bethe Ansatz. The K-particle wave function is given by
ΨK =
∑
π
Sπψπ[1]π[2]...π[K], (1.14)
where the sum is taken over all permutations. The symbol Sπ means the following.
We choose a realization of π in terms of a product of the elementary permutations:
π = (a1b1) . . . (akbk). The transpositions of only the neighboring particles are allowed.
Then Sπ = S(a1b1)...(akbk) ≡ Sa1b1Sa2b2 . . . Sakbk . The construction of the wave function
is unambiguous since the S matrix satisfies the Yang-Baxter equation (1.12) and the
unitarity condition (1.13).
The Ansatz (1.14) gives the solution of the diagonalization problem for the case of
the spin chain on infinite line. For the case of the periodic spin chain of length L there
are constraints on the possible values of momenta. To write down these constraints we
first need to introduce an appropriate basis in the space of functions (1.14).
The scattering matrix is invariant under action of the SU(N − 1) group. Therefore,
instead PYΨK where PY is the projector to a chosen representation Y of the SU(N − 1)
group. As we will show in the next section, it is possible to decompose the whole
representation space (CN−1)⊗K in a sum of irreps
(CN−1)⊗K = ⊕αYα (1.15)
such that [
K∏
j 6=k
Skj, PYα
]
= 0, k = 1, K. (1.16)
The ordering in the product is taken in such a way that Skj is to the right from Skj′ if
(j − k) < (j′ − k) mod K.
For K = 1 the decomposition (1.15) is a trivial property since the scattering matrix
commutes with the symmetry generators. The nontrivial statement for K 6= 1 is in
14
simultaneous validity of (1.16) for different values of k.
We chose a basis in such a way that each basis wave function lies inside some irrep
Yα. The periodicity condition, which can be written as
φ[{0, a}, {k2, a2}, . . .] = φ[{k2, a2}, . . . , {L, a}], (1.17)
implies the following equations on pk, k = 1, K, for a chosen irrep Yα:
e−ipkLPYα =
K∏
j 6=k
Skj PYα . (1.18)
Once momenta satisfy (1.18), PYαΨk is the eigenfunction of the Hamiltonian on the
periodic chain of length L with the energy
E =
K∑
k=1
(2− 2 cos[pk]) =
K∑
k=1
1
θ2k +
1
4
. (1.19)
Note that if the set of momenta pk is a solution of (1.18) for a given representation
Yα, there is no guaranty that the same set of momenta would be a solution for a different
representation. In fact, the general situation is that a set of momenta is a solution of
(1.18) for only one representation Yα.
The equations (1.18) are best written in terms of the nested transfer matrix2 which
is defined as follows. We introduce an auxiliary particle A, with rapidity θ, in the
fundamental representation of the SU(N−1) group. The nested transfer matrix is given
by
T [θ, {θ1, . . . , θK}] = TrAT , T = SAK ....SA2SA1, (1.20)
where the trace is token over the representation space of the auxiliary particle. Since
S[0] = −P, the periodicity conditions (1.18) can be written as
e−ipkLPYα = −T [θk]PYα. (1.21)
For the case N = 2 the S matrix is just a scalar function and the equations (1.21) reduce
2We use the adjective ”nested” to distinguish (1.20) with what is usually called the transfer matrix
and which we introduce later.
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to (
θk +
i
2
θk − i2
)L
= −
K∏
j=1
θk − θj + i
θk − θj − i (1.22)
which are the Bethe Ansatz equations for the SU(2) XXX spin chain.
Let us now briefly describe how the solutions of the Bethe equations (1.22) are mapped
to the eigenstates of the Hamiltonian (1.1) for the case N = 2.
The solutions with at least two coinciding rapidities lead to a zero wave function.
This is due to the fact that S[0] = −1. Each solution with pairwise different rapidities,
K ≤ L/2, and finite values of θk leads to an eigenstate of the Hamiltonian3. This
eigenstate is a highest weight vector in the irreducible multiplet of SU(2). To obtain
the other states of this multiplet we have to add subsequently the particles with infinite
rapidities (zero momenta) to the solution. Adding the particle with infinite rapidity
is equivalent to the action of the lowering generator of the su(2) algebra on the wave
function. The Bethe Ansatz solution is complete [56]. This means that all the eigenstates
of the Hamiltonian can be obtained by the procedure that we described.
1.2 Nested/Algebraic Bethe Ansatz
For N > 2 we have to diagonalize the nested transfer matrix (perform the decomposition
(1.15)) in order to solve the periodicity conditions (1.21). This is the subject of the
nested Bethe Ansatz. We consider first the case of the SU(3) spin chain. In this case
Figure 1.1: Main definitions, unitarity and Yang-Baxter equations.
3There are few solutions of exceptional type of the Bethe equations, which require the proper regu-
larization to fit this picture. The example is the solution θ1 = −θ2 = i/2 for K = 2 and L = 4.
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Figure 1.2: Nested monodromy and transfer matrices
the excitations over the pseudovacuum can have only two labels, 1 and 2.
It is instructive to use the graphical representation (see Fig. 1.1) for the algebraic
constructions that we will use. In the graphical representation each particle is represented
by an arrow. For each arrow we assign the rapidity and the color. If the direction is not
shown explicitly we take by default that the particle propagates 1)from left to right and
2)from bottom to top. S matrix is given as an intersection of two lines (scattering of the
particles).
The graphical representation of the nested monodromy matrix T and the nested
transfer matrix T defined by (1.20) are shown in Fig. (1.2).
The nested monodromy matrix T scatters the auxiliary particle through all the phys-
ical particles. Since in the considered case (N = 3) particles can be in one of two states (1
or 2), we can write the nested monodromy matrix as a two by two matrix with elements
acting on the physical space only:
T =
(
A[θ] B[θ]
C[θ] D[θ]
)
, . (1.23)
Obviously, T = A+D.
The nested transfer matrices with different values of θ commute with one another:
[T [θ], T [θ′]] = 0. (1.24)
Indeed, from the Yang-Baxter equation the following equation follows:
=
S[θ − θ′]T [θ]T [θ′] = T [θ′]T [θ]S[θ − θ′]. (1.25)
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It can be also rewritten as
ST [θ]T [θ′]S−1 = T [θ′]T [θ]. (1.26)
Taking the trace over the representation spaces of both auxiliary particles in (1.26) we
prove the commutativity of the nested transfer matrices.
Due to the commutativity of the nested transfer matrices the simultaneous diago-
nalization of T [θk] is possible. Since T [θ] is invariant under the symmetry algebra, the
condition (1.16) can be also satisfied and the Bethe Ansatz equations (1.21) can be
constructed.
To solve the problem of diagonalization of T [θ] we first introduce a nested pseudovac-
uum. It consists of the particles with rapidities θ1, . . . , θK , all of them are of the color 1.
We will denote this new pseudovacuum as |01〉.
The nested transfer matrix acts diagonally on |01〉:
T [θ]|01〉 = =
(
Q[θ − i]
Q[θ + i]
+
Q[θ]
Q[θ + i]
)
|01〉, (1.27)
where we introduced the Baxter polynomial
Q[θ] =
K∏
j=1
(θ − θj). (1.28)
Excitations over the nested pseudovacuum are generated by B operators:
Φ = B[λ1]B[λ2] . . . B[λK ′]|01〉. (1.29)
These states are given by the diagram in Fig. 1.3.
Generically, the action of the nested transfer matrix on the state Φ is not diagonal.
However this is the case if the rapidities λ satisfy the relation
Q[λj − i]Qλ[λj + i] + Q[λj]Qλ[λj − i] = 0, j = 1, K ′, Qλ[θ] ≡
K ′∏
j=1
(θ − λj). (1.30)
The eigenvalue of the transfer matrix is then given by
T [θ]Φ =
(
Q[θ − i]
Q[θ + i]
Qλ[θ + i]
Qλ[θ]
+
Q[θ]
Q[θ + i]
Qλ[θ − i]
Qλ[θ]
)
Φ. (1.31)
Here we do not prove that the condition (1.30) is necessary and sufficient to diago-
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Figure 1.3: Construction of ”exited” states (1.29) over the nested pseudovacuum.
nalize action of T . See for example [51]. However note that the relation (1.30) can be
read from the eigenvalue of the transfer matrix in the following way. From the form of
the S matrix we see that the nested transfer matrix cannot have poles at θ = λj. The
application of this demand to (1.31) gives us (1.30).
If we shift the variables λ by i
2
, the equation (1.30) acquires the form of the nested
Bethe Ansatz equation:
1 = −Q[λk −
i
2
]Qλ[λk + i]
Q[λk +
i
2
]Qλ[λk − i]
= −
K∏
i=1
λk − θi − i2
λk − θi + i2
K ′∏
j=1
λk − λj + i
λk − λj − i . (1.32)
The periodicity condition (1.21) leads to the following Bethe equation:
e−ipkL = −T [θk] = −Q[θk − i]
Q[θk + i]
Qλ[θk +
i
2
]
Qλ[θk − i2 ]
. (1.33)
From solution of (1.33) and (1.32) we can construct the eigenstate for the SU(3) XXX
spin chain using (1.29) and (1.14) and find its energy using (1.19).
Algebraic Bethe Ansatz for the SU(2) XXX spin chain
We can make another interpretation for the relations (1.30). If to put all the θk equal to
−i/2, then (1.30) transforms to
(
λk +
i
2
λk − i2
)K
= −
K ′∏
j=1
λk − λj + i
λk − λj − i . (1.34)
This is nothing but the Bethe Ansatz (1.22) for the Heisenberg SU(2) XXX spin chain
with L,K replaced by K,K ′.
Of course, when all θk are equal, we cannot interpret them as rapidities of excitations
in the spin chain - the wave function would be just zero for them. Correspondingly,
the periodicity condition (1.18) looses its sense. Instead, each particle with rapidity
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θ = − i
2
is interpreted as a node in the spin chain. Diagonalization of T [θ] automatically
diagonalize the Hamiltonian due to the following equality:
HXXX = −i 1
T [θ]
dT [θ]
dθ θ = − i
2
. (1.35)
The nested eigenvectors (1.29) are proportional to the corresponding states (1.14) of the
coordinate Bethe Ansatz.
This approach of solving the XXX spin chain is called the algebraic Bethe Ansatz
[57, 58]. The matrix T [θ] in the algebraic Bethe Ansatz approach is called the transfer
matrix of a spin chain. This explains why in previous section we used the notion of
the ”nested” transfer matrix: to distinguish between nested and algebraic Bethe Ansatz
interpretations.
Together with the diagonalization of the Hamiltonian the algebraic Bethe Ansatz
gives us the possibility to construct higher conserved charges. The local conserved charges
are the coefficients of the expansion of the transfer matrix around a singular point θ =
− i
2
:
T [−i/2 + ǫ] = (−1)KPei(ǫHXXX+ǫ2H3+...). (1.36)
Here P is the operator of translation by one node of a spin chain.
Expansion around any other nonsingular point gives us other conserved charges that
are not local. Of course the distinction between locality and no locality can be made
only in the limit of infinite length.
Nested Bethe Ansatz for N > 3
Figure 1.4: Nesting procedure
The construction that we used to diago-
nalize T [θ] can be generalized to the case
with arbitrary N [59].
For example for N = 5 any excited
state can be built by the procedure shown
in Fig. 1.44.
Again, the nested transfer matrix acts
diagonally if and only if the rapidities λ,
4We conjecture that Fig. 1.4 is equivalent to the procedure in [59]. Although we did not prove this
explicitly, we checked on simple examples that the procedure in Fig. 1.4 generates eigenstates of the
transfer matrix once the rapidities satisfy nested Bethe Ansatz equations.
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β and γ satisfy relations which are exactly
the nested Bethe Ansatz equations. The shortcut to write these relations can be read
from the fact that the eigenvalue of the transfer matrix on the nested state is given by(
Q[θ − i]
Q[θ]
Qλ[θ + i]
Qλ[θ]
+
Qλ[θ − i]
Qλ[θ]
Qβ[θ + i]
Qβ[θ]
+
Qβ[θ − i]
Qβ[θ]
Qγ [θ + i]
Qγ [θ]
+
Qγ [θ − i]
Qγ [θ]
)
Q[θ]
Q[θ + i]
(1.37)
and the requirement that the transfer matrix does not have poles except for θ = θk + i.
The nested Bethe Ansatz equations can be encoded in the following diagram:
Figure 1.5: The Dynkin diagram for the nested Bethe Ansatz
Each node of the diagram corresponds to the one type of nested Bethe roots. For
each node its left neighbor plays the role of the inhomogeneous spin chain. The cross
corresponds to the initial homogeneous spin chain (each node of which can be interpreted
as a particle with rapidity equal to −i/2).
Actually, the diagram 1.5 without cross is nothing but the Dynkin diagram. The cross
corresponds to the fact that we consider particles in the fundamental representation of
the SU(N) group defined by the Dynkin labels [1, 0, 0, 0].
Each physically meaningful solution of the Bethe equations should not contain coin-
ciding rapidities. The solutions with only finite Bethe roots and the numbers of Bethe
roots that satisfy inequalities (1.44) give the highest weight vectors in the irreducible mul-
tiplet of the SU(N) group. The highest weight states and the states obtained from them
by action of the symmetry generators span the whole Hilbert space of the system [60].
If to put θk = − i2 , we can interpret Fig. 1.4 as the algebraic Bethe Ansatz for the
SU(4) spin chain. In this case the procedure shown in Fig. 1.4 gives us also the wave
function of the corresponding eigenstate.
It is also possible to construct the Bethe Ansatz for arbitrary simple Lie algebra and
arbitrary irreducible representation (irrep). For a Lie algebra of rank r defined by the
Cartan matrix cab and for the irrep given by the Dynkin labels [ω1, . . . , ωr] the Bethe
Ansatz equations for a homogeneous spin chain of length L are written as [61]:
(
θa,j +
i
2
ωa
θa,j − i2ωa
)L
= −
r∏
b=1
Kb∏
k=1
θa,j − θb,k + i2cab
θa,j − θb,k − i2cab
, a = 1, r, j = 1, Ka. (1.38)
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1.3 Counting of Bethe roots and string hypothesis
For the simplest case of the SU(2) magnet the number of the Bethe roots cannot be
larger than the half of the length of the spin chain. This restriction can be explained
by the representation theory. Each solution of the Bethe equations with all Bethe roots
being finite corresponds to a highest weight vector. We cannot construct the highest
weight vector for the number of excitations larger than the half of the length.
The same logic may be applied in principle for the SU(N) magnet. However, it
would be nice to see how the constraints on the number of the Bethe roots come directly
from the Bethe equations. We will first do this derivation for the SU(2) case and then
generalize to arbitrary N .
It is useful to introduce the Baxter equation(
u+
i
2
)L
Q[u− i] +
(
u− i
2
)L
Q[u+ i] = T [u]Q[u]. (1.39)
Assuming that Q[u] is a polynomial, it is easy to see that the set of the Bethe equations
in the SU(2) case (1.22) is equivalent to the demand that the function T [u] defined by
(1.39) is an entire function (and therefore is a polynomial).
The zeroes of Q[u] are the Bethe roots, therefore Q[u] is the Baxter polynomial (1.28).
The reader can recognize in T [u] the eigenvalue of the transfer matrix rescaled by an
overall factor (cf. (1.31)).
Let us take a solution of the Bethe equations which consists only from real roots and
find all zeroes of the l.h.s. of (1.39). Among these zeroes there are Bethe roots (zeroes
of Q[u]) and zeroes of T [u]. The real zeroes of T [u] we will call holes. The zeroes of T [u]
with nonzero imaginary part will be called accompanying roots.
Accompanying roots are situated roughly on the distance i above and below the
Bethe roots. This fact can be understood in the large L limit. Indeed, if we consider
the region Im[u] > 0 for the large L, generically the second term in the l.h.s. of (1.39) is
suppressed with respect to the first one. To estimate the magnitude of the suppression
one can approximate
log
[(
u+ i
2
u− i
2
)L
Q[u− i]
Q[u+ i]
]
≃ iL
Re[u]
−
M∑
k=1
2i
u− uk + L
Im[u]
Re[u]2
−
M∑
k=1
2Im[u− uk]
Re[u− uk]2 . (1.40)
We see that suppression is strong at large L if u is sufficiently close to origin.
The first term in the l.h.s. of (1.39) is suppressed for Im[u] < 0. Therefore in the
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Figure 1.6: Structure of zeroes of the l.h.s. of (1.39) (the complex Bethe roots are
allowed).
large L limit we can write approximately(
u+
i
2
)L
Q[u− i] = T [u]Q[u], Im[u] > 0,(
u− i
2
)L
Q[u+ i] = T [u]Q[u], Im[u] < 0. (1.41)
We see that the accompanying roots are given in the first approximation by zeroes of
Q[u− i] and Q[u+ i]. Therefore each Baxter root gives 2 accompanying zeroes in T [u].
Counting the number of zeroes on both sides of the Baxter equation, we obtain
L+ n = n + 2n+ nh, → n = L− nh
2
, (1.42)
where n is the number of Bethe roots and nh is the number of holes.
The maximally filled state does not contain holes and we obtain the known restriction
on the number of the Bethe roots.
This analysis is simply generalized to the case of SU(N) magnet. In this case we
have N − 1 types of Bethe roots. Let us denote the number of roots of each type by
n1, n2, . . . , nN−1. For the k-th type of the Bethe roots we can write the Baxter equation:
Qk−1
[
u+
i
2
]
Qk+1
[
u+
i
2
]
Qk [u− i] + c.c = Qk[u]Tk[u]. (1.43)
Now the Qk−1
[
u± i
2
]
Qk+1
[
u± i
2
]
play the same role as (u± i
2
)L in (1.39) and we obtain
2nk ≤ nk−1 + nk+1.
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The complete set of inequalities can be written as
2n1 ≤ L+ n2, 2n2 ≤ n1 + n3, . . . 2nN−2 ≤ nN−3 + nN−1, 2nN−1 ≤ nN−2. (1.44)
From here it follows that a maximally saturated state (antiferromagnetic vacuum), which
corresponds to the trivial representation, is constructed from the following number of
Bethe roots:
nk =
N − k
N
L, k = 1, N − 1. (1.45)
String hypothesis
The accompanying roots could not be the roots of Q[u] since we had restricted ourselves
for the case when all the Bethe roots are real. If we allow the Bethe roots to be complex,
then an accompanying root can become the complex root of Q[u]. But in this case this
complex root of Q[u] will have its own accompanying root. In turn, we can allow this
second-level accompanying root to enter the Baxter polynomial or not. In such a way
we construct a so called string.
The string of length s, or s-string, is the following set of the Bethe roots:
θ0 + in, −s− 1
2
≥ n ≥ s− 1
2
, (1.46)
where, depending on s, n is integer or half-integer. The s-string is completely defined by
the position of its center θ0.
The string hypothesis states that in the limit L→∞ all the Bethe roots are organized
in strings. It was shown by counterexamples that the string hypothesis is strictly speaking
wrong. Although, as we can see from (1.40), stringy configurations dominate for θ0 being
close to the origin, for θ0 ∼ L the configuration resembles string only qualitatively. In
this regime the imaginary distance between roots scales as
√
L and the positions of roots
belonging to string significantly deviate from lying on a straight line. There are also
more sophisticated examples of solutions which do not satisfy string hypothesis even
qualitatively5.
Although the string hypothesis is wrong, the stringy configurations describe the low
energy excitations in some regimes that we will be interested in. Therefore it is reasonable
to study Bethe equations as if the string hypothesis was correct.
5For numerical and analytical studies related to the string hypothesis see [62–65] and references
therein.
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What is a string from the point of view of the coordinate Bethe Ansatz? Let us
consider a string of length two which is composed from two rapidities θ± = θ0∓ i/2. The
wave function for such string is given by
Ψ =
∑
k1<k2
(
(θ− − θ+ + i)eip−k1+ip+k2 + (θ− − θ+ − i)eip+k1+ip−k2
)
φ[k1, k2] =
= 2i
∑
k1<k2
eip−k1+ip+k2φ[k1, k2] (1.47)
Since Im[p±] ≷ 0, this wave function describes the propagation of the bound state with
momenta p = p++p− = −i log
[
θ0+i
θ0−i
]
. Therefore strings correspond to the bound states.
Interaction of strings
Each nested level of the SU(N) Bethe Ansatz has its own string solutions. Let us
assume that the string hypothesis is valid and write down Bethe equations explicitly for
the center of strings.
The Bethe equations are constructed from the following building block:
. . .
∏
j
ua;k − ua′;j + i2
ua;k − ua′;j − i2
. . . . (1.48)
The indices a, a′ = a ± 1 label the nested level of the Bethe roots (the case a = a′ is
considered below), k, j enumerate Bethe roots at each level.
Let us introduce the shift operator
D ≡ e i2∂u (1.49)
and the following notation
(f [u])D ≡ eD log f [u]. (1.50)
In this notation the function u−v+i/2
u−v−i/2
will be written as
(u− v)D−D−1. (1.51)
To write the Bethe equation for the center of a given string we have to multiply the
Bethe equations for each root which constitutes the string. For the string of length s
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and with the center at u0 we will get the get a factor of the type
. . .
s−1
2∏
n=− s−1
2
(u0 − v + in)(D−D−1) . . . = . . . (u0 − v)Ds−D−s . . . . (1.52)
From (1.48) we conclude that the interaction of the strings of length s and s′ with centers
at u0 and v0 are written as
(u0 − v0)
(Ds−D−s)(Ds
′
−D−s
′
)
D−D−1 ≡ (u0 − v0)Lss′ . (1.53)
We have to understand the denominator of Lss′ as such power series that Lss′ represents
a finite linear combination of shift operators. More precisely:
Lss′ ≡ −DD
s+s′ −D|s−s′|
1−D2 +D
−1D
−s−s′ −D−|s−s′|
1−D−2 =
= Ds+s
′−1 +Ds+s
′−3 + . . .+D|s−s
′|+1 −
−D−|s−s′|−1 −D−|s−s′|−3 − . . .−D−s−s′+1. (1.54)
The expression (1.53) describes the interaction of strings from different nested levels
(a 6= a′). In the case when strings belong to the same nested level, the interaction will
look like
(u0 − v0)(D+D−1)Lss′ . (1.55)
Now we are ready to write down the set of Bethe equations for the centers of strings.
We introduce the following notations.
First, the centers of strings are marked by ua,s;j, where a labels the nested level (node
of the Dynkin diagram), s labels the length of the string and j enumerates different
strings with the same a, s.
Then we will also need the ”D-deformed” Cartan matrix of the Dynkin diagram:
Caa′ = (D +D
−1)δaa′ −Aaa′ , (1.56)
where A is the adjacency matrix of the Dynkin diagram. For A series which we consider
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Aaa′ = δa,a′+1 + δa,a′−1. For example, for A3 the deformed Cartan matrix is given by D +D
−1 −1 0
−1 D +D−1 −1
0 −1 D +D−1
 . (1.57)
Using these notations, the Bethe equations for centers of strings that follow from (1.38)
can be written as
u
Ls,µa
a,s;k = −
N−1∏
a′=1
∞∏
s′=1
Qa′,s′[ua,s;k]
Caa′Lss′ , Qa,s[u] ≡
∏
j
(u− ua,s;j). (1.58)
1.4 Fusion procedure and Hirota equations
The Bethe Ansatz equations can be also derived by the procedure different from the one
presented above. This procedure includes derivation of the functional (Hirota) equations
(1.80) and then solution of them via the chain of Backlund transforms (1.85). This
procedure is interesting in particular because the functional equations (1.80) reflect the
symmetry algebra of the system. The analytic peculiarities of the system appear then
by imposing proper boundary conditions when solving (1.80). In principle, it is possible
to choose different boundary conditions and therefore obtain different integrable systems
based on the same symmetry group.
In this section we will explain the meaning of the functional equations (1.80). In the
next section we will show how to solve them. We will consider only the rational case
which leads to the Bethe equations of the XXX spin chain.
First, let us make a simplification. The S matrix (1.9) can be represented as the ratio
of the R-matrix
R[θ] = θ − iP (1.59)
and the scalar factor θ − i. The R-matrix satisfies the Yang-Baxter equation. However,
the unitarity condition is replaced by R[θ]R[−θ] = −(θ2 + 1).
In the following we will assign to the scattering of the particles the R-matrix (1.59)
instead of the S matrix (1.9). This is a reasonable since the common scalar factors, like
θ − i, do not play the role in the problem of the diagonalization of the transfer matrix.
Due to this we will also define the transfer matrix through the R-matrices:
T = TrA (RAK . . . RA1) . (1.60)
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Starting from now, we will also understand the transfer matrix in the sense of its defini-
tion for the algebraic Bethe Ansatz procedure.
Until now we studied only scattering of the particles in the fundamental represen-
tation. It turns out useful to introduce the particles in different representations. We
can introduce them by a so called fusion procedure. Let us first understand how the
fusion procedure works for the construction of the particles in the symmetric and the
antisymmetric representations.
We define the particle in the symmetric/antisymmetric representation as a composite
of two fundamental particles with symmetrization/antisymmetrization of the color:
, , (1.61)
where the projectors P± are defined as:
P+ =
1 + P
2
, P− =
1−P
2
. (1.62)
This definition of the composite particle makes sense only if the projection to the sym-
metric or antisymmetric representation survives under scattering with other particles:
. (1.63)
This requirement is satisfied if to choose the relative rapidities of the constituent fun-
damental particles as shown in (1.61). Indeed, let us use the fact that the operator
Rˇ[θ] ≡ R[θ]P has the following property:
Rˇ[±i] = = ±2iP∓. (1.64)
Then the property (1.63), for example for the particle in the symmetric representation,
is a simple consequence of
(1.65)
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where we used the Yang-Baxter equation and the property that P+P− = 0.
Let us take the particle in the symmetric representation with the color {ab}6 and
scatter it with the particle in the fundamental representation which carries the color c.
Direct calculation shows that the scattering process is the following:
{ab} ⊗ c→
(
θ − i
2
)((
θ +
i
2
)
{ab} ⊗ c− i({cb} · a+ {ac} ⊗ b)
)
. (1.66)
We will drop the overall scalar factor θ− i/2. Then the R-matrix of this process is given
by
R,[θ] = θ +
i
2
− iP, (1.67)
where P now means a generalized permutation: P : {ab} ⊗ c 7→ {ac} ⊗ b+ {cb} ⊗ a.
The particle in any representation given by the Young table with n boxes can be
constructed as a composite particle of n fundamental particles with a corresponding
symmetrization of color indices. The relative rapidities of the fundamental particles
are chosen such that the symmetrization commutes with the scattering process. The
scattering of composite particles satisfies the Yang-Baxter equation since the scattering of
the fundamental particles does. The R-matrix can be calculated in the way analogous to
the presented above calculation of R,[θ]. For the explicit formulas and more detailed
discussion see [66].
In the following we will be interested only in the rectangular representations - the
representations Y a,s given by the rectangular Young tables with a rows and s columns7.
For the scattering of the rectangular representation with the fundamental one the R-
matrix has a simple form8:
RY a,s, = θ +
is
2
− ia
2
− iP, (1.68)
where P is a generalized permutation operator.
The generalized permutation operator P acting on the tensor product of two ar-
bitrary representations Y1 ⊗ Y2 is defined as follows. The color of the particle in the
representation Yi is given by PYi [a1 . . . ani ], where ni is a number of boxes in the Young
6curly brackets means symmetrization
7a for antisymmetrization, s for symmetrization
8The R-matrix for the scattering of two arbitrary representations is in general complicated. It is
given as a polynomial over the generalized permutation operator with coefficients that depend on θ.
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table and PYi is a projector. The operator PY1,Y2 is a sum over all possible pairwise
permutations of the indices aj of PY1 [a1 . . . an1 ] with the indices bj of PY2[b1 . . . bn2 ]. For
example, the generalized permutation operator acts on the tensor product of symmetric
and antisymmetric representations in the following way:
P : {a, b} ⊗ [c, d] 7→{c, b} ⊗ [a, d] + {a, c} ⊗ [b, d] + {a, d} ⊗ [c, b] + {d, b} ⊗ [c, a].(1.69)
Now we are ready to introduce the transfer matrix in a given representation. The
T -matrix in the representation Y is defined as follows:
TY [θ; {θ1, . . . θk}] = TrY (RY k[θ − θK ]...RY 1[θ − θ1]) . (1.70)
Here the auxiliary particle is in the representation Y . All the physical particles9 are in
the fundamental representation. For the rectangular representations we will additionally
use the notation
T a,s ≡ TY a,s. (1.71)
Using the equation (1.25), which is valid for two arbitrary representations, we can
prove that
[TY1 [θ], TY2 [θ
′]] = 0. (1.72)
Therefore we can diagonalize simultaneously all the transfer matrices.
The transfer matrices in different rectangular representations are not independent
but satisfy the so called fusion or Hirota equations. In the simplest case of the fusion of
two transfer matrices in the fundamental representation the Hirota equation reads
T[θ + i/2]T[θ − i/2] = T[θ]Q[θ − i/2] + T

Q[θ + i/2]. (1.73)
The proof of this relation is most easily done graphically:
T[θ + i/2]T[θ − i/2] = =
= Q[θ − i/2] +Q[θ + i/2] . (1.74)
9In fact these ”physical particles” are the nodes of a spin chain. Each node carries an inhomogeneity
θi.
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To obtain the transfer matrix in the antisymmetric representation in derivation (1.74)
we should use the representation (1.64) for the projector P−, Yang-Baxter equation, and
cyclicity of the trace.
If we would scatter the fundamental representation with the trivial one, there would
be no interchange of color. Therefore it is natural to define the corresponding R-matrix
as
R,• = θ. (1.75)
Then the Baxter polynomial Q[θ] can be considered as a transfer matrix in the trivial
representation:
Q[θ] = T 0,0[θ]. (1.76)
Moreover, using fusion procedure and (1.75) we conclude that
RY a,s,• = θ +
is
2
− ia
2
(1.77)
and thus
Q
[
θ − ia
2
]
= T a,0[θ], Q
[
θ +
is
2
]
= T 0,s[θ]. (1.78)
Therefore equation (1.73) can be rewritten as
T 1,1[θ + i/2]T 1,1[θ − i/2] = T 1,2[θ]T 1,0[θ] + T 2,1[θ]T 0,1[θ]. (1.79)
This equation is generalizable for arbitrary rectangular representations:
T a,s[θ + i/2]T a,s[θ − i/2] = T a,s+1[θ]T a,s−1[θ] + T a+1,s[θ]T a−1,s[θ]. (1.80)
Equation (1.80) is known as the Hirota equation.
The transfer matrices are defined on the lattice bounded by the rectangle 0 ≤ a ≤
N, s ≥ 0 which any meaningful Young diagram should fit. To make the Hirota equations
valid for any integer values of a and s we define T a,s on the lines a = 0 and a ≥ 0, s = 0
by the relations (1.78). Outside the rectangle and these two lines T a,s ≡ 0. Therefore,
the fusion relations (1.80) are nontrivial on the shape shown in Fig. 1.7.
The Hirota equation simplifies on the boundary of the rectangle. Let us take for
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Figure 1.7: Transfer matrices are nonzero on the shown shape (strip) on the left and
zero outside it. The Hirota equation (1.80) is represented graphically by the picture on
the right. The boundary of the strip carries the wave which propagates in the direction
shown by the dashed arrow. The value of the wave at the origin is the Baxter polynomial
Q[θ].
example the lower boundary (a = 0). The fusion relation on it is given by
T 0,s
[
θ +
i
2
]
T 0,s
[
θ − i
2
]
= T 0,s+1[θ]T 0,s−1[θ]. (1.81)
It is solved as a product of left and right moving waves. On the other hand T 0,s[θ] =
Q[θ + is/2]. Therefore we have only the left-moving wave.
The same situation occurs on the left boundary. On the upper boundary we also
have the transfer matrix in the trivial representation. However now the corresponding
R-matrix is given by
RN,s = θ +
is
2
− iN
2
− iP. (1.82)
The generalized permutation is not zero, as it was on the upper and the left boundaries,
but is equal to s × Id. For example: P : [a1 . . . aN ] · c 7→ [a1 . . . aN ] · c due to the fact
that [a1 . . . aN ] is proportional to the completely antisymmetric tensor.
Due to (1.82) we have TN,s = Q[θ − iN/2 − is/2]. Combining three boundaries
together we see that there is only the left-moving wave on the boundary generated at
the origin by Q[θ].
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Figure 1.8: A chain of Backlund transformations.
1.5 Nested Bethe Ansatz via Backlund transform
The Hirota equation (1.80) is a discrete integrable system in the sense that it can be
obtained as a compatibility condition of the system of the linear equations [40]:
T a,s[θ]F a−1,s[θ − i/2] = T a−1,s[θ − i/2]F a,s[θ] + T a,s−1[θ − i/2]F a−1,s+1[θ],
T a,s+1[θ − i/2]F a,s[θ] = T a,s[θ]F a,s+1[θ − i/2] + T a+1,s[θ − i/2]F a−1,s+1[θ] (1.83)
that can be also represented graphically as
. (1.84)
An interesting fact is that if we consider (1.83) as the equations on T then the consistency
condition gives us fusion relations (1.80) on F ! Therefore F can be thought as the
transfer matrix of some integrable system. The transfer matrix F is called the Backlund
transform of T .
There are two possible and different solutions to (1.83) which generate respectively the
first-type (BT1) and the second-type (BT2) Backlund transformations. BT2 is relevant
for the study of supersymmetric groups and is discussed in chapter 4. Here we discuss
BT1.
For BT1 the strip on which the functions F are nonzero is given by the constraints
0 ≤ a ≤ N − 1, s ≥ 0, that is the number of rows is diminished by 1. Thus F a,s can
be viewed as the transfer matrices for an SU(N − 1) integrable system. From (1.83)
one can see that the boundary of the strip of F carries left-moving wave induced by the
left-moving wave of T . To obtain a rational integrable system we have to choose the
value of F 0,0 to be a polynomial.
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The idea of solving the Hirota equations is to perform a sufficient number of Backlund
transforms so that we are eventually left with a strip with only one row. To make the
notation systematic we define by T a,sN the transfer matrices associated with the SU(N)
group. The boundary condition is given by T 0,0N [θ] = QN [θ]. For the rational inte-
grable system QN is a polynomial. The zeroes of QN are denoted by λN,k. Subsequent
application of Backlund transformations generates the sequence
TN
QN
→ TN−1
QN−1
→ . . .→ T1
Q1
. (1.85)
The linear equation (1.84) evaluated for the gray rectangle in Fig. 1.8 has a particu-
lar interest for us. This equation gives a relation between T 1,1M , T
1,1
M+1 and the Baxter
polynomials QM , QM+1. Indeed, this equation reads as
QMT
1,1
M+1 = QM+1T
1,1
M +Q
−−
M+1Q
++
M , (1.86)
where the notation f±±[θ] ≡ f [θ ± i] is used.
Since T 1,11 = Q
−−
1 , the recursive relation (1.86), known also as a Baxter equation,
gives us the possibility to express T 1,1N in terms of Baxter polynomials only:
T 1,1N
QN
=
Q−−N Q
++
N−1
QNQN−1
+
Q−−N−1Q
++
N−2
QN−1QN−2
+ . . .+
Q−−2 Q
++
1
Q2Q1
+
Q−−1
Q1
. (1.87)
This is enough to solve the Hirota system since all the T a,sN can be found from the
knowledge of T 1,1N and QN .
In (1.87) we recognize up to an overall factor the expression (1.37). The Bethe equa-
tions can be read from (1.87) as the condition that T 1,1N is a polynomial by construction
and therefore does not have poles.
The Hirota equations were obtained as a relation between transfer matrices. They
give a set of Bethe equations via the sequence of Backlund transformations. The essential
point in this derivation of the Bethe equations is that the boundary conditions for the
transfer matrices and the transfer matrices themselves are required to be polynomials.
It is also possible to impose different requirements on the analytical structure of the
transfer matrices. Then T a,s will be considered as a transfer matrices based on an R-
matrix different from (1.59). In this way we can obtain for example trigonometric and
elliptic integrable systems. The transfer-matrices of the Hirota system that was proposed
for the AdS/CFT [44] contain square root branch points.
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Chapter 2
Two-dimensional integrable field
theories
2.1 Two-dimensional sigma-models
The integrable 1+1 dimensional quantum field theories (IQFT) give us another example
of the systems that can be solved by the Bethe Ansatz techniques. A remarkable devel-
opment in this direction started in the late 70’s with the realization of the fact that the
scattering matrix in these theories can be found exactly [7].
In this and the next chapter we will consider the following two examples of the inte-
grable models: SU(N) chiral Gross-Neveu model (GN) and SU(N) × SU(N) principal
chiral field model (PCF). Our choice is dictated by the simplicity of these models. In
chapter 9 we also study the O(N) vector model. The actions for these three models are
given by:
SGN =
1
f
∫
d2x ψai∂/ψ
a +
1
2
((
ψaψ
a
)2 − (ψaγ5ψa )2) , a = 1, N,
SPCF =
1
2f
∫
d2x Tr (g−1∂µg)(g
−1∂µg), g[x] ∈ SU(N),
SO(N) =
1
2f
∫
d2x (∂µ
−→n ∂µ−→n ), −→n 2 = n21 + . . .+ n2N . (2.1)
All three theories can be treated on a similar footing. They are determined by the
coupling constant f and the parameter N - size of the matrix of a symmetry group.
These theories are asymptotically free. Therefore, at large energy scales they can be
studied perturbatively.
The infrared catastrophe makes the perturbative description inappropriate at low
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energies. It is believed that the spectrum of these theories develops a mass gap. The
mass scale comes through the mechanism of the dimensional transmutation and is given
through the beta-function β[g]:
Λ = µe−
∫∞
g[µ]
dg
β[g] . (2.2)
The chiral Gross-Neveu model1 is a model with a four-fermion interaction and con-
tinuous chiral symmetry ψ → eiγ5θψ. It was discussed in [67] together with the other
fermion field theories with quartic interaction. In particular it was shown in the large N
limit that the operator (ψψ)2+(iψγ5ψ)2 acquires on the quantum level a nonzero average
proportional to Λ2. In the large N limit it is possible to identify the particle content of
the model and calculate the masses of the particles. The theory contains one massless
particle which is invariant under the SU(N) group but transforms under the action of
the U(1) chiral symmetry. There are also massive particles which are blind to the chiral
symmetry and do not interact with the massless particle. There are N−1 different types
of massive particles. The k-th type transforms under an antisymmetric representation
[k] of the SU(N) group. Since the massless particle is completely decoupled from the
massive ones, we will not consider it in the following.
The PCF for finite values of N was solved by Polyakov and Wiegmann [68, 69].
In [70] the large N solution of this model using different means was given. There are
also N − 1 different types of massive particles. The k-th type transforms under the
[k]× [k] representation of the SU(N)× SU(N) symmetry group of the system.
The O(N) vector sigma model was solved at large N [71, 72]. This solution shows
the presence of the only one particle multiplet in the vector representation of the O(N)
group.
2.2 Scattering matrix
As we see, the sigma models can be exactly solved at large values of N . The theories
can be also exactly solved at finite values of N if to assume theirs integrability and make
an assumption about the particle content of the theory2. More precisely, we can exactly
find the scattering matrix [7]. The arguments go as follows.
First, the infinite number of the conserved charges implies conservation of the number
of particles. The reason for this is that the n-th conserved charge Qn acting on a free
1It is also known as a two-dimensional Nambu-Jona-Lasinio model or a massless Thirring model.
2Using integrability, the masses of the particles could be exactly found at finite N [73] as we discuss
in chapter 9.
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particle with momenta p gives roughly speaking pn. So Q1 is the total momentum of the
system and Q2 is the total energy of the system. Therefore we have an infinite set of
conservation laws ∑(
pini
)n
=
∑(
pouti
)n
(2.3)
that can be satisfied only if the number of particles is conserved and the momenta
interchange.
Second, the scattering process factorizes into 2→ 2 processes. The argument of why
it happens is the following3. The particle is described by a wave packet
ψ[x, t] ∝
∫
dp eip(x−x0)−iε[p](t−t0)−α(p−p0)
2
. (2.4)
Action of eiQ1 and eiQ2 generates the translation in space and time respectively (as it
should). Let us consider the action of eiQ3:
eiQ3ψ[x, t] ∝
∫
dp eip
3+ip(x−x0)−iε[p](t−t0)−α(p−p0)2 . (2.5)
Expanding the term p3 around a saddle point value p0 we see that the action of e
iQ3
shifts the wave packet by the value that depends on the momentum p0 of the particle.
Therefore the action of eiQ3 on a system of particles will shift each particle by a different
distance. So, using this operator we can always represent any scattering as a combination
of 2 → 2 scattered processes. Therefore we should know only 2 → 2 scattering matrix
to define the system.
Figure 2.1: 4-point ampli-
tude
The same reasoning with application of eiQ3 leads to the
Yang-Baxter equation (1.12) which is depicted in Fig. 1.1.
To impose further constraints on the structure of the
S-matrix we will use the fact that we are dealing with the
relativistic quantum field theory4. The two to two scattering
process is defined by the 4-point function shown in Fig. 2.1.
For simplicity we consider the scattering of particles with
equal masses. Since in two dimensions the momenta are only
interchanged after scattering, the scattering matrix depends
3For a rigorous treatment see [74]
4The pedagogical discussion of the analytical structure of the scattering matrix can be found for
example in [75].
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on only the one invariant. For this invariant we can take
s = (p1 + p2)
2
or the difference of rapidities θ which is related to s through:
pk = m cosh θk, θ = θ1 − θ2,
s = (p1 + p2)
2 = 2m2(1 + cosh θ). (2.6)
The invariant of the t-channel is given by
t = (p1 − p2)2 = 2m2(1− cosh θ) = 2m2(1 + cosh[iπ − θ]). (2.7)
The amplitude of the reverse process can be obtained simply by replacing θ with −θ.
Therefore the unitarity condition reads
S[θ]S[−θ] = 1. (2.8)
We can pass from (12) → (34) process to (31) → (42) process (overline means antipar-
ticles and charge conjugation) by simple change of the sign of p2. This leads to the
crossing equations
S4231 [−θ] = S3412 [iπ + θ]. (2.9)
The S-matrix as a function of the s variable has square root branch points at s = 4m2
and s = 0 which correspond to two-particle and particle-antiparticle thresholds. The
on-shell two-particle scattering is given by S[s + i0] for s > 4m2, the on-shell particle-
antiparticle scattering is given by S[s− i0] for s < 0. The square root cuts are resolved
after introduction of the rapidity variable θ via (2.6).
The S-matrix is a meromorphic function of θ. The physical s-sheet is mapped into
the strip 0 < Im[θ] < iπ. The poles on the imaginary axes of θ-plane and inside this
strip correspond to the physical particles in the theory. These particles can be thought
as bound states of the scattered particles. We can understand this correspondence from
tree level diagrams:
. (2.10)
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Figure 2.2: Analytical structure of the S-matrix. The square root cuts A and B in the
s-plane are resolved by introducing the rapidity variable. These cuts are mapped to the
lines A and B in the θ-plane. The physical strip is inside these lines.
Using the trick with eiQ3 one can calculate the scattering which includes these bound
particles in the following way:
. (2.11)
The invariance under the symmetry of the system, the Yang-Baxter equation (1.12),
the unitarity (2.8) and crossing (2.9) conditions, and the assumption on the pole structure
inside the physical strip 0 < Im[θ] < π uniquely fix the two-particle scattering matrix
and therefore completely determine the system.
The Yang-Baxter equation and invariance under the symmetry fixes the S-matrix
up to an overall scalar factor. The scattering matrix discussed in the first chapter also
satisfies these two conditions. Therefore the algebraic structure of the S-matrices in two
cases is the same and we can apply the Bethe Ansatz techniques developed in the first
chapter.
The unitarity, crossing, and the pole structure are the physical constraints on the
S-matrix. The assumption on the pole structure is a consequence of an assumption on
the particle content of the theory. This assumption is hard to be proven exactly. It
is usually confirmed by the exact large N solution. Another possibility to verify this
assumption is to study the renorm-group behavior and Borel summability properties of
the system which we will discuss in chapter 9.
The knowledge of the S-matrix allows solving the theory at large volume with the
help of the Bethe Ansatz as we will discuss now on the example of the PCF and GN
models.
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2.3 PCF and Gross-Neveu model
The particle content of GN model includes in particular particles in the fundamental rep-
resentation. The PCF model contains in particular particles in the fundamental×fundamental
representation. We choose the following normalization of the rapidities of these particles
p = m sinh
[
2πθ
N
]
,
E = m cosh
[
2πθ
N
]
. (2.12)
In this normalization the Bethe equations will resemble most the Bethe equations (1.22)
of the XXX spin chain.
The scattering matrix of the fundamental particles was determined to have the fol-
lowing form [68]:
SGN [θ] =
(
P+ +
θ + i
θ − iP−
)
S0,GN =
θ − iP
θ − i S0,GN ,
S0,GN = −
Γ[1 − θ
Ni
]Γ[1− 1
N
+ θ
Ni
]
Γ[1 + θ
Ni
]Γ[1− 1
N
− θ
Ni
]
, (2.13)
SPCF =
(
θ − iP
θ − i ⊗
θ − iP
θ − i
)
S0,PCF ,
S0,PCF = −
(
Γ[1− θ
Ni
]
Γ[1 + θ
Ni
]
)2
Γ[1− 1
N
+ θ
Ni
]Γ[ 1
N
+ θ
Ni
]
Γ[1− 1
N
− θ
Ni
]Γ[ 1
N
− θ
Ni
]
. (2.14)
There is a relation between SPCF and SGN :
SPCF [θ] = (SGN [θ]⊗ SGN [θ])X [−θ], X [θ] = −
Γ[1− 1
N
+ θ
Ni
]Γ[ 1
N
− θ
Ni
]
Γ[1− 1
N
− θ
Ni
]Γ[ 1
N
+ θ
Ni
]
. (2.15)
The scalar factors can be also rewritten in terms of the shift operators. For this let
us use the following definition (see also definition (1.50)):
θ
− D
2N
1−D2N ≡ Γ
[
1 +
θ
iN
]
, D ≡ e i2∂θ , (2.16)
and similar expressions for other gamma functions. Naively, the l.h.s. of (2.16) should
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be understood as product of poles
θ
− D
2N
1−D2N ≃ 1
θ + iN
1
θ + 2iN
. . . . (2.17)
Of course, this product should be regularized. We will always use regularization which
leads to the gamma function. For more details see appendix A.
Using the representation (2.16) for the gamma functions one can write:
S0,GN [θ] = θ
1−D2N−2
1−D2N
− 1−D
−2N+2
1−D−2N ≃ θ
−(D−D−1)(DN−1−D1−N )
DN−D−N ,
S0,PCF [θ] = θ
(1−D2)(1−D2N−2)
1−D2N
− (1−D
−2)(1−D−2N+2)
1−D−2N ≃ θ−2
(D−D−1)(DN−1−D1−N )
DN−D−N . (2.18)
The first equalities for the expressions of S0,GN and S0,PCF are exact in view of the
definition (2.16). It is worth to recall that the asymptotic behavior of these scalar
factors is given by
S0,GN → −e± ipiN , θ → ±∞,
S0,PCF → 1, θ →∞. (2.19)
This asymptotic behavior is not evident from the representation (2.18) but can be found
if to use (2.16).
The second equalities in (2.18) have no precise meaning and are given for heuristic
reasons. In particular, the second equalities formally suggest that S0,PCF = −S20,GN . This
is not true of course, however this suggestion means that S0,PCF and S
2
0,GN differ only
by a CDD factor. The CDD factor, which is in our case X [θ], is a factor multiplication
by which leaves a scattering matrix obeying the crossing equations. It is possible to fix
this factor by the requirement of a precise structure of poles in the physical strip.
Bound states
The physical strip is given by 0 ≤ Im[θ] < N
2
. The fundamental particles can form
bound states if the S-matrix has poles inside this strip.
The S-matrices (2.13) and (2.14) have a pole at θ = i in the purely antisymmetric
channel. This means that bound states are particles in the antisymmetric representa-
tions: [2] for GN and [2] × [2] for PCF. The mass of the obtained particle is easily
calculated from the conservation law:
E[2] = m cosh
[
2π
N
(θ + i/2)
]
+m cosh
[
2π
N
(θ − i/2)
]
= 2m cos
[ π
M
]
cosh
[
2π
N
θ
]
.(2.20)
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Therefore
m[2] = 2m cos
[ π
N
]
(2.21)
This bound state (fused particle) can be represented by two particles with rapidity
difference equal to i. Due to the existence of the higher conserved charges any scattering
with such bound state is equivalent to successive scattering with its constituents. One
can build therefore the correspondent S-matrix. The procedure is almost the same as
for the fusion procedure discussed in Sec. 1.4. The only difference is that the fused S-
matrix should satisfy physical requirements of unitarity and crossing and therefore has
a different from the fused R-matrix overall scalar factor.
It is instructive to compare the bound state with the strings in the XXX spin chain.
The string configurations in the XXX spin chain can be also considered as bound states,
which however reflect the analytical structure of the R-matrix (1.59). Since for the XXX
spin chain eip =
θ+ i
2
θ− i
2
, Im[p] has opposite sign with Im[θ]. Therefore strings correspond to
zeroes of R[θ] for Im[θ] > 0. These zeroes appear in the symmetric channel of scattering.
Since strings in the XXX spin chain are bound states in the symmetric channel we
can form them at any nested level of the Bethe Ansatz. In the case of the SU(N) GN
and PCF, the bound states appear in the antisymmetric channel. Thus these bound
states should correspond to collection of Bethe roots on different levels of the nested
Bethe Ansatz. This collection of roots will be constructed in the next subsection.
One can perform scattering of the bound state with a fundamental particle. The
scattering matrix of this process again has a pole inside the physical strip. The easy way
to see this is to notice that this pole should be due to a pole of the scattering with one
of the two constituents of the bound state. The constituents of the bound state have
rapidities θ0 ± i2 . Therefore the pole occurs at θ − θ0 = 3i2 .
Continuing in a similar way we find that the considered sigma models contain particles
in the representations [k] ([k]× [k]) for k = 1, N − 1. The masses of the particles come
from the conservation law:
mk = m
cosh[2π
N
(θ + ik
2
)] + cosh[2π
N
(θ + i(k−2)
2
)] + . . . cosh[2π
N
(θ − ik
2
)]
cosh[2π
N
θ]
= m
sin πk
N
sin π
N
. (2.22)
Asymptotic Bethe Ansatz for GN.
Once the S-matrix of the system is known, one can build the wave function for each
state in the same way as it was done for the XXX spin chain. If we consider the theory
on a circle, the periodicity of the wave function leads to a nested Bethe Ansatz. Its
42
Figure 2.3: ”Dynkin diagram” for Bethe equations (2.23). The black node symbolizes
equations for θk, white nodes symbolize equations for nested Bethe roots.
construction is completely parallel to that of the XXX spin chain. The answer for the
Gross-Neveu model is the following. There are momentum carrying roots θk and N − 1
types of nested roots λa;j , where a denotes the nested level. The Bethe Ansatz equations
read
e−imL sinh[
2pi
N
θk] = −
M∏
k′=1
S0,GN [θk − θk′ ]
K1∏
j=1
θk − λ1;j + i2
θk − λ1,j − i2
,
M∏
k=1
λa;j − θk + δa,1 i2
λa;j − θk − δa,1 i2
= −
N−1∏
a′=1
Ka′∏
j′=1
λa;j − λa′;j′ + icaa′2
λa;j − λa′;j′ + icaa′2
, (2.23)
where caa′ is the usual Cartan matrix of the Dynkin diagram for the AN−1 Lie algebra.
Sometimes this set of Bethe Ansatz equations is depicted by a kind of Dynkin diagram
shown in Fig. 2.3.
An important difference with the XXX spin chain is that the Bethe Ansatz (2.23) is
asymptotic. It is valid only when the volume L of the system is large. Otherwise the
notion of scattering and free particles would be impossible. The exact expression for
the energy of the system in the finite volume is different from the answer given by the
asymptotic Bethe Ansatz (ABA) by the correction of order e−mL.
Although the Bethe Ansatz above is formally for the particles in the fundamental
representation, it contains all the other particles as well. They appear as special string-
type configurations.
To recover the configurations which correspond to the bound states we first note that
from the fusion procedure we know that the [k]-particle should contain k rapidities θ
which form a k-string. Let us take a rapidity θ˜ which belongs to this string and which
has a positive imaginary part . For L → ∞ we see that e−imL sinh[πθ˜] → ∞. Since
S0,GN has no poles in the physical strip, we need to have a nested root λ1 ≃ θ˜ − i/2.
Equivalently, for each rapidity θ˜′ with negative imaginary part we have λ1 ≃ θ˜′ + i/2.
Therefore the existence of the k-string of θ-s requires presence of the (k − 1)-string of
λ1-s with the same center.
Following a similar logic one can show that k-string of θ-s and (k − 1)-string of λ1-s
imply the (k − 2)-string of λ2-s. The iteration procedure is performed until we reach
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Figure 2.4: Bound states for the Gross-Neveu model, example of particles in irrep [2]
and [3]. The real part of the Bethe roots is the same and is depicted to be different only
for convenience.
the string of the length 1. Therefore the bound particles in GN are described by stacks
shown in Fig. 2.4.
If we denote by θa;k the center of the stack that contains a θk roots (a-stack) (it is
associated with the a− th bound state) then the Bethe Ansatz equations for the centers
of stacks will have the following form:
Ma∏
k=1
λa;j − θa;k + i2
λa;j − θa;k − i2
= −
N−1∏
a′=1
Ka′∏
j′=1
λa;j − λa′;j′ + icaa′2
λa;j − λa′;j′ − icaa′2
,
e−imaL sinh[θa;k] = −
(
N−1∏
a′=1
Ma′∏
k′=1
Saa
′
0,GN [θa;k − θa′;k′]
)
Ka∏
j=1
θa;k − λa;j + i2
θa;k − λa;j − i2
, (2.24)
Saa
′
0,GN [θ] = θ
(
1−D2min[a,a
′]
)(
D|a−a
′|−D2N−a−a
′
)
(1−D2)(1−D2N )
−(D → D−1) ≃
≃ θ
(
DN−max[a,a
′]−Dmax[a,a
′]−N
)(
Dmin[a,a
′]−D−min[a,a
′]
)
DN−D−N . (2.25)
Remarkably, each bound state interacts with only one level of nested Bethe roots.
And this interaction is the same as the interaction between different nested levels (see
also Fig. 3.1).
Asymptotic Bethe Ansatz for PCF.
The asymptotic Bethe Ansatz for PCF contains two wings of nested levels. We will
denote the nested Bethe roots by λR,a;j and λL,a;j, where R and L stand for right and
left wings.
44
Figure 2.5: ”Dynkin diagram” for Bethe equations (2.26).
The Bethe equations are the following:
M∏
k=1
λL,a;j − θk + δa,1 i2
λL,a;j − θk − δa,1 i2
= −
N−1∏
a′=1
KL,a′∏
j′=1
λL,a;j − λL,a′;j′ + icaa′2
λL,a;j − λL,a′;j′ − icaa′2
,
e−imL sinh[
2pi
N
θk] = −
M∏
k′=1
S0,PCF [θk − θk′]
KL,1∏
j=1
θk − λL,1;j + i2
θk − λL,1,j − i2
KR,1∏
j=1
θk − λR,1;j + i2
θk − λR,1,j − i2
,
M∏
k=1
λR,a;j − θk + δa,1 i2
λR,a;j − θk − δa,1 i2
= −
N−1∏
a′=1
KR,a′∏
j′=1
λR,a;j − λR,a′;j′ + icaa′2
λR,a;j − λR,a′;j′ − icaa′2
. (2.26)
The identification of the bound states is similar to the case of GN model. The only
modification is that since S0,PCF [i] = 0, a k-string of θ-s induces (k− 1)-strings on both
left and right wings. As a result we have the structure of stacks shown in Fig. 2.6.
If we denote by θa;k the center of the stack that contains a θk roots then the Bethe
Ansatz equations will have the following form:
Ma∏
k=1
λL,a;j − θa;k + i2
λL,a;j − θa;k − i2
= −
N−1∏
a′=1
KL,a′∏
j′=1
λL,a;j − λL,a′;j′ + icaa′2
λL,a;j − λL,a′;j′ − icaa′2
,
e−imaL sinh[θa;k] = −
(
N−1∏
a′=1
Ma′∏
k′=1
Saa
′
0,PCF [θa;k − θa′;k′]
)
×
×
KL,a∏
j=1
θa;k − λL,a;j + i2
θa;k − λL,a;j − i2
KR,a∏
j=1
θa;k − λR,a;j + i2
θa;k − λR,a;j − i2
,
Ma∏
k=1
λR,a;j − θa;k + i2
λR,a;j − θa;k − i2
= −
N−1∏
a′=1
KR,a′∏
j′=1
λR,a;j − λR,a′;j′ + icaa′2
λR,a;j − λR,a′;j′ − icaa′2
, (2.27)
Saa
′
0,PCF [θ] = θ
(
1−D2min[a,a
′]
)(
D|a−a
′|−D2N−a−a
′
)
(1−D2N )
−(D → D−1) ≃
≃ θ2
(
DN−max[a,a
′]−Dmax[a,a
′]−N
)(
Dmin[a,a
′]−D−min[a,a
′]
)
DN−D−N . (2.28)
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Figure 2.6: Bound states for the PCF model.
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Chapter 3
IQFT as a continuous limit of
integrable spin chains
An important problem to study is what field theories can be obtained in the continuous
limit of integrable spin chains. Assuming that integrability and symmetry of the system
is preserved in the continuous limit we may expect to recover from the SU(N) symmetric
spin chains the SU(N) GN model, just based on the argument of the universality of low
energy effective theories.
In this chapter we study excitations over the antiferromagnetic vacuum of the SU(N)
XXX spin chain1. This vacuum is interesting since it is invariant under the SU(N)
group. The scattering of the excitations, which are also called spinons, depends on the
representation in which the spin chain was defined. For the fundamental representation
the scattering of low energetic spinons in the infinite volume is described by the same
scattering matrix as the one for the SU(N) GN model. In the limit of the infinite spin
representation the low energy scattering matrix is identical with the one of the PCF
model [68, 81]. Interestingly, the PCF model has a larger SU(N)× SU(N) symmetry.
A nontrivial scalar factor in the scattering matrix, such as S0,GN in (2.13), is recovered
from the algebraic Bethe Ansatz equations as an effective interaction of spinons. From
the point of view of the Bethe Ansatz, spinons are not elementary particles but are
holes in a Dirac sea of magnons - excitations over ferromagnetic vacuum. Curiously, the
scattering matrix of spinons obtained in this purely algebraic way is crossing-invariant,
although the XXX spin chain does not have such discrete symmetry.
In opposite to the GN and PCF models, the spinon spectrum is gapless. To obtain
1This study for the SU(2) case was first time correctly done by Faddeev and Takhtajan [76–78].
These authors also found the scattering matrix of the excitations using the method of [79]. The general
case was studied in [80].
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massive particles we may consider an inhomogeneous spin chain which is also known as
a light cone spin chain2.
The described above scattering picture is applicable when we consider sigma models
in the infinite volume. In sections 3.4 and 3.5 we discuss applicability of the spin chain
discretization for the finite volume case. We recall a thermodynamic Bethe Ansatz
(TBA) [82, 83] and suggest that the T -functions which appear in the context of TBA
should be identified with the transfer matrices of the light cone spin chain. We show
that this is indeed the case on the simplest example of equally polarized spinons of the
SU(2) GN model.
3.1 Excitations in the antiferromagnetic SU(2) XXX
spin chain
We will first consider in details the SU(2) case, which will be our guiding example for
a more complicated cases of SU(N) models. The Bethe equations for the SU(2) XXX
spin chain,
(
uk +
i
2
uk − i2
)L
=
M∏
j=1
j 6=k
uk − uj + i
uk − uj − i , (3.1)
were derived from the scattering theory of the excitations over the ferromagnetic vac-
uum. An interesting physics arise if to consider the Hamiltonian with opposite sign and
therefore excitations over the antiferromagnetic vacuum. An important property of the
antiferromagnetic vacuum is that it is a trivial representation of the symmetry group3.
We have at our disposal excitations over the ferromagnetic vacuum (magnons). The
question is to build an effective theory in which the vacuum is a Dirac sea of magnons.
For general length of the spin chain this problem was not solved. However, in the
thermodynamic limit L → ∞ the Bethe equations are considerably simplified and the
problem can be solved. The usual way to solve it is to introduce the integral equation
for the density of Bethe roots, as it is done for example in [51]. We will use a slightly
different description, in which we deal with the resolvents and functional equations on
them. The advantage is that all the integral kernels which appear are replaced with the
2Such spin chain was proposed in [81]. The Bethe equations for it were used before in [68] were the
PCF model was solved in terms of a certain fermionic model.
3for the spin chain of even length which we will consider in the following. For the antiferromagnetic
spin chain of the odd length the lowest energy state is doubly degenerated.
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rational functions of the shift operator4.
Holomorphic projection
To derive the functional equations for the resolvents let us start from a simple configu-
ration which contains only real Bethe roots. The main assumption which goes through
all derivations is that in the large L limit one or other terms in the l.h.s. of the Baxter
equation (1.39) (
u+
i
2
)L
Q[u− i] +
(
u− i
2
)L
Q[u+ i] = T [u]Q[u] (3.2)
can be neglected, depending on whether we are in the upper or in the lower half plane of
the rapidity variable. As we discussed in section 1.3, in this approximation the transfer-
matrix is represented as
T [u] = Q∗[u]Q[u− i]Q[u+ i], (3.3)
where Q∗ stands for the Baxter polynomial of holes
Q∗[u] =
∏
k
(u− θh,k). (3.4)
Therefore the Baxter equation reduces to(
u± i
2
)L
= Q∗[u]Q[u]Q[u± i], Im[u] ≷ 0. (3.5)
If we introduce the resolvents
R[u] =
d
du
logQ[u], R∗[u] =
d
du
logQ∗[u], (3.6)
and take derivative of the logarithm of (3.5), we will get
(1 +D2)R +R∗ = L D
1
u
, Im[u] > 0,
(1 +D−2)R +R∗ = L D−1
1
u
. Im[u] < 0, (3.7)
4Fourier transform also leads to these rational functions. The functional approach has an advantage
of keeping explicitly the analytical structure of the resolvents and therefore of the density functions.
This is especially useful for the problems discussed in the third part of this work.
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where D ≡ e i2∂u .
At first glance this derivation seems to be not rigorous. However, the equations (3.7)
are equivalent to the linear integral equation which is derived in the canonical approach
(used for example in the lectures [51]). Indeed, taking the difference of the functional
equations (3.7) on the real axis we get
R[u+ i0] +R[u+ i]− R[u− i0]− R[u− i] +R∗[u+ i0]−R∗[u− i0] = −iL
u2 + 1
4
. (3.8)
Using the fact that
R[u] =
∫
dv
ρ[v]
u− v , ρ[u] = −
1
2πi
(R[u+ i0]−R[u− i0]) , (3.9)
it is easy to see that (3.8) is equivalent to
ρ[u] + ρh[u] +
∫
dv
π
1
(u− v)2 + 1ρ[v] =
L
2π
1
u2 + 1
4
, (3.10)
which is the integral Bethe Ansatz equation for the XXX spin chain.
To go back from (3.10) to (3.7) we integrate (3.10) with a Cauchy kernel. We call this
operation the holomorphic projection. The word holomorphic stands for passing from
the density which is the function defined only on the real axis to the resolvent which
is an analytical function everywhere in the complex plane except on the support of the
density. The word projection stands for the fact that the expression (3.8) can be split
into two equations (3.7) defined on the upper and the lower half planes.
Bethe equations for holes
The true excitations over the antiferromagnetic vacuum are holes. The equations (3.7)
can be rewritten as5 (
1 +
−D2
1 +D2
)
R∗ +R = L
D
1 +D2
1
u
. (3.11)
Remarkably, such an equation can be obtained in the large L limit from the following
Bethe Ansatz:
5We omit the equation in the l.h.p. since it is just conjugated to the one in the u.h.p.
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e−ip[θk]L = −
∏
j
S0,GN [θk − θj ], (3.12)
where p is defined through
− i dp
du
=
(
D
1 +D2
− D
−1
1 +D−2
)
1
u
= − iπ
cosh πu
. (3.13)
S0,GN is nothing but the S-matrix of the SU(2) GN model for scattering of equally polar-
ized particles. The rapidities θk describe holes from the point of view of the ferromagnetic
spin chain. In this derivation we did not require that the number of holes should be in-
finite. So the equation (3.11) can describe few excitations over the antiferromagnetic
vacuum as well.
What is missing for matching (3.12) with the Asymptotic Bethe Ansatz of the GN
model is the nested level of the Bethe equations and the correct expression for p.
We will recover the correct nested structure if we will take into account also all
string configurations in the XXX spin chain. The functional equation that describes the
thermodynamic limit of the complete set of Bethe equations (1.58) is the following:
R∗s +
D +D−1
D −D−1
∞∑
s′=1
(Ds+s
′ −D|s−s′|)Rs′ = LDs 1
u
, s ≥ 1. (3.14)
The second term on the l.h.s. comes from the operator Lab. We can split this operator
in the following way:
Lab =
(Da −D−a) (Db −D−b)
D −D−1 =
Da+b −D|a−b|
D −D−1 +
D−a−b −D−|a−b|
D −D−1 . (3.15)
Each of two terms in the r.h.s. of (3.15) is a sum of finite number of shift operators.
The first term contains only shifts in the positive imaginary direction. Only this term
survives under the holomorphic projection in the upper half plane.
A remarkable property of the operator D
a+b−D|a−b|
D−D−1
is that it is an element of the inverse
deformed Cartan matrix (1.56) of the A∞ algebra
6. Therefore the equation (3.14) can
be also rewritten as
C∞ss′R
∗
s′ + (D +D
−1)Rs = δs,1
L
u
. (3.16)
6We are grateful to Paul Zinn-Justin for pointing out this fact. We would like also to refer to his
PhD thesis [55] where many ideas of this chapter are also discussed.
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In the last formula we used the operatorD−1 to put the expression into a more symmetric
form. To avoid ambiguities of how the action of this shift operator is defined, we should
consider (3.16) in the region Im[u] > 1/2, not Im[u] > 0. Then this equation can be
analytically continued.
To make the particle-hole transformation7 more explicit we introduce
R˜ = R∗1, R˜
∗ = R1. (3.17)
The equations (3.16) for s = 1 can be written also as(
1 +
−D2
1 +D2
)
R˜ + R˜∗ +
∞∑
s′=2
Ds−1Rs′ = L
D
1 +D2
1
u
. (3.18)
It is easy to see that it leads to the Bethe equation of the SU(2) GN for the momentum-
carrying particle (but with different p[u]).
The equations (3.16) for s ≥ 2 are written as
∞∑
s′=1
Css′R
∗
s′+1 + (D +D
−1)Rs+1 = δs,1R˜, s ≥ 1. (3.19)
These equations have the same form as (3.16) except for the replacing the source term
L
u
by R˜. The same equations can be obtained from the nested level of the Bethe Ansatz
for SU(2) GN. Interestingly, the centers of the strings of the length two play the role of
the real roots of the nested Bethe equations.
A model with the gap in the spectrum
Still, the obtained equations do not have correct expression for the momentum. In fact,
the energy of a hole is given by
E[θ] =
1
π
dp
du
=
1
cosh[πθ]
. (3.20)
The spectrum of the theory does not contain a gap, therefore we can obtain only a
massless field theory.
To cure the situation we follow the approach of Faddeev and Reshetikhin [81] who
suggested to consider the XXX spin chain with alternating inhomogeneities ω such that
7Passing to functional equations that allow to interpret holes as the roots of a certain Bethe Ansatz
equation.
52
the Bethe Ansatz is written as(
uk + ω +
i
2
uk + ω − i2
)L/2(
uk − ω + i2
uk − ω − i2
)L/2
= −
∏
k′
uk − uk′ + i
uk − uk′ − i . (3.21)
The same equations appeared in the solution of PCF by Polyakov and Wiegmann [68]
before [81]. However the equations (3.21) had a different meaning; they described a
fermionic model with a four-fermion interaction. The reason of equivalence is that the
first-quantized version of the fermionic model are the particles interacting through the
δ-potential. Such system is solved by the same Bethe Ansatz equations as the ones for
the XXX spin chain. In fact, exactly the Polyakov-Wiegmann approach was used in [80]
for the solution of the PCF model for an arbitrary simple group. Translation of this
result to the Faddeev-Reshetikhin picture is straightforward and for the SU(N) case is
given in the next sections.
Let us introduce the spacing ℓ between the nodes of the spin chain. The energy for
the excitations over the antiferromagnetic vacuum can be written as:
E[θ] =
1
ℓ
1
2
(
1
cosh[π(θ − ω)] +
1
cosh[π(θ + ω)]
)
. (3.22)
There are low energy excitations for small values of θ. In the limit ω →∞ we obtain for
them:
E[θ] = m cosh πθ, m =
2
ℓ
e−πω. (3.23)
To obtain a finite value for the mass m we have to consider a proper limit
ℓ→ 0, L→∞, ω →∞,
ℓL = Lphys fixed, m =
2
ℓ
e−πω fixed. (3.24)
In this limit we recover exactly the integral equations which follow from the asymp-
totic Bethe Ansatz of SU(2) GN.
Now we will generalize the obtained results to the case of SU(N) group and then to
the case of PCF.
53
3.2 Generalization to the case of SU(N) GN.
The generalization is straightforward. Let us label the resolvent for strings in the position
{a, s} as Ra,s. The label a corresponds to the nested level of the Bethe root. The label
s labels the length of the string. The general Bethe equations are written as
R∗a,s +
D +D−1
D −D−1
∑
s′
(Ds+s
′ −D|s−s′|)Ra,s′ −
− 1
D −D−1
∑
s′
(Ds+s
′ −D|s−s′|) (Ra+1,s′ +Ra−1,s′) = δa,1DsRp, (3.25)
where Rp is the resolvent for the source term. It equals to L/u in the homogeneous case
and to L
2
( 1
u−ω
+ 1
u+ω
) in the case of the light-cone spin chain.
Remarkably, the equation (3.25) within the usage of the deformed Cartan matrix
(1.56) can be rewritten as:
∞∑
s′=1
C∞s,s′R
∗
a,s′ +
N−1∑
a′=1
CN−1a,a′ Ra′,s = δa,1δs,1Rp. (3.26)
We use two different Cartan matrices. One is of A∞ Dynkin diagram, another one is of
AN−1 Dynkin diagram. We reflect these distinctions in the superscripted indexes of Cab.
This form of the functional equation is usually described in terms of the Dynkin-type
graph in Fig. 3.1 with A∞ graph in the horizontal direction and with AN−1 in the vertical
direction.
To obtain the SU(N) GN model we perform a particle-hole transformation on the
roots of type {a, 1}. For this we introduce the resolvents
R˜a = R
∗
a,1, R˜
∗
a = Ra,1. (3.27)
The equations (3.26) for s ≥ 2 describe the nested levels of the SU(N) GN. As in
the SU(2) case, the roots {a, 1} play the role of the source terms.
The equations (3.26) for s = 1 lead to the following equations:
D−1
(
CN−1
)−1
aa′
R˜a′ + R˜
∗
a +
∞∑
s′=2
Ds
′−1Ra,s′ =
(
CN−1
)−1
a1
Rp. (3.28)
We see that interaction between the states is determined by the inverse Cartan matrix.
It is straightforward to check that we get a correct expression for Saa
′
0,GN given in (2.25).
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Figure 3.1: Particle-hole transformation. In the proper thermodynamic limit the exci-
tations of the inhomogeneous XXX spin chain scatter as the particles in the GN model.
The picture reflects the structure of the functional equation (3.26).
The inverse deformed Cartan matrix can be written explicitly as8
(CN−1)−1aa′ =
{
[N−a]D[a
′]D
[N ]D
, a ≥ a′
[N−a′]D [a]D
[N ]D
, a′ > a
, [x]D ≡ D
x −D−x
D −D−1 , (3.29)
where we used the notations [x]q for q-numbers. This inverse Cartan matrix should be
understood as a series over positive powers of D for the equations written in the u.h.p.
and as a series over negative powers for the equations in the l.h.p.
The momenta pk of a k-particle of the GN model should enter into the integral
equation for ρ˜k (density associated with R˜k) as −dpkdu . We can calculate this expression
from the explicit form of the inverse Cartan matrix:
− idp˜k
du
= D
1−D2N−2k
1−D2N Rp −D
−11−D−2N+2k
1−D−2N Rp. (3.30)
Explicit calculation with the help of inverse Laplace transform gives(
D
1−D2N−2k
1−D2N −D
−11−D−2N+2k
1−D−2N
)
1
u
= 2πi
∞∑
r=1
(−1)r sin
[
N − k
N
πr
]
e−
2pi
N
|u|r. (3.31)
Using the parity properties of dp˜k
du
we obtain in the limit analogous to (3.24)
dp˜k
du
= 2π sin
[
πk
N
]
cosh
[
2π
N
u
]
Le−
2pi
N
ω, (3.32)
8The generalization of this expression for the distinguished Dynkin diagram of gl(N |M) algebra was
given in [84].
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which leads to the following effective mass parameter:
m =
2
ℓ sin π
N
e−
2pi
N
ω, m[k] =
sin
[
πk
n
]
sin
[
π
n
] . (3.33)
We see that masses of the particles obtained from a light-cone spin chain are the same
as it should be in the SU(N) GN model (see (2.22)).
3.3 Generalization to the case of SU(N) PCF.
If we consider the XXX spin chain in the fundamental representation of the SU(N)
group, the dynamics of low energy excitations over the antiferromagnetic vacuum is
described by the GN model. To obtain in continuous limit the PCF model we have to
consider the spin chain in a different representation [81]. The general Bethe Ansatz for
arbitrary representation of SU(N) group is given by (1.38). The version of the Bethe
Ansatz which includes a string hypothesis is given by the equation (1.58). Remarkably,
the Bethe Ansatz which corresponds to a rectangular representation with Young table
given by A rows and S columns leads to a simple functional equation on the resolvents:
∞∑
s′=1
C∞s,s′R
∗
a,s′ +
N−1∑
a′=1
CN−1a,a′ Ra′,s = δa,Aδs,SRp. (3.34)
To obtain a PCF we have to consider the case A = 1 and S →∞. The antiferromagnetic
vacuum corresponds to the maximal filling of strings of type {a, S}, a = 1, A.
As usual, we perform a particle-hole transformation for the nodes {a, S}:
R˜a = R
∗
a,S, R˜
∗
a = Ra,S. (3.35)
Figure 3.2: The particle-hole transformation of a spin chain in the representation with
spin S/2. In the limit S → ∞ the global symmetry of the system becomes SU(N) ×
SU(N), and the thermodynamic limit leads to the PCF model.
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Since the resolvent decreases at infinity one can approximate in the large S limit
(C∞)−1S,S+s′ ≡
D2S+s
′ −D|s′|
D −D−1 ≃ −
D|s
′|
D −D−1 . (3.36)
Using this approximation, we can write for the central nodes9:
− (D −D−1) (CN−1)−1
aa′
R˜a′ + R˜
∗
a +
∞∑
s′=1
Ds
′
(Ra,S+s′ +Ra,S−s′) =
(
CN−1
)−1
a1
Rp. (3.37)
These are functional Bethe Ansatz equations that can be also derived from the asymptotic
Bethe Ansatz of SU(N) PCF. To obtain the massive theory we use the limit (3.24) which
is the same as in the case of the GN model.
The nested Bethe equations come from the nodes that are on the left and on the right
from the central nodes. We see that in the limit S → ∞ two, left and right, SU(N)
symmetries appear.
3.4 Thermodynamic Bethe Ansatz
In the previous sections we saw that the functional Bethe equations for the excitations
over the antiferromagnetic vacuum coincide with the equations that can be obtained
from the asymptotic Bethe Ansatz for the sigma-models. It is therefore natural to ask
the question whether light-cone spin chains provide a correct lattice regularization of the
sigma model. If it is the case we will be able to describe sigma-models in a finite volume.
A possible way to describe a system in a finite volume known as a thermodynamic Bethe
Ansatz (TBA) [82, 83]. Our goal would be to compare the description given by TBA
with the description which is suggested by the spin chain discretization. In this section
the TBA approach is reviewed. In the next section we argue that the spin chain leads
to the same results and support this suggestion by the simplest example.
TBA for calculation of the ground state energy. Let us consider the theory on
the torus with periods L and R. The sigma-model in the finite volume L is recovered in
the large R limit. The basic idea of the TBA is to write the partition function in two
different ways:
Z[R,L] = Tr e−RH[L] = Tr e−LH[R]. (3.38)
9the nodes that a subject of a particle-hole transformation.
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Here H [L] (H [R]) is the Hamiltonian that generates translation in the L (R) direction.
Since the theory is relativistically invariant these Hamiltonians are the same. The energy
of the ground state of the sigma-model at finite L can be found as
E0[L] = − lim
R→∞
logZ
R
. (3.39)
We can calculate partition function since the energy spectrum at large R is described by
the asymptotic Bethe Ansatz. In the large R limit a saddle point approximation is used.
Then − logZ is given by a free energy that can be found by the minimization of
F = LH [R]− S, (3.40)
where S is the entropy of the macroscopic state with given energy.
We use an assumption that in the thermodynamic limit the Bethe roots organize
themselves into strings. Then the macroscopic state in the thermodynamic limit is
described by densities of the strings. We already know that the functional equations
that describe sigma model can be written in a much simpler form if we interchange the
role of particles and holes for the momentum carrying roots. Therefore let us denote by
ρA (ρ
∗
A) the densities of strings (corresponding holes) of type A in the case when they
are not momentum carrying. The momentum carrying strings will be denoted in inverse
way - ρA will stand for densities of holes and ρ
∗
A for densities of particles.
The densities satisfy the equation10
∑
B
∫ ∞
−∞
KAB[u, v]ρ
∗
B[v]dv + ρA = JA, (3.41)
where JA is a source term. For GN or PCF A ≡ {a, s} and Ja,s[u] = ma cosh
[
2π
N
u
]
δs,0.
The free energy F is given by the following equation
F =
∑
A
∞∫
−∞
dvLρ∗AJA − (ρA + ρ∗A) log(ρA + ρ∗A) + ρA log ρA + ρA∗ log ρA∗ , (3.42)
where the first term is LH [R] of (3.40) and the second one is the entropy of the system.
10In the literature the notation 1 + K˜AB instead of KAB is often used. Our choice of notation is
motivated by the fact that KAB is given by the inverse Cartan matrix (up to multiplication by D
−1 or
(D −D−1)). The kernel K˜AB = 1−KAB does not have such clear algebraic interpretation.
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Minimization of the free energy leads to the TBA equations:
log
[
1 +
ρA[v]
ρ∗A[v]
]
= L JA[v] +
∞∫
−∞
duKBA[u, v] log
[
1 +
ρ∗B[u]
ρB[u]
]
. (3.43)
The ground state energy given by (3.39) then can be evaluated as
E0[L] = −
∑
A
∞∫
−∞
dvJA[v] log
[
1 +
ρ∗A[v]
ρA[v]
]
. (3.44)
In the case of the GN and PCF models one can further simplify the expressions. First,
the kernels KAB[u, v] can be most generally represented as
KAB[u, v] =
∞∑
n=0
(
cn[A,B]D
n
u
1
u− v + i0 − cn[A,B]D
−n
u
1
u− v − i0
)
, (3.45)
where coefficients cn[A,B] are symmetric with respect to interchange of A and B. We
conclude therefore that
KAB[u, v] = KBA[u, v] = KBA[v, u]. (3.46)
Let us introduce the functions Y :
Ya,s =
ρ∗a,s
ρa,s
. (3.47)
Then the TBA equations for s ≥ 1 will be written as11
log
[
1 + Y −1a,s
]
= Lmaδs,0 cosh
[
2π
N
u
]
+
∑
s′
N−1∑
a′=1
(
ĈN−1
)−1
a,a′
Ĉs,s′ ∗ log [1 + Ya′,s′] (3.48)
Here Ĉs,s′ denotes the integral kernel whose holomorphic projection is the deformed
Cartan matrix Cs,s′. Let us evaluate this kernel. If the function g of integration is
analytic in the strip −1/2 < Im[u] < 1/2, then
∑
s′
Ĉs,s′ ∗ gs′ = −gs+1 − gs−1 − 1
2πi
(
(D +D−1)Gs[u+ i0]− (D +D−1)Gs[u− i0]
)
=
= gs[u+ i/2]− gs[u− i/2]− gs+1[u]− gs−1[u], (3.49)
11The sum over s′ is from 0 to ∞ for GN and from −∞ to ∞ for PCF. We always assign s = 0 to the
momentum-carrying nodes.
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where Gs is the resolvent of gs and D
−1Gs[u + i0] means analytical continuation of Gs
to the point u− i/2 from the upper half plane. We see that for the functions analytic in
the strip Im[u] < 1/2, Ĉs,s′ coincides with Cs,s′.
Let us therefore act with CN−1a,a′ on the equation (3.48). It is straightforward to check
that Ja,0 is a zero mode of this action. Therefore we will get
N−1∑
a′=1
Ca,a′ log
[
1 + Y −1a′,s
]
=
∑
s′
Cs,s′ log [1 + Ya,s′] , (3.50)
or more explicitly
Y +a,sY
−
a,s
Ya+1,sYa−1,s
=
(1 + Ya,s+1)(1 + Ya,s−1)
(1 + Ya+1,s)(1 + Ya−1,s)
. (3.51)
We have obtained the functional Y -system. The algebraic structure of (3.50) is deter-
mined by the equations (3.26). Therefore the structure of Y -system reflects the strings
hypothesis and the interaction between strings.
TBA in the case of excited states. The set of equations (3.51) requires appropriate
boundary conditions to have a unique solution. Boundary conditions which follow from
(3.43) lead to the solution which gives the energy of the ground state. The results
of [85, 86] suggest that changing of the boundary conditions allows describing a certain
class of excited states. The energy of such excited states is given by generalization of
(3.44):
E0[L] = −
∑
A
∞∫
−∞
dvJA[v] log
[
1 +
ρ∗A[v]
ρA[v]
]
+
∑
A
∑
kA
mA cosh
[
2π
N
θkA
]
, (3.52)
where θkA are solutions of
YA[θkA ± i/2] = −1. (3.53)
It is often believed that all the excited states of the sigma model can be described as
certain solutions of the Y -system. The energies of these states are given by (3.52). As
was shown in [87] for a wide class of excited states of the O(4) sigma model, equations
(3.53) reduce in the large volume limit to the Bethe Ansatz equations. Therefore (3.53)
are thought as exact Bethe Ansatz equations for the systems in finite volume.
The conjecture about applicability of the Y -system for the description of the excited
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states is supported by the spin chain point of view on the problem as we will now discuss.
3.5 Transfer matrices of spin chain as T -functions of
TBA.
The functional Y -system (3.51) can be rewritten as the Hirota system (1.80)
T a,s[θ + i/2]T a,s[θ − i/2] = T a,s+1[θ]T a,s−1[θ] + T a+1,s[θ]T a−1,s[θ] (3.54)
if we introduce the T -functions by
Ya,s =
T a,s+1T a,s−1
T a+1,sT a−1,s
. (3.55)
Relation (3.55) defines the functions T modulo the gauge transformation
T a,sg [θ] = g1
[
θ +
i(a + s)
2
]
g2
[
θ +
i(a− s)
2
]
g3
[
θ − i(a− s)
2
]
g4
[
θ − i(a + s)
2
]
T a,s[θ].(3.56)
The Hirota system (3.54) is also invariant under (3.56), therefore there is an equivalence
between Y -system and Hirota system modulo gauge transformations.
A priori T -functions defined by (3.55) do not have meaning of transfer matrices.
However (3.54) has the same form as the fusion relations for the transfer matrices of the
spin chain. Based on this observation we suggest that T functions obtained from (3.55)
coincide with transfer matrices of the spin chain discretization of the sigma model.
Here we will show this equivalence on the simplest case - SU(2) GN model with the
excitations polarized in the same direction. A more general case would be the subject of
our future work.
Since all particles are equally polarized, the spin chain is described by the equations
(3.21). In Fig. 3.3 we show a typical solution of this equation. The red dots represent
the zeroes of the Baxter polynomial and the blue dots represent the zeroes of T . The
complex zeroes of T are accompanying12 roots and do not have physical meaning. The
real zeroes of T are holes. They play the role of physical excitations. Their energy is
proportional to cosh[π(u + ω)]−1 + cosh[π(u − ω))]−1 and is also plotted in Fig. 3.3 (as
a potential with a well).
In the Faddeev-Reshetikhin limit (3.24) the holes inside the well in Fig. 3.3 describe
the massive excitations of the GN model. The holes outside the well should describe the
12This term was introduced in Sec.4.5.
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Figure 3.3: A particular solution of (3.21) close to the antiferromagnetic vacuum. N=48,
M=20. The inhomogeneity parameter ω = π−1 log
[
2πL
8
]
corresponds to mL = 8.
massless field theory. However in the limit (3.24) massless excitations do not interact
with the massive modes as we will see below.
Let us use (3.55) to define Y functions based on the transfer matrices of the spin chain.
These Y functions will be denoted as Ŷa,s to distinguish them from the Y -functions of
TBA. From (3.55) we have
Ŷ1,1[θ] =
T 1,1[θ + i
2
]T 1,1[θ − i
2
]
T 0,1[θ]T 2,1[θ]
− 1 = T
+T−
Q++s Q
−−
s
− 1, (3.57)
where Qs[θ] = (θ − ω)L/2(θ + ω)L/2 and T ≡ T 1,1.
The function Ŷ1,1 satisfies the equations
Ŷ1,1
[
θh ± i
2
]
= −1. (3.58)
Since θh are the rapidities of spinon excitations which are true particles in the anti-
ferromagnetic case, we should identify (3.58) with (3.53) and therefore we expect that
Ŷ1,1 = Y1,0. From this identification it also follows that all excited states should satisfy
(3.58) which cannot be shown from the TBA point of view.
The transfer-matrix T satisfies the Baxter equation
Q+s Q
−− +Q−s Q
++ = Q T. (3.59)
We have already discussed (see Sec. 1.3) that T is represented in the form
T = Q˜−−Q˜++Qh, (3.60)
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where Q˜ → Q in the large L limit. In the large L limit we can also approximate the
Baxter equation by:
Q±s = QQ
±±Qh, Im[θ] ≷ 0. (3.61)
Let us verify if the approximation (3.61) is valid in the limit (3.24). We are interested
in the dynamics of excitations inside the well, therefore |θ| . logL. As it follows from
(1.40), approximation (3.61) can be trusted13 if θ is at the distance from the source
origin smaller then
√
L. This condition is perfectly satisfied since inside the well all the
distances are maximally of order logL. We see that approximation (3.61) is perfectly
satisfied. This also means the validity of the string hypothesis.
In view of (3.61)
Ŷ1,1[θ] =
QsQ
+++
Q++s Q
−
+
QsQ
−−−
Q−−s Q
+
+ ... =
Qs
Q+Q−
(
1
Q+h
+
1
Q−h
)
, (3.62)
where the dots stand for the term that can be neglected in the large L limit.
The equation (3.61) for Q is solved explicitly by14
Q =
(
∓ i
2
)−M (Γ[∓ i
2
(θ − ω) + 3
4
]Γ[∓ i
2
(θ + ω) + 3
4
]
Γ[∓ i
2
(θ − ω) + 1
4
]Γ[∓ i
2
(θ + ω) + 1
4
]
)N/2∏
k
Γ[∓ i
2
(θ − θh,k)]
Γ[∓ i
2
(θ − θh,k) + 12 ]
≡
≡
(
∓ i
2
)−M
Q
D±1
1+D±2
s Q
1
1+D±2
h , Im[θ] ≷ 0. (3.63)
Inserting this solution into (3.62) we obtain
Ŷ1,1 = 4
−MQ
1− D
2
1+D2
− D
−2
1+D−2
s Q
D
1+D2
+ D
−1
1+D−2
h
(
1
Q+h
+
1
Q−h
)
. (3.64)
The factor containing Qs can be calculated explicitly in the limit (3.24). If we take
logarithm and then derivative of this factor we will get:
∂θ
∑
n
(−1)n log[Qs[θ + in]] = L
2
∑
n
(−1)n
(
1
θ − ω + in +
1
θ + ω − in
)
=
=
πL
2
(
1
sinh[π(θ − ω)] +
1
sinh[π(θ + iω)]
)
→ −πmLphys sinh πθ. (3.65)
The overall constant of integration can be found from the fact that at θ = 0 the considered
13We consider the Bethe roots inside the well. For these roots the last term in (1.40) is small
14We require Q to be analytic outside the real axis.
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factor in the limit (3.24) should be equal to (−4)N/2.
Therefore in the limit (3.24)
Ŷ1,1 = (−1)L/2+nre−mLphys cosh πθ
(
1
Q+h
+
1
Q−h
)∏
k
2
Γ[
i(θ−θh,k)
2
+ 3
4
]Γ[− i(θ−θh,k)
2
+ 3
4
]
Γ[
i(θ−θh,k)
2
+ 1
4
]Γ[− i(θ−θh,k)
2
+ 1
4
]
.(3.66)
Here the product is taken only over the interior holes (inside the well in Fig. 3.3). The
residual factor from the exterior holes is (−1)nr , where nr is the number of exterior holes
to the right from the well. Since the holes are excited by pairs, the value of the multiplier
(−1)nr does not depend on the type of excitation we consider. In the following we will
consider the case when L is divisible by 4, therefore (−1)L/2+nr = 1.
The representation (3.66) for Ŷ1,1 is correct in the strip −1/2 < Im[θ] < 1/2, where
we can use approximation (3.61) for both Q+ and Q−. From (3.57) we do not expect
singularities on the lines Im[θ] = ±1/2, at least inside the well. Therefore let us evaluate
l.h.s. of (3.58) using (3.66). From this evaluation we see that (3.58) gives asymptotic
Bethe Ansatz equations for the SU(2) GN model:
e−imLphys sinhπλh = −
∏
λ′h
(λh − λ′h)−
D2
1+D2
+ D
−2
1+D−2 . (3.67)
A given asymptotic behavior of Ŷ functions in the large Lphys limit is sufficient to solve
the Y system in the finite volume. It follows for example from the method developed
in [87]. Since we reproduce asymptotic Bethe Ansatz in the large volume limit, we
therefore can identify Ŷa,s and Ya,s−1.
Let us now see how the transfer matrices are identified. We expect to find the gauge
transform which will give the following boundary conditions in the large Lphys limit:
T 0,sg = Qλ,h[θ +
is
2
], s ≥ 1,
T 2,sg = Qλ,h[θ −
is
2
], s ≥ 1 (3.68)
and
T 1,1g = Qλ,h[θ]. (3.69)
In this gauge T a,0 should be of order e−mLphys cosh[θ] and therefore the first row in the strip
were Hirota equations are nontrivial is decoupled. Therefore (3.68) and (3.69) define
boundary conditions for the Hirota system defined on a strip s ≥ 1, a = 0, 1, 2, see
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Figure 3.4: Reduction of the hook in the large volume limit. Boundary condition are
given by i/2-shifted Baxter polynomials. On the left this is inhomogeneity polynomial
Qs[θ]. On the right this is a Baxter polynomial of holes (nontrivial term of the transfer-
matrix T 1,1).
Fig. 3.4. T 1,2 is the nested transfer matrix. The condition of absence of poles of T 1,2
leads to the nested Bethe equations of GN sigma model.
The gauge transformation which leads to (3.68) and (3.69) should satisfy the following
equations
g1
[
θ +
ia
2
]
g2
[
θ +
ia
2
]
g3
[
θ − ia
2
]
g4
[
θ − ia
2
]
=
1
Qλ[θ +
ia
2
]Qλ[θ +
ia
2
+ i]
,
g1
[
θ +
ia
2
+ i
]
g2
[
θ +
ia
2
− i
]
g3
[
θ − ia
2
+ i
]
g4
[
θ − ia
2
− i
]
=
1
Qλ[θ − ia2 ]Qλ[θ − ia2 − i]
,
g1[θ + i]g2[θ]g3[θ]g4[θ − i] = 1
Qλ[θ − i]Qλ[θ + i] . (3.70)
There is indeed a solution of such system.
g1[θ] = g4[θ] =
1
g3[θ]
=
∏
k
1
Γ[1 + i(θ − λk)] , g2[θ] = −
∏
λk
Γ[i(θ − λk)− 1] (3.71)
Therefore we see that the Hirota equations for the discretized spin chain have a mean-
ingful thermodynamic limit if a proper gauge is chosen.
65
Chapter 4
Supersymmetric spin chains
The current achievements in the field of supersymmetric integrable systems can be sum-
marized as follows1. Most of the algebraic constructions based on the gl(N) algebra have
a direct generalization to the supersymmetric case. However, these generalizations do
not cover the all variety of properties of supersymmetric systems. Also, the physics of
the excitations over the antiferromagnetic vacuum is much more complicated and was
studied to some extent only for few simple cases.
Generalizing gl(N) case construction, all finite-dimensional irreducible representa-
tions (irreps) of gl(N |M) algebra were constructed by Kac [88,89] as highest weight repre-
sentations. Equivalently these representations can be labeled by Young tableaux [90–92].
The determinant Weyl formula for characters and its parameter dependent generalization
- Bazhanov-Reshetikhin formula [93] has a straightforward generalization [94–96]. This
allows, in a complete analogy with gl(N) case, to construct the nested Bethe Ansatz for
a supersymmetric group from Hirota dynamics via a chain of Backlund transforms [40].
The Bethe Ansatz equations can be also derived using analytical Bethe Ansatz tech-
niques [97].
What makes the gl(N |M) case more difficult than the gl(N) case is that Lie superal-
gebras allow also reducible but indecomposable representations. A good example is the
sl(2|1) algebra representations of which were studied in [98, 99]. Although all irreps of
gl(N |M) were classified, the complete classification of indecomposable representations
for arbitrary supersymmetric simple algebra is not known2.
Even if we consider only irreducible representations, their tensor product may contain
an indecomposable representation. It is possible to restrict to the class of the represen-
tations tensor product of which is given by a direct sum of irreps. Unfortunately, such
1We will restrict to the most studied case of gl(N |M) algebras.
2This is mainly due to the representations of zigzag type. See [100] and references therein.
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restriction does not allow construction of a spin chain which contains a singlet state (an-
tiferromagnetic vacuum). Therefore, whenever an antiferromagnetic vacuum is present
in a spin chain, studying of excitations around this vacuum encounters the problem
of presence of irreducible representations; this leads to significant complications in the
construction of a physical theory [101, 102].
Here we aim to discuss the techniques mostly for further applications to the integrable
system that appears in the context of the AdS/CFT correspondence. It turns out that,
at least for the purposes of this text, it is sufficient to consider the class of irreps that
do not contain indecomposable parts in their tensor product. These representations can
be obtained from tensoring of the fundamental representation.
In this chapter we will first recall basic properties of the supersymmetric algebras and
theirs representations on the example of the sl(2|1) algebra. Then we will discuss the
structure of the representations that appear as a result of the fusion procedure for the
gl(N |M) case. We will see that, as in the nonsupersymmetric case, the string-like solu-
tions are in the one-to-one correspondence with rectangular irreps. The corresponding
integral equations will be naturally written on a fat hook shape.
The integral equations can be written also in the case of the Bethe Ansatz in the
representation of type [0 . . . 010 . . . 0]. In this case the equations are naturally written
on a so called T-hook shape. This raises a question about representation theory behind
T-hook. This question has not been solved.
The fusion relations for a fat hook shape were discussed in [40,94,95]. In the context
of the AdS/CFT correspondence the T-hook shape was first proposed in [44] and then
in [46, 47] built starting from the string hypothesis of [43, 103]. The string hypotheses
and TBA systems for various cases were also known in the literature before [104].
In Sec. 4.5 we present a general construction: the string hypothesis and correspond-
ing functional equations for the resolvents3 for gl(N |M) algebra and for Bethe equations
with one arbitrary source term. The Bethe equations may be based on any Kac-Dynkin
diagram. Although this generalization of [44, 103, 104] is quite obvious, it was not dis-
cussed in the literature before.
3Equivalently, we can write integral equations for the density functions.
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4.1 Sl(2|1) algebra and its representations
The defining representation of the algebra is given by the following 3× 3 matrices
e =
 0 1 00 0 0
0 0 0
, f =
 0 0 01 0 0
0 0 0
, h =
 1/2 0 00 −1/2 0
0 0 0
, B =
 1/2 0 00 1/2 0
0 0 1
,
Q+ =
 0 0 10 0 0
0 0 0
, Q− =
 0 0 00 0 1
0 0 0
, S+ =
 0 0 00 0 0
0 −1 0
, S− =
 0 0 00 0 0
1 0 0
. (4.1)
The generators e, f, h of sl(2) bosonic subalgebra obey canonical commutation relations
[h, e] = e, [h, f ] = −f, [e, f ] = 2h. (4.2)
The fermionic generators S± and Q± transform under adjoint action of e, f, h as a spin
1/2 representation. Nonzero commutators are given by
[h,Q±] = ±1
2
Q±, [h, S±] = ±1
2
S±,
[e, Q−] = Q+, [f,Q+] = Q−,
[e, S−] = S+, [f, S+] = S−. (4.3)
The Cartan subalgebra of sl(2|1) is spanned by h and B. The generator B acts as
zero on the bosonic generators. On the fermionic generators it acts as follows
[B, S±] =
1
2
S±, [B,Q±] = −1
2
Q±. (4.4)
Finally, the fermionic commutators4 are given by
[S+, Q+] = −e, [S−, Q−] = f, [Q±, S∓] = h± B. (4.5)
The weight diagram for the generators is shown in Fig. 4.1.
A standard method to build an irreducible representation of the sl(2|1) algebra is to
introduce the highest weight vector |s, b〉 defined by
S+|s, b〉 = 0, Q+|s, b〉 = 0, e|s, b〉 = 0, B|s, b〉 = b|s, b〉, h|s, b〉 = s|s, b〉. (4.6)
4For the case of superalgebras we understand any commutator as a graded commutator, that is
anticommutator when both generators are fermionic and usual commutator otherwise.
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Figure 4.1: The weight diagram for the
generators of sl(2|1) algebra.
Figure 4.2: Irreducible representations
of sl(2|1). The right one - typical irrep
〈s, b〉 , the left one - atypical irrep |s′, s′〉.
The other states of the representation are obtained by action of lowering operators
Q−, S−, and f . Due to the fermionic nature of Q− and S−, each of these operators
is applied consecutively at most once. For the case when they applied exactly once,
we get a typical representation, which we will denote as 〈s, b〉. Under the action of the
bosonic su(2) ⊕ u(1) subalgebra this representation decomposes into four su(2) irreps:
(s,b), (s − 1/2, b + 1/2), (s − 1/2, b − 1/2), (s − 1, b), where the first argument in the
brackets is the spin of the su(2) irrep and the second argument is the eigenvalue of the
operator B. The dimension of 〈s, b〉 is the following:
dim〈s, b〉 = 8s. (4.7)
The parameter b can acquire arbitrary values except ±s.
An atypical representation is the representation for which either Q−|s, b〉 = 0 or
S−|s, b〉 = 0. Due to the commutation relations (4.5) the first condition can be realized
only for b = s. The second condition can be realized only for b = −s. Both conditions
are satisfied simultaneously only when b = s = 0, i.e. for the trivial representation. We
will denote the atypical representation with b = s as |s〉 and the atypical representation
with b = −s as 〈s|. The reason for such notation is clear from the structure of the
representation shown in Fig. 4.2. The dimension of atypical representation is given by
dim|s〉 = dim〈s| = 4s+ 1. (4.8)
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Since the dimension of atypical representation is smaller than the dimension of typical
representation with the same spin, atypical representation is often called short represen-
tation.
For s = 1/2 we have dim|1/2〉 = 3. This is nothing but the fundamental representa-
tion.
The structure of reducible but indecomposable representations is quite involved. Here
we would like to point out only the simplest type of indecomposable representation which
can be obtained as continuation of the typical representation 〈b, s〉 to the point b = s (or
b = −s). The irreducible submodule in such representation is |s− 1/2〉 (〈s− 1/2|). For
more information about indecomposable representations we refer to [100].
It is useful to identify irreps with the Young tableaux. There are two 3-dimensional
representations: |1/2〉 and 〈1/2|. We will refer to the first one as fundamental (3) and to
the second one as antifundamental (3). Following [91], we label 3 with a box and 3 with
a dotted box (see Fig. 4.3). In general, to obtain all irreps one should consider tensor
products of 3 and 3. A general irrep corresponds to a union of two Young tableaux [91]
shown in Fig. 4.3. It is tempting to answer the question whether it is meaningful to fit
this union into the T-hook domain that is introduced in section 4.7.
An important difference with the gl(n) case is that the antifundamental representa-
tion never appears in the tensor product of the fundamental representation. This is also
true for a trivial representation, atypical representations with negative b and any typical
representations with b < s. A natural way to construct antiferromagnetic vacuum is to
consider a spin chain with half of the nodes in the fundamental and half of the nodes in
the antifundamental representations [101]. Since tensor products of 3 and 3 contain also
indecomposable representations, we will encounter such representations when dealing
with the excitations over the antiferromagnetic vacuum.
In the following we will consider a simpler particular case - the representations with
b ≥ s. These representations can be obtained from the tensor product of fundamental
representation only. Such tensor product always decomposes into irreps.
To fix grading of the representation module, we take the vector space with two bosonic
and one fermionic components for the fundamental representation. A straightforward
combinatorial analysis gives the identification of Young tableaux and irreps shown in
Fig. 4.4. We used inverse notation for Young tableaux with the largest line below. Such
notation was used in [40] to describe Hirota dynamics in integrable systems. Horizon-
tal lines in the Young tableaux mean supersymmetrization: symmetrization of bosonic
elements with other elements and antisymmetrization of fermionic elements. The verti-
cal lines in the Young tableaux imply superantisymmetrization: antisymmetrization of
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Figure 4.3: At top: fundamental and an-
tifundamental representations. At bot-
tom: an example [91] of irrep that is built
from tensor products of fundamental and
antifundamental representations.
Figure 4.4: Irreducible representations of
sl(2|1) built from tensoring of fundamen-
tal representation. At top: atypical irrep
|s′〉, at bottom - typical irrep 〈s, b〉.
bosonic elements with other elements and symmetrization of fermionic elements. Note
that Young tableaux give typical irreps with only discrete half-integer values of b.
4.2 Fusion procedure in the gl(N |M) case.
The procedure of construction of irreps of gl(N |M) algebra is a straightforward general-
ization of such procedure for gl(2|1) case. Again, we have a fundamental representation
defined by Dynkin labels [100 . . .] and its conjugate. Arbitrary irrep can be obtained
only from tensor product of both of these representations. Appearance of the reducible
indecomposable representations in the tensor product is controlled by the value of the
continuous parameter b. The parameter b is a Cartan weight with respect to the genera-
tor B, where generator B is given by the following matrix in the defining representation:
B =
 N
−1
1N 0
0 M−11M
. (4.9)
In the following we consider only the representations that can be obtained from
the tensor product only of the fundamental representation [100 . . .] itself. Such irreps
are described by Young tableaux which should be inside a fat hook structure shown in
Fig. 4.5. If the border of a Young table does not touch the internal border5 of the fat
hook then such Young table defines atypical representation. Otherwise, such Young table
5By the internal border of fat hook we mean the border which contains the corner point {M,N}.
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Figure 4.5: On the left: fat hook for gl(N |M) algebra. On the right: functional equations
on T and F for BT2 transform.
defines typical representation.
We can derive the Hirota dynamics on a fat hook using a straightforward generaliza-
tion of discussion in Sec. 1.4 [40]. Namely, we consider an integrable system based on
the R-matrix
R = θ − iP, (4.10)
where P is the graded permutation.
Starting with this R-matrix one can construct the transfer matrix in a fundamen-
tal representation and use a fusion procedure to obtain the transfer matrices in other
representations. The transfer matrices T a,s[θ] in the rectangular irrep satisfy the Hirota
equation
T a,s
[
θ +
i
2
]
T a,s
[
θ − i
2
]
= T a,s+1[θ]T a,s−1[θ] + T a+1,s[θ]T a−1,s[θ]. (4.11)
The transfer matrices are non-zero if a = 0 or (a, s) is inside or on the border of the
shape (fat hook) in Fig. 4.5.
The representations are nontrivial on the internal border of the fat hook. They are
different from the representation in the corner {M,N} only by the value of the parameter
b.
4.3 Bethe Ansatz
The Bethe Ansatz equations can be derived from the fusion relations (4.11) via a chain
composed from two different types of Backlund transforms. The two different types of
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Backlund transforms appear in the following way. The bilinear equations (1.83) on T
and F considered for a fat hook configuration allow two solutions. For the first one F
is nonzero on a fat hook (N − 1,M). This is the same Backlund transform which was
discussed in section 1.5. It is called the Backlund transform of the first type (BT1).
For the second solution F is nonzero on a fat hook (N,M +1). Exchanging the roles
of T and F for such Backlund transform we obtain the Backlund transform of the second
type (BT2) which reduces M by one. The functional equations for BT2 are shown in
Fig. 4.5.
The set of the Bethe Ansatz equations is obtained after successive application of
Backlund transforms that reduce the fat hook to a single strip. This can be done by
application of different chains of Backlund transforms [40]. A possible chain is shown in
Fig. 4.5. The shape of the chain corresponds to a particular Kac-Dynkin diagram of the
gl(N |M) algebra. Each turning of the path corresponds to the fermionic node. Each
straight pass corresponds to the bosonic node.
The Bethe Ansatz equations are determined by the Cartan matrix of a given Kac-
Dynkin diagram and have the formal expression
λa +
i
2
δa,1
λa − i2δa,1
=
∏
λ′b
′ λa − λ′b + i2cab
λa − λ′b − i2cab
. (4.12)
The Cartan matrix cab for a given Kac-Dynkin diagram up to an overall sign is given by
the following identification:
The overall sign is chosen such that the sum of the elements in the first row of cab is
positive.
For example, the Cartan matrix for the Kac-Dynkin diagram in Fig. 4.5 is the fol-
lowing: 
2 −1 0 0 0 0
−1 0 1 0 0 0
0 1 −2 1 0 0
0 0 1 0 −1 0
0 0 0 −1 2 −1
0 0 0 0 −1 0

.
The Bethe equations (4.12) can be also written for an arbitrary representation [97].
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It is not clear how to obtain the Bethe equations for an arbitrary representation from a
fat hook construction.
4.4 Duality transformations.
The system of the Bethe equations is different depending on what underlying Kac-Dynkin
diagram was chosen. But the physical properties of the system should not depend on
the choice of the Kac-Dynkin diagram. And indeed, there exists a so called duality
transformation [105, 106], [95], [107] which allows to pass from one system of equations
to another.
Let us consider a fermionic node. We will denote the Baxter polynomial for this node
as Q =
∏
(θ − θk). The fermionic node is coupled to two other nodes. We will denote
the Baxter polynomials that correspond to these nodes as
Qu =
∏
(θ − uk), Qv =
∏
(θ − vk). (4.13)
The Bethe equation for the fermionic node
1 =
Qu[θk +
i
2
]
Qu[θk − i2 ]
Qv[θk − i2 ]
Qv[θk +
i
2
]
(4.14)
can be derived from the Baxter equation
Q+uQ
−
v −Q−uQ+v = QQ∗. (4.15)
From the point of view of a fat hook picture the Baxter polynomials Qu, Qv, Q,Q
∗ are
just some QN ′|M ′ polynomials
6 with appropriate shifts of the arguments on i/2. These
polynomials are associated to the nodes which form a square shown in Fig. 4.6. The
Baxter equation (4.15) is a QQ relation on these polynomials.
Duality transformation is a passage from the Bethe equations which contain θk as
Bethe roots to the Bethe equations which contain θ∗k (zeroes of Q
∗) as Bethe roots. We
see that Q and Q∗ enter (4.15) in a symmetric way. Therefore θ∗k are also fermionic roots.
They obey the same equation as (4.14), with θk replaced by θ
∗
k.
6QN ′|M ′ is the polynomial that defines a boundary condition for the (N
′,M ′) fat hook. This is a
generalization of the QN ′ polynomial in Sec. 1.5. The polynomial QN |M gives a source term for the
Bethe equations. For the homogeneous spin chain of length L we have QN |M = (θ − i2 )L.
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Figure 4.6: Duality transformation. The nodes denoted by gray can be of any statistics.
Obviously, the duality transformation changes the statistics of these nodes.
The roots θj enter to the Bethe equations for uk as the following ratio
Q
[
uk − i2
]
Q
[
uk +
i
2
] . (4.16)
An analogous ratio appears in the Bethe equations for vk.
Using (4.15) it is easy to see that
Q
[
uk − i2
]
Q
[
uk +
i
2
] = Qu [uk − i]
Qu [uk + i]
Q∗
[
uk +
i
2
]
Q∗
[
uk − i2
] . (4.17)
Therefore the Bethe equations for uk (vk) change under duality transformations in ac-
cordance with the change of the Kac-Dynkin diagram shown in Fig. 4.6.
Let us also consider Bethe equations which correspond to the representation
[0 . . . 01(k−thplace)0 . . . 0]. Such Bethe equations are written as
λa +
i
2
δa,k
λa − i2δa,k
=
∏
λ′b
λa − λ′b + i2cab
λa − λ′b − i2cab
. (4.18)
A special attention should be devoted to the momentum carrying node in these equations
if k 6= 1. If the momentum carrying node is fermionic, the Bethe equations for this node
are written as (
θk +
i
2
θk − i2
)L
=
Qu
[
θk +
i
2
]
Qu
[
θk − i2
]Qv [θk − i2]
Qv
[
θk +
i
2
] . (4.19)
If we perform a duality transformation for the momentum carrying node then the
building block of the Bethe equations for vk roots will be the following:
Q
[
vk − i2
]
Q
[
vk +
i
2
] = (θk − i
θk + i
)L
Qv [vk − i]
Qv [vk + i]
Q∗
[
vk +
i
2
]
Q∗
[
vk − i2
] . (4.20)
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Therefore the vk node becomes also momentum carrying. Although the duality trans-
formation of the momentum-carrying node is possible, the resulting equations bring the
Bethe Ansatz equations in a nonstandard form. Due to this we should forbid to perform
the duality transformation of the momentum-carrying node if it is situated inside the
Kac-Dynkin diagram. This restriction has interesting consequences. For example, if each
wing (on the left and on the right from the momentum-carrying node) of the Kac-Dynkin
diagram contains at least one fermionic node, one cannot rewrite the Bethe equations in
a form which corresponds to the distinguished diagram (the one with a single fermionic
node).
The momentum-carrying node has another important feature. If we start from the
Bethe equations
(
θk +
i
2
θk − i2
)L
= −Q [θk + i]
Q [θk − i]
Qu
[
θk − i2
]
Qu
[
θk +
i
2
]Qv [θk − i2]
Qv
[
θk +
i
2
] , (4.21)
which correspond to the left diagram in Fig. 4.7, and perform duality transform both on
u and v nodes, then the Bethe equations for the momentum carrying node will become
(
θk +
i
2
θk − i2
)L
= −Q [θk − i]
Q [θk + i]
Q∗u
[
θk +
i
2
]
Q∗u
[
θk − i2
]Q∗v [θk + i2]
Q∗v
[
θk − i2
] . (4.22)
If we put Qu = 1 and Qv = 1 in equation (4.21) then we will get the equation for a
compact (SU(2)) XXX spin chain. On the opposite, if we put Q∗u = 1 and Q
∗
v = 1 in
(4.22) then we will get the equation for a noncompact (Sl(2)) XXX spin chain.
The second description reveals noncompactness of the spin chain described by (4.18).
Indeed, let us find the constraints on the possible number of the Bethe roots. For
simplicity we suppose that there are only three types of the Bethe roots. Bosonic Bethe
roots θk which satisfy (4.21) (or, equivalently (4.22)) and fermionic Bethe roots uk, vk
which satisfy the Baxter equations
Q+ −Q− = QuQ∗u, Q+ −Q− = QvQ∗v. (4.23)
From the Baxter equation we read that
nθ = nu + n
∗
u = nv + n
∗
v. (4.24)
In Sec. 1.3 we obtained the constraints on the number of bosonic Bethe roots. In our
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Figure 4.7: Duality transformation which reveals noncompactness of in supersymmetric
spin chains.
case we have
nθ ≤ L+ nu + nv
2
. (4.25)
Combining (4.24) and (4.25) we see that the number of the Bethe roots is unconstrained.
4.5 String hypothesis and integral equations
To formulate a set of integral equations in the thermodynamic limit we will establish
first the string hypothesis for the Bethe Ansatz based on the gl(N |M) algebra.
The string hypothesis for bosonic roots was discussed in Sec. 1.3 and in Sec. 2.3.
Bosonic Bethe roots can form string configurations alone. Also they can participate in
the formation of stacks as intermediate nodes. The mechanism how the bosonic roots
enter the stacks was discussed in Sec. 2.3 in the context of GN and PCF models.
To formulate a string hypothesis for fermionic roots we will consider the Baxter
equation for fermionic roots
Qu[θ + i/2]Qv[θ − i/2]−Qu[θ − i/2]Qv[θ + i/2] = Q[θ]Q∗[θ], (4.26)
where the notation is the same as for (4.15).
Let us assume for simplicity the following ordering of Bethe roots: nu ≥ nθ ≥ nv.
Then in the thermodynamic limit the roots of u type will determine the dominant term
in the l.h.s. of (4.26). For Im[θ] > 0 the first term will be dominant.
Fermionic Bethe roots do not form string configurations themselves. Instead, they
participate in the formation of stacks as the first or the final node. Indeed, if θ-roots
organize in a string of length k then (4.26) implies the string configuration with the same
center either for u-roots of length k + 1, or for v-roots of length k − 1.
All possible string/stack configurations that can be built from bosonic and fermionic
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nodes7 are shown in Fig. 4.8
Figure 4.8: Possible string/stack configurations. A) an s- string of arbitrary length
formed of bosonic roots of the same type. B) an s-stack with the longest string of length
s formed of fermionic roots. All the other roots are bosonic. The total number of root
types is s. This stack should terminate with a string of length 1. C) an (s+ k− 1)-stack
with the first and the last nodes being fermionic. All other nodes are bosonic. The
length of the initiating string is arbitrary.
All the centers of strings are situated at the same position. They are depicted in different
positions for convenience.
The ordering of number of Bethe roots in the nested Bethe Ansatz is the following: the
node with the largest amount of roots is on the left.
Integral equations on a fat hook
The procedure of construction of integral equations is analogous to the one described for
the bosonic case. In appendix B we prove the following statement:
The set of the functional equations derived from the Bethe Ansatz for a given Kac-
Dynkin diagram of gl(N |M) algebra and under the assumption that the string hypothesis
is valid is equivalent to the following set of equations:
δa,1δs,1Rp =
∑
a′
Caa′Ra′,s +
∑
s′
Css′Ra,s′, (4.27)
for {a, s} being a coordinate of a point situated strictly inside the fat hook, and, for
{a = M, s = N},
RM,N +RM,N = TM,N , (4.28)
where TM,N is different for different Kac-Dynkin diagrams; the expression for of TM,N is
given in (B.10) and (B.11).
7For the rational Bethe Ansatz in any fundamental representation.
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Figure 4.9: Organization of strings into fat hook. The blue line shows the path of
embedding of the Kac-Dynkin diagram. Green lines show the string configurations based
on the bosonic nodes. Red lines show stack configurations based on the fermionic nodes.
Caa′ is a ”D-deformed” Cartan matrix defined by
Caa′ = (D +D
−1)δaa′ − δa,a′+1 − δa,a′−1. (4.29)
The resolvents Ra,s and Ra,s are zero on the boundary and outside the fat hook except
for RN,M , RN,M .
There is a string configuration associated with each {a, s} node of a fat hook. De-
pending on the node, either Ra,s or Ra,s is the resolvent of the density function of strings.
Then correspondingly either Ra,s or Ra,s is the resolvent of the correspondent density of
holes.
The exact identification of Ra,s with holes or particles is given by the following pro-
cedure. First we draw the Kac-Dynkin diagram on the nodes of the fat hook. The
momentum-carrying node corresponds to the node {1,1}. We are allowed then to move
only to the east or to the north. The initial direction is to the east(north) if the last
movement in the chain of the Backlund transforms was to the west(south). For example
for the fat hook construction in Fig. 4.5 the initial direction is to the north.
One should turn at each node next to the fermionic one.
Each node of the fat hook occupied by the Kac-Dynkin diagram is associated with the
corresponding type of the Bethe roots. The string/stack configurations with the longest
string formed from this type of Bethe roots are situated on the straight line which starts
from the considered node. There is the only way to assign straight lines to the nodes of
the Kac-Dynkin diagram such that all nodes of the fat hook will be occupied.
The example of the whole construction is shown in Fig. 4.9.
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The correspondence between holes/particles and R/R is chosen in such a way that
interaction (in the sense of equation (4.27)) inside the same line should be through the
holes and the interaction between different lines should be through the particles.
Although formally the equations (4.27) are the same for different Kac-Dynkin dia-
grams, these equations describe different regimes of a spin chain. As well, in general there
is no relations between the resolvents used in (4.27) for different Kac-Dynkin diagrams.
We will illustrate now this issue on the example of sl(2|1) spin chain
4.6 Thermodynamic limit of the Bethe equations in
the sl(2|1) case
In the gl(n) case we can consider the thermodynamic limit for configurations close either
to the ferromagnetic or to the antiferromagnetic vacuum. In the supersymmetric case
there are more possibilities.
Let us consider the Bethe equations for sl(2|1) spin chain in a fundamental represen-
tation. Each site of the spin chain is occupied by one particle which can be a boson with
spin up or down or a fermion.
From the representation theory we conclude that the total number of fermions can
be changed only by ±1 by the action of the symmetry algebra. Indeed, the number
of fermions is changed under action of Q± and S± generators. The square of these
generators is zero.
Therefore the state with large amount of fermions never lies in the same symmetry
multiplet with the state with small amount of fermions. Thus we have four possible
regimes in the thermodynamic limit. If we choose as the pseudovacuum a state with
each site occupied with bosons with spin down then these regimes are described as
follows:
1. Large spin, small amount of fermions.
2. Small spin, small amount of fermions.
3. Large spin, large amount of fermions.
4. Small spin, large amount of fermions.
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These regimes can be shown on the following weight diagram:
. (4.30)
It turns out that different types of the thermodynamic limit, except the second one,
are naturally related to different dual configurations of the Bethe equations. We will
consider each configuration separately.
❥×❥× case. In this case the Bethe equations are written as(
θ + i
2
θ − i
2
)L
= −
∏
θ′
θ − θ′ + i
θ − θ′ − i
∏
u
θ − u− i
2
θ − u+ i
2
,
1 =
∏
θ
u− θ + i
2
u− θ − i
2
. (4.31)
The inequalities for the number of Bethe roots are written as follows
nu ≤ nθ, nθ ≤ L+ nu
2
≤ L. (4.32)
Naturally, the thermodynamic limit is possible in the case when we replace all inequalities
≤ by stronger demands≪. This corresponds to the first type of the thermodynamic limit.
The bosonic Bethe roots θ can form string configurations while the fermionic roots
are real. Introducing the resolvents Rs for the s-strings and F for fermions we obtain
the integral equations
δs,1Rp = C
∞
ss′R
∗
s′ + (D +D
−1)Rs − δs,1F,
0 = Ds
′
Rs′ − F − F ∗ (4.33)
One can try to perform a particle-hole transformation of R1 as we did in the su(2) case.
In this way we will realize the second type of the limit. The obtained integral equations
seem do not correspond to the asymptotic Bethe Ansatz of any known integrable field
theory.
×❥×❥× case. This case is obtained from the previous one by performing the
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dualization of the root u. The Bethe equations are written as
(
θ + i
2
θ − i
2
)L
=
∏
u∗
θ − u∗ + i
2
θ − u∗ − i
2
,
1 =
∏
θ
u∗ − θ + i
2
u∗ − θ − i
2
. (4.34)
The inequalities for number of Bethe roots are written as follows
nu∗ ≤ nθ ≤ L
2
, nθ ≤ L− nu∗ . (4.35)
The thermodynamic limit corresponds to the case when nu . nθ, which is a third type
of thermodynamic limit.
Since the resolvents Rs remain the same as in the previous case, all the integral
equations which do not include F should remain the same. This is indeed the case.
Note that the underlying s-string configurations in the ❥×❥× case correspond to stack
configurations of two fermionic nodes in the ×❥×❥× case.
The complete set of integral equations is written as
δs,1Rp = C
∞
ss′R
∗
s′ + (D +D
−1)Rs − δs,1F ∗∗ ,
0 = Ds
′
Rs′ − F∗ − F ∗∗ , (4.36)
where by F∗ we denoted the resolvent for dual variables and by F
∗
∗ the resolvent of holes
for the dual variables. Note that by construction F ∗∗ 6= F .
×❥ ❥× case. This case is obtained after duality transformation on the θ-variable
of the ×❥×❥× case. The Bethe equations are written as(
θ∗ + i
2
θ∗ − i
2
)L
=
∏
u∗
θ∗ − u∗ + i
2
θ∗ − u∗ − i
2
,
−1 =
∏
u∗′
u∗ − u∗′ + i
u∗ − u∗′ − i
∗∏
θ
u∗ − θ∗ − i
2
u∗ − θ∗ + i
2
. (4.37)
This case is the best suited for description of the low-spin regime with most of the
excitations being fermions (case 4). The s-string of θ-s in the ❥×❥× case transforms
into s−1 string of u∗-s in the ×❥ ❥× case. The bosonic excitations of the ❥×❥× case
are now described by the stack composed of θ∗ 2-string and one u∗ Bethe root. We will
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Figure 4.10: Organization of integral equations for different Kac-Dynkin diagrams of
sl(2|1).
denote the resolvent of (s− 1)-string configuration, s ≥ 2, by Rs (it should be the same
resolvents as in previous case), the resolvent for free θ∗ roots by R1, and the resolvent
for the stack by G. Then the integral equations will be written as
δs,1Rp = C
∞
ss′R
∗
s′ + (D +D
−1)Rs − δs,1G∗,
0 =
∞∑
s′=2
Ds
′
Rs′ −DR∗1 −G−G∗. (4.38)
4.7 T-hook
In the previous two chapters we discussed an algebraic structure of the functional equa-
tions for the case of the irrep [100 . . .] of the gl(N |M) algebra. This structure has a
natural generalization for the case of other fundamental representation. Let us consider
an integrable system which is described by the following Kac-Dynkin diagram:
. (4.39)
This is a diagram of the gl(N + N ′|M + M ′) algebra8. Gray nodes stay either for
bosonic or fermionic nodes. Therefore we do not require the Kac-Dynkin diagram to be
distinguished. Numbers above the nodes are the Dynkin labels of the representation.
By a direct generalization of the results of Sec. 4.5 we deduce that the interactions
between string configurations in the thermodynamic limit of the Bethe Ansatz based on
(4.39) are described by (4.27) which is now defined on a T-hook shape shown in Fig. 4.11.
The nodes (a, 0) correspond to string or stack configurations based on the momentum
carrying node. The nodes to the right(left) of the central line s = 0 denote string or
8If a grading convention is not specified, it could be also a gl(N +M ′|M + N ′) algebra. However,
we can always define a self-consistent notation to obtain only gl(N +N ′|M +M ′) case.
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Figure 4.11: T-hook shape on which (4.27) is defined.
stack configurations constructed from the Bethe roots that correspond to the Dynkin
nodes to the right(left) of the momentum carrying node.
Based on the functional equations (4.27), a T -system defined on the T-hook shape
can be derived from the TBA. This is how a T-hook was initially proposed in [44,46,47]
for N = N ′ = M = M ′ = 2.
In the case of the gl(n) algebra and of the representation [100 . . .] of the gl(n|m)
algebra there is a strange coincidence that the fusion relations for the transfer matrices
of these system are defined exactly on the same shape as the T -system following from
TBA. Based on this coincidence we even suggested in section 3.5 an equivalence between
T -functions and transfer matrices of the spin chain discretization. It is therefore natural
to ask a question whether a T-hook shape has a transfer matrix interpretation.
Unfortunately such kind of interpretation is not known in the literature. Probably
one of the obstacles is that consideration of fusing relations that include representation
of type [00010 . . .] leads to indecomposable representations and therefore is complicated.
Still, in a lack of the transfer matrix description we can ask the question whether T-
hook T -system can be solved by the Bethe Ansatz equations, in the same fashion as was
discussed in sections 1.5 and 4.3. Such kind of analysis was partially done in [108]. In
this work indeed a solution of T -system was given in terms of the boundary Q-functions.
If to assume that Q are polynomials, they can be considered as the Baxter polynomials
that define positions of the Bethe roots. In [108] however only the set of QQ relations
which leads to the Bethe equations on the fermionic Bethe roots was given. QT relations
which lead to the bosonic Bethe equations were not given. It would be interesting to
find such kind of relations. If it is possible then it would be natural to ask what is the
meaning of T -functions from the point of view of the Bethe Ansatz. This should be a
nontrivial question in view of the complicated representation theory of superalgebras.
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Part II
Integrable system of AdS/CFT
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Chapter 5
Overview
In this chapter we are going to review the subject of integrability in the AdS/CFT
correspondence. For other reviews on this subject we refer to [109–112] (correspondence
itself), [113–115] (integrability, with the stress on the gauge side), [116–119] (integrability,
with the stress on the string side), [120–122] (both aspects). In this text we do not discuss
scattering amplitudes in the context of the AdS/CFT correspondence. For reviews of
this subject we refer to [123, 124].
5.1 Essentials of the AdS/CFT correspondence.
String theory initially appeared as an attempt to describe strong interactions. However,
this attempt was not very successful and with the discovery of nonabelian gauge theories
it receded into the background. A new relation of strings, now to the gauge theory, was
proposed by ’t Hooft [125]. In his work he considered the large N limit of SU(N) gauge
theories:
g−1YM , N →∞ with λ ≡ g2YMN fixed. (5.1)
In this limit the sum of Feynman diagrams can be organized as the 1/N2 expansion. In-
terestingly, this expansion is nothing but the expansion over the topologies. For example,
the partition function of the system is expanded as
logZ = N2F0[λ] + F1[λ] +N−2F2[λ] + . . . , (5.2)
where Fn[λ] is a sum of Feynman diagrams which can be drawn on a Riemann surface
with n handles.
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The topological expansion is reminiscent to the perturbative expansion in a string
theory. In this analogy we interpret the Feynman diagram (more precisely, the dual
graph) as the discretization of a string worldsheet and 1/N should be then proportional
to the string coupling gs.
The idea to interpret Feynman diagrams as a discretization of the two-dimensional
surface was fruitfully used to define the two-dimensional gravity through the matrix
models [126–129] (for a review see [130]). In the case of the matrix models the sum over
the planar graphs Z0[λ] can be calculated explicitly. This sum is convergent with a finite
radius of convergence λ0. Close to a critical value λ = λ0 the sum is dominated by the
diagrams with large number of vertices. Therefore the continuous surfaces are recovered
in the proper double scaling limit which includes λ→ λ0.
The identification of the string theory which corresponds to a ’t Hooft construction in
the gauge theories is a highly nontrivial problem. For a long time there were no explicit
examples except the ones for the two-dimensional gauge theories [131–133]. The discovery
of the AdS/CFT correspondence [2–4] gave us explicit examples of a gauge/string duality
in four dimensions. Often it is suggested that this duality realizes the ’t Hooft idea,
however this was not explicitly shown.
The first example of the AdS/CFT correspondence is the equivalence between N = 4
supersymmetric Yang-Mills theory (SYM) and the type IIB string theory with AdS5×S5
manifold as a target space. This equivalence was first proposed in [2] developing the
study of string theories in the presence of D-branes.
The Dp-branes are p+1 dimensional objects on which strings can terminate [134] (D
stands for Dirichlet boundary conditions). The low-energy modes of the D-branes are
described by the maximally supersymmetric gauge theory living on D-brane. A stack of
N branes leads to the SU(N) gauge theory [135]. For p = 3 this is N = 4 SYM. This is
how SYM theory appears in the context of the string theory.
The AdS/CFT conjecture is based on the observation that string theory in the pres-
ence of D3-branes can be effectively described, at least when N is large, as a closed string
theory in a nontrivial gravitational background. We will now explain this description
in more details. Let us consider a type IIB string theory. Its action is the action for
the supersymmetric sigma model, with a worldsheet metric being dynamic. The bosonic
part of the action can be written as
Sbos =
1
4πα′
∫
d2σ
√
η ( ηµνGmn[X ] + ǫ
µνBmn[X ] ) ∂µX
m∂νX
m + α′RηΦ[X ], (5.3)
where Gmn is a target space metric, Bmn is an antisymmetric tensor and Φ is the dilaton.
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Gmn[X ], Bmn[X ],Φ[X ] can be considered as an infinite set of coupling constants in
the quantum field theory which are subjects of renormalization. This is how strings
govern the geometry of the target space. The demand that the β-function for these
coupling constants equals zero leads to the supergravity equations of motion.
The type IIB string theory contains also the selfdual 4-form A[X ]. There exists
a solution of supergravity EOM with a flux of a field strength F = dA equal to N ,∫
S5
F = N :
ds2 =
(
1 +
R4
r4
)−1/2
(−dt2 + dx2 + dy2 + dz2) +
(
1 +
R4
r4
)1/2
(dr2 + r2dΩ25),
R4 = 4πgsNα
′2. (5.4)
This is a background which is suggested to be effectively generated by a stack of N
D3-branes.
Due to the red shift the energies for the observer at infinity are not the same as the
energies for the observer at finite r. They are related as
E∞ =
(
1 +
R4
r4
)−1/4
Er ≃ r√
α′
Er, r ≪ R. (5.5)
One can consider the following limit introduced by Maldacena [2]. We take α′ → 0 with
gsN fixed. In this limit the near horizon dynamics at distances r ∼ α′ decouples from
the rest. In terms of the variable u = R2/r the near horizon geometry is approximated
by
ds2 ≃ R2
(−dt2 + dx2 + dy2 + dz2 + du2
u2
+ dΩ25
)
, (5.6)
which is the AdS5×S5 geometry. Therefore we obtain the type IIB strings propagating
in the AdS5×S5 space-time.
Due to (5.5), the near horizon excitations are viewed by the observer at infinity as
low energy excitations. As we already discussed, the low energy excitations are described
in a D3-brane picture by the gauge theory.
The comparison of these two different descriptions of the near horizon physics leads
to the AdS/CFT correspondence conjecture. The conjecture includes also the relation
between gYM and gs:
4πgs = g
2
YM . (5.7)
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From (5.6) and (5.3) we conclude that the string sigma model depends not on R2 and
α′ separately but on their dimensionless ratio which is a ’t Hooft coupling constant:
R2
α′
=
√
4πgsN =
√
λ . (5.8)
The AdS/CFT correspondence is often trusted only in the ’t Hooft limit (5.1), when the
stack of D-branes is a heavy object capable to generate a nontrivial gravity background.
In the ’t Hooft limit gs → 0, so the first quantization of the string theory is enough. This
is the limit which we consider in this text.
The discussed construction of the duality picture can be generalized. The possible
variations of the string target spaces and brane configurations are discussed in a great
detail in the review [111].
Recently an AdS4/CFT3 version of the duality was proposed by Aharony, Bergman,
Jafferis, and Maldacena (ABJM) [136]. The ABJM conjecture relates N = 6 U(N) ×
U(N) superconformal Chern-Simons theory at level k with M-theory on AdS4×S7/Zk.
The quotient with respect to Zk should be understood in the following way: S
7 can be
viewed as the S1 Hopf bundle over CP3. The discrete group Zk acts on the S
1 fiber. For
k 6= 1, 2 it breaks the complete N = 8 supersymmetry to N = 6 one. In the ’t Hooft
limit (k,N → ∞ with λ = N/k fixed) the dimension reduction from S7 to CP3 takes
place and we obtain the correspondence between the planar Chern-Simons gauge theory
and the first quantized type IIA string theory on AdS4 × CP3.
Since in the limit (5.1) the duality is of weak/strong coupling type, it is especially
useful for the description of the gauge theories at strong coupling. It would be very in-
teresting to find a non-supersymmetric version of the duality which could describe QCD.
Of course it is not obvious whether such generalization is possible at all. For a discussion
of possible restrictions for this generalization and to what extent they can be overcome
see [137].
Let us come back to the ’t Hooft attempt to describe the worldsheet discretization
of a string with the help of Feynman diagrams. If to follow the analogy with matrix
models, the continuous description of the worldsheet appears when the coupling constant
approach some critical value λ0. The finiteness of λ0 for N = 4 SYM1 would signal
that the ’t Hooft description is inappropriate for the AdS/CFT correspondence. In the
presence of the supersymmetry one could believe that by virtue of some cancellations
λ0 =∞. However, the finite radius of convergence for small ’t Hooft coupling expansion
1or other gauge theory conjectured by the duality.
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of various observables in N = 4 SYM suggests that λ0 is finite.
A huge progress in the understanding of the AdS/CFT correspondence during the
last decade was possible in particular due to the discovery of integrability. It is believed
that integrability will allow to find the spectrum of the AdS/CFT system at arbitrary
value of the coupling constant and to give a direct proof of the duality. On the string
side the integrability appears in a standard way - as integrability of a coset sigma model.
On the gauge side the integrability structures are identified in quite unusual way. We
will now discuss the integrability structures from the gauge point of view, then pass to
the string side, and at the end review the main tests of the AdS/CFT correspondence
and the integrability conjecture.
5.2 Gauge side of the correspondence and underly-
ing integrable system.
The gauge side of the AdS/CFT correspondence is the N = 4 super Yang-Mills (SYM)
theory in 3 + 1 dimensions. This is a conformal field theory. The vanishing of the beta
function in it was shown in [138–140]. The field content of N = 4 SYM is a gauge field,
four left and four right Majorana spinors, and 6 real scalars:
Aµ, µ = 1, 4,
ψa,α, ψ
a
α˙, a = 1, 4, α, α˙ = 1, 2,
Φi, i = 1, 6. (5.9)
All fields are in the adjoint representation of the SU(N) gauge group.
The global symmetry algebra of the system is psu(2, 2|4). The bosonic subalgebra
of psu(2, 2|4) is given by the direct sum so(2, 4)⊕ so(6). Its first term is the conformal
symmetry in 3 + 1 dimensions, the second term is the R symmetry. The R symmetry
trivially acts on Aµ, spinors transform in its spinorial representation (so(6) ≃ su(4) acts
on the index a), scalars transform in its vector representation (so(6) acts on the index
i).
The lagrangian of the theory is given by
L = 1
g2YM
Tr
(
1
4
FµνF
µν +
1
2
DµΦiD
µΦi + ψ
a
σµDµψa−
−1
4
[Φi,Φj][Φ
i,Φj ]− i
2
σabi ψa[Φ
i, ψb]− i
2
σiabψ
a
[Φi, ψ
b
]
)
. (5.10)
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The coefficients σiab, σ
ab
i are the Clebsch-Gordan coefficients which provide the invariance
of the lagrangian under action of the R symmetry.
We are interested in the ’t Hooft planar limit (5.1) of the theory. Instead of the ’t
Hooft coupling constant λ the coupling constant g is often used. It is defined by
g2 =
λ
16π2
. (5.11)
The objects to study in the planar limit are single trace local operators. These oper-
ators can be viewed as the words built from the letters corresponding to the elementary
fields of the theory. A possible example of such operator is
O = Tr [Φ1D3Φ2ψ11˙ . . .], Dµ· ≡ ∂µ + [Aµ, ·]. (5.12)
Single trace operators (5.12) are organized into multiplets of the symmetry algebra
psu(2, 2|4). Its representations are parameterized by a set of numbers
(s1, s2), ∆, [r1, r2, r3], (5.13)
where (s1, s2) are spin labels of the representation of the Lorentz group so(3, 1) ⊂ so(2, 4),
[r1, r2, r3] are Dynkin labels of so(6) and ∆ is the conformal dimension or, what is the
same, the eigenvalue of the dilatation operator. We will denote the dilatation operator
by ∆̂.
The symmetry algebra is preserved on the quantum level. However, certain symmetry
generators depend on the coupling constant due to their renormalization.
The unitary representations of psu(2, 2|4) were classified in [141, 142]. They include
three series of the so called BPS representations. These representations are analogs of
atypical irreps discussed in Sec. 4.1. The value of ∆ in the BPS multiplets can acquire
only half-integer or integer values, therefore it does not change on the quantum level.
There is also one series of irreps for which the value of ∆ can change continuously. For
these irreps the dilatation operator acquires in general situation a quantum correction:
∆̂[g] = ∆̂0 + g
2H[g]. (5.14)
The quantum correction to the dilatation operator H[g], unlike the classical part ∆̂0,
acts nondiagonally on the single trace local operators:
Ĥ[g] : Oa 7→ H[g]abOb. (5.15)
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According to the duality conjecture the eigenvector of ∆̂0+g
2H corresponds to a certain
string state. The corresponding eigenvalue (anomalous dimension of the operator) is
equal to the energy of this state. Finding the spectrum of ∆̂[g] is the subject on which
we concentrate in this thesis.
If we are interested in finding the spectrum of very long operators, the diagonalization
of the matrix H[g]ab seems to be a complicated problem since this matrix is very large.
For short operators a direct diagonalization is possible, however H[g] is known explicitly
only at first few orders of small g expansion. The integrability methods turned out to
be a very powerful tool which allowed to overcome these problems. We will explain
how integrability appears in the spectral problem of AdS/CFT and then discuss it in
details. To start, we should first explain some details on the structure of the single trace
operators and operator H.
One can think about a single trace operator as being a state of a spin chain. Each
occurrence of a given field (but not covariant derivative) corresponds to one site of this
chain with the corresponding color index.
As an example we can consider the operator which consists of the fields only of two
types, X and Z:
O = Tr (XZZZXXZ . . .), X = Φ1 + iΦ2, Z = Φ5 + iΦ6. (5.16)
The vector space spanned by these operators is invariant under action of the quantum
dilatation operator. X and Z form a fundamental multiplet of the su(2) subalgebra of
psu(2, 2|4). Therefore the space spanned by operators (5.16) is usually called the SU(2)
subsector. The mapping to the spin chain is the following: we identify Z field with a
spin down ↓ state of the node and X field with a spin up ↑ state of the node, so the
operator (5.16) is mapped to
| ↑↓↓↓↑↑↓ . . .〉. (5.17)
Another important example is the operators built only from the Z field and a light-
cone covariant derivative D = D0 −D1:
O = Tr (ZD2ZD4ZZDZ . . .). (5.18)
Such operators are called twist J spin S operators, where J is a number of Z-fields and
S is a number of covariant derivatives.
This subsector is also invariant under the action of the dilatation operator and is called
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the Sl(2) subsector. Here Z is identified with a node of the spin chain and the number of
covariant derivatives acting on Z gives a number of excitations at that particular node.
This subsector is noncompact in the sense that the number of excitations at each node
can be arbitrary.
Although the symmetry generators JA are renormalized, their conformal dimensions
are preserved since the commutation relations are preserved. In other words, H[g] com-
mutes with symmetry generators:
[H, JA] = 0. (5.19)
Therefore, if one thinks of H as of the Hamiltonian of the described above spin chain,
psu(2, 2|4) is the symmetry of this spin chain.
Note thatH enters as a central extension of psu(2, 2|4) algebra which is different from
for example such spin chain as Heisenberg ferromagnet. Instead, this property resembles
to the case of relativistic theories in the sense that in both cases the Hamiltonian is a
part of a symmetry algebra.
The Hamiltonian H can be expanded in the powers of the coupling constant as
H[g] = H2 + g2H3 + g4H4 + . . . , (5.20)
where Hn is the (n− 1)-loop contribution of the perturbative theory. The perturbation
theory in the ’t Hooft planar limit is such that Hn includes only the interactions between
n nearest neighbors. For example, for the SU(2) subsector H2 and H3 are given by [6]:
H2 = 2
∑
i
(1− Pi,i+1), H3 = −4
∑
i
(1− Pi,i+1) +
∑
i
(1− Pi,i+2), (5.21)
where P is a permutation operator.
The integrability in N = 4 SYM was first observed by Minahan and Zarembo in [5]
for the SO(6) subsector of the spin chain at one loop2. This subsector is built only
from the scalar operators Φi and is invariant under action of H2. Minahan and Zarembo
explicitly calculated H2 in this sector and found that it was the Hamiltonian of the
integrable SO(6) spin chain with rational R-matrix.
In [150] the one-loop integrability for the whole symmetry algebra was checked. The
2Prior to this work, integrability had been already discovered in one loop QCD. It first appeared in a
study of the Regge asymptotics of scattering amplitudes [143,144]. The one-loop dilatation operator in
the Sl(2) subsector of QCD was identified with the Hamiltonian of integrable spin chain in [145]. The
Sl(2) subsector then was further studied in [146–149]
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Figure 5.1: A particular Kac-Dynkin diagram for the 1-loop Bethe Ansatz.
underlying integrable spin chain is based on the rational gl(4|4) R-matrix. Therefore it
can be solved by standard means described in details in the first part of this text. In
particular, we have to choose a pseudovacuum to write down the Bethe Ansatz equations.
The standard choice for the pseudovacuum is the BPS state
TrZL. (5.22)
The pseudovacuum is not invariant under the whole psu(2, 2|4) symmetry, but only under
psu(2|2)2 ⋊ R. The Bethe Ansatz equations for the excitations over this pseudovacuum
are encoded into the Kac-Dynkin diagram3 shown in Fig. 5.1.
The first evidence that integrability might hold below one loop was obtained by
Beisert, Kristjansen, and Staudacher in [6], where the two loop dilatation operator (H3)
was calculated and a degeneracy of the spectrum characteristic for integrable system was
found. In this work they conjectured also that integrability holds at all loops. In [151]
Beisert showed that the dilatation operator, at least in SU(2|3) subsector, can be fixed up
to three loops by supersymmetry, an input from perturbative field theory, and additional
requirement - the proper BMN scaling [10,152,153]. This gave a check of integrability up
to three loops. The three loop Hamiltonian was shown to be related to the Inozemtsev
model [154] and derivable from the Hubbard spin chain [155].
Such properties as the BMN scaling of the spectrum and the relation of the Hamil-
tonian to Inozemtsev and Hubbard models, do not hold starting from four loops. Start-
ing from this order, the checks of integrability are more sophisticated. So far there is
no proof of the all-loop integrability conjecture, however there are nontrivial checks at
four [21, 23, 156], [157, 158] and even at five loops [159–161]4. Of course, an important
argument for the all-loop integrability is that at strong coupling we should reproduce the
string sigma model, which is integrable at least classically (we discuss the integrability
on the string side of the correspondence in the next section).
The identification of integrability structures at higher loops is a nontrivial procedure.
3A particular choice of a Kac-Dynkin diagram is dictated by further generalization of integrability
to higher loops.
4The four loop tests [157, 158] and five loop tests consider short operators which are sensible to
wrapping corrections. These are the verifications of the thermodynamic Bethe Ansatz which is next
level after construction of the asymptotic Bethe Ansatz that we discuss in this chapter.
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As we have already mentioned, the range of interaction increases by one with each order
of the perturbation theory. Soon the structure of the Hamiltonian becomes very involved.
The exact Hamiltonian of the system is not known5. Also we do not know the complete
R-matrix of the system.
For the finite length spin chain at a certain order of the perturbation theory the
range of interaction spreads to the whole spin chain. At this order new types of Feynman
diagrams appear that contribute to the Hamiltonian. They lead to the so called wrapping
interactions. In [164] it was shown that the Bethe Ansatz approach, at least in the known
form, does not correctly describe the system with wrapping interactions. Therefore, to
apply Bethe Ansatz one should generically restrict to the case of the infinitely long spin
chain. More precisely, for the spin chain of the length L, the Bethe Ansatz can be trusted
up to the order g2L−4 in the expansion (5.20). Due to this reason the Bethe Ansatz is
called asymptotic.
This is reminiscent to the asymptotic Bethe Ansatz in the integrable sigma-models.
The latter is built based on the factorized S-matrix which describes the scattering of
particles. The notion of a scattering is possible only in the case when mL ≫ 1, where
m is the mass of the particle and L is the size of the system. For mL ≃ 1 or smaller the
asymptotic Bethe Ansatz should be corrected.
The scattering matrix in integrable sigma-models is constructed by the bootstrap
approach discussed in Sec. 2.2. This approach turned out to be very useful to describe
the spectrum of H[g]. The importance of the factorized S matrix in the AdS/CFT case
was recognized by Staudacher in [8]. As was shown by Beisert [165], the S-matrix which
describes the scattering over the BPS vacuum (5.22) can be fixed up to an overall scalar
factor from the symmetry requirements. The overall scalar factor is restricted by the
crossing equations [16]6. The solution of the crossing equations is also known [20, 21].
This solution is uniquely fixed by the reasonable physical requirements [V3].
The knowledge of the S-matrix allows to build the all-loop Bethe Ansatz equations
[9,166] initially proposed by Beisert and Staudacher [11]. The S-matrix is not a rational
one, except for g = 0 where we recover the one-loop integrable system. The overall scalar
factor, the logarithm of which is also known as the dressing phase, enters to the central
node equations.
The construction of the asymptotic Bethe Ansatz will be discussed in details in
5For the SU(2) subsector a construction that allows one to generate the series of H in g2 was
proposed [162, 163]. Still, this construction does not give the Hamiltonian in a close form. Also it does
not include wrapping interactions.
6The existence of the crossing equations is expected from the fact that the integrable system should
describe also the string sigma model (see Sec. 6.3).
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Figure 5.2: Formal Kac-Dynkin diagram for all-loop AdS/CFT asymptotic Bethe Ansatz.
We show this diagram to show the resemblance of the structure of the asymptotic Bethe
Ansatz with the one of PCF, cf. Fig. 2.5. The AdS/CFT Bethe Ansatz behind this
diagram is not based on rational R-matrix. More details are given in Sec. 6.2.
chapter 6. To give a brief idea of how it looks like we write down an explicit form of the
Bethe Ansatz for the SU(2) subsector:
(
x[uk + i/2]
x[uk − i/2]
)L
= −
M∏
j=1
uk − uj + i
uk − uj − iσ[uk, uj]
2. (5.23)
Here x is the Zhukovsky map defined by (6.34) and σ[u, v] is the dressing factor. For
g = 0 we have x[u] = u and σ[u, v] = 1. Therefore we recover the Bethe Ansatz equations
for the XXX Heisenberg ferromagnet (3.1). The Bethe Ansatz equations in the absence
of the dressing factor were first proposed by Beisert, Dippel and Staudacher [167] and
are known as the BDS Bethe Ansatz. The necessity of the nontrivial dressing factor
became clear from the perturbative calculations on the string theory side [17].
The logic of construction and the structure of all-loop Bethe equations are much
closer to the integrable field theories then to the integrable spin chains. Therefore,
we depict the Dynkin diagram for the all-loop Bethe Ansatz as shown in Fig. 5.27, in
analogy with Fig. 2.5 for PCF. This analogy should not be very surprising since at strong
coupling the Bethe Ansatz should reproduce the spectrum of the string theory, which is
a two-dimensional field theory.
5.3 String side of the correspondence
The first-quantized string is described by a Green-Schwarz-Metsaev-Tseytlin action [12],
whose bosonic part has a nonlinear sigma model form
Sbos =
1
4πα′
∫ 2π
0
dσ
∫
dτ GMN∂X
M∂XN . (5.24)
The metric GMN is the metric of AdS5×S5 (5.6). The target space is not AdS5×S5
but its universal covering. As we already mentioned, the theory depends on the unique
7(5.23) corresponds to the black node of the diagram in Fig. 5.2 with nested Bethe roots being turned
off.
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parameter - ’t Hooft coupling constant given by
√
λ = R2/α′, where R is the radius of
AdS5 and S
5 spaces.
This theory can be formulated as a coset sigma model. Similarly to bosonic sigma
models on a coset manifold [168], it can be shown to be classically integrable [13]. Namely,
it is possible to construct the flat current j in terms of which the equations of motion
are written as
d ∗ j = 0. (5.25)
In the simplest cases j = g−1dg. For the string sigma model its definition is slightly
more complicated.
One can introduce the Lax connection J
J =
1
1− x2 j +
x
1− x2 ∗ j (5.26)
which is flat as it can be easily checked from (5.25) and the flatness of j.
Using the Lax connection, one can build the monodromy
Ω
Ω[x] = Pe
∫
γ
J , (5.27)
where the contour γ is a closed contour on the string world-
sheet shown in figure on the right.
Due to the flatness of J the function TrΩ[x] does not
change if the contour γ is continuously deformed, including translation in the τ direction.
Therefore TrΩ[x] does not depend on time τ . Since TrΩ[x] depends on the additional
parameter x it generates an infinite set of integrals of motion. As usual for integrable
systems, the local integrals of motion appear if to expand TrΩ[x] near its singular points
which are x = ±1 (compare to the formula (1.35) and the discussion after it).
For the AdS/CFT sigma model this construction was first realized in [13]. However,
the existence of infinite set of integrals of motion is not sufficient for proving classical
integrability. One has to show that these integrals of motion are in convolution. This
was done first for the SU(2) subsector in [169], then for the bosonic string in [170, 171],
and finally for the whole string in [172].
Each string state is characterized, not uniquely in general, by the values of the Car-
tan generators of psu(2, 2|4) algebra acting on it. These are three angular momenta
(J1, J2, J3) for the rotation of string in S
5, two angular momenta (S1, S2) for the ro-
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tation of string in AdS5 and the energy E which corresponds to the translations in
time direction. These parameters are related to the parameters (5.13) which define the
representation in the following way:
[r1, r2, r3] = [J2 − J1, J3 − J2, J2 + J1], (s1, s2) = 1
2
(S1 + S2, S1 − S2), E = ∆. (5.28)
Initial interest for particular solutions to the string equations of motion and their
quasiclassical quantization was motivated by the discovery of the so called BMN scaling
[152]. The conjecture of the BMN scaling states that in the limit J3 ≫ 1, λ . J3 the
energy is effectively expanded in terms of the BMN coupling λ′ = λ/J23 . This scaling gave
a window for a direct comparison of strong and weak coupling results since smallness of
λ′ can be achieved both in perturbative gauge and string theories since J3 is large. For
some of the references concerning study of string configurations in this scaling and its
generalizations see [173–179]. We will discuss some particular cases in the next section.
These initial investigations played an important role for the development of integra-
bility techniques. Later it became evident that the BMN scaling is violated at higher
orders. But soon the development of the integrability gave precise predictions for certain
anomalous dimensions at strong coupling without relying on the BMN regime.
Solutions of string equations of motion can be described by a general approach known
as a finite gap method. Its application for AdS/CFT was developed in a series of papers
[180–184] initiated by [19]. Based on the finite gap method, it was possible to perform a
general test for the validity of the asymptotic Bethe Ansatz on the string side at 1-loop
approximation [185].
There are also few two-loop calculations in string theory [186–188]. The two-loop
check of the integrability seems to be more profound than the one loop one. The one-
loop results could be obtained by the quasiclassical quantization. Instead, a two-loop
calculation requires computing of Feynman diagrams. We discuss comparison of the
Bethe Ansatz prediction and the string two-loop predictions in subsection 5.4.3 and
chapter 8. So far, at two loops there is an agreement for the value of the cusp anomalous
dimension [186]. However, for more involved examples: generalized scaling function [187]
and Konishi operator [188] there are disagreements. The reason for these disagreements
is still not understood.
Before going to the explicit examples let us mention that there is an important
difference between the sigma-model and the string theory. In the latter the world-sheet
metric is a dynamical quantity. Although we can always choose a reference frame in
which the worldsheet metric is flat, the dynamical nature of the metric leads to Virasoro
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constraints. By fixing the Virasoro constraints we typically introduce the mass scale
into the system, as it happens for example in a light-cone gauge. Therefore, finally we
consider not the initial conformal sigma model (5.24) but a field theory with massive
excitations. The β-function for the coupling constant remains zero of course.
5.4 Verifications of the asymptotic Bethe Ansatz
All the examples considered below are based on the string states which have at most two
nonzero angular momenta. The formulation of the perturbative string theory is known
only when one of the angular momenta is large. This requirement is also needed to be
able to use the asymptotic Bethe Ansatz.
5.4.1 BMN particles and giant magnons.
In the seminal paper of Berenstein, Maldacena, and Nastase [152] the string theory was
considered in a type of the Penrose plane wave limit [189] which described perturbations
around fast moving point-like string solution. The limit in [152] included
J ∼ N →∞, gYM fixed. (5.29)
Here we will rather use the ’t Hooft limit (5.1) with additional demand that the BMN
coupling
λ′ =
λ
J2
(5.30)
is small. The excitations we are interested in are the same in two cases. Therefore we will
keep the name of BMN excitations (particles) also for our case. Our reasoning follows
closely to [173].
To understand the nature of the BMN excitations it is useful to replace string by a
particle on S2. The lagrangian for such a particle is given by
L = mr
2
2
((
dθ
dt
)2
+ sin2[θ]
(
dφ
dt
)2)
. (5.31)
One has the conserved angular momentum
Jφ =
∂L
∂φ˙
= mr2 sin2[θ]
dφ
dt
. (5.32)
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Fixing its value one can find the effective lagrangian for the coordinate θ:
Lθ = L − Jφφ˙ = mr
2
2
(
dθ
dt
)2
− V [θ], V [θ] = J
2
φ
2mr2 sin2[θ]
. (5.33)
We got a particle which moves in the effective potential with minimum at θ = π/2. For
large values of Jφ it is enough to use quadratic approximation:
V [θ] =
J2φ
2mr2
(
1 +
(
θ − π
2
)2)
, (5.34)
which leads to oscillations with frequency ω = J
mr2
. Note that in this example mr2 plays
the role of the coupling constant.
The picture in the string theory is completely similar. The energy of the particle is
the analog of the string worldsheet energy. The coupling constant in the string case is√
λ. The fast rotating string with momenta J leads to a massive relativistic field theory
with m = J/
√
λ. The worldsheet energy is given by
δ =
1
2
J2
λ
− 1
2
∆2
λ
+
∑
n
Nn
√
n2 +
J2
λ
. (5.35)
The spectrum is discrete since we consider closed strings.
The written expression (5.35) for δ looks like if we have only one type of excitations.
In fact, there are 16 of them - 8 bosonic and 8 fermionic. However, all their masses are
equal as was shown by Metsaev in [190] using symmetry.
To find the target space energy ∆ we should use the on-shell condition which states
that δ = −ℓ + 1, where ℓ is a number of worldsheet derivatives in the vertex operator
corresponding to the considered state. If we consider states with finite values of ℓ, the
on-shell condition and (5.35) lead to
∆ = J +
∑
n
Nn
√
λn2
J2
+ 1 +O(
√
λ/J). (5.36)
Now we understand the meaning of the BMN coupling λ′ = λ/J2. This is a square of the
inverse mass of the BMN particle. If we assume that spectrum of the theory is described
by BMN particles, it is natural to expect that the energy of the state is expanded in
terms of λ′. In reality the BMN scaling is not an exact property. The reason is that
the harmonic oscillator approximation works only for the oscillations with small mode
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numbers n.
It will be convenient to introduce the worldsheet momentum
p =
2πn
J
, (5.37)
which will be a natural variable if we rescale the worldsheet volume such that it is equal
to J .
The momentum p is continuous in the large J limit. The harmonic oscillator approx-
imation works for p ≪ 1. For p & 1 one may expect a different from (5.36) dispersion
relation. In fact, the exact energy which is associated to each particle is equal to
E[p] =
√
1 + 16g2 sin2
p
2
− 1. (5.38)
This expression was initially derived in [10].
The excitations whose momentum scales at large g as p ∼ 1 are called giant magnons.
To understand better the giant magnons let us consider the bosonic string sigma
model on R × S2 and choose the temporal gauge X0 = τ . In this gauge the theory
reduces to the O(3) sigma model. The equations of motion for the O(3) sigma model
via Pohlmeyer reduction [191] reduce to the equations of motion for the sine-Gordon
model. It is well-known that the sine-Gordon model has kink solutions. Giant magnons
are equivalent to these kink solutions. For more details we refer to the original paper of
Hofman and Maldacena [14] and to the review of Dorey [122].
There is also an intermediate regime between the one of BMN particles and giant
magnons - near plane wave regime [192]. The momentum of excitations in this regime
scales as p ∼ g−1/2. From the dispersion relation (5.38) it follows that E ∼ g1/2. Inter-
estingly, this scaling is characteristic not only for the near plane wave excitations but for
the operators with finite value of J [3, 4].
Let us now identify the considered excitations from the point of view of the gauge
theory.
On the gauge theory side the string moving at the speed of light corresponds to the
BPS vacuum (5.22). The transversal fluctuations around this vacuum correspond to
insertion of waves of some other operator W different from Z:
|p〉 =
∑
n
eipnTr(ZZZZWZZZZ). (5.39)
The dispersion relation (5.38) is the consequence of invariance under supersymmetry
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algebra [9] as we will explain in the next chapter.
In the case of the SU(2) sector W = X . At weak coupling the expression for the
energy (5.38) can be approximated by
E = 8g2 sin2 p/2 = 2g2(2− 2 cos p). (5.40)
In this expression we recognize, up to an overall factor 2g2, the dispersion relation for
the XXX ferromagnet.
Let us summarize. At finite coupling there is one type of excitation - spin wave in
the integrable spin chain. At strong coupling three possible scalings of this excitation
are possible8: giant magnon (p ∼ 1), near plane wave (p ∼ g−1/2)), and BMN particle
(p ∼ 1/g).
5.4.2 Folded and spinning strings.
A further possible generalization of the single particle excitations discussed above is to
consider a string with two large angular momenta. If two of them, say J1 and J3, are on
the sphere, we obtain the folded string rotating in S5. In AdS this is a point-like string
situated at the center of AdS. If one momentum J = J3 is on S
5 and another S = S1
is on AdS5, we get the folded string rotating in AdS. In S
5 this is a point-like string
spinning around equator.
On a gauge side the folded string on S5 corresponds to the multiparticle state in the
SU(2) sector, the folded string on AdS5 corresponds to the multiparticle state in the
SL(2) sector. The SU(2) case was initially analyzed in [193], then both Sl(2) and SU(2)
cases were treated on the common footing in [178].
Let us discuss in more details these solutions in the one-loop approximation on the
gauge side of the correspondence.
The Bethe equations are written as
(
uk +
i
2
uk − i2
)J
= −
M∏
j=1
(
uk − uj + i
uk − uj − i
)η
, (5.41)
where the notation is the following. For the SU(2) case: η = 1, J = J1 + J3, M = J1.
For the SL(2) case: η = −1, J = J3, M = S1.
8numerical analysis shows that for multipartite solutions a more general scaling of the type p ∼
1/ga, 0 < a < 1 is possible. However there is no macroscopically significant amount of such particles.
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The energy is given by
E = 2g2
∑
k
1
u2k +
1
4
. (5.42)
It will be useful to introduce the ratio
α = −ηM/J. (5.43)
The structure of the Bethe Ansatz restricts α to be larger than −1/2. The positive values
of α can be arbitrary, however the solution that we discuss in this subsection requires α
to be finite in the large J limit.
Taking the logarithm of the Bethe equations we get
J log
uk +
i
2
uk − i2
= 2πink + η
∑
j 6=k
log
uk − uj + i
uk − uj − i . (5.44)
For finite values of α, positive or negative, and large values of J the Bethe roots scale as
J . Therefore we can approximate (5.44) by
J
2uk
= πnk + η
∑
j 6=k
1
uk − uj . (5.45)
We are interested in the solution with minimal energy and for simplicity we take M to
be even. Such a solution is symmetric and is defined by taking half of nk equal to 1 and
other half equal to −1 [178, 193].
One can interpret (5.45) as the force equilibrium equation in the classical mechanics.
If η is negative, then the particles repel along the real axis. This leads to their distri-
bution on the real axis. If η is positive, then the particles attract along the real axis.
Instead, they repel in the imaginary direction. This leads to the fact that for the SU(2)
subsector the lowest energy solution is given by two symmetrically situated string-like
configurations (see Fig. 5.3).
In the large J limit (5.45) equation is solved by the techniques developed in the
context of the O(n) matrix model [194, 195]. Namely, we rely on the fact that the roots
condensate on two cuts in the complex plane (see Fig. 5.3). To see condensation one
should rescale û = u/J .
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Figure 5.3: Numerical solution to Bethe equations with L = 100 and M = 20. To the
left: Sl(2) case, to the right: SU(2) case
Then it is useful to introduce the resolvent G
G =
1
J
∑
k
1
û− ûk . (5.46)
This function is analytic everywhere except on the cuts. In the large J limit (5.45)
becomes
1
2û
= πnk +
1
2
(G[û+ 0] +G[û− 0]), (5.47)
where G[û + 0] and G[û − 0] are the values of the resolvent from the right and from
the left of the cut respectively. If we differentiate the last equation, then we obtain the
equation for dG/dû which has the solution
dG[û]
dû
= − 1
Jû2
+
1
J2
1√
(û2 − a2)(û2 − b2)
(
ab
2û2
+ J −M
)
. (5.48)
To fix the solution we used the fact that the resolvent should be analytic outside the
cuts and decrease as M/(Jû) at infinity.
The branch points of the resolvent are ±a and ±b. a and b are real (and are defined to
be positive) in the SL(2) case and complex conjugated (and are defined to have positive
real part) in the SU(2) case. The values of a and b are fixed from the additional condition∫ ±a
∞
d
(
G[û]− 1
û
)
=
∫ ±b
∞
d
(
G[û]− 1
û
)
= ∓πηJ, (5.49)
which follows from (5.47).
The energy found from the solution (5.48) with a and b fixed by (5.49) is given
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by [178]:
E = −8π
2η
J
K[q]((2− q)K[q]− 2E[q]), α = 1
2
√
1− q
E[q]
K[q]
− 1
2
, (5.50)
where E[q] is the elliptic integral of the first kind and K[q] is the elliptic integral of the
second kind:
E[q] ≡
∫ pi
2
0
dφ
√
1− q sin2 φ, K[q] ≡ dφ√
1− q sin2 φ
. (5.51)
Interestingly, the energy in two different sectors is defined by a single analytic function
(ηE) of the parameter α.
To obtain the result (5.50) one considers the large J limit while the coupling constant
is small (zero in fact). Of course, string perturbative solution is valid only for large values
of the coupling constant. Therefore the large J limit on a string theory side should be
formulated differently. The first step which is used for the calculations on the string
theory side is to consider the limit
√
λ ∼ Ji ∼ Si →∞ with Ji = Ji/
√
λ, Si = Si/
√
λ fixed. (5.52)
This limit can be thought as introduction of the BMN couplings λ′i ∼ 1/J 2i . Some of
the charges may be zero. Then the string movement in the corresponding direction is
switched off and we do not require the scaling Ji(Si) ∼
√
λ for such charges.
In the limit (5.52) the classical solution for the equations of motion is known exactly
[176, 178]. The energy for such classical solution can be represented as
E =
√
λE[Ji,Si]. (5.53)
To be precise, let us consider the SU(2) case. The large J = J1 + J2 limit with fixed
α = −J1/J leads to the following expansion of the energy
E =
√
λ
(
J + E1[α]J +
E2[α]
J 3 +
E3[α]
J 5 + . . .
)
. (5.54)
The term containing E1 indeed coincides with (5.50) [178].
√
λE2/J 3 agrees with two
loop prediction from the gauge theory side [178]. However,
√
λE3/J 5 does not match
with the three loop prediction from the gauge theory side. This does not mean the
violation of the AdS/CFT correspondence but that the BMN scaling is not valid at this
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order of perturbation theory.
Let us take a look once more on the solution (5.48). dG[u] can be viewed as a
meromorphic differential which defines a Riemann surface. Therefore the solution of the
Bethe Ansatz in the thermodynamic (large J) limit is characterized by the algebraic
curve [19].
The algebraic curve appears also on the string side. Indeed, let us consider the
differential d log Ω[x], where Ω is defined by (5.27). This is a 8 × 8 supermatrix. Let
us take its particular eigenvalue dp[x0] at some point x = x0. In general there are
nontrivial cycles starting and ending at x0, analytical continuation over which brings
dp[x] to another eigenvalue of d log Ω[x]. Therefore dp[x] is the differential defined in
general on the 8-sheeted Riemann surface.
What we can do is not to compare the energies given from string theory and asymp-
totic Bethe Ansatz, but to compare the algebraic curves which with additional con-
straints are in one to one correspondence with given solutions. This is indeed can be
done [19], [180–184]. This approach is known as the finite gap method. It gives a more
systematic way to describe possible string solutions. However, it is not evident how to
apply it beyond the quasiclassical approximation.
Of course, it is not compulsory to look only for the solutions only in the BMN
window. We can directly demand that the (all-loop)asymptotic Bethe Ansatz gives the
same results at strong coupling as the perturbative results of the string sigma model.
Using this demand it was possible to fix the dressing factor at the tree [17] and one
loop [18, 196–198] levels of the strong coupling expansion.
5.4.3 Operators with logarithmic scaling of energy
Large J (J ) scaling with fixed α is not the only possible regime for the operators that
are described by two nonzero angular momenta. Another interesting regime in the SL(2)
case is when S →∞ and J scales in way that α→ 0.
The possibility of using this regime to test the AdS/CFT correspondence was ini-
tially recognized by Belitsky, Gorsky, and Korchemsky in [199]. They showed that the
spectrum in this regime depends on the value of the parameter9
j =
J
logS
. (5.55)
In particular they discussed the case j ≪ 1 and showed that the one-loop correction to
9In [199] the inverse parameter ξ = j−1 was used. We use the notations of [24]
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the anomalous dimension scales in this case as log S:
∆− S = f [g] logS +O(1). (5.56)
Appearance of the parameter j is not accidental. At sufficiently small j the distance
between the two cuts in the two-cut solution (like in Fig. 5.3 on the right) can be
approximated by the quantity proportional to j. This distance remains finite for finite
j. Therefore j can be thought as measure of distance between two cuts.
When the cuts are situated at the finite distance from each other, the solution (5.48)
becomes inappropriate, since due to the required rescaling u → Su (5.48) develops a
singularity at the origin.
The logarithmic scaling regime acquired a lot of attention. In [24, 49] it was shown
that the logarithmic scaling (5.56) also takes place in the case of finite j:
∆− S = f [g, j] logS +O(1). (5.57)
The quantity f [g, j] is called the generalized scaling function.
Cusp anomalous dimension
The situation j = 0 is realized in particular in the case when we are dealing with finite
twist operators (5.18) with large number S of covariant derivatives. The composite
operators with large number of covariant derivatives were investigated for arbitrary four-
dimensional gauge theory. All of them obey the logarithmic scaling (5.56) known also as
a Sudakov scaling.
For the case of twist two operators the scaling function f [g] is equal to twice the cusp
anomalous dimension [200, 201]:
f [g] = 2Γcusp[g]. (5.58)
The same equality holds for the ground state of arbitrary finite twist operator.
The cusp anomalous dimension was introduced in [202, 203]. This quantity depends
on the gauge theory that we consider and it is important for calculation of the scattering
amplitudes. For N = 4 SYM the cusp anomalous dimension allows one to find exactly
the four- and five-point gluon amplitudes [204]. The cusp anomalous dimension was
found at weak coupling analytically up to three loops [205, 206] and numerically up to
four loops, after an impressive effort [23, 207].
On a string theory side the finite twist operator correspond to the folded string
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rotating in AdS [173]. The logarithmic scaling appears due to the approaching of the
ends of string to the boundaries of AdS. The factor of two in (5.58) corresponds to
the fact that the folded string has two ends10. A nice physical arguments for the origin
of logarithmic scaling were given in [49]. The cusp anomalous dimension was found at
strong coupling at tree level [173, 174], one [209] and two [186] loops.
Beisert, Eden, and Staudacher [21] derived from the asymptotic Bethe Ansatz the
integral equation, known as the BES equation, solution of which allows to find the scaling
function f [g] at finite values of the coupling constant. Their proposal was based on the
work of Eden and Staudacher [22] and was different by introduction of the nontrivial
dressing factor σ[u, v]. This was the first work where an exact nonperturbative proposal
for the dressing factor, built on an earlier work [20], appeared.
The calculation of the scaling function f [g] through the BES equation gave the first
nontrivial test for the AdS/CFT integrability conjecture at four loops of weak coupling
expansion [21]. The strong coupling solution of the BES equation proved to more com-
plicated. In [26, 27], [KSV1, 28] the leading order of the strong coupling expansion was
found analytically. In [29] the first three orders were found numerically. The subleading
order was obtained in [30,31] by means different from solving the BES equation (see sec-
tion 8.4). In [32], [KSV2] a recursive procedure for analytical expansion to any desired
order was given. The obtained results reproduced the string theory calculations at tree
level [173, 174], one [209], and two [186] and gave a strong evidence of the correctness
of the asymptotic Bethe Ansatz. We present the results of [KSV2] in section 8.2 and in
appendix E.2.
Generalized scaling function
As we already mentioned, the logarithmic scaling also takes place for finite values of
the parameter j [24, 49]. A generalization of the BES equation which allows finding the
generalized scaling function f [g, j] was given in [24, 25]. This generalization is known
as the BES/FRS equation. Since we have an additional parameter j, by solving this
equation at strong coupling we can test the integrability on the functional level. The
solution of the BES and BES/FRS equations was a subject of our work. We discussion
these equations in chapter 8.
10A more general situation of the so called spiky strings that have n cusps, was discussed in [208].
For that string configurations the coefficient of proportionality in 5.58 was found to be n.
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O(6) sigma model
One important regime proposed by Alday and Maldacena in [49] needs to be mentioned.
This is strong coupling limit in which j is non-zero but is exponentially small with respect
to the coupling constant.
To understand what happens in this case let us discuss the spectrum of excitations
in the string sigma model. In the same way as it was for the circular string in S5, the
folded string rotating in AdS5 creates a centrifugal force. However, this force leads to
the nonzero mass only for bosonic fluctuations on AdS5 and for fermionic fluctuations.
The bosonic fluctuations on S5 are left massless on the classical level. Therefore, if we
consider low energetic fluctuations of the folded string in AdS, they will be described by
the fluctuations on S5, i.e. by the O(6) sigma model. The other massive fluctuations
serve as a cutoff for such low energy description.
On the quantum level the O(6) sigma model acquires a new mass scale via the mech-
anism of the dimensional transmutation. The mass of the particles can be given through
the ’t Hooft coupling constant which in the quasiclassical approximation coincides with
the coupling constant of O(6) sigma model:
mO(6) = kg
1/4e−πg(1 +O(g2)). (5.59)
The power 1/4 and the exponential factor are defined through the beta function of the
sigma model (see chapter 9). The constant k is not universal and depends on how the
O(6) sigma model is embedded in the whole string sigma model.
The strong coupling and the large S regime with j ∼ m is described by the O(6)
sigma model in the presence of the chemical potential which creates a finite density of
particles (proportional to j) with rapidities on an interval [−B,B]. The boundary of the
interval B is a function j/m:
j/m =
√
BeB + ... . (5.60)
When B becomes of order of πg, we reach the cutoff where the O(6) sigma model is no
more appropriate. At larger energies we have to deal with the full spectrum of the string
sigma model.
The O(6) sigma model is the theory with a non-zero beta function which allows
in fact to have the parameter of dimensional transmutation (5.59). From the other
side, the parameter (5.59) is defined in terms of the ’t Hooft coupling constant which
has a vanishing beta function. This seeming contradiction is resolved in the following
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way. We consider a system which depends on three parameters: g, J , and log S. In the
regime when the O(6) sigma model is applicable, it sufficient to have two parameters:
M = m log S and J = j logS. The reason why we multiplied by logS is the following:
if we normalize the worldsheet volume to some constant, the mass of AdS excitations
will scale as logS at large S. Therefore log S serves effectively as a mass scale. If we
simultaneously change g and log S (keeping J constant) in a way that M do not change,
then the physics of the O(6) sigma model will not change. We see that effectively g runs
with log S, and (5.59) reflects the nontrivial beta-function of this dependence.
The BES/FRS equation in the Alday-Maldacena regime was investigated in [34–36].
In [34] Basso and Korchemsky derived the integral equation for the O(6) sigma model
from the BES/FRS equation. They also derived the proper expression (5.59) for the mass
scale and the explicit value of the coefficient k. In [210], [35, 36] a numerical evidence
for the presence of the mass scale (5.59) was given. In subsection 8.3 we will give an
alternative derivation of the integral equation for the O(6) sigma model however without
the derivation of the coefficient k.
5.5 Summary
The AdS/CFT correspondence gives an explicit realization of long standing attempts to
formulate duality between gauge and string theories. Despite its strong/weak coupling
type, the AdS/CFT correspondence can be directly verified, at least on the level of the
spectral problem, using the integrability technique. The problem of diagonalization of
the dilatation operator is shown to be equivalent to the problem of diagonalization of the
Hamiltonian of a certain spin chain conjectured to be integrable. This problem is solved
using the bootstrap approach analogical to the one proposed by Zamolodchikov and
Zamolodchikov. The approach is based on the assumption of the factorized scattering
which allows to express all the processes in terms of the two-particle S-matrix. The
two-particle S-matrix can be uniquely fixed by symmetry, unitarity, crossing, and an
assumption about the particle content11. The asymptotic Bethe Ansatz which can be
derived once the scattering matrix is known gives a possibility to explicitly verify the
integrability conjecture by comparison of the Bethe Ansatz results with perturbative
calculations on both sides of the AdS/CFT correspondence. In this chapter we discussed
checks that are based on the consideration of such objects as single-particle excitations
(magnons), folded and spinning strings, operators with logarithmic scaling of energy.
11As we discuss in the next chapter, a strange feature of the su(2|2) algebra allows to fix the S-matrix
even without using of Yang-Baxter equation.
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The verifications of the asymptotic Bethe Ansatz are done today up to four loops on the
gauge side and up to two loops on the string side. Based on the thermodynamic Bethe
Ansatz, which we did not discuss here, recently even five-loop check of integrability
was done. These results provide a strong evidence that the AdS/CFT system is indeed
integrable.
The properties of operators with logarithmic scaling of energy was a subject of our
work. We will present the details of our calculations in chapters 7 and 8. Before this,
in chapter 6 we discuss in details the derivation and main properties of the asymptotic
Bethe Ansatz.
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Chapter 6
Bootstrap approach and asymptotic
Bethe Ansatz
In this chapter we discuss the derivation of the asymptotic Bethe Ansatz of the AdS/CFT
integrable system. The derivation is based on determination of the scattering matrix us-
ing the symmetry constraints and then application of the nested or algebraic Bethe
Ansatz procedure. Technically the scattering matrix is found based on the arguments
similar to those of Zamolodchikov and Zamolodchikov [7] for relativistic systems. How-
ever, the AdS/CFT scattering matrix has a different physical interpretation. While the
approach of [7] deals with the excitations over the true vacuum of the theory, in the
AdS/CFT case we consider excitations over the BMN state TrZJ which is more likely
as a pseudovacuum of the XXX spin chain.
The BMN state TrZJ is invariant under the psu(2|2)2 ⋊ R subalgebra of the whole
psu(2,2|4) symmetry of the system [113]. The generator of the central extension of this
subalgebra is given by
C =
1
2
(∆̂− J). (6.1)
In the Bethe Ansatz description an excitation of TrZJ is seen as the state composed
from a fixed number of magnons (see section 1.1). Far from the collision point a single
magnon is given by a plane wave:
n−th position
|ΥA[p]〉 =
∑
n
eipn| . . . ZZZΥAZZ . . .〉. (6.2)
Here A stands for a type of a magnon.
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Although an excitation over the BMN state should be covariant under the action of
psu(2|2)2⋊R, a single magnon does not have this property. The symmetry algebra closes
when acting on the one magnon configuration only for the case p ∈ 2πZ.
It was suggested in [9] that we should extend the symmetry algebra with two addi-
tional central charges to get a closed action on (6.2). Then a symmetry algebra which
allows us to study a magnon scattering is psu(2|2)2 ⋊ R3. The appearance of two ad-
ditional central charges was confirmed from the string theory perspective [211]. From
the point of view of the gauge theory such analysis was not done. Though, the idea of
central extension leads to simple and self-consistent explanations for many properties of
the AdS/CFT system. This makes it hard to doubt in the correctness of the suggestion.
We see that it is logical to start discussion by reviewing the basic properties of the
centrally extended psu(2|2) algebra and its representations. After that we come back
to the discussion of the magnons and their scattering and give the expression for the
scattering matrix up to an overall scalar factor. These topics are the subject of the
section 6.1 in which we follow closely the ideas of [8,9,165]1. In section 6.2 we formulate
the asymptotic Bethe Ansatz proposed in [11] and derived in [9,166,212]. Then in section
6.3 we formulate the crossing equations (based on [16], see also [15]) on the overall scalar
factor of the S-matrix, explicitly solve them, and formulate a sufficient set of conditions
that uniquely fix the solution. The presented solution of the crossing equations is based
on [V3]. The resulting expression for the scalar factor was initially proposed in [20, 22]
and then checked to solve the crossing equations in [213]. We finish this chapter with
section 6.4 where is given, based on Cauchy type integral operators, a shorthand notation
for the Bethe equations and following from them in a thermodynamic limit functional
equations.
6.1 Scattering matrix from symmetry constraints
6.1.1 su(2|2) algebra
We will start from the psu(2|2) algebra with one central charge. This is just an su(2|2)
algebra.
To describe the structure of su(2|2) algebra it is instructive to consider its four-
dimensional representation. The vector space of this representation is a direct sum
V0 ⊕ V1 of two-dimensional spaces: V0 with even grading and V1 with odd grading. The
1Mostly a gauge theory point of view on the scattering is discussed here. A complementary approach
based on a Zamolodchikov-Faddeev algebra and more natural for the string theory is given in [15].
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su(2|2) generators can be combined in the following block matrix:(
Lab Q
a
β
Sαb Lαβ
)(
V0
V1
)
→
(
V0
V1
)
. (6.3)
If to denote the basis of V0 by |φa〉 and the basis of V1 by |ψα〉 then the action of the
generators is the following:
Lab |φc〉 = δcb |φa〉 −
1
2
δab |φc〉,
Lαβ |ψγ〉 = δγβ |ψα〉 −
1
2
δαβ |ψγ〉,
Qaβ |ψγ〉 = δγβ |φa〉,
Sαb |φc〉 = δbc |ψα〉 . (6.4)
The explicit action of Lab is given by
L11 = −L22 =
1
2
(
1 0
0 −1
)
, L12 =
(
0 1
0 0
)
, L21 =
(
0 0
1 0
)
. (6.5)
Commutation relations in the algebra are described as follows. Lab and Lαβ form the
su(2)⊕ su(2) bosonic subgroup and act on Q, S by the fundamental representation for
the correspondent index. The nonzero commutator2 between the fermionic generators is
given by
[Qaα, S
β
b ] = δ
a
bLβα + δαβLab + δab δαβC, (6.6)
where the central charge C equals 1/2 for the four-dimensional representation. Abstract
definition of su(2|2) has no restriction on C. For arbitrary value of C the minimal
dimension of the representation is 16. The condition C = 1/2 is also called a shortening
condition since the four-dimensional representation has a smaller dimension than the
minimal possible dimension for arbitrary C.
An exceptional feature of the su(2|2) algebra is that its central extension has two
central charges in addition to C, therefore a complete centrally extended su(2|2) algebra
is su(2|2)⋊R2 = psu(2|2)⋊ R3. The centrally extended algebra possesses SU(2) group
of external automorphisms. These features are due to the fact that there exists an
antisymmetric invariant bilinear form εab which allows raising and lowering of indexes.
Due to this the adjoint actions of the bosonic subalgebra su(2)⊕ su(2) on Q and on S
2When dealing with superalgebras, by commutator we always understand the graded commutator.
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are equivalent. To fix the notation we define
va = ǫabv
b, ǫabǫbc = δ
a
c , ǫ12 = 1. (6.7)
Let us introduce
Qaα1 = εabQ
b
α, Qaα2 = εαβS
β
a . (6.8)
Then the commutation relations of the fermionic generators are given by3
[Qaαm, Qbβn] = εαβεmnLab + εabεmnLαβ + εabεαβCmn. (6.10)
Cmn is a symmetric matrix of central charges. C12 = C21 = −C. In the notations of [9]
C11 = −P and C22 = −K.
The SU(2) outer automorphisms rotate the third index of Qaαm. The matrix Cmn
form a symmetric three-dimensional representation of the external SU(2) group with an
invariant − det C = C2 − PK.
The existence of a four dimensional representation is possible if a shortening condition
− det C = 1/4 is satisfied. We will denote such representation by 〈C〉 ≡ 〈C, P,K〉.
For PK 6= 0 the four dimensional representation is not faithful since P ∝ K ∝ C ∝
id. The faithful representation with nonzero central charges is infinite dimensional. The
faithful infinite dimensional representation is important for identification of the scattering
matrix. Therefore we will now discuss this representation.
The basis in the vector space of the faithful representation is chosen to be the follow-
ing: |φaZn〉 and |ψαZn〉, where n is integer. The bosonic generators L and L do not act
on Z. They act on φa and ψα according to (6.4).
3This form of the commutator is related to the fact that the centrally extended su(2|2) can be viewed
as a a → 0 limit of the exceptional Lie superalgebra D(2, 1; a). The latter has su(2) ⊕ su(2) ⊕ su(2)
bosonic subalgebra. The generators of the bosonic subalgebra are identified with Lab,Lαβ and C˜mn =
Cmn/a. Fermionic subspace is spanned by Qaαm. Adjoint action of L,L and C˜ on Q-s is given by the
fundamental representation related respectively to a, α and m indices. The commutator of Q-s is given
by
[Qaαm, Qbβn] = εαβεmnLab + (1− a) εabεmnLαβ + a εabεαβ C˜mn. (6.9)
For generic a the generators Cnm do not commute with each other. But they do in the limit a→ 0. In
this limit we recover (6.10) from (6.9).
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Figure 6.1: Faithful representation of centrally extended su(2|2).
The action of the other generators is the following
Qaβ|ψγZn〉 = a δγβ |φaZn〉,
Qaβ|φcZn〉 = b ǫacǫβγ |ψγZn+1〉,
Sαb |φcZn〉 = d δbc|ψαZn〉,
Sαb |ψγZn〉 = c ǫαγǫbc|φcZn−1〉,
P |ΥZn〉 = ab|ΥZn+1〉,
K|ΥZn〉 = cd|ΥZn−1〉, (6.11)
C|ΥZn〉 = ad+ bc
2
|ΥZn〉, (6.12)
where Υ is either φa or ψα. The closure of the commutation relations requires that
ad− bc = 1. (6.13)
The case (6.4) corresponds to P = K = 0, a = d = 1 and b = c = 0. If we reduce the
representation to four dimensions by identifying |ΥZn〉 ≡ |ΥZm〉, it is easy to see that
(6.13) is equivalent to the shortening condition C2 − PK = 1/4.
6.1.2 Action of the algebra on 1-particle and two particle states
According to the nested Bethe Ansatz construction which was explained in the first
chapter, a generic one-particle state is given by
n−th position
|Υ[p]〉 =
∑
n
eipn| . . . ZZZΥZZ . . .〉. (6.14)
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The action of the symmetry algebra on this state is given by (6.11) if to identify the field
Z with the markers Z in (6.11) and the field Υ with φa or ψα [165]. Notice an unusual
property of the symmetry algebra: its action changes the length of the spin chain.
In the basis |Υ[p]〉 the representation (6.11) rearranges into four-dimensional blocks.
The action of the generators on |Υ[p]〉 is the same as in (6.11) except for the replacements:
|ΥZn〉 → |Υ[p]〉, |ZnΥ〉 → ǫ−ipn|Υ[p]〉. (6.15)
The second replacement plays an important role for the case of two and more particles
and in particular leads to a nontrivial coproduct structure. Indeed, a generic two-particle
state can be written as
n1−th position n2−th position
|Υ1[p1]Υ2[p2]〉 =
∑
n1<n2
eip1n1+ip2n2 | . . . ZZZΥ1ZZ . . . ZZΥ2ZZZ . . .〉. (6.16)
Therefore
|Υ1Zn,Υ2Zm〉 → e−ip2n|Υ1[p1]Υ2[p2]〉. (6.17)
As a consequence, the action of the generators that change the number of Z-s contain
an additional factor e−ip2. In particular, the co-product of P is given by [9, 214]
∆P = 1⊗ P [p2] + P [p1]⊗ e−ip2. (6.18)
To put the coproduct in the symmetric form
∆P ∝ (1− e−ip1−ip2)1⊗ 1 (6.19)
one should impose
P [p] = ĝ α(1− e−ip), (6.20)
where ĝ and α are two arbitrary parameters.
We see that the representation becomes dependent on the momentum p of the particle.
Equivalently, the action of K is given by K[p] = ĝ α−1(1− eip). From the shortening
117
condition we obtain the expression for C:
C =
1
2
√
1 + 16 ĝ 2 sin2
p
2
. (6.21)
In view of (6.1) and (5.14), the energy of the magnon should be identified with 2C−1.
Therefore (6.21) can be seen as the dispersion relation.
The constant ĝ cannot be fixed using the properties of the psu(2|2) algebra. However,
the dispersion relation (6.21) was derived in [10] using a different approach. Based on [10]
it is possible to identify ĝ with the coupling g defined by (5.11).
Parametrization. Using rescaling of basis vectors in (6.11) we can always adjust the
constants a, b, c, d to fulfill the following two criteria. First, we demand that |α| = 1. We
can even put α = 1, however for the reasons explained below α should be kept explicitly.
Second, we demand a = d. Using these restrictions, the constants a, b, c, d are uniquely
parameterized as:
a = η, b = g
α
η
(
1− e−ip ) , d = η, c = gα∗
η
(
1− eip ) . (6.22)
The parameter η is fixed by the shortening condition (6.13) which implies
η4 − η2 − 4g2 sin2 p
2
= 0 . (6.23)
We should choose the solution with the property: η → 1 when g → 0.
We see that the representation is uniquely defined by the momentum of the particle
p and the coupling constant g.
Hopf algebra picture. In the Hopf algebra picture, proposed for the AdS/CFT scat-
tering matrix in [214], for each particle with momentum p we associate the representation
〈C〉 with the coefficients a, b, c, d given by (6.22). The coefficient α should be equal for
all particles and may be put to 1.
The coproduct is nontrivial for P,K, S,Q and is given by
∆P = 1⊗ P + P ⊗ e−ip2,
∆K = 1⊗K +K ⊗ eip2 ,
∆Q = 1⊗Q +Q⊗ e−ip2/2,
∆S = 1⊗ S + S ⊗ eip2/2. (6.24)
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The two-particle wave function is given by
Ψ12 = |Υ1[p1]Υ2[p2]〉+ S12|Υ1[p2]Υ2[p1]〉 (6.25)
where S-matrix should satisfy
[∆[J ], S] = 0. (6.26)
In this notation S matrix acts on two 4-dimensional representations:
S : 〈C[p1]〉 ⊗ 〈C[p2]〉 → 〈C[p1]〉 ⊗ 〈C[p2]〉. (6.27)
Twisted picture The Hopf product becomes the standard one if we redefine the value
of α. Before scattering we will put α[p1] = e
−ip2 and α[p2] = 1. After scattering it will
be opposite α[p1] = 1, α[p2] = e
−ip1 . In this picture the S-matrix is invariant under the
standard coproduct:
[1⊗ J + J ⊗ 1, S] = 0, (6.28)
but the representations of the particles before scattering are different from the represen-
tations of the particles after scattering:
S : 〈C1〉 ⊗ 〈C2〉 → 〈C′1〉 ⊗ 〈C′2〉,
C1 = 〈C1, e−ip2P1, eip2K1〉,
C2 = 〈C2, P2, K2〉,
C′1 = 〈C1, P1, K1〉,
C′2 = 〈C2, e−ip1P2, eip2K2〉. (6.29)
(6.30)
6.1.3 Zhukovsky parameterization
Let us introduce two parameters x+ and x− defined by
eip =
x+
x−
, η2 = −ig(x+ − x−). (6.31)
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The shortening condition (6.23) is then expressed as(
x+ +
1
x+
)
−
(
x− +
1
x−
)
=
i
g
. (6.32)
This equation defines an algebraic curve which is a torus. A useful parameterization,
not uniform however, for the torus is given in terms of the parameter u defined by:
x± +
1
x±
=
u± i
2
g
. (6.33)
Let us define the Zhukovsky map x[u] by the relation
x+
1
x
=
u
g
, x =
u
2g
(
1 +
√
1− 4g
2
u2
)
. (6.34)
Then the parameters x+ and x− are the double-valued functions of u:
x+ = x
[
u± i
2
]
. (6.35)
A choice of the branches of these functions is constrained by the demand that the g → 0
limit should be smooth. If momentum of the particle is real at all values of the coupling
constant then smooth g → 0 limit implies that |x±| > 1. The region defined by |x±| > 1
is usually called the physical region.
The parameter u is an equivalent of the rapidity in the Heisenberg ferromagnet and
for g = 0 coincides with it. Let us show the coincidence on the example of the energy:
E[p] =
√
1 + 16g2 sin2
p
2
− 1 = 2
x+x− − 1 = 2ig
(
1
x+
− 1
x−
)
. (6.36)
In the limit g → 0 we get
E[p]→ 2g
2
u2 + 1
4
(6.37)
which is a correct expression for the energy of the XXX magnon (1.19).
6.1.4 Scattering matrix
When central charges do not obey any shortening condition, a minimal dimension of an
irrep of psu(2|2)⋊R3 algebra is 16. In general position the three central charges of the
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tensor product of two short irreps do not obey a shortening condition. Therefore the
tensor product of two four-dimensional representations of the psu(2|2)⋊R3 algebra is in
general position an irreducible representation. Thus the S-matrix can be fixed up to a
scalar factor from symmetry constraints.
The matrix elements of scattering matrix obtained in Hopf algebra formulation differ
from those obtained in twisted picture by a phase. This is due to the different choice of the
parameter α and therefore a basis redefinition. Different choices of α distinguish S-matrix
obtained from the Hopf algebra formulation, S-matrix obtained from a Zamolodchikov-
Faddeev algebra [15], and R-matrix of the Hubbard model [166]. In the following we
deal with the S-matrix which is used for construction of a wave function 6.25.
The structure of the S-matrix is quite involved. It can be found in the original work
of Beisert [165]. Here we will give the sl(2|1) invariant formulation of the scattering
matrix presented in [165].
The infinite dimension representation (6.11) is decomposed into four-dimensional
blocks if we consider the action of the sl(2|1) subalgebra. This subalgebra is constructed
from the generators L11,Lαβ , Q2α, Sα2 and the central charge C. The commutation relations
of sl(2|1) algebra are recovered after the following identification with the generators of
Sec. 4.1:
B = C − L11, h = L11, e = L12, f = L21 ,
Q+ = S
1
2 , Q− = S
2
2 , S+ = −Q22, S− = Q21 .
. (6.38)
The subspace {φ2Zn, ψ1Zn, ψ2Zn, φ1Zn−1} is invariant under the action of the sl(2|1)
subalgebra and forms the typical irrep 〈1/2, b〉 with b = C = ad+bc
2
. The tensor product
of two such irreps of sl(2|1) is decomposed into direct sum of three representations
〈1/2, b〉 ⊗ 〈1/2, b′〉 = 〈1/2, b+ b′ − 1/2〉 ⊕ 〈1, b+ b′〉 ⊕ 〈1/2, b+ b′ + 1/2〉 (6.39)
of dimension 4, 8, and 4 respectively. The scattering matrix is given by the sum of the
projectors on these representations
S[x±, y±] =
y+ − x−
y− − x+proj1 + proj2 +
y−x+
y+x−
y+ − x−
y− − x+proj3. (6.40)
The scattering matrix has two special points. When x− = y+, the scattering matrix
reduces to the proj2. When x
+ = y− the scattering matrix reduces to proj1+
y−x+
y+x−
proj3.
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Figure 6.2: Typical 4-dimensional representation of SL(2|1). The normalization of the
basis is chosen with respect to the imbedding to the SU(2|2)⋊R2 algebra.
These properties of the scattering matrix allow performing the fusion procedure as it
was in the case of rational R-matrices. In particular, the transfer matrices constructed
from fused S[x±[u], y±[v]] satisfy Hirota equation as a function of u on a fat hook shape
of su(2|2) algebra.
6.2 Beisert-Staudacher asymptotic Bethe Ansatz
The asymptotic Bethe Ansatz was proposed by Beisert and Staudacher [11] before the full
factorized S-matrix was found. Later it was rigorously derived based on the knowledge
of the S-matrix (6.40) and using the coordinate nested Bethe Ansatz [9, 212] and the
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algebraic Bethe Ansatz [166]. It is given by the following set of equations:
(−1)ǫ =
K2∏
j=1
u1,i − u2,j − i2
u1,i − u2,j + i2
K4∏
j=1
1− 1
x1,ix
−
4,j
1− 1
x1,ix
+
4,j
√
x−4,j
x+4,j
,
−1 =
K2∏
j=1
u2,i − u2,j + i
u2,i − u2,j − i
K1∏
j=1
u2,i − u1,j − i2
u2,i − u1,j − i2
K3∏
j=1
u2,i − u3,j − i2
u2,i − u3,j + i2
,
(−1)ǫ =
K2∏
j=1
u3,i − u2,j − i2
u3,i − u2,j + i2
K4∏
j=1
x3,i − x−4,j
x3,i − x+4,j
√
x+4,j
x−4,j
,
−
(
x+4
x−4
)L
=
K4∏
j=1
u4,i − u4,j + i
u4,i − u4,j − iσ
2[u4,i, u4,j]×
×
K1∏
j=1
1− 1
x−4,ix1,j
1− 1
x+4,ix1,j
K3∏
j=1
x−4,i − x3,j
x+4,i − x3,j
K5∏
j=1
x−4,i − x5,j
x+4,i − x5,j
K7∏
j=1
1− 1
x−4,ix7,j
1− 1
x+4,ix7,j
,
(−1)ǫ =
K6∏
j=1
u5,i − u6,j − i2
u5,i − u6,j + i2
K4∏
j=1
x5,i − x−4,j
x5,i − x+4,j
√
x+4,j
x−4,j
,
−1 =
K6∏
j=1
u6,i − u6,j + i
u6,i − u6,j − i
K7∏
j=1
u6,i − u7,j − i2
u6,i − u7,j + i2
K5∏
j=1
u6,i − u5,j − i2
u6,i − u5,j + i2
,
(−1)ǫ =
K6∏
j=1
u7,i − u6,j − i2
u7,i − u6,j + i2
K4∏
j=1
1− 1
x7,ix
−
4,j
1− 1
x7,ix
+
4,j
√
x−4,j
x+4,j
. (6.41)
The notations here are the following:
1. The parameter Ka, a = 1, 7 counts the number of Bethe roots of the a-th type.
The relation between Ka, L and the charges J1, J2, J3 = J , S1, S2 defined by (5.28)
is given by the following formulas:
J1 =
1
2
(K1 +K3 −K5 −K7) ,
J2 = K4 − 1
2
(K7 +K5 +K1 +K3) ,
J3 = L−K4 + 1
2
(K3 −K1) + 1
2
(K5 −K7) ,
S1 = −K2 −K6 + 1
2
(K7 +K5 +K1 +K3) ,
S2 = −K2 +K6 + 1
2
(K1 +K3 −K5 −K7) . (6.42)
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2. The functions xa,i, x
±
a,i are defined through the Zhukovsky map by
xa,i ≡ x[ua,i], x±a,i ≡ x[ua,i ±
i
2
] (6.43)
supplemented by the condition |x[u]| > 1. This condition is natural for the central
roots u4,j since the energy is expressed through this roots by
E =
K4∑
j=1
= 2ig
(
1
x+4,j
− 1
x−4,j
)
(6.44)
and it should have a proper g → 0 limit. However, the condition |x[u]| > 1 is
somehow artificial for the Bethe roots of type 1, 3, 5, 7. Indeed, up to the replace-
ment x1,i → 1/x3,i the first equation coincides with the third one. Therefore it
is possible to unite the equations for the roots of type 1 and 3 into one if to not
impose constraints on the choice of the branch for x[u]. The same is true for the
roots of type 5 and 7.
3. The Bethe equations describe the spectrum of the single trace operators. Since
the shift of all nodes by one does not change the single trace operator due to
the cyclicity of the trace, the overall momentum of the spin chain should obey a
constraint
ei(p1+p2+...+pK4) ≡ eiP =
K4∏
j=1
x+4,j
x−4,j
= 1. (6.45)
4. The factor (−1)ǫ was introduced in [42]. It is equal to 1 when the fermionic excita-
tions obey periodic boundary conditions and to −1 when the boundary conditions
are antiperiodic. For the AdS/CFT case the boundary conditions are such that
(−1)ǫeiP/2 = 1 . (6.46)
We could in principle cancel out the factor (−1)ǫ and the terms √x+/x− in the
Bethe Ansatz. However we do not make this cancelation since the Bethe Ansatz
equations in the form (6.41) are valid even if the condition (6.45) is not satisfied.
5. The explicit form of the scalar factor σ2 will be given in the next section after the
crossing equations that determine σ2 are solved.
To finish the description of the asymptotic Bethe Ansatz a map between the configuration
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Figure 6.3: To the left: The Dynkin diagram and the set of Backlund transforms which
correspond to the set of Bethe equations (6.41). To the right: The Dynkin diagram
and the set of Backlund transforms which are obtained after duality transformation of
fermionic nodes. Although for obtaining equation (6.47) it is sufficient to transform
nodes 3 and 5, all fermionic nodes are dual-transformed to preserve the bosonic type
of nodes 2 and 6. Note that the depicted construction is not a T-hook but a pair of
fat hooks that have the same source term denoted by the black node. The equation for
u4,k which corresponds to the black node is not obtained from the Backlund transforms.
Additional requirement of periodicity is needed to obtain this equation.
of Bethe roots and single trace operators should be given. A graphical answer to this
question is presented in Fig.1 of [215]. Here we will focus on the two simplest examples
discussed in the previous chapter: SU(2) and SL(2) sectors of the theory.
The SU(2) sector is spanned by the operators (5.16). This sector is described by the
Bethe equations (5.23) which are recovered from (6.41) by putting Ki 6=4 = 0. Number
M of fields X is equal to K4, number of fields Z is equal to J , L = J +K4.
The SL(2) sector is spanned by the operators of type (5.18). In this case the length
of the spin chain is equal to the number of the fields Z, L = J . Number of covariant
derivatives acting on one field Z is interpreted as the number of excitation of the cor-
responding node. Each covariant derivative corresponds to a complex4 of three Bethe
roots: one bosonic root of type 4, one fermionic root of type 3, and one fermionic root
of type 5. Therefore the total number M of excitations is equal to K4 = K3 = K5, the
parameters K1, K2, K6, K7 are equal to zero. In view of (6.42) the AdS charge S ≡ S1 is
equal to M .
Instead of writing three types of Bethe equations for three types of Bethe roots it is
possible to perform a duality transformation on the fermionic roots and get only one type
of Bethe equations. For g = 0 it is the same duality transformation that was discussed
in section 4.4. Its generalization exists for the case g 6= 0 [9]. We depicted in Fig. 6.3 the
Dynkin diagrams which correspond to the Bethe equations (6.41) and dual transformed
Bethe equations.
After the duality transformation the SL(2) sector is described by the following set of
4This complex is not a string-like configuration. All Bethe roots are real.
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Bethe equations:
(
x+4,k
x−4,k
)L
= −
M∏
j=1
u4,k − u4,j − i
u4,k − u4,j + i
1− 1x+4,kx−4,j
1− 1
x−4,kx
+
4,j
2 σ[u4,k, u4,j]2, k = 1, . . . ,M . (6.47)
6.3 Crossing equations
6.3.1 Sketch of derivation
The scalar factor σ which appears in the Beisert-Staudacher asymptotic Bethe Ansatz
cannot be fixed from the continuous symmetries of the system. The same situation hap-
pens in the bootstrap approach for the relativistic theories (see chapter 2). However, in
relativistic theories there are also discrete symmetries which lead to the existence of an-
tiparticles. From these symmetries additional functional equations (crossing equations)
on the scattering matrix can be derived. These equations together with an assumption
on the physical spectrum of the theory and unitarity condition unambiguously fix the
scalar factor [7].
Although the light-cone quantized string theory is not relativistically invariant and
the presence of discrete symmetries is not evident, it was argued by Janik [16] that one
can hope to have a kind of the crossing equations on the scattering matrix (6.40). Janik
derived such crossing equations assuming that, written in a general algebraic form, they
are the same as the ones for the relativistic theories. This general form is the following5:
(A⊗ 1)S = S−1, (6.48)
where S : g ⊗ g → g ⊗ g, g is a symmetry algebra, and A is the antihomomorphism of
the symmetry algebra.
On the level of the representation π, the action of the antipode A on an arbitrary
generator J ǫ g is realized as:
π[A[J ]] = C−1π[J ]stC, (6.49)
where π is a representation (for anitparticles) which is in general different from π, C is a
charge conjugation (intertwining) matrix and st means supertransposition6.
5Strictly speaking, (6.48) is not the crossing equations used in a relativistic theory. Equation (6.48)
is derived from the crossing equations and the unitarity condition.
6we need to perform transposition since A is an antihomomorphism.
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For the case of the su(2|2) S-matrix (6.40) the representation π is the four dimen-
sional representation of the centrally extended su(2|2) algebra defined by the parameters
a, b, c, d.
The equation (6.48), realized on the representation π⊗π, is a matrix equation on the
scattering matrix (6.40) in which only a single scalar factor is not fixed. The demand
that this equation holds fixes unambiguously π and C. This was done in [16] under the
condition that A[J ] = −J .
The representation π is parameterized by a, b, c, d which are related to a, b, c, d of π
via the substitution
x± → 1
x±
. (6.50)
This substitution leads to the change of sign for the energy and the momentum. Note
that the representation π is not contained in any tensor product of π. Therefore the
antiparticles are not excitations of the asymptotic spin chain. This is an important
difference with compact representations in the nonsupersymmetric case. This difference
was discussed in chapter 4.
The existence of π and C consistent with (6.48) is a nontrivial fact which supports
the conjecture of the existence of the crossing equations for the scattering matrix (6.40).
After identification of π and C the crossing equations lead to the following equation on
the scalar factor σ in (6.41) [16, 216]:
σ[x±, y±]σcross[x±, y±] =
y−
y+
x− − y+
x+ − y+
1− 1
x−y−
1− 1
x+y−
. (6.51)
Let us explain the meaning of the superscript cross. We consider the dressing factor σ
as a multivalued function of u. The spectral parameter u defines x±, and therefore the
parameters a, b, c, d of the representation, by the relation x± = x[u ± i/2] (see (6.34)).
The superscript cross means that the first particle in the S-matrix should be in the π
representation, i.e. we should use the replacement (6.50). This replacement is realized
as the analytical continuation of σ along the contour γcross in the u-plane
7. This contour
is depicted in Fig. 6.4. It encircles the branch points u = 2g ± i/2. The dressing factor
7The monodromy over γ−1cross also leads to (6.50). But the solution of crossing equation with such
monodromy seems to be pathological if one requires analytical properties of the dressing factor natural
for the physical theory. The situation is opposite in the mirror theory. If to require analytical properties
of the scattering matrix natural for the mirror theory, the crossing equation with the monodromy over
γ−1cross is the right one. Its solution is the ”improved” dressing phase of [213] as we discuss in appendix
C.
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Figure 6.4: The crossing equation (6.51) relates σ[u, v] at point A and σ[u, v] obtained by
analytical continuation by the path γcross. A simpler equation is obtained after analytical
continuation by the path γ2.
σ has a nontrivial monodromy along the contour γcross as it is seen from the equations
(6.51).
In principle, it is possible to resolve both branch cuts |x+| = 1 and |x−| = 1 using
an elliptic parameterization [16]. In terms of the elliptic variable s used in [KSV1] and
related to the one of [16] by a Gauss-Landen transformation the crossing transformation
is given by σcross[s] = σ[s+2iK ′]. However, as we will see below, the dressing phase has
not two but infinitely many cuts. Therefore the elliptic parameterization for the dressing
phase is not very useful. We will not use the elliptic parameterization in this work.
6.3.2 Solution
One can show that the solution of the crossing equation can be fixed uniquely by the
following set of requirements on its analytical structure [V3]:
• σ[u, v] can be represented in the following form [17, 216]:
σ[u, v] = eiθ[u,v], θ[u, v] = χ[x+, y−]− χ[x−, y−]− χ[x+, y+] + χ[x−, y+], (6.52)
where χ[x, y] is antisymmetric with respect to the interchange of variables: χ[x, y] =
−χ[y, x].
In the following we will use the functions σ1[x, v] and σ2[x, y] defined by
σ1[x, v] = e
iχ[x,y−]−iχ[x,y+], σ2[x, y] = e
iχ[x,y]. (6.53)
• χ is an analytic single-valued function for the physical domain |x| > 1. This
domain is the analog of the physical strip 0 < Im[θ] < π in relativistic models. The
condition of analyticity can be seen as the minimality condition.
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• χ as a function of u does not have branch points except those that are explicitly
required by the crossing equation. The required branch points are of the square
root type. This is a condition of compatibility of the analytical structure of the
dressing phase and analytical structure of the Bethe equations. It can be compared
with demand for the S-matrix in relativistic theories to be meromorphic function
of the rapidity variable θ.
• χ[x, y] → const for x → ∞. This asymptotics is compatible with the asymptotics
of the strong coupling expansion of the dressing phase which is known from string
theory calculations.
To solve the crossing equation let us first understand how the contour γcross looks like
in the x plane for the functions σ1[x
+, v] and σ1[x
−, v]. This contour is shown if Fig. 6.5.
Since σ1[x, y] may not be single-valued in the domain |x| < 1, it may happen (and
it does) that σ1[x
+, v] as a function of x+ and σ1[x
−, v] as a function of x− after the
continuation γcross are on different Riemann sheets of the x plane. To avoid this problem
we analytically continue the crossing equation (6.51) along the path γ2, shown in Fig. 6.4
and Fig. 6.5.
The crossing equation at the point B is written as
σγ2 [u, v]σγ1 [u, v] =
1− 1
x+y+
1− 1
x−y−
1− 1
x−y+
1− 1
x+y−
, (6.54)
where σγi means the analytical continuation of σ[u, v] from the point Aphys to the point
Bi via the path γi.
The r.h.s. of (6.54) was obtained with the help of the property
(x− y)
(
1− 1
xy
)
=
u− v
g
. (6.55)
At the point B, in contradistinction to the point A, we are allowed to write:
σγ2 =
σ1[x
+, v]
σ1[1/x−, v]
, σγ1 =
σ1[1/x
+, v]
σ1[x−, v]
. (6.56)
All four functions σ1 which are used in (6.56) are on the same Riemann sheet of the x
plane.
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Figure 6.5: Analytical structure of σ1[x
+, v] as a function of x+ and σ1[x
−, v] as a function
of x−. Initial crossing equation relates two functions at points Aphys and Across. Equation
(6.54) relates two functions at points B1 and B2. The advantage of (6.54) is that at points
B1 and B2 we are allowed to use (6.56).
We can write (6.54) in terms of the shift operator as
(σ1[x, v]σ1[1/x, v] )
D−D−1 =
(
x− 1
y+
x− 1
y−
)D+D−1
. (6.57)
The shift operator D is not well defined inside the strip |Re[u]| ≤ 2g since we can cross
the cut of x[u] and go to another sheet. To avoid this ambiguity, we will consider the
crossing equation (6.57) outside this strip, solve it, and then analytically continue the
solution.
The function σ1[x, v]σ1[1/x, v] as a function of u does not have a branch cut [−2g, 2g].
A solution of (6.57) with this property is given by
σ1[x, v]σ1[1/x, v] =
(
x− 1
y+
x− 1
y−
)− D2
1−D2
+ D
−2
1−D−2
,
D±2
1−D±2 = D
±2 +D±4 + . . . .
Strictly speaking, this expression should be regularized to have a precise meaning. How-
ever, the regulating terms will cancel for the complete dressing factor σ[u, v].
The expression (6.58) can be further simplified if we use the functions σ2 and the
relation σ1[x, v] = σ2[x, y
+]/σ2[x, y
−]:
σ2[x, y]σ2[1/x, y] =
(
x− 1
y√
x
)− D2
1−D2
+ D
−2
1−D−2
. (6.58)
The multiplier 1/
√
x does not contribute to (6.58). It is needed for the consistency
with the antisymmetry of χ[x, y] with respect to interchange x ↔ y. Indeed, a direct
130
calculation shows that
σ2[x, y]σ2[1/x, y]σ2[x, 1/y]σ2[1/x, 1/y] =
= (u− v)− D
2
1−D2
+ D
−2
1−D−2 =
Γ[1− i(u− v)]
Γ[1 + i(u− v)] , (6.59)
whose logarithm is antisymmetric with respect to u↔ v as it should.
By taking the logarithm of (6.59) we get a simple Riemann-Hilbert problem which is
solved by
χ[x, y] = −iK˜uK˜v log
[
Γ[1− i(u− v)]
Γ[1 + i(u− v)]
]
, (6.60)
with the kernel K˜ defined by
(K˜ · F )[u] ≡
∫ 2g+i0
−2g+i0
dw
2πi
x− 1
x
z − 1
z
1
w − uF [w],
w
g
= z +
1
z
. (6.61)
The kernel K˜ is constructed to satisfy the following equation:
(K˜ · F )[u+ i0] + (K˜ · F )[u− i0] = F [u], u2 < 4g2. (6.62)
The subscripts u and v in (6.60) refer to action of K˜ on u and v variables respectively.
This solution was chosen among the other possible solutions by the requirement that
χ[x, y] should be analytic for |x| > 1 and χ[x, y]→ const, x→∞. The kernel K˜ appears
also in the asymptotic Bethe Ansatz. We will discuss this issue in Sec. 6.4.
The expression (6.60) can be rewritten in the form proposed by Dorey, Hofman, and
Maldacena [217] if we rewrite the action of the kernel K˜ as the integral in the Zhukovsky
plane
(K˜ · F )[u] =
∫
|z|=1
	
dz
2πi
1
x− zF [w]−
∫ 2g+i0
−2g+i0
dv
2πi
g−1F [v]
y − 1
y
(6.63)
and note that the second term does not contribute to the dressing phase.
6.3.3 Analytical structure of the dressing factor
We will discuss now the analytical structure of the factor σ2[u, v] as a function of u.
The analytical properties of the whole dressing factor σ can be then easily derived. On
the physical sheet |x| > 1 the function σ2[u, v] has only one square root cut |x| = 1.
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Figure 6.6: Analytical structure of σ2[x, y] as a function of u.
Analytical structure of σ2[u, v] for |x| < 1 can be seen from the formula (6.58):
σ2[1/x, v] = σ2[x, v]
−1
∏
n 6=0
(
x[u+ in]− 1
y√
x[u + in]
)−sign [n]
. (6.64)
We see that in this region σ2[u, v] has infinitely many cuts |x[u+ in]| = 1. In the product
in the l.h.s. of (6.64) the branches for x[u+ in] are chosen in a way that |x[u+ in]| ≥ 1.
If we analytically continue σ2[u, v] through one of the cuts |x[u + im]| = 1 we will
arrive at a new Riemann sheet (the third one in Fig. 6.6) which contains, at the position
u = v − im, pole if m > 0 or zero if m < 0. This pole/zero was first observed in [217].
It was shown there that it does not correspond to any bound state but is due to the
specific properties of Feynman diagrams in two-dimensional theories.
6.4 The kernel K˜ and a shorthand notation for the
Bethe equations
The kernels K˜ that had appeared in the derivation of the dressing phase appear also
explicitly in the context of the Bethe Ansatz equations. Indeed, one can directly check
that8
K˜u · log[v − u] = log
[
y − 1
x√
y
]
. (6.65)
8A standard choice of branches is assumed in (6.65) for the region Re[v] > 2g, then analytical
continuation is performed.
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Therefore we get a shorthand notation for the building blocks of the Bethe equations:
∏
k
1− 1
xy−k
1− 1
xy+k
√
y−k
y+k
=
∏
k
(u− vk)K˜u(D−D−1) = Qv[u]K˜(D−D−1),
∏
k
x− y−k
x− y+k
√
y+k
y−k
= Qv[u]
(1−K˜)(D−D−1),
∏
k
1− 1
x+yk
1− 1
x−yk
= Qv[u]
(D−D−1)K˜ ,
∏
k
x+ − yk
x− − yk = Qv[u]
(D−D−1)(1−K˜) . (6.66)
Using the property (6.65) and the representation for gamma functions used in (6.59)
one can show that the dressing factor can be represented in the form
σ[u, v] = (u− v)(D−D−1)K˜
(
D2
1−D2
− D
−2
1−D−2
)
K˜(D−D−1)
, (6.67)
where both the kernel K˜ and D-operator act on u variable.
We should admit that in (6.66) and (6.67) we used the shift operator in the sense
(D±1f)[u] ≡ f [u± i/2], (6.68)
that is without performing analytical continuation. In opposite, in such formulas as (3.16)
we used the shift operator in the sense of analytical continuation. To avoid ambiguity, the
following two rules of writing and interpreting formulas are applied. First, an expression
if possible should be considered in a region where there is no ambiguity between two
interpretations of the shift operator. For instance in the case (3.16) the equation should
be defined in the region Im[u] > 1/2, then it may be analytically continued. Second,
if we cannot reach a region without ambiguities (for example we are required to stay
on the real axis) then expression DF is understood in the sense (6.68). To explicit the
case of analytical continuation we use the notation DF±0 or DF [u ± i0], where ” + ”
corresponds to the analytic continuation from above the cut and ” − ” corresponds to
the analytic continuation from below the cut. As an example see (9.20) and (8.31).
Taking into account the remarks about the sense of (6.66) and (6.67), we can write
down the Bethe Ansatz equations (6.41) in a shorthand way. For this we introduce seven
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Baxter polynomials
Qi[u] =
Ki∏
i=1
(u− uk), i = 1, . . . , 7. (6.69)
The Bethe equations (6.41) will take the following form:
(−1)ǫ = Q2[u1,i]−(D−D−1)Q4[u1,i]K˜(D−D−1),
−1 = Q2[u2,i]D2−D−2Q1[u2,i]−(D−D−1)Q3[u2,i]−(D−D−1),
(−1)ǫ = Q2[u3,i]−(D−D−1)Q4[u3,i](1−K˜)(D−D−1),
−xL(D−D−1) = Q4[u4,i]D
2−D−2+2(D−D−1)K˜
(
D2
1−D2
− D
−2
1−D−2
)
K˜(D−D−1)
Q1[u4,i]
−(D−D−1)K˜ ×
×Q3[u4,i]−(D−D−1)(1−K˜)Q7[u4,i]−(D−D−1)(1−K˜)Q5[u4,i]−(D−D−1)K˜ ,
(−1)ǫ = Q6[u5,i]−(D−D−1)Q4[u5,i](1−K˜)(D−D−1),
−1 = Q6[u6,i]D2−D−2Q7[u6,i]−(D−D−1)Q5[u6,i]−(D−D−1),
(−1)ǫ = Q6[u7,i]−(D−D−1)Q4[u7,i]K˜(D−D−1). (6.70)
The given notation is a generalization of (1.58), however without introducing string
configurations. In the limit g → 0 we have also K˜ → 0 and (1.58) is recovered from
(6.70).
We see that the Bethe equations (6.41) can be expressed through the Baxter polyno-
mials in the power of an operator which is a rational combination of D, D−1, and K˜. To
compare, analogical operator in the case of spin chain contains polynomial combination
of D and D−1 and in the case of relativistic integrable models - rational combination of
D and D−1.
6.5 The kernel K and functional equations.
When we pass to the integral equations we should take logarithm and then derivative of
the Bethe equations. For this purpose it is useful to introduce the kernel K by
(K · F )[u] =
∫ 2g+i0
−2g+i0
dw
2πi
z − 1
z
x− 1
x
1
w − uF [w],
w
g
= z +
1
z
. (6.71)
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The function (K · F )[u] also satisfies (6.62). The relation between the kernels K and K˜
is
∂uK˜F = K∂uF. (6.72)
Indeed, using (6.63) we have
∂uK˜F =
∫
|z|=1
	
dz
2πi
(
∂u
1
x− z
)
F [w] =
∫
|z|=1
	
dz
2πi
1
x− z
∂ux
∂wz
∂wF [w] = K∂uF. (6.73)
Therefore for example:
∂u log×Q[u]−K˜(D−D−1) = K(D −D−1)R, R ≡ ∂u log Q[u]. (6.74)
Let us see how we can use the shorthand notations to derive a functional equation on
the resolvent of Bethe roots from (6.47) in the large M limit. By taking the logarithm
of (6.47) we get
− 2πi nk = L(D −D−1) log x4,k + (D2 −D−2) logQ[u4,k]− K˜ logQ[u4,k], (6.75)
where the derivative of K˜ can be read from (6.78).
Now we use the fact that in the large M limit the approximation dnk
du
= ρ[u] + ρh[u]
is valid. Here
ρ[u] = − 1
2πi
(R[u+ i0]− R[u− i0]) (6.76)
is the density of particles and ρh is the density of holes (in the SL(2) case holes are zeroes
of the transfer matrix, see Sec. 7.2). We can introduce the resolvent for the density of
holes by
Rh =
∫
dv
ρh[v]
u− v . (6.77)
Then, in the large M limit the derivative of (6.75) is written as
R[u+i0]−R[u−i0] +Rh[u+i0]−Rh[u−i0] = L(D −D−1) 1
x
dx
du
+ (D2 −D−2)R−
−2
(
DKD −D−1KD−1 + (D −D−1)K
(
D2
1−D2 −
D−2
1−D−2
)
K(D −D−1)
)
R . (6.78)
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This equation can be written in the form G+[u] = G−[u], where the function G+ is
analytic in the upper half plane and the function G− is analytic in the lower half plane9.
Therefore G+[u] = G−[u] = 0. We therefore obtain an equation
(1−D2)R +Rh = −2DKDR− 2DK
(
D2
1−D2 −
D−2
1−D−2
)
K(D −D−1)R (6.79)
which is valid in the upper half plane. Equation in the lower half plane can be obtained
from (6.79) by replacement D±1 → D∓1.
Equation (6.79) is almost a BES/FRS equation [21, 24] which we discuss in chapter
8. To obtain the BES/FRS equation we still have to perform a proper scaling of the
resolvents as discussed in section 7.3.
If the resolvent admit some parity properties, (6.79) can be slightly simplified. Let
us decompose the resolvent into the symmetric and antisymmetric parts: R = R+ +
R−, R±[−u] = ±R±. The parity of the resolvent is opposite to the parity of the density.
We use
K(D −D−1)R± =
∫ 2g+i0
−2g+i0
dv
2πi
y − 1
y
x− 1
x
1
v − u
(
R±
[
u+
i
2
]
∓R±
[
−u+ i
2
])
≡ K∓DR±.
(6.80)
The kernels K± first appeared in [KSV2] where they were derived using analytical trans-
formations of the inverse Fourier transform of K0 and K1 of [21].
Using (6.80) we can rewrite (6.79) as
(1−D2)R +Rh = −2DKDR− 2DK− D
2
1−D2K+DR− − 2DK+
D2
1−D2K−DR+. (6.81)
In the case of an even density distribution (R+ = 0) we get the BES/FRS equation, up
to a proper rescaling of the resolvents, in the form used in [V1].
9Here we basically give a variation of the procedure of holomorphic projection explained in Sec. 3.1.
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Part III
Functional form of integral Bethe
Ansatz equations
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In order to compare the prediction of the Bethe Ansatz equations for the spectrum of
the system with the field theoretical prediction one should often consider the thermody-
namical limit in which the Bethe Ansatz equations reduce to the integral equation on the
density of roots. Therefore it is important to be able to solve these integral equations.
In the simplest case the equations can be solved using the Fourier transform. For
example such is the equation which describes the density of roots of the state that
corresponds to the antiferromagnetic vacuum of the XXX spin chain:
ρ[u] =
L
2π
1
u2 + 1
4
−
∞∫
−∞
dv
π
1
(u− v)2 + 1ρ[v]. (6.82)
The solution of this equation is
ρ[u] =
L
2 cosh[πu]
. (6.83)
In the first part of this thesis we discussed a slightly different approach which allows
solving such equations. If we introduce the resolvent
R[u] =
∞∫
−∞
dv
ρ[v]
u− v (6.84)
and integrate (6.82) with a Cauchy kernel
∞∫
−∞
dw 1
w−u
×. . ., then we will get the functional
equation
R[w] =
L
w + i/2
−R[w + i], Im[w] > 0 (6.85)
and a complex conjugated equation for Im[w] < 0. This functional equation can be
solved for Im[w] > 0 by
R[w] =
D
1 +D2
L
w
, D ≡ e i2∂w , 1
1 +D2
≡ 1−D2 +D4 −D6 + . . . . (6.86)
Then the density function will be given by
ρ[w] = − 1
2πi
(R[w + i0]− R[w − i0]) = − 1
2πi
∞∑
n=−∞
(−1)n(D)2n+1L
w
. (6.87)
Comparing position of poles and the residues for (6.83) and (6.87) we conclude that
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(6.83) and (6.87) are equal.
A more complicated case is when the density of Bethe roots is defined on a compact
support. For example, for the SU(2) XXX spin chain in the case when the number of
Bethe roots M is smaller than L/2 the equation (6.82) is replaced by (6.88):
ρ[u] + ρh[u] =
L
2π
1
u2 + 1
4
−
∫ B
−B
dv
π
1
(u− v)2 + 1ρ[v], (6.88)
where the branch point B is defined by
∫ B
−B
duρ[u] = M . The function ρh[u] (”density
of holes”) is zero on the interval u2 < B2 and is defined outside it in such a way that the
equation (6.88) is valid on the whole real axis.
We cannot use directly the Fourier transform for solution of the equation (6.88). For
finite values of B such equations in general do not have explicit solution. However they
can be solved perturbatively for small and large values of B.
We will consider a more interesting case of large values of B. In this case it is
important to consider two different regimes.
First, we can rescale our rapidity variable as u = B û and consider the limit B →∞
with û fixed. For this scaling we can perturbatively expand the shift operator as
D = e
i
2
∂u = e
i
2B
∂û = 1 +
i
2B
∂û − 1
8B2
∂2û + . . . . (6.89)
Using this expansion, we can reduce functional equations on the resolvents to a recursive
tower of solvable Riemann-Hilbert problems.
Second, we can consider the vicinity of the branch point u = B. For this we should
consider the double scaling limit
u,B →∞ with z ≡ 2(u− B) fixed. (6.90)
In this limit the equation (6.88) reduces to the integral equation on the semiinfinite
axis. It can be solved by a Wiener-Hopf method [218]. This approach was used in many
applications. We can mention [38,39,219] which are related to the integrability. We will
discuss the solution in the double scaling limit (6.90) in details in Sec. 7.4.
The large B and the double scaling limit of (6.88) lead to the equations which allow
in general many solutions. Only in the leading order the solution can be fixed uniquely
by imposing correct analytical properties. We will show that in order to fix the solution
in the subleading orders of 1/B expansion we have to consider solutions in both limits
and demand their matching in the intermediate regime.
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The search for the subleading orders of solutions of such equations has a number of
different motivations.
In chapter 7 we discuss the integral equation which appears in a special limit of
the Sl(2) Heisenberg ferromagnet. As we will explain, the first three orders of the
large B expansion has a certain interest for the AdS/CFT correspondence. The large
B expansion of this system was investigated numerically in [220,V1]. Here we give an
analytical derivation of this expansion. We also use this derivation to explain all the
details of our method.
In chapter 8 we discuss the so called BES/FRS equation [21, 22], [24] which appears
in the context of the AdS/CFT correspondence. The first three orders of the strong
coupling expansion of this equation in various regimes are required for the comparison
with the perturbative results of string theory [186, 187]. This chapter is based on the
works [KSV1,KSV2,V1].
In chapter 9 we discuss how to find the mass gap in sigma models. For instance, to
fix the mass gap in the O(n) sigma model [39] we need to find the first two (leading and
subleading) orders of the large B expansion. The higher orders allow studying the Borel
summability properties of the model and in this way provide a check for the correctness
of the Bethe Ansatz description of the model. This chapter is based on the author’s
work [V2].
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Chapter 7
Sl(2) Heisenberg magnet
7.1 Quantum mechanics reminder
The quantum mechanics of one particle is described by the Schro¨dinger equation(
−~2 d
2
dx2
+ V [x]
)
ψ[x] = E ψ[x]. (7.1)
To consider this equation in the quasiclassical limit it is convenient to introduce a new
variable p = ~
i
ψ′
ψ
in which the Schro¨dinger equation reduces to the Ricatti equation
p2 − i~p′ = E − V. (7.2)
In the quasiclassical approximation which is valid for p2 ≫ ~p′ the solution is simplified
to p =
√
E − V . Then the wave function is given by the superposition of two functions
ψ[x] = C1e
i
~
∫ x pdx + C2e−
i
~
∫ x pdx. (7.3)
For Im[x]≫ ~ one of the exponents (say the second one) is exponentially suppressed. To
glue solutions in two different limits one should perform in detail analysis in the vicinity
of the turning points x0 given by E = V [x0]. This analysis leads to the Bohr-Sommerfeld
quantization condition on the energy levels of the particle∮ √
E − V dx = 2π~(N + µ), (7.4)
where µ is a constant known as Maslow index. Its value depends on the analytical
properties of the potential V [x] near the turning points. In particular, if it is smooth
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then µ = 1
2
, if it is a steep function then µ = 0.
The Baxter equation (7.6) can be viewed as a discrete version of the Schro¨dinger
equation. We will see below that analogs of both smooth and steep potential V [x]
appear in the quasiclassical solution of the Baxter equation.
7.2 Different regimes in the Sl(2) Heisenberg magnet
The Sl(2) Heisenberg magnet (with spin zero) appeared in particular in the context of
the integrable structures discovered in QCD [143–145,221]. It was intensively studied in
[222,223]. In the context of the AdS/CFT correspondence the spin 1/2 Sl(2) Heisenberg
magnet has a particular interest. It describes the one-loop approximation of the SL(2)
subsector of the AdS/CFT integrable system.
The Bethe equations for a spin 1/2 Sl(2) magnet are written as follows:
(
uk +
i
2
uk − i2
)L
= −
M∏
j=1
uk − uj − i
uk − uj + i . (7.5)
All the solutions of these equations are real. The Baxter equation is written as(
u+
i
2
)L
Q[u+ i] +
(
u− i
2
)L
Q[u− i] = Q[u]T [u]. (7.6)
The Baxter equation has a natural parameter which is a magnitude of the discrete shift.
In the normalization chosen here this scale equals one. We will call it the Baxter scale.
Each solution has its own internal scales given by the typical distances between the
Bethe roots. It is well known that solutions organize themselves into the cuts. We can
distinguish two important scales: the distance between the roots inside the cut (d) and
the distance between the cuts themselves (a).
In the thermodynamical limit one typically has a small parameter which plays the
role of ~. The solution is supposed to be expanded in perturbative series within this
parameter. It is natural to assume that for a sufficiently small ~ and inside one cut
the typical displacement of the Bethe roots within the change of ~ does not exceed the
distance between the Bethe roots. Under this assumption, the uniform expansion of the
resolvent
R =
d
du
logQ[u] (7.7)
in the parameter ~ is possible at the distances from the cut larger than d.
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The smallness of ~ usually means that the parameter η = L+ S is large. If it so, for
Im[u] > 0 we have exponential suppression of the second term in the l.h.s. of (7.6). To
estimate the magnitude of the suppression one can approximate
log
[(
u+ i
2
u− i
2
)L
Q[u+ i]
Q[u− i
]
≃ iL
Re[u]
+
M∑
k=1
2i
u− uk + L
Im[u]
Re[u]2
+
M∑
k=1
2Im[u− uk]
Re[u− uk]2 . (7.8)
We see that the real part of the r.h.s. is positive. Its magnitude depends on the partic-
ular limit that we consider, but at any case for large L and |u| . √L the exponential
suppression of the second term in the l.h.s. of (7.6) is granted. Usually the restriction
on u is weaker.
Under the assumption of the exponential suppression, the Baxter equations are ap-
proximated by (
u+
i
2
)L
Q[u+ i] = Q[u]T [u], Im[u] > 0,(
u− i
2
)L
Q[u− i] = Q[u]T [u], Im[u] < 0. (7.9)
The equations (7.9) are equivalent to the linearized equation for the counting function,
see the discussion in section 3.1.
The relation between the Baxter scale and d can be different depending on the limit
we take.
In the case L ∼ S → ∞, which was studied in [224], the typical distance between
roots is much larger than the Baxter scale. Then the approximation (7.9) is valid only at
the large distances from the real axis. The perturbative ~ expansion includes performing
the Taylor series of the type R[u+ i] = R[u]+ i∂uR[u]+ . . .. If we perform this expansion
in (7.9) then in the leading order we get the equations that can be also obtained by the
differentiation of (5.47). This is not surprising since the limit L ∼ S → ∞ is the one
studied in Sec. 5.4.2.
In order to find the corrections to (7.9) we need to study the vicinity of the branch
point in the scaling limit which leads to the solution in terms of the Airy function [224].
This type of limit is similar to the case of the quantum mechanical particle in a smooth
potential.
In this chapter we consider another case which is analogical to the particle in a steep
potential. In this case the distance between the Bethe roots is much smaller than the
Baxter scale, the equations (7.9) are valid for any value of u.
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This case corresponds to the limit
L,M →∞ with L
logM
= j fixed (7.10)
initially discussed in [199]. We use the notation of [24].
The scaling (7.10) is possible because in the case of a noncompact spin chain the
number of excitations M can be greater than the length of the spin chain L.
The root distribution near the branch cut
Let us take the logarithm of the Bethe equations (7.5). We obtain
L F [2uk] +
M∑
j=1
j 6=k
F [uk − uj] = sign [uk] , (7.11)
F [u] =
1
2πi
log
u+ i
u− i .
The equation (7.11) can be interpreted as the equation for the equilibrium of forces
in classical mechanics. For distances between the particles much larger than one, the
interaction between the particles can be approximated with the Coulomb force F [uk −
uj] ≃ 1π 1uk−uj . In this case the density of the particles is approximated by a square root
cut in the leading order of the large spin limit. This case is realized in the scaling limit
L ∼ S →∞.
For the scaling (7.10) we have the opposite situation: the distances between the
particles with the smallest absolute values of rapidities are much smaller than one. The
Coulomb approximation is not applicable. To describe the distribution of roots in this
limit it is better to represent F [u] as
F [u] = −1
π
arctan[u] +
1
2
sign [u] . (7.12)
If we introduce the effective force Feff[u] = LF [2u] −
M∑
j=1
j 6=k
1
π
arctan[u − uj], then for the
positive roots equation of the equilibrium will be written as
Feff[uM/2+k] =
3
2
− k. (7.13)
Since Feff is a smooth function, we immediately get that in the vicinity of the branch
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point
uM/2+k − uM/2+1 ≃ 1− k
F ′[uM/2+1]
≃ π
L
(k − 1). (7.14)
The last estimation comes from the term LF [2u] which is dominant in Feff for roots
close to the origin. The expression (7.14) is consistent with the assumption of the small
distance between the roots. It is valid for uM/2+1 ≪ L which is the case for any finite j.
Equidistant distribution of the roots corresponds to a branch point of logarithmic type
in the continuous limit.
Functional equation in the logarithmic scaling regime (7.10).
Let us introduce the resolvent for holes1:
Rh =
d
du
log T [u]. (7.15)
Taking the derivative of the logarithm of (7.9) we get
D
L
u
= (1−D2)R +Rh, Im[u] > 0,
D−1
L
u
= (1−D−2)R +Rh, Im[u] < 0. (7.16)
We will consider the ground state in the limit (7.10). For the ground state all the holes
except two are situated inside the interval [−B,B] [222]. The two external holes are
situated at the position u∗ = ±M/√2+O(L). All the Bethe roots are situated between
the interval [−B,B] and external holes
Let us expand the equation (7.16) for Im[u] > 0 at |u| ≫ B. We will get
L
u
= −i∂uR + L− 2
u
+
1
u− u∗ +
1
u+ u∗
+O
(
1
u2
)
. (7.17)
Demanding that the resolvent decreases at infinity, we get:
iR = log
[
1− u
∗
u
]
+ log
[
1 +
u∗
u
]
+O(1/u) = 2 logM +O
(
log[u]
log[M ]
)
+O(1/u).(7.18)
We see that the external holes define the behavior of the resolvent for the values of u in
1In opposite to the compact case, there are no accompanying roots (in the terminology of Sec. 1.3)
in the r.h.s. of 7.6. Due to this all zeroes of T [u] are holes. For the same reason there is no string
configurations.
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the interval M ≫ u≫ 1.
The energy can be calculated as
E =
∫ ∞
−∞
du
ρ[u]
u2 + 1/4
. (7.19)
It was shown in [199] that in the limit (7.36) the energy scales logarithmically:
2g2E = f [j] logM + . . . , (7.20)
where we introduced the normalization of f [j] which is used in the AdS/CFT correspon-
dence.
We see from (7.18) and (7.19) that the Bethe roots with absolute value larger than
log[M ] do not contribute to f [j]. Therefore we can consider that the asymptotic behavior
of the resolvent at infinity is given by (7.18).
7.3 Large j solution
In view of the asymptotic behavior (7.18) it is useful to rescale the resolvents:
R := R logM, Rh := Rh logM. (7.21)
Then in the scaling limit (7.10) we obtain the following functional equations:
(1−D2)R +Rh = Dj
u
, Im[u] > 0,
(1−D−2)R +Rh = D−1 j
u
, Im[u] < 0, (7.22)
with asymptotic behavior given by:
R[u+ i0] = −2i+O
(
1
u
)
, u→∞,
Rh[u] =
j
u
. (7.23)
These equations are equivalent to the linear integral equation on the density of holes
used in [24, 25].
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The scaling function f [j] can be found as
f [j] = i2g2(R[i/2]−R[−i/2]) = 2g2 lim
u→0
(
j
u
−D−1R+0h [u]
)
, (7.24)
where D−1R+0h [u] means that we analytically continue to the point u− i/2 from a point
u which has a positive imaginary part.
We aim to solve (7.22) perturbatively for the case of large j. As we will see below,
the position of the branch point, which we denote as B, scales as j. Therefore the typical
scale for the solution is u ∼ B and the shift operator can be treated perturbatively:
D = e
i
2
∂u = 1 +
i
2
∂u + . . . . (7.25)
Let us consider the equations (7.22) on the support [−B,B] of the density of holes. After
multiplying the first one by D−1 and the second one by D and taking the sum we will
get
D−1Rh[u+ i0] +DRh[u− i0] = j
u+ i0
+
j
u− i0 , u
2 < B2. (7.26)
This equation can be rewritten in the following form:
Rh[u+ i0] +Rh[u− i0] = D −D
−1
D +D−1
(Rh[u+ i0]−Rh[u− i0]) +
+
2
D +D−1
(
j
u+ i0
+
j
u− i0
)
. (7.27)
Since D −D−1 = i∂u + . . . = o(1), (7.27) gives us the possibility to perform the pertur-
bative expansion in the recursive manner. Of course, the solution of (7.27) is not unique.
We can always add to it a solution of the homogeneous equation
Rh,hom[u+ i0] +Rh,hom[u− i0] = 0. (7.28)
The correct solution can be fixed from additional requirements, which we give below.
Leading and subleading orders.
Let us assume the following large B expansion of the resolvent:
j−1Rh = Rh,1 +Rh,2 + . . . (7.29)
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After performing the change of variables u = B û, the term Rh,m should scale as B
−m
times a polynomial of log[B].
A direct calculation gives the first two orders of the perturbative expansion:
Rh,1 =
1
u
, Rh,2 =
1
2
B
u3
√
1− B2
u2
. (7.30)
The solution Rh,1 is obvious. For Rh,2 one can do a simple check:
Rh,2[u+ i0] +Rh,2[u− i0] = B
2

 1
u3
√
1− B2
u2

+
+
 1
u3
√
1− B2
u2

−
 =
−i
2
√
1− u2
B2
(
1
(u+ i0)2
− 1
(u− i0)2
)
. (7.31)
The last expression is nonzero only for u = 0, therefore we can replace
√
1− u2/B2 by
1.
Rh,1 has the asymptotics at infinity required in (7.23). Therefore all the other terms
in the expansion (7.29) should decrease at least as 1/u3 at infinity.
The solution of the homogeneous equation (7.28) can have singularities only at u =
±B. The general solution of the homogeneous equation which decreases as 1/u3 at
infinity is
Rh,hom =
1
u
√
1− B2
u2
∞∑
m=1
∞∑
n=1
cn,m
Bm−n(u2 −B2)n . (7.32)
The index m cannot be equal 0, since the first order in which Rh,hom can appear is Rh,3.
The reason is that the expansion (7.29) is an expansion of an integrable function, which
implies that Rh,2 should be integrable.
To relate the boundary parameter B with j we have to use (7.22), which for Im[u] > 0
leads to
R =
1
1−D2
(
D
j
u
−Rh
)
= j
i
∂u
− i
2
1
u2
− 1
2
B
u3
√
1− B2
u2
 + . . . . (7.33)
The inverse differential operator means integration. The constant of integration should
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be fixed from the parity properties of R. The result for the leading order of R is:
j−1R[u] = − 1
2u
− i
2B
√
1− B
2
u2
, Im[u] > 0. (7.34)
Indeed, this function is odd if we take the cuts of the square root to be (−∞,−B]∪[B,∞)
which is the support of the density of roots.
To have the correct asymptotics at infinity we have to demand B = j/4. This relation
should be corrected at the next orders of the large B expansion.
7.4 Solution in the double scaling limit
Starting from Rh,3 we get a nontrivial contribution from (7.32) and the solution of (7.27)
becomes ambiguous. To fix this ambiguity, and this is the key point for the perturbative
solution of such kind of equations, we should consider the initial equations in the double
scaling limit which is defined as follows. We introduce a new variable z
z = 2(u− B) (7.35)
and expand our equation in the powers of 1/B with z fixed. We get the equations
(1−D2)R[z] +Rh[z] ≃ 0, Im[z] > 0,
(1−D−2)R[z] +Rh[z] ≃ 0, Im[z] < 0, (7.36)
where R[z] has a discontinuity at z ǫ [0,∞), while Rh[z] has a discontinuity at z ǫ (−∞, 0].
The weak equivalence to zero means that the l.h.s. is proportional to a function f [z] which
is analytic at zero.
This equation can be solved explicitly after performing the inverse Laplace transform
R˜h[s] =
∫ i∞+0
−i∞+0
dz
2πi
eszRh[z], R˜[s] =
∫ −i∞−0
i∞−0
dz
2πi
eszR[s].
We should consider the equations (7.36) order by order in the 1/B expansion. At each
order the function f [z] analytic at zero is just a polynomial. Its inverse Laplace transform
is therefore a sum of delta function at s = 0 and its derivatives. This sum does not affect
the conclusions that we will make in this section. We therefore put f [z] = 0.
Let us investigate analytic properties of the function R˜h[s]. The resolvent Rh[z]
has only one branch cut on z < 0 in z-plane. Therefore the Laplace transform should
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Figure 7.1: Analytical continuation in z and s planes.
be defined for Re[s] > 0. We analytically continue the function R˜h[s] to the region
with Re[s] < 0 by changing the phase of s and simultaneously rotating the contour of
integration of the Laplace transform such that Re[zs] = 0. So, if we will change s in the
clockwise direction, the contour of integration should be rotated in the counterclockwise
direction.
To get into the region Re[s] < 0 the contour of integration passes through the cut
of Rh[z]. To get the analytical continuation of Rh[z] to the other Riemann sheet we use
the first equation in (7.36) to reexpress Rh[z] in terms of R[z]. We see for example that
when we pass through the cut z < 0 we encounter a branch point at z = −i.
Performing the Laplace transform of the first equation in (7.36) we see that the
analytical continuation of R˜h[s] by rotation s→ se−iπ is given by
R˜h[s− i0] = (1− e−2is)R˜[s]. (7.37)
Since R˜[s] is analytic for s < 0 we deduce that R˜h[s] should have zeroes for s = πn, n < 0.
Equivalently we can find that for s < 0:
R˜h[s + i0] = (1− e2is)R˜[s]. (7.38)
The conclusion is that R˜h[s] is a function analytic everywhere except on the axis
s < 0 where it satisfies the equation
eisR˜h[s− i0] + e−isR˜h[s+ i0] = 0. (7.39)
We can fix the solution of this equation if we remark that R˜h[s] should be expanded
in inverse powers of s at infinity. Indeed, from the structure of the functional equations
(7.36) we conclude that Rh[z] + R[z] should be analytic at z = 0. Therefore the total
density ρh[z] + ρ[z] should be analytic as well. This implies that the expansion of Rh[z]
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at z = 0 is given by
Rh[z] = log[z](γ0 + zγ1 + z
2γ2 + . . .). (7.40)
The inverse Laplace transform of this expansion is
R˜h[s] = −γ0
s
+
γ1
s2
− 2γ2
s3
+ . . . , s 6= 0, (7.41)
which is the stated behavior of R˜h[s] at infinity.
The solution of (7.39) with the required structure of the zeroes and behavior at
infinity is given by
R˜h[s] =
A
s
Q[s, B]Φ[s], Φ[s] =
√
2s
e
s
pi
log s
pi
− s
pi
Γ
[
s
π
+ 1
] , Q[s, B] = ∞∑
n,m=0
Qn,m[logB]
Bn+msn
. (7.42)
At each order of 1/B expansion the sum Q[s, B] contains only a finite number of terms
and therefore is well defined. For convenience we put the overall normalization A such
that Q0,0 = 1.
The dependence of Q[s, B] on B of course cannot be understood from the equation
(7.39). It will become clear when we will show how to find the coefficients Qn,m.
7.5 Higher orders in perturbative expansion
The still unknown coefficients Qn,m in (7.32) and cn,m in (7.42) are fixed by demanding
that the large B expansion (7.29) and the expansion (7.42) in the double scaling limit
match in the intermediate regime. The expansion (7.29) in the double scaling regime
(9.27) organizes at each order of 1/B as a large z expansion, therefore it should match
with the Laplace transform of the small s expansion of (7.42).
Let us see how this works for Rh,3. The general solution of (7.27) at this order is
given by
Rh,3 = − 1√
1− B2
u2
(
3B
4π
u2 − 2
3
B2
u2 − B2
log u−B
u+B
u4
+
1
πu3
− c1,1
u(u2 − B2)
)
+
1
4u3
. (7.43)
Reexpansion of j−1Rh in the double scaling regime is then given by
Rh,1 +Rh,2 +Rh,3 =
1
B
− z
2B2
+
1
(Bz)3/2
(
z
2
+ c1,1 − 1
4π
log
[ z
4B
])
+ . . . (7.44)
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Correspondingly, the Laplace transform of the small s expansion of (7.42) is given by∫ ∞
0
dse−szR˜h[s] =
2
√
2πA
z3/2
(
z
2
+
1− log[4πz]
4π
)
. (7.45)
The first two terms in (7.44) are analytic at z = 0. Demanding the weak equivalence
between (7.44) and (7.45) in the sense of (7.36) we find
A =
1
2
√
2πB3/2
, c1,1 =
1− log[16πB]
4π
. (7.46)
To obtain the expansion (7.48) we need also Rh,4. The solution at this order is given in
appendix D.
To relate the parameters B and j we find the resolvent R from (7.33) and demand
that it has the correct asymptotic behavior (7.23). This leads to
B =
j
4
− 1− log[4πj]
2π
+
1
6
− 3
2π2
j
+O(j−2). (7.47)
The scaling function f [j] can be found from (7.24). In terms of B this is a rather
complicated expression containing log[B] as well. But in terms of the parameter j it
significantly simplifies:
f [j] = 8g2
(
1
j
− 8
3π
1
j2
+
2
3
1
j3
+O(j−4)
)
. (7.48)
This expansion matches with numerical analysis in [220,V1].
These three orders of large j expansion lie in the BMN-like window of the AdS/CFT.
More precisely, as we conclude from [209] the large j expansion of the generalized scaling
function f [g, j] has the form
f [g, j] =
∑
n≥1
g2n
j2n
∑
m≥0
cnm[g]
jm−1
. (7.49)
In this expansion the coefficients c10, c11, c12, c20, c21 do not depend on the coupling con-
stant. The coefficients c10, c11, c12 define the expansion (7.48). The coefficients c20, c21
appear in the large j expansion of the two-loop correction to the generalized scaling
function and were not calculated here.
c10 and c11 can be found respectively from tree [173, 174] and one loop [209] calcula-
tions on the string side. In [V1] c12 was found from the strong coupling solution of the
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BES/FRS equation up to two loops. All findings are in agreement with (7.48).
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Chapter 8
Generalized scaling function at
strong coupling
8.1 BES/FRS equation and different regimes at
strong coupling
In the previous chapter we discussed the energy of the ground state of the Sl(2) Heisen-
berg ferromagnet in various regimes of the thermodynamic limit. We saw that the an-
swer depends strongly on the relation of two parameters - the twist L and the number of
magnons M = S. For L . log S the energy scales logarithmically with a prefactor f [j],
j = L/ logS. One expects [24] that the logarithmic scaling of the anomalous dimension
E − S = f [g, j] log[S] +O(1) (8.1)
in the limit with fixed j takes place at any finite value of the coupling constant g. In
section 5.4.3 we discussed how f [g, j] can be used for the test of integrability in AdS/CFT.
Now more technical details would be given.
The Heisenberg ferromagnet describes the spectrum of the dilatation operator only at
one loop. The all-loop result may be obtained from the conjectured Beisert-Staudacher
asymptotic Bethe Ansatz. In the Sl(2) sector it reduces to the one integral equation
known as the BES/FRS equation. Its derivation is completely analogous to the derivation
of the one loop equation discussed above. This equation was initially derived in [24] and
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also in [25]. In our notations it reads [V1]:
(1−D2)Rm +Rh = −DKDRm + 1
ǫ
D
ℓ
x
dx
du
,
K = K− +K+ + 2K−D 1
1−D2DK+, (8.2)
where
ℓ = ǫj, ǫ =
1
4g
. (8.3)
The kernels K± are defined by [KSV2]
(K± · F )[u] = (K · F )[u]± (K · F )[−u], (8.4)
where K is given by (6.71).
The asymptotic behavior of the resolvents at infinity is
Rm → ∓ i
ǫ
+
β
u
, u→∞± i0;
Rh → j
u
, u→∞. (8.5)
Based on the all-loop integral equation (8.2), we can relate the generalized scaling
function f [g, j] and the parameter β in (8.5)1. Indeed, the anomalous dimension is given
by the formula
γ =
1
2ǫ
∑
k
(
i
x+k
− i
x−k
)
=
log S
2πǫ
∫
R−i0
dv
1
y
DRm. (8.6)
Expanding the BES/FRS equation (8.2) at infinity, we obtain for the coefficients in front
of 1/u2
β =
1
2iǫ
∞∫
−∞
dv
2πi
1
y
DRm − j
2
. (8.7)
Comparing (8.6) and (8.7), we conclude that the generalized scaling function can be
found as
f = −2β − j . (8.8)
1This property was initially remarked in [26].
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Note that the derivation of this relation includes expansion of the kernel K at large x,
therefore it is essentially based on the higher order corrections to the one-loop integral
equation.
The resolvents Rm and Rh in the BES/FRS equation have two types of branch points.
The first type of branch points has ”kinematic” origin - these are branch points of the
inverse Zhukovsky map x[u] which is singular at u = ±2g. The ”kinematic” branch
points are located at u = ±2g + (Z + 1/2)i. The branch points of the second type are
located at u = ±a + Zi, where a[g, j] is the end of the root distribution.
It is natural to assume that the only nonanalyticities in the generalized scaling func-
tion appear at the values of g and j for which the branch points of different types collide.
For real finite g and j the collision is impossible. However, if we take into account
complex values of these parameters, the collision is possible. Using this observation, we
can determine in particular the radius of convergence of the weak coupling expansion of
2Γcusp[g]. Indeed, for j = 0 we have a = 0. The kinematic branch point touches the
origin when g = i(1/4 + Z/2). Therefore, the radius of convergence equals 1/4. This
observation coincides with the numerical prediction in [21].
To investigate analytical properties of the generalized scaling function at strong cou-
pling it is useful to introduce the rescaled coordinate urescaled = u/2g. At strong coupling
all the kinematic points condense into two points urescaled = ±1 that are situated on the
real axis. Therefore we will potentially have different regimes depending where the branch
point a is situated: inside the interval [−2g, 2g], outside it, or at the finite distance from
the point u = ±2g.
Finite-twist operators and small perturbations. This is a regime in which a is
situated inside the interval [−2g, 2g]. In the particular case when a = 0 (and therefore
j = 0) the generalized scaling function reduces to twice the cusp anomalous dimension
f [g, 0] = 2Γcusp[g] (8.9)
To obtain a nonzero a inside the interval [−2g, 2g] the parameter j should scale as
j ≃ eπ(a−2g), so it is exponentially small. As was shown in the works of Alday and
Maldacena [49] and Basso and Korchemsky [34], this regime is effectively described by
the dynamics of the O(6) sigma model. The quantity 2Γcusp − j can be viewed as the
vacuum energy and f [g, 0]− 2Γcusp + j = εO(6)[j/m] is identified with the energy of the
O(6) sigma model. The physical motivation for this particular description was discussed
in Sec. 5.4.3. In Sec. 8.3 we give a derivation, alternative to the one in [34], of the integral
156
equation for the O(6) sigma model from the BES/FRS integral equation.
The limit with j ∼ g. In the large g limit with ℓ = ǫj fixed the branch point is
situated outside the interval [−2g, 2g]. The position of branch point at ǫ = 0 is given
by [30, 48]:
a[ǫ = 0, ℓ] = g
(
b+
1
b
)
, b ≡
√
1 + ℓ2. (8.10)
a > 2g for any positive ℓ. Therefore if we perform the perturbation series as
f [g, j] =
1
ǫ
(f0[ℓ] + ǫf1[ℓ] + . . .) . (8.11)
each function fn[ℓ] should be analytical function of ℓ. This regime was a subject of
investigation of [V1]. In Sec. 8.4 we discuss the results of this investigation.
Intermediate regime. Finally, let us consider the regime when the distance between
the branch point a and the Zhukovsky branch point 2g is of order of 1. This limit
should describe the transition between the O(6) sigma model which is realized in the
case 2g − a ≫ 1 and the string perturbative regime a − 2g ≫ 1. From the O(6) sigma
model we know that j behaves as
j ∝ g3/4eπg(a−1) + . . . . (8.12)
Performing the small ℓ expansion of the expression of (8.10) we get
j = 4
√
2g3/4 (a− 2g)1/4 . (8.13)
Therefore if we introduce the parameter δ = a − 2g and consider the strong coupling
limit with δ fixed we can expect that
j = g3/4V [δ] + o(g3/4) (8.14)
with V [δ] interpolating smoothly between the asymptotics (8.12) and (8.14). This obser-
vation is further supported by the known analytic structure of the BES/FRS equation:
we do not encounter new singular points while varying δ.
The study of this regime was not done and may be the subject of a future research.
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8.2 Cusp anomalous dimension
The BES/FRS equation for j = 0 (and therefore Rh = 0) reduces to the BES equation.
This is the very equation in which the all-loop proposal for the BES/BHL dressing
phase initially appeared. The cusp anomalous dimension which can be found from the
solution of the BES equation is a nontrivial quantity and is accessible up to four loops
on the gauge side and up to two loops on the string side. The perturbative recursive
solution of the BES equation at strong coupling was found, after a number of initial
attempts [26], [27, 29], [KSV1, 28], [30, 31], in [32], [KSV2]. Here we will show that the
method used for the solution is in fact the same as the one used in the previous chapter.
Our analysis follows closely [KSV2] with a few improvements.
The BES equation reads
(1−D2)Rm = −DKDRm, (8.15)
with the asymptotic conditions on Rm given by (8.5). It turns out to be useful to
introduce the resolvents2 R+ and R− in the upper half of the u-plane by the following
equations valid for any value of the coupling constant:
Rm = R+ +R− , (8.16)
R+ = − D
1−D2K+D(R+ +R−) , (8.17)
R− = − D
1−D2K−D(−R+ +R−) . (8.18)
There are combinations G± and g± of R+ and R− with simple analytical properties.
They are defined in the upper half plane by
G± =
1± i
2
(D ∓ iD−1)(R− ± iR+) , (8.19)
g± = ±i(D −D−1)(R− ± iR+) , (8.20)
and further by analytical continuation3.
The functions G±[u] and g±[u] have square root type branching at the points u = ±2g
inherited from R+ and R−. If to choose the branch cut to be on [−2g, 2g] for g± and on
2In [KSV2] we used a shifted definition:
R±,here = DR±,KSV2.
3Similar linear combinations in the Fourier space were initially proposed in [32].
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R\(−2g, 2g) forG± then one can show from the definitions of g± andG± and the property
(8.32) of the kernels K± that g± and G± are analytic outside these cuts. Analytical
continuation through the cuts reveals the branch points at u = ±2g + iZ on the next
sheet.
The resolvents G± and g± are related in the upper half plane as
G± =
1∓ i
2
D2 ∓ i
D2 − 1g±. (8.21)
Since G± and g± have discontinuities on the complementary cuts, (8.21) is very similar to
the integral equations which follows from the Baxter equations (for example like (7.16)).
The resolvents G± perturbatively at strong coupling, in the regime g →∞ with u/g
fixed, satisfy the equations [KSV2]
G±[u+ i0] = ∓iG±[u− i0], u2 < 4g2. (8.22)
We see that the BES equation reduces to a very simple Riemann-Hilbert problem. Its
most general solution is given by:
G± = 2iǫ
∑
nǫZ
αn[ǫ]ǫ
|n|
(
u+ 2g
u− 2g
)±n± 1
4
. (8.23)
Using the formula (8.8) and the definitions of the resolvents, we derive that the scaling
function can be expressed in terms of αn[ǫ] as
f [g] =
∑
nǫZ
(4n+ 1)ǫ|n|αn[ǫ]. (8.24)
Similarly to the discussion in chapter 7, to fix the coefficients αn we should solve (8.21)
in the double scaling limit
ǫ→ 0, u→ 2g with z = u− 2g fixed (8.25)
and then demand the compatibility of this solution with (8.23). The demand that the
double scaling limit exists explains the presence of ǫ|n| factor in (8.23). The coefficients
αn[ǫ] should be bounded at ǫ = 0.
The solution in the double scaling limit can be most easily found if to apply the
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inverse Laplace transform:
g˜±[s] =
∫ i∞+0
−i∞+0
dz
2πi
ezsg±[z], G˜±[s] =
∫ −i∞−0
i∞−0
dz
2πi
ezsG±[z]. (8.26)
The study of the analytical properties of g˜±[s] and G˜±[s], see the discussion near Fig. 7.1,
leads to the conclusion that g˜±[s] is analytic everywhere except on the negative real axis
and G˜±[s] is analytic everywhere except on the positive real axis.
The inverse Laplace transform of (8.21) has the following form
G˜±[s] =
1∓ i
2
e−is ∓ i
e−is − 1 g˜±[s− i0], s < 0. (8.27)
This equation and the equation for g˜±[s+ i0], which can be similarly derived, imply that
g˜±[s] and G˜±[s] have monodromy of order four around zero
4.
Another consequence of (8.27) is the following. Let us analytically continue this
equation to s > 0 by the path that does not cross the real axis. Then, since g˜±[s] is
analytic for s > 0, G˜±[s] should have zeroes at s = (2n+ 1 ± 12)π, n ≥ 0 and may have
poles only at s = 2πn, n ≥ 0.
Finally, G±[z] has a square root branch point at z = 0, same as the square root
branch point for G±[u] at finite g. This implies that at s = ∞ G˜±[s] is expanded in
inverse half-integer powers of s.
The most general solution for G±[s] with stated above properties is given by
G˜±[s] =
(
s
ǫ
)−1± 1
4
Γ[1
2
± 1
4
]
T±[s]Q±[s], (8.28)
T±[s] =
Γ
[
1− s
2π
]
Γ[1
2
± 1
4
]
Γ
[
1
2
− s
2π
± 1
4
] , Q±[s] = ∞∑
n=0
β±n [ǫ]
(s
ǫ
)−n
.
The requirement of compatibility of the solutions (8.23) and (8.28) fixes unambigu-
ously all the coefficients αn and βn. This requirement in particular implies the presence
of an overall factor ǫ∓
1
4 in (8.28) and that βn[ǫ] should be bounded at ǫ = 0. The algo-
rithmic procedure for calculation of αn and βn, realized with the help of Mathematica,
is presented in appendix E.2.
4We can see this also in the following way. The monodromy of G˜±[s] around zero is inherited from
the monodromy of G[z] around infinity. At large values of z the solution in the double scaling limit
should match with the perturbative solution (8.23). The monodromy of the latter is of order four, as it
follows from (8.22).
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As a result, at first three orders of the strong coupling expansion we get
f [g] = 4g − 3 log 2
π
− 1
4g
K
π2
− . . . . (8.29)
This result was initially obtained in [32]. The derivation there contained number of
assumptions which we were able to prove in [KSV2] confirming that result. The obtained
expansion (8.29) coincides with the two-loop string prediction [186, 225]. This was the
first two-loop test at strong coupling of the asymptotic Bethe Ansatz proposal.
8.3 O(6) sigma model
The appearance of the O(6) sigma model in a special regime of the AdS/CFT system
can be understood from the point of view of the string theory. If we consider a folded
string solution, then the centrifugal forces make all the fluctuations on the AdS space,
as well all the fermion excitations massive. Therefore the low-energy excitations in the
theory should be described by the fluctuating modes that live on S5, i.e. by the O(6)
sigma model. The mass of the AdS fluctuating modes determines the energy scale below
which the O(6) sigma model approximation is applicable.
We can test theO(6) sigma model regime if we consider the string which moves around
equator of the S5 in addition to the rotation in AdS, and therefore is described by the
AdS angular momentum S and the S5 angular momentum J . This is the configuration
which is described by the BES/FRS equation.
In order to stay in the O(6) sigma model regime, we should put J ≪ S. More
precisely, J should be at most of the order log S. We again come back to a parameter
j = J/ logS. As we will see below, the density5 of holes of the BES/FRS equation is
proportional to j.
The O(6) sigma model, through the mechanism of dimensional transmutation, ac-
quires a nontrivial mass scale m which should depend on the coupling constant by the
law
m ∝ g1/4e−πg. (8.30)
A very nontrivial check of the integrability in the AdS/CFT correspondence would be
to identify the O(6) particles with holes of the BES/FRS equation as far as we stay at
the energies much lower than the masses of fluctuations in AdS. This regime is possible
5number per unit volume
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when j/m is finite. In this case we come back to the scaling law (8.12) for the strong
coupling behavior of j.
The identification of the BES/FRS holes and the excitations of the O(6) sigma model
was done by Basso and Korchemsky in [34]. They showed that in the regime (8.12) the
BES/FRS equation can be reduced to the integral equation obeyed by the particles of
the O(6) sigma model. Here we will give a different derivation of their result.
Let us consider in addition to the BES/FRS equation (8.2) in the u.h.p, the BES/FRS
equation in the l.h.p. It reads
R−0h = −(1−D−2)R−0m −D−1(K−0− −K−0+ + 2K−0−
D2
1−D2K+)DRm −D
−1 2ℓ/ǫ
x− 1
x
.(8.31)
For the meaning of notation F±0 see appendix A.
In our derivation we will rely on the properties of the kernels K±
(K−0± F )[u] + (K
+0
± F )[u] = F [u+ i0]± F [−u+ i0] (8.32)
and on the fact that Rm and Rh are odd functions.
Considering the BES/FRS equation for u2 < 4g2 we can make the following trans-
formations:
K−0− DRm = −K+0− DRm +DR+0m +D−1R−0m ,
K−0+ DRm = −K+0+ DRm +DR+0m −D−1R−0m ,
2
(
K−0−
D2
1−D2K+
)
DRm = −2
(
K−0−
D2
1−D2K+
)
DRm + 2
D2
1−D2K
+0
+ DRm −
−2 D
−2
1 −D−2K
−0
+ DRm =
−2
(
K−0−
D2
1−D2K+
)
DRm + 2
D2
1−D2K
+0
+ DRm + 2
D−2
1−D−2K
+0
+ DRm −
−2 D
−2
1 −D−2 (DR
+0
m −D−1R−0m ). (8.33)
Let us introduce an additional notation
PA ≡
∞∑
n=−∞
An. (8.34)
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Using this notation we can rewrite
2
D2
1−D2F + 2
D−2
1−D−2F = 2PD2F − F (8.35)
Summarizing, we can rewrite the BES/FRS equation in the upper and the lower half
planes as
R+0h = −(1−D2)R+0m −DK+0DRm +
1
ǫ
D
2ℓ
x− 1
x
, Im[u] > 0, −2g < Re[u] < 2g,
R−0h = −(1−D−2)R−0m +D−1K+0DRm −
1
ǫ
D−1
2ℓ
x− 1
x
− 2D−1PD2(K+0+ DRm) +
+2
D−2
1−D−2 (R
+0
m −R−0m ), Im[u] < 0, −2g < Re[u] < 2g. (8.36)
Let us consider the interval u2 < a2. In this interval R+0m = R
−0
m . We therefore can derive
D−1R+0h +DR
−0
h = −2PD2(K+0+ DRm). (8.37)
We see that remarkably Rh is almost decoupled from Rm. In the l.h.s. of (8.37) we
recognize the l.h.s. of perturbative functional equation for the O(6) sigma model (9.24).
The exact equation for the O(6) sigma model is written as
1−D2
1 +D4
R+0h −
1−D−2
1 +D−4
R−0h = −2πimcosh
[πu
2
]
. (8.38)
Let us then take the l.h.s. of the last equation and evaluate it using (8.36). After some
algebra we will get
1−D2
1 +D4
R+0h −
1−D−2
1 +D−4
R−0h = A1 +A2,
A1 = 2D2P−D4Rm, A2 = P−D4(D3 −D)
(
K+0DRm + 1
ǫ
2ℓ
x− 1
x
)
. (8.39)
The functions A1 and A2 have the same periodicity as epiu2 and branch points at the
positions u = ±2g. Therefore at the leading order we expect
A1 +A2 = −2πike
piu
2
−πg + e−
piu
2
−πg
2
= −2πike−πg cosh
[πu
2
]
(8.40)
We see that this gives the correct integral equation for the O(6) sigma model.
The calculation of the coefficient k is tricky and was done explicitly in [34]. It is
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given by
k = g1/4
23/4π1/4
Γ[5/4]
. (8.41)
Therefore we see that the induced mass of the O(6) sigma model has a correct RG
behavior (prefactor g1/4).
8.4 Connection to the perturbative string theory
calculations.
We have already discussed the limits which lead a < 2g at strong coupling. The limit
which leads to a > 2g at strong coupling is g, j →∞ with ℓ = j/4g fixed. The interest for
this limit, which was studied in [V1], is motivated by the fact that naively the expansion
(8.11) can be directly compared with the string theory results. However, the order of
limits in calculation of (8.11) is different from that used on the string theory side. On
the string theory side the logarithmic scaling regime is attained in the following two-step
limiting procedure:
1) g∼L∼S →∞,
2) S/g ≫ L/g ≫ 1, ℓ = L/g
4 log[S/g]
finite. (8.42)
To compare, (8.11) is obtained using the following order of limits
1) L, S →∞, j = J/ logS and g finite,
2) g, j →∞, ℓ = j
4g
finite. (8.43)
There is a qualitative difference between two limiting orders (8.42) and (8.43), which
may become important starting from two loops. It is shown at the r.h.s. of Fig. 8.1.
The limiting procedure (8.42) is organized in a way that the distance between the
Bethe roots in the vicinity of the branch point is larger than the Baxter scale. Therefore
in the vicinity of the branch point we need both terms in the Baxter equation and ap-
proximation in which the BES/FRS equation was derived is inapplicable. This situation
is similar to the WKB solution of quantum mechanics in a smooth potential.
In the limiting procedure (8.43) the distance between the Bethe roots in the vicinity
of the branch point is much smaller than the Baxter scale. This is similar to the WKB
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Figure 8.1: The density of magnons (rescaled using (7.21) at strong coupling). To the
left: the case j ≪ g. There is an exponential small with respect to g number of magnons
inside the interval [−2g, 2g]. To the right: the case j ∼ g. There are no magnons inside
the interval [−a, a], a > 2g. The case A corresponds to the order of limits (8.42). The
branch point is of square root type. If we magnify up to the Baxter scale, we will see
separate Bethe roots. The case B corresponds to the order of limits (8.43). The branch
point is of logarithmic type. If we magnify up to the Baxter scale, there is to be still a
dense distribution.
solution in quantum mechanics with a steep function at the turning point.
This qualitative difference is absent in the case when we consider the strong coupling
regime with j ≪ g. As shown at the l.h.s. of Fig. 8.1, the density of roots is always large
in this case.
In [V1] the discrepancy at two-loop level was found between (8.11) and the solution
in [48] of the asymptotic Bethe Ansatz in the order of limits (8.42). We however were not
able to show explicitly that this discrepancy is due to the explained qualitative difference
between two cases.
We see therefore that there are reasons to doubt the possibility of application of
the BES/FRS equation, at least without modifications, for the comparison of the Bethe
Ansatz and perturbative string results. The calculation in [48] was done using the order
of limits (8.42) and therefore should match the string theory prediction [187]. However,
there is a discrepancy at the two-loop level.
Another possibility to check the results of [48,187] was proposed in [37] based on the
O(6) sigma model regime. The two-loop prediction of [37] matched that of [48]. This
matching should be however better understood, since the order of limits used in [37] was
different from (8.42) (and from (8.43)).
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Chapter 9
Mass gap in integrable sigma models
9.1 Formulation of the problem
Another important application of the techniques developed in previous chapters is the
perturbative solution of integral equations which appear in two-dimensional integrable
sigma models.
Two-dimensional nonlinear sigma models are often considered as toy models for QCD.
They share with QCD the property of the asymptotic freedom [226]. Although these the-
ories do not have dimensionful parameters on the classical level, they acquire a dynamical
mass scale on the quantum level via the dimensional transmutation mechanism. We will
call this mass scale Λ.
The symmetry group G of the target space of the sigma model is the analog of the
QCD gauge group. The sigma models with the target space being a coset manifold G/H
are classically integrable [168]. It is believed that when H is simple the integrability is
preserved on the quantum level. Examples of such quantum integrable theories are O(N)
vector sigma model and SU(N) × SU(N) principal chiral field (PCF) model. CP (N)
sigma model is an example of the theory which is integrable on the classical but not on
the quantum level.
As in QCD, the sigma models can be studied perturbatively at scales much larger
than the dynamical mass scale. In the infrared regime the perturbative description is
not applicable. Instead, it is possible to solve these theories exactly. For example, large
N solutions of such models as O(N) and CP (N) sigma models were found in [71,72,227,
228]. These solutions showed that the excitations are described on the quantum level by
massive particles. Since Λ is the only dimensionful parameter of the theory, the mass of
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the particles should be proportional to it:
m = c Λ. (9.1)
If to assume that the description in terms of particles is appropriate for finite values
of N then quantum integrable sigma models can be solved by the asymptotic Bethe
Ansatz in the infinite volume [7], as we discussed in the second chapter.
In this chapter we will explain how to determine the coefficient of proportionality
c in (9.1) for the O(N) sigma model at finite N . Although we will consider only this
particular case, most of the statements can be applied for any sigma model solvable by
the asymptotic Bethe Ansatz.
The idea of determination of the coefficient c is not new. It goes back to [38,39]. We
refer also to [229] for an overview. The mass gap (9.1) was found in [38,39] numerically
with a precision that allowed to guess the analytical expression. Our contribution is to
give an analytical derivation of the mass gap1.
The determination of the mass gap is not the only issue of this chapter. We will
also discuss the renorm-group behavior and Borel summability properties of the O(N)
sigma model. This will bring us an additional evidence that the Bethe Ansatz is a proper
description of this QFT.
Sigma-model in an external field
Let us consider an asymptotically free model with a running coupling constant α that
satisfies the Gell-Man–Low equation2:
µ
dα
dµ
= β[α] ≡ −β0α2 − β1α3 − . . . . (9.2)
The dynamically generated scale Λ is the RG invariant which can be built from (9.2):
Λ = µ e−
∫ α[µ] dα
β[α] = k µ α
−
β1
β20 e
− 1
β0 α (1 +O(α)). (9.3)
1In [230] it was stated that Balog had provided such analytical derivation (see ref.[19] there). His
result was however not published.
2We may choose α equal to f from (2.1). This is however not at all obligatory. In fact, below we
will make another choice which is related to f via the finite renormalization (9.41).
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The quantity β1β
−2
0 is invariant under finite renormalizations of the coupling constant
given by the transformations of the type
α→ α(κ0 + κ1α + κ2α2 + . . .). (9.4)
This scheme independent object β1β
−2
0 is an important prediction of the perturbation
theory.
From (9.3) we can see that the mass gap (9.1) cannot be found by perturbative
means only. Therefore integrability, or another nonperturbative description, is needed.
A typical way for identification of the coefficient c is the comparison of the perturbative
field theory prediction with the prediction of the asymptotic Bethe Ansatz. Since the
theory is asymptotically free, we have to introduce a large scale in order to insure that
we are in the perturbative regime. A strong external field h coupled to one of the charges
Q of the system is often used for this purpose. O(N) sigma model in the presence of the
external field was initially considered in the works of Polyakov and Wiegmann [68,231].
The thermodynamics of the system, which we consider at zero temperature, can be
described by the free energy which is a minimum with respect to the value of the charge
Q of
F = E − h Q. (9.5)
Here E is the energy of the system.
O(N) sigma model contains only one type of particles that belong to the vector
multiplet of the O(N) group. We chose a charge Q which counts the number of particles
polarized in a particular direction. Then h plays the role of the chemical potential. For
h larger than the mass gap a condensate of equally polarized particles is created.
In the limit of infinite volume L → ∞ we should speak about intensive quantities:
the density of the particles ρ = Q/L, the free energy density f = F/L, and the energy
density ε = E/L. These intensive quantities are related as
f [h] = min
ρ
(ε[ρ]− hρ). (9.6)
The free energy density f is a function of h. Instead, ε, which is the Legendre transform
of f , is a function of ρ.
Perturbative field theory predicts the following asymptotic weak coupling expansion
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of the energy density:
ε[ρ] = ρ2
(
∞∑
n=1
χnα
n +O
(
Λ2
ρ2
))
, (9.7)
where the running coupling constant α[µ] is evaluated at the scale µ = h. The ratio
Λ2/ρ2 is exponentially small in terms of the coupling constant.
The dependence of ρ on h can be figured out from the condition ∂ε/∂ρ = h and
decomposition (9.7). It is given by the expansion
h = 2ρχ1(α[h] +O(α2)). (9.8)
It is useful to think about the coupling constant as the function of ρ and to introduce
the corresponding beta-function
ρ
dα[h[ρ]]
dρ
= β˜[α] = −β˜0α2 − β˜1α3 − . . . . (9.9)
From (9.8) it follows that
β˜0 = β0, β˜1 = β1 − β20 . (9.10)
The explicit value of the coefficients χn depends on the computation scheme which
is used and on the definition of the coupling constant. The energy of the O(N) sigma
model at tree level and its one-loop correction were calculated in [38,39]3. The two-loop
correction was found in [37]4. The calculations were done in the MS scheme. With the
coupling constant defined by
1
α
+ (∆− 1) logα = log
[
ρ
ΛMS
]
+ log[2π∆], ∆ =
1
N − 2 (9.11)
the first three coefficients χn were found to be
χ1 = π∆, χ2 =
1
2
π∆, χ3 =
1
2
π∆2. (9.12)
The definition (9.11) of the coupling constant is the same as in [37], where it was called
3More precisely, the free energy was found. Then we can make the Legendre transform to obtain the
expression for the energy.
4This work contains a very good pedagogical explanation about how the perturbative calculations
are done.
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α˜. The reason to use such definition is that it leads to a particularly simple form of the
coefficients χn, as we discuss below.
We can rewrite the expansion (9.7) in terms of the ratio ρ/Λ only:
ε = χ1β˜0
ρ2
log ρ
Λ
(
1− (β˜−11 β˜20)
log log ρ
Λ
log ρ
Λ
+
rΛ
log ρ
Λ
+O
(
log log ρ
Λ
log ρ
Λ
)2)
+O(Λ2),
β˜0 = 1, β˜1 = ∆− 1, rΛ = 1
2
− log[2π∆]. (9.13)
The idea of [38, 39] to calculate the mass gap (9.1) is based on the fact that the energy
of the considered system can be also found from the Bethe Ansatz. Instead of ρ/Λ, the
solution should depend on the ratio of the density and the mass of the particles, since
the mass of the particles serves as an input for the construction of the Bethe Ansatz.
One should expect the expression of the following form
ε =
χ1β˜0ρ
2
log ρ
m
(
1− (β˜−11 β˜20)
log log ρ
m
log ρ
m
+
rm
log ρ
m
+O
(
log log ρ
m
log ρ
m
)2)
+O(µ2). (9.14)
Comparison of (9.13) and (9.14) gives us a possibility to find c in (9.1). The expansions
(9.13) and (9.14) contain also another valuable information. They contain the invariant
ratio β˜1β˜
−2
0 . Therefore we can verify that the Bethe Ansatz reproduces a correct renorm-
group dynamics of the model. It is a nontrivial check of the bootstrap approach. A
priory, the Bethe Ansatz does not contain coupling constant at all. But it turns out
to be useful to introduce a coupling constant in order to rewrite (9.14) in terms of the
power series of the coupling constant (like (9.7)).
Integral equation
Since only the states with a certain polarization are excited, the nested levels of the
Bethe Ansatz are turned off. Therefore in the large volume limit the system with a given
density of particles ρ is described by the one integral equation
χ[θ]−
∫ B
−B
dθ′K[θ − θ′]χ[θ′] = m cosh[θ],
K[θ] =
1
2πi
d
dθ
log S[θ], S[θ] = − Γ
[
1
2
+ iθ
2π
]
Γ
[
∆+ iθ
2π
]
Γ
[
1 + iθ
2π
]
Γ
[
1
2
+∆+ iθ
2π
]/c.c. (9.15)
Here χ[θ] is a density of the Bethe roots distribution. The boundary B of the Bethe
roots distribution is the value of rapidity up to which the Fermi sea is filled. This value
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should be found from the normalization condition
ρ =
∫ B
−B
dθ
2π
χ[θ]. (9.16)
The energy density of the system is given by
ε = m
∫ B
−B
dθ
2π
cosh[θ]χ[θ]. (9.17)
The energy density ε depends on the particle density ρ through the parameter B. Our
goal is to find this parametric dependence for large ρ, or equivalently large B.
One can see (from numerical solution for example) that the density of roots grows
when it approaches the points ±B. Therefore we can use the methods explained in the
previous chapters to perturbatively solve the integral equation. The discussed below
solution is the extended version of the work [V2].
The S-matrix is given by ratio of the gamma functions. Using the formal equivalence5
Γ[x] ≃ 1
x
1
x+ 1
. . . = x
− 1
1−e∂x (9.18)
and introducing the resolvent
R[θ] =
∫ B
−B
dv
χ[v]
θ − v (9.19)
we can rewrite the integral equation (9.15) in an elegant form:
1−D4∆
1 +D2
R[θ + i0]− 1−D
−4∆
1 +D−2
R[θ + i0] = −2πim cosh[θ], θ2 < B2. (9.20)
Here the shift operator is defined by D = e
i
2
π∂θ and
∆ =
1
N − 2 . (9.21)
5In (2.16) we already used such notation. Moreover, there we defined the r.h.s. of (9.18) as the
gamma function.
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9.2 Perturbative expansion
Let us act on (9.20) with the operator 1+D2, which is well defined operation. The r.h.s.
of (9.20) will vanish and we are left with
(1−D4∆)(R[θ + i0] +D−4∆+2R[θ − i0]) = 0. (9.22)
The action of the shift operator in this notation is understood as an analytical continu-
ation.
If to consider this equation perturbatively in the regime
θ ∼ B →∞, (9.23)
the overall operator (1 − D4∆) can be dropped in the perturbative expansion by the
following reason. This operator is perturbatively understood as a power series in ∂θ.
Integrating the obtained equation in each order of the perturbation theory we get
D2∆−1R[θ + i0] +D−2∆+1R[θ − i0] = 0, (9.24)
up to a constant of integration. However, this constant is zero since R is an odd function.
The equation (9.24) can be solved perturbatively. Its most general solution is given
by
R[θ] =
∞∑
n,m=0
m+n∑
k=0
√
B cn,m,k(θ/B)
ǫ[k]
Bm−n (θ2 − B2)n+1/2
log
[
θ−B
θ+B
]k
, (9.25)
where ǫ[k] = k mod 2. The perturbative meaning of the expansion (9.25) is most easily
seen in terms of the variable u = θ/B.
The coefficients cn,m,k are not all independent. The coefficients for the terms which
contain logarithms can be defined uniquely through the other coefficients using equation
(9.24). However, below we will show a more efficient way to fix them.
The solution (9.25) gives us the value for the particle density from the residue of the
resolvent at infinity:
ρ =
√
B
2π
(
c0,0,0 +
∞∑
m=1
c0,m,0 − 2c0,m,1
Bm
)
. (9.26)
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9.3 Solution in the double scaling limit
To fix all the coefficients cn,m,k, we follow exactly the same procedure as we did in the
previous chapters. Namely, we consider a double scaling limit
B, θ →∞, z = 2(θ − B) fixed (9.27)
and perform the inverse Laplace transform defined by
R̂[s] =
∫ i∞+0
−i∞+0
dz
2πi
eszR[z]. (9.28)
The double scaling limit of (9.20) and further its inverse Laplace transform give the
following equation:
KH [s− i0]R̂[s− i0]−KH [−(s+ i0)]R̂[s+ i0] = m
2
eB
(
1
s+ 1
2
− i0 −
1
s+ 1
2
= i0
)
,
KH [s] =
1− e−4iπ∆s
1 + e−2iπs
. (9.29)
Here we neglected the exponentially small terms since our goal is to find the asymptotic
large B expansion. Neglecting these terms allows reexpressing the energy in terms of
R̂[1/2]. Indeed,
ε
m
≃
∫ B
0
eθχ[θ]
dθ
2π
≃ eB
∫ 0
−∞
e
z
2χ[z]
dz
4π
=
eB
4π
R̂[1/2]. (9.30)
The study of the analytical structure of the resolvent goes similarly to study in chapter
7 (note that the role of R and Rh are exchanged in these two cases). The conclusion is
that:
• R̂[s] is analytic everywhere except on the negative real axis,
• For s < 0 R̂[s] has a branch cut. The monodromy around the branch point s = 0
is given by the equation:
e
iwpi
2
sR[s− i0] = −e− iwpi2 sR[s+ i0], (9.31)
• R̂[s] has an infinite set of poles and zeroes on the negative real axes. The position
of poles and zeroes is such that all the poles and zeroes of KH [e
−iπs] for s < 0 are
canceled out, except for the pole at s = −1/2, which is a singularity of the r.h.s.
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of (9.29).
• The asymptotic behavior of R̂[s] at large s is given by
R̂[s] =
α1
s
+
α2
s2
+ . . . . (9.32)
The solution of (9.29) which satisfies these properties is given by
R̂[s] =
(
1
s+ 1
2
+Q[s]
)
AΦ[s], A =
m
4∆∆
e−
1
2
+B+∆Γ[∆],
Q[s] =
1
Bs
∞∑
n,m=0
Qn,m[logB]
Bm+nsn
,
Φ[s] =
1√
s
e(1−2∆)s log[
s
e ]−2∆s log[2∆]Γ[2∆s + 1]
Γ
[
s+ 1
2
] . (9.33)
The dependence of Q[s] on B is not a consequence of (9.29). It comes from the
comparison of (9.33) and (9.25). Q[s] contains only finite number of terms at each order
of 1/B expansion. Therefore the solution (9.33) is well defined.
To fix all the coefficients cn,m,k and Qn,m, we should consider (9.25) in the double
scaling limit. In this limit the expansion organizes at each order of 1/B as a 1/z expan-
sion. This expansion should match with the Laplace transform of the small s expansion
of R̂[s]. This requirement uniquely fixes all the coefficients. We used Mathematica to
obtain first 25 orders of the perturbative expansion. The routine for this calculation is
given in appendix E.3.
9.4 Results for the mass gap coefficient and the RG
dynamics.
At the leading and subleading orders the energy and particle densities are given by
ε =
∆A2
π
(
1 +
1
4B
)
, ρ =
A
π
√
B
(
1−
3
2
+ (1−2∆) log 8B
∆
− log 2
∆
4B
)
. (9.34)
By explicit solution of this parametric dependence and comparison with (9.13) we get
the correct value of the mass gap known in the literature and given by [38, 39]
m =
(
8
e
) 1
N−2 1
Γ
[
1 + 1
N−2
]Λ. (9.35)
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Here the Λ-parameter is defined in the MS scheme.
We would like to note that the importance of the solution is not only in finding
the coefficient of proportionality. The expression for the energy density in terms of the
parameter ρ contains both log ρ and log log ρ terms. The fact that we can cancel all
the double logarithm terms by introducing a proper coupling constant is very nontrivial.
Moreover, this cancelation is only possible if the coupling constant has a beta-function
with the correct ratio β˜1β˜
−2
0 predicted by the quantum field theory. This shows that the
Bethe Ansatz correctly reproduces the renorm-group dynamics of the model.
The presence of the CDD factors6 would change this renorm-group dynamics. There-
fore this calculation also serves as a verification of the assumption about the particle
content of the theory.
9.5 Borel summability
The recursive procedure allows us to find analytical expression for the first 25 orders of
the perturbation theory. We are able therefore to analyze the large order behavior of the
coefficients of the asymptotic expansion. Comparison of the large order behavior that
we get from the Bethe Ansatz with the prediction of the quantum field theory gives us
an additional check of the validity of the Bethe Ansatz description of the O(N) sigma
model.
Let us briefly recall the basic facts about asymptotic series. Typically, a small cou-
pling expansion in a quantum field theory is an asymptotic expansion with zero radius of
convergence. Probably the only known example of the convergent series is when models
are considered in the ’t Hooft planar limit.
In opposite to the case with convergent series, there is no bijection between the
function and the asymptotic series. Although the asymptotic expansion of the function
is uniquely defined, the inverse is not true. It is often postulated that the function which
corresponds to a given asymptotic expansion is given by the Borel ressumation of the
asymptotic series.
Suppose that this series is given by
f [g] =
∞∑
n=0
fng
n. (9.36)
6The crossing and unitarity equations constrain the scalar factor in the scattering matrix up to a
multiplier known as the CDD factor. This factor can be fixed if the complete particle content of the
theory is known.
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Figure 9.1: Position of singularities in the Borel plane. On the left: non-Borel-summable
function. Due to the presence of poles to the right of the imaginary axes we can chose
the contour of integration in (9.37) in different ways. On the right: Borel-summable
function. The contour of integration is chosen uniquely.
The Borel sum of this series is defined by the integral
f [g]Borel ≡
∫ ∞
0
ds e−
s
g
∞∑
n=0
fns
n−1
Γ[n]
. (9.37)
The integrand is given by the series which is convergent provided that fn grow at most
factorially. In the most interesting cases fn grow exactly in factorial way. Therefore the
series has a finite radius of convergence. The integrand in (9.37) is defined using the
analytical continuation of the function
h[s] =
∞∑
n=0
fns
n−1
Γ[n]
, (9.38)
which is well defined by its series expansion for a sufficiently small s.
Let us suppose that h[s] has a singularity (we will consider only poles for simplicity)
at s = s0 with Re[s0] > 0. Then we can choose different contours of integration, as it
shown in Fig. 9.1. Different choices of the contours obviously lead to different functions
f [g]Borel. However, these functions have the same asymptotic expansion. We see that
the Borel transform is an ambiguous procedure in this case. A series (9.36) with such
properties is called non-Borel-summable.
When all the singularities of h[s] are situated to the left from the imaginary axes,
we can uniquely choose the contour of integration. In this case the Borel summation is
the unambiguous procedure. An asymptotic series for which Borel transform is uniquely
defined is called Borel-summable.
The large order behavior of the asymptotic expansion gives a valuable information
about the existence/absence of singularities in the Borel plane. If the large order behavior
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of the coefficients fn is approximated by
fn ≃ Γ[n]/An, (9.39)
then h[s] has a singularity at s = A. If the sign of A is positive, we get a non-Borel-
summable theory. Therefore sign oscillation of the asymptotic expansion is a necessary
condition for the Borel summability. Of course, this condition is not at all sufficient.
Let us now investigate what is the asymptotic behavior of the coefficients in the O(N)
sigma model. The large n behavior for the coefficients χn is approximated by
χn ≃ Γ[n]
2n−1
an[∆]. (9.40)
The qualitative behavior of the coefficients an is different for large and small values of N .
For ∆ = 0, and therefore N =∞, we have an[0] = (−1)n−1, so we have a sign oscillating
series. We will see below that this is in agreement with the observation that exactly at
N =∞ the asymptotic expansion is Borel-summable.
For sufficiently small N the coefficients of the series become positive. So, an ≃ 1.09
for ∆ = 1 and an+1 ≃ n−1(2.09 − 0.43(n mod 2)) for ∆ = 1/2. We see that at least for
sufficiently small N the series is non-Borel-summable. The Borel ambiguity is of order
Λ2/ρ2 as it should be from the field theory point of view (see (9.13)).
For other values of ∆ the behavior of the coefficients is more complicated. It seems
that they reflect the concurrence between two singularities at s = ±2 in the Borel plane.
For ∆ > 1 the asymptotic behavior of an is estimated by an ≃ −α1nα2∆n−2, where
α1 is positive. This shows that we have an additional singularity in the Borel plane at
s = 2(N −2). This singularity determines the asymptotic behavior of the coefficients for
N < 3.
Let us compare our results with the predictions of the quantum field theory. In quan-
tum field theory there are two sources of the singularities in the Borel plane: instantons
and renormalons. Both of them are present in the O(N) sigma model.
Instantons. Instanton is defined as a solution of the equations of motion in the imag-
inary time with finite value of the Euclidian action. As was observed by Lipatov [232],
there are singularities in the Borel plane related to instanton solutions. We will apply
the method of [232] to find the position of these singularities.
The relation between the coupling constant α that we use and f that was used in
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Figure 9.2: Behavior of the coefficients χn = χn/∆ at different values of D.
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Figure 9.3: For N < 3 the behavior of the coefficients signal to the presence of the pole
in the Borel plane at position A = 2(N − 2)
(2.1) is the following:
f 2 =
α
2β0[λ]
(1 +O(α2)) = 2π∆α(1 +O(α2)). (9.41)
For our discussion it would be sufficient only the leading order. Let us consider a physical
quantity
I[α] =
∑
k
Ikα
k =
∫
Dn O[n]e− 14pi∆αSE [n] . (9.42)
The k-th order of the asymptotic expansion of I[α] can be found from the correspondent
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residue under the functional integral
Ik =
∫
Dn
∮
dα
2πi
O[n]e− 14pi∆αSE [n]−(k+1) log[α] (9.43)
Using the saddle point approximation at large values of k, both for α and n, we can
estimate that
Ik ∝ k!
(
4π∆
Sins
)k
, (9.44)
where Sins is the extremal value of the action. The smallest nonzero value of Sins is 8π. A
particular instanton solution which corresponds to this value is the following: n1[x], n2[x],
and n3[x] form the instanton solution for the O(3) sigma model with topological charge
equal one, ni[x] = 0 for i > 3. Of course, we should integrate over all solutions of this
type. This will lead to a common multiplier in (9.44) that does not affect the position
of the Borel singularity. Higher instanton solutions are built analogically. For the n-th
instanton solution Sins,n = 8πn.
Substituting Sins,n = 8πn to (9.44) we obtain the positions of the Borel singularities
related to the instantons:
Ains,n =
Sins,n
4π∆
= 2(N − 2)n. (9.45)
The instanton solutions are not stable for N > 37. Naively we could think that an
unstable solution is not a local minimum of the action and therefore it does not lead to
nonperturbative corrections. However, there are examples from the quantum mechanics
which show that the situation is less trivial and that unstable instantons may lead to
the singularities in the Borel plane.
From our explicit calculation we observed for N < 3 a leading singularity in the Borel
plane equal to Ains,1. It is natural to identify it with the instanton solution. For N > 3
this singularity, if present, is not a leading one and therefore cannot be seen from our
analysis. Thus we cannot conclude about the presence or absence of nonperturbative
corrections related to instantons for N > 3.
Renormalons. Renormalon ambiguities do not correspond to any physical effects but
reflect an ambiguity in the definition of the asymptotic perturbative expansion. It is
7To show this we can consider the one-parametric deformation−→n [t] = −→n ins cos t+−→n ⊥ sin t, t ǫ [0, π/2],
where −→n ⊥ is a constant unit vector which satisfies the condition −→n ins ·−→n ⊥ = 0. The value of the action,
S[n[t]] ∝ cos2 t, interpolates monotonously between Sins and 0.
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believed that the ambiguities related to renormalons can be fixed by proper definition of
the subleading terms in the operator product expansion. For a review of the subject see
for example [233].
The renormalons in the O(N) sigma model were studied by David [234, 235]. For
N =∞ the O(N) sigma model is just an N -component gaussian field theory. It contains
only UV renormalons at positions AUV,k = 2k with k being negative integer. The 1/N
corrections to the largeN solutions suggest that for finite N both UV and IR renormalons
are likely to be present. The IR renormalons are situated at positions AIR,k = 2k with k
being positive integer.
In view of this field theory prediction we can naturally interpret our results in the
following way. For N = ∞ we observe that the asymptotic expansion is governed by
the leading UV renormalon singularity at s = −2. For finite N there are two leading
singularities: the UV renormalon at s = −2 and the IR renormalon at s = 2. The
concurrence of them is reflected in the nonsymmetrical with respect to the real axis
oscillating behavior of the coefficients of the expansion.
We see that the results about the large order behavior obtained from the Bethe Ansatz
are in accordance with the predictions of the field theory. We got a new confirmation
that the Bethe Ansatz correctly describes the O(N) sigma model.
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Conclusions and discussions
The study of the AdS/CFT correspondence gave us an example of integrable system with
remarkable properties and posed new questions to answer in the field of quantum inte-
grable systems. In this thesis we described the AdS/CFT integrable system in analogy
with known integrable systems based on the rational R-matrix.
We saw that the symmetry group is always behind all the equations that describe
rational integrable systems, whether these are Bethe Ansatz equations, fusion Hirota
equations or integral equations for the resolvents of the density functions.
It seems that the deepest way to describe an integrable system is to consider the
Hirota equations (T -system). Imposing different requirements on the analytical structure
of the transfer matrices we can obtain different integrable systems, not necessarily based
on the rational R-matrix. In this way the AdS/CFT system can be also obtained.
It is not always simple to deal with the Hirota equations due to their quadratic
structure. We saw however that the T -system is defined, roughly speaking, by the ”ex-
ponentiation” of the functional equations for the resolvents (compare (3.26) and (3.50)).
This resembles to the description of the Lie group via its Lie algebra. The functional
equations for the resolvents are linear and are simple to investigate. Therefore we may
consider them as an indicator of the possible relations among different integrable theories
and then probably raise this relation to the level of T -systems.
For example, we saw that the structure of the functional equations for the resolvents
in the SU(N) XXX spin chain is simple and is defined by two deformed Cartan matrices
(one for AN−1 algebra and another for A∞ algebra) (3.26). The excitations over the
antiferromagnetic vacuum in such a spin chain in the thermodynamic limit describe a
certain relativistic field theory. To see this we should perform a particle-hole transfor-
mation which is very simple in the language of functional equations. In this way we
also see that an overall scalar factor of the scattering matrix is defined basically by the
inverse deformed Cartan matrix of the AN−1 algebra. The ”exponentiation” of the func-
tional equations through TBA leads to a T -system which remarkably coincides with the
fusion relations for the transfer matrices of the spin chain. This leads to a conjecture
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that transfer matrices of a spin chain discretization coincide with the T -functions which
appear in the TBA approach that describes the field theory.
Another example is the functional equations for the GL(N |M) integrable spin chains.
We showed that whatever is the choice of the Kac-Dynkin diagram, the functional equa-
tions are always organized into a fat hook structure (more generally, T -hook structure).
Then, through the TBA we get a T -system defined on such fat hook (or T -hook). One
should then ask what is the meaning of the obtained T -functions. Provided by proper
boundary condition, the T -system on the fat hook is solved by the Bethe Ansatz equa-
tions through the chain of Backlund transforms [40]; the T -functions have the meaning
of the transfer matrices of the corresponding spin chain [40]. However the boundary
conditions that allow Bethe Ansatz solution are not the ones that are obtained through
TBA, therefore relation between T -functions of TBA and transfer matrices is not clear.
In the T -hook case the solution in terms of the Bethe equations is still an open
problem, though some progress was made in [108]. The T -hook case is more involved
also because we do not know how to identify the representations of the gl(N |M) algebra
with the points of T -hook.
The AdS/CFT integrable system which is much more complicated from the first
glance, in fact can be treated very similarly to the theories with the rational R-matrix.
To show this in a more explicit way we may use the kernels K and K˜ defined respectively
by (6.71) and (6.61). These kernels are specially designed to treat the presence of the
square root cut. Using K˜, we can rewrite the Bethe equations in a more tractable form
(see section 6.4). For example
∏
k
1− 1
xy+k
1− 1
xy−k
√
y+k
y−k
=
∏
k
(u− vk)−K˜u(D−D−1). (9.46)
We see the appearance of the rational structure in such notation.
As we showed in [V3], the solution of the crossing equations can be also naturally
formulated in terms of the kernel K˜ and the shift operator D. Using this representation
for the dressing phase, we can write down the functional representation of the BES and
the BES/FRS equations (as well as the other integral equations which follow from the
Beisert-Staudacher asymptotic Bethe Ansatz). It is particularly simple to derive these
functional equations directly from the Bethe Ansatz.
In the third part of the thesis we presented a way to perturbatively solve the functional
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equations at strong coupling. The usefulness of the functional representation is based
first of all on the defining property of the kernel K
(K · F )[u+ i0] + (K · F )[u− i0] = F [u], −2g < u < 2g, (9.47)
which allows performing various analytical transformations of the functional equations.
Such transformations of the BES equation at strong coupling allow to reduce a problem to
a simple functional equation (8.19) which does not contain the kernel K. The solution of
(8.19) was found by considering of the related Riemann-Hilbert problems in two different
scaling regimes and then identification of unknown constants by comparing these two
regimes.
We applied the same strategy for the solution of the BES/FRS equation and for
performing weak coupling asymptotic expansion of the energy of the O(N) sigma model.
When solving the latter problem we learned that our approach can be reformulated in
terms of the Wiener-Hopf solution of the integral equations.
To a great extent, the AdS/CFT integrable system was sufficiently well studied from
the point of view of the asymptotic Bethe Ansatz. The asymptotic Bethe Ansatz allows
computation of the energy in the infinite volume. Recent developments based on TBA
allowed for study of finite size operators [41–43], [44–47], [157, 158], [161, 236]. The
anomalous dimension of the Konishi operator, the simplest nontrivial finite-size operator,
was found analytically at weak coupling up to five loops [159, 237]. This anomalous
dimension was also computed numerically up to a sufficiently large values of the coupling
constant [238] which allowed predicting first two orders of the strong coupling expansion.
Still, the analytic derivation at strong coupling expansion is missing.
There is one intriguing question that can be asked on the level of the asymptotic
Bethe Ansatz. The integrable system as we know it now may be an effective one and
there it may be a different, probably much simpler formulation. The one reason for this
idea is that the integrable system was built around a fast spinning string solution and
we would rather like to describe all possible states. This idea appeared soon after the
discovery of the all-loop integrability. In particular, in [155] it was suggested that the
SU(2) sector can be described in terms of the Hubbard model. This description turned
out to be incorrect starting only from four loops.
One probable answer to the question what is a simpler formulation is just a T -system
constructed through TBA. Then we still should give an interpretation for the T -functions.
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We therefore come back to the question if there a spin chain behind T -hook. If such spin
chain exists, we can think about it as a discretization of the string sigma model.
Another possibility is that the Zhukovsky cut appears effectively from the condensa-
tion of particles from a hidden level. This idea was formulated in [239,240]. In [241] it was
shown on the classical level of the sigma model that the central equation of the Beisert-
Staudacher Bethe Ansatz can be indeed reproduced by this approach. The consideration
of [241] was not however generalized to the quantum level, also it is not evident how to
include fermionic interactions in this approach. We hope that the intuition developed in
our work can help to improve the study in this direction.
Let us finally recall recent promising formulation of the string sigma model as a
Pohlmeyer reduced theory [242–244]. This formulation is relativistically invariant and
describes excitations around true vacuum. Therefore finding of the quantum integrable
model behind this theory would potentially give a desired simpler description of the
AdS/CFT system.
We see that despite a huge progress in recent years there are still many questions to
answer and that the study of integrability has many directions to develop in the future.
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Note added
It is important to mention two papers that appeared after the defense of this thesis.
In [245] the calculation of the generalized scaling function at two-loops from the string
theory was done. The result coincides with the one of [37,48]. Before [245] string theory
calculation [187] was in disagreement with [37, 48] as we discussed in this thesis.
In [246] certain infinite dimensional representations of GL(N |M +M ′|N ′) were iden-
tified with the nodes of the T -hook plotted in Fig. 4.11. Hence, the T -functions living
on the T -hook can be interpreted as transfer matrices in these representations.
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Appendix A
Conventions for action of the shift
operator.
Throughout this text we often use the shift operator D which is defined in the following
way:
(DF )[u] ≡ F [u+ i/2]. (A.1)
A usage of this operator can potentially lead to a number of ambiguities. The goal of
this appendix is to define the conventions which will give a precise meaning to all the
expressions that contain the shift operator.
Analytical continuation. When the function F is multivalued, we should define in
(A.1) the path that connects points u and u+ i/2. The default definition is the following.
For F a default set of branch cuts should be given. Then the points u and u + i/2 are
to be connected by the path that do not intersect the cuts.
Sometimes we need also an analytical continuation over the straight line irrespectively
if it crosses any cut or not. To denote this case we use notations
DF−0 or DF [u− i0]. (A.2)
Correspondingly, if we want use the operator D−1 to make a shift by −i/2 and the shift
must be made by analytical continuation over the straight line, we use notations
D−1 F+0 or D−1 F [u+ i0]. (A.3)
The difference between (A.1) and (A.2) is shown in Fig. A.1
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Figure A.1: Analytical continuations that correspond to two different usages of a shift .
Function in the power of the operator. For a given operator O, by definition
F [u]O ≡ eO logF [u]. (A.4)
For example
uD−D
−1
= e(D−D
−1) log[u] = elog[
u+i/2
u−i/2 ] =
u+ i/2
u− i/2 . (A.5)
In most cases a choice of the branch of the logarithm is not important since the logarithm
is exponentiated. However, if an ambiguity may appear we take a standard definition of
the branch cut of the logarithm and consider (A.4) in the region of the variable u where
no crossing of the logarithm cut occurs.
Rational function of the shift operator Whenever the shift operator appears in
the denominator, simultaneously only positive or only negative powers of D are allowed.
Then the denominator is understood as a power series assuming that |D| or |D−1| is
sufficiently small. For example:
1
1 +D2
= 1−D2 +D4 −D6 + . . . , 1
1−D−2 = 1 +D
−2 +D−4 + . . . . (A.6)
The definition makes sense if the action of (A.6) on a function gives a convergent series.
Note that according to this definition for example
1
1 +D
− D
−1
1 +D−1
6= 0. (A.7)
Indeed, (
1
1 +D
− D
−1
1 +D−1
)
1
u
≡
∑
n∈Z
(−1)n 1
u+ in
=
π
sin πu
. (A.8)
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There is however one situation when we can use simultaneously D and D−1 in the
denominator. That is when due to cancelations the actual expression is a polynomial.
An example is a definition of a ”D-number”
[s]D ≡ D
s −D−s
D −D−1 ≡ D
s−1 +Ds−3 + . . .D1−s (A.9)
which is used for operations with string configurations (of Bethe roots) of the length s.
There is also one case when we formally deal with nonconvergent series. Namely, we
define
u
1
1−D±α ≡ Γ
[
±2u
iα
]
. (A.10)
The reason for such definition is that the second derivative of the logarithm of the formal
equality (A.10) gives a true equality.
For expressions of type
uQ[D] (A.11)
where Q[D] is a rational function we use the following definition. First, we represent
uQ[D] as
Q[D] =
∑
a
ca
Dba
1−Da +
∑
a′
ca′
D−ba′
1−D−a′ . (A.12)
All the expressions used in the text allow such representation. The expression 1
1+Dα
should be understood as 1
1−D2α
− Dα
1−D2α
.
Then we define (A.11) by
uQ[D] ≡
∏
a
uca
Dba
1−Da
∏
a′
u
ca′
D
−b
a′
1−D−a
′ ≡
∏
a
(
Γ
[
2u
ia
])caDba ∏
a′
(
Γ
[
−2u
ia′
])ca′Dba′
. (A.13)
From the definition (A.13) of (A.11) it follows that in general
uQ[D]uQ
′[D] 6= uQ[D]+Q′[D]. (A.14)
However, since in all the cases presented in this text Q[D] 1
u
is a convergent series,
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l.h.s. and r.h.s. of (A.14) may differ only by a constant:
uQ[D]uQ
′[D] = c uQ[D]+Q
′[D]. (A.15)
Throughout the text we track out this constant which is typically ±1. However, the
essential information about algebraic structure of the expression is contained in the
argument Q[D] of the exponent and reader may not follow the preexponent constants.
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Appendix B
Structure of the integral equations
for the gl(N |M ) Bethe ansatz.
Here we will derive the formula (4.27) and give an explicit form for TM,N in (4.28).
Let us first consider the bosonic node. One can keep in mind the node 4 in Fig. 4.9.
However all the arguments are applicable for any node. The Bethe equations are written
as
− 1 =
∏
u3
u4 − u3 − i2
u4 − u3 + i2
∏
u′4
u4 − u′4 + i
u4 − u′4 − i
∏
u5
u4 − u5 − i2
u4 − u5 + i2
. (B.1)
If there are roots u′4 that are part of some stack configuration, then the terms in (B.1)
which contain them will cancel against terms with u3 and/or u5 belonging to the same
stack. Therefore what is left are the roots u′4 which form string configurations themselves.
These roots interact in a standard way with u3 and u5 and therefore (4.27) is correct for
bosonic node. This is because (4.27) is the same equation that appeared in gl(n) case.
It also happens that part of u3 roots belong to the end of the stack (type B in Fig. 4.8
if u3 is bosonic or type C if u3 is fermionic). Such roots should be separated from other
u3 Bethe roots. The corresponding node for such roots is joined to u4 by the colorless
(black) line (in terms of Fig. 4.9. For u4 this node is below the node 4).
The fermionic Bethe roots generically form stacks of type B or C. Let us derive the
integral equations for the resolvents corresponding to these stacks. The most general
situation for the fermionic node is shown in Fig. B.1. We will also adopt numeration
from this figure.
We introduce the following notations for the resolvents:
• Rs - resolvent for s-stack generated by the 0 node. If s ≤ n + 1 this is the type B
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Figure B.1: The most general imbedding of the fermionic node 0 and stacks Rs generated
by it into the fat hook shape.
stack. If s > n+ 1 - type C.
• W(α),s, α = 1, n - the resolvent of s-string for the node n.
• Fs, Gs - the resolvents shown on the picture. Their meaning is slightly different
depending on whether node e is bosonic or fermionic.
If the node e is fermionic (case I) then Fs is the resolvent for type C (s+1)-stacks
formed by the nodes e and 0. Gs is the resolvent for type C stacks terminated by
the s-string at the node e.
If the node e is bosonic (case II) then Fs, s ≥ 1 is the resolvent for type C stacks
terminated by the s-string at the node 0, F0 is the resolvent for type B stack
terminated at the node e, and Gs is the resolvent for s-strings of the node e.
The resolvents Fs and Gs and the corresponding Bethe roots enter the equations
considered below in the same way independently of whether we deal with case I or
II.
• W(n+1),s - the resolvent for s-stacks originated by the node n+ 1.
• W(e),s - the resolvent for s-string if the node e is bosonic, otherwise it is the resolvent
for s-stack originated at the node e.
One have to prove the equations (4.27) for the s-stacks originated at the node 0. First
we consider the case 1 ≤ s ≤ n+ 1 when the considered stacks are of B-type. Using the
notations of Sec. 1.3 one can write Bethe equations for the center of this stack as
−QLs,1e = QLs−1,10 QL1,1s , (B.2)
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The corresponding integral equations are
(C∞)−1s,s′ (Gs′ + Fs′−1) = Rs +R
∗
s + (C
∞)−1s,s′ (Rs′ + Fs′) + (C
∞)−11,s′ (Rs′+s +W(s),s′). (B.3)
For 2 ≤ s ≤ s one can apply Css′ operator on this equation. It is straightforward to
check that we reproduce (4.27) if W(s),s′ satisfies
(C∞)−11,s′
(
(D +D−1)W(s),s′ −W(s+1),s′ −W(s−1),s′
)
= −W ∗(s),1 +DRs. (B.4)
This is indeed the case since the bosonic nodes satisfy (4.27).
The marginal case s = 1 gives the correct equations if we apply Css′ and (B.4) and
define W(0),s′ ≡ Fs′ .
Now we consider the case s > n+ 1 (type C stacks). In this case the Bethe equation
for the center of the s-stacks are written as
−QLs,1e = QLs−1,10 QLs−n,1n+1 Q−Ls−n−1,1e . (B.5)
The corresponding integral equation is
(C∞)−1s,s′ (Gs′ + Fs′−1) = Rs +R
∗
s + (C
∞)−1s,s′ (Rs′ + Fs′) +
+ (C∞)−1s−n,s′ (Rs′+n+1 +W(n+1),s′)−
− (C∞)−1s−n−1,s′ (W(n+1),s′+1 +W(e,s′). (B.6)
This equation is also valid for s = n+1 and coincides with (B.3) for the same value of s.
Therefore one can safely apply Css′ on (B.6) for s > n+ 1. This application leads again
to (4.27).
The case s = n + 1 should be treated separately. In this case for the application
of Css′ one need both equations (B.3) and (B.6). The obtained integral equation will
coincide with (4.27) if the following equation holds:
W ∗(n+1),1 +W(n+1),1 = (C
∞)−1s,s′ (Rs′+n +W(n),s′ −W(n+1),s′+1 −W(e),s′). (B.7)
This equation is nothing than the integral equation for the simple Bethe roots of (n+1)
node.
We are left with the special case when n = 0, s = 1. In this case the same considera-
tions show that we again obtain (4.27) if the following equation is correct
W(1),1 +W
∗
(1),1 = F1 + (C
∞)−1s,s′ (Rs′ + Fs′ −W(1),s′+1 −W(e),s′). (B.8)
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This is indeed the case.
Therefore we considered all possible cases and proved (4.27).
It is left to derive the integral equation for the corner point {N,M}. If the terminating
node of the Kac-Dynkin diagram is fermionic than this node will be exactly in the corner.
One can think of it as the (n + 1) node in Fig. B.1 (the e node is absent in this case).
Then it is easy to see that the integral equations will be
W(n+1),1 +W
∗
(n+1),1 = (C
∞)−11,s′ (Rs′+n +W(n),s′), (B.9)
or in the notations Ra,s
RN,M +R
∗
N,M = (C
∞)−11,s′ (RN−1,M+s′−1 +R
∗
N+s′−1,M−1) (B.10)
The role of R and R∗ can be interchanged depending on the situation.
If the terminating node of the Kac-Dynkin diagram is a bosonic one, then in the
terms of Fig. B.1 there is no (n + 1) and e node. The corner resolvent will be Rn. The
integral equation for it is written as
Rn +R
∗
n = (C
∞)−1n,s′ Gs′ +D
n (C∞)−11,s′ Fs′ − (C∞)−1n−1,s′ Rs′ (B.11)
We did not found a particularly nice equation that follows from the given one.
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Appendix C
Solution of the crossing equations in
the mirror theory.
The goal of this appendix is to show how the solution [V3] of the crossing equations can be
modified to be applicable in the mirror theory. The mirror theory is the initial point for
the construction of the thermodynamic Bethe Ansatz. It was formulated in [41,42] as the
analytical continuation of the physical theory. The dressing phase was also found there
as the analytical continuation. We would use a different way and define the mirror theory
from the bootstrap approach. This would give us mirror crossing equations solution of
which leads to the mirror dressing phase.
While in the physical theory the physical region is defined by the condition |x[u]| > 1,
in the mirror theory the physical region is defined by the condition Im[x[u]] > 0 [42].
Therefore let us define a mirror Jukowsky variable xm
xm =
1
2g
(
u+ i
√
4g2 − u2
)
(C.1)
for which condition Im[x[u]] > 0 is satisfied1. Mirror and physical Zhukovsky variables
are related by
x[u] = xm[u], Im[u] > 0,
x[u] = 1/xm[u], Im[u] < 0. (C.2)
The mirror theory is conjectured to be integrable. It has the same symmetry algebra
as the physical theory. Therefore we can apply the bootstrap approach similarly as it
was done for the physical theory. We would get then the Bethe Ansatz equations with
1Mirror Zhukovsky variables where also used in [47]
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Figure C.1: Analytical continuation used in the crossing equation for the mirror theory.
the central node equation given by
eipmirr =
∏
j 6=i
ui − uj + i
ui − uj − iσm[u, v]
2 . . . , (C.3)
where dots stay for the interaction with the Bethe roots from nested levels. This inter-
action as well as the nested Bethe equations are exactly the same as in (6.41) except for
the replacement x→ xm.
The dressing phase σm does not coincide with the dressing phase of the physical
theory. We will now formulate the mirror crossing equations which this dressing phase
should satisfy. The crossing equations can be derived by simple modification for the case
of the mirror theory of the approach of Janik [16]. These equations now read
σm[x
±
m, y
±
m]σ
cross
m [x
±
m, y
±
m] =
y−m
y+m
x−m − y+m
x+m − y+m
1− 1
x−my
−
m
1− 1
x+my
−
m
, (C.4)
where the cross stands for the analytical continuation over the contour γm shown in
Fig. C.1. Note that γm is not the same contour as was used for the crossing transformation
in the physical theory. In fact, γm = γ
−1.
Solution of (C.4) undergoes the same steps as in the case of the physical theory.
The only difference is that instead of the cut |x[u]| = 1 (u2 < 4g2) we use the cut
Im[x[u]] = 0 (u2 > 4g2). Therefore the solution of the mirror crossing equations is given
by the following expression:
σm[u, v] = (u− v)(D−D
−1)K˜m
(
D2
1−D2
− D
−2
1−D−2
)
K˜m(D−D−1), (C.5)
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where K˜m is defined as
K˜m F =
∫
R+i0\[−2g,2g]
dv
2πi
xm − 1xm
ym − 1ym
1
v − uF [v]. (C.6)
Let us find the relation between physical dressing factor σ[u, v] and the mirror dress-
ing factor σm[u, v]. For this we first need establish the relation between (K˜ F )[u] and
(K˜m F )[u]. When F has singularities only in the lower half plane then
(K˜mF )[u] = F [u]− (K˜F )[u], Im[u] > 0,
(K˜mF )[u] = (K˜F )[u], Im[u] < 0. (C.7)
If F has singularities only in the upper half plane then
(K˜mF )[u] = (K˜F )[u], Im[u] > 0,
(K˜mF )[u] = F [u]− (K˜F )[u], Im[u] < 0. (C.8)
If F has singularities in the lower and the upper half planes then we have to represent
F as a sum of two functions and then apply (C.7) and (C.8).
By application of transformations (C.7) and (C.8) to the mirror dressing factor (C.5)
we obtain in the region Im[u] > 1/2, Im[v] > 1/2:
σm[u, v] = (u− v)−(D−D
−1)K˜
(
D2
1−D2
− D
−2
1−D−2
)
K˜(D−D−1)−DK˜D+D−1K˜D−1
=
=
(
σ[u, v]
1− 1
x+y−
1− 1
x−y+
√
y−
y+
)−1
. (C.9)
Therefore equation (C.3) can be also written in the form
e−ipmirr =
∏
j 6=i
ui − uj − i
ui − uj + i
1− 1x+i x−j
1− 1
x−i x
+
j
√
x−i
x+i
σ[ui, uj]
2
an.cont.
, (C.10)
where ”an.cont.” means that expression in brackets is obtained by analytical continuation
from the region Im[ui] > 1/2, Im[uj] > 1/2 to the real values of ui and uj. Except for
this analytical continuation, the r.h.s. of (C.10) coincides with the r.h.s. of the Bethe
Ansatz equation (6.47) for the sl(2) sector of the physical theory.
We are now at the point to compare our considerations with the results obtained in
the literature. The mirror theory was initially formulated as analytical continuation of
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the physical theory, the mirror dressing phase was defined not in the way that we define
it here, but by the analytical continuation of σ[u, v].
It was shown that the bound states of magnons in the mirror theory appear for the
excitations on the AdS [42] (in the physical theory analogical bound states appeared
for excitations on S5), therefore the SL(2) sector was considered for the asymptotic
Bethe Ansatz. The Bethe equations for this sector were given in the form (C.10) [42].
Then after studying of the mirror dressing phase and the dressing phase for bound states
obtained from fusion it was realized that the product of the mirror dressing phase and
the BDS factor
1− 1
x+y−
1− 1
x−y+
has much simple analytical properties [47,213,247]. The product
of the mirror dressing phase and the BDS factor was called in [213] the improved dressing
phase. A representation analogical to (C.5) was first time derived in [47].
In our approach we define the mirror theory purely by the bootstrap method and
therefore without any reference to the physical theory. We see that what is called in [213]
the improved dressing phase is in fact a true dressing phase of the mirror theory which
follows from the solution of the crossing equations (C.4).
Let us finally comment on the dressing factor for the magnon bound states. The
magnon bound states from the point of view of the Bethe Ansatz are string-type config-
urations [248], exactly as in the case of XXX spin chain. Using the notations of section
1.3 we can write down the dressing factor for the interaction of s-string and s′-string as
σss
′
m [u, v] = σ[u, v]
Dsu−D
−s′
u
Du−D
−1
u
Ds
′
v −D
−s′
v
Dv−D
−1
v . (C.11)
Then, using representation (C.5) we can immediately see that
σss
′
m [u, v] = (u− v)(D
s−D−s)K˜m
(
D2
1−D2
− D
−2
1−D−2
)
K˜m(Ds
′
−D−s
′
)
. (C.12)
In fact, the same derivation can be made in the physical theory. We have just to replace
K˜m with K˜.
A word of caution should made here. Derivation of (C.12) based on the string con-
figurations is not valid in the strip where Zhukovsky cut is defined. This is a strip
|Im[u]| < 2g for the physical theory and |Im[u]| > 2g for the mirror theory. However,
once the dressing factor (C.12) is established in the permitted region it can be smoothly
continued to the forbidden strips.
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Appendix D
Sl(2) Heisenberg magnet. Technical
details
The most general solution of (7.27) in the B−4 order is the following
Rh,4 =
1
4π2
√
1− B2
u2
(
π2B
u5
+
6− π2
2
Bu3
+
log
[
u−B
u+B
]
(B2 − u2)2
(
9
2
+
6B4
u4
− 13B
2
u2
+
3 log[16πB]
2
)
+
+
(
log
[
u−B
u+B
])2
(B2 − u2)2
(
3B5
2u5
− 15B
3
4u3
+
3B
u
)
+
1
uB
c[1, 2]
(u2 −B2) +
B
u
c[2, 1]
(u2 − B2)2
)
. (D.1)
To fix the coefficients c[1, 2] and c[2, 1] we should consider the following solution in the
double scaling limit
R˜h[s] =
A
s
(
1 +
Q0,1
B
+
Q1,1
Bs
)
Φ[s]. (D.2)
Comparison of large z expansion of j−1Rh and one that follows from (D.2) fixes the
coefficients c[1, 2] and c[2, 1] to be
c[1, 2] =
2 log[16πB] + π2 − 15
16π2
, c[2, 1] =
3(log[16πB])2 − 10 log[16πB] + π2 − 5
16π2
.(D.3)
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Appendix E
Mathematica code for asymptotic
expansions
E.1 Derivatives of the gamma functions
For the calculation of the asymptotic expansion of the cusp anomalous dimension and
the energy density of the O(N) sigma model we need to know the value of the following
ratio:
DG[x, n] =
Γ[x](n)
Γ[x]
. (E.1)
In principle we can evaluate this ratio using the code
D[Gamma[x], {x, n}]/Gamma[x] // FunctionExpand // Expand
However, this evaluation at large values of n turns out to be the most time consuming
place in the whole recursive procedure. Therefore we will present here a quicker code.
The code is based on the equality
d log Γ[x]
dx
= −γ − 1
x
+
∞∑
k=1
(
1
k
− 1
x+ k
)
(E.2)
and its consequence for n ≥ 2
dn log Γ[x]
dxn
= (−1)nΓ[n]
∞∑
k=0
1
(x+ k)n
= (−1)nΓ[n]ζ [n, x]. (E.3)
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Using the fact that
dn log Γ[x]
dxn
=
Γ[x](n)
Γ[x]
+ . . . , (E.4)
where the dots stay for the polynomial in Γ[x](m)/Γ[x] with m < n, we obtain the
recursive procedure to calculate (E.1). The code for this recursive procedure is the
following:
DG[a_,1] := DG[a,1] = D[Log[Gamma[a+x]],x]/. x->0//FunctionExpand;
DG[a_,n_/;n>1] := DG[a, n]=
(-1)^n Gamma[n]FunctionExpand@Zeta[n,a]-(D[Log[f[x]],{x,n}]/.f[x]->1
/.Derivative[n][f][x]->0/.Derivative[m_][f][x]:>DG[m])//Expand;
Below we will use a slightly modified version of this code.
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E.2 Cusp anomalous dimension
We reexpand the solution (8.23) in the double scaling limit (8.25):
G±[z] = 2iǫα0[ǫ]
(
ǫz
1 + ǫz
)∓ 1
4
+
+ 2iǫ
∞∑
n=1
ǫ|n|
(
αn[ǫ]
(
ǫz
1 + ǫz
)∓n∓ 1
4
+ α−n[ǫ]
(
ǫz
1 + ǫz
)±n∓ 1
4
)
. (E.5)
The inverse Laplace transform of this series is given by
G˜±[s] =
2i
Γ[1± 1
4
]
( ǫ
s
)1∓ 1
4
∞∑
n=0
∞∑
k=0
ǫn
( ǫ
s
)k−n
A±n,k[ǫ], (E.6)
A±0,k[ǫ] =
Γ[1± 1
4
]2
Γ[k + 1]Γ[1± 1
4
− k]Γ[±1
4
− k]α0[ǫ], (E.7)
A±n,k[ǫ] =
Γ[1± 1
4
]
Γ[n+ 1± 1
4
− k]Γ[n± 1
4
− k]
(
Γ[n+ 1± 1
4
]
Γ[k + 1]
αn[ǫ] +
Γ[−n + 1± 1
4
]
Γ[k + 1− 2n] α∓n[ǫ]
)
.
From the other side, the solution in the double scaling limit G˜±[s] is given by (8.28):
G˜±[s] =
2i
Γ[1± 1
4
]
( ǫ
s
)1∓ 1
4
T±[s]
∞∑
n=0
β±n [ǫ]
( ǫ
s
)n
. (E.8)
Comparing (E.6) and (E.8) we see that
∞∑
n=0
β±n [ǫ]
( ǫ
s
)n
=
1
T±[s]
∞∑
n=0
∞∑
k=0
ǫn
( ǫ
s
)k−n
A±n,k[ǫ]. (E.9)
The coefficients α, β, A are expanded in the power series of ǫ1:
αn[ǫ] =
∞∑
k=0
αn,kǫ
k, βn[ǫ] =
∞∑
k=0
βn,kǫ
k, A±n,k[ǫ] =
∞∑
m=0
A±n,k,mǫ
m. (E.10)
1The recursion procedure that we build allows to express all the coefficients as α0[0] times a polyno-
mial in ǫ; α0[0] = 1 due to (E.15).
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Using this expansion we can find the coefficient for the ǫm term in (E.9):
m∑
k=0
β±k,m−k
sk
=
1
T±[s]
∞∑
n=0
m∑
k=0
sn−kA±n,k,m−k =
∞∑
n=−m
sn
m∑
k=0
k+n∑
p=0
(
1
T±
)
p
A±n+k−p,k,m−k,(E.11)
where (1/T±)p is the coefficient in the expansion
1
T±[s]
=
∞∑
p=0
(
1
T±
)
p
sn. (E.12)
Since the l.h.s. of (E.11) contains only nonpositive powers of s, we conclude that
m∑
k=0
k+n∑
p=0
(
1
T±
)
p
A±n+k−p,k,m−k = 0, n ≥ 1. (E.13)
This gives us the recursion relation:
A±n,0,m = −
n∑
p=1
(
1
T±
)
p
A±n−p,0,m −
m∑
k=1
k+n∑
p=0
(
1
T±
)
p
A±n+k−p,k,m−k. (E.14)
This relation expresses2 αn,m in terms of αn˜,m˜ with n˜ + m˜ < n +m and αn+k,m−k with
k > 0. Since αn,m = 0 for m < 0, the recursion finally allows to express αn,m in
terms of α0,m. The latter cannot be found from the condition (E.13). It is fixed by
the normalization condition (8.5) which implies that the coefficients αn[ǫ] satisfy the
constraint ∑
nǫZ
ǫ|n|αn[ǫ] = 1. (E.15)
The consequence of this constraint is that
α0,0 = 1, a0,k = −
k∑
n=1
(αn,k−n + α−n,k−n). (E.16)
This completes the recursive procedure and it can be implemented in Mathemtica. The
code is the following:
2α and A± are related by (E.7).
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G = Gamma; ClearAll[a, F1, F2, F3, F4];
a[0, 0] = 1; a[0, k_ /; k < 0] = 0;
a[0, k_] := a[0, k] = - Sum[a[n, k - n] + a[-n, k - n], {n, 1, k}];
F1[n_, k_, s_] := F1[n, k, s] =
FunctionExpand[(G[1 + s/4]G[n+s/4])/(G[1 + s/4 - k]G[s/4 - k])]/G[k + 1];
F2[n_, p_, s_] := F2[n, p, s] =
FunctionExpand[G[n + s/4]/G[n - p + s/4]];
F3[n_, p_, k_, s_] := F3[n, p, k, s] =
FunctionExpand[(G[n + s/4]G[n + k - p + 1 + s/4])/(G[n + 1 + s/4 - p]
G[n + s/4 - p])]/G[k + 1];
F4[n_, p_, k_, s_] := F4[n, p, k, s] =
FunctionExpand[(G[n + s/4]G[1 + s/4 - n - k + p])/(G[n + 1 + s/4 - p]
G[n + s/4 - p])]/G[2 p + 1 - 2 n - k];
a[n_ /; n != 0, m_] := a[n, m] = Block[{s = Sign[n], nn = Abs[n]},
- Expand@Plus@@Expand/@{
Sum[invT[s, nn + k] F1[nn, k, s] a[0, m - k], {k, 0, m}],
Sum[invT[s, p] F2[nn, p, s] a[s (nn - p), m], {p, 1, nn - 1}],
Sum[invT[s, p] F3[nn, p, k, s] a[s (nn+k-p),m-k],{k,1,m},{p,0,k+nn-1}],
Sum[invT[s, p] F4[nn, p, k, s] a[-s(nn+k-p),m-k],{k,1,m},{p,0,k+nn-1}]}];
The function invT[s, p] encodes (1/T±)p. A direct way to evaluate it is
invT[s_, p_] := invT[s, p] = Expand@FunctionExpand@SeriesCoefficient[
If[s == 1,G[3/4 - x/(2\[Pi])]/(G[3/4]G[1-x/(2\[Pi])]),
G[1/4 - x/(2\[Pi])]/(G[1/4]G[1-x/(2\[Pi])])], {x, 0, p}];
Now we can find the coefficients fn for the expansion of the scaling function:
f [g] =
1
ǫ
(f0 + f1 ǫ+ f2 ǫ
2 + f3 ǫ
3 + . . .). (E.17)
ClearAll[f]; f[0] = 4; f[k_] := f[k] =
Expand@Sum[4 m ( a[m, k - m] - a[-m, k - m]), {m, 1, k}]
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Structure of the result and improvement of the code
The proposed above code for invT[s,p] allows find the first 10 coefficients fn in about
20 seconds. The result obtained in this way is however not well structured, its further
simplification is time consuming. Here we will give another code for invT[s,p] that
leads from the beginning to a nice representation of the result.
We evaluate the derivatives of the gamma functions as was explained in section E.1.
This evaluation is the recursive procedure with (dn log Γ[a])/(dan) as the input. In our
case a = 1, 1/4, 3/4. For these particular values of a we have the following explicit
expressions:
for n = 1
(log Γ[1])′ = −γ, (log Γ[1/2± 1/4])′ = −γ ± π
2
− log[8], (E.18)
for n ≥ 2
(log Γ[1])(n) = (−1)nΓ[n]ζ [n],
(log Γ[1/2± 1/4])(n) = (−1)n4
nΓ[n]
2
((1− 2−n)ζ [n]∓ β[n]), (E.19)
where ζ [n] and β[n] are defined by
ζ [n] =
∞∑
k=0
k−n, β[n] =
∞∑
k=0
(−1)k
(2k + 1)n
. (E.20)
The ratios ζ [n]/πn for even values of n and β[n]/πn for odd vales of n are rational
numbers.
Let us look more carefully on the structure of the recursive procedure which takes
(E.18) and (E.19) as the input and gives fn as the output. Each coefficient (1/T±)p
has an overall multiplier π−p due to the expansion over the combination s/2π. Except
for this multiplication all the operations which are involved in the recursive procedure
reduce to the polynomial combinations, with rational coefficients, of (E.18) and (E.19).
Cancelation of logarithms and γ. As was initially observed in [32], the coefficients
of the expansion of the scaling function do not contain log[2] if to expand over the shifted
constant g′ = g − 3 log 2
4π
. The coefficients of the expansion also do not contain γ. We
checked these observations up to the tenth order and will assume that they are true
for arbitrary order. Using this assumption and the rational structure of the recursive
procedure, we can put log[2]→ 0 and γ → 0 in (E.18).
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The property of maximal transcendentality. Let us assign the transcendentality
n to ζ [n] of odd argument and to β[n] of even argument. We assign transcendentality 0
to π and to rational numbers. As we checked up to the tenth order and assume to be true
for any order, the coefficient fn of the expansion (E.17) has the transcendentality n which
is the maximal possible transcendentality at this order. This was initially observed also
in [32]. Due to this property we can leave only the terms with maximal transcendentality
in (E.18) and (E.19). We put π → 0 in (E.18) and ζ [2n]→ 0, β[2n+ 1]→ 0 in (E.19).
After these simplifications we can put π → 1 in the combination s
2π
. Indeed, since
s
2π
is now the only place where π appears, π becomes an overall multiplier and can be
restored at the end of the calculation (fn should contain π
−n as an overall multiplier).
Using these simplifications, we propose the following code for invT [s, p]:
G = Gamma;ClearAll[DG, DGp, D1G, invT];
DG[1] = 0; DGp[1] = 0; DG[0] = 1; DGp[0] = 1; D1G[0] = 1;
DG[n_ /; n > 1] := DG[n] = Expand[
(-1)^n G[n] If[EvenQ[n], 0, \[Zeta][n]] - (D[Log[h[x]], {x, n}]
/.h[x] -> 1/. Derivative[n][h][x] -> 0/. Derivative[m_][h][x] :> DG[m])];
DGp[n_ /; n > 1] := DGp[n] = Expand[(-1)^n 4^n/2 G[n]
If[EvenQ[n], -\[Beta][n], (1 - 2^-n) \[Zeta][n]] - (D[Log[h[x]], {x, n}]
/. h[x] -> 1/. Derivative[n][h][x] -> 0/. Derivative[m_][h][x] :> DGp[m])];
D1G[n_ /; n > 0] := D1G[n] = Expand[D[1/h[x], {x, n}]
/. h[x] -> 1/. Derivative[m_][h][x] :> DG[m]];
invT[_, 0] = 1; invT[_, 1] = 0;
invT[1, p_ /; p >= 2] := invT[1, p] =
Expand@Sum[(-1/2)^p 1/(G[r + 1]G[p - r + 1]) DGp[r] D1G[p - r],{r, 0, p}];
invT[-1, p_ /; p >= 2] := invT[-1, p] =
Expand@(invT[1, p] /. \[Beta][x_] -> (-\[Beta][x]));
Now we can evaluate fn, using the improved definition of invT[s,p]. For example,
the first five orders are given by
In= Table[f[n]/\[Pi]^n, {n, 0, 4}]//Expand
Out= {4, 0, -(β[2]/\[Pi]^2), -((27 ζ[3])/32/\[Pi]^3),
-(2 β[2]^2 + (21 β[4])/4)/\[Pi]^4}
The result coincides with the one given in [32]. This code allows to calculate first 10
orders in few seconds and first 30 orders in half of an hour.
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E.3 Energy density of the O(N) sigma model
In chapter 9 we gave a general form of the perturbative expansion of the resolvent in the
large B limit (9.25):
R[θ] =
2A
√
B
θ
√
1− B2
θ2
∞∑
n,m=0
m+n∑
k=0
cn,m,k(θ/B)
ǫ[k]
Bm−n (θ2 − B2)n log
[
θ−B
θ+B
]k
. (E.21)
We replace in (E.21) θ with the double scaling variable z = 2(θ − B), perform large B
expansion, and make the inverse Laplace transform (9.28). To do these steps it is useful
to represent (log ...)k as lim
x→0
dk
dxk
ex.... The result is:
R̂[s] =
A√
πs
∞∑
m=0
∞∑
n=−m
n+m∑
t=0
sn(log[4Bs])t
Bm
Vc[n,m, t],
Vc[n,m, t] =
n+m∑
k=t
m∑
r=Max[0,−n]
c[n+ r,m− r, k]F [n, t, k, r],
F [n, t, k, r] = 21−2r(−1)k 1
Γ[r + 1]
Γ[k + 1]Γ[1/2]
Γ[t + 1]Γ[k − t+ 1] ×
× lim
x→0
dk−t
dxk−t
( Γ[−n−x+1/2−r]
Γ[−n−x+1/2−2r]
+ 2rǫ[k] Γ[−n−x+1/2−r]
Γ[−n−x+3/2−2r]
Γ[n− x+ 1/2]
)
. (E.22)
This expression should be equal to the solution in the double scaling limit (9.33):
R̂[s] =
(
1
s+ 1
2
+Q[s]
)
AΦ[s], A =
m
4∆∆
e−
1
2
+B+∆Γ[∆],
Φ[s] =
1√
s
e(1−2∆)s log[
s
e ]−2∆s log[2∆]
Γ[2∆s+ 1]
Γ
[
s+ 1
2
] ,
Q[s] =
1
Bs
∞∑
n,m=0
Qn,m[logB]
Bm+nsn
(E.23)
To obtain the expression of type (E.22) we should perform a small s expansion of (E.23).
Before doing this let us rewrite the argument of the exponent in Φ[s] in the following
way:
(1− 2∆)s log
[s
e
]
− 2∆s log[2∆] = (1− 2∆)s(log [4Bs]− log[B/B0]). (E.24)
The asymptotic expansion of the energy density ε can be expressed as ρ2 times a power
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series in 1/B and log[B/B0]. Due to the expected renorm-group properties of the solution
it is possible to introduce a such coupling constant α that this series will be expressed
as the power series of the coupling constant. Assuming this property, which we checked
up to 10 first orders, we replace log[B/B0] with zero. Below we give a more accurate
explanation of this step.
Note that to derive the correct expansion of ε and ρ in the powers of 1/B and logB,
given by (9.34)3, we cannot do the replacement log[B/B0] → 0. It is only admissible
when our goal is to express ε in terms of the coupling constant.
Within log[B/B0]→ 0, expansion of (E.23) at small s leads to:
R̂[s] =
A√
πs
∞∑
m=0
∞∑
n=−m
n+m∑
t=0
sn(log[4Bs])t
Bm
VQ[n,m, t],
VQ[n, 0, t] =
(1− 2∆)tΓ[1/2]
Γ[t+ 1]Γ[n− t+ 1] limx→0
(
Γ[1 + 2x∆]
Γ[3/2 + x]
)(n−t)
,
VQ[n,m, t] =
m−1∑
c=Max[0,t−n−1]
Φ[n + c+ 1, t]Q[c,m− c− 1], m > 0,
Φ[a, b] =
(1− 2∆)bΓ[1/2]
Γ[b+ 1]Γ[a− b+ 1] limx→0
(
Γ[1 + 2x∆]
Γ[1/2 + x]
)(a−b)
. (E.25)
The requirement
Vc[n,m, t] = VQ[n,m, t] (E.26)
unambiguously fixes the coefficients ca,b,c and Qa,b in a recursive way. To express Qa,b in
terms of Q and c known from the earlier steps of recursion we need to consider (E.26)
with n = −a − 1, m = b + a + 1, t = 0. To do the same for ca,b,c we need to consider
(E.26) with n = a, m = b, t = c. The recursion procedure allows to express Q and c in
terms of VQ[n, 0, t] which is explicitly known.
Among all the equations (E.26) with n < 0 we use only those for which t = 0. All
the other equations with n < 0 can serve for the verification of the self-consistency of
our solution.
The evaluation of the derivatives of the gamma-functions is made using the trick
of Sec. E.1. As in the case of the cusp anomalous dimension, a special structure of
the answer allows to simplify this calculation. As we observed up to tenth order, the
3We leave the derivation of (9.34), which requires keeping the term log[B/B0], as an exercise for a
curious reader (see also formula (22) in [V2]). The logic of the derivation remains the same, even if
log[B/B0] is present.
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coefficients of asymptotic expansion are given in terms of zeta-functions of odd argument
and rational numbers only. Assuming that this property holds at any order, we perform
the following replacements in (log Γ[...])′: γ → 0, log 2→ 0, π → 0.
The Mathematica code for the recursive procedure is the following:
(* Derivatives of the gamma functions *)
ClearAll[DG, G, subs]; G = Gamma;
subs = {_Log -> 0, EulerGamma -> 0, \[Pi] -> 0, Zeta -> \[Zeta]};
DG[_, 0] = 1;
DG[a_List, n_?IntegerQ /; n > 0] := DG[a, n] =
Block[{f, y}, (Plus @@ FunctionExpand@ Flatten[
{1, -1} D[Log@G@a, {x, n}] /. x -> 0] /. subs) -
(D[Log[f[y]], {y, n}] /. f[y] -> 1 /. Derivative[n][f][y] -> 0
/. Derivative[m_][f][y] :> DG[a, m]) // Expand]
(* Definition of structure constants *)
ClearAll[F, \[CapitalPhi], Vc, VQ, Q, c];
F[n_, t_, k_, r_] := F[n, t, k, r] = ((-1)^k 2^(1-2 r))/G[r+1]Binomial[
k, t](FunctionExpand[(G[1/2] G[-n+1/2-r])/G[n+1/2]/{
G[-n+1/2-2r],G[-n+3/2-2r]}].{DG[{{-n+1/2-r},{-n+1/2-2r,n+1/2}}+x,k-t],
2 r Mod[k, 2]DG[{{-n+1/2-r},{-n+3/2-2r,n+1/2}}+x,k-t]}) // Expand;
\[CapitalPhi][a_, b_] := \[CapitalPhi][a, b] =
(1 - 2 \[CapitalDelta])^b/(G[b + 1] G[a - b + 1])DG[
{{1 + 2 x \[CapitalDelta]}, {1/2 + x}}, a - b] // Expand;
VQ[n_, 0, t_] := VQ[n, 0, t] =
(2 (1 - 2 \[CapitalDelta])^t)/(G[t + 1] G[n - t + 1]) DG[
{{1 + 2 x \[CapitalDelta]}, {3/2 + x}}, n - t] // Expand;
(* Recursive procedure *)
Vc[n_, m_, t_] := Plus @@ Flatten[Table[
pc[n + r, m - r, k] F[n, t, k, r], {k, t, n + m}, {r, Max[0, -n], m}]
/. If[n >= 0, pc[n, m, t] -> Pc, 0 -> 0] /. pc -> c] // Expand;
VQ[n_, m_, t_] := Plus @@ (
Table[\[CapitalPhi][n+c+1,t]pQ[c,m-c-1],{c, Max[0, t - n - 1], m - 1}]
/. If[n<0 && t==0, pQ[-n-1, m+n] -> PQ, 0 -> 0] /.pQ -> Q)//Expand;
c[n_, m_, t_] := c[n, m, t] =
Pc /. Solve[VQ[n, m, t] == Vc[n, m, t], Pc][[1]] // Expand;
Q[a_, b_] := Q[a, b] = PQ /. Solve[
VQ[-a - 1, b + a + 1, 0] == Vc[-a - 1, b + a + 1, 0],PQ][[1]]//Expand
The energy density and the particle density represented in the form
ε =
∆
π
A2 nε, ρ =
√
B
π
Anρ (E.27)
can be evaluated using
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(* Energy and particle density *)
ClearAll[ne, nr];
ne[0] = nr[0] = 1;
ne[n_] := ne[n] = Expand@Sum[2^(s + 1) Q[s, n - s - 1], {s, 0, n - 1}];
nr[n_] := nr[n] = Expand[c[0, n, 0] - 2 c[0, n, 1]];
Expression in terms of the coupling constant. We would like now to express the
dimensionless ratio
ε
π∆ρ2
=
1
B
nε
nρ
(E.28)
in terms of the coupling constant defined in (9.11). At this step we would like to better
explain the substitution log[B/B0] → 0, therefore at the moment we consider that the
term log[B/B0] is present. In terms of the parameter B, the coupling constant is defined
as:
1
α
+ (∆− 1) logα = B − 1
2
+ ∆ log
[
8
∆
]
− log 2 + 1
2
logB + log nρ. (E.29)
Solving this equation perturbatively at large B, we express α as a series in 1/B and logB.
Expression (E.28) is also given by such series. We can treat logB as the independent
(from B) parameter and reexpress (E.28) in terms of α. The expected renorm-group
dynamics predicts that all the logB terms cancel out. Therefore we can put logB equal
to any quantity. For simplicity reasons we choose logB = logB0. Performing this
replacement in (E.29) includes one step which should be done carefully:
logα = log[αB]− log[B]→ log[αB]− log[B0]. (E.30)
Taking this into account, we get the following equation
1
α
+ (∆− 1) log[Bα] = B −∆+ log nρ, (E.31)
which is valid modulo the terms proportional to log[B/B0]
4.
4or to log[2] that also cancel out from the final expression
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Substituting
1
B
=
∞∑
k=1
bkα
k (E.32)
to (E.31), we find recursively the coefficients bk which allows us to express (E.29) in
terms of α and to find the coefficients χn defined in (9.7). The Mathematica code for
this procedure is the following.
M = 10;(* Maximal desired order *)
a = \[Alpha]; ClearAll[b, Binv, Bdir, Bdird, Bdirreg];
b[1] = 1; b[2] = -\[CapitalDelta];
Binv[0] = 1; Bdirreg[0] = 1; Bdird[0] = 1;
Binv[1] = Sum[b[n] a^n, {n, 1, M}] + O[a]^(M + 1);
Bdir = Expand /@ (1/Binv[1]);
Bdirreg[1] = 1/a + \[CapitalDelta] - Bdir;
Bdird[1] = a Bdir - 1 + O[a]^(M - 1);
Binv[n_] := Binv[n] = (Binv[n - 1] + O[a]^M) (Binv[1] + O[a]^M)
Bdirreg[n_] := Bdirreg[n] = Expand /@ (
(Bdirreg[n - 1] + O[a]^(M - 2)) (Bdirreg[1] + O[a]^(M - 2)))
Bdird[n_] := Bdird[n] = Expand /@ (
Bdird[n - 1] + O[a]^(M - 2)) (Bdird[1] + O[a]^(M - 2));
left = Expand /@ Sum[nr[k] Binv[k], {k, 0, M - 2}] + O[a]^(M - 1);
right = Expand /@ (Sum[FunctionExpand[Gamma[\[CapitalDelta]]/(
Gamma[k + 1] Gamma[\[CapitalDelta] - k])] Bdird[k], {k, 0, M - 2}]
Sum[Bdirreg[n]/Gamma[n + 1], {n, 0, M - 2}]);
Do[b[n] = b[n] /. Expand@ Solve[left[[3, n - 1]] == right[[3, n - 1]],
b[n]][[1]], {n, 3, M}]
nra = Expand /@ Sum[nr[k] Expand /@ Binv[k], {k, 0, M}];
nea = Expand /@ Sum[ne[k] Expand /@ Binv[k], {k, 0, M}];
answer = Expand /@ (Binv[1] nea/nra^2);
The first few coefficients χn are given by:
chi[n_] := answer[[3, n]] // Expand
Table[chi[n],{n,3,6}]
With this code χ10 can be found in less then one minute using a single core at 2Ghz.
To get the expression for χ26 approximately 20 hours is needed.
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