Introduction
If an operator T 1 acting on a Hilbert space H 1 is equivalent to another operator T 2 acting on another Hilbert space H 2 in a certain sense, then one can say that T 2 is a model of T 1 . There exist models up to unitary equivalence, similarity equivalence, quasi-similarity, pseudo-similarity, and other equivalences [27] . A useful model was given by Sz.-Nagy and Foiaş [24, 25] . Sz.-Nagy and Foiaş constructed the model operator for the contractive operators acting on Hilbert spaces. This construction is based on the dilation. An operator U acting on a Hilbert space H is called a dilation of an operator T acting on a Hilbert space H such that H ⊂ H if
where P H is the orthogonal projection of H onto H, and H is called the dilation space. If U is unitary on H , then U is called unitary dilation of T. Moreover, if the minimal subspace of H containing H and being invariant with respect to U and U * coincides with H , then U is called minimal. In 1965, Sarason gives the geometric structure of the dilation space [32] . In fact, Sarason showed that an operator U acting on H is a dilation of its compression P H U | H if and only if H decomposes in the following way
where UG ⊂ G and U * G * ⊂ G * . Moreover, if an operator T has a unitary dilation then T is a contraction,
i.e. ∥T ∥ ≤ 1. The geometric structure of the dilation space allows one to give a more useful description of the * Correspondence: ekinugurlu@cankaya. Another description of the dilation U of contraction T can be given with the following unitary mappings
Let us consider the spaces E and E * such that
Then the unitary mappings given above are the multiplication operators g(z) → zg(z) on L 2 (E) and L 2 (E * ), respectively. Let
be the unitary mappings and
where V and V * are the unitary identifications such as
If one chooses E = D T and E * = D T * , then Θ T is reduced to
which is the well-known characteristic function given by Sz.-Nagy and Foiaş.
An operator B with domain D(B) acting on a Hilbert space H is called dissipative if Im(By, y) ≥ 0, y ∈ D(B)
and accumulative if
Im(By, y) ≤ 0, y ∈ D(B).
There is a connection between dissipative operators and contractions. Indeed, the Cayley transform of a dissipative operator defines a contraction. Solomyak used this connection and free parameters to obtain the characteristic function of the maximal dissipative operator [35] . For this purpose, Solomyak used the boundary spaces of the maximal dissipative operator. Indeed, let B be a maximal dissipative operator, G B be its Hermitian part, and P be the natural projection defined on the quotient space such as P Moreover, with the help of free parameters Solomyak constructed a self-adjoint dilation of the maximal dissipative operator. Using the characteristic function he described directly the generalized eigenfunctions of the self-adjoint dilation.
In this paper, we investigate the spectral properties of the maximal dissipative extension generated by a second order differential expression in the limit-circle case and two boundary conditions in which the domain of the minimal symmetric operator contains a spectral parameter in the boundary conditions. To indicate that the extension is maximal dissipative we use Gorbachuks' theorem on extension, which requires the equal deficiency indices [19] . Although the second order differential expression is in the limit-circle case, the minimal symmetric operator has the deficiency indices (1, 1) . This connection has been studied by Maozhu et al. in [22] . On the other hand, it is known that any symmetric operator with deficiency indices (n, n) has a boundary value space with dimension n. Therefore, this relation allows us to construct a maximal dissipative extension of the minimal symmetric operator.
The investigation of the spectral properties of the maximal dissipative operator is based on the characteristic function and the inverse operator of the maximal dissipative operator. Using the connection between the characteristic functions of the maximal dissipative operator and its Cayley transform we obtain the characteristic function of the Cayley transform. We also prove that the Cayley transform is a completely nonunitary (c.n.u.) contraction belonging to the class C 0 , which consists of those c.n.u. contractions T for which there exists a nonzero function u ∈ H ∞ (H p denotes the Hardy class) such that u(T ) = 0. It is well known that u has a canonical factorization into the product of an inner function u i and outer function u e . The equation u(T ) = 0 implies that u i (T ) = 0 and therefore one may ask whether for a c.n.u. contraction T belonging to the class C 0 there exists an inner function u with u(T ) = 0 such that every other function v ∈ H ∞ with v(T ) = 0 is a multiple of u. Such a function m T is called a minimal function of T and this function is determined up to a constant factor of modulus one. Sz.-Nagy and Foiaş proved that for every contraction T ∈ C 0 there exists a minimal function m T . With the help of m T , some spectral properties of T ∈ C 0 can be obtained. For example, the spectrum of the contraction T ∈ C 0 and the zeros of the minimal function m T in the open disc D and of the complement, in the unit circle C, of the union of the arcs of C on which m T is analytic, coincide with each other. Moreover, the points of the spectrum in the interior of the unit circle C are eigenvalues of T. As a characteristic value of T , λ has finite index, equal to its multiplicity as a zero of m T . Completeness of the root vectors of T associated with the points of the spectrum of T in D can be proved as showing that the minimal function m T is a Blaschke product.
We should note that this method is new and differs from Pavlov's method [1-6, 30, 31, 36] . In fact, Pavlov's method is based on the fact that there is a connection between a continuous semigroup of contractions {Z(t)} t≥0 and its cogenerator Z. Therefore every model of Z generates a model of {Z(t)} t≥0 . In this paper, we only use the Cayley transform of the maximal dissipative operator.
For an arbitrary bounded operator it is important to find the least subspace that is a generating subspace for the bounded operator. The dimension of such a subspace is called the spectral multiplicity or multiplicity of the bounded operator. The characteristic function may help one to find the multiplicity of the contraction. Therefore we find the multiplicity of the contraction of the maximal dissipative operator.
It is known that unitary colligation theory is more general than the characteristic function theory of contractions given by Sz.-Nagy and Foiaş. Since the Cayley transform of our maximal dissipative operator has finite defect indices, embedding the contraction to its unitary colligation we introduce some results with the help of the results reported by Arlinskiȋ et al. [10] .
Jacobi matrices are useful to understand the characterization of self-adjoint, nonself-adjoint, and unitary operators acting on separable Hilbert spaces. Indeed, multiplication operators on the Hilbert spaces L 2 (R) or L 2 (C) associated with the probability measure m on the real line R or on the unit circle C , respectively, are unitary equivalent to the self-adjoint or unitary operators with a simple spectrum acting on some Hilbert spaces [8] . Tri-diagonal Jacobi matrix representation of self-adjoint operators with simple spectrum was introduced by Stone [9] . The nonself-adjoint version of Stone's theorem has been introduced by Arlinskiȋ and Tsekanovskiȋ [11] . Moreover, the canonical matrix representation of unitary operators with simple spectrum has been introduced by Cantero et al. [15] with the help of five-diagonal unitary matrices called CMV matrices. Arlinskiȋ et al. [10] obtained a connection between truncated CMV matrix and Sz.-Nagy-Foiaş characteristic function. Therefore, we introduce a truncated CMV matrix associated with the Cayley transform.
This paper is organized as follows. In section 2, we construct the maximal dissipative extension of the minimal symmetric differential operator. In section 3, passing to the Cayley transform of the dissipative operator we obtain a contraction. Moreover, we find the characteristic functions of the maximal dissipative operator and its Cayley transform and using the properties of the Cayley transform and its characteristic function we introduce some results about the spectral analysis of both the maximal dissipative operator and its Cayley transform. In section 4, we obtain the inverse operator of the dissipative operator, which is an integral operator with finite-rank imaginary component. Then we introduce the complete spectral analysis of the dissipative operator. In section 5, we construct the self-adjoint dilation and its incoming/outgoing eigenfunctions directly. In section 6, we introduce some results on the Cayley transform of the dissipative operator.
Finally we should note that the notations C and D will be used to describe the unit circle C = {µ : |µ| = 1} and unit disc D = {µ : |µ| < 1} .
Maximal dissipative extension of the minimal symmetric operator
In this paper we consider the following second order differential equation:
where The deficiency indices of the minimal operator L 0 are defined as the numbers (m, n) such that
where In this paper, we assume that w, p and q satisfy Weyl's limit-circle case conditions at singular point b. In other words, we assume that the deficiency indices of L 0 are (2, 2) [12, 17, 20, 26, 38] .
For two arbitrary functions y, χ ∈ M the following Green's formula holds Let u and v be the real solutions of the equation ℓ(y) = 0, x ∈ I, satisfying the conditions 
Since the limit-circle case holds for ℓ, u and v belong to L For y ∈ M, we consider the following boundary conditions:
where α 1 , α 2 , β 1 , β 2 are real numbers such that δ := β 1 α 2 − β 2 α 1 > 0 and h is a complex number such that
w (I) ⊕ C be the Hilbert space with the inner product
) .
The operator L 0 is defined as the restriction of the operator
. Moreover, since L 0 has the deficiency indices (2, 2), the deficiency indices of L 0 are (1, 1) [22] .
Recall that [19] 
(ii) for any
Theorem 2.1. [19] For any symmetric operator with deficiency indices (n, n) (n ≤ ∞) there exists a boundary
Now consider the following linear mappings:
Then we have the following theorem. 
On the other hand, we have
Therefore (2.5) and (2.6) complete the proof. 2
The following theorem, given by Gorbachuks, describes all maximal dissipative maximal accumulative and maximal self-adjoint extension of a given minimal symmetric operator.
Theorem 2.3. [19] If K is a contraction on H, then the restriction of the operator A
* to the set of vectors 
where C is a self-adjoint operator on H. The general form of dissipative (accumulative) extension of A is given by the condition
respectively, 
where h is a complex number as
Therefore L h is the maximal dissipative extension of L 0 and the equation
coincides with the problem (2.1), (2.4).
Definition 2.5. A nonself-adjoint operator L acting on a Hilbert space H is called simple if there is no invariant subspace of H on which L has a self-adjoint part there.

Theorem 2.6. L h is simple on H.
Therefore 
Then the zeros of the function
coincide with the eigenvalues of L h . It can be obtained that ∆ h is an entire function of λ of order ≤ 1 of growth and of minimal type. Therefore the eigenvalues of L h are purely discrete and possible limit points of these eigenvalues can only occur at infinity. However, more detailed analysis will be obtained with the help of the characteristic function and inverse operator L h .
Characteristic function
The following lemma gives a nice connection between maximal dissipative operators and related contractions [24, 25, 35] .
(
iii) A maximal dissipative operator is maximal dissipative if and only if
For a maximal dissipative operator B with domain D(B), the subspace
is called the Hermitian part of the domain of B.
Let P be the natural projection defined as
where D(B)/G B is the quotient space. On the quotient space the following inner product is defined
We denote by F (B) the completion of the quotient space D(B)/G B with respect to the corresponding norm. Similarly, we define F * (B) as F * (B) = F (−B * ). Here the projection P * is defined as
Therefore we have
F (B) and F * (B) are Hilbert spaces and are called boundary spaces of the operator B.
We have from (3.1) that
Note that if one has all dissipative extensions of a symmetric operator B, then G B is dense in the Hilbert
Let C h be the Cayley transform of the dissipative operator
, where 1 is the identity operator in the direct sum Hilbert space H.
Definition 3.2. A contraction C on a Hilbert space H is called c.n.u. if for no nonzero reducing subspace
holds if and only if
Particularly, (3.2) shows
Note that 1 cannot belong to the point spectrum of C h [24, 25, 35] . On the other hand,
However, this does not imply that L h is a bounded operator (see [25] , p. 171).
From (3.3) one gets the following.
Theorem 3.3. C h is a c.n.u. contraction in H.
It is known that there exist isometric isomorphisms between F
A c.n.u. contraction T is defined to within a unitary equivalence of the characteristic function
where E and E * are auxiliary Hilbert spaces, isomorphic to
where µ ∈ D.
For a simple maximal dissipative operator B and its Cayley transform T , the characteristic function of B is defined as
The characteristic function S B :
Therefore we have the following theorem.
Theorem 3.4. The characteristic function of L h is as follows
Let P and P * be the natural projections such that P :
We set E = E * = C and we define the isometric isomorphisms Ψ and Ψ * such as
Using (3.5) we obtain the characteristic function S L h as
Therefore (3.6) and (3.8) give
Therefore using (3.8) one can write
). Consequently, one should find a solution of the equation
from the space L 2 w (I) subject to the condition
where
,
. Then one can infer that κ = c φ, where c is a constant.
From the equation
Substituting (3.11) into (3.10) we complete the proof. 2 Now using (3.4) we obtain the following theorem.
Theorem 3.5. The characteristic function of C h is as follows:
Since there is a connection between the characteristic functions of C h and C * h with the rule
we obtain the following corollary.
Corollary 3.6. The characteristic function of C *
h is 
Asymptotic classifications of C 0. and C .0 are given as
C 00 is defined as
Proof The inequality
is an inner function.
Then using the idea of [28] we obtain
Then we have D
Therefore D C h is spanned by φ(i, λ). Namely, the equation
has two linearly independent solutions belonging to L 2 w (I). However, only one of them satisfies the condition
This solution can be regarded as a multiple of φ(i, λ). Consequently,
where Z ∈ D(L h ) and
Consequently a similar argument shows that
Theorems 3.9 and 3.11 give the following theorem. 
Theorem 3.13. Θ C h is a Blaschke product in the disc D.
Proof According to Remark 3.10, Θ C h can be represented as
where B(λ) is a Blaschke product in the upper half-plane. Hence we get
For λ s = is from (3.14) we get that ∆ h (λ) → 0 as s → ∞. Therefore λ ∞ = lim s→∞ is is a zero of ∆ h (λ) or equivalently is an eigenvalue of L h . However, according to Remark 3.7 this is not possible. Therefore there cannot be a singular factor in the factorization of
According to the well-known theorem given by Sz.-Nagy and Foiaş we can introduce the following theorem.
Theorem 3.14. Root functions of C h associated with the points of the spectrum of C h in D span the Hilbert space H.
Definition 3.15. Let all root functions of the operator A span the Hilbert space H . Such an operator is called a complete operator. If every A− invariant subspace is generated by root vectors of A belonging to the subspace then it is said A admits spectral synthesis.
It is well known that any complete operator belonging to the class C 0 admits spectral synthesis [28, 29] . Therefore the following theorem is obtained.
Theorem 3.16. C h admits spectral synthesis.
There is a connection between the completeness of the root functions of a linear operator and its Cayley transform [13] (p. 42). Therefore we obtain the following.
Theorem 3.17. Root functions of L h associated with the point spectrum of L h in the open upper half-plane Imλ > 0 span the Hilbert space H.
More detailed analysis of the spectrum of L h will be obtained with the help of the inverse operator of L h in the next section.
Bounded integral operator with finite-rank imaginary component
In this section we find the inverse operator of L h . For this purpose let us consider the equality
Equation (4.1) is equivalent to the nonhomogeneous equation
subject to the conditions
Let us consider the solutions u and τ = v + hu. Then the method of variation of parameters gives the solution y of (4.2), (4.3) as the form
On the other hand, from (4.5) one obtains
Therefore substituting (4.6) in (4.4) we get that
If we define the operator K as
then K is the inverse of L h . Since the completeness of the root functions of K and L h coincide, we obtain the following theorem.
Theorem 4.1. The system of all root functions of K is complete in H .
Since h = h 1 + ih 2 , one can infer from (4.5)-(4.7) that K can be written as K = K 1 + iK 2 , where
and
(x)u(t).
The following theorem is important to understand the nature of the imaginary part of a densely defined operator. 
Theorem 4.2. [37] Assume that a densely defined operator B is invertible and has a dense range. If E and
= K 1 + iK 2 . Since L h Y = L * h Y for
all minimal domain functions Y and D(L h ) and D(L *
) are only one-dimensional extensions of the minimal domain, K 2 is a finite-rank (nuclear) operator. Therefore K 2 is a compact operator.
Because a complete dissipative operator with a nuclear imaginary component admits spectral synthesis [23] , we have the following.
Theorem 4.3. K admits spectral synthesis.
It is known that the nonreal spectrum of an operator with a compact imaginary part consists of eigenvalues of finite algebraic multiplicities (dimensions of the corresponding root subspace) and the limit points of the nonreal spectrum belong to the spectrum of the real part of the operator [10] . Therefore, together with the results given in [21] , we obtain the following theorem.
Theorem 4.4. (i) Eigenvalues of K are countable,
(ii) zero is the only possible limit point of the eigenvalues, (iii) zero must belong to the spectrum of K, but may not be an eigenvalue of K , (iv) the nonreal spectrum of K consists of eigenvalues of finite algebraic multiplicities and limit points of the nonreal spectrum belong to the spectrum of the real part K 1 .
Note that K 1 is the inverse of the real part ReL h of L h , which is generated by ℓ and the conditions (2.4) with [y, v] 
Let λ j and Reλ j denote the eigenvalues of L h and ReL h , respectively. Then 1/λ j and 1/Reλ j are the eigenvalues of K and K 1 , respectively. Therefore, we immediately obtain the following corollary. 
Dilation of the maximal dissipative operator L h
Self-adjoint dilation
Let T be the Cayley transform of the maximal dissipative operator B and let U be the minimal unitary dilation of T acting in the direct sum Hilbert space H = G * ⊕ H ⊕ G, where G and G * are U and U * invariant subspaces, respectively. Setting E and E * as isomorphic spaces with D T and D T * , respectively, one can select H as follows:
Moreover, a more useful representation of the space H can be obtained with the help of the maximal dissipative operator B.
A self-adjoint operator B acting on the Hilbert space H is called a self-adjoint dilation of the maximal dissipative operator B acting on the Hilbert space H if one of the following statements hold:
The following theorem gives the characterization of the minimal self-adjoint dilation on the space H = 
Theorem 5.1.1. [35] Let B be a maximal dissipative operator in the Hilbert space H and let T be its Cayley transform. Then its minimal self-adjoint dilation B in the space
H = L 2 (R − , E * ) ⊕ H ⊕ L 2 (R + , E) has the form B ⟨υ − , f, υ + ⟩ = ⟨ iυ ′ − , i { 2(I − T ) −1 [ f − i 2 D T * Ω * υ − (0) ] − f } , iυ ′ + ⟩ ,
on the domain D(B) , which consists of those functions ⟨υ
where 
where [.] denotes some representative of the quotient class mod G B , on the domain D(B), which consists of
In the case that G B is dense in H, then G B = D(B) ∩ D(B * ) and one has the following corollary.
Theorem 5.1.3. [35] Let B be a maximal dissipative operator with finite defects such that G B is dense in H.
Then the self-adjoint dilation has the form
B ⟨υ − , f, υ + ⟩ = ⟨ iυ ′ − , Bf, iυ ′ + ⟩ , B = (B | G B ) * = { B on D(B) B * on D(B * ) ,
on the set D(B) consisting of all functions ⟨υ
Hence we are ready to introduce the self-adjoint dilation L of the maximal dissipative operator L h .
Theorem 5.1.4. The self-adjoint dilation L of the maximal dissipative operator L h acts on the direct sum
Hilbert space
w (I) ⊕ C, and has the following form:
This completes the proof. 2
Functional embeddings
is the minimal selfadjoint dilation on H of the maximal dissipative operator B acting on H , and the following are satisfied:
Consider the following isometries:
.
R and π R * are uniquely determined to within multiplications by unitary constants in E and E * .
The operator
, and commutes with the multiplication (z + i) −1 . Therefore S is multiplication by a function [35] .
where Θ T is the characteristic function of the Cayley transform of B.
Generalized eigenfunctions of the dilation B can be described by the characteristic function of the maximal dissipative operator B. In fact, incoming eigenfunctions are of the form
and outgoing eigenfunctions are of the form
where ξ ∈ R − , ζ ∈ R + , d ∈ E, e ∈ E * and λ ∈ R.
Theorem 5.2.1. The incoming eigenfunctions of the dilation B is
and outgoing eigenfunction of B is
Proof Consider the equation
Therefore from (5.1) and (5.5) we obtain (5.3).
Now consider the equation
Consequently, (5.2) and (5.6) give (5.4). Therefore the proof is completed. 2
More on the contraction C h
Multiplicity of the contraction
where X, Y , and U are Banach spaces, be the linear transformations. For x(t) ∈ X and u(t) ∈ U, consider the following linear dynamic system [28, 29] : The system (6.1) is called approximately controllable if for every x 0 , x 1 ∈ X and arbitrary ϵ > 0 there
Let the system (6.1) be controllable. The system (6.1) is approximately controllable on [0, ∞) if and only if
where S(.) is the semigroup associated with A. In the case that the generator A is bounded, then (6.3) is satisfied if and only if
Therefore, it is important to find the least possible dimension of the control subspace dim BU (6.1) is approximately controllable. Namely, one should find the following:
Multiplicity of the spectrum of an arbitrary bounded operator T : X → X is defined as
It is well known that T is unitary equivalent to the model operator Z : H Θ → H Θ , where
− (the Hardy space in the lower half plane). The multiplicity of a c.n.u. contraction T may be computed with the help of the characteristic function [28] . In the case that the characteristic function is not identical to zero, then the following theorem can be introduced ( [28] , p. 247).
Theorem 6.1.1. C.n.u. contraction C h is multiplicity-free .
In general, the adjoint of a multiplicity-free operator is not generally multiplicity-free. However, since C h ∈ C 0 we can find the multiplicity of C h . Before this, we shall give some definitions. 
The dimension of H ⊖ V L is called the multiplicity of the unilateral shift V.
Let S denote the unilateral shift of the multiplicity one acting on H 2 . We are ready to introduce the following theorem [25] (Chap. X, Sect. 4).
Definition 6.1.3. For each inner function φ ∈ H ∞ , the Jordan block S(φ) is the operator defined on
H(φ) = H 2 ⊖ φH 2 by S(φ) = P H(φ) S | H(φ) or equivalently, S(φ) * = S * | H(φTheorem 6.1.5. i) C * h is multiplicity-free, ii) C h is quasi-similar to the Jordan block S ( ∆ h ∆ h ) , iii) C h | N is multiplicity-free, i.e. where N is a invariant subspace of C h , iv) M is hyperinvariant, where M is a invariant subspace of C h .
Unitary colligation
Unitary colligation theory has been investigated in recent years by many authors. For example, one may see the book [7] and references therein. It should be noted that Sz-Nagy-Foiaş characteristic function theory is a special case of the unitary colligation theory [14] .
Let H, F , and S be the separable Hilbert spaces. The set ∆ = (H, F, S; T, F, G, S) is called a unitary colligation if the following block form
is a unitary mapping such that
In this case the Hilbert spaces H, S, and F are called, respectively, the inner, left-outer, and right-outer spaces and U is called the connecting operator. Let P 1 and P 2 denote the orthogonal projections of H ⊕ S onto H and S, respectively. Then the following operators
are called the components of ∆ and T, F, G , and S are called the basic, right-channeled, left-channeled, and duplicating operators, respectively. Moreover, the following relations hold:
The connecting operator U constructed in (6.4) can be introduced with a slightly different form:
In this case one can infer that the following block form provides a unitary colligation:
Let us consider the subspaces H (c) and H (o) , called controllable and the observable subspaces, respectively, of H as follows [10] :
In the case that 
The following theorem describes all unitary colligations with basic operator T . 
Now consider the unitary colligation
Note that Θ ∆0 (ζ) is also the characteristic function of C * h . Therefore one gets
Since the defect indices of the contraction C h are equal to one, the following isometric mappings K : 
. Then using the results of [10] we give the following.
All other unitary colligations with basic operator C h and left-and right-outer spaces C are of the form
where is a Carathéodory function, where U is a unitary operator with a cyclic vector acting on a Hilbert space and m is a nontrivial probability measure on the unit circle C (that is, not supported on a finite set) [10] . 
be the prime unitary colligation with the characteristic function Θ ∆0 . Let
is the operator in C ⊕ H such that 1 is the scalar in C and 1 is the identity operator in H. Then
Jacobi matrix representation
In the spectral theory of self-adjoint operators acting on Hilbert spaces, the theory of orthogonal polynomials on the real line is an important tool. Similarly, in the study of unitary operators the theory of orthogonal polynomials on the unit circle appears in the same fashion. Cantero et al. introduced a five-diagonal matrix representation of a unitary operator called a CMV matrix with a single spectrum. Now we shall introduce this matrix representation and associated results. Note that one can find several papers including CMV matrix representation [15, 16, 18, 33, 34] .
Given a probability measure m on C, define the Carathéodory function by If a Schur function f is not a finite Blaschke product, the connection between the nontangental limit values f (ζ) and its Schur parameters {γ n } is given by
Therefore the equation holds ∑ ∞ n=0 |γ n | 2 = ∞ if and only if ln
Then we have the following. It is known that the space of polynomials of degree at most n has dimension n + 1. Then this fact together with (6.7) implies the following: Finally we get the following matrix, which is obtained from C ({α n }) by deleting the first row and the first column:
Because the defect indices are equal to one, one may introduce the following theorem [10] . 
