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Abstract
It has been recognized that the joint training of com-
puter vision tasks with shared network components enables
higher performance for each individual task. Training tasks
together allows learning the inherent relationships among
them; however, this requires large sets of labeled data. In-
stead, we argue that utilizing the known relationships be-
tween tasks explicitly allows improving their performance
with less labeled data. To this end, we aim to establish
and explore a novel approach for the collective training
of computer vision tasks. In particular, we focus on uti-
lizing the inherent relations of tasks by employing consis-
tency constraints derived from physics, geometry, and logic.
We show that collections of models can be trained with-
out shared components, interacting only through the con-
sistency constraints as supervision (peer-supervision). The
consistency constraints enforce the structural priors be-
tween tasks, which enables their mutually consistent train-
ing, and – in turn – leads to overall higher performance.
Treating individual tasks as modules, agnostic to their im-
plementation, reduces the engineering overhead to collec-
tively train many tasks to a minimum. Furthermore, the
collective training can be distributed among multiple com-
pute nodes, which further facilitates training at scale. We
demonstrate our framework on subsets of the following col-
lection of tasks: depth and normal prediction, semantic seg-
mentation, 3D motion estimation, and object tracking and
detection in point clouds.
1. Introduction
Many tasks in computer vision, such as depth and surface
normal estimation, flow prediction, pose estimation, seman-
tic segmentation, or classification, aim to achieve an under-
standing of scenes along with their dynamics. While solv-
ing for each of these tasks may require specialized meth-
ods, most tasks are inherently connected by the underly-
ing physics governing real scenes. A considerable amount
∗Work done while at Robotics at Google.
of research aims to reveal the relationships between tasks
(e.g. [86, 9, 20, 82, 18]), but only a few methods explic-
itly utilize these priors. To the contrary, many approaches
rely on the often unparalleled performance of deep neural
networks to learn mappings between tasks [81]. However,
training individual tasks in isolation does not leverage their
relationships and also leads to inconsistencies when build-
ing perception frameworks of independently trained tasks.
Multi-task learning targets this problem by training mul-
tiple tasks jointly. Common to many approaches is a shared
feature-extractor component with multiple “heads” that per-
form separate tasks [20, 82, 18]. Training multiple tasks to-
gether increases the coherency between tasks and – in some
setups – also enables their self-supervision [86, 9]. How-
ever, the joint training also has a few disadvantages. For
one, a single model for multiple tasks is difficult to design,
maintain and improve, as any change in the training data,
the losses, or the hyperparameters associated with one of
the tasks also affects all others. Second, it can become in-
tractable to process a single model – built to perform mul-
tiple tasks – on a single compute node. Third, while dis-
tributed training addresses these problems through process-
ing models based on model- or data parallelism, almost all
distributed training schemes follow rather strict synchro-
nization schemes for performing gradient updates.
In this paper we introduce a novel approach for dis-
tributed collective-training that explicitly leverages the con-
nections between multiple tasks based on consistency losses
(Fig. 1). Consistency losses are designed for sets of tasks
and are supposed to enforce their logical or geometric struc-
ture. For example, given the two tasks of predicting surface
normals and depth from RGB images, the consistency loss
between them can be the analytical relation that normals can
be computed from the derivatives of a depth map. Explic-
itly enforcing consistency between tasks can improve their
individual performance, while their collective training also
establishes coherency between individual tasks and there-
fore a more sound visual understanding of the whole scene.
Moreover, using consistency losses to co-train tasks en-
ables a modular design for training neural networks, which
offers three major advantages: for one, we can train struc-
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Figure 1. Illustration of our framework for the collective training of two tasks with a consistency loss. Each task is performed by a separate
network, and trained on a mixture of its own dataset and an unlabeled mediator dataset. The consistency loss is only imposed for sampled
from the mediator dataset.
turally different tasks with entirely separate networks that
are better suited for each individual task. Second, we can
design tasks as modules, which – similar to modular pro-
gramming – allows combining them in a scalable manner
; we argue that a multi-task system built from disjoint net-
works, where each one of them performs a separate task, is
advantageous from a design, development, and maintain-
ability point of view – each component can be replaced
or improved separately from all others. Finally, we can
train multiple complex models jointly and asynchronously
on different compute nodes.
We show that a modular design enables massive par-
allelism. Each network can be processed on a separate
machine, while their training is tied together through con-
sistency losses. The communication between collectively
trained networks – through their predictions – can be asyn-
chronous. Our experiments show that networks for differ-
ent tasks can be trained with stale predictions from their
peers; we do not observe a decrease in performance for up
to 20 minute old predictions. Unlike existing methods for
distributed training [54] that mostly rely on data- or model
parallelism to split training across multiple compute nodes,
our framework separates training at task level; each model
is trained independently and asynchronously from all other
models, while all models are coherently trained together.
This approach to distributed training allows us to train mul-
tiple tasks jointly, with the advantages introduced by multi-
task training [85, 68], while it also facilitates training at
scale with more relaxed latency requirements.
Finally, by introducing consistency losses, we exploit
the existing knowledge of tasks and thereby combine the
strengths of data- and model-based approaches in computer
vision. In summary, the main contributions of this work are:
• we present a framework that enables a modular design
for training neural networks by separating tasks into
modules that can be combined and then trained collec-
tively;
• we introduce task-level distributed training of neural
networks, as opposed to model- or data level paral-
lelism;
• we propose using consistency losses for coherently
co-training multiple tasks that allows improving their
overall performance;
• we analyze the trade-off between latency, accuracy,
and training time for the collective training of multi-
ple tasks;
• we show that collectively trained tasks supervise them-
selves, which reduces the need for labeled data.
2. Related Work
Exploiting the structure of – and between – tasks has a
long tradition in computer science [74, 77] and computer
vision [53]. It has been recognized that knowing about the
structure of a task and how it is related to other tasks can
be used as a powerful learning scheme [81, 7, 86, 9, 31]. In
our work we are interested in making use of these relations
more explicitly through the joint co-training of multiple
tasks based on consistency losses. Therefore, our method is
connected to related work on self- and unsupervised learn-
ing, multi-task learning, domain adaptation, and distributed
training. While this spans a breadth of related work that we
cannot conclusively discuss, we aim to provide an overview
of approaches closest to ours with a focus on computer vi-
sion.
Self-supervised Learning: methods based on self-
supervision aim to autonomously generate labels for train-
ing data based on exploiting the inherent structure of tasks
and their relationships. As a prominent example, Doersch
et al. [19] use unlabeled image collections to learn a repre-
sentation for recognizing objects. Similarly, many other ap-
proaches use proxy or surrogate tasks to learn rich represen-
tations for visual data [60, 62, 84, 82, 61]. Self-supervised
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learning is closely related to our approach as we aim to self-
supervise a collection of tasks by establishing consistency
losses between them. By designing the consistency losses
we directly make use of the known relations between tasks
and thereby shape the tasks space, which is similar to com-
mon self-supervised training schemes.
Unsupervised Learning: the goal of unsupervised tech-
niques is to identify patterns in data to learn more com-
pact representations [4]. A variety of methods exists
to learn such representations through the means of auto-
encoding [44], adversarial feature learning [21], cluster-
ing [5], or dimensionality reduction [28, 67]. Our approach
is not – in general – unsupervised. While some tasks may be
trained in an unsupervised manner through the consistency
losses (e.g. depth and ego-motion), we rely on labeled-data
for other tasks. Furthermore, our goal is not to learn a rep-
resentation, but to facilitate the learning of individual tasks
by exploiting their relationships.
Multi-Task Learning: training models for tasks so as to
obtain multiple outputs for a given input, while jointly im-
proving the performance of each individual tasks is the goal
of multi-task learning [8, 85, 68]. Many approaches exist
that extract features through a shared backbone and then
train multiple heads for different objectives [20, 82]. These
approaches are often restricted to tuning the loss function to
balance contributions between different tasks [12, 43, 70].
Beyond that restriction, a major challenge many existing ap-
proaches face is the complexity of training multiple models,
which extends to finding the correct hyperparameters and
losses [20] to managing different datasets as well as to es-
tablishing lightweight compute and memory footprints [46].
A large body of work exists that focuses on the different as-
pects of multi-task learning. This spans as far as from learn-
ing visual features [66] or policies [73] based on simulated
data, to learning unlabeled tasks [63], or – more generally
– representations [76] with a focus on shared [59] or even
recurrent features [6]. Our approach is closely related to
previous work on multi-task learning; however, unlike the
existing approaches our goal is not to learn specific tasks or
to learn them through shared backbones. Instead, we pro-
pose a general and modular approach for jointly training
different models through consistency losses.
Domain Adaptation: approaches for domain adaptation
aim at learning a task from a source data distribution with
the goal to perform well on a target data distribution. Meth-
ods for domain adaptation focus on regularized training [3],
adapting embeddings [39] or kernels [48] through trans-
formations, explicitly shifting distributions [80], or closed-
form sub-space alignment [26]. A number of methods
specifically focus on computer vision tasks, for example, by
considering domain-related visual features [69] or by learn-
ing intermediate representations [33]. In this work we do
not specifically target domain adaptation, however, we can
use our framework for transfer learning by co-training two
models on the same task, but based on different sources of
data, which is particularly useful if labels for one domain
(e.g. simulation) are easier to obtain then for another (e.g.
real).
Computer Vision Tasks: while our framework is not
limited to any specific task domain or combination of tasks,
in this work we focus on the collective training of com-
puter vision models. To this end, we are interested in
using established methods for learning depth [31, 24, 49,
86] also together with egomotion [86, 9], surface nor-
mals [83, 18, 37, 29, 64, 75], segmentation [71, 52, 42],
optical flow [22, 40, 65, 13], object classification and de-
tection [25, 36, 41], or point cloud tracking [35, 1]. While
we do not aim to change the model architectures for any of
these tasks, our goal is to improve their performance by de-
signing consistency losses for subsets of these tasks and by
jointly training them.
Distributed Training: due to the importance of train-
ing complex deep neural networks a number of meth-
ods study the distributed training of model architectures
mostly with an emphasis on model [17, 27, 55, 57, 58] or
data [79, 47, 78] parallelism; the recent survey of Mayer and
Jacobsen [54] provides a thorough overview. While model
parallelism aims at slicing a model so as to train its indi-
vidual parts on multiple workers, data parallelism focuses
on training the same model on disjoint sets of data to then
combine the generated training signals. Both approaches
implement distributed training by synchronizing based on
the weights that result from the training procedure, which
requires low latency between compute units as well as be-
tween training iterations.
Unlike these existing techniques, our framework imple-
ments distributed training at the level of tasks. We do not
slice models or data, but instead train individual models in-
dependently and with their own data as if they are trained
in isolation. However, we use consistency losses, to also
jointly train the models, which allows us to obtain more
coherent training signals with all the advantages of com-
mon multi-task learning setups. Finally, our framework is
closely related to the concept of distillation [38] or online
distillation [2], where one network is trained toward an ob-
jective with the goal to guide the training of another net-
work. However, unlike them, we advance the concept of
this variant of distributed training by explicitly leveraging
the structure between tasks and by training multiple com-
plex vision tasks simultaneously.
3. Method
Our main goal is to enable the distributed and collective
training of individual network architectures for computer
vision tasks that are inherently related. To train models col-
lectively, we use existing model architectures for specific
3
Figure 2. Task relations: arrows indicate which consistency losses
we introduce to co-train different pairs of tasks.
tasks (e.g. such as for predicting depth or surface normals)
and define a consistency loss between them. In this section
we describe our framework, the co-training of two or mul-
tiple tasks, the motivation for consistency losses, as well as
the distributed co-training of multiple models.
3.1. Task Consistency Constraints
We rely on the established knowledge in computer vi-
sion of tasks and their relationships to identify consistency
constraints. Consistency constraints ensure the coherency
between different tasks and are derived from laws of geom-
etry and probability. Our goal is to leverage the consistency
constraints to define consistency losses for task combina-
tions. Any constraint that can be written as differentiable
analytic expression can be used within our framework.
In particular, we aim to exploit consistency constraints
relating the tasks of predicting depth, surface normals, ego-
motion, semantic segmentation, object motion, and object
tracking with 2D and 3D sensor data (Fig. 2). For some
tasks it is possible to directly formulate their relationship as
an analytical differentiable expression – e.g. normals can be
computed from the derivatives of depth values, other tasks
are related in more intricate ways, e.g., depth, ego motion,
segmentation, and optical flow [34, 9, 13]. In the follow-
ing, we provide examples for consistency constraints uti-
lized here:
Geometric Consistency: given a depth prediction mod-
ule and a surface-normal prediction module, we can assert
that the normals obtained from the spatial derivatives of the
depth map are coherent with the predicted normals.
3D Motion Consistency: a dynamic scene can be decom-
posed into moving objects. Given a module that segments
movable objects in a scene, in two consecutive frames, and
another module that predicts rigid motion, we can assert
that the motion-prediction module correctly estimates the
motion of each object. This can be directly enforced in 3D
space, or in image (perspective) space if a depth prediction
module is utilized.
3.2. Collective Training of Tasks
Given a set of tasks T = {t1, . . . , tn} we define losses
for supervising each task individually, which we denote as
Lsupi , as well as consistency losses for the collective train-
ing of sets of tasks, defined as Lcon. In the following tasks
are referred to by their index i. We then define the overall
loss as follows:
L =
n∑
i=1
Lsupi
(
yˆi(wi, x), x
)
+ Lcon
(
yˆ1(w1, x), yˆ2(w2, x), . . . , yˆn(wn, x)
)
, (1)
where yˆi(·) denotes the generated prediction based on the
weights wi of a task i and x is a data sample. Consistency
losses may not necessarily be defined for all task combina-
tions, but only for those that are related in meaningful ways.
We assume that each task is performed by a separate
deep network accompanied by a labeled dataset, which we
refer to as its dedicated dataset. Furthermore, we use the
standard supervision loss and separate datasets for each
model as if we wanted to train them in isolation. For collec-
tive training we then use a third (unlabeled) dataset, which
we refer to as mediator dataset, to enforce consistency be-
tween the tasks. During training, both tasks receive samples
from the mediator dataset and the results of this forward
pass are used to compute the consistency loss. The train-
ing loop of each tasks alternates by drawing samples from
the dedicated and the mediator dataset. The setup for the
collective training of two tasks is illustrated in Fig. 1.
The setup described above can have a few special cases:
for one, a dedicated dataset for either task, or all, can
be empty. In this case the setup reduces to unsupervised
training; the unsupervised learning of depth and egomotion
based on photometric consistency as a loss [86] exemplifies
this case. Furthermore, datasets can overlap; i.e. a dataset
can have labels for multiple tasks (e.g. for semantic seg-
mentation and depth).
Similarly, the setup naturally generalizes to the collective
training of N tasks, where the consistency loss is generally
a function of the predictions of all participating tasks.
3.3. Distributed Collective Training
Collective training of multiple deep networks eventu-
ally requires distributing the computation across multiple
compute nodes, to speed up the training, or simply be-
cause a large enough collection of models cannot be pro-
cessed on a single machine. In distributed training it is
often the communication between the nodes that sets the
limitations. Either the models (data-parallelism) or their
parts (model-parallelism) need to be synchronized, which
increases the communication load as models become more
complex. To reduce the communication load, distributed
training schemes often aim to be asynchronous, which
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means that model parameters or their gradient updates de-
velop some degree of staleness. The more resilient an algo-
rithm is to staleness, the less communication between nodes
is necessary, which – in turn – improves scalability.
Online distillation [2] is a data parallelism paradigm that
relies on the observation that stale labels are less harmful
than stale gradient updates. By design, predictions are ex-
pected to converge as the training progresses; models that
do not converge with respect to their predictions are not use-
ful. Therefore, as the training progresses, the differences in
the predictions produced by fresh and stale models will dif-
fer less and less. However, the latter is not necessarily true
for weights, and even less so for gradients.
Our implementation of distributed training described in
Sec. 3.2 follows the same principle. Each module is training
on a separate machine (“trainer”), as illustrated in Fig. 3.
The consistency loss depends on the outputs of all co-
training tasks, which means that its computation requires
evaluating a forward pass through all of them. Each trainer
evaluates the forward pass of its own module and, to eval-
uate the forward passes of the other modules, it queries
servers that host stale copies of the peer modules. At each
training step, the trainer then pushes gradients to its own
module and updates its weights. Furthermore, we define an
update frequency to refresh the forward-pass servers with
an updated copy of the respective module (copied from their
trainers). We refer to the time interval between updates as
“staleness”, which can be measured in wall time or in train-
ing steps.
We refer to forward-pass servers – as opposed to infer-
ence servers – to emphasize that a server performs a for-
ward pass in training mode rather than in inference mode.
Many models rely on different settings for the forward pass
in training and during inference; e.g. models that use batch-
normalization or dropout. Our experiments show that per-
forming a forward pass in training mode can be crucial for
successful co-training.
Another advantage of our distributed method is that each
module can train with its own hyperparameters, including
optimizer, regularizers, and learning rate schedules. Typ-
ically per-task modules are published together with these
hyper-parameters, and our method allows using them as
necessary for each respective model. Finally, since the mod-
ules communicate through predictions, and predictions are
typically much more lightweight than network weights, the
communication overhead is significantly lower compared to
other distributed training techniques.
4. Experiments
In the following sections we report results of experi-
ments on using consistency losses, for the distributed co-
training of multiple models, reducing labels for supervi-
sion, domain adaptation, for exploring consistency losses
for semantic segmentation, and object detection in point
clouds. For all experiments we use existing model architec-
tures along with the datasets, hyperparameters, and training
specifications as detailed for each respective method. The
specific consistency constraints used in each experiment are
explained at high level, whereas detailed expressions are
provided in the Appendix. The experiments in Sections 4.1,
4.2, and 4.5 were run distributed, as described in Sec. 3.3,
whereas the rest of the experiments were run on a single
machine, as shown in Fig. 1.
4.1. Distributed Collective Training of 3 Tasks
For this experiment we show results for the distributed
collective training of three tasks. The first task is seman-
tic segmentation based on NAS-FPN [30]. The other two
tasks are depth prediction and motion estimation (camera
and objects), for which we rely on existing models [34].
Segmentation masks were used to regularize the 3D motion
fields [34]. This allows the 3D translation fields to deviate
from their background value (due to camera motion) only at
pixels that belong to possibly-moving objects (e.g. vehicles,
pedestrians). Therefore, semantic segmentation informs 3D
motion prediction, which has been shown to improve depth
prediction [9, 32]. Conversely, given a depth map and a 3D
motion field, optical flow fields can be derived and then used
to assert the consistency of segmentation masks in pairs of
adjacent frames. The flow fields can then be used to inform
training of a semantic segmentation module. The formal
definition of these consistency losses is given in the Ap-
pendix.
Semantic segmentation was trained on COCO [51] 2017
as its dedicated dataset and Cityscapes [14] was used as
the unlabeled mediator dataset – no Cityscapes labels were
used. Each of the three models was trained on a separate
machine, as outlined in Sec. 3.3 and Fig. 3. The batch size,
the optimizer, the learning rate, and other hyperparameters
varied across the tasks and based on the respective pub-
lished values for each model. During training each of the
three models queries its peers via RPC to obtain their pre-
dictions, which were up to one minute stale.
The effect of collective training on the performance of
the participating models is shown in Tab. 1. Experiments
A and B are the baselines, where the depth and motion
models were trained jointly, but separately from segmen-
tation. Experiment E shows the improvement in perfor-
mance when all three tasks train jointly with consistency
constraints. Rows C and D are ablations that demonstrate
the changes in performance when consistency constraints
are turned on progressively. In C the depth and motion mod-
els are peer-supervised by the segmentation model from ex-
periment B. C achieves the same depth error as a similar
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Figure 3. Illustration of our distributed setup for collective training. Each task-module is training on its own machine (its “trainer”, only
Trainer 1 is shown in the figure). In order to compute the consistency loss, Trainer 1 reaches out to a server that hosts a stale copy of Task
2’s model and performs the forward pass (and vice versa). Each trainer pushes gradient updates to its respective model, and every so often,
the stale copies on both forward-pass servers are refreshes with fresh copies form the respective trainer.
Depth Error Segmentation
Configuration (Abs. Rel.) MIOU
A. Depth & motion only 0.165 -
B. Segmentation only - 0.455
C. Frozen segmentation model B
with depth & motion 0.129 -
D. Frozen depth & motion model C
& segmentation - 0.471
E. Depth, motion and segmentation
training jointly 0.125 0.478
Table 1. Results of the distributed collective training of three
models: Depth prediction, 3D motion prediction, and seman-
tic segmentation. COCO was the dedicated dataset for seman-
tic segmentation, and Cityscapes served as an unlabeled mediator
dataset. Both depth prediction and segmentation were evaluated
on Cityscapes, with segmentation evaluated only for predictions
associated with pedestrians and vehicles (details of the evaluation
protocol are given in the Appendix).
configuration trained on a single machine [34], where seg-
mentation masks were precomputed. In experiment D, seg-
mentation was peer-supervised by the improved depth and
motion model from experiment C, but the latter two models
remained frozen. The progression in quality demonstrates
the effect of peer-supervision on all tasks.
4.2. Improving 3D Detection in Point Clouds
through Collective Training
In this section, we study object detection from 3D point
clouds, a difficult task which also is crucial in many prac-
tical applications such as for autonomous vehicles. We
show that if we simultaneously train an object flow net-
work, which predicts motion of objects through time, we
can apply a motion-consistency loss to significantly boost
the single-frame 3D object detector performance. We illus-
trate our setup in Fig. 4 (a).
Our backbone architecture is based on a PointPillar de-
tector [50]. Given a sequence of input point clouds, we
quantize the points for each frame into a grid in the x-
y plane and then use our single-frame detection model
(M1) to produce a confidence value at each grid point for
the presence of an object box as well as residual values
(x, y, z, w, `, h, θ) to refine the final box coordinates.
We can also use the same backbone to predict box flow.
Namely, through an equivalent backbone we predict a three-
channel map (dx, dy, dθ) of the same resolution of the de-
tector predictions, corresponding to the flow of the boxes
in a current frame to any of the previous frames in the
sequence (M2). The flow is only supervised at locations
within the grid associated with positive object detections.
This flow induces two natural consistency constraints with
respect to the detection:
1. Lclass: The class confidences at two points (x, y, z) 7→
(x + flowx, y + flowy, θ + flowθ) connected by the
predicted flow vector should have the same class con-
fidence.
2. Lresidual: The predicted flow can be used to calculate
consistent residual values for (x, y, θ) at two points
connected by the predicted flow. The residual values
for z, w, `, and h should also remain constant between
two detections connected by flow (for short time spans
we assume near-constant elevation).
Overall, our motion-consistency loss becomes Lcon =
Lclass + Lresidual as shown in Figure 4 (a). For more details
on the exact architecture and mathematical formulae for our
consistency loss, please refer to the Appendix
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Figure 4. (a): Detection and flow estimation co-training: we use parts of Waymo OpenDataset to supervise the training of a single-frame
detector (M1) and multi-frame flow estimator (M2) and apply a motion consistency loss on a set of unlabeled data. (b): Depth and
normal co-training for domain adaptation: we use SceneNet data to supervise the training of separate models for depth and surface normal
prediction and apply a consistency loss to jointly train both models for images from ScanNet, where we do not use any ground truth labels.
Method Labels 3D mAP/mAPH (%) BEV mAP/mAPH (%)
No Consistency 5% 17.6/9.6 44.3/24.3
Adding Lcon 5% 23.5/12.0 51.1/26.5
No Consistency 20% 30.8/16.4 63.0/34.1
Adding Lcon 20% 31.6/19.1 65.7/39.2
No Consistency 100% 53.0/47.6 75.0/66.8
Adding Lcon 100% 54.2/49.6 75.0/68.5
Table 2. 2D (BEV) and 3D detection metrics given various degrees
of dataset labels provided for training. We can see consistent im-
provements when applying our motion-based consistency loss.
We perform all experiments on the vehicle class of
the Waymo Open Dataset [72] which provides complete
tightly-fitting 3D bounding box annotations along with
tracks for each vehicle, and use a sequence length of three
point clouds (∆ = 0.5s). Our main results are shown in
Table 2. We present three sets of experiments, in which we
stripped the dataset of its labels to various degrees. Our
metrics are based on the standard mean average precision
(mAP) metrics for 2D/3D detection. We also use the mAPH
metric introduced in [72], which takes into account object
heading. mAPH is calculated similarly to mAP, but all true
positives are scaled by errθ/pi, with errθ being the absolute
angle error of the prediction in radians.
We thus have demonstrated that the motion-consistency
loss improves detector performance in all three settings,
with more significant improvements when labels are scarce.
It is furthermore quite natural that the consistency loss has
a significant beneficial effect on mAPH, as it enforces rota-
tional consistency along each object track.
4.3. Consistency as an Alternative to Direct Super-
vision
Here we explore the capability of consistency constraints
to compensate for missing labels. Specifically, we com-
pare direct supervision through labels to peer-supervision
Fraction of MIOU
Labels No CC With CC
0.2% 43.2% 46.1%
0.5% 47.0% 49.4%
2% 49.1% 51.1%
4% 51.1% 51.1%
Table 3. Mean intersection over union (MIOU) of semantic seg-
mentation models trained on ScanNet with partial supervision
(i. e. with all but a small fraction of images stripped of their labels).
The effect of joint training with depth and egomotion estimation
and geometric consistency constraints (CC) as an additional super-
vision signal is shown in the rightmost column. No improvement
in the MIOU was observed above a labeling fraction of 4%, due to
the strong correlations between the ScanNet images.
through geometric consistency. We used the ScanNet
dataset [15], which has annotations for semantic segmenta-
tion of 2.5M images captured in sequences in 1513 indoor
scenes. We jointly trained semantic segmentation, depth es-
timation, and egomotion estimation.
The depth and egomotion estimation networks were
trained unsupervised [86]. As described in Sec. 4.1, the con-
sistency constraint for segmentation was imposed on pairs
of adjacent frames; the motion-warped masks predicted for
frame 1 have to correspond with the masks predicted for
frame 2, and vice versa. The warping was calculated from
the depth and egomotion prediction.
To test the ability of consistency constraints to compen-
sate for missing labels, we only use a small fraction of la-
beled images from ScanNet and removed the labels from all
others. A semantic segmentation network [30] was trained
on the partially-labeled training set, with and without con-
sistency constraints. The results of this experiment are sum-
marized in Table 4.3: we observe that peer supervision
through consistency constraints can mimic an increase in
the number of labels by up to a factor of 4.
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4.4. Collective Training with Domain Disparity
Since training in our framework involves multiple
datasets, it is interesting to explore what happens when
there is a large domain disparity between them. To this end,
we selected the extreme case of domain disparity between
the dedicated datasets and the mediator dataset. As tasks
for this experiment we selected depth estimation and sur-
face normal prediction. We use SceneNet [56] (simulated
data) as the dedicated dataset, and ScanNet [15] (real data)
as the unlabeled mediator dataset. We use SceneNet to train
depth and normal estimation models and evaluate them on
the ScanNet data as our baseline. The strong domain dispar-
ity is evident from the fact that a model trained on simulated
data performs poorly on the real dataset. We then train the
models with consistency loss on ScanNet, and observe that
it improves the performance on both tasks.
For the baseline both models are trained separately to
predict depth and surface normals, with a mean squared er-
ror loss for the depth model and a cosine loss for the surface
normal model. The trained models are then used to predict
surface normals for samples from ScanNet. For co-training
we use our depth network to predict depth and analytically
compute the surface normals based on the derivatives of the
generated depth map [45]. The consistency loss can then be
computed as cosine similarity of the computed surface nor-
mals and those predicted by the normal prediction network
(an explicit expression is given in the Appendix). Accuracy
is measured by using the ground truth data of ScanNet for
depth and surface normals generated by the method of [37].
Figure 4 (b) shows the training setup for both networks
trained with consistency loss. Table 4.4 shows the results
for surface normal prediction and depth estimation of data
from ScanNet with models trained on SceneNet with and
without consistency loss.
Normals Depth
Accuracy (in %) Error (in %)
Method < 11.25◦ < 22.50◦ < 30.00◦ Abs. Rel
SceneNet→ ScanNet 9.2 30.8 46.3 28.2
SceneNet→ ScanNet
(with Consistency) 13.6 34.9 46.7 24.9
Table 4. Surface normal prediction transfer from SceneNet (simu-
lated) to ScanNet (real).
4.5. Tolerance to Staleness
As discussed in Sec. 3.3, in our setup individual mod-
ules communicate with each other through their predic-
tions. This is motivated by the increased resilience to stal-
eness that predictions exhibit compared to weights and gra-
dients [2]. To study the amount of staleness our setup can
afford, we train depth and egomotion [9] on KITTI, each on
a separate machine. This experiment is particularly chal-
lenging because it is fully unsupervised: each of the two
modules is only supervised by the predictions produced by
Figure 5. Depth prediction error as function of time for different
values of staleness for distributed collective training on depth and
egomotion on KITTI. Staleness of 20 minutes means that the depth
trainer receives egomotion labels from an egomotion model that
refreshes every 20 minutes, and vice versa. The depth trainer per-
forms about 100 training steps per minute, so 20 minutes trans-
lates to 2000 steps. A value of 0 staleness denotes a configuration
where all networks were placed on the same machine and trained
synchronously. The graphs in the inset show the long-time pro-
gression of training. All experiments achieve the same absolute
relative depth prediction error of about 0.143 (which on is par with
the state-of-the-art [9] for models that disregard object motion), at
about the same time, irrespectively of the staleness.
its peer. Since both modules are randomly initialized each
model initially receives a random and stale peer-supervision
signal.
In Fig. 5 we show the results of this experiment, which
is the depth prediction error as function of time for various
values of staleness. While greater staleness values initially
hinder the training, all experiments converge to approxi-
mately the same result, and approximately at the same time.
Staleness of up to 20 minutes – or 2000 training steps – is
shown to have no adverse effect on the convergence time or
the test metric.
The negative effects of staleness on convergence time
and on result metrics have been studied for various dis-
tributed training methods [16, 11, 10, 23]. While the toler-
ance to staleness varies widely, due to the diversity of meth-
ods, most studies only report the sensitivity of methods to
staleness of up to a few tens of steps. Unlike these find-
ings, our distributed training setup is much more robust and
thereby enables training with staleness of up to thousands
of steps.
In this experiment two modules were training jointly,
depth estimation and egomotion estimation. The modules
and losses are exactly the same one as in Sec. A.3, except
that this experiment did not include a segmentation model,
and hence no segmentation consistency losses: Lcon photo
was the only loss (see A.1.2, Eq. 5 for details).
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5. Discussion, Limitations, and Future Work
We have introduced a novel framework for the collec-
tive training of multiple models of different computer vision
tasks. Our main contribution is that our framework enables
a modular design for training neural networks by separating
tasks into modules that can be combined and trained collec-
tively. Furthermore, we employ consistency losses so as to
exploit the structure between tasks. By jointly training mul-
tiple tasks, we have shown that consistency losses help to
improve the performance of existing neural network archi-
tectures. Unlike model- or data-parallelism, our approach
allows us to split the training at tasks level, which directly
enables the training of large model collections at scale and
in a distributed manner.
While our framework offers many advantages, our cur-
rent setup also has a number of limitations. Our frame-
work prioritizes minimum engineering effort and maximum
scalability in combining tasks. This general setup may
not always generate the best possible performance or the
lowest possible compute cost, on any given combination
of tasks; a specialized solution with a well-tuned set of
hyperparameters may arguably yield higher performance.
However, highly specialized solutions are more likely to in-
cur greater engineering costs in designing and maintaining
them, thereby slowing down research and development.
While we have not exhaustively explored all facets of
our framework, it appears to offer advantages for multi-task
training. For one, it allows us to develop more complex
architectures that are better suited for individual tasks. Sec-
ond, a modular design for neural networks allows us to dis-
entangle the intricacies of training multi-tasks models, such
as finding joint hyperparameters or datasets. Finally, indi-
vidual models can be trained jointly on different compute
units, which enables training large collections of models si-
multaneously. As our framework is not limited to computer
vision tasks, we see many possibilities for collective train-
ing, e.g. as found for tasks in visual question answering,
natural language processing, or audio and video synchro-
nization, which we would like to address as future work.
Another avenue for future work is to further explore the
collective training of tasks and model combinations. For
example, imposing consistency constraints between point
clouds and perspective views (images) seems like a promis-
ing direction for future research.
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A. Appendix
In the main paper, we strived to demonstrate the gen-
erality of our method by applying it on a wide variety of
combinations of tasks. This left limited space for details
pertaining to each of the combinations, and specifically, the
explicit form of the consistency loss for each combination
could not be included. Here we provide explicit expressions
for the consistency constraints used in each experiment in
Sec. 4 of the paper, as well as certain implementation de-
tails. To enable modularity, we aim to formulate the consis-
tency constraint so that it only depends on the outputs of the
constituent tasks, and is agnostic to their implementations.
A.1. Depth, Motion and Semantic Segmentation
A.1.1 Modules and Interfaces
The interfaces of the three modules, depth, motion and se-
mantic segmentation, are defined below:
Motion Prediction Network: Given two consecutive
RGB frames, I1(i, j) and I2(i, j), of width w (0 ≤ j < w)
and height h (0 ≤ i < h), the motion prediction network
predicts the following quantities:
• δt1→2(i, j): For every pixel (i, j), δt1→2(i, j) esti-
mates the movement of the point visible at the pixel
(i, j) of frame 1, relative to the scene, which occurred
between frame 1 and frame 2.
• T1→2: The translation vector of the camera between
frame 2 and frame 1.
• R1→2: The rotation matrix of the camera between
frame 2 and frame 1.
Similarly, the network predicts δt2→1(i, j), T2→1, and
R2→1, which are defined as above, with (1) and (2)
swapped.
Depth Prediction Network: Given an RGB frame, I(i, j),
the depth prediction network predicts a depth map, z(i, j),
for every pixel (i, j).
Semantic Segmentation Network: Given an RGB frame,
I(i, j), the semantic segmentation network predicts a logit
map lc(i, j) for each class c. For each pixel (i, j), the class
is given by c(i, j) = argmaxc lc(i, j).
A.1.2 Consistency Loss
To construct the loss, we start with defining m(i, j) to be
the movable mask:
m(i, j) =
{
1 c(i, j) ∈M
0 otherwise
(2)
M is the collection of all classes that represent movable
objects. These are detailed in Sec. A.1.3. For each pixel
(i, j), m(i, j) equals 1 if the pixel belongs to one of the
movable object classes, and 0 otherwise.
Given two adjacent video frames, 1 and 2, a depth map of
frame 1 z1(i, j), the camera matrix K, and a pixel position
in homogeneous coordinates
p(i, j) =
ji
1
 , (3)
one can write the shift in p resulting from the rotation and a
translation that occurred between the two frames as:
z′1(i, j)p
′
1(i, j) = KR1→2K
−1z1(i, j)p1(i, j)
+K(m1(i, j)t1→2(i, j) + T1→2),
(4)
where p′1 and z
′
1 are respectively the new homogeneous co-
ordinates of the pixel and the new depth, projected onto
frame 2. The movable mask m1(i, j) (of frame 1) restricts
motion of objects relative to the scene to occur only at pixels
that belong to movable objects.
The first type of the consistency constraint utilized in
this experiment is photometric consistency across adjacent
frames. To formulate this constraint, we sample I2(i, j)
at the pixel positions p′1(i, j), and using bilinear interpola-
tion, we obtain I ′1(i, j), frame 2’s RGB image warped onto
frame 1. The photometric loss can then be written generally
as
Lcon photo =
∑
i,j
Lph (I ′1(i, j), I1(i, j))
+
∑
i,j
Lph (I ′2(i, j), I2(i, j)) ,
(5)
where I ′2 is defined analogously to I
′
1, just with 1 and 2
swapped everywhere. Lph stands for a pixelwise photomet-
ric loss, such as an L1 penalty on the difference in RGB
space and structural similarity (SSIM), each weighed by a
coefficient. In addition, both SSIM and the difference in
RGB space can have different per-pixel weights, for exam-
ple, to mask out pixels that become occluded or flow out of
the frame. In our experiments we used the same photomet-
ric loss as described in [34].
The second type of the consistency constraint utilized in
this experiment is segmentation logits consistency across
adjacent frames. To formulate this constraint, we sample
lc2(i, j) at the pixel positions p′1(i, j), and using bilinear
interpolation, we obtain l′c1(i, j). The segmentation consis-
tency loss can then be written generally as
Lcon seg =
∑
i,j,c
L2 (l′c1(i, j), lc1(i, j))
+
∑
i,j,c
L2 (l′c2(i, j), lc2(i, j)) ,
(6)
where l′c2 is defined analogously to l
′
c1, just with 1 and 2
swapped everywhere. L2 stands for a L2 loss squared.
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Label ID
Class Ours COCO 2017 Cityscapes
person/rider 1 1 24/25
bicycle 2 2 33
car 3 3 26
motorcycle 4 4 32
traffic lights 5 10 19
bus 6 6 28
truck 7 8 27
others 8 any other label any other label
Table 5. Mapping between Cityscapes label IDs, COCO labels
IDs, and the label IDs we defined for this experiment.
A.1.3 Movable Objects Classes and Segmentation
Evaluation Protocol
In our experiment COCO served as the dedicated dataset
for segmentation, and Cityscapes served as the unlabeled
mediator dataset. Since the two datasets have different sets
of labels, we had to create a mapping between the two. The
mapping is shown in Table 5.
Only labels that represent movable objects are of interest
for our experiment. We therefore restricted our label set
to 7 classes, that are in the intersection of Cityscapes and
COCO and represent movable objects. All other labels were
mapped to label ID 8. When evaluating the segmentation on
Cityscapes, we mapped the Cityscapes groundtruth labels
and the COCO-trained model predictions to these 8 labels.
A.2. Improving 3D Detection in Point Clouds
through Collective Training
In this section, we formulate the motion-consistency loss
in more detail, applied on two models: one predicting 3D
bounding boxes on a point cloud, and the other predicting
2D box flow on point cloud sequences. Our detection model
operates on the grid-voxelized input point cloud of shape
(nx, ny), where we choose nx = ny = 468 (the z dimen-
sion has been marginalized out as we are using a PointPil-
lar [50] model). The grid size in x− y corresponds to each
grid point being of extent (0.32m, 0.32m) in real space. For
each grid point, we predict:
1. (7na, nf ) residual values pinned to na fixed anchors.
The 7 values correspond to dx, dy, dz, dw, d`, dh, dθ
of the final predicted box. Ground truth boxes are au-
tomatically corresponded to anchors at training time.
nf is the number of frames (in the given temporal se-
quence) for which we predict boxes.
2. (na, nf ) class logit values denoting confidence that an
object of the specified type exists for that anchor box.
3. (3, nf − 1) values corresponding to the box flow
(flowx, f lowy, f lowθ) of a hypothetical box in the
current frame to any nf − 1 frames in the past.
We use a PointPillar-based [50] network as our 3D detector,
which allows us to work in a pseudo-2D top-down space
for all our experiments. At the shared feature layer preced-
ing the detector prediction head we attach a flow prediction
head that outputs 3(nf − 1) channels corresponding to flow
in each frame.
The flow is only supervised at locations within the grid
associated with positive object detections. We perform
all experiments on the vehicle class of the Waymo Open
Dataset [72] which provides complete tightly-fitting 3D
bounding box annotations along with tracks for each vehi-
cle. For all our reported experiments, nf = 3 and na = 2.
The two anchors are centered at the same spatial location
but are 90 degree rotated from each other. We also fol-
low the original PointPillar network settings in choosing all
class thresholds. Our baseline (100%) is trained in isola-
tion, whereas all partial label studies are performed in the
distributed framework.
This set of detection and flow predictions induces a nat-
ural consistency measure. Namely, given a predicted flow
that transforms an anchor point centered at (x, y) in the
current frame to the closest anchor point (x + flowx, y +
flowy, θ + flowθ) ≈ (x′, y′, θ′) in another frame, we con-
sider the following two loss functions (in the following, all
primed coordinates are coordinates after flow has been ap-
plied to the current frame):
1. Lcon class = (classlogit(x, y)− classlogit(x′, y′))2
2. Lcon residual =
∑
i∈(x,y,θ)(di
′−di+(flowi−(i′−i))2+∑
j∈(z,`,w,h)(dj
′ − dj)2
The class loss Lclass ensures that class logits along
predicted object tracks are equal, while the residual loss
Lresidual do the same for residual values along tracks. The
first term in the residual consistency takes into account the
predicted flow, which transforms (x, y, θ) to (x′, y′, θ′). Be-
cause the flow is continuous and not quantized like the voxel
grid, we can normalize out the quantization noise exactly by
adding a remainder term, (flowi− (i′− i)) for i ∈ (x, y, θ).
For the residual consistency, we further enforce that the
bounding box residuals for z, `, w, h do not change along
object tracks. This reflects our assumption that the dimen-
sions of the vehicle are preserved and there is no appreciable
elevation change over the span of a second.
A.3. Consistency as an Alternative to Direct Super-
vision
For this experiment, the interfaces of the three modules,
i. e. depth, motion and semantic segmentation, are identi-
cal to the ones described in Sec. A.1, except for the motion
prediction module. In this experiment object motion rela-
tive to the scene (δt1→2(i, j)) is not predicted, and assumed
to be zero. This is compatible with the dataset on which
13
the experiment was run (ScanNet), where all the scenes are
static.
The photometric consistency loss employed in this set of
experiments was identical to Lph referenced in Sec. A.1.
The segmentation consistency loss was similar to Eq. 6,
with the only difference that L2 was replaced Ls, defined
below:
Ls (l′c(i, j), lc(i, j)) =
|l′c(i, j)− lc(i, j)| · (α+ βδ(c, c(i, j)) + γE(I(i, j))) .
(7)
α, β, and γ are coefficients, δ(·, ·) is the Kronecker delta,
c(i, j) = argmaxc lc(i, j), and E is an edge detector: A
function that assigns larger values for pixels (i, j) that have
a stronger contrast to their neighborhood.
The three terms in the parentheses on the right hand side
of Eq. 7 provide different weighing for |l′c(i, j) − lc(i, j)|
the L1 consistency loss in logit space. The first term weighs
all pixels equally. The second term assigns nonzero weight
only to the dominant class of each pixel. The rationale is
that it is more important to assert consistency between the
class that are present at a given pixel than for classes that
are absent. The last term assigns more weights at edges,
the rationale being that segmentation mask edges tend to
co-occur with edges in RGB space, and thus asserting con-
sistency of segmentation masks is more important there. In
our experiments, we used α = 0.2, β = 0.4, and γ = 0.4.
The edge detector operator E was normalized such that the
maximum value it can produce is 1.0.
A.4. Collective Training with Domain Disparity
To compute a consistency loss for the collective training
of depth and normal prediction models we compute surface
normals from the predicted depth map, and penalize their
deviation from the predicted normal map. We first convert
the the depth map to a 3D point cloud, using the inverse of
the intrinsics matrix:
~rij ≡
xi,jyi,j
zi,j
 = zi,j ·
1/fx 0 −x0/fx0 1/fy −y0/fy
0 0 1
ji
1

(8)
where fx and fy denote the focal length, and x0 and y0
the principal point offset, i and j are the pixel coordinates
along the height and the width of the image respectively,
and zij is the depth map evaluated at the pixel coordinates
(i, j). ~rij is a point in 3D space, in the camera coordinates,
corresponding to pixel (i, j). We then compute the spatial
derivatives of the depth map:
(∂x,~r)i,j = ~ri,j+1 − ~ri,j−1
(∂y, ~r)i,j = ~ri+1,j − ~ri−1,j .
(9)
To exclude depth discontinuities, we invalidate pixels where
the spatial gradient of the depth relative to the depth itself is
greater than a certain threshold β. To this end, we define a
validity mask vi,j :
Vi,j = (Vx)i,j · (Vy)i,j , (10)
where
(Vx)i,j =
{
1 (∂x, z)i,j < zi,j · β
0 otherwise
(Vy)i,j =
{
1 (∂y, z)i,j < zi,j · β
0 otherwise
(11)
The validity mask Vi,j is used to zero out the spatial gra-
dients at depth discontinuities:
(∂x, ~r′)i,j = (∂x,~r)i,j · Vi,j
(∂y, ~r′)i,j = (∂y, ~r)i,j · Vi,j
(12)
We then compute the average spatial derivatives over a
window of size N ×N pixels around each pixel (i, j):
(∂x,~r)i,j =
1
N2
N∑
i′,j
(∂x, ~r′)i−N2 +i′,j−N2 +j′
(∂y, ~r)i,j =
1
N2
N∑
i′,j
(∂y, ~r′)i−N2 +i′,j−N2 +j′
(13)
Note that we normalize by N2, whereas the proper nor-
malization would be by
∑
i′,j′ Vi−N2 +i′,j−N2 +j′ . However
since the direction of the surface normal is insensitive to
the norms of (∂x,~r)i,j and (∂y, ~r)i,j , as opposed to their
directions, this is immaterial.
To obtain the surface normal, we calculate the cross
product of (∂x,~r)i,j and (∂y, ~r)i,j ,
( ~nd)i,j = (∂x,~r)i,j × (∂y, ~r)i,j (14)
and then normalize it, to obtain the normalized surface nor-
mal:
(nˆd)i,j = ( ~nd)i,j/ ‖( ~nd)i,j‖ (15)
The consistency is then computed as
Lcon normals = cosine distance(nˆd, nˆp), (16)
where nˆd is the computed surface normals from the inferred
depth as described in this section, and nˆp is the normal map
predicted from the normal prediction network.
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