The viscosity approximation methods are employed to establish strong convergence of the modified Mann iteration scheme to a common zero of a finite family of accretive operators on a strictly convex Banach space with uniformly Gâteaux differentiable norm. Our work improves and extends various results existing in the current literature.
Introduction
Let E be a Banach space with dual space of E * , and let C a nonempty closed convex subset E. Let N ≥ 1 be a positive integer, and let Λ {1, 2, . . . , N}. We denote by J the normalized duality map from E to 2 2 Fixed Point Theory and Applications J r : I rA −1 , which is called the resolvent of A. we also know that for an accretive operator A, N A Fix J r , where N A {x ∈ E : 0 ∈ Ax} and Fix J r {x ∈ E : J r x x}. An accretive operator A is said to be m-accretive, if R I tA E for all t > 0. If E is a Hilbert space, then accretive operator is monotone operator. There are many papers throughout literature dealing with the solution of 0 ∈ Ax x ∈ E by utilizing certain iterative sequence see 1-3, 8-10, 13, 16, 20 . In 2005, Kim and Xu 10 introduced the following Halpern type iterative sequence for m-accretive operator A: Let C be a nonempty closed convex subset of E. For any u, x 1 ∈ C, the sequence {x n } is generated by x n 1 α n u 1 − α n J r n x n , n ≥ 1, 1.3
where{α n } ⊂ 0, 1 and {r n } ⊂ ε, ∞ , for some ε > 0, satisfy the following conditions:
C3
∞ n 1 |α n 1 − α n | < ∞, and C4 ∞ n 1 |1 − r n 1 /r n | < ∞. They proved that the iterative sequence {x n } converges strongly to a zero of A.
Recently, Zegeye and Shahzad 20 proved a strong convergence theorem for a finite family of accretive operators by using the Halpern type iteration: Let C be a nonempty closed convex subset of E. For any u, x 1 ∈ C, the sequence {x n } is generated by More recently, Hu and Liu 8 proposed a generalized Halpern type iteration: Let C be a nonempty closed convex subset of E. For any u, x 1 ∈ C, the sequence {x n } is generated by x n 1 α n u β n x n γ n S r n x n , n ≥ 1, 1.5
where S r n :
and N i 0 a i 1. Assume {α n }, {β n }, {γ n } ⊂ 0, 1 , and {r n } ⊂ 0, ∞ satisfy the following conditions: C1 , C2 ,
r n r, for some r > 0, α n β n γ n 1.
1.6
They proved that the sequence {x n } converges strongly to a common zero of {A i : i ∈ Λ}.
In this paper, we introduce and study a new iterative sequence: Let C be a nonempty closed convex subset of E and f : C → C a k-contraction. For any x 1 ∈ C, the sequence {x n } is defined by i In contrast to the iterations 1.3 -1.5 , the convex composition of the iteration 1.7 deals with only x n instead of u and x n .
ii If we take α n ≡ 0, for all n ≥ 1, in 1.7 , then 1.7 reduces to Mann iteration. In 2000, Kamimura and Takahashi 9 proved that if E is a Hilbert space and {β n } and {r n } are chosen such that lim n → ∞ β n 0, ∞ n 1 β n ∞ and lim n → ∞ r n ∞, then the Mann iterative sequence,
converges weakly to a zero of A. However, the Mann iteration scheme has only weak convergence for nonexpansive mappings even in a Hilbert space see 4 .
Our main purpose is to prove strong convergence theorems for a finite family of accretive operators on a strictly convex Banach space with uniformly G ateaux differentiable norm by using viscosity approximation methods. Our theorems extend the comparable results in the following three aspects.
1 In contrast to weak convergence results on a Hilbert Space in 9 , strong convergence of the iterative sequence is obtained in the general setup of a Banach space.
2 The restrictions C3 , C3 * , and C4 on the results in 10, 20 are dropped.
3 A single mapping of the results in 3 is replaced by a finite family of mappings.
Preliminaries and Lemmas
A Banach space E is said to have G ateaux differentiable norm if the limit
exists for each x, y ∈ U, where U {x ∈ E : x 1}. The norm of E is uniformly G ateaux differentiable if for each y ∈ U, the limit is attained uniformly for x ∈ U. The norm of E is uniformly Fréchet differentiable E is also called uniformly smooth if the limit is attained uniformly for each x, y ∈ U. It is well known that if E is uniformly G ateaux differentiable norm, then the duality mapping J is single-valued and norm-to-weak * uniformly continuous on each bounded subset of E. A Banach space E is called strictly convex if for i ∈ Λ, a i ∈ 0, 1 , and 
We denote by N the set of all natural numbers, and let μ be a mean on N, that is, a continuous linear functional μ on l ∞ satisfying μ 1 μ 1 . We know that μ is a mean on N if and only if 
Let C ⊆ E be a closed convex and, let Q a mapping of E onto C. Then Q is said to be sunny 12, 13 if Q x t x − Qx Qx for all x ∈ E and t ≥ 0. A mapping Q of E onto C is said to be retraction if Q 2 Q; If a mapping Q is a retraction then Qx x for any x ∈ R Q , the range of Q. A subset C of E is said to be a sunny nonexpansive retraction of E if there exists a sunny nonexpansive retraction of E onto C, and it is said to be a nonexpansive retraction of E if there exists a nonexpansive retraction of E onto C. In a smooth Banach space E, it is known 5, Page 48 that Q : E → C is a sunny nonexpansive retraction if and only if the following condition holds:
Lemma 2.3 see 14 . Let {x n } and {y n } be bounded sequences in a Banach space E such that
where {β n } is a sequence in 0, 1 such that 0 < lim inf n → ∞ β n ≤ lim sup n → ∞ β n < 1. Assume
Then lim n → ∞ y n − x n 0.
Lemma 2.4. Let E be a real Banach space. Then for all x, y in E and j x y ∈ J x y , the following inequality holds
Lemma 2.5 18 . Let {a n } is a sequence of nonnegative real number such that a n 1 ≤ 1 − δ n a n δ n ξ n , ∀n ≥ 0, 2.7
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where {δ n } is a sequence in 0, 1 and {ξ n } is a sequence in R satisfying the following conditions:
Then lim n → ∞ a n 0. 
Main Results
For the sake of convenience, we list the assumptions to be used in this paper as follows.
i E is a strictly convex Banach space which has uniformly G ateaux differentiable norm, and C is a nonempty closed convex subset of E which has the fixed point property for nonexpansive mappings.
ii The real sequence {α n } satisfies the conditions: C1 . lim n → ∞ α n 0 and C2 .
We will employ the viscosity approximation methods 11, 19 to obtain a strong convergence theorem. The method of proof is closely related to 2, 3, 19 . 3.1 
Assume that F :
N i 1 N A i / ∅. Let f : C → C be a k-contraction with k ∈ 0, 1 . For t ∈ 0, 1 ,v − f v , J v − p ≤ 0, ∀p ∈ F. VI 6
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Proof. Put W t x : tf x 1 − t S r t x, for all x ∈ C and t ∈ 0, 1 . Then we have
3.2
and so W t is a contraction of C into itself. Hence, for each t ∈ 0, 1 , there exists a unique element x t ∈ C such that
Thus the net {x t } is well defined. Lemma 2.6 implies that F Fix S r t N i 1 N A i / ∅. Taking p ∈ F, we have for any t ∈ 0, 1
3.4
Consequently, we get
that is, the net {x t } is bounded, and so are {f x t } and {S r t x t }. Rewriting I to find
and hence for any p ∈ F, it yields that
3.7
Obviously, estimate I yields 
3.10
Combining 3.8 and the above inequality, we obtain
Assume t n → 0, as n → ∞. Set x n : x t n and define μ : C → R R is the set of all real numbers by
where LIM is a Banach limit on l ∞ . Let
It is easy to see that K is a nonempty closed convex and bounded subset of E and K is invariant under S r . Indeed, as n → ∞, we have for any q ∈ K,
and so S r q is an element of K. Since C has the fixed point property for nonexpansive mappings, S r has a fixed point v in K. Using Lemma 2.2, we have
3.16
Consequently, by 3.15 , we obtain
, that is,
and there exists a subsequence which is still denoted by {x n } such that x n → v.
On the other hand, let {x t j } of {x t } be such that x t j → v ∈ F. Now 3.7 implies
3.20
Interchange v and v to get
Addition of 3.20 and 3.21 yields
and so we have
Since k ∈ 0, 1 , it follows that v v. Consequently x t → v as t → 0. Likewise, using 3.7 , it implies for all p ∈ F
9
Letting t → 0 yields 
3.26
Assume that F :
For any x 1 ∈ C, the sequence {x n } is generated by 1.7 . Suppose further that sequences in the iterative sequence 1.7 satisfy the conditions:
Then the sequence {x n } converges strongly to v ∈ F, where v is the unique solution of a variational inequality V I .
Proof. Lemma 2.6 implies that F Fix S r n N i 1 N A i / ∅. Rewrite 1.7 as follows:
x n 1 β n x n 1 − β n S r n y n , 3.28 where y n α n f x n 1 − α n x n , ∀n ≥ 1.
3.29
Taking p ∈ F, we obtain
3.34
lim n → ∞ α n 0 and lim n → ∞ r n r imply lim sup n → ∞ S r n 1 y n 1 − S r n y n − x n 1 − x n ≤ 0. 
3.39
Hence, we have y n − S r y n ≤ y n − S r n y n S r n y n − S r y n −→ 0, n −→ ∞.
3.40
It follows from Theorem 3.1 that {x t } generated by x t tf x t 1 − t S r x t converges strongly to v ∈ F, as t → 0, where v is the unique solution of a variational inequality VI . Furthermore, x t − y n 1 − t S r x t − y n t f x t − y n .
3.41
In view of Lemma 2.4, we find 
