The study of movement data is an important task in a variety of domains such as transportation, biology, or finance. Often, the data objects are grouped (e.g. countries by continents). We distinguish three main categories of movement data analysis, based on the focus of the analysis: (a) movement characteristics of an individual in the context of its group, (b) the dynamics of a given group, and (c) the comparison of the behavior of multiple groups. Examination of group movement data can be effectively supported by data analysis and visualization. In this respect, approaches based on analysis of derived movement characteristics (called features in this article) can be useful. However, current approaches are limited as they do not cover a broad range of situations and typically require manual feature monitoring. We present an enhanced set of movement analysis features and add automatic analysis of the features for filtering the interesting parts in large movement data sets. Using this approach, users can easily detect new interesting characteristics such as outliers, trends, and task-dependent data patterns even in large sets of data points over long time horizons. We demonstrate the usefulness with two real-world data sets from the socioeconomic and the financial domains.
Introduction
Movement data are a complex data type consisting of both spatial (mostly two-dimensional (2D) position) and temporal (time moments) dimensions. The spatial position can be geo-located or abstract (i.e. spanned in 2D space of general data dimensions). Such data arise in many important application areas including biology, finance and economics, or transportation. Relevant examples include analysis of animal movements, stock market dynamics (in risk-return space), or correlations of socioeconomic indicators. Movement data often also includes grouping information (e.g. animal herds, country stock markets), which is constant over time. In these cases, it is required not only to examine the data objects individually but also to analyze them in the context of the group they belong to and to examine the relationship between the groups.
We identify the following three main analytical tasks:
T1: analysis of a point movement. This task includes the following two subtasks:
1 (a) Analysis of individual movements. This focuses on analysis of movements (e.g. speed, direction) for each object separately and on comparison of these movements for several objects. (b) Analysis of movements within a group. It involves the identification of common movements of objects within the group, the detection of movements that are different from other group members (e.g. faster or in a different direction than the rest of the group), and the analysis of the relative position of a point in a group (e.g. in the center or rather at the boundary). T2: analysis of group dynamics. It involves the analysis of general group movements (e.g. direction and speed), of changes in group size and shape, as well as of variations in group homogeneity. T3: analysis of multiple groups in relation to each other over time. It focuses on the analysis of relative positions and relative movements (e.g. do groups overlap, do groups come closer to each other).
As an example of these tasks, we present questions posed in the analysis of stock market developments.
T1. Analyze dynamic changes of individual stock prices with respect to the country dynamics. Does a stock behave similar to other stocks in the market? Is a stock rather an average (in the middle) or an outlier (at the border)? T2. Analyze individual country dynamics. What happens on the German market? T3. Compare several countries. How does the German stock market behave compared to other euro area countries?
Movement data in 2D space are usually visualized using maps (geo-located data) or scatterplots (abstract data) with the time dimension shown either using animation or using trajectories. In these plots, data grouping can be displayed by data abstractions such as hulls. Such visualization does not scale up for large numbers of objects, numbers of data groups, or long time horizons. In particular, the visualization of data dynamics in this approach may lead either to high cognitive user load (in case of animation) or to a strong overplotting (in case of using trajectories). In recent years, these scalability problems have been partially addressed by visual and analytical approaches including clustering, statistical analysis of the data distribution, or definition of specialized visual mappings (see section ''Related work''). However, these approaches mainly concentrate on analysis of static data or use manual monitoring of the data development over time.
In this article, we present an improved approach for the analysis of movement data with grouping information. We extend our previous work on monitoring a set of features for identification of interesting data views for detailed inspection. 1 The main idea was to extract a set of data features from the data supporting the previously mentioned analytic tasks and inspect this for the identification of interesting patterns in the data. The set of monitored features was, however, limited and therefore did not cover various analytical scenarios. Moreover, the monitoring of the extracted features was conducted manually. In case of long time series or many data items, the spotting of interesting features and time moments was difficult.
Therefore, we extend previous work in the following two ways:
We significantly expand a set of available base features for identification of interesting data views. Additional meaningful features that cover a wide variety of use cases and explicitly consider grouping structure are defined. We introduce an approach to automatically identify interesting patterns in a sequence (or time series) of movement features. This enables faster analysis of the monitored data also in case of long time horizons and many features to be analyzed.
We present two real-world use cases demonstrating the application potential of our approach.
The remainder of this article is structured as follows. After a survey of related work in section ''Related work,'' we introduce the concept of our approach in section ''Overview of our approach.'' In section ''Interactive visualization of grouped movement data,'' we describe the baseline visualization of dynamic and grouped data. Section ''Time-varying features for description of group movements'' provides details on the set of features used to analyze the raw data. In section ''Analysis of the extracted timedependent features,'' we describe means to further process the obtained series of features, including methods to reduce and search them. Section ''Application'' applies our approach on real-world data sets, showing its usefulness. The discussion of the limitations of our approach is presented in section ''Discussion.'' Section ''Conclusions and future work'' concludes and outlines future work in the area.
Related work
Our work focuses on visualization and analysis of grouped movement data. As a main area of study, these data are considered in the geographic context, where a large amount of work has been published (see Andrienko et al., 2 Andrienko and Andrienko, 3 Dodge et al., 4 and Spaccapietra et al.
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). The research in this area mainly concentrates on motion pattern extraction from databases, clustering of trajectories, and visual analysis of individual movements. [6] [7] [8] The visual analysis of group dynamics is less prominent.
When looking at group movement analysis, available taxonomies of group movements 9,10 describe movements of individuals within groups such as coherence, meeting, concentration, or trend setting. They, however, do not regard the relative movements among groups.
Visual analysis of individual movements in a group focuses also on the analysis of encounters between persons. In this respect, Andrienko et al. 11 and Bak et al. 12 proposed visual analysis systems for discovering encounters. These works, however, do not go beyond encounter analysis. A group context is prominent in the work of Andersson et al. 13 They introduced features for algorithmic discovery of leaders and followers in a group of individuals. Similarly, Laube et al. 9 presented feature-based trajectory analysis for analyzing group movements. These parameters are visually represented in a matrix-oriented view allowing to compare moving objects and to identify correlated or concurrent movement patterns. Moreover, Dodge et al.
14 applied timeseries analysis of movement parameter (feature) data to decompose trajectories into meaningful segments for pattern clustering and similarity computation. All these works do not cover the complexity of the tasks tackled in this article, as they mainly concentrate on movement of individuals within groups but not on group movements and relative dynamics among groups.
Movement data also prominently arise in the domain of time-dependent diagram data, in particular, time-dependent scatterplot data. The visualization of 2D time-varying points and groups is usually based on scatterplots. Individual points can be represented by specifically designed glyphs. Point groups can be represented by solid shapes such as hulls, 15, 16 by various geometric constructs such as isocontours, 17 or using distance fields. 18 The time dimension of the data is usually shown by animation, 19 trajectories, 20 or a combination of both. 21, 22 An empirical comparison of animation and trajectory techniques was presented in the study by Robertson et al., 23 concluding that for presentation, animation is more effective, and for detailed analysis, trajectories are more effective. For large data sets, however, these visualizations often suffer from occlusion effects (trajectories), limited human perception capacities (animation), and in case of groups, also from lack of notion of point distribution.
The visual analysis of point sets has been studied for the case of one-class point cloud data by Wilkinson et al. 24 They propose a set of features describing various measures of point clouds such as shape and point distribution. These measures are used for identification of interesting projections of multidimensional data. Tatu et al. 25 extended the approach of Wilkinson et al. and also use features to automatically determine relevant views on the data. The major drawback of these works is the constraint to static onegroup data.
Visual analysis of time-dependent movements of points in 2D space is mainly studied in the geographic context. It combines both visualization and data analysis (for an overview, see Andrienko et al. 2 ). The literature mainly concentrates on visual analysis of single-entity movements or spatial aggregation of movements for multiple entities. They mainly disregard multiple groups and their comparison.
Lately, several research works concentrated on the analysis of group changes over time. [26] [27] [28] This strain of research is related to ours but has a different focus. They examine group memberships and their changes over time using interactive visualization based on the Parallel Sets concept. 29, 30 Bremm et al. 26 use movement data as an example in their work, and all the above-mentioned works do not analyze movement data per se but analyze only group memberships. As an extension, Von Landesberger et al. 31 presented an approach for the analysis of group changes also in a geographic context. They focus on changes in group memberships, which are interactively related to geographic positions of group members in specific time moments. This work, however, does not focus directly on movements and changes in group movements.
In our previous work, we presented an approach for visual analysis of dynamics of multiple groups of entities. 1 It presented a combination of various visual data abstractions (hulls, point distributions) and feature extraction for identification of interesting views on the time-dependent data. However, this work does not regard the analysis of the time-dependent properties of the extracted features and relies solely on human judgment of extraordinary data movements. Moreover, the set of proposed features needs to be extended in order to capture further interesting data properties.
In this article, we use algorithmic analysis of the timedependent features of the single or grouped object movements, aiming to identify interesting data portions that can be suggested to the user for inspection. Our approach relies on various analysis functions defined on time-dependent data. Such analysis is a largely studied issue. There is a large body of work on time-series analysis. 32, 33 They concentrate on the study of similarities of time series, modeling of the development over time, identification of temporal trends, and predictions of future dynamics. Time-series analysis is also used in the visualization community, for example, identification of temporal patterns 34 or reduction of the data to interesting time intervals. 31, 35 These works concentrate mainly on one specific data-series feature of interest (e.g. peaks) or on changes in data categories.
In summary, the visualization techniques concentrate on displaying individual points without any statistical analysis of motion or point cloud properties. Statistical analysis techniques concentrate on the point distributions and shape of single groups mainly in a static case. Trajectory analysis in the dynamic case focuses mainly on individual movements or spatial data aggregations. Moreover, it relies on human-driven data monitoring using a limited set of features. The analysis of group movements over time focuses mainly on changes in group memberships, not on changes in relative group positions and group dynamics.
Overview of our approach
We next present an overview of our proposed approach. We want to support visual analysis of movement data, whereby we assume a set of trajectories as input, representing the movement of objects in a 2D data space. The data space can be either a physical space (such as a soccer field) or an abstract space (such as 2D financial data). The trajectories are organized in a grouping structure. The group memberships are predefined and assumed to be constant over time. Our approach to the visual analysis of these data is based on four main components: (a) visualization of the raw movement data, (b) visualization of the extracted movement features, (c) automatic detection of interesting movement features and interesting data periods, and (d) selection and inspection of the identified date intervals and objects. These components are combined in an interactive system that allows the user to change the exploration focus from raw data to features and to drill down to specific data and interval selections of interest. The individual components are presented in detail in the following.
1. Visualization of raw movement data. The input movement data are directly shown in a dynamic scatterplot display. The user can animate the display or select a time interval. Individual objects are displayed as points, which leave a trace of a userdefined length-showing their trajectory. Group structures are displayed by color and visual aggregation of member points-using enclosing hulls. For example, our approach can be used to identify interesting objects/groups or promising time periods, which are filtered or highlighted in both views. These analysis functions are especially useful for large and complex time-dependent data, focusing the scope of the analysis to a candidate interval and set of data items for manual inspection.
These components of our approach form an analytical cycle that can be repeated successively on demand by the user. Note that components 3 and 4 are the contribution of this article in extension to the previous work.
1 Next sections present these components and their application to real-world data sets.
Interactive visualization of grouped movement data
The visualization of dynamic objects within a group and whole groups follows the approach presented in the study by Von Landesberger et al.
Visualization of objects in groups
The position of objects in a group is displayed in a scatterplot, where group membership is mapped to the color. The time dimension of the objects is shown by animation or trajectories (see Figure 2 ).
Visualization of groups
Groups of objects in one time moment are presented using enclosing hulls of different shapes (rectangular, circular, convex, alpha, etc.). The distribution of objects within hulls can be optionally indicated by density plots within these hulls. As these displays can get overcrowded, visualization of the mass center of objects in a group is provided as well (see Figure 3 ).
For visualization of the group dynamics, the path of the data hulls is presented. Transparency is used for time moments in the past (see Figure 4 (a)). Alternatively, trajectories of the cloud midpoints (see Figure 4 (b)) show the movement of the groups.
Time-varying features for description of group movements
In this section, we describe the features used for algorithmic analysis of the time-varying scatter data. We propose new meaningful features and extend features presented in the previous works.
1,2,24,36,37 These simple but effective features allow for a better analysis of group movements. We describe all features used, where the new ones are depicted with ''(*).'' A large set of features is proposed to cover a wide variety of possible use cases and data characteristics. For a specific use case, a selected set of relevant features needs to be considered in combination to each other in order to enable a meaningful interpretation of the data. We show examples of the usability of feature analysis in the following. Further real-world examples are presented in section ''Application.' ' The extracted features are measured at each time moment thereby creating a time series. The features reflect either the current state or a state change of the data item.
For the calculation of the features, we assume data with equidistant time steps and constant number of objects in each group. We discuss these constraints in section ''Extensions and further considerations.'' We note at this point that the first assumption implies equivalence of velocity and distance (length of path) features. Therefore, we consider only distance in the following. For calculation of the distance, the Euclidean distance in 2D is applied. We concentrate on the following three analytical cases:
1. Analysis of an object movement both individually and relative to other members of the group. 2. Analysis of a group over time. 3. Analysis of multiple groups in relation to each other over time.
Extended features for object movements within a group
The proposed set of features for describing the object dynamics in groups is an extension of trajectory features for single entities described by Andrienko et al. 2, 36 The previously introduced features describe the movement of entities without taking into consideration their groupings. However, when analyzing movements of entities in a group, both the relative movement and position of an object in the group are of relevance as well. Therefore, we extend these features with new group-relevant features.
1. Movement. Movement features describe movements of entities (following Andrienko et al. 2, 36 ). Movement length. This describes the distance covered by an object. In time-dependent data, we consider the following.
-Last step length. This shows current movement speed of an object. -Total path length. This measures the sum of all movements. -Distance from start. This describes the distance between current position of an object and its position at the beginning. It shows whether the object moved far from the start or has stayed near. When analyzing this measure over time, we can also see stability of the object position. The combination of the length of the movement and distance to the start of the movement can reveal circular or oscillating movements. Direction. These measures contain current movement direction and total direction from start. The direction is measured as an angle to the x-axis.
-Current direction. This is the direction of the last movement of the object. It can reveal sudden turns or continuous movements in one direction. -Total direction. This is the direction between current and start position, which shows the general tendency of the movement. 2. (*) Position in group. These indicators show the relative position of an object in a group.
Distance to boundary. This shows whether the object's position is either more in the center or more at the border of the group. It is defined as the minimum distance to the convex hull.
Distance to midpoint. This shows whether the object is close to the center of gravity of the group (please note the difference to geometric center of group in case of inhomogeneous distribution of the entities in the group). 3. (*) Co-movement with group. This indicates whether the object moves in coherence with the majority of the group (approximated by the movement of the midpoint of the group).
Length. This shows whether the speed of the object is similar to the speed of the group (approximated by the speed of the midpoint).
Direction. This shows whether the direction of the object is similar to the movement direction of the group (approximated by the angle difference to the midpoint). 4. Outlying. This indicates outliers in the groups.
Outlier. This indicates whether the object is an outlier in the group or not. Note that although similar to the distance to boundary, objects on the boundary are not automatically outliers. The outlier definition used in this section follows Wilkinson et al. 24, 37 and is based on trimming of the minimum spanning tree between entities in the group.
An example for feature usefulness is shown in Figure 5 . The trajectory visualization ( Figure 5(a) ) shows only parallel lines indicating strong comovement of all group members in one direction. The distance from start indicates that all objects first move away from start and then come back, which explains the line movements and position of the objects in the left corner. A closer look at movement features ( Figure 5(b) ) reveals that there is one object (highlighted in blue), which behaves differently from the group. The movement length (step length, total length) shows that in first half it moves faster than the rest of the group. These standard features and the visualization, however, do not reveal how exactly the object behaves. Only the distance to boundary and distance to midpoint show that the object was first at the boundary and then moved more toward the middle, owing to the faster speed (longer step lengths) in the first half of the movement. Direction difference feature completes the understanding of the data. It shows that all objects moved in the same direction. This example confirms that only a large set of features interpreted together fully describe the movement.
Extended features for one dynamic group
The time-dependent features for one group measure various group aspects such as shape of the group, distribution of the objects in the group as well as group dynamics. The state features follow the measures proposed for single static point cloud of Wilkinson et al. 24, 37 We extend these features with further state and movement measures based on midpoint and principal component analysis (PCA). Moreover, we introduce measures for assessing the dynamics of a group, which were not regarded in Wilkinson et al.'s work on static data.
1. Group size. The group size features include area and diameter of the point cloud. They show compactness of the entities. Please note that the larger area does not automatically correlate with diameter as changes in the group shape influence both measures. Area is measured as the area of convex hull around the objects. (*) Diameter is defined as the maximum distance of objects in the group. 2. Object distribution. This measures the homogeneity of object positions in a group. For assessing object distribution, we use measures introduced by Wilkinson et al. 24, 37 Skewness. This measures the relative density of objects based on a ratio of quantiles of the edge lengths.
Sparsity. This indicates homogeneity of the object distribution.
Straite. This reflects ''coherence in a set of objects as the presence of relatively smooth paths in the minimum spanning tree.'' 24 3. Group shape. These measures try to describe the shape of the group objects. We use measures (convexity, skinniness, stringiness) from the study by Wilkinson et al. 24, 37 and extend them with a PCA-based measure of the shape.
Convexity. Based on the proportion of the area of the alpha hull to the convex hull measures the convexity. Numbers close to 1 indicate convex shapes. We choose the value of a according to the recommendations of the study by Wilkinson et al.
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Skinniness. This indicates circular, squared, or long rectangular shapes. Zero means circular shapes, and 1 means long rectangular shapes. (*) PCA relative eigenvalue. The relative proportion of first and second eigenvalues of point cloud PCA for assessing compactness of the group. A large number indicates long narrow shapes, and numbers close to 1 indicate the opposite. 4. Group alignment. Not only shape but also the alignment of the objects is measured. The alignment group of features is introduced here as a specific type of feature. We redefine the correlation measure introduced by Wilkinson et al. 37 for an assessment of group shapes from shape type into this type of feature as it is more suitable for this new alignment group of features. We extend this measure by the direction of the objects based on PCA major axis direction.
Object correlation. This is the strength of the linear relationship between x-and y-dimensions of the data. (*) Major PCA direction. This is the direction of the major eigenvector reflecting the angle of group expansion relative to x-axis.
5.
Outlying. This shows also a kind of compactness of the group. It measures the relative number of outlying objects in the group (based on definition by Wilkinson et al. 24, 37 ). 6. (*) Movement of the group. This indicates direction and speed of group movement approximated by midpoint dynamics. Current and total distance. This is the length of the current step of the midpoint and sum of all steps. Current and total direction. This is the direction of the current step of the midpoint and the direction between start and end time moments of the midpoint of the group. Figure 6 shows an example analysis of group movements using extended set of group features. Visualization of group tracks leads to strong overplotting; therefore, we analyze group features. They reveal the area of green group decreases. However, diameter does not decrease at the same speed as area. This indicates that the group is not concentrating homogeneously. Total midpoint distance, a new feature, shows that the orange group moves faster than the green group. The introduced PCA major direction indicates a strong change in the green group. This reveals a new insight that could not be captured by the available features (straite, skinniness). Looking at the data in more detail in Figure 6 (c), we see that this is because the green group was restructured-some points moved much faster than others and therefore group shape changed.
Features for comparing of multiple dynamic groups
When analyzing multiple groups, we can either analyze each group separately and then compare their statistics or look at measures for the intergroup relations. In our work, we adopt both approaches. In the first case, features mentioned above are used for each group. Features for the second case are presented below. They include measures for relative overlap of groups and their relative distance and position. The difference between overlap and distance depends on group size (small groups close to each other may not overlap). For these indicators, we may consider multiple groups together or each two pairs separately.
1. Overlap. This shows whether groups overlap. We measure both absolute and relative overlapping areas as the (relative) area of the group intersection to the united group area. Even when we compare the two groups, the relative containing area of the smaller group in the larger group is considered. Additionally, the number of groups that overlap is calculated. 2. (*) Distance. The distance between groups is measured as the distance between their midpoints. In case of more than two groups, average, minimum, and maximum of the distances are calculated. 3. (*) Relative position. This is measured by direction and distance between midpoints of groups. This is applicable only when comparing two groups. Some of the features mentioned above are relevant only to the comparison of two groups. When comparing a larger number of groups, pairwise comparison of the groups can be undertaken and thereby these features can also be used. Figure 7 illustrates the usage of the feature set for examination of movements of several groups. This indicates a strong overlap although the overlap features are not very high. This is caused by variability in object distributions within a group and different group sizes. Therefore, it is also important to analyze midpoint distances together with other overlap features. In Figure 7 (c), we see another example, where the midpoint distance is at its maximum. This reveals group positions with low overlap. One group (blue) moved away from other groups. This could not be seen in the trajectory view at all.
Extensions and further considerations
The calculation of the above-mentioned features was introduced with regard to the assumptions of equidistant time steps and a constant number of objects in the group. In case the data set contains unequally spaced time intervals, the movement length features need to be expanded with movement velocity features, as these are not equivalent any more. In particular, we propose to include immediate, maximum, and average velocity features. If the number of points changes during the time period, only group size and group object distribution features are possibly affected. For group size (area and diameter), it should be considered whether we want to compensate for such changes by normalizing by the number of points. This would lead to a kind of object density measure. If the analysis is focused on absolute region covered by the objects, this normalization is not needed. For group distribution features, the below-discussed normalization is sufficient.
In some cases, the above-presented features may need to be normalized. In general, the normalization can be done according to Wilkinson et al. 24 or min-max normalization of each feature for all entities over the whole time period can be used. However, the normalization is not very relevant in our use case, as we are not interested in absolute values of the features but in their dynamics and relative values for various entities.
Each of the proposed features has variable calculation complexity ranging from O(n) to O(n 3 ). In particular, the calculation of features based on convex hulls and area overlaps are computationally complex. On the contrary, distance and midpoint-based features have low complexity. As the overarching set of features is needed to cover a broad range of situations, for large data sets and long time periods, a pre-computation of the features can be advantageous. For moderate data set sizes, as used in the ''Application'' section, the computational time is in the order of seconds for all features and time steps. For improving the calculation time, the calculation can be parallelized for each feature and each time step.
The above-mentioned features were presented with respect to movement in 2D. Most of these features can be, however, extended to capture movements in threedimensional (3D) spaces or even in theory to higher dimensional spaces (mD). The object dynamics features can be directly extended to mD, if using Euclidean distance for their calculation. Solely, the directional feature needs to be split to capture the direction in each main axis direction. The features for one group and for multiple groups behave in analogy to object features with respect to multidimensional extensions, and the area needs to be replaced by volume. Although these extensions are theoretically possible, their use for interactive real-world applications has to be analyzed.
Analysis of the extracted time-dependent features
The time-varying features discussed in section ''Timevarying features for description of group movements'' represent the development of (a) individual points, (b) groups of points, and (c) intergroup over time. Monitoring these features reveals interesting views on the data. In previous work, 1 this inspection was undertaken by the user in a fully manual way. This is cumbersome in case of long time series and/or large number of analyzed entities and their features. In this work, we introduce automatic algorithmic analysis, which preprocesses the series for the more detailed human inspection, thereby facilitates easier data analysis.
In the following, we present the analytical functions provided to the user in order to support the monitoring of the time-varying data features. This set of analytical functions was chosen so that various data patterns can be discovered. It reveals common movements of the features or objects, trends in the data, interesting turns, high or low values of the features, and user-specified patterns in the data. Additionally, the user can specify and manage custom user-specified patterns.
Definitions
In this section, we use the following terminology. f k t i is the value of the feature f k in the time moment t i ; f k 2 F, where F is the set of all available features and t i 2 T is the time moment. T is the whole analyzed time period, T = ft 0 , . . . , t n g. In case the data are not equally spaced, the time difference between two successive time moments t i and t iÀ1 is denoted as dt i . The length of time between start t 0 and time moment t i is dt 
Search for predefined patterns
In the literature, a variety of meaningful characteristics in time series has been introduced (e.g. Hamilton 33 and Madsen 38 ). Our approach proposes to use a broad spectrum of these known techniques in order to identify interesting patterns in the data. The currently employed time-series analysis functions include the following.
Maximum and minimum. Identification of the extrema of the time series. These functions identify points of time with extremal dynamics in the data. For example, it can show high values of midpoint development signaling strong movements on the market. t max = argmax( f t i , t i 2 T ) and t min = argmin( f t i , t i 2 T ). The result is a time point t m and the feature value f t m . Moving averages. For highly volatile feature time series, simple or symmetric (weighted) moving averages are calculated in order to reveal the underlying data dynamics. These functions serve as a smoothing of the original time series. A symmetric moving average of size l = 2k + 1, where À 1:97 Á std t i . The parameter l (width of the moving average) is user defined. We use l = 5 as a reference for the user. The calculation results are two new time series (upper and lower Bollinger bands). General trend. We calculate overall trends in the data (linear, constant, polynomial, or exponential) over the whole time period using linear regression. The trend shows the overall tendency pursued by the feature values. For example, increasing linear trend in the total distance points out to constant speed of data dynamics. We use linear regression 40 for calculating the trends. The linear trend is given by f
trend of power r is given by f
r , and exponential trend is given by f
. The coefficients a, b, c, . . . are calculated using linear regression. The type of the trend is user specific. It can be, however, extended to automatic detection via thresholds on regression parameters such as p value, R 2 , and adjusted R À 1:97 Á sigma, where sigma is the standard deviation of the regressed trend. The value of 1:97 is derived from 95% regression interval, when normal error distribution is assumed. The result is a set of outlier time points with the corresponding outlier values. Local trend. Identification of temporal trends in the data (increasing, decreasing, or constant linear trends) over a short time period. The identification of local trends allows for spotting short-term increase/decrease periods in the data. The length of this temporal trend is data dependent; it is supposed to be at least three consecutive time moments (or two consecutive time intervals). Local increasing trend is defined as a set of consecutive time moments T LC = ft start , . . . , t end g, where the increase of feature value inc t i ¼ f t iÀf t iÀ1 f t iÀ1Ãd t i , d . 0, 8t i 2 T LC and t iÀ1 2 T LC . The decreasing trend supposes a decline in the feature value greater than the parameter d. Constant local trend assumes an absolute value of the relative change of the feature value below d. The parameter d steers the sensitivity of the trend calculation (having implication to the determined length of the trend period). The parameter is user defined. The result is a set of time intervals with the identified local trends.
Visualization of the results. The above-mentioned result values are highlighted or filtered in the timeseries display. The type of the visualization technique depends on the type of the calculated function (see Figure 8 ).
Calculated time points are shown using a round marker (e.g. maximum, outlier). Calculated time intervals are shown using thicker line segments (e.g. local trends). Calculated time series are shown in the view using the same color as the original time series (e.g. linear trend, moving average). In some cases, especially when analyzing multiple features for several objects, the display showing the original features together with the calculated functions can get overcrowded. In this case, only the interesting time points and intervals are shown.
Search for user-defined patterns
In addition to the predefined functions, it might be useful for the user to search for custom data-or taskdependent patterns. For example, she can look for a peak followed by a slow decrease. We support this analysis type by searching for user-defined pattern. It was inspired by the TimeSearcher2 application. 41 In our approach, the query pattern can be defined in two ways. First, subsequences of the displayed features can be marked and used as query input. Second, the user can draw the query pattern in a window (see Figure 9 (a)) being an extension to the TimeSearcher2 approach. Note that the query objects can be saved and reloaded for their re-usage. The algorithmic identification of user-defined pattern match in feature time series is currently performed using two alternative similarity measures. Note that other timeseries similarity measures can be included as well. In both cases, we use moving-window principle, where we try to match the pattern with each part of the feature time series starting from the first time moment and then moving by one time moment. First measure identifies a match based on the Pearson correlation coefficient between the pattern and the feature time series (it has to be higher than a user-defined threshold). Second measure uses the so-called SAX time-series descriptor for matching. 42 It relies on discretized time series, where values in certain time intervals are replaced by discrete (symbols) values. Then, the string values between the pattern and the time-series subsequence are matched. We assume that there is a certain similarity between the discretized symbols, which is encoded in a similarity matrix. Then, the match between the pattern and time series is based on the distance between their symbolic representations. The similarity matrix and size of discretization can be adjusted by the user.
Visualization of the found patterns. The retrieved patterns are highlighted in bold or filtered in the monitoring window (see Figure 9 ).
Application
In this section, we apply the introduced techniques for two use cases. The first use case focuses on the development of environmental-economic indicators of world countries. The second application demonstrates the analysis of the development of stock market indicators. We show how our visual analysis system supports visual analysis of group movements. As can be seen in the following examples, a case-specific combination of the given visualizations, features, and analysis algorithms can easily lead to interesting insights into the data.
Analysis of environmental-economic indicators of world countries
The first application exemplifies the analysis of environmental-economic indicators. The environmental policies of the countries use indicators of pollution (CO 2 ) and economic growth (gross domestic product (GDP)) in order to support their decisions. In our example, we use CO 2 per capita and GDP data for 138 world countries. We analyze the development of the relationship of the two indicators (see Figure 10(a) ). Relative movements of the two indicators to the left upper corner reflect the propensity of a country toward rich but environmentally friendly policy. We use annual data over 25 years from 1980 to 2005. The data stem from the Gapminder website. 21 To achieve comparability among the countries, the data were normalized according to the particular population. As a result, most of outstanding countries at the borders of the scatterplot have a small population and exhibit unstable positions. These patterns are not only easy to identify but often not significant for further analysis. To reduce complexity, countries were grouped according to continents (America: purple; Africa: green; Asia: yellow; Europe: blue; Oceania: red). To analyze the behavior of continents, we take a look into the group development (T2). In Figure 11 (a), the skewness, which is an indicator for the density of the groups (the continents), is displayed. We spot a strong decrease of the feature value for Europe in 2000. This could have two reasons: either there are outliers or there is a change in the inner structure of the group. Outliers could be indicated by a change of the orientation of the hull reflected in the PCA feature. However, this indicator stays stable.
Spotting changes within the group can be difficult because of its overcrowded center. In order to address this issue, intragroup features for Europe are calculated (T1). In Figure 11 (c), the feature describing the distance to the midpoint for every country in Europe is shown. We assume that there must be one or more countries with an increasing distance to the center in this selected period. For a better identification of the search results, the charts without a hit are hidden. We now compare the movements of the selected European countries. We see that before 2000, there was a strong co-movement of these countries toward the top meaning constant levels of CO 2 and increasing GDP. This trend can be explained by strong environmental policies of countries toward Kyoto protocol. In particular, Ireland's development is interesting as they keep this policy with a high pace also after 2000. This can be explained by the structure of Ireland's economy. At the end of 20th century, Ireland restructured its economy with strong focus on services sector and information technology (IT). These are ''green'' economy sectors with high GDP and low emissions. This trend continued also after IT bubble in 2000 (see Figure 12(b) ). However, starting in 2000, Finland exposes an increasing CO 2 output per person (see Figure 12(b) ). This is surprising, as Finland is well known for its environment friendliness.
In the third analytic task, we examine relative positions and movements of the groups (continents) (T3). We plotted all features comparing two groups for all possible continent combinations. The resulting view on the data is overplotted and quite confusing (see Figure  13 (a)). Searching for outliers and highlighting them do not increase interpretability significantly. Therefore, we hide all charts except the marked subsequences. As a result, we can clearly identify a time period from 1984 to 1988 with a superior number of outliers, which is a strong indicator for events affecting CO 2 output and GDP worldwide (see Figure 13(b) ).
Analysis of stock market movements
The second use case concentrates on the analysis of stock market movements. In order to support financial investment decisions, the analysis of risk-return indicators of financial assets (stocks) is of interest. The relationship between the two measures for individual assets is usually displayed in a scatterplot. The assets are often grouped according to their sectoral, country, or portfolio membership. In our example, we use country groupings. In such a grouping, the dynamics of the individual assets are compared in relation to the overall country development. In order to illustrate this task, a daily data set for 30 blue-chip German assets listed in the Deutsche Aktien Index (DAX; German We first analyze individual asset movements (T1). Owing to the high volatility of the market movements, the visualization of asset trajectories in the risk-return plot does not reveal any particular insights into the data (see Figure 14(a) ). We therefore analyze step length and distance to midpoint features for identification of interesting data patterns (see Figure 14(b) ). Note that the midpoints of the group are in this case an approximation of the so-called market portfolio (a portfolio built as a sum of assets on the market). Although several exceptional movements stand out, the plot is still very overcrowded. Algorithmic analysis of the movements (see Figure 15(b) ) reveals several stocks with interesting behaviors. The stocks with large movements during short periods include Schering and Altana. Schering's extraordinary movements are caused by its potential acquisition by Merck AG at the beginning of March 2006. 44 The volatilities in Altana AG were caused by speculations about extremely large dividend yield to be paid out after an outstanding result in the first quarter of 2006. 45, 46 The linear trend of the feature reveals that the distance to the midpoint of most assets stays constant; however, several assets move closer to the center (Infineon) or further from the center (ThyssenKrupp). These movements would not be recognized neither from direct point visualization nor from simple feature monitoring.
The direct visualization of the group developments (T2) over the whole time period is difficult to interpret (see Figure 16(a) ). Therefore, we calculate and visualize group features (area, diameter, and PCA relative length) for these data (see Figure 16(c) ). Owing to the very volatile dynamics of the features, it is difficult to recognize individual values. In order to see the underlying movements and extreme values, we calculate and examine the moving averages and the maximum values (see Figure 16(d) ). It shows three interesting time points (marked with red circles). The first time moment in March 2006, characterized by a very large diameter, large area, and relatively low PCA relative length, is Schering showing extraordinary movements because of its potential acquisition. This confirms the findings from the analysis of individual movements. The second date in May 2007 shows a high density of assets in a small area and an outlier that causes large area, diameter, and PCA relative length (see Figure  16(b) ). This outlier is Altana, which was also spotted in the analysis of individual stocks. The third example was selected because of the maximum area indicator. In this case, the high values of area and diameter features are connected with low levels of the relative PCA eigenvalues. This analysis revealed a date (16 August 2007) with strong movements on the whole market owing mainly to uncertainties during subprime mortgage crisis (see Figure 17 for illustration of the movement).
Discussion
In this article, we presented an approach that allows for the examination of group movements in structured data sets. It is based on movement feature extraction and analysis. The approach is flexible with respect to the set of features and analysis functions. It can thereby cover a wide variety of use cases. It has, however, several limitations.
Group density
Our approach analyzes group and intergroup movements with features such as size and group overlap. These features capture whole groups but do not consider the density distribution and overlap of individual points within groups. This can sometimes be important. For example, Figure 18 shows a case where all points are on one line, meaning that the group area and relative group overlap area is 0. Although the groups and points overlap in several time moments, our features do not capture this phenomenon currently. This is only visible in the animated display. Similarly, if two groups overlap, the features capture the overlapping area but not the difference in point density (see Figure 19) . In the future, we would like to extend our features for analyzing density of overlap as well as encounters among points.
Constant object grouping
The proposed approach focuses on the analysis of group movements with constant grouping. There are, however, many cases, when objects change groups during the analyzed time period. It would be good to extend the proposed features so that they incorporate group changes and combine our visualization with group change visualization such as the one proposed in the study by Bremm et al. 
Computational effort
Calculating all proposed features is computationally intensive. Based on their correlations, the feature set could be reduced. We have done a preliminary analysis of these correlations. It shows that they cannot be generalized but depend on the data set. For example, if the group shape does not change much, group area and group diameter correlate strongly. However, if the group shape changes, this may not be the case as the area may stay constant and diameter changes substantially. We will analyze these issues in the future in more detail.
Analysis and visualization of extracted features
We propose the analysis of the extracted features in order to ease the monitoring of the features with focus on the most important parts of the data set and interesting time periods. The results are presented in the line chart. As seen in Figure 15 (a), this may still lead to cluttered displays. Although main trends and outliers are clearly visible, it would be good to improve the visualization of the time series. For monitoring of many features at high resolution, pixel-based visualization could be an efficient alternative.
Conclusions and future work
In this article, we presented an extended visual analytics approach for the analysis of group movement data on various abstraction levels. It covers the examination of the dynamics of individual points in the context of the group, the development of the whole groups, and intergroup time-dependent variations. We have proposed an encompassing set of features that are used for monitoring of the data dynamics. This set consists of a broad variety of simple but effective features.
They allow for finding interesting patterns in the data in various use cases. Monitoring of these features is supported by algorithmic analysis that automatically identifies important time points for deeper inspection. In this way, interesting data developments can be clearly specified.
We have applied our system on two use cases from financial and socioeconomic domain. The analysis of risk-return data allows for revealing interesting market movements of both individual stocks and countries. The analysis of CO 2 versus GDP data shows the different developments in selected countries and continents. The methods can be used also in other application areas such as biology, geology, or meteorology.
In the future, we would like to extend our system with further guidance for system settings especially for nonexpert users. Also, extending our approach for prediction of future data movements is considered interesting.
