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RESUMO
Esta dissertac¸a˜o apresenta o estudo do modelo catal´ıtico monoˆmero-
monoˆmero, tambe´m conhecido como modelo AB, com a adic¸a˜o do
mecanismo de Eley-Rideal (ER) para a espe´cie A. Monoˆmeros ime-
diatamente apo´s adsorvidos podem reagir com um primeiro vizinho de
espe´cie diferente, formando o d´ımero AB. Ale´m disso, temos a possibi-
lidade de reac¸a˜o pelo mecanismo ER, onde uma part´ıcula A adsorvida
reage com um monoˆmero A em forma gasosa. Todas as reac¸o˜es sa˜o
instantaˆneas e ocorrem com probabilidade igual a um, o paraˆmetro de
controle e´ a probabilidade de que a pro´xima part´ıcula a ser adsorvida
seja do tipo A. Analisamos o modelo atrave´s de me´todos de campo
me´dio nas aproximac¸o˜es de s´ıtios e pares. Tambe´m estudamos o mo-
delo atrave´s de simulac¸o˜es com o me´todo de Monte Carlo, efetuando
ana´lise de escala de tamanho finito e um estudo da raza˜o dos mo-
mentos do paraˆmetro de ordem. Encontramos um diagrama de fases
com um estado absorvente onde a rede fica completamente coberta por
monoˆmeros do tipo B. Encontramos o ponto cr´ıtico da transic¸a˜o e
tambe´m a raza˜o entre os expoentes cr´ıticos esta´ticos β e ν⊥.
Palavras-chave: Cata´lise heterogeˆnea. Diagrama de fases. Teorias
efetivas de campo me´dio. Simulac¸o˜es de Monte Carlo. Expoentes
cr´ıticos.

ABSTRACT
We present here a study on the well known monomer-monomer lattice
model, sometimes called AB model, with the addition of an autoca-
talytic reaction for the A species through the Eley-Rideal mechanism.
Immediately after adsorption monomers can react with a first neigh-
bor of a different species, producing an AB dimer. In addition we
have the possibility of an A adsorbed monomer to react with another
non-adsorbed gaseous A monomer. All reactions occur instantly with
probability one. We have as the order parameter the probability that
the next particle arriving at the lattice belongs to the A species. We
used site and pair mean field approximations, Monte Carlo simulati-
ons, as well as finite size scaling and an analysis of the order parameter
moments ratios. We determined the phase diagram, which contains an
absorbing state where the lattice is fully occupied by B particles. We
also found the critical point to the absorbing state, and we determined
the static critical exponents ratio βν⊥ .
Keywords: Heterogeneous catalysis. Phase diagram. Effective mean
field theories. Monte Carlo simulations. Critical exponents.
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1 INTRODUC¸A˜O
Ja´ ha´ algum tempo vemos a Mecaˆnica Estat´ıstica aplicada nas
mais diversas a´reas do conhecimento, no estudo de epidemias, no de-
senvolvimento e interac¸a˜o entre espe´cies (ARASHIRO; TOME´, 2007), no
crescimento de tumores (PEDRO, 2012), em sistemas econoˆmicos (VOIT,
2001),em inceˆndios florestais (CLAR; DROSSEL; SCHWABL, 1995; AL-
BANO, 1995), no estudo da migrac¸a˜o de espe´cies (ALBANO, 1996), entre
va´rios outros assuntos. O modelo apresentado nesta dissertac¸a˜o entre-
tanto e´ um dos muitos modelo de cata´lise, modelos estes que vem sendo
estudados por f´ısicos ha´ de´cadas, e ainda assim continuam apresentando
caracter´ısticas novas e interessantes.
Esta dissertac¸a˜o trata exclusivamente de sistemas intrinseca-
mente fora do equil´ıbrio, que na˜o possuem hamiltonianas e cujas distri-
buic¸o˜es de probabilidades na˜o conhecemos a priori. Ao inve´s disso te-
mos taxas espec´ıficas de transic¸o˜es entre configurac¸o˜es do sistema. Sa˜o
modelos microsco´picos simples se comparados aos fenoˆmenos reais que
representam, mas poderosos o suficiente para emularem caracter´ısticas
macrosco´picas ajudando-nos a entender as origens destas. Apesar de
na˜o possu´ırem estados de equil´ıbrio, geralmente apresentam um ou
mais estados estaciona´rios, onde as caracter´ısticas macrosco´picas per-
manecem relativamente inalteradas, enquanto que microscopicamente
ha´ um fluxo constante de alguma grandeza e diversas configurac¸o˜es
sa˜o assumidas pelo sistema. O paraˆmetro de controle destes sistemas
e´ uma varia´vel sob nosso domı´nio, e variando-o podemos desestabi-
lizar um estado estaciona´rio e substitu´ı-lo por outro. Devido ao or-
denamento dessas instabilidades, e ao que conhecemos da Mecaˆnica
Estat´ıstica de equil´ıbrio, podemos falar de transic¸o˜es de fase. Aqui,
no entanto, as fases de um sistema sa˜o definidas atrave´s das relac¸o˜es
entre os paraˆmetros de controle e as propriedades macrosco´picas, como
temperatura e densidade por exemplo. Uma facilidade no estudo de
transic¸a˜o de fases no nosso contexto aparece porque, diferentemente de
sistemas em equil´ıbrio, elas podem ocorrer em modelos de apenas uma
dimensa˜o (MARRO; DICKMAN, 1999), requerem um volume menor de
ca´lculos e tempo de computac¸a˜o.
Com isso, elementos da Mecaˆnica Estat´ıstica de equil´ıbrio como
paraˆmetro de ordem, classe de universalidade e expoentes cr´ıticos po-
dem ser utilizados: sistemas diferentes podem possuir os mesmos ex-
poentes cr´ıticos regendo as propriedades de suas transic¸o˜es de fase, e
quando isso acontece dizemos que pertencem a` mesma classe de univer-
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salidade. Dentre as classes ja´ conhecidas, a mais robusta e´ de longe a da
percolac¸a˜o dirigida, ou DP na sigla em ingleˆs. Sa˜o va´rios os sistemas
que fazem parte dela. Ela, inclusive, possui uma se´rie de condic¸o˜es,
conhecidas como conjectura DP, que quando satisfeitas garantem que
um sistema esteja em sua classe de universalidade. A classe e´ ainda
mais robusta do que a conjectura DP, pois possui sistemas que na˜o
satisfazem todas as condic¸o˜es. Sa˜o elas (ANDRADE, 2010):
• existeˆncia de uma transic¸a˜o cont´ınua de fase ativa para um estado
absorvente u´nico;
• paraˆmetro de ordem escalar positivo;
• regras de interac¸a˜o de curto alcance;
• Na˜o existeˆncia de simetrias ou leis de conservac¸a˜o adicionais, nem
de impurezas aleato´rias.
Me´todos de campo me´dio sa˜o largamente utilizados para resol-
ver a equac¸a˜o mestra e as equac¸o˜es de ganho e perda, que sa˜o obti-
das atrave´s das probabilidades de transic¸a˜o de estados. Simulac¸o˜es de
Monte Carlo (emulac¸a˜o do sistema utilizando nu´meros pseudo aleato´rios
para determinar a ocorreˆncia ou na˜o de um evento frente a` probabili-
dade dele ocorrer) consistem na ferramenta mais confia´vel e u´til, for-
necendo diagramas de fase, expoentes cr´ıticos e percepc¸a˜o da evoluc¸a˜o
temporal do sistema (NEWMAN; BARKEMA, 1999; LANDAU; BINDER,
2000). Quanto a simulac¸o˜es, os sistemas na˜o satisfazem necessaria-
mente a condic¸a˜o de ergodicidade e na˜o satisfazem a de balanc¸o deta-
lhado (YEOMANS, 1991; MARRO; DICKMAN, 1999). Essas condic¸o˜es sa˜o
essenciais nas simulac¸o˜es de equil´ıbrio, pois garantem que o sistema
tenda a` sua distribuic¸a˜o de probabilidades de equil´ıbrio independen-
temente da dinaˆmica utilizada, desde que se espere tempo suficiente
(PANG, 2006; NEWMAN; BARKEMA, 1999). Portanto, fora do equil´ıbrio,
a escolha da dinaˆmica do algoritmo a ser utilizado na˜o e´ livre e estamos
restritos a` formulac¸a˜o inicial do problema, mesmo que a sua execuc¸a˜o
seja demorada, sob o grande risco de obtermos resultados diferentes
caso na˜o o fac¸amos. Outra caracter´ıstica marcante dos modelos apre-
sentados nas pa´ginas seguintes e´ a existeˆncia de um estado absorvente:
um estado do qual o sistema na˜o pode escapar. Uma vez atingido, o
sistema na˜o muda mais de configurac¸a˜o, fica inerte, e e´ dito ”aprisio-
nado”, na˜o evoluindo mais no tempo.
No pro´ximo cap´ıtulo apresentaremos alguns modelos que ilus-
tram os me´todos utilizados e auxiliam no entendimento do modelo por
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no´s estudado. Em seguida apresentamos nosso modelo, uma modi-
ficac¸a˜o do modelo monoˆmero-monoˆmero com a adic¸a˜o de uma reac¸a˜o
autocatal´ıtica via mecanismo de Eley-Rideal para a espe´cie A, no qual
uma monoˆmero do reservato´rio em estado gasoso reage com um monoˆmero
adsorvido na rede. Apresentamos tambe´m um estudo inicial baseado
em aproximac¸o˜es de campo me´dio. Resultados e me´todos de simulac¸o˜es
de Monte Carlo vem em seguida, com uma ana´lise de escala de tamanho
finito e um estudo dos momentos do paraˆmetro de ordem do modelo.
Conclu´ımos com considerac¸o˜es e perspectivas, incluindo o que ainda
resta saber sobre o sistema proposto.
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2 MODELOS DE PARTI´CULAS COM ESTADOS
ABSORVENTES
Neste cap´ıtulo apresentaremos dois modelos que guiaram nosso
estudo. O primeiro deles e´ o famoso modelo ZGB, o modelo de cata´lise
mais simples conhecido. O segundo e´ um modelo do tipo predador-presa
onde as presas se reproduzem independentemente e os predadores se
reproduzem a`s custas das presas. Nos baseamos neste u´ltimo ao definir
nosso modelo de estudo, procurando um modelo de cata´lise ana´logo
ao modelo de presa-predador. Ambos os modelos apresentam estados
absorventes e no caso de modelos de cata´lise chamamos os sistemas que
entram nestes estados de envenenados.
As transic¸o˜es de fase para estados absorventes continuam como
um campo de estudo interessante e cheio de possibilidades, pois apesar
dos avanc¸os, ainda na˜o sabemos todas as varia´veis que fazem um sis-
tema pertencer a uma classe de universalidade ou na˜o, e novas classes
continuam sendo encontradas.
2.1 O MODELO ZGB
Com o intuito de estudar melhor sistemas de dinaˆmicas irre-
vers´ıveis, Ziff, Gulari e Barshad introduziram um modelo de cata´lise
microsco´pico baseado na oxidac¸a˜o do mono´xido de carbono (CO) em
uma superf´ıcie catal´ıtica de platina (ZIFF; GULARI; BARSHAD, 1986).
Na e´poca este ja´ era um problema bastante estudado (MATSUSHIMA;
HASHIMOTO; TOPOSHIMA, 1979) devido a importaˆncia tecnolo´gica da
reac¸a˜o, visto que o dio´xido de carbono e´ menos ofensivo a` sau´de do que
o potencialmente letal CO.
O modo de abordar o problema ate´ enta˜o considerava apenas as
me´dias das concentrac¸o˜es das espe´cies adsorvidas no catalisador para
escrever equac¸o˜es diferenciais que descrevessem essas concentrac¸o˜es,
como o modelo de adsorc¸a˜o-desorc¸a˜o (BOUDART; DJEGA-MARIADASSOU,
1984). Como este me´todo apresenta falhas ao representar algumas ca-
racter´ısticas essenciais, o modelo ZGB foi pensado de forma a levar em
conta alguns dos principais fenoˆmenos ignorados, como flutuac¸o˜es nas
densidades, interac¸o˜es microsco´picas, e correlac¸o˜es espaciais. O modelo
ZGB e´ o mais conhecido modelo de cata´lise, e o interesse por ele fez com
que surgissem variac¸o˜es (MARRO; DICKMAN, 1999), como por exemplo
o modelo com desorc¸a˜o (TOME´; DICKMAN, 1993).
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A oxidac¸a˜o do mono´xido de carbono e´ um processo heterogeˆneo
(reagentes e catalisador em fases diferentes), cujas propriedades depen-
dem da superf´ıcie onde ela ocorre. Detalhes sobre o experimento, os
principais resultados, assim como comparac¸a˜o com simulac¸o˜es podem
ser encontrados no artigo de 1989 de Ehsasi e colaboradores (EHSASI et
al., 1989).
Vejamos as propriedades da cata´lise em platina nos estados es-
taciona´rios de fluxo constante. Tudo que se segue e´ va´lido para tempe-
raturas baixas o suficiente para que a desorc¸a˜o dos reagentes possa ser
desconsiderada, apesar de que na˜o consideraremos diretamente os efei-
tos de temperatura porque ela na˜o toma parte no modelo ZGB. Outros
efeitos como difusa˜o e interac¸a˜o entre part´ıculas adsorvidas tambe´m
na˜o sera˜o considerados.
A reac¸a˜o ocorre quase que exclusivamente via mecanismo de
Langmuir-Hinshelwood (L-H), o que significa dizer que todos os rea-
gentes envolvidos encontram-se adsorvidos no catalisador. Sa˜o 3 os
processos ba´sicos:
1. CO(g) + v  CO(a)
2. O2(g) + 2v  2O(a)
3. CO(a) +O(a) → CO2(g) ↑ +2v
O sub´ındice g indica que o componente encontra-se em fase ga-
sosa no reservato´rio, enquanto que o sub´ındice a representa o estado ad-
sorvido no catalisador. Os processos (1) e (2) representam o equil´ıbrio
de adsorc¸a˜o-desorc¸a˜o para CO e O2 respectivamente. O terceiro apre-
senta a formac¸a˜o de CO2 atrave´s do processo L-H e a sua desorc¸a˜o,
devido a baixa energia de ligac¸a˜o que o produto possui com a superf´ıcie.
A taxa de produc¸a˜o de CO2 nos estados estaciona´rios exibe um
comportamento interessante. Como exclu´ımos a temperatura, temos
como paraˆmetro de controle as presso˜es parciais de CO e O2 na caˆmara.
Mantendo a pressa˜o de O2 constante e aumentando gradualmente a de
CO, vemos um aumento linear na produc¸a˜o de CO2 a` medida em que
temos mais mole´culas de CO para a reac¸a˜o. No entanto ha´ um ponto
de transic¸a˜o, acima do qual a taxa de produc¸a˜o cai drastica e abrupta-
mente, como mostra a Figura 1. Uma ana´lise das coberturas nos ajuda
a entender o fenoˆmeno. Com o aumento da pressa˜o parcial de CO e do
nu´mero de reac¸o˜es, a concentrac¸a˜o de O na rede diminui, caindo prati-
camente a` metade no ponto de transic¸a˜o. A concentrac¸a˜o de CO, ape-
sar de crescer, continua sempre muito baixa devido a` formac¸a˜o de CO2.
Nesta regia˜o as probabilidades de adsorc¸a˜o e reac¸a˜o para o CO esta˜o
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Figura 1 – Taxa de reac¸a˜o PCO2 e coberturas de CO e O, θCO e θO, em
func¸a˜o da pressa˜o parcial de mono´xido de carbono, PCO, para tempe-
ratura e pressa˜o parcial de oxigeˆnio constantes. Dados experimentais
(EHSASI et al., 1989).
muito pro´ximas da unidade. Ao aproximarmos do ponto de transic¸a˜o,
o aumento na pressa˜o de CO, que bloqueia a adsorc¸a˜o de mole´culas
de O2, resulta na formac¸a˜o de maiores ilhas de mono´xido de carbono,
levando rapidamente ao chamado envenenamento: a rede fica pratica-
mente toda coberta por mole´culas de CO, e tanto a produc¸a˜o de CO2
quanto a cobertura de O ficam pro´ximas de zero, numa fase de baixa
reatividade. Sobre a superf´ıcie de platina, ocorre o envenenamento da
rede apenas pelo mono´xido: mesmo com a rede completamente coberta
de O ainda existe a adsorc¸a˜o de mole´culas de mono´xido de carbono e
a sua oxidac¸a˜o.
Vamos agora conhecer o modelo ZGB e ver como ele incorpora e
represente as caracter´ısticas experimentais acima citadas. No modelo
ZGB a superf´ıcie catal´ıtica onde ocorrem todas as reac¸o˜es e´ represen-
tada por uma rede quadrada. Ao adsorverem na rede, as mole´culas O2
dissociam-se, com cada a´tomo O ocupando um s´ıtio, enquanto que as
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mole´culas de CO adsorvidas permanecem ligadas e ocupam apenas um
s´ıtio da rede. Ja´ o produto da reac¸a˜o, CO2, deixa a rede em forma
gasosa assim que e´ formado, criando duas vacaˆncias. Cada s´ıtio, con-
sequentemente, tem treˆs estados poss´ıveis: vazio, ocupado por um CO
ou ocupado por um O. As densidades de s´ıtios ocupados por CO e O
sa˜o denotadas por pCO e pO.
A rede fica em contato com um reservato´rio infinito de mole´culas
CO e O2, e a probabilidade de que a pro´xima mole´cula a chegar a` rede
seja do tipo CO ou O2 e´ ideˆntica a concentrac¸a˜o dessas espe´cies no
reservato´rio, denotadas por yCO e yO2 = 1− yCO, respectivamente. A
cada tentativa de adsorc¸a˜o, sorteamos o tipo de mole´cula de acordo com
as probabilidades acima mencionadas. Em seguida sorteamos um s´ıtio,
caso estejamos tentando adsorver um CO, ou um par de s´ıtios no caso
de O2. E´ permitida a adsorc¸a˜o apenas em s´ıtios vazios. Caso na˜o haja
o nu´mero mı´nimo de s´ıtios vazios requerido (1 para CO e 2 adjacentes
para o O2), a adsorc¸a˜o simplesmente na˜o ocorre. Como consequeˆncia
direta desse fato temos a existeˆncia de um estado absorvente caracteri-
zado pela falta de vacaˆncias na rede, cujos s´ıtios esta˜o todos ocupados
por apenas uma espe´cie. Sem vacaˆncias na˜o ha´ adsorc¸o˜es, e com ape-
nas um tipo de espe´cie na˜o ha´ reac¸o˜es. O sistema fica, portanto, inerte.
Diferentemente do que ocorre nos experimentos, o envenenamento do
modelo ZGB ocorre na˜o so´ por CO, mas tambe´m por O.
Depois de uma adsorc¸a˜o bem sucedida, procuramos nos primei-
ros vizinhos (no caso de adsorc¸a˜o de O2 procuramos nos primeiros vizi-
nhos do par, seis no caso de uma rede quadrada) por part´ıculas diferen-
tes da rece´m adsorvida, com as quais seja poss´ıvel ocorrer reac¸a˜o. Caso
haja mais de uma, escolhemos uma delas aleatoriamente para reagir. A
reac¸a˜o enta˜o ocorre, seguida da imediata desorc¸a˜o do CO2 resultante e
da consequente criac¸a˜o de duas vacaˆncias nos s´ıtios antes ocupados pe-
los reagentes. No caso de adsorc¸a˜o de O2, caso haja CO dispon´ıveis, os
dois O podem reagir de uma so´ vez. Como a probabilidade de reac¸a˜o e´
sempre igual a um, e´ imposs´ıvel encontrarmos na rede pares adsorvidos
CO −O.
A proibic¸a˜o de pares CO − O restringe o nosso estado absor-
vente a duas configurac¸o˜es apenas, pCO = 1 ou pO = 1. Como citado
no in´ıcio desta sec¸a˜o, somente a primeira configurac¸a˜o e´ observada ex-
perimentalmente.
Variando o paraˆmetro de controle yCO obte´m-se o diagrama de
fases, composto de 3 fases distintas. Para yCO < y1 ≈ 0, 391 o sis-
tema atinge inevitavelmente o envenenamento por oxigeˆnio, sendo este
o u´nico estado estaciona´rio. Para yCO > y2 ≈ 0, 5256 o u´nico es-
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Figura 2 – Diagrama de coberturas do modelo ZGB (ZIFF; GULARI;
BARSHAD, 1986). Vemos a cobertura me´dia de O (linha so´lida) e de CO
(linha tracejada), assim como a taxa de produc¸a˜o de CO2 (pontilhada),
no estado estaciona´rio e em func¸a˜o de yCO. As transic¸o˜es ocorrem em
y1 e em y2.
tado estaciona´rio tambe´m e´ absorvente, mas neste regime a rede fica
completamente coberta por mole´culas de CO. Entre estes dois valo-
res, y1 < yCO < y2, encontramos estados estaciona´rios ativos, onde as
densidades de CO e O permanecem relativamente constantes apesar
das reac¸o˜es e adsorc¸o˜es que continuam ocorrendo. A Figura 2 mos-
tra o diagrama. Ana´lises epideˆmicas da transic¸a˜o de segunda ordem
(envenenamento por O) mostram que esta transic¸a˜o pertence a` classe
de universalidade da percolac¸a˜o dirigida. (VOIGT; ZIFF, 1997; MARRO;
DICKMAN, 1999).
2.1.1 O Modelo AB
O modelo AB, tambe´m conhecido como monoˆmero-monoˆmero,
foi proposto em conjunto com o modelo ZGB, como uma modificac¸a˜o
deste. As mole´culas de CO e O, agora chamadas de A e B, passam a
ter dinaˆmica ideˆntica, resultando em simetria de inversa˜o entre as duas
espe´cies e em um diagrama de fases sime´trico. A ideia por tra´s dele
e´ analisar a importaˆncia da necessidade de haver dois s´ıtios vizinhos
vazios para a adsorc¸a˜o de oxigeˆnio.
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As regras do modelo sa˜o muito semelhantes a`s do modelo ZGB.
Ambos os tipos de part´ıculas caem na rede, e ficam adsorvidas caso
entre seus primeiros vizinhos na˜o haja s´ıtios ocupados por part´ıculas
de outra espe´cie. Acontece a reac¸a˜o atrave´s do mecanismo L-H com
formac¸a˜o do produto AB caso ocorra um par A − B, com o produto
criando imediatamente duas vacaˆncias ao deixar a rede. Desorc¸a˜o na˜o
reativa, difusa˜o, e outros processos na˜o sa˜o considerados.
O paraˆmetro de controle continua sendo a chance de que a pro´xima
part´ıcula a cair seja do tipo A, agora devidamente denotada por yA.
No regime yA ≈ 1, correspondente a yCO ≈ 1 no modelo ZGB, na˜o
devemos esperar mudanc¸a no comportamento, afinal o nu´mero de O
e´ muito baixo e temos basicamente um sistema com apenas um com-
ponente que requer apenas um s´ıtio para adsorver e na˜o possui reac¸a˜o
autocatal´ıtica, ocupando rapidamente a rede na sua totalidade. Pelo
mesmo argumento chegamos a` conclusa˜o de que o comportamento para
yA ≈ 0 e´ ideˆntico, ja´ que teremos apenas B caindo na rede, tambe´m
sem reac¸a˜o autocatal´ıtica, e necessitando de apenas um s´ıtio para ad-
sorver. Neste caso a rede fica envenenada por B. Resta saber o que
acontece entre os dois regimes.
Como veremos, a dinaˆmica do nosso modelo e´ muito similar a
do modelo monoˆmero-monoˆmero. Por essa raza˜o decidimos realizar
para o modelo AB ca´lculos de campo me´dio, tanto na aproximac¸a˜o de
s´ıtios como de pares, assim como simulac¸o˜es, utilizando-o para famili-
arizac¸a˜o com os ca´lculos e me´todos a serem utilizados posteriormente.
Ale´m disso, como veremos adiante, obtemos informac¸o˜es sobre o nosso
modelo nos regimes em que, devido a baixa concentrac¸a˜o de part´ıculas
A, o mecanismo de Eley-Rideal (vide introduc¸a˜o) dificilmente ocorre.
Seja nas simulac¸o˜es ou nos ca´lculos de campo me´dio, a densidade
de s´ıtios vazios pv so´ na˜o e´ nula quando yA esta´ muito pro´ximo de 0,5.
Na aproximac¸a˜o de pares e nas simulac¸o˜es o diagrama obtido conte´m
pA = pv = 0 para yA < 0, 5 e pB = pv = 0 para yA > 0, 5. A
transic¸a˜o em yA = 0, 5 e´ abrupta, e este e´ de fato o u´nico ponto em que
e´ poss´ıvel a existeˆncia de um estado estaciona´rio ativo (ZIFF; GULARI;
BARSHAD, 1986; MEAKIN; SCALAPINO, 1987). A Figura 3 mostra o
comportamento. Decidimos na˜o mostrar os gra´ficos das simulac¸o˜es que
realizamos porque eles pouco acrescentam em relac¸a˜o a` aproximac¸a˜o
de pares.
A aproximac¸a˜o de s´ıtios apresenta uma disparidade no compor-
tamento das coberturas pA e pB quando comparado com me´todos de
Monte Carlo ou aproximac¸o˜es de campo me´dio de ordem superior,
pois como trata de s´ıtios individualmente, na˜o exclui a possibilidade
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Figura 3 – Diagrama de coberturas do modelo AB na aproximac¸a˜o de
pares.
de existeˆncia de um par A−B na rede. Necessitamos considerar mais
de um s´ıtio ao mesmo tempo para escrever esta proibic¸a˜o, e nesta apro-
ximac¸a˜o isto na˜o e´ poss´ıvel. Com isso observamos na Figura 4 que as
densidades pA e pB na˜o chegam aos valores extremos, 0 e 1, quando
deveriam.
2.2 4SPP - MODELO PREDADOR PRESA DE 4 ESTADOS
O equil´ıbrio de populac¸o˜es e a dinaˆmica natural entre duas espe´cies
onde uma assume o papel de presa e outra de predador ja´ e´ objeto de
estudo entre os f´ısicos ha´ bastante tempo. Temos no que ficou conhe-
cido como o modelo de Lotka-Volterra (GOEL; MAITRA; MONTROLL,
1971) a mais relevante abordagem inicial ao tema. Constitu´ıdo de
um conjunto de equac¸o˜es diferenciais cujos termos vem de paraˆmetros
macrosco´picos, este modelo lida com densidades me´dias e na˜o leva
em conta o fato de que as populac¸o˜es sa˜o constitu´ıdas de indiv´ıduos.
Visando superar essas limitac¸o˜es, Lipowski e Lipowska introduziram
uma versa˜o onde os indiv´ıduos sa˜o representados por part´ıculas em
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Figura 4 – Diagrama de coberturas do modelo AB na aproximac¸a˜o de
s´ıtios.
uma rede (LIPOWSKI; LIPOWSKA, 2000), revelando a existeˆncia de uma
fase absorvente caracterizada por uma rede completamente coberta por
presas, que reproduzem-se irrestritamente na auseˆncia de predadores.
Inu´meras modificac¸o˜es deste modelo apareceram posteriormente, como
por exemplo, a inclusa˜o de um mecanismo de perseguic¸a˜o-fuga inteli-
gente (ROZENFELD; ALBANO, 1999) (as presas fogem para a´reas de me-
nor densidade de predadores, e estes por sua vez perseguem as presas); a
inclusa˜o de presas altru´ıstas que se sacrificam em prol da sobreviveˆncia
da maioria (ROZENFELDA et al., 2006); ou a introduc¸a˜o de criticalidade
auto-organizada (ROZENFELD; ALBANO, 2004). Paralelamente, outros
modelos do tipo predador-presa tambe´m foram introduzidos, com dife-
rentes dinaˆmicas entre as espe´cies e nu´mero de espe´cies envolvidas.
Nesta sec¸a˜o estudaremos um modelo do tipo predador-presa apre-
sentado por Chatterjee, Mohanty e Basu em um artigo publicado em
2011 no Journal of Statistical Mechanics: Theory and Experiment
(CHATTERJEE; BASU, 2011). Nele tambe´m encontramos uma transic¸a˜o
de fase cont´ınua irrevers´ıvel para o mesmo estado absorvente citado no
para´grafo acima: a auseˆncia de predadores leva a uma proliferac¸a˜o de-
senfreada das presas, que rapidamente passam a ocupar toda a rede. O
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modelo de cata´lise a ser apresentado no pro´ximo cap´ıtulo foi inspirado
neste, enta˜o sera˜o apresentados a descric¸a˜o do modelo e os resultados
relevantes ao nosso estudo.
Duas espe´cies fazem parte do modelo, presa e predador, denota-
dos por A e B respectivamente. E´ proibida a presenc¸a de mais de uma
part´ıcula de um mesmo tipo em um dado s´ıtio, mas se duas part´ıculas
sa˜o de espe´cies diferentes, a coexisteˆncia delas no s´ıtio e´ permitida.
Logo, quatro sa˜o os estados de ocupac¸a˜o poss´ıveis para cada s´ıtio. Sa˜o
eles: vazio; ocupado por um u´nico A; ocupado por um u´nico B; e
por u´ltimo, ocupado por um A e um B. Da´ı vem o nome do modelo,
four-state predator-prey model, ou 4SPP.
Temos treˆs processos determinando a dinaˆmica do modelo. Pre-
sas se reproduzem, a` taxa p, independentemente da presenc¸a de pre-
dadores. Caso o s´ıtio vizinho a` direita de uma presa ja´ na˜o contenha
uma part´ıcula A tambe´m, cria-se uma ali. O segundo processo e´ a
morte de predadores. Este processo ocorre quando dois predadores se
encontram em s´ıtios vizinhos, estejam ou na˜o estes ocupados tambe´m
por presas. Ambos os predadores se aniquilam, e a taxa deste processo
foi denominada q.
O terceiro processo determina a interac¸a˜o entre as duas espe´cies,
que se da´ atrave´s da reproduc¸a˜o de um predador a`s custas de uma
presa. Ele acontece, com taxa r, quando encontramos um predador cujo
vizinho direito seja um s´ıtio ocupado apenas por uma presa. O predador
enta˜o mata esta presa e cria um outro predador em seu lugar. Na˜o ha´
restric¸o˜es quanto a presenc¸a ou na˜o de presa no s´ıtio do predador ma˜e.
Todos os processos esta˜o ilustrados na Figura 5.
O estado absorvente do modelo surge da na˜o existeˆncia de um
processo de autoaniquilac¸a˜o de presas e do fato de que basta a existeˆncia
de uma delas para que haja reproduc¸a˜o. Quando todos os predadores
morrerem (densidade de predadores ρB = 0), mesmo que haja apenas
um u´nico A na rede, as presas se reproduzira˜o livremente ate´ ocupa-
rem toda a rede (ρA = 1). O outro estado absorvente, correspondente
a` morte de todas as part´ıculas (ρA = ρB = 0), na˜o e´ acess´ıvel. Pode-
mos enta˜o tomar ρB como paraˆmetro de ordem. Os processos citados
constituem uma dinaˆmica espacialmente assime´trica, visto que as ma˜es
de ambas as espe´cies geram crias apenas no s´ıtio a` sua direita, e que
na˜o ha´ difusa˜o. Outro fato interessante e´ que neste modelo, diferen-
temente de outros modelos de presa-predador (LIPOWSKI; LIPOWSKA,
2000; ROZENFELD; ALBANO, 1999), a presa na˜o pode ser devorada en-
quanto ocupa um s´ıtio tambe´m ocupado por um predador.
Ale´m da fase absorvente, os autores tambe´m encontraram uma
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Figura 5 – Processos poss´ıveis do modelo 4SPP e suas respectivas ta-
xas. Os s´ıtios sa˜o divididos em 2 ramos, os de cima para as presas e os
de baixo para predadores. C´ırculos quadriculados representam as pri-
meiras, c´ırculos preenchidos representam os u´ltimos, e c´ırculos vazios
significam s´ıtios vazios. Um X no centro representa que o s´ıtio pode
estar tanto vazio como ocupado para o processo ocorrer.
fase ativa onde as duas concentrac¸o˜es pA e pB sa˜o na˜o nulas. Para
valores de ρB pro´ximos de zero, ρA assume um valor na˜o nulo menor
que a unidade, e nunca vai a zero porque as presas que ocupam um
mesmo s´ıtio que um predador so´ podem morrer depois que este estiver
morto.
O diagrama de fases foi obtido atrave´s de simulac¸o˜es de Monte
Carlo com condic¸o˜es iniciais arbitra´rias numa rede linear de 1000 s´ıtios,
seguindo a dinaˆmica descrita acima e com diferentes valores para as
taxas p, q e r. Fixando as duas u´ltimas e variando apenas a taxa
de reproduc¸a˜o das presas, os autores encontraram um ponto cr´ıtico
pc = 0.148(4) abaixo do qual a quantidade de presas e´ insuficiente para
manter vivos os predadores, e a rede acaba completamente coberta de
presas. Mas quando aumentamos p acima de pc as densidades saturam
e atingimos um estado estaciona´rio com ρA < 1 e ρB > 0.
Quando se deixa variar apenas o paraˆmetro q obte´m-se tambe´m
uma transic¸a˜o de fase para o estado absorvente ρA = 1, ρB = 0 em
qc = 0.095(6), com a fase ativa sendo atingida para q abaixo desse
valor. Fixando apenas r encontra-se o diagrama de fases no plano
(p, q). Estes resultados esta˜o resumidos na Figura 6.
Os autores tambe´m calcularam os expoentes cr´ıticos do sistema.
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Figura 6 – (a) Densidades estaciona´rias ρsA e ρ
s
B de presas e predadores
em func¸a˜o da taxa de reproduc¸a˜o de presas p com com valores fixos de
q = 0, 02 e r = 0, 9. No gra´fico interno temos de novo as densidades,
agora em func¸a˜o da taxa de morte de predadores q, com p = 0, 55 e
r = 0, 9. (b) Diagrama de fases no plano (p, q) com r fixado em 0,9
(CHATTERJEE; BASU, 2011).
β α ν‖ z ν⊥
DP 0.276 0.159 1.733 1.580 1.096
4SPP 0.367(7) 0.194(4) 1.8(1) 1.52(0) 1.2(2)
Tabela 1 – Expoentes cr´ıticos da percolac¸a˜o dirigida (DP) e do modelo
4SPP.
O expoente β foi encontrado atrave´s do comportamento do tipo lei de
poteˆncia, pro´ximo ao ponto cr´ıtico, do valor estaciona´rio de ρB com o
desvio da criticalidade,
ρsB ≈ (p− pc)β . (2.1)
Atrave´s de func¸o˜es de escala e ana´lise de escala de tamanho
finito encontraram tambe´m os expoentes α, ν‖, z e ν⊥, revelando que o
sistema pertence a uma classe de universalidade diferente da percolac¸a˜o
dirigida. Os expoentes encontrados foram os mesmos, tanto mantendo-
se p como q fixos, e a adic¸a˜o de difusa˜o ao sistema tambe´m na˜o provocou
alterac¸a˜o. Os expoentes esta˜o listados na Tabela 1.
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3 MODELO MONOˆMERO-MONOˆMERO COM
MECANISMO DE ELEY-RIDEAL
Neste cap´ıtulo apresentaremos o modelo utilizado em nossos es-
tudos. Ele e´ uma variac¸a˜o do modelo monoˆmero-monoˆmero visto ante-
riormente, que apesar de simples, pode levar a estudos bastante com-
plexos, como o agrupamento fractal dos reagentes (ZIFF; FICHTHORN,
1986). Adicionamos ao modelo o mecanismo de Eley-Rideal (E.R.)
(ELEY, 1941) para a espe´cie A. Por esse mecanismo (ATKINS; PAULA,
2006), um monoˆmero A na fase gasosa pode reagir com um monoˆmero
de mesma espe´cie adsorvido na rede, independentemente da vizinhanc¸a
deste ou da existeˆncia de vacaˆncias na rede. Este mecanismo contrasta
com o mecanismo de Langmuir-Hinshelwood no qual todos os reagentes
esta˜o adsorvidos. Apesar de, como as experieˆncias nos dizem (KUIPERS
et al., 1991), na natureza os processos ocorrem tambe´m em situac¸o˜es in-
termedia´rias entre os dois mecanismos, consideraremos a situac¸a˜o ideal
onde apenas um deles ocorre.
3.1 DETALHES DO MODELO
Consideramos um sistema composto de uma superf´ıcie catal´ıtica
unidimensional, representada por uma rede linear, em contato com um
reservato´rio infinito de monoˆmeros de duas espe´cies diferentes, A e
B. As part´ıculas entram em contato com a superf´ıcie em proporc¸a˜o
determinada pelas concentrac¸o˜es das espe´cies no reservato´rio: temos
as probabilidades yA para que a espe´cie A chegue a` rede e yB = 1 −
yA para a espe´cie B. Por ser o reservato´rio infinito, as alterac¸o˜es de
concentrac¸a˜o das espe´cies nele, devidas as adsorc¸o˜es e reac¸o˜es na rede,
podem ser ignoradas. Ao ser adsorvido, cada monoˆmero ocupa um s´ıtio
da rede apenas, seja qual for a sua espe´cie.
Os poss´ıveis processos envolvidos na adsorc¸a˜o dos monoˆmeros
sa˜o cinco. Quatro deles sa˜o ideˆnticos aos do modelo monoˆmero-monoˆmero.
O processo restante e´ responsa´vel pelo mecanismo ER. Os processos
poss´ıveis esta˜o relacionados abaixo:
1. Ag + v → Aa,
2. Bg + v → Ba,
3. Ag + v → (AB)g + 2v,
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4. Bg + v → (AB)g + 2v,
5. Ag +Aa → (A2)g + v.
Os sub´ındices g e a indicam monoˆmeros na fase gasosa e adsor-
vido na rede, respectivamente; v indica um s´ıtio vazio.
Os dois primeiros processos representam a adsorc¸a˜o de part´ıculas
no catalisador, e so´ ocorrem caso na˜o haja monoˆmeros de espe´cie dife-
rente entre os primeiros vizinhos. Os processos 3 e 4 ocorrem sempre
que houver em um s´ıtio adjacente ao s´ıtio onde ocorreu a adsorc¸a˜o uma
part´ıcula de espe´cie diferente da rece´m adsorvida. Os dois monoˆmeros
formam, via mecaˆnismo de Langmuir-Hinshelwood um d´ımero AB e
deixam imediatamente a rede. Os respectivos s´ıtios ficam enta˜o vazios,
impossibilitando, portanto, a presenc¸a na rede de um par de vizinhos
A−B. O processo 5 adiciona o mecanismo de Eley-Rideal e representa
a reac¸a˜o de um monoˆmero A na forma gasosa, na˜o adsorvido, com
um monoˆmero A adsorvido. O produto A2 deixa a rede criando uma
vacaˆncia apenas. Como consideramos reac¸o˜es instantaˆneas, temos um
modelo controlado pela taxa de deposic¸a˜o. Caso um monoˆmero A tente
adsorver em um s´ıtio ocupado por um monoˆmero B, ou vice-versa, nada
acontece. O sistema possui homogeneidade espacial e invariaˆncia trans-
lacional, e nos ca´lculos e simulac¸o˜es que seguem assumiremos condic¸o˜es
perio´dicas de contorno.
Por simplicidade na˜o permitiremos mais nenhum outro meca-
nismo ale´m dos acima descritos, como desorc¸a˜o 1, readsorc¸a˜o de pro-
dutos, difusa˜o, etc. Na˜o ha´ nenhum paraˆmetro de energia, e como os
monoˆmeros na˜o podem ser rearranjados depois de adsorvidos, o modelo
e´ intrinsecamente irrevers´ıvel.
Denotamos a densidade de s´ıtios vazios, de s´ıtios ocupados por
part´ıculas do tipo A e do tipo B por pv, pA e pB , respectivamente.
Como cada s´ıtio deve estar em um desses treˆs estados temos a equac¸a˜o
de normalizac¸a˜o:
pv + pA + pB = 1. (3.1)
Nosso u´nico paraˆmetro de controle sera´ yA, e o paraˆmetro de or-
dem sera´ a densidade de s´ıtios ativos. Aqui, diferentemente do modelo
1No caso espec´ıfico do nosso modelo, o processo 5, que representa o mecanismo
de Eley-Rideal, pode ser visto como a desorc¸a˜o de monoˆmeros A com taxa ideˆntica
a probabilidade de uma mole´cula A tentar adsorver onde outra mole´cula A ja´ esta´
adsorvida. Esta coincideˆncia pode na˜o ocorrer em outros modelos e reac¸o˜es, e o
mecanismo E.R. e desorc¸a˜o podem ser distintos matematicamente. Saber como o
mecanismo funciona em nosso modelo nos da´ ind´ıcios de como ele funcionaria em
outros sistemas.
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monoˆmero-monoˆmero, uma rede completamente cheia continua ativa
desde que contenha s´ıtios ocupados por part´ıculas A, pois eles podem
mudar de estado grac¸as ao mecanismo ER. Portanto, a densidade de
s´ıtios ativos e´ dada pela soma das densidades de s´ıtios vazios com a
densidade de monoˆmeros A adsorvidos, ou seja, pv + pA.
3.2 ME´TODO DE CAMPO ME´DIO
A primeira abordagem no estudo de um modelo novo costuma
ser com o me´todo de aproximac¸o˜es de campo me´dio, pois ele constitui
uma maneira relativamente ra´pida e fa´cil de obter resultados. Mesmo
que os resultados obtidos na˜o sejam precisos (nas aproximac¸o˜es de mais
baixa ordem podem na˜o estar nem qualitativamente corretos) eles nos
ajudam muito fornecendo informac¸o˜es importantes que guiara˜o estudos
posteriores.
O me´todo consiste em encontrar as equac¸o˜es mestras que descre-
vem as taxas de evoluc¸a˜o temporal das densidades e resolveˆ-las utili-
zando aproximac¸o˜es nas correlac¸o˜es entre os s´ıtios da rede. Na maioria
dos casos, sem as aproximac¸o˜es, obter uma soluc¸a˜o na˜o seria poss´ıvel.
Devemos levar em conta todos os processos pelos quais ha´ mudanc¸as de
concentrac¸a˜o na rede de qualquer uma das espe´cies, bem como da con-
centrac¸a˜o de s´ıtios vazios. Na primeira aproximac¸a˜o considerada, a cha-
mada aproximac¸a˜o de s´ıtios, as correlac¸o˜es entre s´ıtios sa˜o descartadas.
Na segunda aproximac¸a˜o, a aproximac¸a˜o de pares, levamos em conta as
correlac¸o˜es entre primeiros vizinhos, mas apenas estas. Os resultados
ficam mais precisos a` medida que consideramos mais interac¸o˜es, no en-
tanto, as equac¸o˜es ficam extremamente mais complicadas, sendo mais
interessante utilizar simulac¸o˜es ao inve´s de aproximac¸o˜es de ordem mais
alta para a obtenc¸a˜o de resultados mais precisos.
3.2.1 Aproximac¸a˜o de S´ıtios
Para nossos primeiros ca´lculos temos de descobrir como cada um
dos processos citados na sec¸a˜o anterior altera a composic¸a˜o da rede, e
qual a probabilidade de cada um deles ocorrer. Consideraremos nos
ca´lculos seguintes a rede como sendo homogeˆnea (translacionalmente
invariante) e como tendo condic¸o˜es perio´dicas de retorno. Vamos ao
ca´lculo das taxas de ocorreˆncia de cada processo:
1. A + v → Aa: Para que este processo ocorra, em primeiro
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lugar precisamos que a pro´xima part´ıcula a ser depositada seja do tipo
A, o que ocorre com probabilidade yA. Precisamos tambe´m que o s´ıtio
escolhido para a adsorc¸a˜o esteja vazio, cuja probabilidade e´ pv. E,
por u´ltimo, para que o monoˆmero fique adsorvido e´ necessa´rio que na˜o
haja nenhum B entre os dois primeiros vizinhos. Podemos escrever
essa probabilidade em termos de yB ou de yA, (1− pB)2 = (pv + pA)2.
Juntando tudo temos, em uma dimensa˜o, que:
T1 = yApv(p
2
v + 2pvpA + p
2
A). (3.2)
2. B + v → Ba: O racioc´ınio e´ ideˆntico, mudam entre si apenas
os tipos de part´ıculas. Temos yB para que a pro´xima part´ıcula a ser
adsorvida seja do tipo B, pv para que seja escolhido um s´ıtio vazio e
(1− pA)2 para que nenhum dos s´ıtios vizinhos contenha um monoˆmero
do tipo A. Logo:
T2 = yBpv(p
2
v + 2pvpB + p
2
B). (3.3)
3. Ag + v = (AB)g + 2v: Para que a reac¸a˜o ocorra, podemos
ter como vizinhos qualquer um dos seguintes pares: duas part´ıculas B,
probabilidade p2B ; uma do tipo A e uma do tipo B, com chance pApB ;
ou um s´ıtio vazio ale´m de uma part´ıcula B, pvpB . Para os dois u´ltimos
casos devemos multiplicar as probabilidades por dois, porque cada um
deles representa na verdade duas situac¸o˜es. Por exemplo, podemos ter
o trio A−v−B ou B−v−A. Ambos sa˜o diferentes e devemos conta´-los:
T3 = yApv(p
2
B + 2pApB + 2pvpB). (3.4)
4. Bg + v = (AB)g + 2v: Mesmo caso anterior, mas com um
monoˆmero B sendo adsorvido:
T4 = yBpv(p
2
A + 2pApB + 2pvpA). (3.5)
5. Aa + Ag = (A2)g + v: Este caso e´ o mais simples de todos.
Para que esta reac¸a˜o ocorra e´ necessa´rio apenas que um monoˆmero A
tente adsorver em outro, cujas probabilidades sa˜o yA para o primeiro
evento e pA para o segundo, ou seja,
T5 = yApA. (3.6)
Com essas taxas em ma˜os podemos montar as equac¸o˜es mestras
para pA e pB . A terceira densidade, pv, determinamos pela equac¸a˜o de
v´ınculo (3.1). Podemos ver que o processo 1 aumenta a quantidade de
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monoˆmeros A de uma unidade, enquanto que cada um dos processos 4
e 5 diminuem este nu´mero pela mesma quantidade. Para o tipo B, o
processo 2 aumenta o nu´mero de monoˆmeros adsorvidos, enquanto que
o processo 3 o diminui, ambos tambe´m em uma unidade. As equac¸o˜es
de perda e ganho sa˜o portanto:
d
dt
pA = T1 − T4 − T5, (3.7)
e
d
dt
pB = T2 − T3. (3.8)
Utilizamos o me´todo de Runge-Kutta (PRESS et al., 1992) de
quarta ordem para resolver estas equac¸o˜es, partindo da condic¸a˜o inicial
de rede completamente vazia (pv=1). Na Figura 7 apresentamos o dia-
grama de coberturas do modelo. Como veremos adiante, a aproximac¸a˜o
de s´ıtios fornece resultados preliminares, pois apesar de quantitativa-
mente errados, eles esta˜o, no nosso caso, qualitativamente corretos.
Veˆ-se no diagrama de cobertura que para valores de yA menores que
0, 5 a rede atinge seu estado absorvente, ficando totalmente coberta
por monoˆmeros do tipo B. Como o nu´mero de monoˆmeros A e´ muito
baixo, o mecanismo de ER na˜o introduz mudanc¸as significativas no
sistema e temos o mesmo resultado da aproximac¸a˜o de s´ıtios do mo-
delo monoˆmero-monoˆmero. Para valores de yA maiores do que 0, 5,
entretanto, temos um comportamento completamente diferente. Em
0,5 a concentrac¸a˜o de B decresce abruptamente, tendo uma variac¸a˜o
mais suave a` medida em que se aumenta yA, indo eventualmente a zero
quando yA = 1. A densidade de s´ıtios vazios cresce tambe´m muito
rapidamente a partir de yA = 0, 5, ate´ atingir um ma´ximo e e diminuir
suavemente ate´ o valor 0,5 em yA = 1, igualando-se a` densidade pA.
Interpretamos estes resultados da seguinte maneira: o pico em
pv, onde temos o menor valor para a soma pA + pB , representa o auge
das reac¸o˜es. Ali, a quantidade de monoˆmeros A e B e´ reduzida porque
a quantidade de reac¸o˜es e´ muito grande, esvaziando sempre a rede. No
extremo yA = 1, em que apenas part´ıculas A caem, se o s´ıtio escolhido
estiver vazio, elas adsorvem, se ele estiver ocupado, ocorre a reac¸a˜o via
mecanismo ER e cria-se um s´ıtio vazio. Logo, a probabilidade de criac¸a˜o
de uma vacaˆncia e´ igual a pA: caso a densidade de A seja alta, tambe´m
o e´ a tendeˆncia de criarem-se vacaˆncias, o que acaba por diminuir pA.
O inverso tambe´m e´ verdadeiro, com poucas part´ıculas a tendeˆncia e´
que as part´ıculas rece´m chegadas fiquem adsorvidas, e o sistema tenda
a entrar num estado estaciona´rio em pA = pv = 0, 5.
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Figura 7 – Diagrama de cobertura na aproximac¸a˜o de s´ıtios. As linhas
servem como guia para os olhos.
3.2.2 Aproximac¸a˜o de Pares
Apo´s o estudo inicial atrave´s da aproximac¸a˜o de s´ıtios, nosso
pro´ximo passo foi aplicar a aproximac¸a˜o de pares. Nela, ao inve´s de
considerarmos os s´ıtios isoladamente, consideramos pares de s´ıtios, e
com isso levamos em conta a correlac¸a˜o de cada s´ıtio com seus vizinhos.
A aproximac¸a˜o de pares representa um significativo avanc¸o em relac¸a˜o
a` aproximac¸a˜o de s´ıtios, pois as densidades de pares nos da˜o ind´ıcios da
disposic¸a˜o das part´ıculas na rede. Em nosso caso a principal diferenc¸a
entre as duas aproximac¸o˜es vem da proibic¸a˜o de um par A−B existir
na rede. Na aproximac¸a˜o de s´ıtios trata´vamos os s´ıtios isoladamente, e
apesar de as equac¸o˜es na˜o favorecerem a existeˆncia do par, a proibic¸a˜o
na˜o existia, e pares A − B acabaram sendo levados em conta, assim
como ocorre no modelo monoˆmero-monoˆmero. Ao tratarmos de pares,
explicitamos essa proibic¸a˜o e o problema acima na˜o ocorre.
Primeiro precisamos saber como podemos escrever as probabi-
lidades de treˆs ou mais s´ıtios em termos de probabilidades de pares,
pois uma mudanc¸a em um par muda tambe´m o par adjacente, como
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veremos adiante. A probabilidade de termos treˆs s´ıtios, de estados i,j
e k, e´ a multiplicac¸a˜o da probabilidade do par i− j pela probabilidade
condicional de termos k dado que ja´ temos j, p(k|j) = pjkpj :
pijk ' pijpjk
pj
. (3.9)
Com pensamento ana´logo obte´m-se o resultado para a probabilidade
de quatro s´ıtios:
pijkl ' pijpjkpkl
pjpk
, (3.10)
e assim por diante.
Assumimos que a probabilidade de encontrarmos um par i− j e´
a mesma que a de se encontrar um par j − i. Por isso, consideraremos
iguais tambe´m as taxas de transic¸a˜o de ambos os pares. Montaremos
as equac¸o˜es mestras para as probabilidades de pares. Entretanto, se
quisermos comparar com os resultados obtidos na sec¸a˜o anterior com a
aproximac¸a˜o de s´ıtios teremos de relacionar as probabilidades de pares
com as de s´ıtios. Para isso basta somar a probabilidade pij em um dos
ı´ndices:
pj =
∑
i
pij . (3.11)
Desta forma podemos escrever as equac¸o˜es para as probabilida-
des de s´ıtios:
pA = pvA + pAA,
pB = pvB + pBB ,
pv = pvA + pvB + pvv, (3.12)
onde assumimos que pAB = 0.
A equac¸a˜o de v´ınculo (3.1) e´ equivalente a` equac¸a˜o de v´ınculo
para os pares, ou seja,
pAA + pBB + pvv + 2(pvA + pvB) = 1. (3.13)
O fator dois multiplicando as duas u´ltimas parcelas se deve ao fato de
pij = pji. Agora podemos passar para os processos da aproximac¸a˜o de
pares. Eles esta˜o listados na Tabela 2.
Vamos ao ca´lculo deles:
1. v − v → v − A: Para que um par v − v passe a ser um par
v−A e´ primeiro necessa´rio que uma part´ıcula A caia, probabilidade yA.
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De→
Para↓ v − v v −A v −B B −B A−A
v − v x T3 T5 x x
v −A T1 x x x T8
v −B T2 x x T7 x
B −B x x T6 x x
A−A x T4 x x x
Tabela 2 – Processos poss´ıveis na aproximac¸a˜o de pares. Processos
marcados com um x na˜o sa˜o permitidos.
Ale´m de necessitarmos dos dois s´ıtios vazios acima, o outro primeiro
vizinho de A tem de estar obrigatoriamente vazio ou ocupado por outra
part´ıcula A, para que na˜o ocorra reac¸a˜o. Ou seja, e´ necessa´rio ter ou a
tripla v−v−v ou v−v−A, cujas probabilidades sa˜o, respectivamente,
pvv(
pvv
pv
) e pvv(
pvA
pv
). Assim temos:
T1 = yApvv(
pvA
pv
+
pvv
pv
). (3.14)
As taxas para os processos T2, T4 e T6 sa˜o obtidas de maneira
muito semelhante:
T2 = yBpvv(
pvB
pv
+
pvv
pv
), (3.15)
T4 = yApvA(
pvA
pv
+
pvv
pv
), (3.16)
T6 = yBpvB(
pvB
pv
+
pvv
pv
). (3.17)
2. v − A → v − v: Este processo e´ mais complicado porque
precisamos analisar na˜o so´ os s´ıtios primeiros vizinhos do par escolhido
para a adsorc¸a˜o, mas tambe´m seus segundos vizinhos. Consideremos
cinco s´ıtios, i− j − k − l −m. O par j − k sera´ o par a ser analisado,
que passara´ de v −A para v − v.
Ignorando inicialmente o mecanismo ER, para que a reac¸a˜o ocorra,
e tenhamos dois s´ıtios vazios no par central e´ necessa´rio que uma
part´ıcula B seja adsorvida no s´ıtio vazio deste par, j, ou no outro
vizinho do s´ıtio k, l. Vamos estudar inicialmente o primeiro caso.
Comec¸amos com o fator yBpvA correspondente a`s chances de
termos um monoˆmero B adsorvendo no par central. Ao analisar o
s´ıtio i, veˆ-se que qualquer que seja o estado dele ha´ a possibilidade de
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termos o par final desejado. Temos enta˜o os fatores pvvpv ,
pvB
pv
e pvApv
para i vazio, ocupado por B ou A respectivamente. Neste u´ltimo caso,
o monoˆmero rece´m adsorvido tem duas part´ıculas A para reagir, enta˜o
multiplicamos por 12 o fator a ele relacionado para ficar apenas com a
reac¸a˜o de interesse (pois a probabilidade de reac¸a˜o entre as duas e´ a
mesma). Assim temos para a adsorc¸a˜o no s´ıtio j:
yBpvA(
pvv
pv
+
pvA
2pv
+
pvB
pv
).
Agora vamos considerar a adsorc¸a˜o no s´ıtio l. Temos de garantir
que l esteja vazio dado que k conte´m A, cuja probabilidade e´ pvApA .
Devemos analisar ainda o s´ıtio m. Esta ana´lise, no entanto, e´ ideˆntica
a realizada para o s´ıtio i acima. Logo temos para o caso de adsorc¸a˜o
em l:
yBpvA
pvA
pA
(
pvv
pv
+
pvA
2pv
+
pvB
pv
).
Por u´ltimo, vamos considerar o mecanismo de Eley-Rideal. Com
ele uma part´ıculaA tenta adsorver no s´ıtio k e encontra outro monoˆmero
A. Os dois enta˜o reagem formando o d´ımero A2 e deixam a rede cri-
ando uma vacaˆncia em k. Para que isto ocorra, necessitamos do par
central v − A, probabilidade pvA, e que caia uma part´ıcula A, cuja
probabilidade e´ yA. Somando todos os termos obtemos finalmente:
T3 = yBpvA(1 +
pvA
pA
)(
pvv
pv
+
pvA
2pv
+
pvB
pv
) + yApvA. (3.18)
As taxas dos processos restantes podem ser calculadas de ma-
neira ana´loga ao ca´lculo de T3. Delas, apenas em T8 vemos novamente
o termo relacionado ao mecanismo ER. Temos, portanto,
T5 = yApvB(1 +
pvB
pB
)(
pvv
pv
+
pvA
pv
+
pvB
2pv
), (3.19)
T7 = yApBB(
pvB
pB
)(
pvv
pv
+
pvA
pv
+
pvB
2pv
), (3.20)
T8 = yBpAA(
pvA
pA
)(
pvv
pv
+
pvA
2pv
+
pvB
pv
) + yApAA. (3.21)
As equac¸o˜es de perda e ganho para as densidades de pares sa˜o
obtidas como antes, identificando em cada processo a variac¸a˜o da quan-
tidade de cada tipo de par. Os resultados em termos das taxas de
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transic¸a˜o esta˜o abaixo:
d
dt
pAA = 2(T4 − T8), (3.22)
d
dt
pvA = T1 + T8 − T3 − T4, (3.23)
d
dt
pBB = 2(T6 − T7), (3.24)
d
dt
pvB = T2 + T7 − T5 − T6, (3.25)
d
dt
pvv = 2(T3 + T5 − T1 − T2). (3.26)
Com as taxas de transic¸a˜o ja´ calculadas podemos resolver as
equac¸o˜es de perda e ganho. Utilizamos mais uma vez o me´todo de
Runge-Kutta de quarta ordem, com a mesma condic¸a˜o inicial de rede
vazia, agora dada por pvv = 1. Como foi dito na sec¸a˜o anterior, o
gra´fico obtido foi muito semelhante a`quele obtido com a aproximac¸a˜o
de s´ıtios, mas agora o ponto cr´ıtico esta´ em yA = 0, 537 ao inve´s de
yA = 0, 50. Na figura 8 podemos ver o comportamento perto do ponto
cr´ıtico. O resto do diagrama e´ praticamente ideˆntico ao da aproximac¸a˜o
de s´ıtios, na˜o sendo necessa´rio mostra´-lo.
A maior vantagem em relac¸a˜o a` aproximac¸a˜o de s´ıtios no nosso
caso e´ a possibilidade de termos uma ideia sobre a distribuic¸a˜o espacial
dos monoˆmeros na rede, ja´ que agora temos as densidades de pares,
mostradas no gra´fico da Figura 9. Com estas densidades podemos
saber se os monoˆmeros esta˜o agrupados ou na˜o na rede, ja´ que temos
as densidades de pares ocupados, vazios, e de pares de apenas um s´ıtio
ocupado.
Um ma´ximo semelhante ao que vimos em pv, vemos agora em
pvv. Este e´ o ponto em que as reac¸o˜es mais ocorrem por termos su-
ficientes monoˆmeros A e B e a proporc¸a˜o correta para que estes se
encontrem e reajam. Apo´s a reac¸a˜o, cria-se um par v−v na rede, o que
explica a alta concentrac¸a˜o destes. Podemos ver tambe´m a tendeˆncia
a` formac¸a˜o de ilhas. Ind´ıcios disso sa˜o a sempre baixa concentrac¸a˜o de
pares v−B mesmo quando pBB continua alto. Entre os monoˆmeros do
tipo A o mecanismo de Eley-Rideal permite atividade dentro da ilha,
coisa que na˜o acontece com os monoˆmeros do tipo B. Como resultado,
a formac¸a˜o de ilhas, vista aqui na concentrac¸a˜o de pAA, e´ menor para
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Figura 8 – Diagrama de cobertura na aproximac¸a˜o de pares. As linhas
servem como guia para os olhos.
esta espe´cie. Apesar de sempre menor, pAA acompanha o crescimento
de pvA a` medida que recebe mais monoˆmeros A.
Em sua tese de doutorado (COSTA, 2003), Costa estudou um
modelo muito semelhante. Dois tipos de part´ıculas, A e B, que tambe´m
requerem apenas um s´ıtio para adsorver, no regime controlado pela
adsorc¸a˜o, com um produto que deixa imediatamente a rede e com 4
processos poss´ıveis:
1. Ag + v → Aa,
2. Bg + v → Ba,
3. Aa +Aa → A2g ,
4. Aa +Ba → (AB)g.
Ao adsorver, a probabilidade de reac¸a˜o de um monoˆmero A e´ dada por
ΠAA =
NA
NA +NB
; ΠAB =
NB
NA +NB
, (3.27)
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Figura 9 – Densidades dos pares no estado estaciona´rio. As linhas
servem como guia para os olhos.
onde ΠAA representa a probabilidade de que ele reaja com outro A,
e ΠAB de que ele reaja com um B primeiro vizinho. NA(B) denota o
nu´mero de primeiros vizinhos do tipo A(B). O paraˆmetro de controle
e´ o mesmo yA, a probabilidade de que a pro´xima part´ıcula a chegar
na rede seja do tipo A. O paraˆmetro de ordem, no entanto, e´ a den-
sidade de s´ıtios vazios pv, visto que para eles a configurac¸a˜o pA = 1 e´
imposs´ıvel de ser alcanc¸ada.
Estes 4 processos sa˜o ideˆnticos aos nossos, com a diferenc¸a que a
reac¸a˜o autocatal´ıtica ocorre via mecanismo de Langmuir-Hinshelwood,
e que foi necessa´ria a introduc¸a˜o de uma probabilidade de reac¸a˜o ja´
que as duas reac¸o˜es competem na rede. Portanto, a comparac¸a˜o deste
modelo com o nosso serve para analisar os efeitos do mecanismo de
Eley-Rideal. Na aproximac¸a˜o de s´ıtios, os dois modelo apresentaram o
mesmo comportamento e ponto cr´ıtico yA = 0, 5, mas obtendo valores
diferentes para o valor estaciona´rio do paraˆmetro de ordem (para yA =
1, por exemplo, Costa obteve pv ≈ 0, 7). Ja´ na aproximac¸a˜o de pares
houve uma discordaˆncia pequena, yA = 0, 537 obtido por no´s contra
yA = 0, 5593. E, como veremos nas pro´ximas sec¸o˜es, essa tendeˆncia
continua. Nosso sistema se mostra mais reativo, com ponto cr´ıtico
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mais baixo, mesmo atrave´s de simulac¸o˜es de Monte Carlo.
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4 ME´TODO DE MONTE CARLO
Esta sec¸a˜o e´ dedicada ao estudo do sistema atrave´s de simulac¸o˜es
nume´ricas utilizando o me´todo de Monte Carlo. Realizamos simulac¸o˜es
no regime estaciona´rio em cadeias lineares de cinco tamanhos diferen-
tes. Encontramos o diagrama de cobertura do modelo e um novo valor
para o ponto cr´ıtico, que como esperado e´ maior do que os valores ob-
tidos com aproximac¸o˜es de s´ıtios e pares. Atrave´s da ana´lise de escala
obtivemos tambe´m a relac¸a˜o entre os expoentes cr´ıticos β e ν⊥, assim
como os seus respectivos valores. Estudamos tambe´m as razo˜es dos
momentos do paraˆmetro de ordem.
4.1 SIMULAC¸O˜ES
Estados estaciona´rios ativos verdadeiros, como aqueles que vimos
nas aproximac¸o˜es de campo me´dio para valores de yA acima do valor
cr´ıtico, existem apenas para sistemas de tamanho infinito. Quando
na˜o e´ este o caso, ocorre que eventualmente oscilac¸o˜es relativamente
grandes levam a rede a ficar completamente coberta de monoˆmeros B.
Enta˜o, este estado absorvente e´ tambe´m o u´nico estado poss´ıvel para o
sistema. Como e´ imposs´ıvel simularmos em uma rede infinita, toda a
simulac¸a˜o realizada o atingira´ se esperarmos um tempo suficiente longo,
independentemente do valor de yA (a na˜o ser para yA = 1). Ocorre que
nas simulac¸o˜es realizadas acima do ponto cr´ıtico felizmente o sistema
passa uma parte de tempo considera´vel em um estado estaciona´rio ativo
meta-esta´vel, correspondente ao que vimos em campo me´dio. Nele,
suas propriedades e configurac¸o˜es variam relativamente pouco. Sa˜o
nestes estados estaciona´rios ativos que realizamos nossos ca´lculos. Para
valores abaixo do ponto cr´ıtico, onde o u´nico estado estaciona´rio e´ o
absorvente mesmo para sistemas infinitos, as simulac¸o˜es acabam por
tornarem-se inertes sem passar por um estado estaciona´rio ativo.
Hoje ja´ existe uma grande bibliografia tratando de problemas de
f´ısica computacional (PANG, 2006), de geradores de nu´meros aleato´rios
(CHAPMAN, 2007), de simulac¸o˜es dentro e fora do equil´ıbrio (NEWMAN;
BARKEMA, 1999; LANDAU; BINDER, 2000), que teˆm propriedades bem
diferentes.
As simulac¸o˜es de sistemas intrinsecamente fora do equil´ıbrio,
como o nosso, sa˜o bem diferentes daquelas feitas para o estudo de
sistemas em equil´ıbrio. As condic¸o˜es de balanc¸o detalhado e de er-
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godicidade na˜o sa˜o satisfeitas, logo na˜o ha´ garantia de que o estado
estaciona´rio atingido seja o mesmo independentemente da dinaˆmica es-
colhida, o que nos restringe a escolha da dinaˆmica original do modelo,
como estabelecida nas sec¸o˜es anteriores.
A principal ferramenta que podemos utilizar a fim de tornar mais
eficientes nossas simulac¸o˜es e´ a utilizac¸a˜o de um algoritmo de tempo
cont´ınuo. Tradicionalmente, a evoluc¸a˜o temporal nas simulac¸o˜es e´ feita
de maneira discreta. Em uma rede de N s´ıtios, a cada N tentativas
de mudar a configurac¸a˜o da rede atualizamos o tempo em um passo de
Monte Carlo (ou MCS, do ingleˆs Monte Carlo Step), unidade utilizada
em simulac¸o˜es. Como escolhemos o s´ıtio a se tentar a adsorc¸a˜o com
probabilidade 1N , cada s´ıtio e´ escolhido, em me´dia, uma vez a cada
MCS. Este tipo de simulac¸a˜o se torna muito ineficiente no nosso mo-
delo, pois na proximidade do estado absorvente existem poucos s´ıtios
vazios e a maioria das tentativas de adsorc¸a˜o ou reac¸a˜o fracassa, resul-
tando em nenhuma alterac¸a˜o na configurac¸a˜o do sistema e em tempo
de computac¸a˜o perdido. O algoritmo de tempo cont´ınuo utilizado pos-
sui duas listas: uma de s´ıtios vazios e uma de s´ıtios ativos (s´ıtios vazios
e s´ıtios ocupados por monoˆmeros A). Caso o monoˆmero que chegue a`
rede seja do tipo B escolhemos um s´ıtio da primeira lista, caso contra´rio
escolhemos da segunda. Assim garantimos que sempre ocorra alguma
mudanc¸a na configurac¸a˜o do sistema. Apo´s a ocorreˆncia de um destes
eventos atualizamos o tempo em ∆t = 1Nv para a tentativa de de-
posic¸a˜o de um monoˆmero B, ou ∆t = 1Nv+NA para um monoˆmero A,
para representar, em me´dia, as tentativas que seriam rejeitadas.
Vamos agora a` dinaˆmica do algoritmo. Primeiro gera-se um
nu´mero aleato´rio para escolher qual monoˆmero caira´ na rede: A com
probabilidade yA ouB com probabilidade yB = 1−yA. Depois seleciona-
se aleatoriamente da lista apropriada um s´ıtio para a adsorc¸a˜o. Se o
s´ıtio estiver vazio, ocorre a adsorc¸a˜o e temos de observar a vizinhanc¸a.
Se houver um ou mais monoˆmeros de espe´cie diferente entre os primei-
ros vizinhos, a part´ıcula rece´m chegada reage com um deles (havendo
mais de um escolhemos aleatoriamente) e ambos deixam a rede, cri-
ando duas vacaˆncias. Se o s´ıtio possuir como primeiros vizinhos apenas
s´ıtios vazios ou ocupados por part´ıculas da mesma espe´cie, o monoˆmero
permanece adsorvido. O mecanismo de Eley-Rideal aparece quando
tentamos adsorver uma part´ıcula A em um s´ıtio que ja´ esteja ocupado
por outra part´ıcula A. Nesta situac¸a˜o, a reac¸a˜o acontece e o produto
deixa a rede. O s´ıtio em questa˜o passa a estar desocupado.
Em todas as simulac¸o˜es utilizamos condic¸o˜es de contorno perio´dicas
e redes homogeˆneas. Foram realizadas simulac¸o˜es para redes de tama-
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Figura 10 – Comparac¸a˜o das densidades do paraˆmetro de ordem no
estado estaciona´rio.
nhos N = 512(29) ate´ N = 16384(214) s´ıtios, sempre em poteˆncias de
2. Encontramos nas simulac¸o˜es comportamento semelhante a`quele en-
contrado nas aproximac¸o˜es de campo me´dio, como podemos ver para
o paraˆmetro de ordem na Figura 10. Para valores de yA abaixo do
valor cr´ıtico yAc a rede rapidamente atinge o estado absorvente, com
todos os s´ıtios ocupados por monoˆmeros B, enquanto que acima disso
ha´ sempre um estado estaciona´rio ativo. O comportamento de pA e pv
tambe´m continua ideˆntico, pv tendo um ma´ximo antes de convergir ao
valor final pv = pA = 0, 5.
4.2 ANA´LISE DE ESCALA DE TAMANHO FINITO
Apesar do que pode parecer pela Figura 10, os valores das si-
mulac¸o˜es na˜o sa˜o todos iguais, e quando o sistema na˜o se encontra
no estado absorvente os valores estaciona´rios do paraˆmetro de ordem
variam para distintos tamanhos de rede e valores do paraˆmetro de con-
48
trole yA, o que nos sugere uma ana´lise de escala do nosso paraˆmetro
de ordem. Esta ana´lise surgiu primeiro no contexto de equil´ıbrio (BIN-
DER, 1981b), no modelo de Ising e flu´ıdos de Bose por exemplo (FISHER;
BARBER, 1972), depois fora do equil´ıbrio em diferentes modelos, como
Ising (GRANDI, 1996), processo de contato de pares e outros mode-
los com infinitas configurac¸o˜es absorventes (JENSEN; DICKMAN, 1993),
modelos de cata´lise (COSTA, 2003; ANDRADE, 2010; PARK; KIM; PARK,
1995), os modelos de predador-presa do cap´ıtulo anterior, crescimento
de tumores (PEDRO, 2012), etc. Ela acabou tornando-se uma das prin-
cipais ferramentas para o estudo de transic¸o˜es de fase.
Comec¸amos nossa ana´lise assumindo que possamos escrever nosso
paraˆmetro de ordem p = pv + pA como uma func¸a˜o homogeˆnea gene-
ralizada (ver apeˆndice) que depende das varia´veis tamanho de rede, L,
e distaˆncia do ponto cr´ıtico yAc , ∆ = yA − yAc .
p = λf(λaL, λb∆), (4.1)
onde a, b e λ sa˜o nu´meros arbitra´rios. Pela definic¸a˜o de func¸a˜o homoˆgenea
podemos escolher o valor que quisermos para λ. A fim de juntarmos a
dependeˆncia de L e ∆, escolhemos λ = L−
1
a . Com isso
λaL = (L−
1
a )aL =
L
L
= 1,
e substituindo na equac¸a˜o anterior:
p = L−
1
a f(1, L−
b
a∆) = L−
1
a f(L−
b
a∆). (4.2)
A func¸a˜o f(x) tem duas propriedades importantes: seu compor-
tamento quando x tende ao infinito e´ dado por f(x) ≈ xc; e quando x
tende a zero temos f(0) constante. Essas propriedades sa˜o importantes
porque a partir delas identificamos o que sa˜o os expoentes a e b e os
relacionamos com os expoentes cr´ıticos do sistema. Quando o tamanho
do sistema tende ao infinito, o comportamento do paraˆmetro de ordem
p e´ dado pelo expoente β,
p ≈ (yA − yAc)β = ∆β . (4.3)
Utilizando a primeira propriedade, ja´ substituindo xc pelo argu-
mento de f , e igualando as equac¸o˜es 4.2 e 4.3:
∆β = L−
1
a (L−
b
a∆)c = ∆cL
−1−bc
a .
Igualando os expoentes de ∆ encontramos β = c. Lembrando que o
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lado esquerdo da equac¸a˜o foi obtido no limite L→∞ e que o tamanho
L do sistema, neste limite, na˜o pode influenciar em p, temos −1−bca =
0, b = −1β .
Falta encontrarmos o expoente a, e para isso usaremos a segunda
propriedade de f(x) apresentada, isto e´, f(0) constante (independe
de L). Desta maneira, podemos ignorar f(0), pois trabalharemos nas
vizinhanc¸as do ponto cr´ıtico, ∆ = 0, e a func¸a˜o na˜o afetara´ o ca´lculo dos
expoentes. No ponto cr´ıtico toda a rede esta´ conectada e o comprimento
de correlac¸a˜o ξ atinge toda a rede, de forma que ξ = L. Com isso temos,
em ∆ = 0:
p = L−
1
a f(0) ≈ ξ− 1a . (4.4)
Nas vizinhanc¸as do ponto cr´ıtico e no limite de um sistema infi-
nito, o comportamento do comprimento de correlac¸a˜o e´ governado pelo
expoente ν⊥, ξ ≈ ∆−ν⊥ . Substituindo na equac¸a˜o 4.4 acima chegamos
a p ≈ (∆−ν⊥)− 1a . Comparando com a outra equac¸a˜o que t´ınhamos para
p no mesmo regime, equac¸a˜o 4.3,
∆
ν⊥
a = ∆β .
Dessa igualdade encontramos o u´ltimo expoente, a = ν⊥β . Agora
estamos em condic¸o˜es de escrever o paraˆmetro de ordem p em func¸a˜o
dos expoentes cr´ıticos, substituindo a em 4.2
p ≈ L− βν⊥ f(∆L 1ν⊥ ). (4.5)
Tomando o logaritmo dos dois lados dessa equac¸a˜o e usando a
propriedade ln(ab ∗ c) = b ln a+ ln c dos logaritmos, chegamos a
ln p ≈ − β
ν⊥
lnL+ ln f(∆L
1
ν⊥ ), (4.6)
equac¸a˜o que no ponto cr´ıtico (lembrando que ln f(0) e´ uma constante),
toma a forma de uma equac¸a˜o de reta com inclinac¸a˜o − βν⊥ . De posse
desta informac¸a˜o temos uma ferramenta valiosa para encontrar o ponto
cr´ıtico: basta fazermos um gra´fico de ln p X lnL para diferentes valo-
res de yA. O valor cr´ıtico sera´ aquele cujo gra´fico e´ uma reta, e a
sua inclinac¸a˜o nos dara´ a raza˜o − βν⊥ . O valor cr´ıtico encontrado foi
yA = 0, 596(3) e a raza˜o de expoentes
β
ν⊥
= 0, 231(6), como mostra
a Figura 11. Voltamos agora mais uma vez nossa atenc¸a˜o ao modelo
estudado por Costa (COSTA, 2003). A ana´lise de escala em uma di-
mensa˜o revelou um ponto cr´ıtico um pouco maior do que o por no´s
obtido, yA = 0, 63743. O valor da raza˜o
β
ν⊥
= 0, 25 tambe´m e´ muito
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Figura 11 – Variac¸a˜o do valor estaciona´rio do paraˆmetro de ordem p
com o tamanho da rede. A reta em yA = 0, 596(3) indica o ponto
cr´ıtico, e sua inclinac¸a˜o nos da´ βν⊥ = 0, 231(6).
pro´ximo ao que obtivemos.
4.3 MOMENTOS DO PARAˆMETRO DE ORDEM
Uma forma alternativa de estudarmos o ponto cr´ıtico de um mo-
delo e analisar a qual classe de universalidade ele pode pertencer foi
apresentado por Binder (BINDER, 1981a), e utilizado inicialmente para
o modelo de Ising no contexto de equil´ıbrio. O me´todo consiste em um
grupo de renormalizac¸a˜o da distribuic¸a˜o do paraˆmetro de ordem e dos
seus momentos, utilizando o fato de que no ponto cr´ıtico as razo˜es en-
tre os momentos independem do tamanho L do sistema. Este me´todo
tambe´m mostrou resultados extremamente satisfato´rios para sistemas
intrinsecamente fora do equil´ıbrio, como o processo de contato, o pro-
cesso de contato de pares (DICKMAN; SILVA, 1998), para o crescimento
de tumores (PEDRO, 2012), para o modelo ZGB (LEITE; HOENICKE; FI-
GUEIREDO, 2001) e para outros modelos de cata´lise (ANDRADE, 2010).
Comec¸amos definindo a me´dia e os momentos do paraˆmetro de
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ordem (TOME´; OLIVEIRA, 2001). A me´dia de uma func¸a˜o f(x) cuja
densidade de probabilidade associada a` varia´vel x seja ρ(x) e´ dada por
〈f(x)〉 =
∫
f(x)ρ(x)dx. (4.7)
O n-e´simo momento mn da distribuic¸a˜o e´ definido como sendo o valor
esperado de xn
mn = 〈xn〉 =
∫
xnρ(x)dx. (4.8)
Podemos obter os momentos a partir da func¸a˜o caracter´ıstica
g(k) =
∫
ρ(x)eikxdx = 〈eikx〉, (4.9)
que desenvolvida em se´rie de Taylor pode ser escrita como
g(k) = 1 +
∞∑
n=1
(ik)n
n!
mn. (4.10)
A func¸a˜o caracter´ıstica tambe´m gera os cumulantes Qn,
g(k) = exp(
∞∑
n=1
(ik)n
n!
Qn). (4.11)
Se tomarmos o logaritmo do lado direito de 4.10 e desenvolvermos em
se´rie de Taylor, a comparac¸a˜o com o lado direito de 4.11 nos da´ uma
relac¸a˜o entre os momentos e os cumulantes. No´s utilizaremos apenas
os dois primeiros cumulantes, Q1 = m1 que e´ a pro´pria me´dia e Q2 =
m2 −m21.
Como vimos anteriormente, no ponto cr´ıtico podemos escrever
nosso paraˆmetro de ordem p como
p ≈ L− βν⊥ f(∆L 1ν⊥ ). (4.5)
Como ele ja´ e´ a me´dia, podemos escrever no ponto cr´ıtico:
p = m1 ≈ L−
β
ν⊥ . (4.12)
Seja ρ(p, L) a distribuic¸a˜o de probabilidades de p. Com essa densidade
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podemos escrever os momentos de mais alta ordem
mk =
∫ 1
0
pkρ(p, L)dp = IkL
− kβν⊥ , (4.13)
com Ik independente de L quando este tende ao infinito. Enta˜o pode-
mos, para L grande, escrever razo˜es do tipo
mrk
msl
∝ L(− βν⊥ )(kr−ls). (4.14)
Se tivermos o expoente nulo, ou seja kr = ls, essas razo˜es sa˜o indepen-
dentes de L no ponto cr´ıtico, e portanto os gra´ficos delas para diferen-
tes tamanhos de rede L devem se cruzar no ponto cr´ıtico. Os ca´lculos
dessas razo˜es foram efetuados simultaneamente com as simulac¸o˜es das
sec¸o˜es anteriores, sempre no estado estaciona´rio e utilizando apenas as
amostras sobreviventes.
Consideramos em nossos ca´lculos quatro razo˜es de momentos:
R1 =
m2 −m21
m21
,
R2 =
m4
m22
,
R3 =
m3
m31
,
R4 =
m3
m1m2
. (4.15)
A Figura 12 mostra os gra´ficos de R1 e R2 para va´rios valores de L e
de yA. A ana´lise dos momentos mostra que o ponto cr´ıtico vale yA =
0, 595(4), concordando com o que foi encontrado na sec¸a˜o anterior.
Os momentos esta˜o listados na Tabela 3, juntamente com os mesmos
valores para o processo de contato (DICKMAN; SILVA, 1998). Como
podemos ver, os valores encontrados concordam quando levamos em
considerac¸a˜o o erro das medidas. A Figura 13 nos mostra todas as
razo˜es calculadas e como elas se mante´m razoavelmente constantes para
os diferentes tamanhos de rede.
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R1 R2 R3 R4
Nosso modelo 0,23(5) 1,8(2) 1,7(2) 1,4(1)
CP 0.1736(2) 1.554(2) 1.523(6) 1.301(3)
Tabela 3 – Valores das razo˜es dos momentos do paraˆmetro de ordem
para o nosso modelo e para o processo de contato.
Figura 12 – Exemplos da raza˜o de momentos do paraˆmetro de ordem.
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Figura 13 – As quatro razo˜es dos momentos do paraˆmetro de ordem no
ponto cr´ıtico yA = 0, 595(4).
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5 CONCLUSO˜ES E PERSPECTIVAS
Utilizando algumas das ferramentas mais comuns a` Mecaˆnica
Estat´ıstica fora do equil´ıbrio, analisamos nesta dissertac¸a˜o o modelo
monoˆmero-monoˆmero com um processo extra, uma reac¸a˜o via meca-
nismo de Eley-Rideal. Este mecanismo permite que um reagente ad-
sorvido reaja com outro fora da rede, no estado gasoso. O processo
adicional resultou na quebra de simetria do diagrama de fases em dois
aspectos: 1) a dinaˆmica dos dois tipos de monoˆmeros foi alterada com
a adic¸a˜o da reac¸a˜o autocatal´ıtica A+A→ A2, visto que no modelo AB
apenas sa´ıam da rede pares de monoˆmeros diferentes; 2) o fato desta
reac¸a˜o ocorrer via mecanismo E.R. torna poss´ıvel reac¸o˜es com a rede
completamente coberta de A, e portanto, o estado absorvente pA = 1
na˜o existe mais. As reac¸o˜es ocorrem instantaneamente, no conhecido
regime controlado pela adsorc¸a˜o.
A primeira abordagem, via aproximac¸o˜es de campo me´dio em
uma dimensa˜o, nos forneceu um diagrama de fases qualitativamente
correto. A aproximac¸a˜o de s´ıtios nos apontou o mesmo ponto cr´ıtico do
modelo AB, enquanto que a aproximac¸a˜o de pares nos indicou um valor
um pouco mais alto. Ale´m disso, esta segunda aproximac¸a˜o revelou a
tendeˆncia de formac¸a˜o de ilhas de apenas um tipo de monoˆmero, resul-
tado de na˜o ser poss´ıvel a ocorreˆncia de um par A−B na rede. Com-
paramos nossos resultados com os obtidos por Costa (COSTA, 2003) em
sua tese de doutorado, onde foi estudado um modelo ideˆntico ao nosso,
mas onde a reac¸a˜o autocatal´ıtica ocorria via mecanismo de Langmuir-
Hinshelwood, permitindo avaliar melhor os efeitos do mecanismo de
Eley-Rideal. Encontramos pouca diferenc¸a no comportamento quali-
tativo, e quantitativamente o sistema fica um pouco mais ativo, com
ponto cr´ıtico mais baixo na aproximac¸a˜o de pares.
Realizamos simulac¸o˜es de Monte Carlo, tambe´m em uma di-
mensa˜o, que corroboraram o diagrama de fases obtido em campo me´dio.
O valor do ponto cr´ıtico, como esperado, revelou-se um pouco maior
do que os obtidos nas aproximac¸o˜es. Para obtermos um resultado mais
preciso, nos valemos da ana´lise de escala de tamanho finito. Com ela
tambe´m obtivemos a raza˜o entre os expoentes cr´ıticos β e ν⊥. Compa-
rando com o modelo de Costa, nosso sistema continua mais ativo com
um valor para o ponto cr´ıtico um pouco menor, e transic¸a˜o semelhante,
sugerindo que ambos os sistemas pertenc¸am a` classe de universalidade
da percolac¸a˜o dirigida. Atrave´s das simulac¸o˜es tambe´m obtivemos os
momentos do paraˆmetro de ordem, que ale´m de nos fornecer outro
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me´todo para o ca´lculo do ponto cr´ıtico, nos fornece valores que podem
ser comparados com as razo˜es dos momentos da percolac¸a˜o dirigida
mesmo sem o ca´lculo de expoentes cr´ıticos. Apesar da pouca precisa˜o
obtida, podemos ver que os valores concordam, como era esperado, pois
ale´m da semelhanc¸a com o modelo estudado por Costa, o nosso modelo
satisfaz todas as condic¸o˜es da conjectura PD.
Deixamos para estudos futuros uma determinac¸a˜o direta dos ex-
poentes β e ν⊥. Ale´m do ca´lculo destes expoentes, um estudo das
propriedades dinaˆmicas do modelo seria necessa´rio para caracteriza´-lo
e definir definitivamente a que classe de universalidade ele pertence.
Com estes resultados em ma˜os poder´ıamos descobrir mais sobre a im-
portaˆncia do mecanismo E.R. comparando diretamente com todos os
resultados obtidos por Costa. Seria extremamente interessante reali-
zar uma ana´lise epideˆmica, aonde iniciamos a simulac¸a˜o com uma rede
completamente cheia e apenas um s´ıtio vazio na origem 1, para avaliar-
mos a probabilidade de sobreviveˆncia e o espalhamento de s´ıtios ativos,
verificando se nosso sistema e´ realmente mais ativo. Um sistema mais
ativo resultaria em um catalisador mais eficiente, e conseguir realizar
essas reac¸o˜es pelo mecanismo E.R. traria grandes vantagens.
Expandir o modelo para duas e treˆs dimenso˜es e inserir proba-
bilidades de reac¸a˜o sa˜o outras maneiras poss´ıveis de testarmos o meca-
nismo E.R. em situac¸o˜es diferentes. Seria muito interessante inclusive
aplica´-los a outros modelos, principalmente modelos de infinitas con-
figurac¸o˜es absorventes (JENSEN; DICKMAN, 1993), pois o mecanismo
poderia diminuir o nu´mero delas e mudar essas configurac¸o˜es.
1Normalmente se comec¸aria as simulac¸o˜es com um s´ıtio ativo. No entanto a
impossibilidade de ocorreˆncia do par A − B na rede nos impede de comec¸ar as
simulac¸o˜es com um A na origem.
APEˆNDICE A -- Func¸o˜es Homogeˆneas Generalizadas
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A.1 FUNC¸O˜ES HOMOGEˆNEAS
A ana´lise de escala do paraˆmetro de ordem utilizada para o
ca´lculo do ponto cr´ıtico e´ fortemente centrada no conceito de func¸o˜es
homogeˆneas generalizadas. Este apeˆndice dedica-se a um pequeno es-
tudo destas func¸o˜es, uma introduc¸a˜o informal ao assunto como apresen-
tada por Stanley no seu livro (STANLEY, 1979). Longe de ser um estudo
aprofundado, apresentamos apenas o necessa´rio para que se entenda a
ana´lise de escala realizada. O conceito tambe´m e´ utilizado em outras
a´reas da f´ısica, como na mecaˆnica cla´ssica (LEMOS, 2007). Para uma
estudo mais aprofundado e com o formalismo matema´tico a sugesta˜o e´
o livro do Agudo (AGUDO, 1989).
Uma func¸a˜o f(x) e´ dita homogeˆnea se ao multiplicarmos seu
argumento por um fator λ pudermos escrever a func¸a˜o resultante como
uma multiplicac¸a˜o da func¸a˜o original f(x) por uma outra func¸a˜o g(λ)
cujo u´nico argumento e´ o fator multiplicativo. Enta˜o, se f(x) e´ ho-
mogeˆnea, a relac¸a˜o
f(λx) = g(λ)f(x) (A.1)
e´ va´lida para todo λ.
Como consequeˆncia desta definic¸a˜o, as func¸o˜es homogeˆneas teˆm
a propriedade de que basta conhecermos g(λ) e o valor de f(x) em
um u´nico ponto para que conhec¸amos o valor da func¸a˜o em todos os
pontos do seu domı´nio. Isto porque, conhecendo o valor f(x0) no ponto
x = x0, todos os valores do domı´nio podem ser escritos como λx0. O
que significa que o valor da func¸a˜o em todo o domı´nio esta´ relacionado
ao seu valor no ponto conhecido por uma mudanc¸a de escala dada pela
func¸a˜o g(λ):
f(λx0) = g(λ)f(x0) (A.2)
e e´ justamente essa caracter´ıstica que torna estas func¸o˜es ta˜o u´teis no
nosso estudo. Por esta raza˜o a func¸a˜o g(λ) e´ conhecida como func¸a˜o
de escala. E ela na˜o e´ arbitra´ria, as u´nicas func¸o˜es que garantem a
homogeneidade da func¸a˜o f(x) sa˜o da forma
g(λ) = λm. (A.3)
O paraˆmetro m e´ chamado de grau de homogeneidade.
Para demonstrar a forma de g(λ) aplicamos duas transformac¸o˜es
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de escala em f(x), a primeira de µ e a segunda de λ
f(λ(µx)) = g(λ)f(µx) = g(λ)g(µ)f(x). (A.4)
Consideremos agora fazermos uma mudanc¸a de escala apenas, de valor
µλ
f((λµ)x) = g(λµ)f(x). (A.5)
Como as duas mudanc¸as de escala sa˜o ideˆnticas, devemos ter g(λµ) =
g(λ)g(µ). Considerando g(λ) diferencia´vel e diferenciando os dois
lados com relac¸a˜o a µ:
∂
∂µ
g(λµ) = λg′(λµ) = g(λ)g′(µ). (A.6)
Agora fazemos µ = 1 e definimos m ≡ g′(1). Substituindo e isolando
g(λ) temos
g′(λ)
g(λ)
=
m
λ
. (A.7)
Integrando vem
ln g(λ) = m lnλ+ c, (A.8)
onde c e´ a constante de integrac¸a˜o. Podemos reescrever a equac¸a˜o como
g(λ) = ecλm. (A.9)
Derivando esta u´ltima equac¸a˜o obtemos
g′(λ) = mecλm−1. (A.10)
Colocando nesta equac¸a˜o λ = 1 e lembrando que g′(1) ≡ m, temos
m = mec. Logo a constante c e´ igual a zero. Substituindo c em A.9
obtemos finalmente a equac¸a˜o A.3.
A extensa˜o de uma func¸a˜o homogeˆnea para mais de uma varia´vel
e´ muito simples. Uma func¸a˜o homogeˆnea de n varia´veis independentes
deve satisfazer para todo λ a equac¸a˜o
f(λx1, λx2, ..., λxn) = g(λ)f(x1, x2, ..., xn) (A.11)
onde, como antes, g(λ) deve ser uma poteˆncia de λ. Como durante
os ca´lculos apenas func¸o˜es homogeˆneas de 2 varia´veis foram utilizadas,
fixaremos daqui em diante n = 2. Assim a equac¸a˜o A.11 fica
f(λx, λy) = λmf(x, y). (A.12)
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A.2 FUNC¸O˜ES HOMOGEˆNEAS GENERALIZADAS
As func¸o˜es apresentadas na sec¸a˜o anterior variam levemente da-
quelas encontradas durante a ana´lise de escala do paraˆmetro de ordem.
Apresentavam dois expoentes, sobre os argumentos da func¸a˜o ao inve´s
de apenas um, sobre o fator λ. Estas func¸o˜es sa˜o conhecidas como
func¸o˜es homogeˆneas generalizadas e tem como uma poss´ıvel forma
f(λax, λby) = λf(x, y), (A.13)
onde a e b sa˜o nu´meros arbitra´rios. Apesar do que pode parecer a
primeira vista, trocar o fator λ por λm no lado direito da equac¸a˜o na˜o
a tornaria mais geral. Veˆ-se isso fazendo uma substituic¸a˜o de varia´vel,
ζ = λ
1
m e voltar´ıamos a` forma de A.13. De maneira semelhante pode-
mos obter as seguintes equac¸o˜es, que sa˜o equivalentes a A.13:
f(λx, λby) = λmf(x, y), (A.14)
f(λax, λy) = λmf(x, y). (A.15)
Conclu´ımos este apeˆndice com uma caracter´ıstica das func¸o˜es ho-
mogeˆneas que exploramos durante a obtenc¸a˜o da func¸a˜o para o paraˆmetro
de ordem p. Suponhamos uma func¸a˜o da forma A.13. Ela deve ser
va´lida para todos os valores de λ, incluindo λ = ( 1
y
)
1
b . Substituindo:
f(xy−
a
b , 1) = y−
1
b f(x, y). (A.16)
Como a func¸a˜o do lado esquerdo tem a unidade como um de seus ar-
gumentos, vamos escreveˆ-la em termos de uma func¸a˜o de apenas uma
varia´vel
F (z) ≡ f(z, 1). (A.17)
Juntando esta u´ltima equac¸a˜o com a A.16 obtemos a seguinte equac¸a˜o
f(x, y) = y
1
bF (xy−
a
b ), (A.18)
que nos mostra que podemos escrever uma func¸a˜o homogeˆnea genera-
lizada de duas varia´veis como uma func¸a˜o da raza˜o (x/y
a
b ) vezes y
1
b ,
que foi o que fizemos durante a obtenc¸a˜o da equac¸a˜o para p.
62
63
REFEREˆNCIAS
AGUDO, F. R. D. Ana´lise Real. Lisboa: Escolar Editora, 1989.
ALBANO, E. V. Spreading analysis and finite-size scaling study of
the critical behavior of a forest fire model with immune trees. Physica
A, v. 216, p. 213–226, 1995.
ALBANO, E. V. Self-organized collective displacements of self-driven
individuals. Phys. Rev. Lett., American Physical Society, v. 77, p.
2129–2132, Sep 1996.
ANDRADE, M. F. de. Comportamento Cr´ıtico de um Modelo de
Reac¸o˜es Entre Monoˆmeros com Mu´ltiplas Configurac¸o˜es Absorventes.
Tese (Doutorado) — Universidade Federal De Santa Catarina,
Floriano´polis, 2010.
ARASHIRO, E.; TOME´, T. The threshold of coexistence and critical
behaviour of a predator-prey cellular automaton. J. Phys. A: Math.
Theor., v. 40, p. 887, 2007.
ATKINS, P.; PAULA, J. d. Atkins’ Physical Chemistry. 8. ed. [S.l.]:
Oxford University Press, 2006.
BINDER, K. Critical properties from Monte Carlo coarse graining
and renormalization. Phys. Rev. Lett., American Physical Society,
v. 47, p. 693–696, Aug 1981.
BINDER, K. Finite size scale analysis of Ising model block distribution
functions. Z. Phys. B, v. 43, p. 119–140, 1981.
BOUDART, M.; DJEGA-MARIADASSOU, G. Kinetics of
Heterogeneous Catalystic Reactions. Princeton, N.J.: Princeton Univ.
Press, 1984.
CHAPMAN, S. J. Fortran 95/2003 for Scientists and Engineers. [S.l.]:
McGraw-Hill Primis, 2007.
CHATTERJEE, P. K. M. R.; BASU, A. Absorbing phase transition
in a four state predator prey model in one dimension. Journal of
Statistical Mechanics: Theory and Experiment, n. L05001, Maio 2011.
64
CLAR, S.; DROSSEL, B.; SCHWABL, F. Self-organized critical and
synchronized states in a nonequilibrium percolation model. Phys. Rev.
Lett., American Physical Society, v. 75, p. 2722–2725, Oct 1995.
COSTA, E. C. da. Estudo do Comportamento Cr´ıtico do Modelo
de Reac¸a˜o A + A(B) → A2(AB) numa Superf´ıcie Catal´ıtica.
Tese (Doutorado) — Universidade Federal De Santa Catarina,
Floriano´polis, Novembro 2003.
DICKMAN, R.; SILVA, J. K. L. da. Moment ratios for absorbing-state
phase transitions. Phys. Rev. E, American Physical Society, v. 58, p.
4266–4270, Oct 1998.
EHSASI, M. et al. Steady and nonsteady rates of reaction in a
heterogeneously catalyzed reaction: Oxidation of CO on platinum,
experiments and simulations. J. Chem. Phys., v. 49, n. 8, p. 4949,
1989.
ELEY, D. D. The interchange of hydrogen in the adsorbed film on
tungsten. Trans. Faraday Soc., v. 178, p. 452–464, 1941.
FISHER, M. E.; BARBER, M. N. Scaling theory for finite-size effects
in the critical region. Phys. Rev. Lett., American Physical Society,
v. 28, p. 1516–1519, Jun 1972.
GOEL, N. S.; MAITRA, S. C.; MONTROLL, E. W. On the Volterra
and other nonlinear models of interacting populations. Rev. Mod.
Phys., American Physical Society, v. 43, p. 231–276, Apr 1971.
GRANDI, B. C. d. S. Diagrama de Fases e Propriedades Cr´ıticas de
um Modelo de Ising com Dinaˆmicas Competitivas. Tese (Doutorado)
— Universidade Federal de Minas Gerais, Belo Horizonte, Julho 1996.
JENSEN, I.; DICKMAN, R. Nonequilibrium phase transitions in
systems with infinitely many absorbing states. Phys. Rev. E, American
Physical Society, v. 48, p. 1710–1725, Sep 1993.
KUIPERS, E. W. et al. Surface-molecule proton transfer: A
demonstration of the Eley-Rideal mechanism. Phys. Rev. Lett.,
American Physical Society, v. 66, p. 116–119, Jan 1991.
LANDAU, D. P.; BINDER, K. A Guide to Monte Carlo Simulations
in Statistical Physics. [S.l.]: Cambridge University Press, 2000.
65
LEITE, V. S.; HOENICKE, G. L.; FIGUEIREDO, W. Higher-order
moments at the critical point of the Ziff-Gulari-Barshad model. Phys.
Rev. E, American Physical Society, v. 64, p. 036104, Aug 2001.
LEMOS, N. A. Mecaˆnica Anal´ıtica. 2. ed. Sa˜o Paulo: Editora Livraria
da Fisica, 2007.
LIPOWSKI, A.; LIPOWSKA, D. Nonequilibrium phase transition in
a lattice prey-predator system. Physica A, v. 276, p. 456–464, 2000.
MARRO, J.; DICKMAN, R. Nonequilibrium phase transitions in
Lattice Models. Cambridge: Cambridge University Press, 1999.
MATSUSHIMA, T.; HASHIMOTO, J.; TOPOSHIMA, I. On the
kinetics and mechanism of the CO oxidation over polycrystalline
iridium. Journal Of Catalysis, v. 58, p. 303–312, 1979.
MEAKIN, P.; SCALAPINO, D. Simple models for heterogeneous
catalysis - phase transition-like behavior in nonequilibrium systems.
JOURNAL OF CHEMICAL PHYSICS, v. 87, p. 731–741, 1987.
NEWMAN, M.; BARKEMA, G. Monte Carlo Methods in Statistical
Physics. [S.l.]: Oxford University Press, 1999.
PANG, T. An Introduction to Computational Physics. Cambridge:
[s.n.], 2006.
PARK, H.; KIM, M. H.; PARK, H. Dynamic scaling behavior of an
interacting monomer-dimer model. Phys. Rev. E, American Physical
Society, v. 52, p. 5664–5666, Nov 1995.
PEDRO, T. B. Modelo de Crescimento de Tumores em Redes.
Dissertac¸a˜o (Mestrado) — Universidade Federal De Santa Catarina,
Floriano´polis, Agosto 2012.
PRESS, W. H. et al. Numerical Recipes in Fortran 77 - The Art of
Scientific Computing. 2. ed. Cambridge: Cambridge University Press,
1992.
ROZENFELD, A.; ALBANO, E. Study of a lattice-gas model for a
prey-predator system. Physica A, v. 266, n. 322-329, 1999.
ROZENFELD, A.; ALBANO, E. A self-organized system of smart
preys and predators. Physics Letters A, v. 332, p. 361, 2004.
66
ROZENFELDA, A. F. et al. Altruism: A natural strategy for
enhancing survival. Physica A, v. 369, p. 817, 2006.
STANLEY, H. E. Introduction to Phase Transitions and Critical
Phenomena. [S.l.]: Oxford University Press, 1979.
TOME´, T.; DICKMAN, R. Ziff-Gulari-Barshad model with CO
desorption: An Ising-like nonequilibrium critical point. Phys. Rev. E,
American Physical Society, v. 47, p. 948–952, Feb 1993.
TOME´, T.; OLIVEIRA, M. J. de. Dinaˆmica Estoca´stica e
Irreversibilidade. [S.l.]: Edusp - Editora da Universidade de Sa˜o Paulo,
2001.
VOIGT, C. A.; ZIFF, R. M. Epidemic analysis of the second-order
transition in the Ziff-Gulari-Barshad surface-reaction model. Phys.
Rev. E, American Physical Society, v. 56, p. R6241–R6244, Dec 1997.
VOIT, J. The Statistical Mechanics of Financial Markets. [S.l.]:
Springer, 2001.
YEOMANS, J. M. Statistical Mechanics of Phase Transitions. [S.l.]:
Oxford University Press, 1991.
ZIFF, R.; FICHTHORN, K. Fractal clustering of reactants on a
catalyst surface. Physical Review B, v. 34, p. 2038, 1986.
ZIFF, R. M.; GULARI, E.; BARSHAD, Y. Kinetic phase transitions
in an irreversible surface-reaction model. Physical Review Letters,
v. 56, p. 2553, 1986.
