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Abstract
We apply the techniques of Lie’s symmetry analysis to a caricature of the simplified multistrain model
of Castillo-Chavez and Feng [C. Castillo-Chavez, Z. Feng, To treat or not to treat: The case of tuberculosis,
J. Math. Biol. 35 (1997) 629–656] for the transmission of tuberculosis and the coupled two-stream vector-
based model of Feng and Velasco-Hernández [Z. Feng, J.X. Velasco-Hernández, Competitive exclusion in
a vector-host model for the dengue fever, J. Math. Biol. 35 (1997) 523–544] to identify the combinations of
parameters which lead to the existence of nontrivial symmetries. In particular we identify those combina-
tions which lead to the possibility of the linearization of the system and provide the corresponding solutions.
Many instances of additional symmetry are analyzed.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We apply the techniques of Lie’s symmetry analysis to a caricature of the simplified mul-
tistrain model of Castillo-Chavez and Feng [1] for the transmission of tuberculosis and to the
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M.C. Nucci, P.G.L. Leach / J. Math. Anal. Appl. 333 (2007) 430–449 431coupled two-stream vector-based model of Feng and Velasco-Hernández [2]. These models were
recently investigated in terms of their reproductive numbers and subthreshold epidemic equilibria
by van den Driessche and Watmough [3].
Symmetry analyzes are not commonly found for mathematical models of epidemiological
phenomena although for two very successful exceptions see Torrisi and Nucci [4], and Edwards
and Nucci [5]. The usual mathematical, as distinct from numerical, analysis that is applied to
these models is invariably based upon the qualitative approach underlying the theory of dy-
namical systems. Indeed, since most models in epidemiology, not to mention related sources of
systems of first-order ordinary differential equations, are nonintegrable, it is understandable that
the methods of dynamical systems should be so generally applied for they do yield informa-
tion of interest, if not comfort, about the system being modeled. By way of contrast symmetry
analysis is more successful with integrable systems. The classical results are stated in terms of
Lie point symmetries and for the present we remain within that classical constraint/context. An
nth-order/n-dimensional system is integrable in the sense of Lie, i.e. the reduction of the solu-
tion of the system to a series of quadratures—not to mention their inversions—the performance
of which cannot in principle be guaranteed although the number of occasions on which it can,
perhaps occasionally surprisingly, is most gratifying, provided it possesses an n-dimensional
solvable algebra.2 However, Lie is not all or nothing! A system may be reduced partially due
to the presence of a number, not sufficient to guarantee integrability, of Lie point symmetries
to a system of lower order with the solution of the original system being obtained by means of
quadratures of the solution of reduced system. In this context one may contemplate the concept
of partial integrability in that the symmetries which have enabled the reduction of order have re-
duced the dimension of the space in which nonexact methods, e.g. numerical integrations, must
be applied. As a consequence there is sense in the application of the analysis of Lie to a given
system.
The model which we wish to discuss in detail is presented by van den Driessche and Wat-
mough [3] in their equations (14a), (14b) and (14c), videlicet
I˙1 = −(b + γ1)I1 + νI1I2 + β1I1S,
I˙2 = −(b + γ2)I2 − νI1I2 + β2I2S,
S˙ = −b(S − 1)+ γ1I1 + γ2I2 − (β1I1 + β2I2)S, (1)
where β1 and β2 represent the infection rates for the two strains in the case of the tuberculosis
model and for the two vectors in the Dengue fever model, ν is the common contact rate of
infection, b is the common birth and death rate and γ1 and γ2 are the recovery rates. This model
does not represent the full system discussed by Castillo-Chavez and Feng [1], but is a caricature
of it, presumably to be able to combine both models. The model has only a single susceptible
compartment, but it has two infectious compartments corresponding to the two infectious agents.
Although it is not stated in [3], the source papers [1,2] are clear that the variables represent
proportions of a constant population which has thereby been scaled to unity, i.e. I1 + I2 + S = 1.
The addition of the three components of (1) reflects this in that, if I1 + I2 + S = 1 is an initial
point of the system, then it is a singular point and provides a stationary solution. Consequently it
is not correct to consider the system (1) as three-dimensional since it is subject to the constraint
2 For a recent examination of this question in the context of second-order systems see Wafo Soh and Mahomed [6].
See also the study by Ibragimov and Nucci [7] of a third-order equation admitting a three-dimensional nonsolvable Lie
algebra.
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To obviate the necessity to consider the Lie analysis of (1) subject to this constraint we revert to
a manifold of lower dimension by using the constancy of the total population to write
S = 1 − I1 − I2 (2)
so that the three-dimensional system is reduced to the two-dimensional system
I˙1 = (β1 − b − γ1)I1 − β1I 21 − (β1 − ν)I1I2, (3a)
I˙2 = (β2 − b − γ2)I2 − (β2 + ν)I1I2 − β2I 22 . (3b)
2. Lie symmetry analysis
The analysis of the system of first-order ordinary differential equations (3), for Lie symme-
tries is hampered by the existence of an infinite number of Lie point symmetries for a system
of first-order ordinary differential equations. This problem is obviated if we eliminate one of
the variables, say I1, to obtain a second-order ordinary differential equation in the remaining
variable I2. Equally we can eliminate I2 and use I1 as the dependent variable. These are not
equivalent in terms of the possession of Lie point symmetries since the relationship between I1
and I2 is not point, but has the nature of a generalized transformation. In both cases we use u
to denote the dependent variable of the resulting second-order ordinary differential equation to
reduce the burden of notation. In the listing of the various cases we indicate the source second-
order ordinary differential equation as (A) for I2 as the dependent variable and (B) for I1 has
the dependent variable.
From (3b) we have
I1 =
[
− I˙2
I2
− b − β2I2 + β2 − γ2
]
1
β2 + ν (4)
and the second-order equation for u is
uu¨ −
(
1 + β1
β2 + ν
)
u˙2 +
(
β2 + β1 − ν − 2β1β2
β2 + ν
)
u2u˙
+
(
2β1
β2 + ν (β2 − b − γ2)− (β1 − b − γ1)
)
uu˙
+ (β2 − b − γ2)
(
(β1 − b − γ1)− β1
β2 + ν (β2 − b − γ2)
)
u2
+
(
2β1β2
β2 + ν (β2 − b − γ2)− β2(β1 − b − γ1)− (β1 − ν)(β2 − b − γ2)
)
u3
+
(
β2(β1 − ν)− β1β
2
2
β2 + ν
)
u4 = 0 (A). (5)
We solve (3a) for I2 in the case that β1 = ν as
I2 = −
[
I˙1
I1
− β1 + b + γ1 + β1I1
]
1
β1 − ν (6)
3 The giving of a precise value to a first integral can make a considerable difference to the properties which the subset
of the system enjoys. An integral having a precise numerical value was termed a ‘configurational invariant’ by Hall [8]
and subsequently the correct meaning was explained by Sarlet et al. [9].
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uu¨1 − β1 + β2 − ν
β1 − ν u˙
2
1 +
(β1 + ν)(β1 − β2 − ν)
β1 − ν u
2u˙1
+ β1ν(β1 − β2 − ν)
β1 − ν u
4 + 1
β1 − ν
[
2β2(β1 − b − γ1)− (β1 − ν)(β2 − b − γ2)
]
uu˙1
+ 1
β1 − ν
{
(β1 − b − γ1)
[
2β1β2 − (β1 − ν)(β1 + ν)
]− β1(β1 − ν)(β2 − b − γ2)}u3
+ β1 − b − γ1
β1 − ν
[
(β1 − ν)(β2 − b − γ2)− β2(β1 − b − γ1)
]
u2
= 0 (B). (7)
We analyze (5) and (7) for Lie point symmetries using the interactive package developed by
Nucci [10,11]. We find that a number of cases arises and for each we determine the number of
Lie point symmetries of the particular form of (5) or (7). Some of these cases have no particular
attraction. However, some of them do and for these we provide a further discussion of the system
for the particular relationships between the parameters.
2.1. The case β1 = ν: Separable equations
The system (3) becomes separated if either of the coefficients of the interaction terms becomes
zero. For (3b) this means that β2 = −ν which is nonphysical. However, for (3a) one has the
physically acceptable, if not correct, constraint β1 = ν. Then (3a) is
I˙1 = (ν − b − γ1)I1 − νI 21 (8)
which has the distinction of being a variables separable, a Riccati and a Bernoulli equation. We
use the last option to write (8) as(
1˙
I1
)
+ (ν − b − γ1)
(
1
I1
)
= ν (9)
⇒
⎧⎪⎨
⎪⎩
I1 = 1
νt +K1 , ν = b + γ1,
I1 = (ν − b − γ1) exp[(ν − b − γ1)t]
ν exp[(ν − b − γ1)t] +K1 , ν = b + γ1.
(10a)
(10b)
We know that these solutions are analytic for all values of the parameters. This is not surprising
in view of the status of (8) as a Riccati equation satisfying the required criteria, i.e. the only non-
linear first-order ordinary differential equation of the form y′ = f (x, y) possessing the Painlevé
Property [12, Chapter XII, p. 294].
With the solution of (8) in hand (3b) becomes both a Riccati and a Bernoulli equation and is
written as the nonautonomous first-order equation(
1˙
I2
)
+ [(β2 − b − γ2)− β2νI1(t)]
(
1
I2
)
= β2 (11)
in which one has used the Bernoulli character. When I1(t) is given by (10a),
I2(t) = (νt +K1)β2 exp
[−(β2 − b − γ2)t]
×
{
K2 + β2
∫ [
(νt + K1)−β2 exp
[
(β2 − b − γ2)t
]]
dt
}
(12)
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I2(t) = exp
[−(β2 − b − γ2)t][exp[(ν − b − γ1)t]+ K1]β2
×
{
K2 + β2
∫ [
exp
[
(β2 − b − γ2)t
](
exp
[
(ν − b − γ1)t
]+K1)−β2]dt
}
, (13)
neither of which expressions can be evaluated in closed form for general values of the parameters.
In the above K1 and K2 are the constants of integration. An obvious exception is when β2 −γ2 =
β1 − γ1 = ν − γ1 for which the integration in (13) can be performed. For then
I2 = exp
[
(−ν − b − γ1)t
][
exp
[
(ν − b − γ1)t
]+K1]β2
×
{
K2 + β2
ν − b − γ1
[
exp
[
(ν − b − γ1)t
]+K1]1−β2
}
(14)
provided β2 = 1. If β2 = 1, the exponent is replaced by a logarithm.
2.2. Relationships between the parameters leading to linearization
The first set of results which we report are for the cases for which (5) or (7) possesses eight
Lie point symmetries and so is linearizable.
Case I (A). β2 = ν.
There is no Lie point symmetry apart from the obvious ∂t . However, if β1 = 2ν, (5) reduces
to
uu¨ − 2u˙2 + (γ1 − b − 2γ2)uu˙ + (ν − b − γ2)(ν − γ1 + γ2)u2 + ν(ν − γ1 + γ2)u3 = 0
(15)
which has the following eight Lie point symmetries
Γ1 = − exp
[
t (−γ2 + ν − b)
]νu + b − ν + γ2
−γ2 + ν − b
×
(
1
u
∂t + (νu + b − ν + γ2)(ν − γ1 + γ2)−γ2 + ν − b ∂u
)
,
Γ2 = exp
[
t (−ν + γ1 − γ2)
]νu + b − ν + γ2
−γ2 + ν − b
(
−1
u
∂t + (νu + b − ν + γ2) ∂u
)
,
Γ3 = exp
[
t (γ1 − 2ν + b)
](
∂t − u(νu + b − ν + γ2)∂u
)
,
Γ4 = exp
[−t (γ1 − 2ν + b)]
(
∂t + u(ν − γ1 + γ2)(νu + b − ν + γ2)−γ2 + ν − b ∂u
)
,
Γ5 = ∂t ,
Γ6 = −u(νu + b − ν + γ2)−γ2 + ν − b ∂u,
Γ7 = exp
[
t (γ2 − ν + b)
]
u2∂u,
Γ8 = exp
[
t (γ2 − γ1 + ν)
]
u2∂u, (16)
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a point transformation. In order to find the linearizing transformation we have to look for a two-
dimensional abelian intransitive subalgebra (Lie’s Type II) and, following Lie’s classification of
two-dimensional algebras in the real plane [13,14], we have to transform it into the canonical
form
∂U , T ∂U
with U and T the new dependent and independent variables, respectively. We find that one such
subalgebra is that generated by Γ7 and Γ8, i.e.
Γ7 = exp
[
t (γ2 − ν + b)
]
u2∂u, Γ8 = exp
[
t (γ2 − γ1 + ν)
]
u2∂u. (17)
The required transformation is
T = exp[−t (−2ν + γ1 + b)], U = −1
u
exp
[
t (−γ2 + ν − b)
]
. (18)
Under this transformation equation (15) becomes the somewhat simpler
d2U
dT 2
= −νT
γ2−2γ1+3ν−b
γ1−2ν+b
γ1 − γ2 − ν
(γ1 − 2ν + b)2 (19)
which can be easily integrated, i.e.
U = νT
(γ2−ν+b)/(γ1−2ν+b)
γ2 − ν + b +A1T +A2 (20)
with A1 and A2 being constants of integration. Inversion of the transformation yields the general
solution of (15), i.e.
u =
(
ν
−γ2 + ν − b − A1 exp
[
t (ν − γ1 + γ2)
]− A2 exp[t (γ2 − ν + b)]
)−1
. (21)
In the case that ν = γ2 + b Eq. (15) becomes
u¨ = 2
u
u˙2 + (b − γ1 + 2γ2)u˙ + (b − γ1 + 2γ2)(b + γ2)u2 (22)
which admits an eight-dimensional Lie algebra and so the equation is linearizable by means of
a point transformation. A two-dimensional abelian intransitive subalgebra is that generated by
Γ7 and Γ8, i.e.
Γ7 = exp
[−t (γ1 − 2γ2 − b)]u2∂u, Γ8 = u2∂u. (23)
The required transformation is
T = exp[t (γ1 − 2γ2 − b)], U = −1
u
exp
[
t (γ1 − 2γ2 − b)
]
. (24)
Under this transformation (22) becomes the somewhat simpler
d2U
dT 2
= b + γ2
T (b − γ1 + 2γ2) (25)
and its general solution is
U = (1 − log(T ))(b + γ2)T +A1T +A2. (26)
γ1 − 2γ2 − b
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u =
(
(1 − t (γ1 − 2γ2 − b))(b + γ2)
−γ1 + 2γ2 + b −A1 −A2 exp
[−t (γ1 − 2γ2 − b)]
)−1
. (27)
Moreover, if we assume that b = γ1 − 2γ2, then Eq. (22) reduces to
u¨ = 2u˙
2
u
(28)
which is linearizable by the transformation U = 1
u
, i.e.
d2U
dt2
= 0 ⇒ U(t) = A1 +A2t. (29)
Inverting the transformation yields the general solution of (28), i.e.
u = 1
A1 +A2t . (30)
Case II (A). β2 = β1 − ν.
There are eight Lie point symmetries and we can linearize the equation by means of the same
method as used above. In terms of the variable v = 1
u
and with this constraint on the parameters
(5) becomes
v¨ + (β1 − b − 2ν + γ1 − 2γ2)v˙ − (β1 − ν − b − γ2)(ν − γ1 + γ2)v
= −(β1 − ν)(ν − γ1 + γ2) (31)
with the characteristic values
λ1 = ν − γ1 + γ2 and λ2 = −β1 + ν + b + γ2 (32)
and solution
v = A1 exp
[
(ν − γ1 + γ2)t
]+A2 exp[(−β1 + ν + b + γ2)t]+ β1 − ν
β1 − ν − b − γ2 (33)
whence
u = 1
A1 exp[(ν − γ1 + γ2)t] +A2 exp[(−β1 − ν + b + γ2)t] + β1−νβ1−ν−b−γ2
. (34)
The solutions are
I1 = 1
β1
(P −R)A1eP t
A1eP t +A2eRt − β1−νR
, (35)
I2 = 1
A1eP t +A2eRt − β1−νR
, (36)
where P = ν − γ1 + γ2 and R = b − β1 + ν + γ2.
There are various subcases, all of which are linearizable since the parent equation is lineariz-
able.
M.C. Nucci, P.G.L. Leach / J. Math. Anal. Appl. 333 (2007) 430–449 437Subcase II.a (A). γ1 = γ2 + ν.
In (31) the coefficient of v and the nonhomogeneous term are both zero. The solution is now
v = A1 +A2 exp
[
(−β1 + ν + b + γ2)t
] (37)
whence
u = 1
A1 +A2 exp[(−β1 + ν + b + γ2)t] . (38)
We obtain
I1 = −RA1 + β1 − ν
β1
1
A1 + A2eRt , (39)
I2 = Q
A1 +A2eRt . (40)
Subcase II.b (A). β1 = b + γ1 (⇒ β2 = b + γ1 − ν).
The characteristic values are both ν − γ1 + γ2 so that the solution is
v = (A1 +A2t) exp
[
(ν − γ1 + γ2)t
]− b + γ1 − ν
ν − γ1 + γ2 (41)
whence
u = 1
(A1 +A2t) exp[(ν − γ1 + γ2)t] − b+γ1−νν−γ1+γ2
. (42)
The solutions of the system (3) are
I1 = 1
b + γ1
A2eP t
(A1 +A2t)eP t − b − γ1 + ν , (43)
I2 = P
(A1 +A2t)eP t − b − γ1 + ν . (44)
Subcase II.c (A). β1 = b + γ2 + ν (⇒ β2 = b + γ2).
Again the characteristic equation has one root zero. The nonzero root is ν−γ1 +γ2. This time
the coefficient of v is zero, but the nonhomogeneous term is not zero. The solution is
v = A1 +A2 exp
[
(ν − γ1 + γ2)t
]+ (b + γ2)t (45)
whence
u = 1
A1 +A2 exp[(ν − γ1 + γ2)t] + (b + γ2)t . (46)
The solutions are
I1 = 1
b + γ2 + ν
PA2eP t
A1 +A2eP t + b + γ2t , (47)
I2 = 1P t . (48)A1 +A2e + b + γ2t
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The two roots are ν − γ1 + γ2 and 12 (γ2 − γ1). The solution is
v = A1 exp
[
(ν − γ1 + γ2)t
]+A2 exp
[
1
2
(γ2 − γ1)t
]
+ γ1 + γ2 − ν + 2b
γ1 − γ2 (49)
whence
u = 1
A1 exp[(ν − γ1 + γ2)t] +A2 exp[ 12 (γ2 − γ1)t] + γ1+γ2−ν+2bγ1−γ2
. (50)
We obtain
I1 = 1
β2 + ν
1
2PA1e
P t + (S − 12P)A2eSt + 12 (γ2 − ν + γ1 + 2b)(1 + 12 PS )
A1eP t + A2eSt − γ2−ν+γ1+2b2S
, (51)
I2 = 1
A1eP t +A2eSt − γ2−ν+γ1+2b2S
, (52)
where S = 12 (γ2 − γ2).
In the case that γ1 = γ2 the solution (50) is replaced by
u = 1
A1 exp[νt] + A2 + 13 (2γ1 + 2b − ν)t
. (53)
In this case we have
I1 = 2
γ2 + γ1 + 2b + ν
1
2ν(A1e
νt − A2)− 13β1(1 + νt)
A1eνt +A2 + 13 (γ2 − ν + γ1 + 2b)t
, (54)
I2 = 1
A1eνt + A2 + 13 (γ2 − ν + γ1 + 2b)t
. (55)
Subcase II.e (A). β1 = b + 2γ1 − γ2 − ν (⇒ β2 = b + 2γ1 − γ2 − 2ν).
The characteristic roots are ν − γ1 + γ2 and 2(ν − γ1 + γ2). The solution is
v = A1 exp
[
(ν − γ1 + γ2)t
]+A2 exp[2(ν − γ1 + γ2)t]− 12
b + 2γ1 − γ2 − 2ν
ν − γ1 + γ2 (56)
whence
u = 1
A1 exp[(ν − γ1 + γ2)t] +A2 exp[2(ν − γ1 + γ2)t] − 12 b+2γ1−γ2−2νν−γ1+γ2
. (57)
The solution is now
I1 = 1
b + 2γ1 − γ2 − ν
(ν − γ2)(1 −A2e2P t ) − (P + ν − γ2)eP t
A1eP t +A2e2P t − b+2γ1−γ2−2ν2P
, (58)
I2 = 1
A1eP t +A2e2P t − b+2γ1−γ2−2ν
. (59)
2P
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Now λ2 = −λ14 and the solution is
v = A1 exp
[
(ν − γ1 + γ2)t
]+ A2 exp
[
−1
4
(ν − γ1 + γ2)t
]
+ 4b − γ1 + 5γ2 + ν
ν − γ1 + γ2 (60)
whence
u = 1
A1 exp[(ν − γ1 + γ2)t] +A2 exp[− 14 (ν − γ1 + γ2)t] + 4b−γ1+5γ2+νν−γ1+γ2
. (61)
We obtain
I1 = 20PA1e
P t
(4b − γ1 + 5γ2 + 5ν)(A1eP t + A2e−P t/4 + 4b−γ1+5γ2+νP )
,
I2 = 1
A1eP t +A2e−P t/4 + 4b−γ1+5γ2+νP
. (62)
Subcase II.g (A). β1 = b − γ1 + 2γ2 + 2ν (⇒ β2 = b − γ1 + 2γ2 + ν).
The characteristic roots are related according to λ1 = −λ2. The solution is
v = A1 exp
[
(ν − γ1 + γ2)t
]+ A2 exp[−(ν − γ1 + γ2)t]+ b − γ1 + 2γ2 + ν
ν − γ1 + γ2 (63)
whence
u = 1
A1 exp[(ν − γ1 + γ2)t] +A2 exp[−(ν − γ1 + γ2)t] + b−γ1+2γ2+νν−γ1+γ2
. (64)
The solutions are
I1 = − 2
β2 + ν
PA2e−P t + β2
A1eP t +A2e−P t + β2P
, (65)
I2 = 1
A1eP t +A2e−P t + β2P
. (66)
Subcase II.h (A). β1 = b − 4γ1 + 5γ2 + 5ν (⇒ β2 = b − 4γ1 + 5γ2 + 4ν).
In this subcase λ2 = −4λ1 and the solution is
v = A1 exp
[
(ν − γ1 + γ2)t
]+ A2 exp[−4(ν − γ1 + γ2)t]+ b − 4γ1 + 5γ2 + 4ν4(ν − γ1 + γ2) (67)
whence
u = 1
A1 exp[(ν − γ1 + γ2)t] +A2 exp[−4(ν − γ1 + γ2)t] + b−4γ1+5γ2+4ν4(ν−γ +γ )
. (68)
1 2
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I1 = − 1
β2 + ν
3PA1eP t + 8PA2e−4P t + 2β2
A1eP t +A2e−4P t + β24P
, (69)
I2 = 1
A1eP t +A2e−4P t + β24P
. (70)
Case III (B). ν = 0 and β2 = β1.
Then (7) simplifies to
v¨ − (β1 − b − 2γ1 + γ2)v˙ − (γ1 − γ2)(β1 − b − γ1)v = 0, (71)
where v = 1
u
, which is an homogeneous linear second-order equation with constant coefficients
the solution of which is trivial. It also has eight Lie point symmetries which translate back to
eight Lie symmetries of the original system (3).
We obtain
I1 = 1
A1eCt +A2eDt , (72)
I2 = 1
β1 − ν
(C + D)A1eCt − β1
A1eCt +A2eDt , (73)
where C = γ1 − γ2 and D = β1 − b − γ1. However, this is not a realistic case.
Case IV (B). β2 = β1 − ν.
Equation (7) becomes
v¨ − (ν − b + β1 − 2γ1 + γ2)v˙ + (ν − γ1 + γ2)(β1 − b − γ1)v = −β1ν, (74)
where again v = 1
u
, which is also a linear second-order equation with constant coefficients but
now with a constant nonhomogeneous term.
We obtain
I1 = 1
A1e−P t + A2eDt , (75)
I2 = 1
β1 − ν
(β1 − ν − b)e−P t + 2DA2eDt
A1e−P t +A2eDt . (76)
Case V (B). β2 = ν − β1.
Three subcases occur. They are
Subcase V.a (B). ν = 2β1 (β2 = β1).
Subcase V.b (B). β1 = 2ν (β2 = −ν).
Subcase V.c (B). β1 = −ν (β2 = 2ν).
We do not pursue Subcases V.b and V.c since they are not physical. In the case of Subcase V.a
we obtain the equation
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+ (γ1 + b − β1)(γ1 + γ2 + 2b − 2β1)u = 0 (77)
which has just the obvious symmetry, ∂t , except for when γ2 = γ1. Then there are eight Lie point
symmetries, videlicet
Γ1 = exp
[
(2γ1 − ν + 2b) t2
][
u∂t − u2(νu − ν + 2γ1 + 2b)∂u
]
,
Γ2 = exp
[
(2γ1 − ν + 2b)t
][
u∂t − u
2
2
(2νu − ν + 2γ1 + 2b)∂u
]
,
Γ3 = exp
[
(−2γ1 + ν − 2b) t2
][
u∂t − 12ν2 (2b − ν + νu + 2γ1)
× (4νuγ1 − 2ν2u+ 4νub + 2ν2u2 − 4νγ1 + ν2 − 4νb + 8bγ1 + 4b2 + 4γ 21 )∂u
]
,
Γ4 = exp
[
(−2γ1 + ν − 2b)t
]
(2b − ν + νu + 2γ1)
×
[
1
ν
∂t − 12ν2 (2νu − ν + 2γ1 + 2b)(2b − ν + νu + 2γ1)∂u
]
,
Γ5 = u∂t − 12ν u(2νu − ν + 2γ1 + 2b)(2b − ν + νu + 2γ1)∂u,
Γ6 = exp
[
(2γ1 − ν + 2b) t2
][
∂t + u2 (−2γ1 + ν − 2b)∂u
]
,
Γ7 = exp
[
(−2γ1 + ν − 2b) t2
][
∂t − 12ν (−2γ1 + ν − 2b)(νu − ν + 2b + 2γ1)∂u
]
,
Γ8 = ∂t (78)
so that there exists a transformation which linearizes the equation. The required two-dimensional
abelian intransitive subalgebra is that generated by Γ2 and Λ1 = Γ1 + 2γ1−ν+2b2ν Γ6, i.e.
Γ2 = ue2Qt
[
∂t − u(Q+ νu)∂u
]
, (79)
Λ1 = Γ1 + 2γ1 − ν + 2b2ν Γ6 =
1
ν
(Q + νu)eQt [∂t − u(Q+ νu)∂u]. (80)
The required transformation is
T = 1
ν
Q+ νu
u
e−Qt , U = 1
2νu2
e−2Qt . (81)
Under this transformation (77) becomes the somewhat simpler
d2U
dT 2
= ν
Q2
⇒ U(T ) = A0 +A1T + 12
ν
Q2
T 2. (82)
We invert the transformation and obtain
u(t) = − 2Q(A1Q
2e−Qt + νe−2Qt)
2A Q2ν + 2A Q2νe−Qt + ν2e−2Qt . (83)2 1
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I1 = exp[2β1t]
A1 + A2 exp[(b + γ2 − β2)t] , (84)
I2 = 1
β1
A1(β1 − b)− 3β1 exp[2β1t]
A1 + A2 exp[(b + γ2 − β1)t] . (85)
2.3. Combinations of the parameters leading to three Lie point symmetries
Case VI (A). β2 = 2β1 − ν.
There is symmetry additional to the symmetry of time translation if β1 = ν (⇒ β2 = ν) and
γ1 = γ2.
Equation (5) has the form
uu¨ − 3
2
u˙2 − 1
2
ν2u4 + (ν − b − γ )2u2 = 0, (86)
where we have written γ for the common value of γ1 and γ2, and has the three Lie point sym-
metries
X1 = exp
[
(b + γ − ν)t](∂t − (b + γ − ν)u∂u),
X2 = exp
[−(b + γ − ν)t](∂t + (b + γ − ν)u∂u),
X3 = ∂t (87)
with the Lie algebra sl(2,R) typical of Ermakov–Pinney systems. We obtain the precise form of
the Ermakov–Pinney equation [15,16], videlicet
v¨ − 1
4
(ν − b − γ )2v = − ν
2
4v3
, (88)
by making the substitution v = 1
u1/2
. The solution of (88) is [16]
v =
√
A1 exp
[
(ν − b − γ )t]+ 2A2 +A3 exp[−(ν − b − γ )t], (89)
where the constants of integration are related according to A22 −A1A3 = ν
2
(ν−b−γ )2 . Hence
u = 1
A1 exp[(ν − b − γ )t] + 2A2 +A3 exp[−(ν − b − γ )t] . (90)
The solutions are
I1 = 12ν
2A1EeEt + 2EA2 − ν
A1eEt + 2A2 + A3e−Et , (91)
I2 = 1
A1eEt + 2A2 + A3e−Et , (92)
where E = ν − b − γ .
We note that the additional condition, β1 = ν, brings this case into the class of separable
equations.
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We obtain the following cases.
Case VII (A). β2 = ν and β1 = −γ2 + ν + γ1.
With these values of the parameters equation (5) takes the form
uu¨ −
(
3
2
+ γ1 − γ2
2ν
)
u˙2 + 1
ν
(γ1 − γ2)(ν − b − γ2)uu˙
+ 1
2ν
(ν − b − γ2)2(ν − γ1 + γ2)u2 − 12ν(ν − γ1 + γ2)u
4 = 0 (93)
which possesses the two Lie point symmetries
Λ1 = ∂t and Λ2 = exp
[
(b + γ2 − ν)t
]{
∂t − (b + γ2 − ν)u∂u
}
. (94)
Since the Lie Bracket [Λ1,Λ2]LB = (b + γ2 − ν)Λ2, we can convert (94) to the normal form for
a second-order ordinary differential equation with Lie’s Type III two-dimensional algebra with
the representation
Γ1 = exp
[
(b + γ2 − ν)t
][
∂t − (b + γ2 − ν)u∂u
]
, Γ2 = − 1
b + γ2 − ν ∂t (95)
for which [Γ1,Γ2] = Γ1 and Γ1 = ρ(t, u)Γ2. The normal form of the algebra is
X1 = ∂y, X2 = x∂x + y∂y (96)
and that of the equation is
y′′ = 1
x
f (y′). (97)
Under the transformation from the representation (95) to (96), videlicet
x = 1
u
exp
[−(b + γ2 − ν)t], y = − 1
b + γ2 − ν exp
[−(b + γ2 − ν)t] (98)
the specific form of f (y′) is
f (y′) = 1
ν
(γ1 − γ2 − ν)
(
ν2y′2 − 1)y′. (99)
The first quadrature yields
y′ = ν√
1 − C21x−(γ1−γ2−ν)/ν
, (100)
where C1 is the constant of integration, and the second quadrature, courtesy of MAPLE 9,
y = C2 + x
ν
F
(
1
2
, c,1 + c, C
2
1
ν4
x1/c
)
, (101)
where C2 is the second constant of integration, c = νν−γ1+γ2 and F(·, · , · ,·) is the hypergeometric
function.
Inversion of (101) to obtain x(y) is not feasible as a global formula. The inversion is necessary
to obtain u(t). However, we do have the implicit relationship
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νu
F
(
1
2
, c,1 + c, C
2
1
ν4
(
1
u
exp
[−(b + γ2 − ν)t]
)1/c)
= − 1
b + γ2 − ν exp
[−(b + γ2 − ν)t]. (102)
Nevertheless following Lie’s procedure we have been able to integrate (93) by quadratures.
Case VIII (A). β1 = ν − γ1 + γ2 and β2 = −2γ1 + 2γ2 + ν.
We have the two symmetries
Λ1 = ∂t , (103)
Λ2 = exp
[
(b + 2γ1 − γ2 − ν)t
]{
∂t − (b + 2γ1 − γ2 − ν)u∂u
}
.
As in the previous case we may look to the conversion of (103) to Lie’s normal form. The
appropriate form for the symmetries is
X1 = exp[F t][∂t − Fu∂u], X2 = − 1
F
∂t , (104)
where F = b + 2γ1 − γ2 − ν. The transformation to normal coordinates is
x = 1
u
exp[−F t], y = − 1
F
exp[−F t]. (105)
The normal form of (103) is
xy′′ + 1
2
y′
[
ν(2γ1 − 2γ2 − ν)y′2 + 2(γ1 − γ2)y′ + 1
]= 0 (106)
and this immediately leads to the first quadrature
J =
∫ dx
x
+
∫
dy′
{
2
y′
+ ν
2
γ1 − γ2 − ν
1
νy′ + 1 −
(2γ1 − 2γ2 − ν)2
γ1 − γ2 − ν
1
(2γ1 − 2γ2 − ν)y′ + 1
}
= xy′2(νy′ + 1) −νν−γ1+γ2 (1 − (−2γ1 + 2γ2 + ν)y′)−−2γ1+2γ2+ν)(ν−γ1+γ2 . (107)
In general no further progress can be made. However, we do have the explicit first integral
J = 1
u
e−5F t
(
νe2F t + u˙ + Fu)− νν−γ1+γ2 ((−2γ1 + 2γ2 + ν)e−2F t − u˙ − Fu)−−2γ1+2γ2+νν−γ1+γ2 .
(108)
Case IX (A). β1 = 2(γ1 − γ2 − ν) and β2 = γ1 − γ2 − 2ν.
Equation (5) becomes
uu¨ − 3u˙2 − u2u˙(γ1 − γ2 − 3ν) + 3uu˙(γ1 − 2γ2 − 2ν − b)− u2(γ1 − 2γ2 − 2ν − b)2
+ u3(γ1 − γ2 − 3ν)(γ1 − 2γ2 − 2ν − b)+ u4(γ1 − γ2 − 2ν)ν = 0. (109)
Equation (109) has the two Lie point symmetries
Γ1 = e−Gt(∂t + Gu∂u) and Γ2 = 1 ∂t with [Γ1,Γ2]LB = Γ1, (110)
G
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Type III two-dimensional algebra. The normal form of the algebra is given in (96). The transfor-
mation of the representation (110) to the normal form is achieved by
x = 1
u
eGt , y = 1
G
eGt ⇔ u = y
x
, t = 1
G
(logy + logG). (111)
With this transformation (109) takes the normal form
G2y′′ = 1
x
y′
[
G2 −G(γ1 − γ2 − 3ν)y′ − ν(γ1 − γ2 − 2ν)y′2
]
. (112)
This can be written as
1
x
= y′′
{
1
y′
− ν
2
γ1 − γ2 − ν
1
G + νy′ +
(γ1 − γ2 − 2ν)2
γ1 − γ2 − ν
1
G − (γ1 − γ2 − 2ν)y′
}
(113)
which is easily integrated to give the first integral
J = x−1y′(G + νy′)− νγ1−γ2−ν (G − (γ1 − γ2 − 2ν)y′)− γ1−γ2−2νγ1−γ2−ν . (114)
In general one cannot expect to be able to invert (114) to write y′ = φ(x). However, we do have
the result that (109) possesses the explicit invariant
J = ue−Gt(Gu − u˙ + νGu2)− νγ1−γ2−ν (Gu − u˙ − (γ1 − γ2 − 2ν)Gu2)− γ1−γ2−2νγ1−γ2−ν . (115)
Case X (B). β2 = 12 (β1 − ν) and β1 = 2γ1 − 2γ2 − ν.
Equation (7) is now
uu¨ − 3
2
u˙2 + (γ1 − γ2)u2u˙ + 12ν(γ1 − γ2)u
4 − 2(γ1 − γ2)(γ1 − 2γ2 − ν − b)u3
+ 1
2
(γ1 − 2γ2 − b − ν)2u2 = 0. (116)
There are two Lie point symmetries, videlicet
Γ1 = e−Ht {∂t +Hu∂u}, Γ2 = 1
H
∂t , [Γ1,Γ2]LB = Γ1, (117)
where H = b + 2γ2 + ν − γ1, which comprise a representation of Lie’s Type III algebra. The
transformation to the normal form is
x = 1
u
eHt , y = 1
H
eHt ⇔ u = Hy
x
, t = 1
H
log(Hy) (118)
and (116) becomes
xy′′ + 1
2
y′
[
1 − 2(γ1 − γ2)y′ + ν(2γ1 − 2γ2 − ν)y′2
]= 0. (119)
The first integration of (119) gives the invariant
J = (y
′ν − 1) −ν−ν+γ1−γ2 (−y′ν + 2γ1y′ − 2γ2y′ − 1)
−ν+2γ1−2γ2−ν+γ1−γ2
xy′2
. (120)
In general this cannot be further processed. Note that the simplifying assumption that γ1 = γ2
leads to a nonphysical case.
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Equation (7) becomes
uu¨ − 3u˙2 − (β1 + ν)u2u˙+ (2β1 − 3b − 4γ1 + γ2 + 2ν)uu˙ − β1νu4
+ (β21 − 2bβ1 − 3β1γ1 + β1γ2 + β1ν + bν + γ1ν)u3
+ (β1 − b − γ1)(2γ1 − γ2 + b − 2ν)u2 = 0. (121)
We identify three subcases.
Subcase XI.a (B). β1 = 12ν.
Subcase XI.b (B). β1 = γ2 − γ1 + 2ν.
Subcase XI.c (B). β1 = 12 (3b + 4γ1 − γ2 − 2ν).
Subcase XI.a is not physical since β2 < 0. For Subcase XI.b we find the two symmetries
Γ1 = e−Kt [∂t +Ku∂u], Γ2 = 1
K
∂t , [Γ1,Γ2]LB = Γ1, (122)
where now K = γ2 + 2ν − b − 2γ1. This again is a representation of Lie’s Type III two-
dimensional algebra. The transformation to the standard representation is of the form (118) with
the parameter K . Equation (121) reduces to
xy′′ − y′
[
1
2
ν2y′2 − 3
2
νy′ + 1
]
= 0 (123)
which can be integrated once to give the first integral
J = x−1y′(νy′ − 1) νν−γ1+γ2 (2νy′ − γ1y′ + γ2y′ − 1)
−2ν+γ1−γ2
ν−γ1+γ2 , (124)
but the second quadrature is not generally possible in closed form.
For Subcase XI.c we find the further constraint that γ2 = 2(γ1 − ν) + b, i.e., we have
β1 = b + γ1, β2 = 2(b + γ1 − ν) (125)
and with these constraints Eq. (121) has the form
uu¨ − 3u˙2 − (b + γ1 + ν)u2u˙ − (b + γ1)νu4 = 0. (126)
Here there are again two symmetries, videlicet
Γ1 = ∂t , Γ2 = t∂t − u∂u with [Γ1,Γ2]LB = Γ1, (127)
so that again we have a representation of Lie’s Type III algebra. The transformation to normal
form is simply
x = 1
u
, y = t ⇔ u = 1
x
, t = y (128)
and (121) reduces to
xy′′ = y′(1 − (b + γ1)y′)(1 − νy′). (129)
A first quadrature leads to the invariant
J = y
′ (1 − νy′)ν/(b+γ1−ν)
′ (b+γ1)/(b+γ1−ν) (130)x (1 − (b + γ1)y )
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J = − u
3(u˙ + νu2)ν/(b+γ1−ν)
(u˙ + (b + γ1)u2)(b+γ1)/(b+γ1−ν) . (131)
If b + γ1 = 2ν, the solution is reduced to the quadrature
2J (t − t0) =
∫ du
−(4Jνu2 + u3)±√(4Jνu2 + u3)u3
= −1
(4Jν)2
{√
4Jν
u
+ 1 ∓ log
√
4Jν
u
+ 1
}
(132)
which gives u(t) implicitly. Note that this is a subcase of β2 = ν and β1 = 2ν.
Case XII (A). β2 = ν + 2β1(b+γ1)β1+b+γ1 and β1 = b + γ1.
There exist the two Lie point symmetries Γ1 = ∂t and Γ2 = t∂t − u∂u, i.e. the algebra is that
of Lie’s Type III. With these values of the parameters we convert (5) into normal form for Lie’s
Type III by means of the transformation t = w − x and u = 1
x
to obtain
w¨ − ((b + γ2)w
′ − 1)(νw′ + 1)w′(γ1 − γ2 − ν)
x(b + γ2 + ν . (133)
We may integrate this once to obtain the first integral
J = x
γ2+ν+b
γ1−γ2−ν
(
(b + γ2)w′ − 1
) b+γ2
γ2+ν+b (νw′ + 1) νb+γ2+ν w′−1. (134)
Case XIII (B). β2 = (2β
2
1 +β1ν+2ν2)(ν−β1)
6β1ν and γ1 =
2β31 +5β21ν−2ν3+(6γ2+ν)β1ν
6β1ν .
There are the two Lie point symmetries Γ1 = ∂t and Γ2 = exp[at](∂t − au∂u), where the
parameter a is given by
a = 1
6β1ν
{
6β1ν(b + γ2)+ (β1 − ν)
(
2β21 + β1ν + 2ν2
)}
.
Again the algebra is that of Lie’s Type III which can be converted into the normal form by means
of the transformation x = 1
u exp[at] and w = − 1a exp[at] . Equation (7) becomes
xw′′ + β1 − β2 − ν
β1 − ν (1 − β1w
′)(1 − νw′)w′ = 0. (135)
It is evident that (135) can be integrated once and we obtain the first integral
( 1
w′ − ν)ν
( 1
w′ − β1)β1
xβ1−ν . (136)
In terms of the original variables we have
J = (u˙ + au+ aνu
2)ν
(u˙ + au + β1au2)β1 u
β1−ν exp
[−a(β1 − ν)t]. (137)
One would not expect to be able to make progress with the second quadrature apart from some
exceptional values of the parameters.
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In this paper we have examined the integrability of the system (1) via the Lie symmetry
analysis of two second-order equations obtained by the elimination of two of the variables. Two
possible routes to the single second-order differential equation were necessary since the transfor-
mation of (1) to the second-order equations was nonlocal.4 In the Lie point symmetry analysis
of (5) and (7) only the symmetry ∂t is found for general values of the parameters. However, a
multitude of special cases for which additional symmetry arises was found. When three or eight
Lie point symmetries occur, the system is integrable in closed form. One of the cases with two
Lie point symmetries can be integrated to give an implicit solution in closed form and with a
further constraint another can be integrated to give an implicit solution. All other cases with two
Lie point symmetries admit a first integral which cannot be inverted to reduce the solution to a
quadrature. These cases are characterized by the possession of Lie’s Type III algebra.
For the majority of cases with just the two Lie point symmetries the algebra is Lie’s Type III
and we were able only to reduce the system to a first integral for general values of the parameters.
However, we do make an observation which could be of practical use. We consider the final case
discussed to provide a concrete example. The invariant (137), represents a family of surfaces in
the extended configuration space of the original variables. Consequently the dimension of the
problem has been reduced by one. In fact, if one considers the information contained in the form
of the invariant (136), in the transformed variables, we have a curve in the (x,w′)-plane since w
is missing from (136).
The intent of this paper was to report the instances of the system (1) for which the Lie symme-
try analysis gave results for positive values of the parameters. A second approach to the question
of integrability is found in the application of singularity analysis and we intend to report in a
further work the results of that analysis. These two analyzes comprise just the first part of the
work in this project. The next task is to compare the values of the parameters which gives good
results for the symmetry and singularity analyzes with the values determined from data collected
for the diseases. If the values of the parameters in the integrable cases have reasonable agreement
with the parameters found in the field, the predictive value of the model at least has some basis
in reality. This final aspect of the work is more appropriate for a journal directed towards the
consideration of public health.
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