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ABSTRACT OF DISSERTATION
A NEW INDEPENDENCE MEASURE AND ITS APPLICATIONS IN HIGH
DIMENSIONAL DATA ANALYSIS
This dissertation has three consecutive topics. First, we propose a novel class of in-
dependence measures for testing independence between two random vectors based on
the discrepancy between the conditional and the marginal characteristic functions. If
one of the variables is categorical, our asymmetric index extends the typical ANOVA
to a kernel ANOVA that can test a more general hypothesis of equal distributions
among groups. The index is also applicable when both variables are continuous. Sec-
ond, we develop a sufficient variable selection procedure based on the new measure in
a large p small n setting. Our approach incorporates marginal information between
each predictor and the response as well as joint information among predictors. As a
result, our method is more capable of selecting all truly active variables than marginal
selection methods. Furthermore, our procedure can handle both continuous and dis-
crete responses with mixed-type predictors. We establish the sure screening property
of the proposed approach under mild conditions. Third, we focus on a model-free
sufficient dimension reduction approach using the new measure. Our method does
not require strong assumptions on predictors and responses. An algorithm is devel-
oped to find dimension reduction directions using sequential quadratic programming.
We illustrate the advantages of our new measure and its two applications in high
dimensional data analysis by numerical studies across a variety of settings.
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Hilbert Space, Sufficient Dimension Reduction, Sufficient Variable Selection.
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Chapter 1 Introduction
As modern technology allows tremendous data collection at low cost, high dimen-
sional data with complex structure become more and more common in diverse fields
of scientific research such as genetics and economics. Traditional statistical meth-
ods have been challenged by difficulties in analyzing big data, which stimulates the
development of new approaches to discover stories behind data. This dissertation con-
tains three closely related topics in high dimensional data analysis. The first topic
introduces a novel measure for testing independence between two random vectors
of arbitrary dimensions. The second and the third topics focus on sufficient vari-
able selection and sufficient dimension reduction approaches using the new measure,
respectively.
Measuring dependence between random variables/vectors is very important in
statistics. However, most classical methods can only detect certain types of de-
pendence or have numerous assumptions that are difficult to assess. More flexible
approaches have been developed and successfully used for detecting dependence of
variables, such as distance covariance (DCOV, Székely, Rizzo and Bakirov 2007) in
statistics literature. A related index for categorical responses termed distance compo-
nents (DISCO), provides a nonparametric extension of ANOVA (Rizzo et al. 2010).
Yin and Yuan (2019) also developed a measure equivalent to DISCO called expecta-
tion of conditional difference (ECD). In machine learning literature, Hilbert-Schmidt
independence criterion (HSIC, Gretton et al. 2005a, Gretton et al. 2005b, Gretton
et al. 2008) has been proposed as a kernel-based counterpart of DCOV. HSIC is built
upon mappings of variables into reproducing kernel Hilbert spaces (RKHS) that in-
herit properties of interest such as independence and homogeneity. With smoothness
assumptions, RKHS-based measures yield better power in hypothesis tests than ap-
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proaches based on ordinary distances between the unmapped variables. In Chapter
2, we introduce a new measure, expected conditional HSIC (ECHSIC), based on the
same idea of ECD, that is, measuring the discrepancy between the conditional and
the marginal characteristic function. Whereas most of the independence measures
treat two variables symmetrically, we consider one of the variables conditioning on
the other, which is a common idea in regression and leads to a kernel ANOVA for
testing equal distributions when one of the variable is categorical. Moreover, we es-
tablish that ECD is precisely an instance of generalized ECHSIC and both of them
belong to the large class of RKHS-based measures.
An important application of our independence measure is in variable selection.
Variable selection plays a significant role in modeling modern statistical problems
with ultrahigh dimensional data. Although regularization methods such as LASSO
(Tibshirani 1996), elastic net (Zou and Hastie 2005), Dantzig selector (Candes and
Tao 2004) and many others can deal with cases where the number of predictors p
exceeds the sample size n, they may not perform well for large p small n (p  n)
data due to computational cost, statistical accuracy and the stability of algorithms
(Fan and Lv 2008). Sure independence screening (Fan and Lv 2008) and similar
others (Li, Zhong and Zhu 2012, Cui, Li and Zhong 2015, etc.) have become pop-
ular solutions to ultrahigh dimensional variable selection. However, these feature
screening approaches only adopt marginal information between each predictor and
the response, so significant predictors that are uncorrelated (or even independent)
but jointly correlated with the response cannot be picked up. Yin and Hilafu (2015)
made a formal definition of sufficient variable selection (SVS), where they employed
the idea of sufficient dimension reduction (SDR) as a bridge to tackle the large p
small n problem. Enlightened by their work, we propose a SVS method based on
ECHSIC and its extension in Chapter 3. While being model-free with sure screening
property held under mild conditions, our procedure improves existing methods in
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two aspects. First, similar to other SVS procedures like Yang, Yin and Zhang (2019),
our method optimizes SIS and related methods by taking joint information among
predictors into consideration. Second, our method can handle both continuous and
discrete responses with mixed-type predictors.
Another appealing utilization of ECHSIC contributes to sufficient dimension re-
duction (SDR, Cook 1996). SDR is a powerful tool to extract the key information
hidden in the high dimensional data. The extraction of information is based on the
notion of sufficiency, which means a set of functions of the predictors provides all the
information needed to understand or predict the response. For example, the aim of
linear SDR is to find linear combinations of predictors that completely contains the
regression information. The number of linear combinations is typically much smaller
than the number of predictors and by SDR we are able to downsize the data with-
out loss of information. Various methodologies have been developed including the
well-known sliced inverse regression (SIR, Li 1991), sliced average variance estima-
tion (SAVE, Cook and Weisberg 1991), minimum average variance estimator (MAVE,
Xia et al. 2002), to name a few. Note that sufficiency is a statistical concept derived
from conditional independence, so independence measures and correlation indices can
be useful in SDR. In Chapter 4, we propose a new method to achieve SDR via our
new measure that is applicable to single-index and multi-index models with either
continuous responses or categorical responses. Our method does not require strong
assumptions on the predictors compared to other existing dimension reduction ap-
proaches. In recent years, SDR has expanded in many directions, for example, from
high dimension to ultrahigh dimension, from typical data to functional data, from
linearity to non-linearity, etc. Our methods is promising to be adapted to those
development in the future.
3
Chapter 2 Expected Conditional Hilbert-Schmidt Independence
Criterion for Testing Independence 1
2.1 Introduction
Statistical independence/dependence tests have been proposed with a broad variety
of measures. However, most classical methods can only detect certain types of de-
pendence or have assumptions that are difficult to assess and meet. For example,
the well-known Spearman’s correlation can only capture monotonic relationships be-
tween the two variables. Likelihood-based methods such as Wilk’s Lambda are not
applicable if the dimension exceeds the sample size, or when distribution assumptions
do not hold. Therefore, testing independence is a challenging task, especially in high
dimensional spaces with complicated dependence structures.
More flexible measures have been developed to overcome these difficulties in sta-
tistical literature. Wang, Jiang and Liu (2017) proposed a new measure, G2, to test
whether two univariate continuous random variables are dependent and measure the
strength of their relationship. The G2 can be considered as the piecewise R2 between
the sliced variables. And G2 = 0 if and only if E(X|Y ), E(Y |X), V ar(X|Y ) and
V ar(Y |X) are all constant, which in fact, is not equivalent to the independence of X
and Y . The measure can handle nonlinearity and heteroscedastic errors compared to
R2. Its generalization to continuous multivariate variables is intuitive, but it may be-
come difficult and complicated, due to its slicing scheme. Székely, Rizzo and Bakirov
(2007) proposed a novel measure for multivariate variables termed distance covariance
(DCOV) and related distance correlation (DCOR). Unlike the classical correlation or
the G2, DCOR is zero if and only if the random variables are independent. This
1Ke, C., & Yin X. (2019), “Expected Conditional Characteristic Function-based Measures
for Testing Independence”. Journal of the American Statistical Association. Available online at
https://doi.org/10.1080/01621459.2019.1604364
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measure has led to applications in variable selection (Li, Zhong and Zhu 2012) and
dimension reduction (Sheng and Yin 2013; 2016). In addition, developing conditional
independence tests has also been attractive since they are essential to statistical infer-
ence such as graphical models, Bayesian network analysis and dimension reduction.
Su and White (2003, 2007, 2008) proposed a series of difference measures between
conditional densities based on smoothing empirical likelihood, conditional charac-
teristic function, and weighted Hellinger distance, respectively. Wang et al. (2015)
extended the work of Székely, Rizzo and Bakirov (2007) and developed a conditional
independence measure.
Related research exists in machine learning literature as well. Kernel-based meth-
ods have been developed and successfully used for detecting dependence of variables
(Bach and Jordan 2002a; Gretton et al. 2005a; Gretton et al. 2005b; Sun et al.
2007). Applications of kernel-based approaches can be found in areas including gene
selection (Yamanishi, Vert and Kanehisa 2004), fitting graphical models (Bach and
Jordan 2002b), dependence detection in fMRI signals (Gretton et al. 2005) and vari-
able selection (Fukumizu, Bach and Jordan 2004). Hilbert Schmidt independence
criterion (HSIC) is one of the kernel-based measures for independence that has been
proposed (Gretton et al. 2005a; Gretton et al. 2005b; Gretton et al. 2008). HSIC is
computed as the Hilbert-Schmidt norm of a cross-covariance operator on mappings
of variables into reproducing kernel Hilbert spaces (RKHS). Those mappings inherit
properties of interest such as independence and homogeneity. Other than covari-
ance, an RKHS dependence statistic can also rely on distance (Smola et al. 2007) or
correlation (Dauxois and Nkiet 1998; Bach and Jordan 2002a; Fukumizu, Bach and
Gretton 2007) between the feature mappings. Extensions of HSIC include an asso-
ciated measure for conditional independence developed by Fukumizu et al. (2008).
Sejdinovic et al. (2013) proposed a framework that nicely links HSIC with DCOV;
i.e., DCOV is precisely an example of HSIC.
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In this chapter, we develop a new class of measures for testing independence
of two random vectors based on the discrepancy between the conditional and the
marginal characteristic functions. Whereas most of the independence measures treat
two variables symmetrically, we consider one of the variables conditioning on the
other, which is a common idea in regression, classification, and discriminant analysis.
More importantly, when one of the variables is nominal, independence tests based
on symmetric measures like HSIC and DCOV still rely on the values of the nominal
variable, which is problematic. Hence, there is a lack of appropriate and powerful
tests other than the classical (M)ANOVA or nonparametric methods like Kruskal-
Wallis. Our work fills this gap. Intuitively, the relation between HSIC/DCOV and
our measure is analogous to the relation between a linear regression/correlation and an
ANOVA. In fact, our method extends the classical ANOVA to a kernel ANOVA that
can test a more general hypothesis of equal distributions among groups. Note that
Rizzo and Székely (2010) proposed a measure called distance components (DISCO)
that also focuses on multi-sample hypothesis for equal distributions, but our approach
generates a much broader class of measures. Essentially, we develop a parallel RKHS
framework to HSIC/DCOV that unifies our index and DISCO. Although we are
motivated by aforementioned setting, our index is also applicable when both variables
are continuous. In addition, if necessary, we can simply obtain a symmetric index by
adding a term with switched roles of the two variables.
The rest of the chapter is organized as follows. Section 2 introduces the new mea-
sure, a development in a RKHS framework and affiliated properties. Section 3 con-
structs two empirical estimates and obtains their respective asymptotic distributions.
Section 4 provides an algorithm to carry out independence tests using permutations.
Section 5 briefly extends the marginal independence measure to a conditional inde-
pendence measure. Section 6 numerically demonstrates the advantages of our method
compared to some existing approaches. Section 7 concludes the chapter with a short
6
discussion. All proofs are delayed in the appendix.
2.2 Expected Conditional Hilbert-Schmidt Independence Criterion (ECH-
SIC)
In this section, we introduce a new class of independence measures through two
different approaches and discuss related properties.
2.2.1 ECHSIC via Bochner’s Theorem
Suppose random vectors X ∈ Rp and Y ∈ Rq. Let (X′,Y′) be an i.i.d. copy of
(X,Y), ϕX denote the characteristic function of X and ϕX|Y denote the conditional
characteristic function of X given Y. We use EXy(·) to represent conditional expec-
tation E(·|Y = y) and EXy,X′y(·) to denote E(·|Y = y,Y′ = y). A hypothesis test
of independence between X and Y is given by H0 : ϕX|Y = ϕX vs. H1 : ϕX|Y 6= ϕX.
Thus, it is natural to define a measure based on the discrepancy between ϕX|Y and
ϕX. We consider the following distance-like quantity between the two characteristic




where ω is a finite nonnegative Borel measure on Rp. Although ψ2ω(Y) is an intuitive
measure of the discrepancy between ϕX|Y and ϕX, its calculation may be computa-
tionally demanding in practice. However, ψ2ω(Y) can also be generated by a positive
semi-definite kernel that is induced by ω, which results in an equivalent but simpler
representation. The following theorem of Bochner (Wendland 2004, Theorem 6.6) is
the key.
Theorem 2.1 (Bochner). A continuous function K : Rp → C is positive semi-definite








for any x ∈ Rp.
In the remaining text, we state that a positive semi-definite kernel K is induced
by a finite nonnegative Borel measure ω if K is defined by ω according to (2.1). We
then obtain an alternative formula for ψ2ω(Y) by applying Bochner’s Theorem.
Theorem 2.2. For a given event Y = Y′ = y,
ψ2ω(y) ≡ EXy,X′yK(X−X
′)− 2EXy,X′K(X−X′) + EX,X′K(X−X′), (2.2)
where ω is a finite nonnegative Borel measure on Rp and K is a positive semi-definite
kernel induced by ω.
Here we restrict ourselves to a translation-invariant kernel K : Rp × Rp → R
that can be written in terms of the difference of their arguments. We henceforth
use notation ψ2K(Y) instead of ψ
2
ω(Y) without ambiguity. Note that ψ
2
K(Y) is a Y-
measurable random variable. Then a measure of the independence between X and
Y, I2K(X|Y), is naturally defined by taking the expectation over Y, i.e. I2K(X|Y) ≡
EYψ
2
K(Y). To this end, we formally define our new index.
Definition 2.1. Let X and Y be two random variables on Rp and Rq, respectively.
For a given kernel K induced by a finite nonnegative Borel measure ω on Rp, the
expected conditional Hilbert-Schmidt independence criterion (ECHSIC) is defined as
I2K(X|Y) ≡ EY





Note that the weight function used in DCOV is not integrable and hence, Bochner’s
theorem does not apply for DCOV. The counterpart of our index using the weight
function of DCOV is developed by Yin and Yuan (2019), named as ECD, showing
that ECD statistic is actually equivalent to DISCO. In the next two subsections, we
introduce a general framework of RKHS that unifies ECD and ECHSIC.
2.2.2 Generalized ECHSIC via MMD
Previously, we proposed ECHSIC in an intuitive way based on the characteristic func-
tions. However, this new class of measures can also be developed via maximum mean
discrepancy (MMD, Gretton et al. 2012a) without the requirement for kernels to be
translation-invariant. MMD is the largest difference in expectations over functions in
the unit ball of a RKHS and can be used to determine if two samples are drawn from
different distributions (Gretton et al. 2012a). MMD can be employed to develop
HSIC and hence, to measure statistical independence. Now we follow the framework
of Gretton et al. (2012a) and Sejdinovic et al. (2013) to generalize ECHSIC via
MMD on real spaces. We begin with an introduction to RKHS.
Definition 2.2 (RKHS, Sejdinovic et al. 2013, Definition 8). Let H be a Hilbert
space of real-valued functions defined on X . A function K : X × X → R is called a
reproducing kernel of H if:
1. ∀x ∈ X , K(·,x) ∈ H;
2. ∀x ∈ X , ∀f ∈ H, < f,K(·,x) >H= f(x).
If H has a reproducing kernel K, it is said to be a reproducing kernel Hilbert space
(RKHS) and denoted by Hk.
A reproducing kernel is positive definite. Conversely, Moore-Aronszajn Theorem
(Berlinet and Thomas-Agnan 2011, Theorem 3) states that, for every positive definite
9
function K : X × X → R, there is an associated RKHS HK of real-valued functions
on X with the reproducing kernel k. The map φ : X → HK , φ : x → K(·,x) is
called the canonical feature map of K. We say that K is a non-degenerate kernel if
its feature map is injective. The concept of feature map can be extended to kernel
embeddings of finite signed Borel measures on X . Let M(X ) be the set of all finite
signed Borel measures on X andM1+(X ) be the set of all Borel probability measures
on X .
Definition 2.3 (Kernel embedding, Sejdinovic et al. 2013, Definition 9). Let K be a
measurable kernel on X , and ν ∈M(X ). The kernel embedding of ν into the RKHS,
HK, is µK(ν) ∈ HK such that 〈f, µK(ν)〉HK =
∫
f(x)dν(x) for all f ∈ HK.
The kernel embedding can alternatively be defined by the Bochner integral: µK(ν) =∫
K(·,x′)dν(x′). To ensure that the kernel embeddings exist, we need to restrict our-









The kernel embedding µK(ν) is well defined for ν ∈M
1
2
K(X ) by Riesz representation
theorem (Sejdinovic et al. 2013). Therefore, kernel embeddings of Borel probability
measures in M1+(X ) ∩M
1
2
K(X ) exist, and we can introduce a discrepancy between
two Borel probability measures in terms of the Hilbert space distance between their
embeddings.
Definition 2.4 (MMD, Sejdinovic et al. 2013, Definition 10). Let K be a measurable
kernel on X , and let probability measures P, Q ∈M1+(X )∩M
1
2
K(X ). The maximum
mean discrepancy (MMD) γK between P and Q is given by
γK(P,Q) ≡ ‖µK(P)− µK(Q)‖HK .
10
Let P ≡ PX|Y be the probability distribution of X given Y, Q ≡ PX be the










Definition 2.5 (Generalized ECHSIC). Let X and Y be two random variables on








In particular, H2K(X|Y) = I2K(X|Y) if K(x,x′) = K(x− x′).
2.2.3 A unified framework
We now show that ECD (Yin and Yuan 2019) belongs to the family of generalized
ECHSIC measures. The connection between negative type semi-metrics and distance-
induced kernels, which are translation-variant positive definite kernels, is the key to
our main result. We begin with an introduction to negative type semi-metrics as to
define the generalized ECD as well as distance-induced kernels.
Definition 2.6 (Sejdinovic et al. 2013, Definitions 1 and 2). Let ρ : X ×X → [0,∞)
be a function such that ∀x,x′ ∈ X ,
1. ρ(x,x′) = 0 if and only if x = x′;
2. ρ(x,x′) = ρ(x′,x);
11
3. ∀n ≥ 2, x1,x2, ...,xn ∈ Rp, and α1, α2, ...αn ∈ R, with
∑n






Then (X , ρ) is said to be a negative type semi-metric and ρ is called a semi-metric
on X .
Before we proceed to formally define generalized ECD, we need to introduce a
new class of Borel measures
M̃θρ(X ) ≡
{





We say that ν ∈ M̃θρ(X ) has a finite θ-moment (θ > 0) with respect to a semi-metric
ρ of negative type.
Definition 2.7 (Generalized ECD). Suppose (Rp, ρ) is a semi-metric space of nega-
tive type. Assume P ≡ PX|Y, Q ≡ PX ∈ M1+(Rp) ∩ M̃1ρ(Rp), the generalized ECD
is defined as
V2ρ (X|Y) ≡ EYDρ(Y),
where Dρ(Y) ≡ −
∫
ρd([P−Q]× [P−Q]).
Note that if ρ(x,x′) = ‖x− x′‖p, then V2ρ (X|Y) is precisely the ECD of Yin and
Yuan (2019). Similar to DCOV, we can further extend ECD to a class of α-distance
measures by choosing ρ(x,x′) = ‖x− x′‖αp , where 0 < α ≤ 2.
We now introduce distance-induced kernels and illustrate the relation with the
semi-metrics of negative type.
Definition 2.8 (Distance-induced kernel, Sejdinovic et al. 2013, Definition 13). Let






is said to be the distance-induced kernel induced by ρ and centered at x0.
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′,x0)− ρ(x,x′)] : x0 ∈ X
}
.
Every K ∈ Fρ is positive definite and non-degenerate, i.e., x 7→ K(·,x) is injective.
In the opposite, any non-degenerate kernel K on X can generate a valid semi-metric
ρ of negative type on X by defining
ρ(x,x′) = K(x,x) +K(x′,x′)− 2K(x,x′).
It is clear that every distance-induced kernel K ∈ Fρ induced by ρ, also generates ρ.
Furthermore, if K generates ρ, thenM
n
2
K(X ) = M̃
n
2
ρ (X ) for all n ∈ N (Sejdinovic et al.
2013, Proposition 20). Note thatM1K(X ) ⊂M
1
2




We are set to build up the connection between V2ρ (X|Y) and H2K(X|Y).
Theorem 2.3. Let (Rp, ρ) be a semi-metric space of negative type and let K be
any kernel that generates ρ. Suppose P ≡ PX|Y and Q ≡ PX satisfy P, Q ∈
M1+(Rp) ∩ M̃1ρ(Rp). Then V2ρ (X|Y) = 2H2K(X|Y).
2.2.4 Properties of generalized ECHSIC
To make generalized ECHSIC a legitimate measure of independence, the kernel is
required to be characteristic, meaning that the feature mapping from the space of
probability measures to the RKHS is injective. Conditions under which kernels are
characteristic can be found in Fukumizu et al. (2009) and Sriperumbudur et al.
(2008, 2010). Examples of characteristic kernels include Gaussian, Laplacian, and
inverse multiquadratics. When K is characteristic, γK(P,Q) = 0 iff P = Q, ∀P,
Q ∈ M1+(Rp) (Sejdinovic et al. 2013). As a result, the following theorem is trivial
but important.




K(Rp). Then H2K(X|Y) = 0 if and only if X and Y are independent.
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Note that H2K(X|X) = EXK(X,X)− EX,X′K(X,X′). A statistic similar to cor-




Theorem 2.5. Suppose EXk(X,X) <∞. The following properties hold:
1. 0 ≤ H2k(X|Y) ≤ H2k(X|X) <∞, and thus 0 ≤ ρk(X|Y) ≤ 1.
2. ρk(X|Y) = 1 if and only if X is a function of Y.
Another critical property ofH2k(X|Y) involves a decompostion analogous to ANOVA.
Recall the feature map of a reproducing kernel K, φ(x) = K(·,x), and note that
< φ(x), φ(x′) >HK= K(x,x
′) by Definition 2.2. If we treat (φ(X),Y) rather than
(X,Y) as an individual, then the kernel embedding of Q ≡ PX into the RKHS HK ,
µK(Q), can be viewed as the overall mean of φ(X), while µK(P) for P ≡ PX|Y can
be viewed as the mean of φ(X) given Y. Let W2K(X|Y) ≡ EX,Y‖φ(X)− µK(P)‖HK ,
then we have the following decompostion:
H2k(X|X) = EX‖φ(X)− µK(Q)‖HK
= EY‖µK(P)− µK(Q)‖HK + EX,Y‖φ(X)− µK(P)‖HK
= H2k(X|Y) +W2K(X|Y). (2.7)
If Y is categorical, equation (2.7) can be regarded as the population decomposition
of total variability into between group dispersion and within group dispersion, which
is henceforth referred as the kernel ANOVA population decomposition.






where a(·) is a given nonnegative weight function. Note that under the same condi-
tions of Theorem 2.4, if a(·) has the same support as the probability density function
of Y, then H2K,a(X|Y) = 0 if and only if X and Y are independent.
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2.3 Empirical Estimators and Asymptotic Properties
In this section, we provide two different approaches to estimate H2K(X|Y): a slicing
method that can be applied to both a categorical or a continuous Y, and a kernel
regression estimation that is intended for a continuous Y only. When Y is categorical
or sliced, our method extends the typical ANOVA to a kernel ANOVA that is able
to test a more general hypothesis of equal distributions among groups. While if Y is
continuous, our test, based on the kernel regression estimator of generalized ECHSIC,
provides an alternative to HSIC.
2.3.1 Slicing on Y: A Kernel ANOVA
Estimating H2K(X|Y) is straightforward when Y is categorical. If Y is continuous,
we can make it discrete by slicing.
Let (Xt,Yt), t = 1, ..., n be a random sample of (X,Y). Assume that Y has L





























where K is the n×n Gram matrix with entries Kij ≡ K(Xi,Xj), L is a n×n matrix





I{Yi = y(l)}I{Yj = y(l)} − 1 and I{·} is the indicator
function.













i.i.d∼ N(0, 1) and λi are positive constants with
∑∞
i=1 λi = 1.















, then we have the following results.
Corollary 2.1. Assuming that EXK(X,X) <∞,
1. under H0, nρK,n(X|Y)




i , where Zi
i.i.d∼ N(0, 1) and λi are
positive constants with
∑∞
i=1 λi = 1;
2. under H1, then nρK,n(X|Y)
P→∞.
Recall that we introduced a kernel ANOVA population decomposition in the pre-
vious section. We now formulate an empirical kernel ANOVA test for equal distribu-
tions among groups, where nH2K,n(X|Y) has a nice interpretation as the treatment
sum of squares. Considering a random sample (φ(Xt),Yt), t = 1, ..., n in RKHS HK ,













Then SST can be decomposed into treatment sum of squares (SSTr) and error sum




































After some algebra, we can show that, in fact, SST = nH2K,n(X|X) and SSTr =
nH2K,n(X|Y). As a consequence, we can propose a test statistic analogous to the














iid∼ N(0, 1) and E(Q) = 1.







for α0 ≤ 0.215, where Φ(·) is the standard normal c.d.f.
2.3.2 Kernel Regression Estimation
In this section, we construct a more sophisticated estimator via kernel estimation for
a continuous Y. We start from an alternative formula of γ2K(y). By formula (2.5),
γ2K(y) = E [K(X1,X2)|Y1 = y,Y2 = y]− E [K(X1,X3)|Y1 = y]
−E [K(X2,X4)|Y2 = y] + EK(X3,X4)
= E [d1234|Y1 = y,Y2 = y] ,
where d1234 ≡ K12 −K13 −K24 +K34 and Kts ≡ K(Xt,Xs).
For a kernel function G : Rq → R and a bandwidth h ≡ h(n), define Gh(y) ≡
h−qG(y/h). The Nadaraya-Watson kernel estimator of the conditional expectation










where Gts ≡ Gh(Yt −Ys) and f̂h(Yt1) ≡ 1n
∑n










Note that the smoothing kernel G applied on Y is different from the reproducing
kernel K applied on X. We have different requirements on choosing these two kernels,
although we use Gaussian for both in our simulations later.
It is known that kernel estimate suffers from random denominator issues, but it
can be alleviated by different strategies. Intuitively, we may either assume that the
density of Y, f(y), is bounded below by some positive number or impose a trimming
function aε(y) = I{f(y) > ε}, where ε > 0. Another option is to apply a proper
weight function a(·) on Y for the same purpose of dealing with the possible large
bias near 0. We adopt the latter approach as in Su and White (2007) and Wang et










We choose a(Yt) = f
2
h(Yt) (â(Yt) = f̂
2
h(Yt)) so that the denominator in (2.12)
vanishes and there is no need for any additional assumption or trimming function.












where G is a n × n matrix with entries Gij, H ≡ I − 1n11
T , I is the identity matrix





t1 6=t2 6=t3 6=t4 6=t5
Gt1t2Gt1t3dt2t3t4t5 , (2.15)
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where n5 = n(n− 1)(n− 2)(n− 3)(n− 4).
Developing the asymptotic properties of ΓUn (X|Y) requires some regularity con-
ditions, which are common in literature for kernel estimation (Su and White 2007;
Wang et al. 2015). Let Fαµ (µ > 0 and α > 0) be the class of functions f : Rq → R
satisfying: f is (m − 1)-times partially differentiable, for m − 1 < µ ≤ m; for some
ρ > 0, supy′∈φyρ |f(y′) − f(y) − Qf (y,y′)|/||y′ − y||µ ≤ Rf (y) for all y, where
φyρ ≡ {y′ : ||y′ − y|| < ρ}; Qf = 0 when m = 1; Qf is a (m − 1)th degree homoge-
neous polynomial in y′−y with coefficients the partial derivatives of f at y of orders
1 through m− 1 when m > 1; and f , its partial derivatives of order m− 1 and less,
and Rf , have finite αth moments (Robinson 1988). Our conditions are as follows.




δi0 (i = 0, 1, ..., ν − 1), and g(u) = O((1 + |u|ν+1+ε)−1) for some ε > 0, where
ν ≥ 2 is an integer and δij is Kronecker’s delta.
(C2) hq → 0 and nhq →∞ as n→∞.
(C3) The marginal density of Y, f(y),∈ F∞ν .
(C4) Let m(y) ≡ EXyK(X,X), then m(y) ∈ F∞ν .
Condition (C1) characterizes the class of νth order kernel function and it implies∫
uνg(u)du <∞. Condition (C2) requires the bandwidth to be chosen appropriately
according to n. Conditions (C3) and (C4) imposes smoothness and moment condi-
tions on the marginal and conditional distribution. Similar constraints are used in
Su and White (2007).











Theorem 2.9 (Asymptotic Null Distribution). Assume that conditions (C1)-(C3)
hold and EXK
2(X,X) <∞. Under H0, we have
nhq/2ΓUn (X|Y)
d→ N(0, 2σ2),






2.4 An Algorithm via Permutation Procedure
Nonparametric tests that rely on the asymptotic results may have poor power in
finite samples (Su and White 2007). An alternative is to use permutation approach
(Efron and Tibshirani 1994; Davison and Hinkley 1997) and it has been proved to be
successful in area that is related to our measure, such as DCOV tests (Székely, Rizzo
and Bakirov 2007; Székely and Rizzo 2009) and DISCO tests (Rizzo and Székely
2010). Davison and Hinkley (1997) suggested that at least 99 and at most 999
random permutations should be sufficient practically. We illustrate the permutation
procedure using test statistic H2K,n(X|Y) as follows:
1. Compute H2K,n(X|Y) using formula (2.9) or (2.10) for the data;
2. For each replicate b = 1, ..., B, generate a random permutation πb and com-
pute the statistic of permuted sample (Xk,Yπb(k)), k = 1, ..., n, denoted by
H2K,n(X|Yb);










where I{·} is the indicator function.
2.5 An Extension to Conditional version
Although we used the conditional characteristic function to develop ECHSIC at the
beginning, the measure is still a marginal test statistic. However, we can simply
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extend ECHSIC to a conditional independence measure for testing X Y|Z based
on the same idea.
Let X, Y and Z be three random vectors in Rp1 , Rp2 and Rq, respectively. For
a given translation-invariant RKHS kernel K, we consider the following discrepancy




where ω is a finite nonnegative Borel measure on Rp1 that induces K. Then we
define the expected conditional Hilbert-Schmidt conditional independence criterion
(ECHSCIC) as I2K(X|Y; Z) ≡ E(Y,Z)ψ̃2K(Y,Z). After some algebra, we can show
that




That is, ECHSCIC can be written as the difference between two marginal indices.
We can also develop a generalized ECHSCIC via MMD, which will result in a more
general index as follows:
H2K(X|Y; Z) ≡ H2K(X|(Y,Z))−H2K(X|Z).
Then we can easily estimate H2K(X|Y; Z) by
H2K,n(X|Y; Z) ≡ H2K,n(X|(Y,Z))−H2K,n(X|Z).
We omit the asymptotic properties of H2K,n(X|Y; Z) as well as the algorithm here as
they follow straightforward from Sections 3 and 4.
Note that Su and White (2007) proposed a conditional independence measure,
denoted as Γ, that is also based on the difference between ϕX|Y,Z and ϕX|Z. However,
their index and ours are distinct in terms of how to quantify the discrepancy. Su
and White (2007) first take a Fourier transformation of the difference ϕX|Y,Z − ϕX|Z
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(adding an extra parameter), then compute the square norm, while we directly mea-
sure the distance between the two characteristic functions, resulting in a simpler
formula. In addition, while our index has a clear and intuitive interpretation of ker-
nel ANOVA and RKHS, the counterpart explanation for Γ is not clear. Along the
line of ECHSIC, we can estimate ECHSCIC through two paths. One is the slicing
method intending for categorical Y and Z, which is not considered in Su and White
(2007). For continuous Y and Z, we apply the kernel regression estimation approach
as in Su and White (2007) as well as Wang et al. (2015) mainly for estimating the
conditional expectation terms. Again, the smoothing kernel we apply on (Y,Z) or Z
is different from the reproducing kernel we apply on X, while Su and White (2007)
only use the smoothing kernel.
2.6 Numerical Studies
In this section we provide empirical examples of independence tests using ECHSIC
and power comparisons with other existing tests, in particular, the HSIC, INOCCO
(Fukumizu et al. 2008), DCOV and DISCO (or equivalently, ECD). All the tests are
implemented using the permutation procedure presented in section 4.
Basic settings are as follows unless otherwise specified. For ECHSIC, HSIC and
INOCCO, Gaussian kernel, which is a translation-invariant characteristic kernel, is
applied with parameter σ setting to the heuristic median pairwise distances of the
data (Gretton et al. 2008), although more sophisticated methods are available (Fuku-
mizu et al. 2009, Gretton et al. 2012b). For the kernel regression estimation of a
continuous Y, we assume a(·) ≡ 1 and use Gaussian kernel for G in formula (2.11).
The bandwidth h is set to 1.06σ̃n−
1
5 as Silverman (1986) suggested, where n is the
sample size and σ̃ is estimated by sample standard deviation. One may also use
cross-validation, test graph method and other techniques to choose the smoothing
parameter. B = [200 + 5000/n] permutation replicates are carried out in each test
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(Székely, Rizzo and Bakirov 2007). εn of I
NOCCO is set to be 10−6. Empirical power or
Type-I error rate is computed as the proportion of significant tests on 10,000 random
samples at significance level of 0.1.
Example 2.1. This example is to examine the Type-I error rates, similarly to Ex-
ample 1 in Székely, Rizzo and Bakirov (2007). Set X ∈ R5 and Y ∈ R to be
independent. In model (a), X ∼ N(0, I5), Y ∼ N(0, 1). In model (b)-(d), we repeat
the same scheme except that the marginals of X and Y are t(ν), ν = 1, 2, 3. For our
slicing method and DISCO, the number of slices is set to 5. Results in Table 2.1
indicate that the empirical Type-I error rates of all the methods are under reasonable
control.









(a) 25 0.1017 0.1018 0.0999 0.1005 0.1009 0.1012
50 0.1007 0.1047 0.0966 0.1021 0.1065 0.1045
100 0.0984 0.0993 0.1006 0.0963 0.0959 0.0944
(b) 25 0.0988 0.0989 0.0948 0.0976 0.1000 0.0995
50 0.0942 0.0967 0.1014 0.1000 0.0978 0.0961
100 0.0953 0.0991 0.0981 0.1022 0.1001 0.1020
(c) 25 0.1027 0.1018 0.0999 0.0968 0.1017 0.0996
50 0.1000 0.1005 0.0922 0.0977 0.0974 0.0973
100 0.1036 0.1019 0.0959 0.1026 0.1025 0.1014
(d) 25 0.1008 0.0952 0.0962 0.1031 0.1018 0.0988
50 0.0977 0.1004 0.0990 0.0961 0.1019 0.1042
100 0.1019 0.0998 0.1000 0.1064 0.1024 0.0978
Example 2.2. This example is to examine the performance of ECHSIC when one
of the variables is categorical. The setting imitates Example 3 in Rizzo and Székely
(2010), a four group balanced design with common sample size 30. Data are generated
from distributions with identical independent marginals. Group 1-3 all have central
t(4) distributions as marginals. Group 4 has a mixture distribution of two equal-
weighted noncentral t(4) with noncentrality parameter δ and −δ, respectively. We
treat group indicator as response naturally. Monte Carlo power comparison of our
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method with others are summarized in Figure 2.1. We use 199 permutations in each
test.
In Figure 2.1a, power curves with respect to noncentrality parameter δ are pre-
sented with dimension fixed at p = 10. Each method roughly achieves the nominal
significance level 0.1 under the null hypothesis (δ=0). ECHSIC test is generally more
powerful than INOCCO, DCOV and DISCO but slightly less preferred than HSIC.
In Figure 2.1b, noncentrality parameter is fixed at δ = 1 and power varies with
dimension p. We notice that INOCCO is less capable of detecting dependence than
ECHSIC and HSIC when p is small, although it outperforms all the other methods
when p gets to 20.
We then replace group indicator 1-4 by 1, 8, 0.2 and 2.5. Figure 2.1c and 2.1d
show that the power of HSIC and DCOV decreases dramatically while the perfor-
mance of our method and DISCO remain the same. INOCCO is also robust to this
variation. When Y is nominal and its values are not meaningful, ECHSIC tests fix
the issue of symmetric measures like HSIC and DCOV because they are only subject
to the cohorts of the data but not the values of Y, as seen in (2.9).
Example 2.3. This example aims to show the effect of different kernels on the per-
formance of ECHSIC and HSIC. We imitate the Genome-Wide Association Studies
(GWAS) example in Cui, Li and Zhong (2015). In GWAS, we typically have ge-
netic data containing a large number of single-nucleotide polymorphisms (SNPs).
The SNPs are categorical predictors with three classes, denoted by {AA, Aa, aa}.
We adopt a simple model with only two SNPs and denote Zij as the indicators
of the dominant effect of the jth SNP for ith subject. Zij is generated in the
following way Zij =
{ 1, if Xij < q1
0, if q1 ≤ Xij < q3
−1, if Xij ≥ q3
, where Xi = (Xi1, Xi2) ∼ N(0,Σ),
24





























(a) p = 10





















● ● ● ●







(b) δ = 1





























(c) p = 10





























(d) δ = 1




, and q1 and q3 are first and third quartiles of a standard normal
distribution, respectively. Then we generate the response by Y = β1Z1 + β2Z2 + ε,
where βj = (−1)U(a + |Z|) for j = 1, 2, a = 2 log n/
√
n, U ∼Bernoulli(0.4) and
Z ∼ N(0, 1). The error term ε ∼ t(1), which is largely heavy-tailed. Monte Carlo
power comparison of ECHSIC and HSIC with different kernels (Gaussian kernel and
kernels induced by semi-metric ρ(x,x′) = ‖x−x′‖αp with α = 1/2, 1, 3/2) are summa-
rized in Figure 2.2, assuming a significance level 0.05. In general, ECHSIC is more















































Figure 2.2. Example 2.3: empirical power
Example 2.4. This example is to investigate the effect of number of slices on the
performance of the ECHSIC slicing method and DISCO. The Saviotti aircraft data
contain six variables of aircraft designs in the twentieth century (Bowman and Azza-
lini 1997). Two variables, wing span (m) and speed (km/h) for the 230 designs of the
third (of three) periods are considered here. As discussed in Example 3 of Székely
and Rizzo (2009), the nonlinear relation between speed and wing span is quite evi-
dent from the scatter plot and contour plot. Our goal is to test the independence of
log(speed) and log(span).
We slice on log(span) to apply ECHSIC slicing method and DISCO. Results are
listed in Table 2.2 with respect to different number of slices. Although our method
is not very sensitive to the number of slices, we suggest that each slice should have
at least 5 and at most n/2 data points.
Example 2.5. This example is to examine the performance of ECHSIC when both
variables are univariate continuous. Consider Example 2 in Székely and Rizzo (2009):
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Table 2.2. Example 2.4: p-values of ECHSIC and DISCO tests
# of slices 2 5 10 23 46 115
ECHSIC 0.001 0.001 0.001 0.001 0.001 0.001
DISCO 0.005 0.006 0.001 0.002 0.002 0.004
(X, Y ) = (X,ϕ(X)), where X is standard normal and ϕ(·) is the probability density
function of standard normal. The relation between X and Y is deterministic but
not monotone. Monte Carlo power comparisons are shown in Figure 2.3 for varied
sample size n. To apply the slicing method and DISCO, we use 2, 3 and 4 slices when
n = 10, 15 and 20, respectively. While for n greater than 20, we use 5 slices. Figure
2.3 reveals that the ECHSIC test with the kernel regression estimator has decent
performance against the alternative, even with very small sample size. In addition,
although slicing on Y is less preferred in continuous case, we note that the ECHSIC
slicing method is still better than DISCO.































Figure 2.3. Example 2.5: empirical power
Example 2.6. This example (Székely, Rizzo and Bakirov 2007) is to examine the
power of ECHSIC when both variables are multivariate continuous. Suppose that
X follows standard multivariate normal with dimension p = 5, and Ykj = Xkjεkj,
j = 1, ..., p, where εkj are independent standard normal variables and independent
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of X. For multivariate continuous Y, existing slicing techniques in other areas, for
example in sufficient dimension reduction such as Zhu, Zhu and Feng (2010), Li,
Wen and Zhu (2008) and Cook and Zhang (2014) can be very helpful. However,
the kernel regression estimator is still more applicable and accurate. Thus, we only
compare with HSIC and DCOV. Figure 2.4 indicates that ECHSIC with the kernel
regression estimator works the best.





























Figure 2.4. Example 2.6: empirical power
Example 2.7. This example evaluates the performance of ECHSIC in regression
setups. Two models are generated: (A) Y = (βTX)2 + ε; (B) Y = 0.2(βTX)2ε. Let
β = (1, 1, 1, 1, 1, 0, 0, 0, 0, 0)T and ε ∼ N(0, 1). Predictors are generated based on
the following schemes: part (1), standard normal predictors X ∼ N(0, I10); part (2),
non-normal predictors; part (3), discrete predictors. We report the power for sample
size n = 10, 20 and 50, respectively. To apply the slicing method and DISCO, we
slice Y into 2, 4, and 5 levels for n=10, 20 and 50, respectively.
Model A. This is the first model in Sheng and Yin (2013), which has a nonlinear
structure in the regression mean function. Predictors for part (2) and part (3) are
generated as follows: part (2), X1 ∼ N(−8, 4), X2 ∼ F (4, 10), X3 ∼ χ2(5), X4 ∼
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t(15), X5 ∼ t(3), Xi ∼ N(0, 1), i = 6, ..., 10; part (3), Xi ∼ Poisson(1), i = 1, ..., 5, Xi
∼ N(0, 1), i = 6, ..., 10.
Model B. This is the third model in Sheng and Yin (2013), which has a nonlinear
structure in the regression variance function. Predictors for part (2) and part (3) are
generated as follows: part (2), X1 ∼ N(−8, 4), X2 ∼ t(5), X3 ∼ Gamma(9, 0.5), X4 ∼
F (5, 12), X5 ∼ χ2(13), Xi ∼ N(0, 1), i = 6, ..., 10; part (3), Xi ∼ Poisson(1), i =
1, ..., 5, Xi ∼ N(0, 1), i = 6, ..., 10.
Results in Table 2.3 indicate that ECHSIC with the kernel regression estimator
has the best power in all the models except A(3), in which case ECHSIC is second
but very close to the best, DCOV.









A(1) 10 0.2433 0.1775 0.1218 0.2013 0.1220 0.1169
20 0.3852 0.2290 0.1149 0.2738 0.1462 0.1221
50 0.6595 0.3480 0.1069 0.4006 0.2115 0.1599
A(2) 10 0.5690 0.4935 0.1760 0.5001 0.3310 0.2401
20 0.8857 0.8008 0.1268 0.7768 0.5810 0.4019
50 0.9989 0.9962 0.1037 0.9935 0.9621 0.7810
A(3) 10 0.6528 0.5877 0.1422 0.6945 0.4778 0.4355
20 0.9433 0.9104 0.1203 0.9783 0.7363 0.7148
50 1.0000 1.0000 0.1042 1.0000 0.9986 0.9984
B(1) 10 0.2193 0.1786 0.1224 0.2001 0.1062 0.1052
20 0.3357 0.2173 0.1221 0.2578 0.1168 0.1110
50 0.5790 0.3054 0.1171 0.3459 0.1459 0.1235
B(2) 10 0.3504 0.3087 0.1275 0.3059 0.1293 0.1376
20 0.5870 0.5174 0.1171 0.5131 0.3036 0.3415
50 0.9084 0.8740 0.1002 0.8816 0.6784 0.7645
B(3) 10 0.3548 0.3286 0.1431 0.3042 0.1260 0.1254
20 0.5723 0.5304 0.1280 0.4739 0.2869 0.2757
50 0.9131 0.9124 0.1014 0.8362 0.6859 0.6815
Example 2.8. This example is to elaborate the use of the weight function a(·) in the
kernel regression estimation of ECHSIC. Although we use a(·) ≡ 1 in all the previous
examples, our method is actually sensitive to the choice of the weight function, espe-
cially when extreme values exist. This is logically, similar to Ordinary Least Squares
(OLS) vs Weight Least Squares (WLS). Below we provide an example where the use
of a weight function is appropriate. Suppose Y = 1|X| + ε, where X ∼ Unif(−3, 3)
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and ε ∼ N(0, 1). A histogram of f̂ 2h(Yt) values is provided in Figure 2.5, which
shows a heavy tail near 0. Then we compare the power of four methods - our method













Figure 2.5. Example 2.8: histogram of f̂ 2h(Yt)
As we can see from Table 2.4, the use of the weight function can improve the
performance of our method when there are extremely small f̂ 2h(Yt) values. We sug-
gest to check the distribution of f̂ 2h(Yt) before choosing the weight function, which
however, could be somewhat subjective.





a(·) ≡ 1 HSIC DCOV
20 0.430 0.225 0.414 0.190
35 0.690 0.357 0.675 0.408
50 0.845 0.443 0.827 0.631
Example 2.9. This example is to compare ECHSCIC with the measure Γ of Su and
White (2007), in terms of the type I error rate and the power. Two time series models
(Su and White 2007) are generated: (A) Yt = 0.3Yt−1 + εt, where εt
iid∼ N(0, 1); (B)
Yt = e
−Y 2t−1 + |0.1Yt−2(16 − Yt−2)|εt, where {εt} are i.i.d. sum of 10 uniformly inde-
pendently distributed random variables each over the range [−1/7, 1/7]. We test the
null hypothesis H0 : f(Yt|Yt−1, Yt−2) = f(Yt|Yt−1), that is, Yt−2 has no explanatory
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power for Yt, which is true for Model A but not for Model B. The results based on
200 Monte Carlo simulations are listed in Table 2.5, which shows that our measure
has a reasonable type I error rate and is more powerful than Γ.
Table 2.5. Example 2.9: empirical type I error rate and power
n α ECHSCIC Γ
100 0.05 0.055 0.050
0.10 0.100 0.095
200 0.05 0.035 0.070
0.10 0.060 0.115
(a) Model A, type I error rate
n α ECHSCIC Γ
100 0.05 0.240 0.160
0.10 0.365 0.240
200 0.05 0.490 0.210
0.10 0.595 0.385
(b) Model B, power
Example 2.10. This data focuses on comparing our kernel ANOVA with the typi-
cal ANOVA and DCOV. The leaf dataset contains a collection of shape and texture
features extracted from digital images of leaf specimens originating from a total of
30 different plant species (http://archive.ics.uci.edu/ml/datasets/Leaf, Silva,
Marcal and da Silva 2013, Silva 2013). Specifically, the relation between elongation
and species is studied. The typical ANOVA and the kernel ANOVA decompositions
are listed in Table 2.6. Both tests indicate that elongation is a significant aspect to
distinct different leaf species. However, a residual plot of the fitted ANOVA model in
Figure 2.6 reveals nonconstant variance of the elongation measurements across the
species.
Table 2.6. Example 2.10: ANOVA and Kernel ANOVA
ANOVA Kernel ANOVA
Source Df Sum Mean F p-value Sum Mean F p-value
Species 29 11.9107 0.4107 120.46 <0.001 445.1185 15.3489 42.1277 0.001
Error 310 1.0569 0.0034 112.9461 0.3643
Total 339 12.9676 558.0646
Therefore, we further examine the assumption of ANOVA by testing the dependence
between ANOVA residuals and species. Our method is compared with DCOV. Our
kernel ANOVA test in Table 2.7 also suggests a violation of constant variance. From
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Figure 2.6. Example 2.10: analysis of ANOVA residuals
the above two kernel ANOVA tests, we can conclude that distributions of elongation
are different between species in the second moment or higher. As for the DCOV test
on ANOVA residuals, since species is a categorical variable, we consider both the
original coding as well as a dummy coding (Cui, Li and Zhong 2015), but neither of
them detects the heteroscedasticity. Our kernel ANOVA method is more powerful
than DCOV.
Table 2.7. Example 2.10: kernel ANOVA and DCOV test on analysis of ANOVA
residuals
Kernel ANOVA
Source Df Sum Mean F p-value
Species 29 315.8016 10.8897 1.6937 0.001
Error 310 1993.1540 6.4295
Total 339 2308.9550
DCOV
nV 2 = 0.0489, p-value = 0.326
DCOV (dummy coding)
nV 2 = 0.0932, p-value = 0.12
2.7 Discussion
In this chapter, we proposed ECHSIC as a flexible and powerful measure for testing
independence between two random vectors, which is especially useful when one of
them is categorical. We provided two empirical estimators for the new measure
and their associated asymptotic properties. Similar asymptotic results on non-iid
samples may also be obtained by using U-statistic (Lee 1990) and those of Su and
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White (2007). Another direction of investigating asymptotic distributions is to let the
dimension tend to infinity. Székely and Rizzo (2013) indicates that the sample DCOR
tends to 1 as the dimension goes to infinity even when X and Y are independent.
Therefore, they propose a modified DCOR statistic and under independence the
distribution of a transformation of the statistic converges to a t-distribution as the
dimension tends to infinity. Dueck et al. (2014) studies the limiting theorems of an
affinely invariant version of DCOR assuming normal distributions. We can certainly
follow these work to develop asymptotic results for our measure when the dimension
tends to infinity. Another possible topic for further study is on optimizing over kernels
and parameters. However, this is a very challenging problem, although discussion can
be found in literature (Fukumizu et al. 2009, Gretton et al. 2012b).
Copyright c© Chenlu Ke, 2019.
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Chapter 3 Sufficient Variable Selection via Expected Conditional
Hilbert-Schmidt Independence Criterion
3.1 Introduction
Modern technology allows ultrahigh dimensional data collection at low cost in diverse
fields of scientific research. Although regularization methods such as LASSO (Tib-
shirani 1996), elastic net (Zou and Hastie 2005), Dantzig selector (Candes and Tao
2007) and many others can deal with cases where the number of predictors exceeds
the sample size, they may not perform well for ultrahigh dimensional data due to
computational cost, statistical accuracy and the stability of algorithms (Fan and Lv
2008). Motivated by these concerns, Fan and Lv (2008) first introduced the concept
of sure screening and proposed the sure independence screening (SIS) method, which
overcomes the large p small n issue for linear models. However, specifying a correct
model for ultrahigh dimensional data can be challenging and their screening proce-
dures may fail in the presence of model mis-specification. Subsequently, Li, Zhong
and Zhu (2012) improved SIS using distance correlation (DCOR) instead of Pear-
son correlation to obtain a model-free procedure. Similar work (Balasubramanian,
Sriperumbudur and Lebanon 2013) has also been done by applying a more general
measure, Hilbert-Schmidt independence criterion (HSIC). SIS procedures focusing on
categorical response models include Kolmogorov sure screening filter (Mai and Zou
2013, 2015) for binary/multi-class classification, a pairwise sure screening procedure
for multi-class linear discriminant analysis (Pan, Wang and Li 2016) and MV-SIS
based on empirical conditional distribution functions for discriminant analysis with
a diverging number of classes (Cui, Li and Zhong 2015).
All the aforementioned feature screening approaches collect only marginal infor-
mation between the predictors and the response variable, which can result in several
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potential issues (Fan and Lv 2008, Zhu et al. 2011). First, some unimportant predic-
tors that are highly correlated with the important predictors can have higher priority
for being selected than other important predictors that are relatively weakly related
to the response. Second, significant predictors that are uncorrelated (or even inde-
pendent) but jointly correlated with the response cannot be picked up. Third, the
issue of collinearity between predictors intensifies the difficulty. Fan and Lv (2008)
proposed an iterative algorithm to overcome these difficulties, which indeed has nice
empirical performance. However, the algorithm could be computational demanding
and its theoretical justification remains unclear.
Yin and Hilafu (2015) made a formal definition of sufficient variable selection
(SVS), where they employed the idea of sufficient dimension reduction (SDR) as a
bridge to tackle large p small n problems in variable selection. Their work enlightens
an alternative way to optimize SIS and related feature screening procedures by taking
both marginal and conditional information into consideration. In fact, the second is-
sue we mentioned above will especially be addressed by their idea without an iterative
procedure. Yang, Yin and Zhang (2019) and Yuan and Yin (2017) then developed
SVS algorithms based on the paths proposed Yin and Hilafu (2015) using different
measures. The former deals with continuous responses while the latter mainly focuses
on categorical responses, but both assume that all the predictors are continuous.
SIS and SVS rely heavily on independence measures. Although different measures
have been explored in variable selection for various types of response variables, the
predictors are mostly restricted to be all continuous. In this chapter, we propose
a SVS method based on the independence measure, expected conditional Hilbert-
Schmidt independence criterion (ECHSIC), and its extension, expected conditional
Hilbert-Schmidt conditional independence criterion (ECHSCIC) that we developed in
Chapter 1. Our approach is model-free in a large p small n setting and its sure screen-
ing property held under general conditions. We use two paths (Yin and Hilafu 2015)
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to improve marginal selection procedures by incorporating information of conditional
dependence in extra steps of our algorithm. While sharing advantages with existing
SIS and SVS methods, our method inherits the power of the two measures in detecting
important variables. More importantly, we can handle either continuous or discrete
response with mixed-type predictors. This is achieved because ECHSIC and ECH-
SCIC can measure independence between variables of different types in a comparable
way. Compared to Li, Zhong and Zhu (2012), (Balasubramanian, Sriperumbudur and
Lebanon 2013) and Yang, Yin and Zhang (2019), which use DCOR/HSIC that are
not appropriate for discrete variables, our method is more legitimate and powerful
when we have a discrete response or discrete predictors. In contrast to Yuan and Yin
(2017), the measures we adopt are more general and we can cope with a continuous
response without slicing.
The rest of this chapter is organized as follows. In section 2, we first review the
two independence measures, ECHSIC and ECHSCIC, and the concept of sufficient
variable selection. Section 3 introduces a SIS algorithm based on ECHSIC and studies
its sure screening property. In Section 4, we develop a novel method to achieve
SVS using ECHSIC and ECHSCIC, and establish related theoretical results. We
numerically demonstrate the advantages of our method across a variety of settings in
Section 5, followed by a short discussion in Section 6. All proofs are deferred in the
appendix.
3.2 Preliminaries
In this section, we review marginal independence measure ECHSIC and its extention
ECHSCIC for conditional independence test, as well as the concept of sufficient vari-
able selection. The goal of this chapter is to assemble the idea of sufficient variable
selection with ECHSIC and ECHSCIC.
36
3.2.1 ECHSIC
Let X and Y be two random variables on Rp1 and Rp2 , respectively. The ECHSIC
for testing X Y is defined as the maximum mean discrepancy (MMD, Gretton et
al. 2012a) between the conditional distribution of X|Y and the marginal distribution
of X, or equivalently,
H2K(X|Y) ≡ EYEXY,X′YK(X,X
′)− EX,X′K(X,X′)
for a characteristic (Fukumizu et al. 2009) positive definite kernel K, where X′




. We showed that 0 ≤ ρK(X|Y) ≤ 1, where ρK(X|Y) = 0
if and only if X and Y are independent and ρK(X|Y) = 1 if and only if X is a
function of Y. Note that ECHSIC is a parallel framework based on Reproducing
Kernel Hilbert Space (RKHS) theory to DCOV/HSIC.

























(l)), t = 1, ..., nl for l = 1, ..., L. This estimator is more appropriate and
powerful than DCOV/HSIC when Y is discrete and leads to a kernel ANOVA test.
If Y is continuous, one can either slice on Y to apply the above estimator or
use an alternative kernel regression approach. The kernel estimator with a selected










where Gts ≡ Gh(Yt−Ys), Gh(y) ≡ h−p2G(y/h), dt2t3t4t5 ≡ Kt2t3−Kt2t4−Kt3t5 +Kt4t4
and Kts ≡ K(Xt,Xs). As pointed out in Chapter 1, different approaches can be
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employed to address the issue of the random denominator in (3.2). In this chapter,
we simply assume that the density of Y is bounded below by some positive number
and hence, no trimming function or weight function needs to be applied.





















Let Z be a random variables on Rq. ECHSIC can be easily extended to test if
X Y|Z. For a given kernel K, the conditional independence measure ECHSCIC is
defined as
H2K(X|Y; Z) ≡ E(Y,Z)EX(Y,Z),X′(Y,Z)K(X,X
′)− EZEXZ,X′ZK(X,X
′), (3.3)




and 0 ≤ ρK(X|Y; Z) ≤ 1.






(l)), t = 1, ..., nl for l = 1, ..., L. H2K(X|Y; Z) can be estimated























Correspondingly, ρK,n(X|Y; Z) ≡
H2K,n(X|Y; Z)
H2K,n(X|X; Z)




3.2.3 An Introduction to SVS
Yin and Hilafu (2015) propose a new and simple framework for dimension reduction
in the large p, small n setting, where they make a formal definition of SVS that is
similar to Cook (2004).
Definition 3.1 (SVS, Yin and Hilafu 2015, Definition 1). Let X ∈ Rp. If there is
a p × q matrix B (q ≤ p), where the columns of B consist of unit vectors of ej’s
with jth element 1 and 0 otherwise, such that Y X|BTX, then the column space of
B is called the variable selection space. The intersection of all such spaces, if itself
satisfies the conditional independence condition above, is called the central variable
selection space, denoted by SVY|X, with dimension s.
Conditions for the existence of SVY|X are briefly discussed in Yin and Hilafu (2015).
Throughout this chapter, we assume that SVY|X exists and is unique. Let D ≡ {j :
ej ∈ SVY|X} and D̄ denote its complement. We write XD ≡ {Xj : j ∈ D} and refer to
XD as the set of active predictors. Then by definition, XD is the smallest subset of
the predictors such that
Y XD̄|XD. (3.6)
The goal is to find a reduced set of predictors with a moderate size which can fully
cover XD.
3.3 Sure Independence Screening Using ECHSIC
We start from a SIS algorithm based on ECHSIC in this section before we transit to
our SVS method later. Note that SIS is essentially distinct from SVS as SIS looks
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for the smallest subset of the predictors, denoted as XA, such that Y XĀ without
conditioning on XA. Therefore, only marginal information between each predictor
and the response is collected in SIS, while the joint effect of predictors on the response
is also considered in SVS. In fact, SIS will serve as the first stage of our SVS procedure
but extra steps are adopted to ensure that (3.6) is satisfied.
3.3.1 An Algorithm
Let wMj ≡ ρK(Xj,Y) for j = 1, ..., p. We follow SIS and propose the following
marginal sure screening procedure:
1. Compute ŵMj for j = 1, ..., p based on Table 3.1.;
2. Sort ŵMj in descending order;
3. Â ≡ {1 ≤ j ≤ p : ŵMj is among the first d largest of all}.
In practice, we may choose d = n− 1 or d = n/log(n).







We refer this procedure to the ECHSIC sure independence screening, or ECH-
SIS for short. Notice that when Y is continuous, ŵMj ’s are computed differently
depending on the type of Xj, but they are still comparable because they are two
estimators of the same measure. Therefore, we can rank them together in the second
step. If distinct measures are used for continuous predictors and discrete predictors
separately, then it is questionable whether they are comparable or not.
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3.3.2 Theoretical Properties
Now we study the sure screening property of the proposed ECH-SIS. Define
Â ≡ {1 ≤ j ≤ p : ŵMj ≥ cn−γ},
where c and γ are pre-specified threshold values (see condition (C3) below).
Following the literature, conditions below are imposed to facilitate the technical
proofs, although they may not be the weakest ones.
(C1) The characteristic positive-definite kernel K and the smoothing kernel G
are bounded.
(C2) If Y is discrete with L levels {y(1),y(2), ...,y(L)} and pl ≡ P (Y = y(l)) for
l = 1, .., L, then there exists a positive constant c1 such that min1≤l≤L pl ≥
2c1n
−τ for τ ≥ 0. Furthermore, L = O(nκ) for κ ≥ 0.
(C3) minj∈Aw
M
j ≥ 2cn−γ, for some constant c > 0 and 0 ≤ γ < 12 .
Condition (C1) ensures our measure is finite. The first assumption in condition
(C2) requires that the proportion of each level of the response should not be too
small. The second assumption allows a diverging number of levels of the response.
Condition (C3) assumes that the ECHSIC correlation of active predictors cannot be
too small, which is common in the variable selection literature (see condition 3 of Fan
and Lv (2008), condition 2 in Li, Zhong and Zhu (2012) and similar others). (C3)
reflects the signal strength of individual active predictors, which in turn controls the
rate of probability error in selecting the active predictors.
Theorem 3.1 (Sure Screening Property of ECH-SIS). Under condition (C1) and
(C2), for any 0 ≤ γ < 1
2
, 0 ≤ κ < 1
2






κ, there exists a


















ŵMj ) ≥ 1−O
(




P (A ⊂ Â) ≥ 1−O
(
s exp{−bn1−2γ−2κ−4τ + κ log n}
)
, (3.8)
where s is the cardinality of A.
The sure screening property holds under mild conditions, allowing categorical
responses with a diverging number of levels. If L is fixed, i.e. κ = 0, then according
to Theorem 3.1, we can handle non-polynomial (NP) dimensionality of order log(p) =
o(n1−2γ−4τ ), that is, if log(p) = o(n1−2γ−4τ ), then the probability that ECHSIC ranks
active predictors above inactive ones approaches 1 as n→∞. As a consequence, all
truly important predictors can be selected with probability approaching 1 as n→∞.
3.4 Sufficient Variable Selection Using ECHSIC and ECHSCIC
3.4.1 Methodology
Yin and Hilafu (2015) proposed a framework for dimension reduction and variable se-
lection in the large p small n setting with a sequential implementation. The following
proposition is essential.
Proposition 3.1 (Yin and Hilafu 2015, Proposition 1). Either statement (a) or (b)
implies (c) below:
(a) X1 (X2,Y);
(b) X1 Y and X1 X2|Y;
(c) X1 Y|X2.
42
Assuming that we find a partition of X, X = (X1,X2), such that statement (c) is
true, we can drop X1 without losing any regression information. Note that for a pre-
dictor Xj (j ∈ {1, ..., p}), Xj ∈ XD̄ iff Xj Y|X−j, where X−j ≡ (X1, ..., Xj−1, Xj+1,
..., Xp). Therefore, we can exclude variable Xj based on Xj Y|X−j for each
j ∈ {1, ..., p}, which is the condition in statement (c) for a leave-one-out partition
of X. Statements (a) and (b) can further optimize this procedure. When Y is con-
tinuous, statement (a) can be simply assessed by a marginal independence measure,
which provides us a shortcut to statement (c). When Y is discrete, the two conditions
in statement (b) are easier to verify, so we can take the path from (b) to (c) as (b)
also implies (c).
Our bottom line here is that all the truly important variables are included, or
equivalently, the excluded ones are truly unimportant. Therefore, it is legitimate to
use stronger statements like (a) and (b) rather than (c) itself to exclude variables.
Notice that SIS and its family only evaluate the first part of statement (b), which is
not sufficient for (c). As a consequence, significant predictors that are uncorrelated
(or even independent) but jointly correlated with the response could be left out. In
fact, statement (a) and the second part of statement (b) can serve as a remedy to
select variables mistakenly eliminated by SIS.
Based on the above discussion, we propose a SVS algorithm built upon two paths
(a)→(c) and (b)→(c) for a continuous response and a discrete response, respectively.
3.4.2 An Algorithm
Let wS,1j ≡ ρK((Y,X−j)|Xj) and w
S,2
j ≡ ρK(X−j|Xj; Y) for i = 1, ..., p. We propose
the following 2-stage sufficient variable selection procedure:
1. Compute ŵMj for j = 1, ..., p based on Table 3.1.;
2. Sort ŵMj in descending order;
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3. D̂1 ≡ {1 ≤ j ≤ p : ŵMj is among the first d1 largest of all};
4. Compute ŵS,1j if Y is continuous or ŵ
S,2
j if Y is discrete based on Table 3.2.,
for j ∈ {1, ..., p} \ D̂1;
5. Sort ŵS,ij in descending order, i = 1 or 2;
6. D̂2 ≡ {j ∈ {1, ..., p} \ D̂1 : ŵS,ij is among the first d2 largest of all}, i = 1 or 2;
7. D̂ = D̂1 ∪ D̂2.
In practice, we may choose d1 = [0.9n] and d2 = n− 1− d1.









Discrete Discrete ρK,n(X−j|Xj; Y)
Continuous ρK,G,n(X−j|Xj; Y)
The procedure is referred as the ECHSIC/ECHSCIC-based sufficient variable se-
lection, or ECH-SVS for short. Note that when applying path (a)→ (c) for continuous
response, although statement (a) already implies marginal independence, we still con-
duct SIS first. The reason is that in practice, marginal relation typically plays an
important role and hence, we include a SIS step to secure the ability of ECH-SVS for
picking up marginally active variables. Similar to ECH-SIS, we allow both continu-
ous and discrete predictors since their ECHSCIC correlations with the response are
commensurate.
3.4.3 Theoretical Properties
We now study the sure screening property of the two ECH-SVS paths. Define
D̂ ≡ {1 ≤ j ≤ p : ŵS,1j ≥ cn−γ},
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where c and γ are pre-specified threshold values (see condition (C5) below).
The following conditions are imposed:
(C4) If Xj is discrete with Lj levels {x(1)j , ..., x
(Lj)
j } for some j, and p
(j)
l ≡ P (Xj =
x
(l)
j ) for l = 1, ..., Lj, then there exists a positive constant c1 such that
minj,l p
(j)
l ≥ 2c1n−τ for τ ≥ 0. Furthermore, maxj Lj = O(nκ) for κ ≥ 0.
(C5) minj∈D w
S,1
j ≥ 2cn−γ, for some constant c > 0 and 0 ≤ γ < 12 .
Theorem 3.2 (Sure Screening Property of ECH-SVS Path 1). Under condition (C1)
and (C4), for any 0 ≤ γ < 1
2
, 0 ≤ κ < 1
2






κ, there exists a











p exp{−bn1−2γ−2κ−4τ + κ log n}
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.





ŵS,1j ) ≥ 1−O
(




P (D ⊂ D̂) ≥ 1−O
(
s exp{−bn1−2γ−2κ−4τ + κ log n}
)
, (3.10)
where s is the cardinality of D.
Define
D̂∗ ≡ {1 ≤ j ≤ p : ŵS,2j ≥ cn−γ},
where c and γ are pre-specified threshold values (see condition (C8) below).
We require several conditions as follows:
(C6) Y is discrete with L levels {y(1),y(2), ...,y(L)} and pl ≡ P (Y = y(l)) for
l = 1, .., L. Assume that L = O(nκ) for κ ≥ 0.
(C7) If Xj is discrete with Lj levels {x(1)j , ..., x
(Lj)
j } for some j, and p
(j)
l1,l2
≡ P (Xj =
x
(l1)
j |Y = y(l2)) for l1 = 1, ..., Lj and l2 = 1, ..., L, then there exists a positive
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constant c1 such that minj,l1,l2 p
(j)
l1,l2
≥ 2c1n−τ for τ ≥ 0. Furthermore,




j ≥ 2cn−γ, for some constant c > 0 and 0 ≤ γ < 12 .
Theorem 3.3 (Sure Screening Property of ECH-SVS Path 2). Under condition (C1),
(C6) and (C7), for any 0 ≤ γ < 1
2
, 0 ≤ κ < 1
2


















p exp{−bn1−2γ−2κ−4τ + 2κ log n}
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.





ŵS,2j ) ≥ 1−O
(




P (D ⊂ D̂∗) ≥ 1−O
(
s exp{−bn1−2γ−2κ−4τ + 2κ log n}
)
, (3.12)
where s is the cardinality of D.
The above two theorems show that ECH-SVS can recover D or the central variable
selection space eventually as sample size increases. Notice that A ⊂ D, so ECH-SVS
captures important variables that are omitted by marginal selection procedures.
3.5 Numerical Studies
For all the numerical studies, if a model size d is given, we report the proportion
including a single active predictors Xi, denoted as P
s
i , and the proportion including
all active predictors, denoted as Pa (Li, Zhong and Zhu 2012). For SIS results, we
also report the median of the minimum model size (MMS) that includes all active
predictors, along with a robust standard deviation calculated as RSD=IQR/1.34
(Cui, Li and Zhong 2015). ECH-SIS is mainly compared with MV-SIS (categorical
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response only; Cui, Li and Zhong 2015), DC-SIS (Li, Zhong and Zhu 2012) and HR-
SIS (Yang, Yin and Zhang 2019). ECH-SVS is mainly compared with DC-SVS (Yang,
Yin and Zhang 2019), HR-SVS (Yang, Yin and Zhang 2019) and ECD-SVS (Yuan
and Yin 2017). Note that DC-SVS and HR-SVS only handle continuous responses
with continuous predictors, while ECD-SVS only allows categorical responses with
continuous predictors. Hence, to make them comparable for other cases, we code
categorical variables into dummies as in Cui, Li and Zhong (2015) when necessary.
Example 3.1 (Cui, Li and Zhong 2015, Example 3.1). The response Y is generated
from two different distributions: (i) balanced, a discrete uniform distribution with
L categories where P (Y = l) = 1/L for l = 1, ..., L; (ii) unbalanced, the sequence
of probabilities P (Y = l) = 2[1 + (l − 1)/(L − 1)]/3L is an arithmetic progression
with max1≤l≤L P (Y = l) = 2 min1≤l≤L P (Y = l). Given Y = l, the predictor X
is generated by letting X = µl + ε, where the mean term µl = (µl1, ..., µlp) is a
p-dimensional vector with lth element µll = 3 but others are all zero, and ε is a
p-dimensional error term. Here, we consider two cases of the error term: (1) εi ∼
N(0, 1); (2) εi ∼ t(2) independently for i = 1, ..., p. P si and Pa are computed for
model size d = [n/log(n)]. We examine the efficacy of our marginal sure screening
procedure ECH-SIS when the response is categorical, in compare with DC-SIS, HR-
SIS, PSIS (Pan, Wang and Li 2016) and MV-SIS. PSIS and PSIS* are implemented
as in Cui, Li and Zhong (2015). The results are presented in Table 3.3 and Table
3.4 based on 500 simulations.
Both Table 3.3 and Table 3.4 indicate that the proposed ECH-SIS is robust
and has decent performance, especially when the error term is heavy-tailed and the
number of categories increases.
Example 3.2. This is example assembles the numerical studies in Zhu et al. (2011),
Example 1 in Li, Zhong and Zhu (2012) and the Example 4.1 in Cui, Li and Zhong
(2015), where we simulate a continuous response with a mix of continuous and cat-
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Table 3.3. Example 3.1: MMS and accuracy
Case (1): εij ∼ N(0, 1) Case (1): εij ∼ t(2)
Pr Method MMS P s1 P
s





DC-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(0.0) 0.99 0.98 0.97
HR-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(0.0) 1.00 1.00 1.00
Balanced PSIS 2.0(0.0) 1.00 1.00 1.00 2.5(9.1) 0.79 0.88 0.71
MV-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(0.0) 1.00 0.99 0.99
ECH-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(0.0) 1.00 1.00 1.00
DS-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(1.1) 0.95 0.96 0.92
HR-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(0.0) 1.00 0.99 0.99
Unbalanced PSIS 2.0(0.0) 1.00 1.00 1.00 5.5(48.8) 0.75 0.75 0.55
MV-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(0.7) 0.96 0.99 0.95
ECH-SIS 2.0(0.0) 1.00 1.00 1.00 2.0(0.0) 1.00 0.99 0.99
Table 3.4. Example 3.1: MMS and accuracy



















Balanced, εij ∼ N(0, 1)
DC-SIS 10.0(0.0) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99
HR-SIS 11.0(2.2) 0.99 1.00 0.97 1.00 0.99 0.99 0.99 1.00 0.99 1.00 0.92
PSIS* 10.0(0.0) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
MV-SIS 10.0(0.0) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
ECH-SIS 10.0(0.0) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Balanced, εij ∼ t(2)
DC-SIS 15.0(21.8) 0.86 0.99 0.99 0.99 0.97 0.98 0.99 0.99 0.99 0.98 0.74
HR-SIS 15.5(20.1) 0.97 0.95 0.97 0.97 0.95 1.00 0.94 0.96 0.99 0.91 0.74
PSIS* 365.2(563.6) 0.73 0.75 0.76 0.73 0.75 0.75 0.75 0.73 0.76 0.79 0.05
MV-SIS 11.0(3.7) 1.00 1.00 1.00 0.99 0.99 1.00 1.00 0.99 0.99 0.99 0.95
ECH-SIS 10.0(0.7) 1.00 0.99 0.99 1.00 0.99 1.00 0.99 1.00 0.98 1.00 0.95
Unbalanced, εij ∼ N(0, 1)
DC-SIS 13.0(14.9) 0.82 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.82
HR-SIS 19.5(37.5) 0.84 0.87 0.97 0.95 0.98 0.99 1.00 1.00 1.00 1.00 0.65
PSIS* 10.0(0.0) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
MV-SIS 10.0(0.0) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
ECH-SIS 10.0(0.0) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Unbalanced, εij ∼ t(2)
DC-SIS 126.5(248.3) 0.35 0.90 0.93 0.93 0.96 1.00 0.99 1.00 1.00 1.00 0.22
HR-SIS 55.5(119.0) 0.65 0.83 0.88 0.91 0.98 0.98 0.99 1.00 1.00 1.00 0.41
PSIS* 343.5(444.9) 0.68 0.66 0.56 0.58 0.64 0.63 0.60 0.73 0.61 0.67 0.05
MV-SIS 13.0(9.8) 0.93 0.98 0.98 0.98 0.98 1.00 1.00 1.00 1.00 1.00 0.85
ECH-SIS 11.0(7.8) 0.93 0.95 0.97 0.99 0.99 1.00 1.00 1.00 1.00 1.00 0.83
egorical predictors. We generate continuous predictors X(1) = (X1, ..., X p
2
) from a




with σii = 1, σij = 0.4
if both i, j ∈ D or i, j ∈ D̄, and σij = 0.1 otherwise. We also mimic the behav-
ior of SNPs in Genome-Wide Association Studies (GWAS) to simulate categorical




{ 1, if Zj < Q1
0, if Q1 ≤ Zj < Q3,




j indicates the dominant effect of the jth SNP (typically denoted by
{AA,Aa, aa}), j = 1, ..., p
2
, Z = (Z1, ..., Z p
2





0.8|i−j|, and Q1 and Q3 are the first and third quartiles of a standard normal distri-
bution, respectively. Let X = (X(1),X(2)) and consider the following model
Y = 3β1X1X2 + 2β2X p
2
+1 − 2β3|X p
2
+20|+ ε,
where βj = (−1)ζ(a + |κ|) for j = 1, 2, 3, a = 2 log n/
√
n, ζ ∼Bernoulli(0.4),
κ ∼ N(0, 1) and ε ∼ N(0, 1). The model contains a interaction term and has a
non-linear relation between X p
2
+20 and Y . We set d = [n/log(n)]. The results are
reported in Table 3.5 based on 500 replicates. ECH-SIS has higher accuracy and
hence, smaller and more stable MMS to include all active predictors than other pro-
cedures.
Table 3.5. Example 3.2: MMS and accuracy











(n, p) = (100, 500)
DC-SIS 18.0(20.2) 1.00 1.00 0.68 1.00 0.68
HR-SIS 15.0(5.2) 0.95 1.00 1.00 1.00 0.95
ECH-SIS 6.0(2.2) 1.00 1.00 1.00 1.00 1.00
(n, p) = (200, 2000)
DC-SIS 5.0(2.2) 0.95 1.00 1.00 1.00 0.95
HR-SIS 5.0(0.9) 1.00 0.95 1.00 1.00 0.95
ECH-SIS 4.0(0.0) 1.00 1.00 1.00 1.00 1.00
Example 3.3. This example is similar to Example 4.2.2 in Fan and lv (2008). We
examine the efficacy of our SVS method for a categorical response and mixed-type
predictors. We generate correlated continuous predictors X(1) = (X1, ..., Xp1) from a
multivariate normal distribution N(0,Σ) and Σ = (σij)p1×p1 with σii = 1, σij = 0.5 if
both i, j 6= 5, and σij =
√
0.5 otherwise. Discrete predictors are generated as follows:
X
(2)
1 = Z1, where Z1 ∼ Poisson(2), X
(2)
2 = Z1 + Z2, where Z2 ∼ Poisson(1), X
(2)
i
independently follows a Beta-binomial distribution with size 5, success probability
pr = 0.9− 0.8 i−3
p2−3 and overdispersion parameter s = −2 + 8
i−3
p2−3 , for i = 3, ..., p2. Let
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X = (X(1),X(2)) and consider the following model
Y = I{5X3 + 5X4 − 10
√
0.5X5 > 0}+ 2I{Xp1+2 −Xp1+1 > 1},
where I{·} is an indicator function. The model is designed such that X5 Y and
Xp1+1 Y . Therefore, marginal sure screening methods cannot pick up the true
model except by chance. To calculate P si and Pa, d1 is set to [0.95n] and d2 is set to
n− 1− d1. The results are presented in Table 3.6 based on 500 simulations. As we
can expect, all the SIS procedures fail to detect X5 and Xp1+1. Our SVS procedure
significantly improves P s5 and P
s
p1+1
and hence, Pa, while both DC-SVS and HR-SVS
have difficulty selecting the discrete predictor Xp1+1.
Table 3.6. Example 3.3: accuracy









(n, p1, p2) = (100, 480, 20)
DC-SIS 0.97 0.96 0.10 0.33 0.94 0.01
DC-SVS 0.98 0.98 1.00 0.29 0.94 0.28
HR-SIS 0.94 0.93 0.14 0.27 0.95 0.03
HR-SVS 0.95 0.94 1.00 0.25 0.94 0.22
ECH-SIS 0.92 0.94 0.12 0.18 0.89 0.03
ECH-SVS 0.93 0.92 1.00 0.97 1.00 0.84
(n, p1, p2) = (200, 1950, 50)
DC-SIS 1.00 1.00 0.01 0.17 1.00 0.00
DC-SVS 1.00 1.00 1.00 0.15 0.99 0.15
HR-SIS 1.00 1.00 0.05 0.14 1.00 0.01
HR-SVS 1.00 1.00 1.00 0.17 1.00 0.13
ECH-SIS 0.99 1.00 0.05 0.08 0.99 0.01
ECH-SVS 1.00 1.00 1.00 0.43 1.00 0.43
Example 3.4. This example is similar to Example 4.2.2 in Fan and lv (2008). We
evaluate the performance of our SVS method for a continuous response and mixed-
type predictors. We generate continuous predictors X(1) = (X1, ..., Xp1) from a mul-
tivariate normal distribution N(0,Σ) and Σ = (σij)p1×p1 with σii = 1, σij = 0.3 if
both i, j 6= 5, and σij = 0.5 otherwise. Discrete predictors are generated as follows:
X
(2)
1 = Z1, X
(2)
2 = Z1 + Z2, X
(2)
i = Z1 + Zi for i = 3, ..., p2, where Z1 ∼ Poisson(1),
Z2 ∼ Poisson(3) and Zi ∼ Poisson(2) for i = 3, ..., p2. Let X = (X(1),X(2)) and
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consider the following model
Y = 5X3 + 5X4 − 5X5 + eXp1+1−Xp1+2ε,
where ε ∼ N(0, 1). The model is designed such that X5 Y and Xp1+1 Y . The
heteroscedastic error term increases the difficulty of variable selection. To calculate
P si and Pa, d1 is set to [0.95n] and d2 is set to n−1−d1. The results are presented in
Table 3.7 based on 500 simulations. ECH-SVS is much more powerful than DC-SVS
and HR-SVS as the latter two barely can detect the important discrete predictors.
Table 3.7. Example 3.4: accuracy









(n, p1, p2) = (100, 450, 50)
DC-SIS 1.00 1.00 0.15 0.15 0.13 0.00
DC-SVS 1.00 1.00 1.00 0.28 0.13 0.05
HR-SIS 1.00 1.00 0.18 0.18 0.17 0.01
HR-SVS 1.00 1.00 1.00 0.44 0.14 0.07
ECH-SIS 1.00 1.00 0.06 0.54 0.99 0.03
ECH-SVS 1.00 1.00 1.00 0.97 1.00 0.97
(n, p1, p2) = (200, 1800, 200)
DC-SIS 1.00 1.00 0.09 0.03 0.09 0.01
DC-SVS 1.00 1.00 1.00 0.38 0.07 0.04
HR-SIS 1.00 1.00 0.06 0.05 0.06 0.00
HR-SVS 1.00 1.00 1.00 0.74 0.04 0.03
ECH-SIS 1.00 1.00 0.01 0.09 0.96 0.00
ECH-SVS 1.00 1.00 1.00 0.98 0.98 0.97
3.6 Discussion
We propose a novel two-stage sufficient variable selection procedure based on a newly
developed independence measure. The procedure is model-free and capable of han-
dling different types of data with a simple sequential implementation. In this chapter,
the selected model size has to be specified beforehand. To avoid an ad hoc choice of
the model size, one may follow an algorithm proposed by Kong, Wang and Wahba
(2015) or use independent test, such as permutation or bootstrap test to determine
an appropriate number. Another possible improvement over our current procedure
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is to incorporate the idea of Balasubramanian, Sriperumbudur and Lebanon (2013),
where they consider taking the supremum of HSIC over a family of kernels.
Copyright c© Chenlu Ke, 2019.
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Chapter 4 Sufficient Dimension Reduction via Expected Conditional
Hilbert-Schmidt Independence Criterion
4.1 Introduction
Sufficient dimension reduction (SDR) has been a rapidly developed research area
which has wide applications in regression, machine learning, genomics, et al., where
data of high dimension are common. SDR aims to capture regression information
based on the notion of sufficiency, meaning that a set of functions of the predictors
contains all the information about the response and no other predictors can provide
any additional information. Note that SDR is distinct from sufficient variable se-
lection in the sense that variable selection reduces the number of predictors while
dimension reduction downsizes the data to a few linear combinations or nonlinear
functions of the predictors.
In general, most approaches for linear SDR can be briefly classified into three
categories: inverse regression methods, forward regression methods and joint relation
methods. The term ”inverse regression” refers to the conditional distribution of X|Y ,
where X ∈ Rp and Y ∈ R, which reverses the typical conditional distribution of Y |X
of interest for regression models. Sliced inverse regression (SIR) introduced by Li
(1991) is the most well-known SDR method. SIR fails when the regression function
is symmetric about 0 as it is based on the first order moment, which motivates the
development of second-order methods like sliced average variance estimation (SAVE,
Cook and Weisberg 1991). These inverse methods and related others require linear-
ity or constant covariance conditions of the predictors that are difficult to verify in
practice. Forward methods including minimum average variance estimator (MAVE,
Xia et al. 2002), outer product of gradients (OPG, Xia et al. 2002) and their ex-
tensions, relax those conditions. However, they involve high-dimensional smoothing
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kernel. Joint relation methods mainly focus on the conditional mean E(Y |X). Rep-
resentative work include principal hessian direction (PHD; Li 1992), an informational
method (Yin and Cook 2005) and a Fourier method (Zhu and Zeng 2006). PHD
cannot detect linear trend, while the latter two either use smoothing technique or
impose strong conditions on predictors. In recent years, more correlation-based SDR
methods have emerged such as approaches relying on likelihood (Cook and Forzani
2009) and distance covariance (Sheng and Yin 2013, 2016).
In this chapter, we propose a new correlation-based SDR method using expected
conditional Hilbert-Schmidt independence criterion (ECHSIC) that we introduce in
chapter 2. Our method is model-free and inherits the advantages of ECHSIC when
dealing with either continuous or discrete responses. In contrast to traditional SDR
methods, ours does not impose strong assumptions on the predictors and can exhaus-
tively recover the central subspace.
The rest of the chapter is organized as follows. Section 2 reviews the independence
measure ECHSIC and basic concepts of SDR. Section 3 introduces a new SDR method
via ECHSIC with an algorithm. Section 4 includes two numerical studies of a single-
index model with a continuous response and a multi-index model with a categorical
response. Section 5 concludes the chapter with a short discussion. All proofs are
delayed in the appendix.
4.2 Preliminaries
4.2.1 ECHSIC
For a given translation-invariant positive kernel K, the ECHSIC for testing X Y





where ϕX|Y and ϕX are the conditional characteristic function of X|Y and the marginal
characteristic function of X, respectively, and ω(u)du is a finite nonnegative Borel
measure corresponding to K such that the condition in Bochner Theorem (Wendland
2004, Theorem 6.6) is satisfied. Equivalently, we have
H2K(X|Y ) = EYEXY ,X′YK(X,X
′)− EX,X′K(X,X′),
where X′ is an i.i.d. copy of X.

























(l)), t = 1, ..., nl for l = 1, ..., L. This estimator is more appropriate and
powerful than DCOV/HSIC when Y is discrete and leads to a kernel ANOVA test.
If Y is continuous, one can either slice on Y to apply the above estimator or
use an alternative kernel regression approach. The kernel estimator with a selected










where Gts ≡ Gh(Yt−Ys), Gh(y) ≡ h−p2G(y/h), dt2t3t4t5 ≡ Kt2t3−Kt2t4−Kt3t5 +Kt4t4
and Kts ≡ K(Xt − Xs). As pointed out in Chapter 2, different approaches can be
employed to address the issue of the random denominator in (4.2). In this Chapter,
we simply assume that the density of Y is bounded below by some positive number
and hence, no trimming function or weight function needs to be applied.
4.2.2 A Review of SDR
Let β be a p× q matrix (1 ≤ q ≤ p). If
Y X|βTX, (4.3)
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that is, Y depends on X only through βTX, then we can reduce the dimension of the
data from p to q without loss of information. The columns of β spans a dimension
reduction subspace denoted as S(β). If the intersection of all dimension reduction
subspace is itself a dimension reduction subspace, then it is called the central subspace
(CS, Li 1991, Cook 1994, Cook 1996), denoted by SY |X, with the structural dimension
d defined as the dimension of SY |X. The existence and uniqueness of the central
subspace have been established by Cook (1996) and Yin, Li and Cook (2008) under
mild conditions. Throughout this chapter, we assume that CS exists and is unique.
Our goal is to recover the CS, which includes determining d and finding a basis, so
that the dimension is reduced to the most extent while preserving complete regression
information.
4.3 A New SDR Method via ECHSIC
In the classical linear models, we find the ordinary least square (OLS) estimator of
β that minimizes the Euclidean distance between Y and βTX, which is the simplest
dimension reduction method. In a more general sense, we can achieve SDR by finding
β such that βTX is most related to Y if a model is not pre-specified. Then intuitively,
a powerful independence measure or correlation index like ECHSIC can be useful.




with respect of β, where β is a p× d matrix. We claim that the solution is a basis of
SY|X.
We consider two cases, d = 1 (single-index model) and d > 1 (multi-index model)
assuming d is known.
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4.3.1 Single-Index
Let ΣX be the covariance matrix of X, Pβ(ΣX) denote the projection onto β with
respect to the inner product < a,b >= aTΣXb, that is, Pβ(ΣX) = β(β
TΣXβ)
−1βTΣX
and Qβ(ΣX) = I−Pβ(ΣX). The following proposition ensures that the solution to (4.4)
indeed spans the CS.
Proposition 4.1. Let η be a basis of the central subspace SY |X with ηTΣXη = 1.




TX|Y ) ≤ H2K(ηTX|Y ) for any β ∈ Rp with
βTΣXβ = 1. The equality holds if and only if S(β) = S(η).
4.3.2 Multi-Index
We adopt the previous notations and extend the results to multi-index models.
Proposition 4.2. Let η be a basis of the central subspace SY |X and ηTΣXη = Id.
Suppose β is a p × d1 matrix with d1 ≤ d, dim(S(β)) = d1, and βTΣXβ = Id1.
Assuming S(β) ⊆ S(η), then H2K(β
TX|Y ) ≤ H2K(ηTX|Y ). The equality holds if and
only if S(β) = S(η).
Proposition 4.3. Let η be a basis of the central subspace SY|X and ηTΣXη = Id.
Suppose β is a p × d2 matrix. If P Tη(ΣX)X Q
T
η(ΣX)




Naturally, an estimator of η, denoted by ηn, is
ηn ≡ arg max
βT Σ̂Xβ=Id
H2n(βTX|Y),
where H2n(βTX|Y) can be either (4.1) or (4.2) depending on Y .
We present our algorithm for d = 1 first then modify it for d > 1 later. Sequen-
tial quadratic programming (SQP) adopted in our algorithm is an iterative method
57
commonly used for constrained nonlinear optimization. We set Lagrangian
L(β, λ) ≡ H2n(βTX|Y) + λ(βT Σ̂Xβ − 1)
as our objective function, where λ is a Lagrange multiplier, and propose the following
algorithm to find ηn:
1. Randomly generate 1000 standard normal vectors and choose the one that gives
the highest ECHSIC to be our initial of SQP.
2. Construct and solve QP sub-problem to obtain a search direction dβ. Given a











subject to ∇h(β(j))Tdβ + h(β(j)) = 0, where dβ = β − β(j), ∇ represents
gradient, H(k) is the quasi-Newton approximation of the Hessian of L at β(k),
and h(β) = βTΣXβ− 1. Then the solution d̂β serves as the search direction to
construct a new iterate.
3. Choose the step length α. Then β(j+1) = β(j) + αd̂β. Similarly, we update λ
(j)
by computing λ(j+1) = λ(j) + αd̂λ.
4. Repeat step 2 and step 3 until
∣∣∣β(j+1) − β(j)∣∣∣ is sufficiently small, say less than
10−6.
Gill, Murray and Wright (1981) gives more details of SQP regarding how to solve
the QP sub-problem and choose the step length.
The algorithm for d > 1 is very similar except for choosing the initial. We can use
SIR, SAVE and other SDR methods to find an initial that gives the highest ECHSIC.
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4.4 Numerical Studies
In this section, we examine the performance of our method, in compare with other
existing approaches including SIR (Li 1991), SAVE (Cook and Weisberg 1991), PHD
(Li 1992) and DCOV (Sheng and Yin 2013, 2016). We use ∆(SX|Y , ŜX|Y ) = ||PSY |X−
PŜY |X|| (Li, Zha and Chiaromonte 2005) to evaluate the accuracy of CS estimates,
where || · || gives the maximum singular values of a matrix, PSY |X and PŜY |X are
orthogonal projections onto SY |X and its estimate ŜX|Y , respectively. A small ∆
indicates an accurate estimate of the CS. We report the mean and the standard error
of ∆ based on 100 replicates.
Example 4.1. This example is the same as model (C) part (1) in Section 4.1 of Sheng
and Yin (2013). Let β = (1, 1, 1, 1, 1, 0, 0, 0, 0, 0)T and X ∼ N(0, I10). Consider model
Y = 0.2(βTX)2ε,
where ε ∼ N(0, 1). The model has a nonlinear structure in the regression variance
function. Simulation results are listed in Table 4.1. Since the predictors are normal,
SAVE and PHD perform better than SIR. Our method recovers the CS more accu-
rately and stably than all others.
Table 4.1. Example 4.1: estimation accuracy
Method
n = 100 n = 200
∆ SE ∆ SE
SIR 0.9351 0.0970 0.9478 0.0734
SAVE 0.4706 0.1716 0.2897 0.0734
PHD 0.5555 0.1475 0.4240 0.1132
DCOV 0.4867 0.3451 0.2177 0.2473
ECHSIC 0.2275 0.0695 0.1659 0.0236
Example 4.2. In this example, we consider a multi-index model with categorical
response. Let β1 = (2, 1, 0, 0, 0, 0, 0, 0, 0, 0)/
√
5 and β2 = (1,−1, 0, 0, 0, 0, 0, 0, 0, 0).
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Consider a multinomial model
Pr(Y = 1|X) = exp{g(β
T
1 X)}
1 + exp{g(βT1 X)}+ exp{βT2 X}
Pr(Y = 2|X) = exp{β
T
2 X}
1 + exp{g(βT1 X)}+ exp{βT2 X}
Pr(Y = 3|X) = 1
1 + exp{g(βT1 X)}+ exp{βT2 X}
where g(z) = exp(5z−2)/{1+exp(5z−3)}−1.5 and Xj
iid∼ U(−2, 2) for j = 1, ..., 10.
Simulation results are presented in Table 4.2. We can observe that our method has
decent performance comparable to others.
Table 4.2. Example 4.2: estimation accuracy
Method
n = 100 n = 200
∆ SE ∆ SE
SIR 0.6131 0.1248 0.4806 0.1127
SAVE 0.9565 0.0653 0.9299 0.0900
PHD 0.9618 0.0438 0.9230 0.0954
DCOV 0.6129 0.1252 0.4806 0.1127
ECHSIC 0.6070 0.1291 0.4663 0.1184
4.5 Discussion
In this chapter, we propose a novel linear SDR method via ECHSIC assuming d
is known. However, in practice, d is unknown and must be inferred from data.
Different approaches can be used to estimating d such as Chi-squared test (Li 1991),
permutation test (Cook and Yin 2001) and bootstrap test (Ye and Weiss 2003),
which will be investigated in the near future. Furthermore, theoretical properties of
the estimator will also be studied later.
Since ECHSIC can be derived using reproducing kernel Hilbert space, which is
also the underlying theory for nonlinear SDR, our method can be generalized to deal
with non-linearity in the future. In addition, the optimization problem (4.4) can be
combined with penalized methods like LASSO (Tibshirani 1996) to achieve variable
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selection simultaneously. To handle ultrahigh dimensional data with large p and small
n, we can plug in our method to the framework proposed by Yin and Hilafu (2015).
These topics are under our future research plan.
Copyright c© Chenlu Ke, 2019.
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Appendices
A. Appendix of Chapter 2


































′)− 2EXy,X′K(X−X′) + EX,X′K(X−X′).
2. Proof of Theorem 2.3. Since K generates ρ, we can write ρ(x,x′) = K(x,x) +















3. Proof of Theorem 2.5.
(1) By definition, H2K(X|Y) ≥ 0.
For arbitrary x and x′ in Rp,
K(x,x) K(x,x′)
K(x,x′) K(x′,x′)
 is positive semi-definite
since K is a symmetric and positive definite kernel. Hence, K(x,x′) ≤
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√













Therefore, H2K(X|Y) ≤ H2K(X|X).
(2) ρK(X|Y) = 1 iff EYEXY,X′YK(X,X
′) = EXK(X,X). All the inequalities in
(1) become equalities iff X is a function of Y.
4. Proof of Theorem 2.6.












































V (l)n − V (0)n ,
where V
(1)




n are V-statistics. We denote the corresponding U-
statistics by U
(1)




n , respectively. Applying the Strong Law of











































U (l)n − U (0)n
a.s.→ H2K(X|Y).
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Since EK12 ≤ EXK(X,X) <∞, we have E|U (l)n −V (l)n | = O(n−1) by Lemma 5.7.3






→ 0 as n → ∞
for any ε > 0, i.e., U
(l)




5. Proof of Theorem 2.7.
Let Kij ≡ K(Xi,Xj), I(l)i ≡ I{Yi = y(l)} for l = 1, ..., L and K̃ij ≡ K̃(Xi,Xj) ≡












































V (l)n − V (0)n .
where V
(l)
n (l = 1, ..., L) and V
(0)




















ij with kernel h
(0)


































K̃ii − U (0)n
]
P→(L− 1)H2K(X|X).
The above limit holds due to the null hypothesis. Thus our objective is to show
nH̃2K,n(X|Y)











A representation for h
(l)
12 , the same as in Serfling (1980, p.196), will be used. Let
{φ(l)m (·)} denote orthonormal eigenfunctions corresponding to the eigenvalues {ζ(l)m }
defined in connection with h
(l)
12 , i.e., {φ
(l)























{1, m1 = m2


























m (X2Y2). In the same sense, we
have h
(l)










m (X2Y2). Note that
EX2K̃12 = 0 so h
(l)
1 (X1,Y1) = 0. Therefore, Eφ
(l)
m = 0 as Varh
(l)
1 = 0, for all m.
Let {φm(·)} denote orthonormal eigenfunctions corresponsing to the eigenvalues
{ζm} defined in connection with K̃12. Similarly, Eφm = 0. We can deduce from








1 for l = 1, ..., L
(b) φ
(0)







m = ζm, l = 1, ..., L.
We explain (a) and (c) only and the rest follows from the same logic. From (i),
ζ(l)m φ
(l)

















, if Y1 = y
(l),
for l = 1, ..., L. Hence, φ
(l)
m (X1,Y1) = cφm(X1)I
(l)



























































m (Xj,Yj) for l = 0, ..., L. Eventu-









T (l)n − T (0)n
]
d→ H̃ (**)
by using characteristic functions. The proof is decomposed into 3 parts.
(1) Given ε > 0 and s,
∣∣∣∣Eeis(∑Ll=1 nnl T (l)n −T (0)n ) − Eeis(∑Ll=1 nnl T (l)n,M−T (0)n,M)∣∣∣∣ < ε for M
and n sufficiently large.
















































































































































P→ 1 for l = 0, ..., L. Let i2 = −1.











P→ A ≡ diag(1 · · · 1 i) and







i ∼ χ2L−1 as Zi

























(3) Given ε > 0,
∣∣∣EeisH̃ − EeisH̃M ∣∣∣ < ε for M sufficiently large.
This can be seen by Serfling (1980, p.199).













i − 1), where Z2i
i.i.d∼ N(0, 1) and
∞∑
i=1
















Thus, we need to show that
∑∞
m=1 ζm = H2K(X|X). Indeed,









6. Proof of Corollary 2.1.
H2K,n(X|X)
P→ H2K(X|X) by Theorem 6. If X and Y are independent, the con-
clusion follows from Theorem 6. If X and Y are dependent, H2K,n(X|Y)
P→
H2K(X|Y) > 0, and therefore, nH2K,n(X|Y)
P→∞.
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7. Proof of Theorem 2.8.
Let W ≡ (X,Y) and Pn(W1, ..,W5) ≡ G12G13d2345. Note that Pn(W1, ...,W5)









where Pn(Wt1 , ...,Wt5) ≡ 15!
∑
π Pn(Wi1 , ...,Wi5) and
∑
π denotes summation
over the 5! permutations (i1, ..., i5) of (t1, ..., t5). Let θn = EPn(W1, ...,W5) and
θ = EY [γ
2
K(Y)f
2(Y)]. Our goal is to show that ΓUn (X|Y)
P→ θ. The proof involves
two steps.
(1) θn = θ + op(1).
First note that
θn = E(G12G13d2345)
= E(G12G13K23)− 2E(G12G13K24) + E(G12G13K45)
= θn1 + θn2 + θn3














K(x2,x3)f(x2|y1 + hu)f(x3|y1 + hu)dx2dx3














Combining the three terms, we have θn = θ + op(1).
(2) ΓUn (X|Y) = θn + op(1).
We adopt the H-decomposition in Lee (1990) and denote
Pnc(W1, ...,Wc) ≡ E[Pn(W1, ...,W5)|W1, ...,Wc],
Pnc(Wi1 , ...,Wic) ≡ E[Pn(W1, ...,W5)|Wi1 , ...,Wic ],
where 1 ≤ i1 < ... < ic ≤ 5. Let φ(1)n ≡ Pn1(W1)− θn and





φ(j)n (Wi1 , ...,Wij)− θn,
where the
∑
(c,j) is taken over all subsets 1 ≤ i1 < ... < ij ≤ c of {1, ..., c}.
Then

















n (Wi1 , ...,Wic) satisfies the following properties:
(i) Φ
(c)
n are uncorrelated with E[Φ
(c)





















We first show that V ar[Φ
(1)
n ] = 1nV ar[Pn1(W1)] = Op(
1
n
). Note that E[P2n1(W1)]







and each of these terms can be shown to be Op(1). For example,
E[P 2n1(W1)]






















K(x2,x3)G(u)G(v)f(x2|y1 + hu)f(x3|y1 + hv)dx2dx3













and E1i = Op(1) for i = 2, ..., 6, which can be shown analogously to above.
Therefore, V ar[Φ
(1)
n ] = Op(
1
n






) and V ar[Φ
(c)
n ] = Op(
1
nch2q
) for c ≥ 3 by similar logic. Then by
Chebyshev’s inequality, Φ
(c)




8. Proof of Theorem 2.9.
We continue to use the notations in the proof of Theorem 8. This proof is built
upon Lemma B.4 in Fan and Li (1996). We first examine three prerequisites for
nhq/2ΓUn (X|Y) to be asymptotically normally distributed.
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(1) Under H0 and assumption EXK










Indeed, we can verify that E[G2n(W1,W2)] = Op(h−q), E[P4n2(W1,W2)] =
Op(h
−3q) and E2[P2n2(W1,W2)] = Op(h−2q). The conclusion follows from the









(c−2)) for c = 3, 4, 5.
According to Lemma B.4 in Fan and Li (1996), with (1)-(3) verified, it follows









h−q(σ2 + op(1)), where
σ2 = Cq
[












B. Appendix of Chapter 3
This appendix contains two sections. Section B.1 presents two lemmas that are
repeatedly used in Section B.2. Section B.2 includes proofs of theorems in Chapter
3.
B.1 Lemmas
Lemma A.1 (Deviation bound for U-statistics, Hoeffding 1963). Let g(U1, ..,Ur)
be a kernel of a U-statistics Un, i.e., Un ≡ 1(n)r
∑
inr
g(Ui1 , ..,Uir), where n > r,
(n)r ≡ n!(n−r)! and
∑
inr
is taken over all r-tuples {i1, ..., ir} drawn without replacement
from {1, ..., n}. If b1 ≤ g(U1, ..,Ur) ≤ b2, then for any ε > 0, the following bound
holds:
P {|Un − EUn| ≥ ε} ≤ 2 exp{−2wε2/(b2 − b1)2},
where w ≡ [n/r], the largest integer contained in n/r.
Lemma A.2. Under condition (C1) and (C2), for any ε ∈ (0, 1), we have








where j = 1, ..., p and a > 0 is a constant depending on c1.
Proof. We aim to show the uniform consistency of the denominator and the
numerator of ŵMj under regularity conditions respectively. Because the denominator



























n (l = 0, ..., L) are V-statistics. Let U
(l)
n (l = 0, ..., L) be corresponding
U-statistics with El ≡ EU ln (l = 0, ..., L). Under condition (C1), without loss of
generality, we assume that the kernel K is bounded by 1. Hence, |El| ≤ 1 for





El − E0. For arbitrary ε < 1,
P
{









































{∣∣V (0)n − E0∣∣ ≥ ε3}
≡Γ1 + Γ2 + Γ3.




























































where the third inequality holds because maxl |p̂l − pl| ≥ pl − p̂l ≥ 2c1n−τ − c1n−τ =
c1n




{∣∣∣∣∣n− 1n U (l)n + 1n2
n∑
i=1
K(Xi,j, Xi,j)I{Yi = y(l)} − El

















{∣∣U (l)n − El∣∣ ≥ c1n−τ ε3L − 1n
}
≤ P
{∣∣U (l)n − El∣∣ ≥ c1n−τ ε6L
}
























































































{∣∣V (0)n − E0∣∣ ≥ ε3}
= P





















{∣∣U (0)n − E0∣∣ ≥ ε3 − 1n
}
≤ P








Combining Γ1, Γ2 and Γ3, we have
P
{










where a is a positive constant depending on c1.
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B.2 Proofs of Theorems
1. Proof of Theorem 3.1.
Following from Lemma A.2 and condition (C2),
P{max
1≤j≤p











−bn1−2γ−2κ−4τ + κ log n
})
,
where b > 0 is a constant depending on c1 and c.
Note that minj∈Aw
M

























∣∣ŵMj − wMj ∣∣ ≥ cn−γ}+ P {max
j∈A





−bn1−2γ−2κ−4τ + κ log n
})













−bn1−2γ−2κ−4τ + κ log n
})
.
If A * Â, there must exist some j ∈ A such that wMj ≥ 2cn−γ but ŵMj <
cn−γ, then




































2. Proof of Theorem 3.2.
The proof is identical to Theorem 3.1 since the same marginal measure is used.
3. Proof of Theorem 3.3.












note H ≡ EĤ and H(l) ≡ EĤ(l), then H =
∑L
l=1 plH(l). Let L̃ ≡ maxj Lj.
P
{
















































































by condition (C7), Lemma A.1 and Lemma A.2, where a1 and a2 are some positive
















−bn1−2γ−2κ−4τ + 2κ log n
})
,
where b > 0 is a constant depending on c1 and c.
The other two inequalities in Theorem 3.3 can be easily showed following the proof
of Theorem 3.1.
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C. Appendix of Chapter 4
1. Proof of Proposition 4.1.
Let η0 be the projection of β onto η, that is, η0 = Pη(ΣX)β = cη, where c is a




0 ≥ c2. Then we have
H2(βTX|Y )
=
∫ ∣∣∣E[ei<t,βTX>|Y ]− Eei<t,βTX>∣∣∣2 ω(u)du
=
∫ ∣∣∣E{E[ei<t,(ηT0 +η⊥,T0 )X>|Y,ηTX]|Y } − Eei<t,(ηT0 +η⊥,T0 )X>∣∣∣2 ω(u)du
=
∫ ∣∣∣E{E[ei<t,(ηT0 +η⊥,T0 )X>|ηTX]|Y } − Eei<t,(ηT0 +η⊥,T0 )X>∣∣∣2 ω(u)du
=
∫ ∣∣∣E{ei<t,ηT0 X>E[ei<t,η⊥,T0 X>|Y,ηTX]|Y } − Eei<t,ηT0 X>Eei<t,η⊥,T0 X>∣∣∣2 ω(u)du
=
∫ ∣∣∣E[ei<t,ηT0 X>|Y ]Eei<t,η⊥,T0 X> − Eei<t,ηT0 X>Eei<t,η⊥,T0 X>∣∣∣2 ω(u)du
=
∫ ∣∣∣Eei<t,η⊥,T0 X>∣∣∣2 ∣∣∣E[ei<t,ηT0 X>|Y ]− Eei<t,ηT0 X>∣∣∣2 ω(u)du
≤
∫ ∣∣∣E[ei<t,ηT0 X>|Y ]− Eei<t,ηT0 X>∣∣∣2 ω(u)du
=H2(ηT0 X|Y )
=H2(ηTX|Y ).
The third equality follows from the assumption that Y X|ηTX and η0 = cη.




equality assumes that K is scale-free.
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