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Abstract
Generative Adversarial Networks (GANs) have shown im-
pressive performance in generating photo-realistic images.
They fit generative models by minimizing certain distance
measure between the real image distribution and the gener-
ated data distribution. Several distance measures have been
used, such as Jensen-Shannon divergence, f -divergence, and
Wasserstein distance, and choosing an appropriate distance
measure is very important for training the generative network.
In this paper, we choose to use the maximum mean discrep-
ancy (MMD) as the distance metric, which has several nice
theoretical guarantees. In fact, generative moment matching
network (GMMN) (Li, Swersky, and Zemel 2015) is such a
generative model which contains only one generator network
G trained by directly minimizing MMD between the real and
generated distributions. However, it fails to generate mean-
ingful samples on challenging benchmark datasets, such as
CIFAR-10 and LSUN. To improve on GMMN, we propose to
add an extra network F , called mapper. F maps both real data
distribution and generated data distribution from the origi-
nal data space to a feature representation space R, and it is
trained to maximize MMD between the two mapped distribu-
tions inR, while the generatorG tries to minimize the MMD.
We call the new model generative adversarial mapping net-
works (GAMNs). We demonstrate that the adversarial map-
per F can help G to better capture the underlying data distri-
bution. We also show that GAMN significantly outperforms
GMMN, and is also superior to or comparable with other
state-of-the-art GAN based methods on MNIST, CIFAR-10
and LSUN-Bedrooms datasets.
Introduction
Generative adversarial networks (GANs) (Goodfellow et
al. 2014) have attracted much attentions recently due to
their capability of capturing the underlying real data distri-
bution Pr and synthesizing new samples. GANs typically
consist of two networks, a generator G and a discrimina-
tor D. The generator G takes a random variable z sam-
pled from a prior distribution p(z) (e.g., uniform or nor-
mal) and outputs a generated sample (e.g., an image) of in-
terest y = G(z) via a feedforward neural network. Hence,
the generator defines the generated data distribution Pg im-
plicitly: y = G(z), z ∼ p(z). The basic idea behind GANs
∗ indicates equal contribution.
is to train G and D simultaneously: D is trained to distin-
guish real data samples from fake samples generated by G
while G is trained to fool D. GANs’ training process is like
a two-player game, and the global equilibrium achieves if
and only if Pg = Pr (Goodfellow et al. 2014). Following
this, several variants of GAN have been proposed to mini-
mize different probability distances/divergences between the
real data distribution and the generated distribution, such
as f -divergences (Nowozin, Cseke, and Tomioka 2016) and
Wasserstein distance (Arjovsky, Chintala, and Bottou 2017;
Gulrajani et al. 2017) between Pr and Pg . Some of those
variants utilize D to estimate the distance between Pr and
Pg (even thoughD is not explicitly trained for classification,
it can still be thought as an implicit discriminator).
Li, Swersky, and Zemel propose a generative model,
called generative moment matching network (GMMN). It
includes only one network, i.e. a generator G, and uses the
maximum mean discrepancy (MMD) (Gretton et al. 2012)
to determine the distance between Pr and Pg . MMD has
several desirable theoretical guarantees over other distance
measures. For example, it admits an efficient unbiased es-
timator (see e.g., (Gretton et al. 2012)). 1 GMMN can be
trained by MMD distance minimization to learn the underly-
ing data distribution Pr. To further boost the performance of
GMMN, Li, Swersky, and Zemel introduce an auto-encoder
to GMMN, which is referred to as GMMN+AE. They first
train an auto-encoder network and produce the code repre-
sentation of real data, then fix the auto-encoder and apply a
GMMN to learn the code distribution by minimizing MMD
between data code and generated code. For real data gen-
eration, they first use the learned GMMN to yield a code
sample and then pass it to the decoder of the previously
fixed auto-encoder to generate sample in the real data space.
Both GMMN and GMMN+AE work well on MNIST (Le-
Cun et al. 1998) and the Toronto Face Database(Susskind,
Anderson, and Hinton 2010). However, they both fail to
generate meaningful samples on more challenging datasets
like CIFAR-10 (Krizhevsky and Hinton 2009) and LSUN-
Bedrooms dataset (Yu et al. 2015) which contain images
1 On the other hand, we take Wasserstein distance for example.
It can be written as W (P,Q) = supf is 1-Lipschitz E[
∫
fd(P − Q)].
However, the empirical estimator according to the formula can be
a very biased estimation for W (P,Q) in high dimensions, unless
the number of samples is exponential (see e.g.,(Arora et al. 2017)).
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with much more complex structures and contents. Besides,
the batch size required to train the GMMN and GMMN+AE
is too large (1000 in the original paper).
In this paper, we integrate the adversarial training frame-
work of GAN with the advantage of MMD distance, to fur-
ther improve the generative model. More concretely, we add
an extra network F , called mapper, to replace the auto-
encoder in GMMN+AE. The mapper F maps both Pr and
Pg from the real data space to a feature representation space
R. Its functionality is somewhat similar to that of the auto-
encoder in GMMN+AE: we would like to work in the rep-
resentation space, which is relatively low-dimensional and
thus easier for estimating the distribution distance. How-
ever, our training processes are entirely different: The auto-
encoder is trained separately from the generator G (the only
one network in GMMN) and will be fixed afterwards. In
comparison, the mapper F in our model is trained with G
simultaneously like in GANs: F aims to maximize MMD
between the two mapped distributions in R and G tries to
minimize it. As we will demonstrate in our experiments,
this simple change can yield significant improvement over
GMMN and GMMN+AE. We name our new model Gener-
ative Adversarial Mapping Networks (GAMNs).
We summarize our main contributions as follows:
• We propose a new generative model, called GAMN, based
on MMD distance and the adversarial training idea in
GAN. Our model is quite simple, yet effective in generat-
ing realistic images and fairly stable in training.
• On toy datasets, e.g., a mixture of 8 Gaussians, a mixture
of 25 Gaussians, and Swiss Roll, we show that GAMN
can learn the underlying distribution better than the state-
of-the-art GAN based methods such as WGAN (Arjovsky,
Chintala, and Bottou 2017) and improved WGAN (Gulra-
jani et al. 2017).
• On MINIST, CIFRA-10 and LSUN-Bedrooms dataset,
GAMN can produce images of high quality which are sig-
nificantly better than the generated samples by GMMN
and GMMN+AE and better than or comparable with those
by the state-of-the-art GAN based methods like WGAN
and improved WGAN. In addition, the batch size required
for training is also much smaller than that of GMMN and
GMMN+AE.
Preliminary
GAN Framwork
GANs (Goodfellow et al. 2014) define two networks, the
generator G and the discriminator D. G is a neural network
which takes a random input vector z sampled from a fixed
prior distribution p(z) (e.g., uniform or normal) and maps it
to a sample of interest G(z) in the real data space. D is an-
other neural network that takes a real sample or a generated
fake sample by G as input, and attempts to distinguish be-
tween them. Both networks are trained to outwit each other,
that is, G is trained to generate ”real” enough samples to
confuse F , and F is required to tell the real samples from
the generated samples. Mathematically, training GANs is to
do the following minmax optimization:
min
G
max
D
Ex∼Pr [log (D(x))] + Ey∼Pg [log (1−D(y))]
(1)
where Pr is the real data distribution and Pg is the generated
data distribution. Pg is defined by G and p(z) implicitly:
y = G(z), z ∼ p(z).
There are some variants of GANs where the minmax op-
timization is to minimize some other distance between Pr
and Pg . Take WGAN (Arjovsky, Chintala, and Bottou 2017)
for example. WGAN tries to do the following Wasserstein
distance minimization:
min
G
max
D
Ex∼Pr [D(x)]− Ey∼Pg [D(y)] (2)
where the mapping induced by D is required to be 1-
Lipschitz. Here, training the discriminator here is to obtain
estimate of Wasserstein distance between the two distribu-
tions and training the generator is to minimize it.
Maximum Mean Discrepancy
Maximum Mean Discrepancy (MMD) (Gretton et al. 2012)
is a test statistic to determine if two samples are drawn from
different distributions, defined by the largest difference in
expectations over functions in the unit ball of a reproducing
kernel Hilbert space H associated with a kernel k(·, ·). For-
mally, MMD between the real data distribution Pr and the
generated data distribution Pg is defined by
LMMD(Pr,Pg) = sup
‖f‖H≤1
Ex∼Pr [f(x)]− Ey∼Pg [f(y)]
By kernel tricks, one can obtain
LMMD(Pr,Pg) =
(
E
x,x′∼p
[k(x, x′)]− 2 E
x∼p,y∼q
[k(x, y)]
+ E
y,y′∼p
[k(y, y′)]
) 1
2
(3)
which can be estimated by 2 (Li, Swersky, and Zemel 2015)
LˆMMD(X,Y ) =
1
m2
(∑
i,i′
k(xi, xi′)− 2
∑
i,j
k(xi, yj)
+
∑
j,j′
k(yj , yj′)
) 1
2
(4)
where X := {xi}mi=1 and Y := {yj}mj=1 are independently
and identically sampled from Pr and Pg respectively.
It is known that with a Gaussian kernel k, Pr = Pg if
and only if LMMD(Pr,Pg) = 0. To train a generator to make
Pg approximate Pr, GMMN minimizes MMD between real
distribution and generated distribution directly
min
G
LMMD(Pr,Pg) (5)
where a mixture of K Gaussian kernels is used: k(x, x′) =∑K
q=1 kσq (x, x
′) and kσq (x, x
′) is a Gaussian kernel with
bandwidth σq . We denote kσ as the mixture of Gaussian
kernels for later use, where σ is the bandwidth hyperparam-
eters. This method can generate good samples on MNIST
and the Toronto Face Dataset.
2It is very close to the unbiased empirical estimator of MMD
mentioned in (Gretton et al. 2012).
Generative Adversarial Mapping Networks
Directly minimizing MMD between Pr and Pg with Gaus-
sian kernels, GMMN fails to generate meaningful samples
on more challenging datasets such as CIFAR-10 and LSUN-
Bedrooms dataset. By Taylor expansion, minimizing MMD
is equivalent to minimizing a distance between all moments
of the two distributions (Li, Swersky, and Zemel 2015). We
think this simple moment matching cannot capture the un-
derlying data distribution of natural images with complex
inner structures and spatial relation. Inspired by GANs, we
introduce an extra network F , called mapper, to GMMN to
help the generatorGmodel the underly distribution better. F
maps both real data distribution Pr and generate data distri-
bution Pg from the original data space to a feature represen-
tation spaceR. We denote F (Pr) and F (Pg) as the mapped
real distribution and mapped generated distribution respec-
tively. For natural image generation, we set F to be a convo-
lutional neural network (CNN) (LeCun, Bengio, and others
1995; Krizhevsky, Sutskever, and Hinton 2012) to learn hier-
archical feature representations for images (Kavukcuoglu et
al. 2010). Then we perform the MMD minimization between
the two mapped distributions F (Pr) and F (Pg). Mathemat-
ically,
min
G
LMMD (F (Pr), F (Pg))
where F (P∗) is implicitly defined by x˜ ∼ F (P∗) ⇔ x˜ =
F (x), x ∼ P∗. Since we have learned the image feature rep-
resentations by the mapper F , MMD with Gaussian kernels
is enough now. In the following, we refer toLMMD(·, ·) as the
MMD distance between two distributions with a mixture of
Gaussian kernels kσ (this distance is also used in GMMNs
(Li et al. 2017)).
What kind of mapper F do we need? Intuitively,
LMMD(Pr,Pg) = 0 implies LMMD (F (Pr), F (Pg)) =
0,∀F . Thus we need the largest MMD between the two
mapped distributions to be small enough if we want Pg to
approximate Pr. Following from this reasoning, we obtain
the following minmax optimization:
min
G
max
F∈F
LMMD (F (Pr), F (Pg)) (6)
to make Pg to approximate Pr. F is the set of candidate
functions. From Equation (6), F is trained to maximize
MMD between the mapped distributions while G is trained
to minimize it. We call our model generative adversarial
mapping network (GAMN) due to the adversarial mapping
in the above optimization.
However, we notice that maxF∈F LMMD (F (Pr), F (Pg))
may not be bounded since we can make
LMMD (F (Pr), F (Pg)) infinity by multiplying F by
any large enough factor. To resolve this, some regularization
is needed. In this paper, we restrict
∑d
i=1 F (·)[i] to be
1−Lipschitz, where F (·)[i] is the ith component of function
F (·) and d is the number of dimensions of the feature
representation space R. By using the gradient penalty
regularization proposed by Gulrajani et al., training GAMN
becomes
min
G
max
F
LMMD (F (Pr), F (Pg)) + λGP (7)
Algorithm 1 Learning algorithm for GAMN.
Require: Regularization term Reg, regularization strength
λ, the number of iterations to train the mapper per round
nmapper, the number of iterations to train the generator per
round ngenerator, the batch size m, Adam hyperparameters
β1, β2, the learning rate α, bandwidth hyperparameters σ.
Require: Initial mapper parameters w0, initial generator
parameters θ0.
1: while θ has not converged do
2: for t = 1, . . . , nmapper do
3: Sample X := {xi}mi=1 ∼ Pr a batch from the real
data.
4: Sample random vectors {zi}mi=1 ∼ p(z).
5: yi = Gθ(zi),∀i ∈ [m]; Y := {yi}mi=1.
6: gw ←∇wLˆMMD(Fw(X), Fw(Y )) + λ∇wReg
7: w ← w + Adam(gw, α, β1, β2)
8: end for
9: for t = 1, . . . , ngenerator do
10: Sample X := {xi}mi=1 ∼ Pr a batch from the real
data.
11: Sample random vectors {zi}mi=1 ∼ p(z).
12: yi = Gθ(zi),∀i ∈ [m]; Y := {yi}mi=1.
13: gθ ← ∇θLˆMMD(Fw(X), Fw(Y ))
14: θ ← θ − Adam(gθ, α, β1, β2)
15: end for
16: end while
where λ is the regularization strength and GP =
Exˆ∼Pxˆ
[(∥∥∥∇xˆ (∑di=1 F (xˆ)[i])∥∥∥
2
− 1
)2]
. Pxˆ is defined
implicitly by sampling uniformly along straight lines be-
tween pairs of points sampled from the data distribution Pr
and the generator distribution Pg . Note that the regulariza-
tion term is only used when training the mapper F . We also
find both L1 and L2 regularizations work well, especially on
the parameters in normalization layers of F only, because
the parameters in normalization layers determine the scal-
ing of the normalized output before the non-linear activation
function. Formally, denote wFn as the parameters in normal-
ization layers of F , and then Equation (6) with L1 regular-
ization and L2 regularization are
min
G
max
F
LMMD (F (Pr), F (Pg)) + λ‖wFn ‖22 (8)
and
min
G
max
F
LMMD (F (Pr), F (Pg)) + λ‖wFn ‖1 (9)
respectively.
We use a neural network parameterized with weight θ as
the generator Gθ to produce samples from random vectors
and another neural network parameterized with weight w as
the mapper Fw to map both Pr and Pg to the space R. Now
for simplicity we rewrite Equation (7-9) as
min
θ
max
w
LMMD (Fw(Pr), Fw(Pθ)) + λReg (10)
where Reg represents regularization terms (gradient penalty,
L1 or L2 regularization). The training procedure for GAMN
WGAN improved WGAN GMMN GAMN
8 Gaussians
25 Gaussians
Swiss Roll
Figure 1: Comparing the performance of different models on toy datasets. The orange points show the samples from real data
distribution Pr, while the green points represent the samples from generated data distribution Pg .
is described in Algorithm 1. In the algorithm, Fw(X) :=
{Fw(xi)}mi=1, Fw(Y ) := {Fw(yi)}mi=1, and see Equation
(4) for the definition of LˆMMD(·, ·) where a mixture of Gaus-
sian kernels kσ has been used. Note that Fw is a CNN for
image generation and MLP for toy data generation (e.g.,
a mixture of 8 Gaussians, a mixture of 25 Gaussians, and
Swiss Roll) in this paper.
There is another thing to note. Ramdas et al. show that
the number of samples needed grows at least linearly with
the number of dimensions to make Gaussian MMD test reli-
able. In GAMN, we use a mapper Fw to map the origin high-
dimensional image distribution to a low-dimensional feature
representation distribution. Hence, we can significantly re-
duce the batch size.
Experiments
We carry out a series of experiments on low-dimensional
and high-dimensional data to evaluate the competence
of GAMN. The low-dimensional data consist of three
toy datasets (Gulrajani et al. 2017), while the high-
dimensional data include MNIST(LeCun et al. 1998),
CIFAR-10 (Krizhevsky and Hinton 2009) and LSUN-
Bedrooms dataset (Yu et al. 2015). We compare GAMN with
notable MMD based models (GMMN and GMMN+AE)
and state-of-the-art GAN based models (WGAN and im-
proved WGAN). To make the comparison fair, equivalent
network architectures (4-layer 512-dim ReLU MLP for low-
dimensional data and DCGAN architecture (Radford, Metz,
and Chintala 2015) for high-dimensional data) are used, ex-
cept that GAMN has a 10-dimensional output layer in the
mapper. Considering that GMMN and GMMN+AE have
different frameworks compared to GANs, we set them up
based on the network architectures with default hyperparam-
eters proposed in the original paper (Li, Swersky, and Zemel
2015) instead of the DCGAN architecture.
We use batch normalization (Ioffe and Szegedy 2015) in
the generator and layer normalization (Ba, Kiros, and Hin-
ton 2016) in the mapper to stabilize GAMN’s training pro-
cedure. For other models, we use the default setting in the
original papers. We train GAMN with Adam optimizer, and
other models are trained with the optimizers suggested in the
original papers. Besides, batch size is set to 1000 for GMMN
and GMMN+AE according to the original paper (Li, Swer-
sky, and Zemel 2015). For WGAN, improved WGAN and
GAMN, we follow the default settings of batch size in (Gul-
rajani et al. 2017), i.e., 256 on toy datasets, 50 on MNIST,
and 64 on CIFAR-10 and LSUN-Bedrooms dataset. In this
section, all the generated samples shown in the displayed
figures are not cherry-picked.
Performance on low-dimensional data
To evaluate whether GAMN successfully learns the under-
lying data distribution Pr, we first run experiments on toy
datasets. Figure 1 shows samples drawn from different ap-
proaches on three toy datasets, whose ground truth dis-
tributions are a mixture of 8 Gaussians, a mixture of 25
Gaussians, and Swiss Roll, respectively. The figure illus-
trates that WGAN, improved WGAN, GMMN and GAMN
all achieve desirable performance on low-dimensional data.
However, by careful examination of the generated samples,
we observe that WGAN and improved WGAN do not work
well on some datasets. For example, on 25 Gaussians data,
WGAN fails to capture the underlying distributions accu-
rately, and on Swiss Roll data, improved WGAN produces
more outliers than GAMN and GMMN. Intriguingly, we
also find that GMMN and GAMN almost learn the com-
pletely true distributions on all the datasets. In addition, we
calculate MMD between Pr and Pg to show the degree of
disagreement between the generated data distribution and
real data distribution. The MMDs of different models are re-
ported in Table 1. Indeed, GAMN and GMMN significantly
outperform WGAN and improved WGAN. For GAMN, G
minimizes LMMD (F (Pr), F (Pg)) but can achieve the low-
est LMMD (Pr,Pg), which implies F can assist G to learn
the underlying distribution. The superiority of GAMN and
GMMN on toy datasets implies that MMD can serve as a
reasonable and useful metric for distribution comparison,
which provides a promising way for generative models to
learn real data distribution. To further demonstrate this, we
perform more experiments on high-dimensional data.
Note that we also train GMMN+AE on these datasets but
it fails to generate reasonable samples. Thus we do not dis-
play the results here.
8G 25G SR
WGAN 0.300 0.312 0.305
improved WGAN 0.285 0.294 0.298
GMMN 0.281 0.291 0.289
GAMN 0.276 0.284 0.286
Table 1: Average MMDs over the last 1000 iterations. 8G,
25G and SR represent a mixture of 8 Gaussians, a mixture
of 25 Gaussians and Swiss Roll dataset, respectively.
Performance on high-dimensional data
Digital images can be regarded as points in a high-
dimensional space, in which each dimension corresponds to
the chroma of every pixel. In the high-dimensional space,
images lie on the complicated geometry of manifolds, which
makes it a challenge for generative models. To validate our
performance on high-dimensional data, we train GAMN
on MNIST, CIFAR-10 and LSUN-Bedrooms dataset and
Figure 2: Visualization of the generated samples on MNIST
using GMMN+AE (top-left), GAMN (top-right), WGAN
(bottom-left) and improved WGAN (bottom-right). The
samples are 28x28 images with 1 color channel.
Method Score
GMMN 2.45
GMMN+AE 2.78
WGAN 5.61
imp WGAN 6.16
GAMN 6.44
Table 2: Inception scores.
(imp WGAN refers to im-
proved WGAN)
d Reg Score
10 GP 6.44
2 GP 6.43
3 GP 6.43
10 L1 6.35
10 L2 6.25
10 classical L2 6.01
Table 3: Inception scores of
GAMN under different con-
ditions.
compare the generated results with GMMN, GMMN+AE,
WGAN and improved WGAN. Figure 2 and 3 show the gen-
erated samples on MNIST and CIFAR-10.
On the one hand, we compare GAMN with the dif-
ferent MMD based models, i.e., GMMN, GMMN+AE.
Considering that GMMN+AE is superior to GMMN on
complex high-dimensional data (Li, Swersky, and Zemel
2015), we only show GMMN+AE here for comparison. In
fact, we also run GMMN and get results slightly worse
than GMMN+AE (see Supplementary Figure 1), which in-
deed indicates that direct optimization of MMD does not
work well in complicated high-dimensional space. We care-
fully compare the generated samples from GMMN+AE and
GAMN. It is not hard to see that GAMN significantly out-
performs GMMN+AE. In Figure 2, GMMN+AE generates
a batch of fuzzy digits whose sharpness is much lower than
GAMN does. More obviously in Figure 3, GMMN+AE fails
to generator meaningful samples while GAMN can success-
fully produce vivid images. Two reasons are speculated to
account for the dramatical superiority of GAMN. First, the
mapper in GAMN, which is dynamically fine-tuned dur-
ing an adversarial training process, greatly outperforms the
auto-encoder in GMMN+AE in assisting the generator to
optimize MMD in high-dimensional space. Second, the con-
volutional layers in the mapper can learn hierarchical feature
representations for images.
On the other hand, GAMN achieves competitive perfor-
mance with WGAN and improved WGAN in terms of im-
age quality and diversity on both MNIST and CIFAR-10
datasets. To further compare the performance on larger im-
ages, we train GAMN, WGAN, and improved WGAN on
LSUN-Bedrooms dataset. As shown in Figure 4, GAMN
produces lifelike bedroom images with smooth brush
strokes, meticulous texture, and soft colors. Visually, the
sample quality of GAMN is better than WGAN and com-
parable with improved WGAN.
In addition to the visual comparison, we also perform
a quantitative assessment. Inception score (Salimans et al.
2016) has been widely used to measure the image quality of
generated samples quantitatively. Thus, we compare the best
inception scores of different models on CIFAR-10 dataset.
As shown in Table 2, GAMN achieves significantly superior
to GMMN and GMMN+AE, and slightly better performance
than WGAN and improved WGAN. Figure 5 plots the incep-
tion scores and MMD over iterations during GAMN’s train-
ing on CIFAR-10. It demonstrates that inception score, im-
age quality, and MMD agree well with each other. This prop-
erty implies that MMD can also serve as a reasonable metric
for sample quality evaluation, which is useful for monitoring
of training process and model comparison. What is different
from Wasserstein distance in WGAN and improved WGAN
is that MMD is independent to the critics (i.e., the discrim-
inators in GAN based models and the mapper in GAMN),
which provides a convenient way to compare models with
different critics.
Robustness
To demonstrate the robustness of our model, we train
GAMN on CIFAR-10 with various mapping dimensions
d (i.e., the dimension of feature representation space R)
and regularization terms (i.e., gradient penalty, L1 regular-
ization, L2 regularization and classical L2 regularization3).
We find that GAMN with different settings can all achieve
reasonable inception scores (Table 3) and generate high-
quality images (see Supplementary Figure 2). It illustrates
that GAMN still works well even with low mapping dimen-
sion or naive regularizations. It should be noted that the us-
ing L2 regularizatin on the normalization layer of the map-
per alone is slightly better than the classical L2 regular-
ization. In addition, we empirically recommend adding an
MMD term LMMD(Pr,Pg) in the loss function of the gen-
erator when using gradient penalty to acquire a slight im-
provement of performance.
Related Work
This paper proposes a novel generative model, called
GAMN, which integrates GAN framework with GMMN.
Here we discuss how it relates to existing works.
Goodfellow et al. firstly propose an adversarial game
framework to train generative models which they name gen-
erative adversarial networks (GANs). GANs contain a gen-
erator and a discriminator. The generator is fed with a ran-
dom vector sampled from a prior to produce fake samples
which look similar to the samples in a given dataset. The
discriminator is trained to distinguish real data samples from
3Classical L2 regularization here refers to L2 regularization on
all the parameters of the mapper F .
Figure 3: Visualization of the generated samples on CIFAR-
10 using GMMN+AE, GAMN, WGAN and improved
WGAN (from top to bottom), repectively. The samples are
32x32 images with 3 color channels.
generated fake samples while the generator is trained to con-
fuse the discriminator. The competition between the genera-
tor and discriminator helps the generator to model the under-
lying distribution of the dataset better. After that, Radford,
Metz, and Chintala introduce CNN to the GAN framework
and explore a family of architectures called DCGANs which
make training higher resolution and deeper generative mod-
els possible.
f−GAN is proposed to minimize the variational
lower bound on f−divengence between two distributions
Figure 4: Visualization of the generated samples on LSUN-Bedrooms dataset using GAMN (left), WGAN (middle) and im-
proved WGAN (right). The samples are 64x64 images with 3 color channels.
Figure 5: Inception score and MMD over iterations during
GAMN’s training on CIFAR-10. MMD decreases consis-
tently as training progress and in the meantime inception
score and sample quality increase.
(Nowozin, Cseke, and Tomioka 2016). EBGAN does total
variation distance minimization to learn the underlying dis-
tribution (Zhao, Mathieu, and LeCun 2016; Arjovsky, Chin-
tala, and Bottou 2017). However, these GAN based models
are still hard to train, which need a careful balance during
the adversarial optimization. WGAN and improved WGAN
are proposed to address this issue, which are trained to min-
imize Wasserstein divergence (Arjovsky, Chintala, and Bot-
tou 2017; Gulrajani et al. 2017).
More related to our method, generative moment match-
ing networks GMMNs (Li, Swersky, and Zemel 2015; Dzi-
ugaite, Roy, and Ghahramani 2015) optimize MMD between
distributions to learn generative models from data. The orig-
inal GMMN only includes a single generator. To boost the
performance of GMMN, Li, Swersky, and Zemel introduce
an auto-encoder to a GMMN and name it GMMN+AE. They
first use an auto-encoder to produce the code representations
of data and then minimize MMD between data code distribu-
tion and generated code distribution. The functionality of the
auto-encoder here is similar to that of the mapper in GAMN
to some extent: both of them map the data distribution from
the real data space to another code (representation) space
and can reduce the dimension of high-dimensional images.
However, the mapper in GAMN is entirely different from the
auto-encoder in GMMN+AE. The most different part is that
the mapper is a dynamic network which always changes dur-
ing training process to be a good adversary for the generator,
while the auto-encoder is a static network which is trained
in the beginning and then keeps fixed all the time. We be-
lieve this difference makes the mapper much powerful than
the auto-encoder, thus enhancing the generator in GAMN
considerably. Our experiments also demonstrate this.
In a very recent independent work (uploaded on arXiv on
24 May 2017), Li et al. propose a new method, called adver-
sarial kernel learning, which is very similar to ours. They re-
quire the kernel to satisfy some additional theoretical prop-
erties (such as being characteristic). Hence they need to train
an extra auto-encoder to obtain certain nontrivial regulariza-
tion term in the loss function. Our model GAMN is much
simpler and does not need such regularization terms, yet can
still generate very reasonable results. In the experiments on
CIFAR-10, the inception score of GAMN (6.44) is slightly
higher than that of their model (6.24, as reported in their pa-
per). As we only discovered this work very recently, we have
to leave a more detailed comparison to the future work.
Conclusions
In this paper, we integrate GAN framework with MMD and
propose a novel generative model called GAMN. We show
that the adversarial mapper F in GAMN can help the gen-
erator capture the underlying distribution of real data better
and reduce the batch size needed for training considerably.
We also demonstrate that GAMN performs significantly bet-
ter than GMMN and GMMN+AE (two existing generative
models that also use MMD), and slightly better or compara-
ble with state-of-the-art GAN based methods on benchmark
datasets with the same architecture.
There are many interesting directions for future research.
Firstly, the robustness of GAMN for training can allow us
to explore a wider range of architectures like ResNet (He
et al. 2016) and DenseNet (Huang et al. 2016) as well as
more complex kernels instead of Gaussian kernels to im-
prove sample quality. Secondly, by adding AC-GAN con-
ditioning (Odena, Olah, and Shlens 2016), we can extend
GAMN to a conditional generative model.
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Supplementary Figure 1: Visualization of the generated samples on MNIST (left) and CIFAR-10 (right) using GMMN.
Supplementary Figure 2: Visualization of the generated samples on CIFAR-10 using GAMN under different conditions. (top-
left) 10 mapping dimension, gradient penalty. (top-right) 2 mapping dimension, gradient penalty. (middle-left) 3 mapping
dimension, gradient penalty. (middle-right) 10 mapping dimension, L1 norm. (bottom-left) 10 mapping dimension, L2 norm.
(bottom-right) 10 mapping dimension, classical L2 norm.
