Abstract. It is known, that if an ǫ-machine is exactly synchronizable then the probability of generating non-reset words of length L vanishes exponentially fast as a L where a is the synchronization rate constant. Hence the synchronization rate constant serves as a natural measure of synchronization for ǫ-machines. In the present work we show how to compute the synchronization rate constant in a polynomial time in terms of the number of machine states.
connected DFA with a probability distribution defined on the outgoing arrows for each state (see [6] , [7] for details). Hence by ǫ-machine we mean the tuple Q, Σ, δ, P r where Q, Σ, δ is the strongly connected partial automaton and P r : Q × Σ → R + is the probability distribution on the outgoing arrows, i.e. for each q ∈ Q and a∈Σ P r(a | q) = 1 and P r(a | q) = 0 whenever a is undefined on the state q.
An ǫ-machine is exactly synchronizable or simply exact if the corresponding partial strongly connected automaton is synchronizing in our terms. Given an ǫ-machine A and a state p, the probability P r(v | p) of generating a given word v = au from the state p is defined inductively as P r(a | p)P r(u | δ(p, a)) (we assume that δ(p, a) = 0 if a is undefined on p). Given an initial probability distribution Π : Q → R + on the states of an ǫ-machine, the probability of generating a word v is equal to the weighted sum P r(v | Π) = q∈Q Π(q)P r(v | q).
Synchronizing automata serve as transparent and natural models of error-resistant systems in many applications (coding theory, data transmission, testing of reactive systems, etc.) and also reveal interesting connections with symbolic dynamics and other parts of mathematics.
Based on these applications, there are two basic settings for synchronization. In the first setting, observer knows that an error appeared in the corresponding system and he can apply the reset sequence. Apparently, the most natural measure of synchronization in this setting is the reset threshold of the corresponding automaton. This is because the reset threshold corresponds to the minimum time required for reestablishing correct behavior of the system. In the second one, observer either doesn't know that an error appeared or cannot affect to the system after that. For this setting, it is natural to estimate the probability of generating a reset word by the system itself in a given period of time.
Let A = Q, Σ, δ, P r be an exact ǫ-machine and denote n = |Q|. It has been proved in [6] that the probability of generating only non-reset words of length L decay exponentially fast as a L where 0 < a < 1 is a so-called synchronization rate constant and is defined by
where N SY N L is the set of non-reset words of length L and Π is a steady state distribution on the states. Since A is strongly connected, this constant doesn't depend on the initial distribution Π. It is also shown in [6] that the synchronization rate constant can be computed in exponential time in terms of the number of machine states n. Below we show how to compute it in a polynomial time. As well as in [6] , for this purpose, let us consider the auxiliary semi ǫ-machine 1 A 2 = Q 2 , Σ, δ 2 , P r 2 where Q 2 = {(p, q) | p, q ∈ Q, p = q}. Given a pair of different states p, q ∈ Q and a letter x ∈ Σ, define δ 2 ((p, q), x) = (δ(p, x), δ(q, x)), |δ({p, q}, x)| = 2 undefined otherwise.
(1)
Let T (A 2 , x) be the n(n − 1) × n(n − 1) matrix of the transition probabilities of A 2 for the letter x ∈ Σ indexed by the states of Q 2 . That is, for each two states of s, t ∈ Q 2 the entry on the intersection of s-th row and t-th column is given by
The transition probability matrix T (A 2 ) of A 2 is now defined as the sum
Let R L p,q be the sum of (p, q)-th row entries of T (A 2 ) L . Notice that by definition 2, R L p,q is the probability of generating words by ǫ-machine A of length L from p which doesn't merge the pair {p, q}. Define also
A polynomial time algorithm for computing synchronization rate constants is based on the following theorem. Theorem 1. For each state p ∈ Q the probability of generating a nonreset sequence of length L from p is upper bounded R L p and lower bounded by M R L p .
Proof. Let v be a non-reset word of length L generated by A from the state p. Then there exists another state q ∈ Q such that v doesn't merge p and q in A . This means that v takes the pair (p, q) to another proper pair (p ′ , q ′ ) and thus the probability of generating this word is included in R L p,q . The upper bound follows. Now let q be the state such that R L p,q = M R L p . Let u be a word of length L which doesn't merge the pair (p, q) ∈ Q 2 , that is, u is an arbitrary word which probability is included in the (p, q)-th row. Then u is non-reset and the lower bound follows.
Since A is strongly connected and synchronizing, it has a unique positive steady state distribution α ∈ R n + (see e.g. [3] ). Hence we get the following corollary.
Hence we get that the probability of generating non-reset words of length L is bounded below by α min T (A 2 ) L 1 and is bounded above by n 2 α max T (A 2 ) L 1 . Taking the power 1/L we get that the synchronization rate constant is given by the maximal eigenvalue of the the transition probabilities matrix T (A 2 ) whence the main result follows.
Theorem 2.
Given an exact n-state ǫ-machine A , its synchronization rate constant can be approximated in a polynomial time φ(n, δ) for arbitrary small absolute error δ > 0.
Notice also, that Corollary 1 can be used to estimate the probability of generating non-reset words of a given length in a polynomial time.
Thus it turns out that there is a polynomial-time approximation scheme (PTAS) for computing the natural measure of synchronization for stochastic setting while no polynomial time algorithm can approximate the reset threshold even with logarithmic performance ratio even for the binary alphabet case [2] (see also [1] , [4] , [5] ) unless P = N P .
