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On the estimation of spatial density
from mobile network operator data
Fabio Ricciato and Angelo Coluccia
Abstract—Mobile Network Operator (MNO) data are increas-
ingly used to infer mobility and presence patterns of human
population. Whether based on Cell Detail Records (CDR) or
signalling events, MNO data can be leveraged to estimate the
spatial distribution of mobile devices at a given time, and from
there extrapolate the distribution of humans. The process of
transforming MNO data to a density map involves a chain of
multiple processing blocks. A key block relates to geo-location
of individual radio cells or groups thereof, i.e., to methods for
determining the spatial footprint of radio cells. Traditionally,
researchers have resorted to geo-location methods based on
Voronoi tessellations or variants thereof: with this approach,
cell locations are mutually disjoint and the density estimation
task reduces to a simple area-proportional computation. More
recently, some pioneering work have started to consider more
elaborated geo-location methods with partially overlapping (non-
disjont) cell footprints. Estimating the spatial density from a set of
overlapping cell locations is currently an open research problem,
and it is the focus of this work. In this contribution we start
by reviewing three different estimation methods proposed in the
literature, for which we provide novel analytic results, based
on formal proofs, unveiling some key aspects of their mutual
relationships. Furthermore, we develop a novel estimator for
which a closed-form solution can be given. Numerical results
based on synthetic data are presented to assess the relative
accuracy of each method.
I. INTRODUCTION
Most people nowadays carry a mobile phone, and mobile
phones interact several times a day with the mobile network
infrastructure. Every interaction between the mobile device
and the network reveals the approximate location of the device,
hence of the associated mobile user, at least at radio cell
level. Such interactions are recorded by the Mobile Network
Operator (MNO) for purposes related to the delivery of
mobile communication services (e.g. billing, network opti-
mization and troubleshooting). Since more than two decades,
researchers have (re)used MNO data to study patterns of
human mobility and presence, effectively exploiting the mobile
network infrastructure as a large-scale “sensor of opportunity”
for human mobility flows (see e.g. [1] and references therein).
More recently, MNO data have been used to analyse human
mobility in the context of Covid-19 pandemic and associated
containment measures [2], [3] notwithstanding a number of
open challenges in accessing and making use of such data
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[4]. Beyond the scope of academic research, commercial
companies and non-governmental organization are offering
analytics products based on MNO data in various application
domains, from humanitarian support to tourism, and statistical
organizations are looking with increasing interest at MNO
data as a potential source for compiling new official statistics
[5], [6], [7]. However, despite the great volume of research
literature on the topic, several methodological aspects remain
open along the journey from raw MNO data to reliable
summary information.
The focus of this contribution is on the problem of measur-
ing the spatial density of mobile users, at a given reference
time, based on the data from a single MNO. With proper re-
scaling, the density of mobile users provides a rough indication
of the population present in the territory around that time, also
called “present population”, “hourly population” or de facto
population. The data processing flow, from raw MNO data to
final density estimates, involves a pipeline of different process-
ing blocks, and current efforts within the European Statistical
System aim at elaborating a unifying view of such processing
pipeline, that is, a common methodological framework (see
[8] and also [7]). One key block along the pipeline relates
to the geo-location of radio cells, i.e., the mapping of radio
cells (or groups thereof) to the geographical territory. The geo-
location block can be instantiated with different methods with
varying levels of sophistication. Choosing a more elaborated
method accounts to attempting a more detailed (and complex)
modeling of the mobile network infrastructure in order to
potentially (but not necessarily) achieve better accuracy.
All possible geo-location methods can be grouped into two
classes, discriminated by whether the set of cell locations
delivered in output are spatially disjoint or overlapping. The
methods involving disjoint (non-overlapping) cell locations,
or “tessellations”, are simpler to implement and by far more
popular in the past research literature. Only recently a few pio-
neering papers started to consider alternative, more elaborated
schemes based on overlapping cell locations [9], [10], [11].
A separate block along the pipeline, logically subsequent
to the geo-location block, performs the task of estimating
(or inferring) the underlying spatial density from the set of
geo-localized data. There is a fundamental inter-dependency
between these two blocks: if the geo-localization method
of choice belongs to the specific class of tessellations, then
the density estimation reduces to a simple area-proportional
solution. Conversely, if the geo-localization method belongs to
the more general class of overlapping locations, determining
the “best” estimation method is an open research problem: this
is indeed the focus of our paper.
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Given this background, we make here the following contri-
butions:
• We provide a coherent representation of the general pro-
cessing workflow, from raw MNO data to spatial density
estimates, with a clear definition of the geo-location and
estimation blocks;
• Focusing on estimation methods for overlapping cell lo-
cations, we review three distinct solutions from previous
literature and provide novel analytic insight about their
mutual relationships;
• We derive analytically the Maximum A Posteriori (MAP)
estimator for the problem at hand and, from there, elabo-
rate a completely novel “data first” estimator with closed-
form solution;
• We provide quantitative insight by comparing the ac-
curacy of the different solutions on simple synthetic
scenarios.
Along the way, we identify directions for additional research.
The rest of this paper is organized as follows. We start
by presenting a general terminology and a comprehensive
description of the methodological framework underlying our
work in Sec. II. Based on that, we define the system model
and formulate the estimation problem analytically in Sec. III.
In Sec. IV we review the existing estimation solutions that
were proposed independently in the recent literature, and in
the following Sec. V we present novel analytical results that
re-interpret these schemes and provide insight about their
mutual relationships. In Sec. VI we derive the MAP estimator
for the problem at hand and, starting from its structure,
in the following Sec. VII we propose a completely novel
estimator. Illustrative numerical results based on synthetic data
are presented in section VIII. Finally, in Sec. IX we conclude.
II. A GENERAL INTRODUCTION TO MNO DATA
In this section we provide a general view of “MNO data”
and the key processing steps involved in the extraction of
spatial density estimates from such data (the interested reader
is referred to [7], [8], [12] for a more detailed elaboration of
the associated methodological issues).
A. Event data and cell data
It is convenient to distinguish two kinds of input data that
must be necessarily combined in any study of human presence
or mobility based on MNO data:
• Event data. These data result from transaction events
between the mobile device and the network infrastruc-
ture1. A mobile device z that at time t interacts with
the mobile network through the radio cell i generates an
event record 〈z, t, i〉. In practice z represents the device
pseudonym (typically based on non-reversible hash of the
International Mobile Subscriber Identifier, IMSI), t the
event timestamp and i the radio cell identifier. Depending
on how the data collection system is configured, only
a subset of all events are captured into the data set.
1The term “transactional data” was used in an earlier study [12] as
synonymous of “event data”.
Call Detail Records (CDR) and the more informative
signalling data fall in this category2.
• Cell data. Such data binds the network infrastructure,
i.e., the collection of “radio cells”, to the geographical
territory3. Considering a discretization of the geograph-
ical territory (e.g. in a regular square grid), cell data
might be thought as the collection of records in the
form 〈t, i, si(t)〉 associating to each cell i at time4 t a
geographical profile, or “cell footprint”, represented by
the vector si (also called “event location” in [7]). The
jth element of such vector, denoted by sij ≥ 0, encodes
the degree by which cell i is expected to “cover” the
grid point j. Depending on the assumed geo-location
model, the variables sij’s can be restricted to take binary
values, thus leading to on/off flat coverage patterns, or
alternatively they could let take continuous values aimed
at representing the strength of the cell signal in that area
(an approach first proposed in [11], [14]).
Following [8] we call geo-location the task of determining the
spatial footprint of each radio cell at a given time. Radio cells
that have identical footprints are grouped together, with index i
now referring to the whole cell group. Clearly, using the pair
of time and cell (group) identifier 〈t, i〉 as matching key to
combine event records 〈z, t, i〉 and cell records 〈t, i, si(t)〉,
we can geo-locate individual events, hence mobile users.
Therefore, for a given reference time or time window, we can
count the number ci of devices that were located in cell (or
cell group) i having footprint si. Then the set of counters and
footprints over all cell (or cell groups) {ci, si}i represents the
input for the density estimation problem that is the focus of
our contribution.
There are numerous geo-location methods possible, each
making use of more or less information and with different
degrees of sophistication. Every geo-location method under-
lies, explicitly or implicitly, an assumption about the process
by which the generic mobile device selects the radio cell
to connect. Generally speaking, we can classify all possible
approaches into two large families:
• Tessellations: methods that partition the territory into a
set of non-overlapping (disjoint) footprints associated to
different cells (or groups thereof).
2Under certain conditions (e.g. for signaling data captured on the Radio
Access Network links) additional variables may be available in addition to
the cell identifier i that could help to identify the mobile user location at sub-
cell level, e.g. the so-called Timing Advance (TA) that allows to determine
upper and lower bounds on the distance between the device and the base
station antenna, or radio measurements from neighboring cells (as found e.g.
in Location Based Systems (LBS)). These additional variable(s) should be
considered absorbed by the the data element i that, in such cases, should
be reinterpreted as the union of the cell identifier and any other available
variable carrying spatial information (including TA or LBS). The use of
additional information from the radio interface is still relatively infrequent
(see [13] for a prominent example) but could become more important in
future 5G deployments. However, to ease the presentation, we do not elaborate
further this scenario and maintain the variable i to denote solely the radio cell
identifier.
3The term “auxiliary data” was used in [12] as synonymous of “cell data”.
4The temporal dimension cannot be ignored for cell data since network
coverage is not static but changes in time (also) due to the continuous addition
and deletion of radio cell, to the manual and/or automatic (re)optimization of
radio configuration parameters, and to the physiological change of traffic load
(cell breathing in 3G).
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• Overlapping cell locations: for which cell footprints in
general overlap.
The family of tessellation approaches may be seen as a
particular (degenerate) case of the more general overlapping
cells approach.
B. Geo-location methods based on tessellations
The tessellations methods that have been considered in the
literature on MNO data typically resort to the principle of
Voronoi partition. We recall that, for a discrete set of K
points (Voronoi seeds) in a bounded planar region, the Voronoi
partition divides the region into a set of K non-overlapping
sub-regions (Voronoi polygons) whereby each point is space
is associated to the closest seed. The Voronoi partition is well
defined, in the sense that a single partition (Voronoi diagram)
exists for a given set of seeds in the bounded region. However,
there are multiple ways of projecting a set of mobile radio cells
into a set of Voronoi seeds (and multiple ways of bounding
a region of interest) and each method results in a different
Voronoi diagram for the same input set of cells.
The simplest — and by far the most popular — method
takes antenna tower positions as seeds. As in real networks
multiple radio cells have their antennas co-located on a single
antenna tower, the number of unique seeds, hence polygons,
is lower than the number of radio cells. This method does not
require any information about the radio cell configuration other
than the antenna tower position, and therefore is very simple to
implement. The implicit modeling assumption underlying this
method is that mobile devices always connect deterministically
to the closest antenna tower — an assumption that ignores
several fundamental aspects of mobile communications, in-
cluding antenna directionality, power control, load balancing,
multi-layer radio deployments, etc.
Another variant, first considered in [15], [9], [10] and
more recently also in [16], places seeds at the barycenter of
radio cell coverage area. This requires additional knowledge
about the radio cell configuration parameters (e.g., azimuth
orientation, beam width, coverage range) in order to determine,
at least roughly, the cell coverage area.
The method presented by the Belgian MNO Proximus in
[6] is more articulated. First, they distinguish between large
cells and small cells (femto-cells and pico-cells) and apply
Voronoi partition only to the large cells. Second, in order to
take into account the directionality of cell sectors, they places
N Voronoi seeds in the vicinity of each N -sector antenna
(typically N = 3 for 120◦ sectors) with a small offset in their
respective azimuth directions.
Generally speaking, all variants of the Voronoi approach
have the disadvantage that even a single cell change (i.e., addi-
tion, removal or shift of its associated seed) produces a change
in the neighboring cell footprints, and in principle requires
a new computation of the entire Voronoi diagram. Departing
from the Voronoi approach, other forms of tessellations may be
obtained by mapping each cell to one (and only one) particular
unit of a predefined partition, e.g. a regular square grid (as in
[17]) or a variable resolution quadtree [18].
Whether based on Voronoi or an independent fixed grid,
the more sophisticated variants of tessellation methods require
additional information about the radio cell configuration, be-
yond the antenna location. However, as more detailed cell data
are made available for the geo-location process, the limitation
of considering non-overlapping footprints seems to be less
justified, motivating the interest for methods accounting for
the intrinsic overlapping nature of real-world radio cells.
C. Geo-location methods based on overlapping cell locations
This family of methods takes explicitly into account the fact
that real-world radio cells overlap by design. To the best of
our knowledge, the first work to consider an overlapping cells
approach for the problem of density estimation was proposed
by Ricciato et al. in [9], [10] (see also the earlier work [19]
for a different application). Therein, the authors consider cell
footprints that are “flat”: for a given radio cell i, a generic point
j is either included or excluded from its coverage area. This
model implicitly assumes a on/off reception model, therefore
the coverage parameters sij ∈ {0, 1} are binary. This method
will be denoted hereafter as “OF” for “Overlapping cells with
Flat footprint”.
More recently, a more sophisticated approach was developed
by Tennekes et al. in [11] (see also the earlier presentation
[14]) and implemented in the mobloc R package [20]. This
approach considers a non-uniform profile whereby the param-
eters sij’s are continuous and vary within the cell footprint,
having a physical interpretation connected to signal strength
(i.e., received signal power). This method will be denoted here-
after as “OV” for “Overlapping cells with Variable footprint”.
The geo-location methods OF and OV introduced above rep-
resent two points in a larger space of possible approaches. For
all possible proposals, the determination of the cell footprints
si’s is a critical modeling tasks: the set of possible implemen-
tation solutions is wide, ranging from elementary geometric
models (as done in [9], [10]) to more articulated but still
parsimonious parametric propagation models (as done in [11]),
and even more sophisticated (and less parsimonious) empirical
numerical models that take into account more detailed data
about the territory (elevation maps, type of building clutter)
and about the radio network dynamics (power control, inter-
cell interference etc.), possibly reusing data and tools that are
already available and used for radio network planning and
optimization tasks.
Regardless of how the cell footprints s’s are empirically
determined, the next step in the modelling process is to
encode such information into a probabilistic data generation
model that will then serve as basis for the development of
an estimation (inference) method. In the next section we fist
introduce the probabilistic model, and then explain how this
model is linked to the geo-location method of choice in the
specific context of MNO data analysis.
III. PROBABILISTIC MODEL AND PROBLEM FORMULATION
For the rest of this paper we assume the geographic territory
is discretized into a regular square grid. We focus on the
estimation problem at a given reference time, therefore the
temporal dimension can be dropped from the formalism. To
avoid excessive overload of terms, we resort to the term
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“tile” to refer to the individual square grid unit, reserving the
term “cell” to denote the “radio cell” constituting the mobile
(cellular) radio network. Also, we shall use the terms “user”,
“mobile user” and “mobile device” interchangeably.
Let the jth element uj of the column vector u
def
=
[u1 u2 · · · uJ ]T denote the unknown number of mobile users
in tile j = 1, . . . , J . Let the ith element ci of the column
vector c def= [c1 c2 · · · cI ]T denote the observed number of
mobile users detected (or counted) in cell i = 1, . . . , I (cell
count vector). We denote the total number of users across all
cells by C def=
∑I
i=1 ci = ‖c‖1 = 1TI c where the symbol 1k
denotes a column vector of size k with all elements equal to
1. Denote by pij ∈ [0, 1] the probability that a generic device
placed in tile j will be detected (counted) in cell i. In other
words, pij represents the conditional probability:
pij
def
= Prob {detected in cell i | placed in tile j} . (1)
For the sake of a more compact notation we gather the indi-
vidual probabilities pij’s into a matrix P[I×J]. The individual
elements of P , which correspond to the emission probabilities
in the field of emission tomography [21], will be referred to as
assignment probabilities throughout the paper. The elements of
P sum to one along columns, formally 1TIP = 1J , meaning
that the matrix P is column-stochastic5. We consider for this
work the ideal case that the matrix P is known exactly. In
other words, do not consider model mismatching errors due
to inaccurate knowledge of P at this stage. While a certain
degree of model mismatching is unavoidable in practical
applications, we will show that even the ideal case of perfectly
known generative model is challenging (and interesting) to
address. This motivates leaving the issue of (sensitivity to)
model mismatching errors as a point for further study, outside
the scope of the present contribution.
The (measured) cell count vector c can be interpreted as the
single realization of a random vector c˜ whose expected value
is given by:
c
def
= E[c˜] = Pu. (2)
In the estimation problem we must solve for estimand u given
the vector of measurement data c, representing the single
available observation of c˜, and the model matrix P . Being
a sort of inversion problem, the estimate uˆ can be written in
general as:
uˆ = g(P , c) (3)
where g(·) denotes the estimator of choice. It is evident that in
the estimator design we must constrain the estimand variables
to be non-negative, i.e., ui ≥ 0, ∀i. However, we relax
the constraint that such variables should be integer since the
rounding error can be safely neglected vis-a`-vis other sources
of uncertainty.
5In this work we are interested to determine the spatial distribution of all
and only the mobile devices that have connected to the network, not individual
people. In other words, missing observations (i.e., people that are not counted
in any radio cell) and other population coverage errors (i.e., users that are
counted in multiple cells, or spurious observations that do not correspond
to a human) are not considered in the model at this stage and are left for
consideration in further extensions.
(a) Multinomial (b) Poisson
Figure 1. Hierarchical generative models
Remark 1. In cases of practical interest the number of tiles is
(much) larger than the number of cells, i.e., J  I . Therefore,
even if the average value c were perfectly known, the direct in-
version of (2) would constitute an under-determined problem.
For that reason, it should not come as a surprise that, as we
show below, the estimation problem in this case is affected by
issues of structural non-identifiability (by the definition given
in [22]). Any additional external information that is available
to help the estimation process (e.g., prior distributions, spatial
constraints derived from geographical maps, known structural
properties of the desired solution) can be embedded in the
estimator g(·) to resolve, or at least reduce, the ambiguity
among multiple solutions, as elaborated later.
If two generic tiles j1 and j2 yield equal assignment proba-
bilities for all cells, i.e., pij1 = pij2 ∀i, and are associated
to the same prior values (in case that prior information is
used in the estimate) then they are indistinguishable from
each other. In such case, their respective estimand variables
uj1 and uj2 are perfectly collinear in the estimation problem
and there is no way to resolve differences between them.
Therefore, it makes sense to merge both tiles into a single
super-tile, and then compute a single estimate for the latter6.
Algebraically, this corresponds to merging together identical
columns of matrix P . We refer to this operation by the term
consolidation. Note that the consolidation process does not
imply that the resulting (consolidated) matrix is necessarily
full rank, i.e., it does not guarantee the resulting consolidated
instance of the problem is fully identifiable.
For the sake of completeness, we briefly illustrate hereafter
how the assignment matrix P can be derived from the cell
footprints si’s. In the more general OV method [11], the
variable sij are called “signal dominance” and are derived
from the predicted strength of the radio signal (power received
for cell i at tile j) through a logistic transformation. The model
assumes that a cell is selected randomly with a probability that
is proportional to the relative signal dominance over the other
concurrent cells in the same tile, leading to
pij =
sij∑
n snj
. (4)
6The concept of super-tile that is introduced here algebraically corresponds
to the concept of section introduced geometrically in the earlier study [10].
Here we use the terms “section” and “super-tile” interchangeably.
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The OF method can be considered as a particularization of
the more general OV approach. With OF, an on/off coverage
model is assumed: the variables sij’s are binary and all cells
covering tile j have the same probability of being selected,
therefore the non-zero elements of (4) take fractional values:
sij ∈ {0, 1} ⇒ pij ∈
{
0,
1
kj
}
with kj
def
=
∑
n snj denoting the (integer) number of concurrent
cells at point j.
Tessellations fall into an even more special case of the
above: as each point in space is covered by exactly one and
only one cell (kj = 1) the assignment probabilities reduce to
binary values pij ∈ {0, 1}. In other words, when cells are mu-
tually non-overlapping, the data generating process becomes
deterministic: the binary model matrix P after consolidation
reduces to the identity matrix, and the estimation problem
becomes trivial7 as far as no external information is taken into
account (such as, e.g., prior information in Bayesian settings
as considered in [23]). In this contribution we focus on the
more general (and non trivial) case of overlapping cells, with
the understanding that the proposed solution will be applicable
also to the special case of tessellations.
IV. ESTIMATION METHODS FROM PREVIOUS LITERATURE
Whatever approach is chosen to populate the model matrix
P during the modeling stage, a suitable estimation procedure
(represented by the function g(·) in (3)) is needed for the
subsequent resolution stage. This is the focus of the remaining
part of this contribution. In this section we present three
different solutions proposed in the recent literature. To the best
of our knowledge, no other solution was previously considered
for the problem at hand.
A. MLE-Multinomial
The method elaborated in [10, Section 5.3] (previously
appearing in [9]) derives a Maximum Likelihood Estimator
(MLE) based on the hierarchical generative model sketched in
Fig. 1(a). In the first layer, starting from a single root pool, the
C devices are randomly and independently allocated to the J
tiles according to a vector of probabilities µ def= [µ1 · · · µJ ]T.
Clearly, µ is a vector with non-negative elements summing
to unity, i.e., µ ≥ 0 and ‖µ‖1 = 1TJµ = 1. The resulting
number of units in the tiles is distributed as a multivariate
random vector u˜ with Multinomial distribution (denoted by
M) of parameters C and µ, i.e.
u˜ ∼M (C,µ) def= C!
u˜1!u˜2! · · · u˜J !
J∏
j=1
(µj)
u˜j (5)
with u˜ ≥ 0 and ‖u˜‖1 = C. Therefore by construction the
mean value writes u def= E[u˜ |C,µ] = Cµ. In the second
layer (ref. Fig. 1(a)) the units are assigned randomly and
7For this reason, the estimation problem defined in the present contribution
was not considered in past literature dealing with MNO data that, aside of a
few exceptions, ended up considering implicitly or explicitly some variant of
Voronoi tessellation for the geo-location stage.
independently from tiles to cells according to the assignment
matrix P . Due to independence of the random assignments
at the two layers — from the root pool to tiles, and from
tiles to cells — the random vector c˜ has also a Multinomial
distribution with parameters C and Pµ:
c˜ ∼M (C,Pµ) def= C!
c˜1!c˜2! · · · c˜I !
I∏
i=1
 J∑
j=1
µj pij
c˜i . (6)
Thus, the log-likelihood function for an observed value c is
derived as (neglecting an irrelevant constant factor):
L(µ; c,P ) =
I∑
i=1
ci log
J∑
j=1
µjpij = c
T logPµ (7)
wherein we have used the logarithm of vector notation
logx
def
= [log x1 log x2 · · · ]T to refer compactly to the vector
of element-wise logarithms. Let µˆML denote the value of the
probability vector µ that maximizes the log-likelihood (7)
subject to the constraints µ ≥ 0 and ‖µ‖1 = 1, formally:
µˆML = arg max
‖µ‖1=1
µ≥0
cT logPµ. (8)
By definition µˆML represents the Maximum Likelihood (ML)
estimate for µ given the observed data c. Given µˆML, we still
have to provide a point estimate for u. A quite natural choice
(also taken by Shepp and Vardi in their seminal paper [21]
for the method presented in the next subsection) is to take
the corresponding expected mean value as the final estimate,
formally:
uˆML
def
= E[u˜ |C, µˆML] = C µˆML (9)
where we retain the label “ML” for simplicity. This equation
represents a simple rescaling of µˆML by the factor C. There-
fore, with a simple variable substitution, the minimization (8)
can be rewritten to deliver directly the final estimate uˆML,
leading to the following constrained optimization problem:
uˆML = arg max
‖u‖1=C
u≥0
cT logPu (10)
In the original papers [9], [10] the minimization (10) is
conducted via standard numerical solvers. No remark is made
therein about the uniqueness (or lack thereof) of the solution.
B. MLE-Poisson
Recently, the authors of [24] have considered to apply
to this problem the ML estimator developed in the field of
emission tomography by Shepp and Vardi in [21]. Like the
previous approach, also this method is based on a hierarchical
generative model with two layers, as sketched in Fig. 1(b), but
now the elements of u˜ are modelled as independent Poisson
(instead of Multinomial) random variables with parameters
ρ
def
= [ρ1 · · · ρJ ]T, i.e., u˜j ∼ P(ρj) (P denoting the
Poisson distribution). Following the same reasoning that led
to (9), the ML estimate of ρ is taken as the estimate for u
(see [21, p. 113]). The log-likelihood function is not given
explicitly in [21] but it is proved that the ML estimate can
ON THE ESTIMATION OF SPATIAL DENSITY FROM MOBILE NETWORK OPERATOR DATA - DRAFT VERSION 8.9.2020 (not peer-reviewed) 6
be computed iteratively through an Expectation Maximization
(EM) procedure: at the generic iteration m the new estimate
uˆm+1j is computed from the previous estimate uˆ
m
j according
to the following formula (see [21, eq. (2.13)] or, equivalently,
[24, eq. (2)]):
uˆm+1j = uˆ
m
j ·
I∑
i=1
ci
pij∑J
k=1 pikuˆ
m
k
. (11)
The authors of the original paper warn that the initialization
point should not contain zero elements, and by default they
assume a flat (uniform) initial solution uˆ0j =
C
J , ∀j.
C. A simple estimator based on Bayes rule (SB)
The simple procedure presented hereafter was adopted in
the mobloc R package developed by Tennekes et al. [20]
and elaborated in [11] (see also [14]). We shall refer to this
method as the “Simple Bayes-rule estimator” (SB for short).
Let qji denote the conditional probability:
qji
def
= Prob {placed in tile j | detected in cell i} . (12)
Note the inversion of the conditioning direction between qji
and pij defined earlier in (1). Let
αj
def
= Prob {placed in tile j}
denote the prior probability that a single generic unit falls in
tile j, before observing the measurement data. Recalling the
Bayes rule
Prob {j | i} = Prob {i | j} · Prob {j}
Prob {i}
it follows that
qji =
pij αj∑J
k=1 pik αk
.
Therefore, the estimate in each tile j is computed directly as
uˆj =
I∑
i=1
qji ci = αj
I∑
i=1
ci
pij∑J
k=1 pik αk
. (13)
Proposition 1. The simple Bayes-rule estimator (13) belongs
to the linear-type subclass of (3); in fact, it can be rewritten
in vector form as
uˆSB = Qc, Q[J×I]
def
= diag(α)P Tdiag−1(Pα) (14)
where diag(v) is a diagonal matrix containing the entries of
vector v (and diag−1(v) their reciprocals).
Proof. We first notice that
∑J
k=1 pikαk and
∑I
i=1 ξipij are
the ith and jth element, respectively, of the vectors Pα and
P Tξ, respectively, with ξi = ci/
∑J
k=1 pikαk. Then the thesis
follows straight by rewriting in vector form ξ = diag−1(Pα)c
and exploiting the associative property of the matrix product.
Proposition 1 highlights that, compared to the MLE ap-
proach, the SB is appealing due to its simplicity, ease of
implementation, and low computational cost: through direct
computation it provides immediately a single non-ambiguous
solution for the given input model P and data c.
D. Remarks on initial guess
All the three methods reviewed above provide a point
estimate uˆ in output, based on the model matrix P and
observed data c in input. To do so, they all require implicitly
or explicitly the provision of an initial point as input to
the computation. The initial point takes either the form of
a (stochastic) vector of J non-negative elements summing to
unity, hereafter denoted by α def= [α1 · · · αJ ]T (with ‖α‖1 = 1
and α ≥ 0) or, equivalently, of its rescaled version a def= Cα
(with ‖a‖1 = C and a ≥ 0). Such initial vector represents
our ex-ante “best guess” about how the mobile units may
be spatially distributed, before seeing the data; in this sense,
as already noted by Shepp and Vardi8, it represents a sort
of prior information, and for this reason we shall refer to
α (or equivalently to a) as the prior vector. Note however
the difference between the notions of prior vector and prior
distribution: the former can serve as parameter for the latter.
The role of the prior vector α (non rescaled) is explicit in
the SB estimator (14) where its elements represent prior prob-
abilities (per tiles). As for MLE-Poisson, the prior vector a
(rescaled) serves as the initial point for the iterative procedure
(11) by setting uˆ0 = a. Similarly, the prior vector a (rescaled)
is the natural starting point for the numerical minimization
process (10) to compute the MLE-Multinomial estimate. In
summary, all three methods rely on a prior vector (rescaled or
not) as initial point for the computation.
A point of caution is needed in determining the value of the
prior vector, particularly for what concerns its zero elements.
It can be immediately recognized that setting the initial value
αj = 0 (or equivalently aj = 0) for a generic tile j will force
the final solution to maintain a zero value in the same tile in
the EM iterative procedure (11) (i.e., zeros are stable points of
the iteration) as well as in the direct computation of SB based
on (14). In other words, with both these methods (namely
SB and MLE-Poisson with EM), zeroing the jth element in
the prior vector overrides any possible contribution carried by
the measurement data for the corresponding tile j. This is
equivalent to completely excluding a priori the corresponding
tile j from the computation. But if we intend to do so, it is
certainly more practical to drop upfront the variable associated
to such tile, rather than instantiating a variable whose final
value is fixed ex-ante to zero. By eliminating upfront the zero
tiles, we can practically assume that all remaining elements in
the prior vector take non-zero values.
V. NEW INSIGHTS ON PREVIOUS ESTIMATORS
In this section we present our new results and reinterpret
the previous solutions. More specifically, the analytic insight
presented in this section will serve as basis for the development
of a novel estimation method in a later section.
A. MLE-Multinomial and MLE-Poisson are equivalent
We show that the two ML procedures presented earlier in
section IV-A and IV-B are equivalent in the sense that they
8Quoting from [21]: “As a point of philosophical interest, the choice of the
initial estimate is somewhat akin to the choice of a Bayes prior but there is
actually no prior measure.”
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yield exactly the same set of solutions. Beforehand, we need
a technical lemma summarized in the following Proposition.
Proposition 2. The negative log-likelihood (7) is convex, but
not strictly convex and the constraints are linear, so the overall
problem is convex but not strictly convex. As a consequence,
all stationary points are equivalent global maxima.
Proof. It is sufficient to show the positive semidefiniteness
of the Hessian of the log-likelihood (7). The generic (k, h)
element of the Hessian is given by the second derivatives, i.e.
Hk,h = −
I∑
i=1
ci
pikpih
(pTi u)
2
wherein pTi denotes the ith row of P . Thus, for any vector
x = [x1 · · ·xI ]T and assuming ci > 0 (possible values ci = 0
do not count for the sake of the argument), by recalling that
the elements of P are non-negative (of which at least one
strictly positive element for each column), we can write
J∑
k,h=1
xkxhHk,h = −
J∑
k,h=1
xkxh
I∑
i=1
ci
pikpih
(pTi u)
2
= −
I∑
i=1
ci
(pTi u)
2
(
J∑
k=1
pikxk
)(
J∑
h=1
pihxh
)
= −
I∑
i=1
y2i
where
yi =
√
ci
pTi u
J∑
h=1
pihxh =
√
ci
pTi x
pTi u
.
It follows that xTHx ≤ 0, with equality only if y =
[y1 · · · yI ]T = 0. We can rewrite y = DPx, where D =
diag([
√
c1
pT1u
· · ·
√
cI
pTIu
]). Since D has full rank I , DP has the
same rank of P ; the latter has rank that cannot exceed I < J ,
hence the rank of DP is smaller than J . We conclude that
there exist some x 6= 0 such that y = DPx = 0, hence H
is negative semidefinite.
The equivalence between MLE-Multinomial and MLE-
Poisson (i.e., EM algorithm (11)) is established as follows.
Proposition 3. The optimality condition of MLE-Multinomial
is identical to the convergence condition of the EM procedure
based on MLE-Poisson, i.e., the two methods share the same
solution space.
Proof. We start by considering the iterative EM procedure
derived from MLE-Poisson: at convergence, the stable points
of (11) must fulfill the condition uˆm+1 = uˆm (m denoting
the iteration index) therefore for the solution vector uˆ it holds:
I∑
i=1
ci
pij∑J
k=1 pikuˆk
=
I∑
i=1
ci
pij
pTi uˆ
= 1, ∀j (15)
wherein pTi denotes the ith row of P .
For the MLE-Multinomial formula, from Proposition 2 we
know that all stationary points are equivalent global maxima.
To identify the stationary points, we derive the Lagrangian
function, i.e., the derivative with respect to uj of the objective
function from (10) augmented by the scaled version of the
equality constraint. By exploiting the fact that the ith element
of vector Pu is pTi u, we obtain, for each j:
∂(cT logPu− λ(‖u‖1 − C))
∂uj
=
I∑
i=1
ci
pij
pTi u
− λ = 0.
Multiplying by uj and summing over j we obtain
I∑
i=1
ci
∑
j pijuj
pTi u
= λC
and since
∑
j pijuj = p
T
i u it turns out that λ = 1. By
substituting back in the first-order optimality condition it
follows that, for each j,
I∑
i=1
ci
pij
pTi u
= 1. (16)
It is evident that the optimality condition (16) derived for
MLE-Multinomial is identical to the convergence condition
(15) of the EM procedure derived for MLE-Poisson. That
means, the two methods share the same solution space9.
Looking retrospectively, such equivalence should have been
expected in the light of the close relationship between the
Poisson and Multinomial distributions [25, Ch. V]: if K
independent random variables follow a Poisson distribution
xk ∼ P(ρk), k = 1, . . . ,K, then the distribution of the vector
x
def
= [x1 · · · xK ]T conditioned to the sum
∑K
k=1 xk = ‖x‖1 =
X is Multinomial M(X,µ) with µk = ρk∑K
ι=1 ρι
.
As an additional result, we can easily recognize that the
multiplicative factor appearing in (11) equals the partial deriva-
tive of the objective function in (10), i.e.
∂
∂uj
cT logPu =
I∑
i=1
ci
pij∑J
k=1 pikuk
. (17)
In other words, we can reinterpret the EM procedure in
(11) (derived for the Poisson generative model) as a purely
multiplicative method to solve iteratively the optimization (10)
(derived for the Multinomial generative model) starting from
an initial guess10.
B. Maximum Likelihood Bounded Subspace (MLBS)
Recall that the vector c represents a single realization
of the random vector c˜ with unknown mean c. Since no
other measurements are available, in the absence of external
information the vector c represents a natural estimate of the
mean value c. Replacing the unknown term c with its estimate
c in the generative relation (2) leads to the constraint Pu = c.
It is rather intuitive that, among all possible (non-negative)
values of u, those respecting this constraint are the ones that
best conform with the available measurement c and with the
9Strictly speaking, this holds true as long as the initialization vector in the
iterative procedure (11) is free from zero elements, as discussed in Sec. IV-D.
10Such purely multiplicative procedure in the form um+1j = u
m
j · ψmj
is distinct from the standard gradient descent approaches that, in general,
involves an additive update in the form um+1j = u
m
j + φ
m
j .
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model P . This argument leads us to restrict the search for
a “good” estimate uˆ within the bounded subspace U defined
formally by:
U def= {u : Pu = c, u ≥ 0} . (18)
Note that the constraint Pu = c absorbs the condition
‖u‖1 = C on the total count. Since in our application J  I ,
matrix P is rank deficient and the constraint Pu = c admits
multiple solutions in the variable c. Therefore, while we have
restricted somewhat the search space, we still need to provide a
criterion for selecting unambiguously a single solution within
that space. This aspect is elaborated later in Sec. VII.
While this way of reasoning might seem heuristic, it turns
out that the bounded subspace defined in (18) is intimately
connected to the MLE-Multinomial and MLE-Poisson proce-
dures described earlier.
Proposition 4. The bounded subspace U represents a set of
solutions for both MLE procedures, i.e., any point in U is also
a solution of MLE-Multinomial and MLE-Poisson.
Proof. The condition Pu = c can be rewritten as pTi u = ci,
∀i, and that implies that the optimality condition (16), or
equivalently (15), is always verified: with the ansatz pTi u = ci,
∀i, (16) reduces to the identity ∑Ii=1 pij = 1 that is always
satisfied by the column-stochasticity of P , i.e., 1TIP = 1J .
Therefore, we have established that U represents a set of
solutions for both MLE procedures, i.e., any point in U is
also a solution of MLE-Multinomial and MLE-Poisson.
Following Proposition 4, we shall refer to U as the Maxi-
mum Likelihood Bounded Subspace (MLBS).
Remark 2. The SB in (14) may fall outside the MLBS (a
numerical example is given below in the next subsection)
therefore does not qualify in general as a ML solution.
Moreover, the SB solution coincides with the first point of the
EM sequence after the first iterative step when the starting
point is set to the prior vector α, as can be immediately
verified by comparing (14) and (11), the only difference being
that uˆmj in (11) is replaced by αj in (14). In other words, the
SB point lies between the prior vector α and the MLBS.
C. Graphical illustration for a toy scenario
To illustrate graphically the above results, we present nu-
merical results referred to a simple toy scenario with J = 3
tiles and I = 2 cells in the configuration sketched in Fig. 2,
with observation count vector c = [40 70]T, C = 110 and
model matrix P =
[
1 .25 0
0 .75 1
]
. In this toy instance there
are only two degrees of freedom, as the J = 3 variables are
constrained by the total sum
∑J
j=1 uj = C, or equivalently
‖u‖1 = ‖c‖1. Therefore, we can map all admissible solutions
u to an horizontal plane. In the 3D plot of Fig. 3 the
horizontal dimensions represent u1 and u3, while the vertical
dimension reports the value of the likelihood function (7). The
convexity of the likelihood function (proven in Proposition 2)
is graphically evident. Notably, the locus of all global maxima
of the maximum function lie on a segment, that is the 1D
Figure 2. Toy example with J = 3 tiles and I = 2 cells.
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Figure 3. Log-likelihood surface for the toy example of Fig. 2.
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Figure 4. Solution points for the toy example of Fig. 2.
MLBS of the whole 2D solution space. In the planar plot of
Fig. 4 we mark with blue dots the MLBS. The flat initial
guess (for which u1 = u2 = u3 = 36.7), the corresponding
SB estimate from (14) and the EM solution from (11) are
indicated by markers.
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VI. THE MAXIMUM A POSTERIORI (MAP) ESTIMATOR
In this section we derive the exact and approximated forms
of the Maximum A Posteriori (MAP) estimator for the problem
at hand. To the best of our knowledge, this is a novel
contribution not presented earlier in previous literature. The
approximated MAP form serves as basis for the formulation of
a novel type of estimators elaborated in the following section.
A. Derivation
We derive the MAP estimator based on the hierarchical
generative model with Multinomial distribution shown in Fig.
1(a). The result is summarized in the following Proposition.
Proposition 5. The MAP estimator of u can be obtained as
uˆMAP = arg max
‖u‖1=C
u≥0
{
cT logPu+ uT logα−
J∑
j=1
log uj !
}
(19)
Proof. Following the stochastic model shown in Fig. 1(a), u
represents a random vector with Multinomial distribution of
unknown parameter µ. Taking the prior vector α as the prior
value (before seeing the data) of µ, we obtain that the prior
probability distribution of u, denoted by P(u), is Multinomial
with parameters C and α, formally
P(u) =M (C,α) = C!
u1!u2! · · ·uJ !
J∏
j=1
(αj)
uj (20)
from where the logarithm
logP(u) = uT logα−
J∑
j=1
log uj !
is obtained, up to an irrelevant (constant) additive term.
The posterior distribution is obtained by the product of
likelihood and prior distribution P(u). Accordingly, the log-
arithm of the posterior distribution equals the sum of the
log-likelihood (7) and logP(u). Therefore, maximizing the
(logarithm of) posterior distribution leads to maximizing the
following function of µ and u
arg max
‖µ‖1=1, ‖u‖1=C
µ≥0, u≥0
{
cT logPµ+ logP(u)
}
. (21)
Recalling (9) we bind the estimate uˆ to equal the rescaled
value of µˆ, i.e., we impose uˆ = Cµˆ. With this simple
variable substitution, from (21) we obtain the following MAP
estimator11:
uˆMAP = arg max
‖u‖1=C
u≥0
{
cT logPu+ logP(u)
}
(22)
which can be rewritten to finally yield the thesis (note that the
term α can be replaced by a = α/C for the same invariance
property recalled in the previous footnote).
11In the derivation we have used the following invariance property: a
constant factor κ in the argument of the logarithm terms does not influence
the solution to the maximization. Formally: argmaxx,y{log xκ + y} =
argmaxx,y{logx− log κ+ y} = argmaxx,y{logx+ y}.
In eq. (19) the term cT logPu carries the data information
(from the measurements c) while the other two terms carry in-
formation from the prior distribution P(u). More specifically,
the term uT loga carries information from the prior vector12
a, or equivalently α, while the term
∑J
j=1 log uj ! captures the
combinatorial diffusion effect that is intrinsic to the adoption
of a Multinomial distribution, and induces a preference for
solutions with higher entropy (it can be easily proved that this
terms is maximized when all elements of u are equal).
Remark 3. The discrete factorial term appearing in (19) could
be replaced by its analytical continuation, i.e., by the Gamma
function Γ(n + 1) = n!, leading to an equivalent continuous
function that, in principle, can be minimized numerically via
standard numerical methods (e.g., gradient descent). However,
for very large problem instances, with I and J in the range of
tens of thousands, numerical resolution with general purpose
solvers might still be too impractical, motivating the derivation
of a computationally simpler alternative.
B. Approximated MAP
In Sec. VII we will present a novel alternative estimator,
labelled DF for “‘data first”, that exploits the particular struc-
ture of the problem at hand and yields a closed-form analytic
solution. In order to provide additional insight, we will also
elaborate on the relation and conceptual difference between
the new DF estimator and the classical MAP estimator derived
above. To this aim, it is preliminarily convenient to derive an
approximated version of the MAP estimator, as follows.
Proposition 6. The MAP estimator (19) can be approximated
by solving the following simpler optimization problem:
uˆA.M. = arg max
‖u‖1=C
u≥0
{
cT logPu− 1
2
‖u− a‖2a
}
(23)
where ‖u− a‖2a def= (u− a)TA−1(u− a) =
∑J
j=1
(uj−aj)2
aj
,
with A = diag(a), is the weighted `2-norm of the difference
vector (u− a).
Proof. We start by approximating the (prior) Multinomial
distribution with a multivariate normal
P(u) =M(C,α) ' N (a,Σa) (24)
with mean value u = a = Cα and covariance matrix Σa
composed of the following elements:
σ2mn =
{
C am (1− am) for m = n
C am an for m 6= n . (25)
Plugging the normal approximation (24) into (22) leads to the
approximate MAP estimator
uˆA.M. = arg max
‖u‖1=C
u≥0
{
cT logPu− 1
2
(u− a)TΣ−1a (u− a)
}
.
(26)
In our application we are considering very large number of
tiles (J  1), which implies that the individual probabilities
12Recall that in our model the prior vector represents the parameter of the
prior distribution.
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are very small in absolute terms (αj  1). This justifies the
further simplification of the covariance matrix: neglecting the
product terms in the off-diagonal elements, Cαm αn ' 0, and
approximating the diagonal elements with C αm (1− αm) '
C αm = am, the covariance matrix reduces to the diagonal
matrix A def= diag([a1 · · · aJ ]) and its inverse to Σ−1a '
A−1 = diag([ 1a1 . . .
1
aJ
]). In this way the approximate MAP
estimator rewrites
uˆA.M. ≈ arg max
‖u‖1=C
u≥0
{
cT logPu− 1
2
(u− a)TA−1(u− a)}
(27)
which finally yields the thesis.
VII. A NOVEL CLASS OF PRIOR-FRIENDLY MLE
A. Motivations
In Sec. V we have established that all points within
MLBS attain the same maximum value of the likelihood
function. Therefore, the estimation problem is structurally non-
identifiable, following the definition given in [22], in the sense
that it is not possible to pick a unique solution based solely on
the information contained in the data c. As all points within
the MLBS conform to the data equally well. in order to select
a particular point within the MLBS, or at least restrict to a
subset of preferred solutions, we must necessarily resort to
some additional assumption and/or to external information.
One possibility is to demand that, in addition to conforming
to the measured data, the solution shall conform also to some
particular structural property characterizing the physical pro-
cess we aim to measure, e.g., in the form of some smoothness
criterion, minimum gradient between adjacent tiles, etc. A sec-
ond approach is to resort to some kind of prior information to
aid the solution selection process. Both approaches amount to
adding an additional component to the objective function to be
minimized, and therefore may be interpreted as different forms
of regularization. For our specific application, dealing with
human distribution in space, there are no obvious structural
constraints tied to the “physics” of the underlying process,
and it appears more natural to encode external information in
the form of prior information (as done, e.g., in [23]).
In principle, a possible way to account for prior information
(however determined) is through the MAP estimator derived
in the previous section. Generally speaking, the MAP solution
combines information from the data, captured by the likelihood
term embedding the measurement vector c, with information
before the data, captured by the prior distribution embedding
the prior vector α (or equivalently a). In fact, the posterior
distribution is composed by the product of the two compo-
nents: posterior = likelihood × prior. The resulting solution
is a trade-off, i.e., a compromise between the two sources
of information. Likewise for other Bayesian estimators, as
more data are available (more samples) the solution component
driven by the data information increases its relative importance
and eventually dominates over the prior information. On the
opposite direction, when the data are scarce, the prior infor-
mation may be dominating. In the extreme situation that only
a single sample measurement is available, as is specifically
the case at hand in our application, adopting a MAP estimator
involves a certain risk of diminishing the relative weight of the
measurement information to the point that it almost vanishes.
In other words, as with MAP (exact or approximated) we
cannot control explicitly how much weight to put on the data
vis-a`-vis the prior, there is a certain risk of ending up with a
solution that reflects mostly the prior information, only slightly
perturbed by the measurements.
To avoid this undesirable effect, in the following we develop
an alternative estimation procedure for the problem at hand
based on the “data first” principle, where in-data information
(likelihood) is given priority over other off-data knowledge
(prior distribution and/or any other structural property).
B. A “data first” approach
The goal expressed above is achieved though an estimator
built according to the following structure:
uˆ = arg min
u∈U
f
(
u,a
)
(28)
with f(u,a) denoting a distance function between vectors u
and a. With this structure, the ML property is imposed as hard
constraint. In fact, the condition
u ∈ U ⇔ {Pu = c, u ≥ 0} (29)
forces the solution to lie within the MLBS that is by def-
inition the locus of all ML points, i.e., the points that best
conform to the measured data c. Among these points, then
we select the point that additionally best conforms with the
off-data knowledge encoded in the prior vector a, through
the minimization of some distance function f
(
u,a
)
. Among
many possible choices for the distance function, opting for the
weighted `2-norm defined in Proposition 6:
f
(
u,a
)
= ‖u− a‖2a def= (u− a)TA−1(u− a) (30)
with A def= diag(a), allows us to establish a direct connection
between the newly proposed estimator and the approximate
MAP form derived in (23), as elaborated below. Plugging
(29) and (30) into the structure leads to the following novel
estimator (labelled “DF” for “Data First”):
uˆDF = arg min
Pu=c
u≥0
(u−a)TA−1(u−a). (31)
Remarkably, the DF solution (31) can be given in closed-form,
as summarized in the following result.
Proposition 7. The DF estimator (31) is given by
uˆDF = max(AP
T(PAP T)−1(c− Pa) + a,0) (32)
where the maximum function is intended element-wise.
Proof. The constrained minimization problem can be solved
by considering the Karush-Kuhn-Tucker conditions: ∇u
[
1
2 (u−a)TA−1(u−a) + λT(Pu− c)− νTu
]
= 0
Pu = c
νj ≥ 0, νjuj ≥ 0, uj ≥ 0, j = 1, . . . , J
The calculation of the gradient in the first line yields
A−1(u−a) + P Tλ− ν = 0
ON THE ESTIMATION OF SPATIAL DENSITY FROM MOBILE NETWORK OPERATOR DATA - DRAFT VERSION 8.9.2020 (not peer-reviewed) 11
from which
u = Aν −AP Tλ+ a.
The vector of the Lagrange multipliers λ corresponding to the
equality constraint can be explicitly obtained by exploiting the
constraint itself, that is
Pu = c⇔ PAν − PAP Tλ+ Pa = c
which leads to
λ = (PAP T)−1(PAν + Pa− c).
Substituting back one obtains
uˆ = Aν −AP T(PAP T)−1(PAν + Pa− c) + a
= A
1
2
[
P
A
1
2 P T
(c− Pa)−P⊥
A
1
2 P T
A−
1
2ν
]
+ a
where PM = M(MTM)−1MT is the projection matrix
onto the subspace spanned by the columns of the matrix M ,
andP⊥M = I−PM the projection matrix onto its orthogonal
complement. The solution is thus a shifted version (by a) of
the sum of two vectors, obtained by projecting the vectors
(c − Pa) and A− 12ν onto the column-space spanned by
A
1
2P T and its orthogonal complement, respectively. Due to
the constraints uj ≥ 0, νj ≥ 0 and νjuj = 0, where νj = 0 the
solution is given by the corresponding component in the first
term only; conversely, where νj > 0 then necessarily uj = 0.
The overall solution can be finally recast into eq. (32).
Remark 4. Comparing (31) with (23), we can immediately
recognize the key difference between the DF estimator and
the approximate MAP estimator. The latter minimizes the
sum of the data and prior components in the objective
function, encoded respectively in the term cT logPu and
(u−a)TA−1(u−a), and in this way it strikes a compromise
between in-data and off-data information seen as peer conflict-
ing goals. Instead, the “data first” DF estimator (31), easily
computable via eq. (32) from Proposition 7, gives absolute
priority to the in-data information, encoded in the constraint
Pu = c that ensures maximal adherence to the data (ML
condition), and secondarily seeks to conform to the off-data
knowledge encoded in the objective function.
C. Advantages of the closed-form solution
The availability of a closed-form solution for DF is not
necessarily an advantage in terms of computational efficiency
vis-a`-vis the EM/ML procedure, since the analytic form (32)
still involves the computation of a matrix inverse that, for very
large instances, might be computationally heavier than running
a handful of iterations of the form (11). However, a careful
look at (32) reveals that the heaviest computation part depends
only on the model matrix P and on the prior a, and is indepen-
dent from the data c. In fact, setting F def= AP T(PAP T)−1
and g def= (FP − IJ)a, eq. (32) can be rewritten as
uˆDF = max(Fc− g,0) (33)
where the maximum function is intended element-wise. While
matrix F and vector g are heavy to compute (especially
because F embeds a matrix inversion) they are both indepen-
dent from the measured data c. Therefore, in scenarios where
multiple estimates must be computed for the same model
matrix P but with different measurement vectors, F and g
can be pre-computed only once. Along the same reasoning, the
closed-form (33) is also appealing for designing linear filters
where the spatial density estimate is continuously updated as
new measurements become available from the same network.
Finally, the form (33) is also convenient for investigating,
through differentiation, local sensitivity to perturbation of the
measurement input vector c.
VIII. NUMERICAL RESULTS
In this section we present numerical results comparing the
performance of the different estimators for a sample synthetic
scenario. Testing on synthetic data has two important benefits:
(i) it allows one to control explicitly the data generation
parameters, thus enabling full control over the degree of (mis-
)matching between the data and estimation model, and (ii) it
allows one to quantify the absolute estimation error against
a known “ground truth”. Both aspects are important for our
study that, as stated in the introduction, is focused at this stage
on investigating alternative solutions for a specific block in
a larger methodological chain. For the sake of completeness
we report also estimates based on simple Voronoi tessellation
based on cell towers, that is the most popular approach in the
literature.
A. Scenario
We briefly describe the data generation scenario. The ref-
erence area consists of a regular square grid of 100 × 100
tiles (the same size considered earlier in [9], [10]). The radio
network topology consists of two layers, with a total of 115
tower locations placed as shown in Fig. 5(a). The first radio
layer consists of 42 antenna towers (red triangles in Fig. 5(a))
with each tower hosting three 120◦ sectors with a maximum
range (normalized to the tile size) equal to 15 and azimuth
equal to pi/5. The second layer consists of 73 antenna towers
(blue circles in Fig. 5(a)) with each tower hosting three 120◦
sectors with a maximum range equal to 6 and 0◦ azimuth.
The cell coverage is approximated to the tile level: a tile is
considered covered by a radio cell if the tile center falls within
the radio cell coverage perimeter.
Taking the 115 tower locations as seeds for a Voronoi
tessellation results in the pattern shown in Fig. 5(b), where
each colour marks a distinct Voronoi polygon.
For the cell overlapping pattern (with flat footprints), the
consolidation process results in the set of sections (or equiva-
lently super-tiles) shown in Fig. 5(c). This is also a partition
(by definition, each section gathers all tiles covered by the
same set of radio cells) but much finer than Voronoi, with a
total of 1654 sections, i.e., ×14 more than Voronoi polygons
in this specific scenario.
The actual “ground truth population” (GTP) of mobile
devices is shown in Fig. 6(a): it consists of four squared
clusters representing densely populated areas, and a clutter of
moderately populated tiles sparse over the region of interest.
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For a given partition (Voronoi polygons or sections) averag-
ing the GTP within each (disjoint) partition area represents the
best possible “oracle estimate” for that specific partition. The
results for the Voronoi and section partitions are shown in Figs.
6(b) and 6(c), respectively. As expected, the finer texture of the
latter renders a spatial distribution that is closer to the original
GTP, and such qualitative visual impression will be confirmed
quantitatively by the numerical results presented later.
As for the assignment of population units to radio cell,
we follow the same probabilistic generative model considered
earlier in [9], [10]: a generic mobile device placed selects
randomly the radio cell among those in range, with equal
probabilities and independently from other devices. Therefore,
if tile j is covered by radio cell i plus other kj − 1 radio
cells, then a generic mobile device in this tile will select cell
i with probability pij = 1kj . The resulting matrix P has non-
negative fractional values. The same matrix P is used in the
data generation process and in the estimation models, i.e., we
test the different methods in model matching condition.
B. Similarity metric
In order to evaluate the goodness of a generic estima-
tion method X we must resort to some similarity metric
w(uˆX,uGTP) between the estimated density uˆX and the
ground truth population uGTP. To this aim, we resort to
the Kantorovich-Wasserstein Distance (KWD for short) with
Euclidean ground distance. KWD is known in the literature
with different names, e.g., Earth Mover Distance, Mallow
distance, etc. (see [26] and references therein).
For two input distributions u and v defined over the same
grid B and with same total mass ‖u‖1 = ‖v‖1 = C, KWD
may be interpreted as the minimum cost of transporting the
mass from configuration u to v (or vice-versa) when the cost
of transporting a unit of mass between two generic tiles j
and k equals the ground distance dkj between the tile centres.
KWD can be expressed as the solution w of the following
Linear Programming (LP) optimization problem:
minimize w(u,v) def= 1C
∑
k
∑
j xkjdkj
subject to
∑
j xkj = uk ∀ k ∈ B∑
k xkj = vj ∀ j ∈ B
xkj ≥ 0 ∀ k, j ∈ B
(34)
The direct resolution of such LP problem is computationally
expensive, preventing the computation of exact KWD values
on very large grids. In a recent work Bassetti, Gualandi and
Veneroni [26] have shown that a close approximation to the
exact KWD value, within a provable deterministic bound,
can be obtained by solving a transportation problem over a
regular lattice. In the proposed solution, the integer parameter
L determines the density of the lattice and can be used as
a tuning knob to trade-off computation time (and memory)
with approximation error: they show that L = 4 is sufficient
to achieve a KWD approximation within 1% of the exact
KWD value. They also release an open-source implementation
of their code13 which we used to compute the KWD (with
13Available at https://github.com/stegua
Euclidean ground distance and lattice parameter L = 4)
between each estimate and GTP.
A physical interpretation of KWD w(uˆX,uGTP) in our
context is the following. Imagine that, starting from the
estimated density uˆX, we move each population unit (i.e., a
mobile device) across tiles so as to arrive to the final GTP
configuration uGTP (transportation plan), and we do so in
the way that minimizes the total travelled distance (optimal
transportation plan). Some population units will not travel,
while others will travel over shorter or longer distances. On
average, every population unit will travel a distance equal to
the KWD value w. In other words, since KWD is normalized to
the total mass (note the factor 1C in the defining LP formulation
(34)) its value can be interpreted as the average distance in
the optimal transportation plan between GTP and the estimated
map (or vice-versa).
C. Estimation accuracy assessment
In Fig. 7 we report the density maps obtained with the
different estimation methods. When needed, the prior vector
or initial point was set to the (non-informative) uniform vector
with equal elements. For the sake of completeness, we include
also the map obtained with the simple Voronoi method with
seeds on tower locations. The map obtained by the ML/EM
estimator (11) is visually indistinguishable from the DF map
obtained with (32) and is therefore omitted (note however that
the ML/EM solution is not exactly equal to the DF solution).
For each estimated map, the KWD values (from GTP) are
plotted in Fig. 8 along with additional reference values. The
KWD value between GTP and the flat distribution serves as a
naif reference. The KWD values between GTP and the oracle
estimates (refer to Fig. 6(b) for Voronoi and Fig. 6(c) for
sections) represent best-case references for their corresponding
methods.
Based on the numerical results reported in Fig. 8 we
can summarize the following findings14. First, as expected,
all estimation methods improve over the naif reference: the
average travel distance decreases from 12 in the flat map down
to 4 in the Voronoi estimate and below 1 in the ML/EM and
DF methods.
Second, as expected, all methods based on overlapping cells
outperform the Voronoi based solution. Even the simple SB
method (14) improves by a factor of ×2 over Voronoi (from
4 to 1.9) and with ML/EM the gain factor increases to ×4
(from 4 to 1).
Third, we note that the absolute gap between the two
oracle estimates (labelled in Fig. 8 as “Or. Vor.” for Voronoi,
and “Or. Sec.” for the section partition resulting from the
overlapping cells method) is relatively small: that means the
poorer performance of Voronoi can be accounted only partially
to the coarser spatial resolution (Voronoi polygons are fewer
and larger than sections, compare Figs. 5(b) and 5(c)) and
should be rather seen as a consequence of assuming that
14Similar plots and numerical results were obtained for other choices of
the population and/or network deployment scenario obtained with different
values for the generative parameters, and in this sense the reported qualitative
findings are representative of a wider exploration of several test scenarios.
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Figure 5. Network topology.
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Figure 6. Spatial distribution of actual population per grid unit (a), per Voronoi polygon (b) and per section (c).
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Figure 7. Estimated density maps (with flat prior). The ML/EM estimate is omitted as it is visually indistinguishable from DF.
mobile devices always connect to the nearest cell tower. This
assumption is clearly violated in the considered simulation
scenario, but it is also highly problematic in real-world sce-
narios when one considers the typical features of cellular
radio planning (multi-layer radio coverage design, mixing of
small/large cells, power control, etc.).
Fourth, within the scope of estimation methods for over-
lapping cells, we find that the ML/EM method outperforms
the SB method by a factor of ×2 (see inset in Fig. 8). We
highlight that such improvement comes with a relatively small
additional computation cost, since the EM procedure (11) is
iterative and converges quickly in a few iterations. We remark
that the EM solution is analytically equivalent to the MLE
solution developed independently in [10], but the resolution
procedure given in (11) is much simpler to implement and
faster to compute than resorting to general-purpose solvers as
done in [10].
Fifth, we find that the proposed DF method improves further
over ML/EM, even though the gain is small (in the order of
5%). This indicates that the EM iteration tends to reach a
final point in the MLBS that is oriented in the direction of the
starting point a, and therefore closer than most other points
in the MLBS, though not necessarily the closest one. In other
words, the “implicit” tie to the starting point a that is intrinsic
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Figure 8. Kantorovich-Wasserstein Distances (KWD) between GTP and
different spatial distributions.
to the EM procedure (11) can be improved, though marginally,
by the “explicit” optimization of the weighted distance in (31).
Finally, we find that the accuracy of DF is relatively close
to corresponding oracle solution (labelled “Or. Sec.” in Fig. 8)
indicating that little room is left for further improvement with
alternative estimators derived for the same model.
IX. CONCLUSIONS AND FUTURE WORK
The analytic and numerical results presented in this study in-
dicate that, when the model matrix P is known accurately, the
best estimates are obtained with EM/ML and DF. Compared
to EM/ML, the DF solution brings a (slight) accuracy gain
and, importantly, yields a closed-form analytic solution whose
particular structure is advantageous for recurrent estimation
tasks (e.g., with same model matrix but different measurement
data, as hinted in Sec. VII-C).
Our results contribute to advance our understanding of the
relative advantages and costs of the (recently proposed) geo-
location methods based on overlapping cells vis-a`-vis the
(more traditional) tessellation methods. At the end of the day,
in all practical applications the choice between one approach
or the other is a matter of balancing benefits and costs. On the
benefit side, we have established that EM/ML and DF estima-
tion methods bring a potential accuracy gain to the overlapping
cells approach under matched model condition, i.e., in the ideal
case that the assignment probabilities pij’s, or equivalently
the radio cell footprints sij’s, can be determined precisely.
Compared with the simpler (but less accurate) SB method,
the additional computation cost is contained (especially with
the iterative EM/ML procedure) and therefore should not play
a discriminant role in the choice of the estimator.
The natural next step in the research is to investigate the
sensitivity of the final solution to model mismatching error, i.e.,
the impact of uncertainty in determining the model parameters
pij’s (or equivalently sij’s) on the final spatial accuracy.
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