I. INTRODUCTION

M
ULTIPOINT transmission concepts have been more and more in the limelight during the past years first with Long Term Evolution (LTE) and nowadays within HS-DPA especially with the concept called Multiflow [1] . This method improves the user specific data rate by enabling two separate data streams to be transmitted from two different cells. In Multiflow, however, the transmissions are not orthogonal and thus may have an interfering impact on each other. Therefore the concept is best suitable for terminals with sophisticated receiver architecture that are capable of active interference cancellation.
A closer relation to the multipoint-to-point (M2P) SFN concept is the Multimedia Broadcast/Multicast Services (MBMS) introduced by the 3rd Generation Partnership Project (3GPP) in Release 6, where broadcast content is transmitted via common physical channels accessible to all users in a cell [2] . A promising candidate for enhancing the spectral efficiency of MBMS is the Multicast/Broadcast Single Frequency Network (MBSFN) scheme, which operates on the WCDMA physical layer. In WCDMA, MBSFN operation requires a complete 5 MHz carrier band to be allocated for MBMS [3] . All base stations in a service area form a MBSFN cluster and transmit coordinated signals in a synchronised fashion, i.e., the same information using one scrambling code common to all cells. This is the main confluence to the topic of this paper, where the common air interface is used for delivering user specific data instead of multicast or broadcast information.
Another multipoint transmission scheme with a strong convergence to the M2P SFN is High-Speed Single Frequency Network (HS-SFN) introduced in [4] and [5] . This technique allows transmitting the same user data using shared scrambling code, spreading factor and frequency from two cells in order to combine the signals over the air to gain more throughput and better networking experience for the users. During an HS-SFN transmission, only the High-Speed Physical Downlink Shared Channel (HS-PDSCH) is transmitted over SFN using the same scrambling code, whereas the control channels, such as HighSpeed Shared Control Channel (HS-SCCH), are delivered by using the original scrambling codes of the serving cells. As the Common Pilot Channel (CPICH) also remains separated by scrambling codes, the UE is able to estimate both channels separately and perform equalisation of the signals based on those estimates [4] . The utilization of different scrambling codes for control and data channels produces high interference as the orthogonality of the signals is lost.
For this paper the behaviour and performance of multipointto-point transmissions over Single Frequency Network were studied. In the discussed concept the cells are transmitting both control and data channels over SFN in a coordinated and synchronized way. Thereby the issue of non-orthogonality is avoided. Further, not only two cells will be capable of sharing the same network parameters, but the SFN cluster may consist of several cells, though, it is required that the cells are controlled by the same Radio Network Controller (RNC). A MATLABⓇ simulator was used to evaluate the performance of SFN by a comparison to normal HSDPA operation with single-cell transmissions.
The rest of the article is organised as follows. In Section II the SFN concept is described in more detail. Section III discusses the modelling of the system. The simulation results are presented and analysed in Section IV. Finally, Section V summaries the main findings of the study.
II. DESCRIPTION OF THE SFN CONCEPT
In conventional HSDPA operation, users are served only by one cell. The transmissions of each cell are separated by applying unique scrambling codes. By this separation the UEs are able to distinguish the signals originating from its serving cell. The concept of SFN assumes that downlink data (HS-PDSCH), control (HS-SCCH) and other common channels are being transmitted from two or more cells by using the same scrambling code such that signals can combine over the air as multi-path components. As a result, the UE sees a group of cells in SFN as a single bigger cell with several multi-paths components, as depicted in Fig. 1 and Fig. 2 . It is significant to make clear that the scrambling code not necessarily need to be changed in Fig. 2 from Transmit Time Interval (TTI) to another. Instead, the transmission parameters of the cell should rather stay unchanged for a longer period of time in order to avoid issues with user mobility caused by sudden disappearance and emergence of the cells. In the system model used for this study the formed SFN areas are static, thus the mobility issues are not faced. Correspondingly, HS-PDSCH power in each cell stays constant. 3) Channel Quality Indicator (CQI) feedback is not modelled. Shannon capacity was used to calculate achievable rates on each link. 4) The UEs in the simulation remained static during the simulation period. Several simulation drops were executed to produce channel variation. 5) No fast fading was assumed, i.e. channels stay constant during a simulation run in your simulations.
The simulation parameters used are listed in Table I . 
HS-DSCH
Up to 15 SF 16 codes per carrier for HS-PDSCH Total available power of HS-PDSCH is 70% of NodeB Tx power.
Scheduling
Proportional Fair ( = 0.9)
A. Channel Model
A wave propagation model in which the signal strength is exponentially attenuated with the distance is assumed. The received signal strength from transmitting node to receiving node is modelled as
where , is the Path Loss on receiver from transmitter calculated according with [6] as
where , is the distance in kilometres. The Fading factor , represents shadow fading modelled as log-normal random variable with zero mean and =8 dB, with Inter-NodeB correlation of 0.5.
Antenna gain , depends on the difference of the location of the receiver with regard to the boresight angle of the transmitter . It is calculated using a Gaussian sector antenna with attenuation limited to front to back ratio:
where Θ 3 = 70 , =20 dB. Offsets of -120, 0 and 120 degrees are applied to create 3 sectors in each site.
SFN affects the total signal-to-interference and noise ratio (SINR) at receiver , and is modelled as an adaptation from [7] in decibels as
where the Spreading Factor ( ) used for HS-PDSCH is 16. Also a 30 % control channel (pilots and signalling) overhead is assumed, thus 70 % of the total transmission power is left for data on HS-PDSCH ( = 0.7). , is the received signal power at receiver originating from transmitter , ⊆ ℕ is the set of transmitters in the SFN assigned to receiver (the useful signals); ⊆ denotes the total set of transmitting cells and is the noise and external interference power.
The noise level , in dBm, is assumed to be constant and is obtained from the parameters in Table I . The noise power is calculated as the difference from the receiver noise power and the Equivalent Isotropic Radiated Power (EIRP) [8] :
where both of them are obtained as follows; the receiver noise power is obtained from:
here, Thermal Noise Density (TND) for a 2000 MHz frequency is -174 dBm/Hz, stands for UE noise figure and PG is the Processing Gain. The Equivalent Isotropic Radiated Power (EIRP) is calculated as:
the sum of the maximum sector transmission power ( ) and the maximum antenna gain ( ).
B. Traffic Model And Scheduling
For the users in the SFN area, we use a bursty traffic model with file size fixed on 1 Mbit. The packet arrival rate is based on exponential distribution, with a 5 seconds mean. For the non-SFN area fully load traffic is used so as to produce worst case scenario regarding inter-cell interference. In a beginning of a simulation run a number of UEs based on defined load level are first selected and randomly dropped into the network. Once the UE has received its packet it switches to inactive state and waits for a new packet to arrive. During the inactivity period the UE will not be scheduled, thus only the active users with data in their dedicated transmission buffers can be allocated resources in a TTI. The amount of data received per TTI depends on the SINR of the UE. This is explained in more detail in the next section.
A common scheduler controls each cell in the SFN cluster in a coordinated fashion. A proportional fair scheduler algorithm was implemented in the simulator which schedules the channel for the station that maximises the priority function. The algorithm used in this simulator selects receiver in per-TTI basis according to the following equation:
where is the number of active users, is the instantaneous throughput for user and denotes the number of TTI. ( ) is the moving average throughput obtained by
Here, 0 ≤ ≤ 1 is the weighting factor that determines whether to favour either fairness or maximum spectral efficiency in user selection. The basic purpose of the scheduling method is to exploit user diversity by selecting the user with the best condition to transmit while also considering the fairness [9] . The selected value of = 0.9 targets at rather fair resource allocation regardless of the channel characteristics, which is suitable for demonstrating the impact of the SFN concept on a large pool of users.
C. Throughput Calculation
In this simulator, the Shannon capacity formula for the theoretical channel spectral capacity is calculated as a function of SINR. The throughput is measured with the adaptation of Shannon capacity formula presented in [10] as
adjusts the system bandwidth (BW) efficiency, which in HSDPA is assumed as the chip rate of 3.84 Mcps. The correction factor , is optimised in [10] for a value of 0.75. The SINR eff adjusts the SINR implementation efficiency. In HSDPA, it will take the value of the HS-PDSCH spreading factor 16. Finally the SINR is calculated as in Equation 4 . In order to cope with the HSDPA physical layer capacity limitation, the user throughput calculation based on the Shannon formula was extended such that the highest achievable throughput was truncated to match the data rate for 64-QAM modulation derived from the following formula:
where stands for Chip Rate, which in WCDMA is fixed to 3.84 Mcps, the effective code rate ( ) is set at 0.97 according to [11] . Bits per Symbol ( ) depends on the modulation, and for 64-QAM modulation the number of bits is 6. Number of spreading codes ( ) depends on the UE category and for the simulations 15 codes will be used. Spreading Factor ( ) for WCDMA is fixed at 16, thereby the maximum possible throughput will be truncated to 
IV. SIMULATION SCENARIOS AND RESULTS
A. SINR Measurement
Four main scenarios were selected where either 0, 1, 7 or 19 sites in the centre of the simulation area form a SFN cluster, while the entire simulation area consist of 61 sites. The first case represents a conventional HSDPA operation. A general idea how the SINR could be improved with the introduction of SFN in a HSDPA network is depicted in Fig. 3 . Notice that these figures present only the theoretical improvement of the channel quality and are not taking into consideration user throughput which is strongly dependent on the scheduling mechanism as well as the size of the SFN. In the last three scenarios the cells forming the SFN cluster share a common scrambling code, therefore avoid posing interference to each other, whereas the cells in the outer rings of sites user their own scrambling codes. Due to this reason the highest improvement of SINR is achieved in the centre of the whole SFN area.
For the four different scenarios a Cumulative Distributions Function (CDF) of SINR graph is depicted in Fig. 4 , for all users in the network, revealing that with a sound approach of creating the SFN the signal quality could be improved significantly.
B. User Throughput
For the measurement of the per-user performance the simulations were ran with the enabled traffic model and scheduling explained in Section III-B. During the simulation the instantaneous SINR (and data rate) will remain invariable for the users, since their positions do not change. Different cell load levels were simulated to demonstrate the impact of resource sharing among increasing amount of users within the SFN area. In Fig. 5 and Fig. 6 , throughput of users in the network are displayed. In the scenarios with enabled SFN, throughputs are gathered from the UEs served by the SFN. Due to the 64-QAM modulation capacity limit the throughputs are truncated to approximately 21 Mbps as explained earlier.
In very low load scenario with one UE in the cell the throughputs of the UEs can be improved quite significantly when compared to the normal HSDPA operation. Even with a large SFN area, where a higher amount of UEs compete in resource allocation, the signal enhancement is predominant to fewer scheduling opportunities. Besides the explicit improvement of the data rates, the activity time of the UEs is reduced, which in part leaves more resources to be used for the remaining active users.
The resource allocation becomes a limiting factor when the number of UEs in the SFN cluster is increased, which is clearly visible already with 2 UEs/cell curves in Fig. 6 . This is a result from the fact that all cells in the SFN will serve the same UE in one TTI. If the SFN size was set too large, as example 19 sites shown in the figure, the users need to wait very long before they are scheduled again, thus rapidly reducing data rates. This is certainly expected as the used scheduling parameters should provide high fairness of the system.
Higher load levels were also simulated, from which the average user throughput levels are gathered to Fig. 7 . An obvious observation is that too large an SFN area will lead to declined performance if the load of the area rises. The efficiency of SFN is determined by controlling the balance between improved channel quality and frequency of scheduling opportunities. Given that a proper algorithm for choosing the cells in an SFN is found that takes into account the prevailing traffic conditions, data rates of users could be enhanced noticeably.
V. CONCLUSIONS
In this paper, the performance and applicability of using the Single Frequency Network concept for multipoint-to-point data transmission in HSDPA system were discussed. Based on the simulation results, user specific SINR and thereby throughput can be increased by the utilization of the concept. However, the performance is susceptible to traffic load changes and improper formation of an SFN may result in fast deterioration of data rates.
Dynamic switching of SFN was not discussed, which would be required in the real network in order to cope with varying traffic conditions and user mobility. Nevertheless, in a very static part of the network, for example in rural or even suburban areas, using an immutable formation of SFN could be an option. Considering a general utilization of the concept the emergence of multi-carrier networks could also provide a good basis for the M2P SFN technique.
