It is essential for research funding organizations to ensure both the validity and fairness of the grant approval procedure. The ex-ante peer evaluation (EXANTE) of N = 8,496 grant applications submitted to the Austrian Science Fund from 1999 to 2009 was statistically analyzed. For 1,689 funded research projects an ex-post peer evaluation (EXPOST) was also available; for the rest of the grant applications a multilevel missing data imputation approach was used to consider verification bias for the first time in peer-review research. Without imputation, the predictive validity of EXANTE was low (r = .26) but underestimated due to verification bias, and with imputation it was r = .49. That is, the decision-making procedure is capable of selecting the best research proposals for funding. In the EXANTE there were several potential biases (e.g., gender). With respect to the EXPOST there was only one real bias (discipline-specific and year-specific differential prediction). The novelty of this contribution is, first, the combining of theoretical concepts of validity and fairness with a missing data imputation approach to correct for verification bias and, second, multilevel modeling to test peer review-based funding decisions for both validity and fairness in terms of potential and real biases.
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It is important for a research funding organization to ensure the quality of its peer review-based decision-making procedure. On behalf of the Austrian Science Fund (FWF), Austria's leading funding organization for basic research, external meta-evaluations of its grant approval procedures were recurrently conducted (Dinges, 2005) . For a metaevaluation of a research funding organization's decisionmaking procedure, the following three questions are essential (Bornmann & Daniel, 2005; Daniel, 2004) : (a) Is the procedure reliable-that is, what is the extent of agreement among reviewers on the quality of a grant application and on whether the proposed research project should be funded or not (ex-ante peer evaluation, EXANTE)?; (b) Is the procedure valid-that is, do peer reviewers' overall ratings (EXANTE) or the funding decisions of the Board of Trustees correlate with scientific performance measures subsequent to the funding decisions (ex-post peer evaluation, EXPOST)? Is the research funding organization capable of selecting the best grant proposals (EXANTE) with the best performance for funding (EXPOST)? (Irvine & Martin, 1984; Van den Besselaar & Leydesdorff, 2009); Is the procedure fair-that is, are there external factors that have an effect on the decision-making procedure but that have nothing to do with the quality of a grant proposal or the performance of a research project?
The reliability of reviewers' evaluations (EXANTE) at the FWF has been examined previously (Mutz, Bornmann, & Daniel, 2012b) . In this study we focus on predictive validity and fairness of the FWF decision-making procedure. In recent years, numerous studies have been published on peer review of grant applications and its reliability, validity, and fairness (Bornmann, 2011) . For example, the Australian Research Council was examined with regard to these criteria (Jayasinghe, Marsh, & Bond, 2001 Marsh, Jayasinghe, & Bond, 2008) . A study in the Netherlands investigated whether past performance influenced the success of grant applications submitted to the Netherlands Research Council for the Economic and Social Sciences (Van den Besselaar & Leydesdorff, 2009) . A study at the Swiss National Science Foundation investigated whether scientific performance indicators and various potential sources of bias were predictors of the funding decisions (Reinhart, 2009) . For an overview of bias in peer review, see Lee, Sugimoto, Zhang, and Cronin (2013) .
In the literature and studies on predictive validity and fairness, methodological problems are often not sufficiently discussed. The quality of the conclusions that can be drawn from the studies cited is highly dependent on what methodological decisions were made with regard to the following central problems (Maessen, 2012) :
(a) To check the fairness of a procedure, there are often only data available on the peer-review process of evaluating the research proposal (EXANTE). The data can be used to check whether certain characteristics of the applicants (e.g., applicant's gender or age) or the grant applications (e.g., requested grant sum, scientific discipline), called "bias factors," which have nothing to do with the quality of a proposal, have an influence on the reviewers' overall ratings of a proposal. For instance, Mutz et al. (2012a) found no significant gender bias in the peer-review process at the FWF. Analyses of this kind can give research funding organizations valuable information on the implementation of their process, but they say nothing about real biases and real violation of fairness in the review process. That is because even if proposals submitted by women receive less favorable reviews than proposals submitted by men in the EXANTE, for example, we could speak of actual failure to fulfill the criteria of fairness (i.e., gender bias) only if women received the same or better evaluations than men in the EXPOST of the funded project. For definitive answers to the questions of fairness and validity, therefore, it is necessary to capture external success criteria for funded and rejected research grant proposals and include them in the analysis. In 2003, the FWF began to install ex-post peer-review procedures and project reporting that try to explicate performance issues of FWF-funded projects via ex-post project evaluations; here, the reviewers for the ex-post project evaluation are drawn from the group of reviewers that conducted the EXANTE of the proposal (Dinges, 2005, p. 24) .
(b) In a research funding organization like FWF, research performance data are usually available only for research projects that were in fact funded (final project report, EXPOST). There is little information on grant applications that were not approved for funding (and were possibly funded elsewhere). When conducting a meta-evaluation on a funding organization, it is possible to carry out the analyses using only data on the funded projects, as did Dinges (2005) using data from the year 2004. However, there are a number of disadvantages connected with this. Actually, conclusions can only be drawn concerning validity and fairness for the approved proposals and funded projects. Also, as compared to the total number of all grant applications, the size of the sample decreases significantly, with corresponding consequences for statistical parameter estimation and statistical testing in general. As a consequence, the connection between EXANTE and EXPOST is based only on a subsample, and the validity of the procedure is thus significantly underestimated (as compared to a procedure that is based on all data-that is, on data on grant applications approved and not approved for funding). In medical screening this problem is treated under the heading "verification bias": "In the case in which all subjects are screened using a common test and only a subtest of these subjects are tested using a gold standard test, it is well documented that there is a risk for bias, called verification bias" (Harel & Zhou, 2006, p. 3769) .
For this reason, it has been suggested that the method of choice is to find out what happened to journal manuscripts that were rejected but published elsewhere, so as to capture their citation performance (Bornmann & Daniel, 2008; Bornmann, Weymuth, & Daniel, 2010) . But in the area of grant peer review, however, the method of choice is not applicable. Projects are often dropped completely or conducted under new project titles, which makes it difficult to study the fate of rejected grant proposals.
Thus, in the area "grant peer review" the strategy of missing data analysis should be used, which essentially goes back to Don Rubin (Little & Rubin, 2002) . In this strategy, nonavailable ex-post project evaluations of rejected grant proposals can be taken as missing data. In Applied Missing Data Analysis, Enders (2010) gives an example concerning employee selection that relates to our research question in that only the job performance of the actually employed applicants can be captured, and the job performance of rejected applicants is treated as missing values. In the medical screening literature, several researchers recommend missing data imputation to correct for verification bias (De Groot, Janssen, Zwinderman, Moons, & Reitsma, 2008; Harel & Zhou, 2006, p. 3770; Van Buuren, 2012, p. 257) . Through this procedure, the whole sample of proposals (approved or rejected) does not become reduced to approved proposals, and in this way the power of the statistical tests is now much higher than with the partial data set of approved proposals only. The entire data range in the EXPOST is used, so that the correlation between ex-ante and ex-post-that is, the validity of the funding decision-is not underestimated. The uncertainty of the estimation through the missing data imputation procedure is taken into account in the overall standard error of a model parameter. To conduct the missing data analysis, certain assumptions must be fulfilled, which we will discuss further.
(c) A third problem on which the quality of the conclusions drawn from a meta-evaluation study depends arises due to the fact that reviewer assessments of a proposal (EXANTE) or project performance (EXPOST) often do not agree, as reflected in low interrater reliability coefficients (Mutz et al., 2012b) . Low agreement has direct consequences for the validity of a peer-review procedure and should therefore be taken into consideration in a meta-evaluation. If interrater reliability is not perfect, simple correlations between EXANTE and EXPOST underestimate the true validity of the peer-review process.
Taking the FWF as an example, the main goal of this paper is to examine the validity and fairness of a peerreview procedure taking into account the three problems just described. To do that we use a novelty in peerreview research: the multiple missing data imputation approach, in particular the multilevel multiple imputation for missing data imputation procedure (Van Buuren, 2011 .
The FWF is Austria's central funding organization for basic research. The body responsible for funding decisions at the FWF is the Board of Trustees, made up of 26 elected reporters and 26 alternates (Fischer & Reckling, 2010) . For each grant application, the FWF obtains at least two international expert reviews (EXANTE). The number of reviewers depends on the amount of funding requested. The expert review consists of (among other things) an extensive written comment and a rating providing an overall numerical assessment of the application. At the FWF board's decision meetings, the reporters present their written reviews and ratings for each grant application. The FWF does not enforce any quotas or specific budgets for individual scientific disciplines, and as a result, all applications from all fields and disciplines compete with one another at the five decision meetings held each year (Fischer & Reckling, 2010) . Since 2003, all funded projects have been evaluated after completion (Dinges, 2005 ) (see www.fwf.ac.at/de/projects/ evaluation-fwf.html). The FWF surveys the FWF-funded researchers, asking them to report the outputs of their research projects. Additionally, one reviewer out of the group of reviewers of the EXANTE is asked to provide a brief review giving opinions on aspects of the final project report (EXPOST) and assigns a numerical rating to each aspect.
This study seeks answers to four research questions:
• In the following section, we put the terms validity, fairness, and reliability into an integrative model. In the subsequent Methods section we describe the data and variables and present the multiple imputation for missing data approach in detail.
Integrative Model of Validity, Fairness, and Reliability
The validity of the ex-ante peer evaluation of a grant proposal (EXANTE) or the funding decision of the Board of Trustees is defined here as the predictive validity of the EXANTE or the funding decision regarding the ex-post peer evaluation of the project performance (EXPOST). The predictive validity can be represented by the following regression equation, where y (ordinate) is the EXPOST, and x (abscissa) is the EXANTE. In the following, we focus on the EXANTE as the predictor.
where b0 is the intercept, b1 the slope, and ε the random error component with variance σ 2 ε. The square root of the coefficient of determination R 2 represents the predictive validity of the grant approval procedure (ρXY). In the following, we adopt validity and fairness concepts from psychometrics (Novick, 1966) . A number of formal concepts have been developed, for example, to examine the fairness of cognitive achievement and intelligence tests when used with disadvantaged groups of the population in the United States (Cleary, 1968; Hunter & Schmidt, 1976; Thorndike, 1971) .
Most examinations of the fairness of peer review are restricted to analysis of differences (between men and women, for instance) in the EXANTE, and thus can only draw conclusions pertaining to potential bias or potential fairness. But if performance measures are available, it is also possible to examine actual bias and violations of fairness. Here we can start from Cleary's (1968) classic definition:
A test is biased for members of a subgroup of the population if, in the prediction of a criterion for which the test was designed, consistent nonzero errors of prediction are made for members of the subgroup. In other words, the test is biased, if criterion score predicted from the common regression line is consistently too high or too low for members of the subgroup (Cleary, 1968, p. 115). In line with this definition, we can assume a violation of fairness if the regression lines (Equation [1]) for different subgroups are different. This is called differential prediction (e.g., Meade & Fetzer, 2009) . Accordingly, the regression model from EXPOST (y) on EXANTE (x) (Equation Differential predictions within this moderated regression model-and thus a real bias-are present if the regression parameter b2 or b3 or both are statistically significant (Bartlett, Bobko, Mosier, & Hannan, 1978 ). Cleary's (1968) definition has been criticized, however, and modifications proposed (e.g., Hunter & Schmidt, 1976; Thorndike, 1971) . The main criticism is that differential predictions do not automatically indicate unfairness. The process needs to be looked at in a more differentiated way. In their review of the critical discussion of Cleary's concept, Mead and Fetzer (2009) and Tondial (2010a, 2010b) find six sources of differential prediction (Cole, 1973) , with which biases can be localized clearly. With regard to research funding organizations, these six sources can be divided according to whether the differences between the subgroups (e.g., men and women) are found in the EXANTE, in the EXPOST, or in both evaluations.
To illustrate the sources of different predictions, Figure 1 shows six plots produced with simulated data. In the figure, x 1 and x 2 are the averages of the two groups in the EXANTE, and y 1 and y 2 are the averages of the two groups in the EXPOST. Figure 1 shows the following six cases:
• Case I x x 1 2 = ; y y 1 2 = : The two subgroups do not differ in the EXANTE or the EXPOST. This indicates that the approval procedure is fair and bias-free.
• Case II x x 1 2 ≠ ; y y 1 2 = : When there are differences between the subgroups in the EXANTE but not in the EXPOST, then there is a violation of fairness. The reviewers in the EXANTE rate Group 1 lower than Group 2 on a 100-point scale from 0 (poor performance) to 100 (excellent performance), even though both groups show the same quality of project performance (EXPOST). In this case a research funding organization should try to improve EXANTE.
• Case III x x 1 2 = ; y y 1 2 ≠ : The two groups receive the same ratings in the EXANTE, but they receive different ratings in the EXPOST. These differences can be due to an EXPOST bias, where the reviewers rate the performance of Group 1 lower than the performance of Group 2. Another reason could be that the EXANTE can predict project performance only partially or contains a consensus bias, in that it rates one group better than it is or the other group worse than it is. To find out the causes of these biases it is necessary to use objective measures, such as bibliometric measures or quantitative measures of the research output.
• Case IV x x 1 2 ≠ ; y y 1 2 ≠ (proportional): When Group 1 receives poorer ratings than Group 2 in the EXANTE and this difference is also found in the same way and proportionally in the EXPOST, there is a potential bias in the EXANTE but no violation of fairness and no real bias. This case shows that potential bias in a peer-review process does not necessarily mean that there is a real violation of fairness.
• Case V x x 1 2 ≠ ; y y 1 2 ≠ (disproportional): Here again, the two groups differ in the EXPOST and EXANTE, but the differences are not proportional. In graph V in Figure 1 , the differences in the EXPOST are clearly smaller than in the EXANTE. This may be due to a bias in the EXPOST and in the EXANTE. Another reason could be that the scales in the EXPOST and the EXANTE are not comparable. Here again, for a conclusive clarification of whether there is a real bias, further objective measure would be required, such as bibliometric measures.
• Case VI different slopes: If there are differential slopes of the regression lines, a violation of fairness can be assumed, as the reviewers have evidently made very different assessments depending on characteristics of the applicant (such as the applicant's gender) and the proposal (such as the scientific discipline). The accuracy of the predictions of the project's later success thus differs depending on these characteristics. However, different slopes can also reflect different interrater reliabilities in the groups, as we will show in the following.
The same considerations that we formulated here for the EXANTE can also be applied to the fairness of the Board of Trustees's funding decision.
An integral component of the concepts of validity and fairness is the reliability or accuracy of the reviewers' overall rating of a proposal (EXANTE). In the case of less than perfect (interrater) reliability, the true validity ρTxTy in the case of perfectly reliable ratings (EXANTE, EXPOST) will be underestimated. The slope of the regression of the EXPOST on the EXANTE decreases with decreasing reliability of the EXANTE. The intraclass correlation coefficient (ICC) as a measure of interrater reliability for single ratings (EXANTE) for the FWF data is ρ = .259 (N = 23,414 reviews) with an F-test based 95% confidence interval (CI) of [.249, .279 ] (Mutz et al., 2012b) . The ICC of mean ratings averaged across all ratings of a proposal amounts to ρXX = .495 with on average 2.8 reviews per proposal.
A validity coefficient that is corrected for attenuation is:
where ρYY and ρXX are the (interrater) reliabilities of the mean ratings (EXANTE and EXPOST) and ρXY is the raw validity coefficient. In the case of FWF, only the (interrater) reliability for the EXANTE can be calculated. Therefore, Equation (3) can be formulated as:
Methods

Data and Variables
The data for this study (see Table 1 ) generated by the FWF's usual review procedure comprised 8,496 proposals (census) of individual research projects, which the FWF calls "stand-alone projects" (Fischer & Reckling, 2010) across all fields of research (six groups of scientific disciplines) from 1999 to 2009, which make up 60% of all FWF grants ("Stand-Alone Projects," "Special Research Programs," "Awards and Prices," "Transnational Funding Activities"). The proposals were rated on a scale from 0 to 100 (from poor to excellent) on average by 2.8 reviewers (MIN = 1, MAX = 9). On average, 44.5% of the proposals were approved for funding.
The mean value of the reviewers' overall rating of a proposal was used as the EXANTE measure: For 1,682 proposals (19.8% of all proposals), project performance ratings were available. The performance of each funded project was rated by one reviewer with respect to six aspects on a scale from 1 to 100 (from poor to excellent). The six aspects were: project success, project performance, human resources, wide-ranging effects, and future effects. According to the decision-making procedure of the FWF, the average across the first five items was used as a measure of the EXPOST. The reliability of the mean scale is quite high and amounts to Cronbach's α of .88, and it improves slightly (.90), if the sixth aspect ("future effects") was added. This reliability coefficient should not be confused with interrater reliability, which cannot be determined for the EXPOST (there is only one reviewer per proposal available).
In addition to the EXPOST as a criterion and the EXANTE as a predictor variable, so-called potential bias variables were included in the data analysis (Lee et al., 2013) . In a review of the literature on the process of peer review of grant applications, Marsh et al. (2008) describe potential bias variables, including scientific disciplines, applicant's gender, age, and academic rank of the principal investigator. But other variables fall under the bias definition as well. For instance, the EXANTE and the funding decision should not depend on how high the interrater reliability was for a grant proposal, how many reviewers reviewed the proposal (EXANTE), or in what year the EXANTE was conducted. In addition, we included project duration and the Note. N = number of valid cases, IMP = data imputed (yes or no), MIS = proportion of missing values, M = mean or proportion (categorical variables), SD = standard deviation, Kurt = kurtosis, Skew = skewness, rwg=within-group agreement, HEI = higher education institution, U = university. requested grant sum, since these variables were also included in a previous study on the FWF (Dinges, 2005) . This results in the following set of potential bias variables (information on the academic rank of the principal investigator was not available):
1. Interrater reliability of the EXANTE: Since validity coefficients might vary for different interrater reliabilities, a proposal-specific interrater reliability coefficient was calculated called within-group agreement rwg (James, Demaree, & Wolf, 1993) . The rwg coefficient relates the variability of reviewers' ratings to a reference variance. The reference variance for each proposal was obtained by random group resampling (Bliese, 2000; Bliese & Halverson, 2002; Bliese, Halverson, & Rothberg, 1994) . Individual ratings were randomly assigned to pseudogroups of reviewers that match the size characteristics of the actual group of reviewers of a proposal. 2. Properties of applicant: Age and gender. 3. Properties of the proposal (EXANTE): Requested grant sum, number of reviewers, project duration, scientific discipline, year of the funding decision.
A combination of year of funding decision and the 22 scientific disciplines (Mutz et al., 2012a) provides for the grouping variable (level-2) in the multilevel model (see Statistical Analysis section). Table 1 shows the frequency distribution of the six main categories (fields of research) of the 22 scientific disciplines. A wide range of scientific disciplines was represented in the data.
In the multiple imputation for missing data procedure (see next section), additionally available variables are included that do not play a role in the later data analysis but that can improve the multiple imputation for missing data estimation and that should be named for the purpose of documenting and replicating the analysis: the year of the FWF board's funding decision and its quadratic form (year 2 ) as orthogonal polynomial (to cover nonlinear time trends); a grant application by an independent scientist (yes or no), that is, applications that include a request for payment of the applicant's salary; the number of proposals that the applicant had submitted to FWF in the past, and last but not least the type of the applicant's higher education institution (HEI) in Austria. Table 1 shows the summary statistics for all included variables. Four variables showed missing data: EXPOST (overall rating), project duration, rwg, and applicant's age, with low proportions of missing values in the last two variables.
Multiple Imputations
Basic concepts. One central problem of research on validity and fairness of a funding organization's peer-review procedure is that EXPOST is only conducted for approved proposals and funded projects. In the following we consider the complete data for all proposals (approved and rejected), where the EXPOSTs for rejected proposals, which were not available, were treated as missing values. In recent years procedures for missing value analysis have been established that stress the stochastic nature of missing values and overcome some limitations of previous procedures, such as casewise deletion. The fact of missing and observed values of a variable is treated itself as a dichotomous variable (r = 0 "observed," 1 = "not observed"). Missing data mechanisms are defined that relate measured variables to the probability of missing data (Enders, 2010) . In reporting the results of missing data we followed more or less concordant guidelines (Mackinnon, 2010; Sterne et al., 2009) .
Three kinds of missing data mechanisms are distinguished: Missing Completely at Random (MCAR), Missing at Random (MAR), and Missing Not at Random (MNAR).
In the case of MCAR the probability of missing data is totally random-that is, the probability of missing data in the outcome variable or EXPOST does not depend on any other measured variables or on the values of the outcome variable itself. With respect to the FWF, if the Board of Trustees, irrespective of the EXANTE of the proposals, decides only by flipping a coin whether a proposal should be approved or rejected for funding, then the probability of missing data in the EXPOST is MCAR. In this case the correlation between EXANTE and EXPOST for the approved proposals and funded projects gives a true picture of the overall predictive validity of the EXANTE for the approved and not approved proposals. That kind of implicit assumption was made, for instance, by Dinges (2005) with regard to the FWF, in that the results of correlation and regression analysis are reported only for funded projects, which "also demonstrates whether the EXANTE evaluation is a good predictor for the ex post evaluation" (Dinges, 2005, p. 34) .
Less restrictive is the MAR assumption. Here, the probability of missing data in the EXPOST may depend on other measured variables but not on the values of the outcome variable itself. In the case of the FWF, the better the EXANTE of the proposal is, the higher the probability that the proposal will be approved. In other words, if one controls for the EXANTEs and other variables, the residual data are again MCAR. Further, if the assumption of MAR is held, for theoretical reasons it is not necessary to define and estimate any explicit model of the missing data mechanism ("ignorability condition") (Van Buuren, 2012, p. 33) .
MNAR is the most tedious case. The probability of missing data in the EXPOST depends on the values of the outcome variable itself. Regarding the FWF, for instance, if applicants having a high reputation (awards and so on) and presumably high performance of their funded project were relieved from EXPOSTs (missing value), then the probability of missing data depends on the variable itself, if reputation is not measured. The higher the prestige, the higher the EXPOST presumably, and the higher the probability of missing data in the "excellent" ratings range (80-100) of the EXPOST, with serious consequences for the validity estimation. In this case it is necessary to model the missing data mechanism explicitly.
Whereas MCAR can be empirically tested, MAR and MNAR can only be assumed, unfortunately. In the case of the FWF we assume MAR, particularly for the reason that projects are equally obliged to undergo an EXPOST (no selection due to the outcome variable itself). The missing data in the EXPOST can be explained mainly by two processes, the year of funding decision and the EXANTE: Due to the fact that the EXPOST was introduced in 2003, projects rejected long before 2003 or not finished before 2007 have missing data (quadratic relationship with year of funding decision).
Multiple imputation for missing data algorithm. In the multiple imputation for missing data algorithm, regressions of the observed data on all other covariates are repeatedly estimated within a Bayesian framework to generate so-called plausible values for the missing data. These plausible values take into account three sources of variability: the variability due to the predicted values of the regression, the variability due to the random errors (noise), and the variability due to parameter uncertainty according to the standard errors of the regression parameters (Van Buuren, 2012, p. 55) . In the first step, k complete versions of the data are created by replacing the missing values by plausible values. In the second step, the parameters of the statistical model are estimated from each of the imputed data sets and aggregated. The final test statistics across all imputed data sets consider both the variability (standard error) within each data set and the variability between imputed data sets. It is important that all variables in the statistical model and additional variables are also included in the multiple imputation for missing data. Otherwise, effects of predictors not included in the multiple imputation for missing data might be underestimated in the statistical model. In this study, however, there is one restriction: The funding decision and any interaction with other covariates (e.g., EXANTE) cannot be included in the missing imputation model, because the funding decision is the missing data variable r itself. Therefore, the main and interaction effects of the funding decision might be underestimated in the statistical model. An interaction between the reviewers' mean rating (EXANTE) and the funding decision would be present, if in the EXANTE grant proposals that received low ratings but were approved for funding nonetheless did better on average in the EXPOST than research projects that received good EXANTE ratings but were not approved for funding (if complete data for approved and rejected research projects were available). However, if it can be shown that the funding decision correlates highly with the EXANTE, then the probability of additional meaningful statistical interactions is low. This restriction would then be of low importance at least for the most important predictor.
Technical details. For multiple imputation for missing data a number of decisions is required (the number of imputations, the number of iterations, the imputation procedure, the interactions, the transformations, and the software). In the face of the high proportion of missing data and the interest in high power of the statistical tests, we chose k = 100 imputations with m = 40 iterations each (Graham, Olchowski, & Gilreath, 2007; Van Buuren, 2011 . Von Hippel (2009), for instance, recommended, as rule of thumb, that the number of imputations should be similar to the percentage of missing values. Based on a simulation study conducted by Graham et al. (2007) , 100 imputations are sufficient to obtain a statistical power of about .80 in the case of a high proportion of missing values and a fraction of missing information (FMI>.70), respectively.
In this study, different variable-by-variable multiple imputation for missing data procedures (conditional specification) were applied, which prevents specifying a multivariate model of the data (Van Buuren, 2012, p. 108f) . Further, it can be assumed that the peer-review ratings in the EXANTE and EXPOST within the scientific disciplines and within years of approval decision will show a certain homogeneity (Mutz et al., 2012a) . This makes it necessary to apply multilevel analysis as the statistical model. Here, the combination of scientific disciplines and years of the final decision serves as a grouping variable. The other way round, this must also be taken into account in the missing data imputation. Including in the analysis the scientific disciplines as fixed effects with dummy coding, as Graham (2012, p. 135 ) discusses, neglects the fact that here the effects are random effects. For this reason, we used a Bayesian multilevel multiple imputation for missing data model for the variables with a high proportion of missing values, which are EXPOST and project duration (Azur, Stuart, Frangakis, & Leaf, 2011) . For the other covariates (rwg, principal investigator's age) with a very low proportion of missing values, we used simple predictive mean matching (PMM) (Van Buuren, 2012, p. 68) . For each missing value, PMM creates a small set of suitable candidates from all complete cases that have predicted values close to the predicted value for the respective missing value. One candidate from this small set is randomly drawn, in order to replace the missing value. This procedure is repeated k-times.
According to the statistical model, two-way interactions of mean-centered variables (e.g., applicant's gender × EXANTE) were directly included as variables in the multiple imputation for missing data, except for the interactions "rwg × EXANTE" and "applicant's age × EXANTE" because of missing values in the basic variables. Instead, these interactions were incorporated as functions of the mean-centered basic variables to avoid implausible values that might emerge if the interactions were included as ordinary variables. This is called the "just another variable" procedure (Seaman, Bartlett, & White, 2012, p. 2) . At each iteration step the interactions are derived from the imputed variables.
The missing imputation procedures assume normally distributed values, which cannot hold for EXPOST or project duration. The distributions are negatively skewed, and the kurtosis is positive, that is, the tails of the distributions are heavier than for a normal distribution (Table 1) . Simulations studies showed that normal imputations are robust against violations of normality (Demirtas, Freels, & Yucel, 2008; Demirtas & Hedeker, 2008; Van Buuren, 2012, p. 66) . However, the two variables undergo a Box-Cox transformation before imputation to preserve the asymmetric form of the distribution of the EXPOST. Since regression models assume normally distributed residuals, a multilevel model was estimated with EXANTE as fixed effects. Based on the residuals the optimal λ-parameter of the Box-Cox transformation BC was estimated by maximum likelihood (Draper & Smith, 1998, p. 280f) 
The R package "mice" was favored for multiple imputation for missing data because it offers a multilevel multiple imputation for missing data algorithm (Van Buuren & Grootshuis-Outdhoorn, 2011; Yucel, 2011) . The R package was invoked from SAS 9.3 statistical software for data generation and analysis of the imputed data (Muenchen, 2011; SAS Institute, Cary, NC, 2011) . In particular, the missing data procedure "proc mianalyze" combined the results of the statistical analyses of imputations to produce valid statistical inferences. For the fixed effects the calculated degrees of freedom of the aggregated model were adjusted to avoid degrees of freedom that may be larger than those observed (SAS Institute, 2011, p. 4683) by using the complete degrees of freedom (df = N − (number of variables + 1)). As we did not know whether the degrees of freedom of variance components should be adjusted, we abstained from adjusting them. And as it turned out, adjusting or not adjusting had no real impact on the results of the statistical testing here.
The optimal parameter λ for the Box-Cox transformation was estimated using the SAS-procedure "proc transreg" (LaLonde, 2012) .
Implementation. In the first step of the multiple imputation for missing data, the optimal parameter λ for the Box-Cox transformation for normality was estimated. For the two variables EXPOST and project duration, the optimal λ was 2.0 with positive consequences for the range of the imputed data. The proportions of plausible values that were outside the limit of the scale (e.g., 1-100 for EXPOST) amounted only to 2.5% of the completed data for "EXPOST," and they amounted to 2.1% for "project duration." The out-of-scale values were replaced by the corresponding limits of the scale for each imputation, for instance, 100 for EXPOST values above 100.
In the second step, we checked whether the imputation algorithm converges (Van Buuren, 2012, p. 142) . Exemplarily, for a multilevel model with a random intercept and the EXANTE as fixed effect variable, the parameters of the statistical model were estimated for each imputation and iteration. For 10 randomly selected imputations out of a total of 100 imputations, the slope parameter of the EXANTE and the random intercept variance component were plotted against the iteration number (Figure 2 ). There is strong evidence of convergence, if the different streams were intermingled with one another without exhibiting any systematic trends (Van Buuren, 2012, p. 142) . The variance between streams should not be larger than the variance within each individual stream. As Figure 2 shows, the streams were intermingled, and there was no systematic trend, even for the most critical variance component parameter. Therefore, convergence of the algorithm can be established.
In the third step, the plausibility of the imputations was assessed by investigating distribution discrepancies between the observed and imputed data. Good imputations require that the imputed values have a distribution similar to the observed data. Probability density curves were estimated for the observed, the missing imputed, and the completed data (Figure 3) . The distributions of the observed and the completed data were similar in their asymmetric shape (negatively skewed). The fact that the mean values of the observed and imputed data differed strongly was not quite unexpected. Actually, grant proposals approved by the FWF should outperform proposals rejected by the FWF (with missing data) with respect to the final EXPOST. Whereas the skewness of the distribution of the EXPOST hardly changed after imputation (−1.1 to −1.2, Table 1), the kurtosis did (1.5 to 2.9, Table 1); it came close to the distribution of the EXANTE (kurtosis = 3.0, skewness = −1.4; Table 1), the most important information resource. In sum, the generated multiple imputation for missing data was a quite plausible solution for the data at hand.
To assess how the missing data contribute to the uncertainty of the parameters, which are aggregated across the 100 imputations, in the fourth step, two statistics were calculated for the multilevel model mentioned earlier (SAS Institute, 2011, p. 4682f): "fraction of missing information due to nonresponse" (FMI) and "relative efficiency" (RE). FMI is a measure of the proportion of variation attributable to missing data. If there is no variation in the parameters across the imputations, then the FMI amounts to zero. The higher the FMI value, the more the results of the multiple imputation depend on the choice of the multiple imputation algorithm. For the FWF data the FMI is quite high; it varied from .43 to .78 for the fixed effects parameter (slope, intercept) and about .80/.89 for the random intercept and residual variance component in the last model with all variables. The choice of the imputation model thus had a strong influence on the final results. This is not surprising considering the high proportions of missing values, but it does not prevent the conducting of statistical analyses based on imputed data. RE is a measure of using m imputations rather than using an infinite number of imputations for the fully efficient imputation (SAS Institute, 2011, p. 4684), and it varies from 0 (not efficient) to 1.0 (fully efficient). The RE values for all parameters exceeded .99. Eventually, with k = 100 imputations and m = 40 iterations, a fully efficient solution was generated.
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Statistical Analysis
Following Meade and Fetzer (2009, p. 750) , from the model presented in the Integrative Model of Validity, Fairness, and Reliability section, the following analysis strategy for testing the fairness of decisions of the FWF board was derived: In a first step, multiple regression is used to test whether there are differences in the EXANTE and the final decision of the FWF board with regard to a set of potential bias variables. In the second step, we test whether there are differences in the EXPOST with regard to the same set of bias variables. In the third step, interactions of the potential bias variables with the EXPOST are included stepwise in the regression equation (sequential regression). Ultimately, this strategy entails multilevel moderated multiple regression analyses, which are often used for examining test bias (Aguinis, Culpepper, & Pierce, 2010; Bartlett et al., 1978; Culpepper & Davenport, 2009; Lautenschlager & Mendoza, 1994) . Analyzing the bias variables individually in a simple regression instead of a multiple regression can lead to the omitted variable problem with biased estimates of the regression parameters (Sackett, Laczo, & Lippe, 2003 Oswald, Saad, & Sackett, 2000) : the lack of power of the test statistics due to the frequently used small samples, and the homogeneity assumption (the subgroup error variances should be homogeneous). Given large sample sizes, the power of the statistical models used is very high. The homogeneity assumption cannot be tested in the case of multiple regression with continuous and categorical predictors. The combination of the variables "year of funding decision" (11 years) and "scientific disciplines" (22 disciplines) results in k = 11*22= 242 groups with an average of 35 proposals (Mutz et al., 2012a) . In a multilevel model it is assumed that within the groups (j = 1 to k) the reviewers' assessments are more homogeneous than between the groups, which has consequences for the parameter estimation (Culpepper & Davenport, 2009; Mutz et al., 2012a ). The basic model (Equation [2] ) can be formulated and extended as follows (Hox, 2010; Snijders & Bosker, 2012 
where u0j is the random intercept component, u1j is the random slope, and σ 2 u0 and σ 2 u1 are the corresponding variance components for random intercept and random slope. The covariance parameter σu0u1 was assumed to be zero. In the case of statistical significance either for the slope or the intercept variance component the case of differential prediction happens.
The SAS procedure "proc mixed" was used to analyze the data with EXPOST or EXANTE as a continuous dependent variable (SAS Institute, 2011, p. 4718) and "proc glimmix" for the FWF board's funding decision as a categorical dependent variable. For the parameter estimation Maximum Likelihood (proc mixed) and Maximum Likelihood with adaptive numeric Gauss-Hermite quadrature with eight quadrature points (proc glimmix) was used (SAS Institute, 2011 , pp. 4735, 2831 . In the case of funding decision, y ji was replaced by a logit function (p/1-p). As a method for computing the denominator degrees of freedom (df) for the tests of fixed effects, we applied the residual method, where df = N -(number of variables+1). For six predictors and N = 8,496 proposals, the degrees of freedom amounted to 8,489. The bias variables except gender and funding decision were mean-centered (M = 0), so that the intercept b0 can be interpreted, for instance, as the average EXPOST for rejected proposals submitted by men (applicant's gender = 0, funding decision = 0).
Results
Validity
The validity of the EXANTE as a correlation with the EXPOST for the imputed data (N = 8,496 proposals) was moderate (r = .49) with a Fisher z-based 95% CI of [.45, .53] (Table 2) , whereas the validity for the raw data (N = 1,684) amounted only to .26 [.21, .30] . Therefore, the validity was strongly underestimated, if the raw data without multiple imputation for missing data were used. The validity of the FWF Board of Trustees' funding decision with respect to EXPOST amounted to .29 [.26, .32 ] and was rather low (partly due to the categorical nature of the variable). Only .29 2 = 8.4% of the variance of the EXPOST was explained by the funding decision. Regarding the EXPOST, the mean value for the rejected proposals was 73.4, whereas the mean value for the funded projects was 81.9. Thus, the raw mean differences between funded and rejected proposals amounted to 8.5 scale points [7.4, 9 .7] (t(168.2) = 14.29* p < .05). In contrast, the EXANTE and the FWF board's funding decision were relatively highly correlated with .64 [.62, .65] , that is, the funding decision depended strongly on the reviewers' overall ratings in the EXANTE. This means that the FWF board essentially followed the reviewers' recommendations.
To this point, the unreliability of the measurements was not taken into account. At least for the EXANTE, the (interrater) reliability could be estimated (Mutz et al., 2012b) . If one assumes the (interrater) reliability for the EXANTE to be perfect (ρxx = 1.0), the attenuation corrected validity for the imputed data will amount to ρTxY = .70 (Table 2 , last column), a relatively high value. Even the validity of the funding decision increases from .29 to .41. The attenuation corrected correlation between the EXANTE and the funding decision is near perfect (ρTxY = .90). Eventually, if reliability issues are not taken into account, the true validities are considerably underestimated.
Usually, the CIs of parameters shrink, if the sample size increases. In our case the width of the CI only slightly diminished, for instance, if the CIs of the same correlations of EXANTE and EXPOST were compared, either imputed or not (Table 2 ). The reason for this is that the higher sample size, which is accompanied by an increase in accuracy, goes at the expense of increasing inaccuracy according to the high proportion of missing values, which is accompanied by high variability of the imputed values between the 100 imputed data sets. There was also no real gain in sample size due to missing data imputation.
Potential Biases in EXANTE
Using multilevel analysis we examined whether bias variables affected the EXANTE and the funding decision (Table 3 ). The combination of "scientific discipline" and "year of funding decision" provided for the grouping variable or level-2 units. As within-group agreement (IRW), applicant's age, and project duration (IDUR) had missing values, here again we used the two-stage multiple imputation for missing data procedure.
Regarding the EXANTE, in the first step a null model M0 was estimated with a random intercept but without any covariates (Table 3 ). The random intercept variance component σ ε)) as a measure of homogeneity of ratings within groups was 0.08 [0.07, 0.11]. Therefore, for the EXANTE this was indeed evidence of the potential bias of "scientific discipline" and "year of funding decision": The groups resulting from the combination of "scientific discipline" × "year of the funding decision" differed systematically in the middle range of the ratings given Note. ρXY = raw validity coefficient, ρTxY = validity coefficient corrected for attenuation. Note. var = predictor variable, b = fixed model parameter, σ 2 u = variance components (intercept, slope), t = t-test value with varying degrees of freedom, R 2 L1 = explained variance on level 1, BIC = Schwarz-Bayes information criterion, INT = intercept, IRW = rwg, SEX = applicant's gender, IAGE= applicant's age, GA = number of reviewers (EXANTE), GSM = requested grant sum, IDUR = project duration, EXA = EXANTE. * p < .05 (H0: parameter = 0) + = z-test (complete data).
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JOURNAL In the second step, the null model was extended by the bias variables (M1). The Schwarz-Bayes information criterion (BIC) for model comparison dropped from 66,630 (null model) to 62,201 (model with covariates). The lower the BIC, the better the model fit. Regarding the fixedeffects model part of M1, all parameters except "requested grant sum" were statistically significant given the null hypothesis that the parameters would be zero in the population. The higher the within-group agreement of the reviewers (rwg) of a proposal, the higher the applicant's age and the number of reviewers of the EXANTE, the higher the reviewers' overall ratings of that proposal were on the average. Additionally, there was a small gender effect. Female applicants were rated 0.67 points lower than male applicants on average on a 0-100 scale, if all other variables were on the average. Comparable results were found for the data, disaggregated for reviewers' individual ratings (Mutz et al., 2012a, p. 125) .
By comparison, if the rwg of a proposal increased about 0.20 from the average of .59 (Table 1) , the overall EXANTE rating would increase by about 0.20*17.77 = 3.6 scale points, if all other variables were on the average. If one more reviewer than the average of 2.8 reviewers rated a proposal, the EXANTE rating would increase by 2.4 scale points. Last but not least, if a project took 1 year longer than the average project duration of 39 months, then the EXANTE rating would go 3 scale points up (=12*0.25). To sum up, significant proposals in terms of long project duration and high number of reviewers, and proposals with high agreement among the reviewers received higher ratings than less important projects with less agreement among reviewers. Research proposals submitted by women were rated slightly lower than proposals submitted by men.
With the random-effects model part of M1 we tested whether the groups "scientific discipline" × "year of funding decision" vary systematically in their ratings (intercept variance component). In comparison to the null model (M0) there is still a potential bias of "scientific disciplines" × "year of funding decision" in the overall ratings of the EXANTE (σ 2 u = 8.12). Overall, 41% of the variance on level 1 "proposals" (R 2 L1 = .41) and 38% of the variance on level 2 "scientific discipline" × "year of funding decision" (R 2 L2 = (13.0-8.12)/ 13.0=.38) were explained by the bias variables (not reported in Table 3 ).
Potential Biases in the Funding Decision
Regarding the funding decision, multilevel logistic regression revealed the following results (Table 3 ): The null model M0 using the complete data showed a statistically significant random intercept variance component (σ the groups of the combination of "scientific discipline" × "year of funding decision" differ in their mean approval probability. A three-level model with "scientific discipline" as the third level showed that all the variability between the groups was due to "scientific discipline" (∼100%); "year of funding decision" is irrelevant.
If the reviewers' EXANTE rating was included in the model both as fixed and random effects (M 1), 95% (RL1) of the residual variance was explained by the EXANTE (fixed effect). We used a procedure by Bauer (2009) to calculate the proportion of explained variance in multilevel logistic regression. Model M1 strongly improved as compared to the null model. The BIC decreased sharply from 11,422 (M0) to 5,184 (M1). If, for example, reviewers in EXANTE rated a research proposal 5 scale points higher than the average of 81 scale points (Table 1) , then the probability of the proposal being approved increased from .46 to 0.62 (= exp(−1.6 + 0.42*5)/(1 + exp(−1.6 + 0.42*5)). Both the random intercept variance component and the random slope parameter of the EXANTE were statistically significant: Even when the EXANTE was included in the model, there was still remaining variability in the approval probability across the groups (random intercept). Further, it was found that the EXANTE had different predictive validity (random slope) with respect to the funding decision across "scientific discipline" × "year of funding decision." Around the average slope of .42 the random slopes vary across the groups within the 95% CI of [0.42±1.96*√ σ These results did not change when the bias variables were included in the model (M2). Model M2 improved slightly in BIC from 5,184 (M1) to 5,119. The bias variables rwg (IRW) and number of reviewers (GA) had a statistically significant positive effect on the approval probability, whereas applicant's age and requested grant sum (GSM) had a statistically significant negative effect on approval probability. Thus, rwg, applicant's age, number of reviewers (EXANTE), requested grant sum, scientific discipline, and year of funding decision were potential bias variables for the FWF Board's funding decision.
Bias in the FWF's Decision-Making Procedure
In the first step it was tested whether the EXANTE showed any differential prediction on the EXPOST across the grouping variable ("scientific discipline" × "year of funding decision") and the funding decision of the FWF Board of Trustees, respectively. A sequential strategy was chosen. Successively covariates and their interactions were included in a null model (M0) to generate more complex models M1, M2, and M3 (Table 4 ).
The null model (random-intercept model) showed a statistically significant intercept variance component of σ 72.2, 82.4] with respect to the group means. If EXANTE (EXA) was added to the model (M2), the intercept variance component σ 2 u0 = 1.84 was no longer statistically significant; however, the slope variance component of EXANTE became statistically significant (σ 2 u1 = 0.02). In the case of a statistically significant slope variance component, only the explained variance of the residuals can be meaningfully interpreted (Hox, 2010, p. 70) . About 24% of the residual variance (Level 1) could be explained by the EXANTE (R 2 L1 = .24). The model strongly improved from BIC = 69,640 (M0) to BIC = 67,303 (M1). Eventually, if the EXANTE is considered a variable in the model, the intercept differences between the groups ("scientific discipline" × "year of funding decision") completely vanish. This is actually an example of Case IV (see Figure 1 ) of our integrated model: The different rating levels of the groups in the EXPOST reflect more or less the different rating levels in the EXANTE. However, this kind of classification is not quite correct due to a statistically significant slope variance component. The slopes or the corresponding validity coefficients vary across the groups, which reflect not only potential biases but also real biases in the decision-making procedure at the FWF (Case VI in Figure 1) . Also, different interrater reliabilities across scientific disciplines might provoke these slope differences.
Next, the funding decision was included in the model to test for the incremental validity of the funding decision over and above the EXANTE. The model improved only slightly in BIC from 67,303 (M1) to 67,299 (M2) without any changes in the amount of explained variance (R 2 L1). The slope parameter of the funding decision was statistically significant and amounted to −1.09, that is, the approved proposals and funded projects performed about 1 scale point lower on the EXPOST than the rejected proposals on average if the EXANTE was held constant. In sum, there was an added-value of the funding decision in comparison to TABLE 4. Parameter estimation of sequential multilevel regression models from reviewers' overall rating of the project performance (EXPOST) on a set of predictors (N = 8,496 = explained variance on level 1, BIC = Schwarz-Bayes information criterion, INT = intercept, IRW = rwg, SEX = applicant's gender, IAGE = applicant's age, GA = number of reviewers (EXANTE), GSM = requested grant sum, IDUR = project duration, EXA = EXANTE, DEC = funding decision. * p < .05 (H0: parameter = 0). the EXANTE; this effect was quite low, however. The interaction between EXANTE and funding decision (M3) did not contribute anything. The BIC worsened from model M2 to M3. The predictive validity of the EXANTE did not differ between approved and rejected proposals. It must be noted that interactions with the funding decision might be underestimated, since these interactions were not included in the multiple imputation for missing data model.
In the second step, the impact of the bias variables on the EXPOST was tested with a sequential strategy (M4, M5, M6; Tables 4, 5) . By including the bias variables in the null model (M0) the model significantly improved in BIC from 69.640 (M0) to 68,883 (M1). The bias variables explained 9% of the residual variance (R 2 L1 = .09) and 17% of the intercept variance component (R 2 L1 = .17). Similar to the results for the EXANTE, the within-group agreement of a proposal (IRW), the number of reviewers (GA), and the project duration were statistically significant. The higher the within-group agreement in the EXANTE, the higher the number of reviewers and the higher the project duration, the higher the EXPOST rating of the project performance. For instance, if the within-group agreement coefficient increased by 0.1, the EXPOST would increase by about 1 scale point (=9.48*0.1 = 0.95∼1 scale point). By including the funding decision, the model further improved (BICM1 = 68,883, BICM5 = 68,641). The bias variables explained 12% of the residual variance (R 2 L1 = .09) and 25% of the intercept variance component. The factors "funding decision," the interaction "number of reviewers" × "funding decision" and "project duration" × "funding decision" were statistically significant.
Given the results of the last model (M6 , Table 5 ), in which the EXANTE (with random slope) and the interactions with all bias variables were included in the model, a more detailed description of the results of M5 is not necessary. M6 can be seen as an extension of M3 with the bias variables and their interactions with EXANTE and funding decision. As compared to M5, M6 did improve clearly (BICM5 = 68,641, BICM6 = 67,358), but it worsened as compared to M3 (BICM3 = 67,303). Beyond the certain parameters for the EXANTE (intercept, slope, slope variance component), no more parameters remained statistically significant. Eventually, the EXANTE comprised all potential bias influences. This is called the omitted variable problem (Linn & Werts, 1971; Sackett et al., 2003) : ". . .if a variable that is related to the criterion variable and that is correlated with a measured predictor variable is omitted, the regression coefficient for the measured predictor variable can be biased" (Sackett et al., 2003 (Sackett et al., , p. 1047 ). If we consider the slope variance component, this empirical result would be Case IV in Figure  1 . In Case IV there are differences in the EXPOST, but they can be explained completely by the EXANTE and its determinants as within-group agreement. Thus, proposals with higher within-group agreement (rwg) had better EXANTE TABLE 5. Parameter estimation of a sequential multilevel regression from reviewers' overall rating of the project performance (EXPOST) on a set of predictors (N = 8,496 than proposals with lower rwg, but proposals with higher rwg also had higher project performance; in other words, higher ratings in the EXPOST.
However, an important result that this model showed via the statistically significant slope variance component were the different validities of the different groups ("scientific discipline" × "year of funding decision" (Case VI in Figure  1 ). This finding is a real bias and cannot be due to different interrater reliabilities, since the rwg variable and its interactions were included in the model and were not statistically significant. To illustrate the differences in the predictive validity with respect to the scientific disciplines, the random-effect and fixed-effect parameters of model M1 (Table 4) without covariates were taken in order to obtain for each of the 242 group established by the combination of "scientific discipline" × "year of funding decision" intercepts and slopes for the group specific validity curves (Figure 4) . The model M1 was preferred for the reason that the other models did not show any significant improvement over and above model M1. Whereas the validity for "history" in the year 2009, for instance, was higher than the overall average of 0.58 with a steeper slope (b = .65), the validity of "physics, astronomy, and mechanics" in the year 2002 was below the average with a flatter slope (b = .49). As shown in Figure 4 , the differences between the two disciplines amounts to 4 points for an EXANTE grade point average of 95. Strong systematical trends (e.g., decrease over time, consistent high values for one scientific discipline) were not observed.
Discussion
For a research funding organization, it is essential to always ensure that the best research proposals with the highest possible expected research performance are selected for funding (validity) and that any influence of bias variables in the decision-making process that have nothing to do with the quality of a proposal or the expected output of a research project can be excluded (fairness).
In this study, we defined the validity of the EXANTE of a research proposal or the funding decision as predictive validity-as a correlation between the EXANTE or funding decision and EXPOST. Whereas the evidence of influences of the bias variables on the EXANTE of proposals and funding decision indicates potential bias, it is not possible without doubt to conclude that there exists a real bias without reference to a criterion of actual project performance. For instance, the EXANTE proposals submitted by older principal investigators can receive higher ratings than proposals submitted by younger principal investigators. But when research projects conducted by older principal investigators also have better outcomes than those of younger principal investigators' projects, we cannot speak of a real bias. Necessary but not sufficient conditions for a real bias are different predictions for different groups (e.g., men and women) or for different values of the bias variables (e.g., requested grant sum), which is also called "differential prediction." The predictive validity of EXANTE was different for "scientific discipline" × "years of funding decision," whereas the differences between years can be neglected. This is an important finding for the FWF, since this is a real bias, a violation of fairness in the sense of a differential prediction (see Case VI in Figure 1 ), which cannot be explained by differences in the interrater reliability of scientific disciplines (Mutz et al., 2012a) .
In this study, based on multilevel multiple imputation for missing data, we imputed plausible values for the missing EXPOST of project performance of proposals not approved for funding by the FWF, to determine validity and fairness for the entire data range and to increase the power of the statistical tests. We started out from the MAR assumptions that (a) given the funding decision and the year of funding decision the missing values are purely random, and (b) the funding decision of FWF board as a missing value indicator is clearly based on the EXANTE of the proposals, as the analysis showed. With a validity coefficient for the imputed data of .49, our findings on validity indicate that FWF's decision-making procedures are indeed capable of selecting the best research proposals for funding. Furthermore, there is an added-value of the funding decision over and above the EXANTE; however, this effect is quite low, by about −1 scale point for the approved in contrast to the rejected proposals (incremental validity).
Our analyses and their results also have limitations: (a) Generalizability: The results reflect more or less the situation and conditions in a single research funding organization, which may not be comparable to the situation in other research funding organizations. (b) Statistical power: The expectation with missing-value imputation is that higher power of the statistical test can be achieved due to the larger sample size. The power of a statistical test is the probability   FIG. 4 . Differential predictive validity: Regression line for each of the 242 groups established by the combination of "scientific discipline" and "year of funding decision". For an EXANTE of 95 grade points, for instance, the corresponding EXPOST for "physics, astronomy, and mechanics" in the year 2002 amounts to 86, that is, 4 points less than for "history" in the year 2009. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] that the test will reject the null hypothesis, if it is actually false in the population. In our case the larger sample size and thus the higher power is completely absorbed by higher uncertainty in the parameter estimation due to multiple imputation for missing data. As a consequence, standard errors of parameters based on the imputed data are as high comparably as the standard errors of the complete data. As an example, this was shown in this study for the standard error of validity. In this connection, however, it should also be considered that the sample size of the complete data (N = 1,689) is already sufficient to ensure power of the statistical tests. And indeed, the statistical tests also demonstrate statistical significances of small main and interaction effects. (c) Multiple imputation for missing data: Due to a high fraction of missing information (FMI values>.80 for EXPOST), the results also depend very strongly on the chosen missing value imputation strategy (which is why we described it in detail in this paper). A further limitation of this study is that the funding decisions and their interactions with other variables could not be taken up in the multiple imputation for missing data, as the funding decision itself is the missing data variable. EXPOSTs are available only for the research proposals approved for funding. This limitation leads in this study to underestimation of the effects of these interactions. (d) Method effect: The FWF uses the same method for the EXANTE and the EXPOST: the peer-review method. In addition, one reviewer from the EXANTE also conducts the EXPOST. Both of these can lead to similar EXANTE and EXPOST results due to traits of the reviewers (e.g., judgment disposition, consistency effects). This could in fact explain the high correlation between EXANTE and EXPOST. One way out of this limitation could be to conduct the EXPOST through other performance measures, such as bibliometrics. But there would be disadvantages with choosing other measures as well: Through the choice of the same method (peer review) and not different methods (peer review EXANTE, and bibliometrics EXPOST) it is ensured that the same construct is measured at each timepoint. Also, bibliometrics capture only a part-aspect of project performance (output and citation impact); with peer review, many different aspects are usually assessed (such as the importance and correctness of the research). This would reduce the correlation between EXANTE and EXPOST.
Despite these limitations, the following FWF-specific and general recommendations can be stated:
1. Although the validity of the decision-making process, especially the EXANTE peer-review system, is satisfactory, it would be desirable to increase the number of EXPOST reviewers to improve the validity corrected for attenuation. Moreover, the EXPOST reviewers should be chosen who did not participate in the EXANTE, to reduce the trait effects. 2. In view of the low incremental validity of the final approval decision compared to the EXANTE and the definite dependency of the final decision on the EXANTE, the question arises as to whether the workload of the FWF Board of Trustees could be lightened by having the board deal only with research grant proposals that-based on the peer reviews-cannot be easily approved or rejected for funding. 3. As the EXANTE for various combinations of "scientific discipline" × "year of funding decision" shows different predictive validity but the EXANTE very strongly determines the final funding decision, the management at FWF should consider making the funding decisions each year on grant applications grouped according to scientific discipline instead of making the decisions on all applications from all scientific disciplines at one meeting. 4. Solid answers to questions concerning validity and fairness can only be found if there are measurable criteria of project success or project outcome and also if the criteria for both approved proposals/funded projects and rejected grant proposals are recorded. If only data on approved proposals are available, the true validity-as we have shown-is definitely underestimated. This is due to the fact that not the entire range of values (EXANTE) is included in the analysis. For one, the necessary data could be obtained by researching the fate of rejected but funded elsewhere projects. This is usually very difficult, however. For another, it is possible to answer questions concerning validity and fairness by statistical means, through the missing-imputation (but quite complicated) approach proposed here. But it would also be possible to combine the two methods, so as to increase the accuracy of multiple imputation for missing data overall. 5. Reliability, validity, and fairness are very closely connected and should therefore be examined together as far as possible. For instance, (interrater) reliability has a direct effect on validity. As the analyses showed, the existence of potential biases does not necessarily mean that the fairness of a decision-making process must be directly called into question. 6. Given that "fairness" is a strongly value-laden concept that comprises more than judgment biases, we propose that peer-review research should always distinguish between potential bias and real bias (Lee et al., 2013) .
For future studies on grant peer review, we recommend empirical investigation of connections between peer ratings, funding decision, and other objective criteria for project success, such as bibliometric data. This approach can be applied in principle to all kinds of peer review-based decision procedures, if any ex-post performance evaluation is available.
