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1. INTRODUCTION
Interest in singularly perturbed delay and functional differential equa-
tions stems from both the analytical mathematics that emerges and from
realistic applications where both delays and perturbations play a role. The
discussion in the next section examines possible appearances of singular
perturbations in the presence of delays. In particular, we point out the
distinction between the case where the delay in the fast dynamics is in the
slow scale and the case where the delay occurs in the fast scale. The paper
concentrates on the latter case. In fact, in such a case the semi-group
approach (see, e.g., Hale [15]) is very effective, and a theory analogous to
the one available for ordinary differential equations can be developed. We
do that in the rest of the paper, exploiting, however, the special structure
of delayed and retarded functional differential equations. Here the
oscillatory phenomena and the existence of periodic trajectories generated
by the delay (see, e.g., Diekmann et al. [10]) make it appealing to develop
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the theory along the lines which allow non-trivial dynamics as the limit of
the fast flow (see Artstein and Vigodner [3]). In particular, we find it
useful to describe the limit of the solution funnel as a probability measure-
valued map generated by invariant measures of the fast flow. The convergence
of an ordinary solution to the measure-valued solution is the narrow
convergence. The abundance of examples of delay systems which exhibit
oscillatory and periodic behavior make such a theory applicable, as we
demonstrate by referring to cases analyzed in the literature.
The paper is organized as follows. In Section 2 we set the notations and
framework and discuss possible singular perturbation models of delay and
retarded functional differential equations. References to the literature are
given in this section, singling out examples where the delay in the fast
dynamics is of fixed length in the fast scale. In Section 3 we set the scene
for the main result by stating the assumptions, establishing some preliminary
results on the differential equations, and then recalling the notion of an
invariant measure and the convergence of the trajectories to such a measure.
In Section 4 we state and prove the main convergence result, utilizing the
notion of narrow convergence to a probability measure-valued map. In the
closing section we offer some comments and examine some concrete examples.
2. DISCUSSION
Following the notations in Hale [15], we assume that r>0 is a fixed
real number and for a continuous Rn-valued function x( } ) we denote by the
subscript t the Rn-valued retardation of the function, normalized to the
time interval [&r, 0], namely
xt(%)=x(t+%), (2.1)
with % # [&r, 0]. Thus, for a fixed t the function xt is an element of the
space C([&r, 0], Rn) of continuous functions from [&r, 0] into Rn, and
as a function of t the dynamics xt is from the real line into the space
C([&r, 0], Rn). The retarded functional differential equations that we
consider in this paper are of the form
dx
dt
= f (t, xt) (2.2)
defined on a finite interval, say [0, T], with initial value, when given, deter-
mined by a prescribed function x0 # C([&r, 0], Rn). The solution to (2.2)
is a function x(s): [&r, T]  Rn ; a prime tool for us is the solution retar-
dation (or history), namely, the function xt : [0, T]  C([&r, 0], Rn).
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A general model of singular perturbations in ordinary differential equa-
tions is the LevinsonTichonov model, which involves coupled slow and
fast motions. It can be presented as
dx
dt
=f (t, x, y)
(2.3)
=
dy
dt
=g(t, x, y)
with, say, x # Rn and y # Rm, and with t # [0, T]. The initial value problem
is then determined by the initial conditions x(0) # Rn and y(0) # Rm. The
solution to (2.3) depends on the parameter =. The variables x and y are
referred to as the slow state and the fast state, respectively. The form (2.3)
covers a variety of examples, including the case where the slow dynamics
is not present. See O’Malley [29] for the general singular perturbation
theory, and in particular the LevinsonTichonov model. We are interested
in the limit behavior, as the small parameter =  0, of solutions of (2.3) on
[0, T]. The standard approach examines conditions which guarantee that
the solutions of (2.3) converge, as =  0, to the solution of the algebraic-dif-
ferential system obtained when in (2.3) the value of the parameter is ==0;
see [29]. More recent results (see [13]), which are relevant to the
developments in this paper, examine the case where inserting ==0 may not
portray the limit of the solutions of (2.3) as =  0.
A possible generalization of (2.3) to the delay functional differential
equations case is the system
dx
dt
=f (t, xt , yt)
(2.4)
=
dy
dt
=g(t, xt , yt)
again with x # Rn, y # Rm, and t # [0, T]. The initial value problem is now
determined by prescribed conditions x0 # C([&r, 0], Rn) and y0 #
C([&r, 0], Rm). One is interested, again, in the limit of solutions as =  0.
The general form (2.4) and many particular cases of it were examined
extensively. Many important and interesting phenomena were discovered.
It is impossible to provide an exhaustive and fair review here, so we
provide only a few references. Cooke [8] and Cooke and Meyer [9]
investigated the analog of the LevinsonTichonov theory in pure delay
equations, namely, they provided conditions which guarantee that inserting
==0 in (2.4) yields the limit of solutions as =  0. Hale and Magalha~ es
[17] and Magalha~ es [24] studied boundary layers and convergence to the
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invariant manifold of singularly perturbed functional differential equations.
Lange and Miura [1821] studied layer phenomena for the boundary
problem of systems generated by a second-order linear equation. In some
cases the algebraic-differential systems generated by ==0 fail to provide
the full limit picture. Such cases were analyzed by Mallet-Parrett and
Nussbaum [25, 26], where phase separation-like effects were discovered. A
general theory of limit behavior is offered in Paraskevopoulos [30]. Within
a control framework, Slavov [33] analyzed the attainable set of singularly
perturbed linear delay equations. Donchev and Slavov [1113] examined
the limit behavior of the analog of (2.4) of singularly perturbed differential
inclusions. Generation of periodic solutions and period doubling for par-
ticular cases of (2.4) are offered in the papers by Chow and Huang [7] and
Hale and Huang [16].
Another generalization of the form (2.3) to the delay differential equation
framework is possible, and in fact is encountered in applications. This is the
case where the delay functions of the slow and the fast dynamics are con-
sidered in the slow and the fast time scales respectively. To this end we
introduce the following notation.
Notation 2.1. For a continuous function y( } ) from the real line into Rm,
and for =>0 and t fixed, we denote by yt, = the function in C([&r, 0], Rm)
given by
yt, =(%)= y(t+=%) (2.5)
(namely, the function yt, = is obtained from the function y( } ) on the interval
[t&=r, t] of length =r by rescaling the interval to length r and then nor-
malizing it to [&r, 0]). In particular, for ==1 we have yt, 1= yt .
The above-mentioned generalization of (2.3) is then
dx
dt
= f (t, xt , yt, =),
(2.6)
=
dy
dt
= g(t, xt , yt, =)
with initial conditions, when given, of the form x0 and y0, = .
It is the form (2.6) which we are concerned with in the present paper. To
appreciate the subtlety that the small delay may introduce, consider the
following two equations, both for y scalar.
=
dy
dt
=&y(t) (2.7)
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and
=
dy
dt
=&y \t&= ?2+ . (2.8)
The solutions of (2.7) converge, as t  , to the stationary point y=0.
Therefore, except possibly for a boundary layer near t=0, the solutions of
(2.7) converge, as =  0, to the stationary function y(t)=0. In particular,
the limit behavior, as =  0, of solutions of (2.7), is captured by the
algebraic equation 0=&y(t). This procedure does not apply to the equa-
tion (2.8), namely, setting ==0 in (2.8) would not capture the limit
behavior, as =  0, of the solutions. Indeed, cos(t=) solves (2.8), while its
limit as =  0 is not a stationary point.
We now display a few examples where singularly perturbed systems, with
delays of the order of the small parameter, were analyzed in the literature.
Halanay [14, Section 4.17] considered the linear case of the form
=
dy
dt
=A(t) y(t)+B(t) y(t&=r), (2.9)
and developed an estimate for the convergence of the fundamental matrix
solution to zero. The system (2.9) is a particular case of (2.6), in the
absence of the slow dynamics.
A case which does not fall exactly into the category (2.6), which
nevertheless has delay of the order of the small parameter, is the sunflower
equation
=
d 2x
dt
(t)+a
dx
dt
(t)+b sin x(t&=)= f (t). (2.10)
An analysis of this equation, which establishes the existence of periodic
solutions and boundedness for small =, is available in Somolinos [34] and
in Casal and Somolinos [6], while a uniform expansion around ==0 is
provided in Pen~ e [31].
Lange and Miura [22, 23] (in consequence of their studies mentioned
earlier) study singularly perturbed equations with delays of the order of the
small parameter. One of the equations studied in [22] is of the form
=
d 2x
dt2
(t)+a(t)
dx
dt
(t&$(=))+b(t) x(t)= f (t). (2.11)
This equation is related to a generation of the action potential in models
of neurons. Employing expansion techniques, Lange and Miura show,
among other findings, that the boundary layer limit behavior (as =  0) of
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solutions of a boundary value problem involving (2.11) may exhibit oscilla-
tions that may extend beyond the layer region. We analyze (see Example
5.1) the initial value analog of (2.11). Our findings indicate a possible
oscillatory limit behavior of the function’s derivative. We show that such
oscillations are bound to occur in some nonlinear models.
3. PRELIMINARIES
In this section we set the technical framework and notions and establish
some preliminary results needed in the following. A general reference for
retarded functional differential equations is Hale [15].
As in the preceding discussion let r>0 be fixed and denote by Cn the
space Cn([&r, 0], Rn) of continuous functions from [&r, 0] into the
Euclidean space Rn. The space Cn is taken with the sup norm. The sup
norm of an element , in Cn is denoted by &,&, while the norm of an element
x in Rn is denoted by |x|. The differential equations will be considered on
the time interval [0, T]. The system we analyze is the one given in (2.6).
Assumption 3.1. The functions
f (t, ,, ): [0, T]_Cn_Cm  Rn (3.1)
and
g(t, ,, ): [0, T]_Cn_Cm  Rm (3.2)
are both completely continuous (namely, they map bounded sets into
bounded sets) and their restrictions to a compact subset of [0, T]_Cn_
Cm are Lipschitz.
The preceding assumption is needed to guarantee the following result.
Proposition 3.2. Under Assumption 3.1, for given initial conditions x0
and y0, = , the solution of (2.6) exists and is unique on an interval [0, {) for
some {>0.
Proof. See Hale [15, Theorems 2.1 and 2.3].
We need an assumption that guarantees that the solutions of (2.6) exist
on [0, T] and stay uniformly bounded, as follows.
Assumption 3.3. For every b>0 there exists a bound B such that if the
initial conditions x0 and y0, = in (2.6) satisfy &x0&b and &y0, =&b, then
the solution to (2.6) exists on [0, T] and satisfies |x(t)|B and | y(t)|B,
regardless of the value of =.
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It is possible of course to derive the boundedness assumption from basic
assumptions placed on the right-hand side of (2.6). To this end one can
employ the Liapunov functional, or Razumikhin-type theorems, as
demonstrated in Hale [15, Chapter 5]; see also Diekmann et al. [10].
Recently, Donchev and Slavov [11] derived the boundedness from a one-
sided negative Lipschitz condition for large values of the state. Since it is
only the boundedness which concerns us, we assume it directly.
Notations 3.4. Let a pair x0=, and y0, =  of initial conditions be
given and be independent of =. Denote by (x(t), y(t))= the solution of (2.6),
which by Assumption 3.3 is defined on [0, T]. For each { # [0, T] we
identify the set
A({)=[(,, )=lim(x{k , y{k , =k )=k : =k  0, {k  {]. (3.3)
It is clear that the set [({, ,, ): { # [0, T], (,, ) # A({)] is compact.
We now fix the time { # [0, T] and a parameter , # Cn and consider the
equation
dy
ds
= g({, ,, ys), y0=. (3.4)
Equation (3.4) is autonomous; we consider it on [0, ). (Note that (3.4)
is derived from the fast equation in (2.6) by changing the time variable and
by freezing the slow time { and the slow state ,.)
Proposition 3.5. Let {<T. If the fixed parameter , and the initial
condition y0= in (3.4) satisfy (,, ) # A({), then there is a unique solution
y( } ) of (3.4) which exists on [0, ) with | y(s)| being bounded on [0, )
with a bound independent of ({, ,, ).
Proof. Local existence and uniqueness follows from Assumption 3.1
(see Proposition 3.2). As before, x( } )= and y( } )= denote the solution of (2.6)
for a given =. Consider the second equation of the system (2.6), but under
the change of time scale t&{==s, namely
dy
ds
= g({+=s, x{+=s , ys). (3.5)
Let (,, ) be the limit of (x{k , y{k , =k )=k as described in the definition (3.3)
of A({). By Assumption 3.3 it follows that the corresponding retardation of
the solutions, namely (xt , yt, =k )=k , is defined on [{k , T]. This means that
for any fixed S>0, if k is large enough, and with the change of scale
t&{k==k s , the solutions are defined on [0, S]. For S fixed, the change of
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the slow state xt on the interval [{, {+=kS] is small, if k is large. Hence
a standard continuous dependence result, as in Hale [15, Theorem 2.2],
implies that the corresponding solutions (xt , yt, =k )=k of (3.5) converge to the
solution of (3.4) which satisfies y0=. Since S is arbitrarily large and since
Assumption 3.3 implies that the solutions ( ys)=k are uniformly bounded, the
existence claim and the boundedness claim follow. This completes the
proof.
Consider again (3.4) with an initial condition y0= such that
(,, ) # A({). Let y(s)({, ,, ) be the solution on [0, ) guaranteed by
Proposition 3.5, and let ys({, ,, ) be its delay history; in particular,
ys({, ,, ): [0, )  Cm. (3.6)
As is customary in the semi-group approach to retarded functional differen-
tial equations (see [10, 15]), we find it useful to consider dynamical
characteristics of the trajectory given in (3.6).
Notation 3.6. Denote by L({, ,) the prolongation limit set of the equa-
tion (3.4) relative to A( } ), namely, L({, ,) is the collection of all elements
 # Cm which are limits of sequences ysj ({j , ,j ,  j) with {j  {, , j  ,,
sj  , and (,j , j) # A({j). It is easy to see, in view of Proposition 3.5,
that L({, ,) is a compact set.
Note that the set L({, ,) contains in particular the |-limit set |({, ,, )
of a trajectory of (3.4) with initial condition , but in general the prolonga-
tion limit set is larger.
Proposition 3.7. For every initial condition  of (3.4) which satisfies
 # L({, ,) there exists a unique solution y( } ) of (3.4) which exists on [0, ).
For this solution the norm | y(s)| is bounded on [0, ) with a bound inde-
pendent of ({, ,, ). Furthermore, the associated retardation function ys is in
L({, ,) for all s>0.
Proof. The claims follow directly from the definition of L({, ,),
Proposition 3.4, and a simple continuous dependence argument.
The preceding result implies in particular that if ys(\) is the retardation
of the solution y(s) of (3.4) with initial condition y0=\, then for each fixed
_>0 the following holds:
y_(\): L({, ,)  L({, ,). (3.7)
Observe that y0(\)=\. When needed, we write y_({, ,, \) for the mapping
(3.7) to emphasize the dependence on the data in (3.4).
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A probability measure + supported on L({, ,) is called invariant with
respect to the equation (3.4) if it is invariant with respect to the mapping
ys({, ,, } ) for all s>0, namely,
+(C)=+[\ # L({, ,) : ys({, ,, \) # C] (3.8)
for every measurable CL({, ,).
The following notation for the distribution of a function, say q( } ), from
a time interval into a topological space, say Q, will be useful.
Notation 3.8. Let q(s): R  Q be measurable. Denote by D(q(s), [:, ;])
the distribution of the restriction of the function q( } ) to the interval [:, ;],
namely, D(q(s), [:, ;]) is a probability measure on Q given by
D(q(s), [:, ;])(C)=
1
;&:
*[s # [:, ;] : q(s) # C], (3.9)
with * being the Lebesgue measure on the real line. Denote by P(Q) the
family of probability measures on the space Q. On P(Q), we consider the
weak convergence of measures, namely, +k  + if
|
Q
#(q) d+k  |
Q
#(q) d+ (3.10)
for every #: Q  R which is bounded and continuous. See Billingsley [5].
We need a metric, say w( } , } ), for the weak convergence, which in the case
Q is compact (as is the case in all of the applications that follow) can be
represented as
w(+, &)= :

i=1
2&i }|Q #i (q) d+&|Q #i (q) d& } , (3.11)
where #i is a dense sequence in the unit ball of the space of continuous
functions from Q to R.
We use the preceding notions primarily with the functions y(s) which
solve (3.4) and with their retardation functions ys as given in (3.6). The
weak convergence will therefore be in P(Rm) or in P(Cm). The latter is the
subject of the following result.
Proposition 3.9. Let { # [0, T ) and , # Cm. Let {j  { and ,j  ,, and
suppose that D(( ys) j , [0, s j]) converges weakly, say to +, where ( ys) j=
ys({j , , j , \j) with \j # L({j , ,j) and sj  . Then + is an invariant measure
of (3.4) supported on L({, ,).
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Proof. The definition of L({, ,) implies that ( y_j ) j converges to L({, ,)
if _j  . This implies in particular that the measure + is supported on
L({, ,). The invariance of + with respect to the equation (3.4) can now
follow along the same lines as in the ordinary differential equations case
(see, e.g., Nemytskii and Stepanov [27, p. 497] or compare with Artstein
and Vigodner [3, Lemma 3.1]), but care should be taken since the solution
mapping (3.7) may not be invertible. The following is an outline of a
proof.
We consider + as a probability measure on the union of L({, ,) and the
trajectories [( ys) j : 0s<] and their point-wise limit. Denote this union
by X. The set X is then a compact space which is positively invariant with
respect to the equation (3.4). In particular, the mapping (3.7) is defined
and continuous on X and with values in X. It is clearly enough to verify
that (3.8) holds with an inequality, say
+(C)+[\ # L({, ,) : ys(\) # C], (3.12)
for every measurable C # X. Since X is a complete separable metric space,
it follows that +(C) is the supremum of +(K) with KC compact; hence
it is enough to verify (3.12) for C compact. So let C be a compact subset
in L({, ,) and let C$ be the closed $ neighborhood of C in X. Then C is
the intersection of all C$ for $>0, and in particular +(C) is the limit of
+(C$) as $  0. The continuity of the map ys( } ) and the compactness of X
imply that y&1s (C) is the intersection of y
&1
s (C$), hence +( y
&1
s (C)) is the
limit of +( y&1s (C$)) as $  0 (here, as is customary, y
&1
s (A)=[\ # X :
ys(\) # A]). For almost every $ the boundary of C$ in X, denoted C$ , has
+-measure zero. Choose such a $. The weak convergence of D(( ys)j , [0, _j])
to + implies (see [5, Theorem 2.1(v)]) that D(( ys) j , [0, _ j])(C$) converges
as j   to +(C$). On the other hand, it is clear that
D(( ys) j , [0, _j ])(C$)D(( ys) j , [0, _j])( y&1s (C$))&
s
_ j
. (3.13)
The weak convergence together with (3.13) implies that +( y&1s (C$))
+(C$) (see, e.g., [5, Theorem 2.1(iii)]). Since $ for which +(C$)=0 can be
chosen arbitrarily small, the inequality (3.12) is verified. This completes the
proof.
Notation 3.10. We denote the ensemble of probability measures sup-
ported on L({, ,) and which are invariant with respect to the equation
(3.4) by I({, ,).
We need properties of the set-valued mapping I({, ,) as follows.
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Proposition 3.11. The sets I({, ,) are nonempty convex and compact,
and the graph of the set-valued mapping I( } , } ) is closed.
Proof. Let  # A({, ,) and consider the retardation ys() of the solu-
tion of (3.4) with the data ({, ,). Then the distributions D( ys , [0, s]) for
0s< are all supported on a compact set, hence weakly converging
subsequences exist and by Proposition 3.9 their limits are in I({, ,). This
shows that the set I({, ,) is not empty. The convexity of the values and the
closedness of the graph are standard properties of invariant measures
of maps depending on parameters (see, e.g., [3, Proposition 2.1]). The
compactness follows since they are all supported on the compact set
L({, ,). This completes the proof.
We need a result about the convergence of D( ys , [0, _]) to I({, ,) as
_  . The convergence may not be uniform in the data ({, ,, ). The
convergence may not be uniform even for ordinary differential equations.
See for instance [3, Remark 3.6]. The following result assures uniformity
with respect to  and establishes partial, yet useful, uniformity of the
convergence with respect to the other parameters.
Recall that w(+, &) denotes the metric of weak convergence between the
probability measures + and &; see (3.11). As is customary, we denote by
w(+, I({, ,)) the minimal distance of + from an element of I({, ,). Con-
tinuity of the set-valued map is taken with respect to the Hausdorff metric.
Proposition 3.12. Let { # [0, T) and , be fixed. For every ’>0 there
exists a _0(’) such that whenever _>_0(’) and (,, ) # A({), then
w(D( ys , [0, _]), I({, ,))<’ (where ys denotes the solution of (3.4) with the
data ({, ,, )). Furthermore, the estimate _0(’) can be chosen uniform for
any compact set of pairs ({, ,) restricted to which, the set valued map I({, ,)
is continuous.
Proof. If the estimate _0(’) is not available, then there exists an ’0>0
and also a sequence j such that (,, j) # A({), and there exists a sequence
_j   such that the distance of (D(( ys) j , [0, _j]) from any measure + in
I({, ,) is greater than or equal to ’0 . On the other hand, the pairs
(j , D(( ys) j , [0, _j])) belong to a compact subset of Cm_P(Cm), hence a
converging subsequence exists. By Proposition 3.9 the limit, say + , is an
invariant measure in I({, ,). This is clearly a contradiction to the existence
of ’0 . Furthermore, Proposition 3.9 allows us to vary the data and have
({j , ,j)  ({, ,), with the limit still being an invariant measure. Hence if
I({j , ,j ) converge to I({, ,) the contradiction is maintained. This completes
the proof.
We now relate probability measures on the retardation space Cm to their
projections on Rm.
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Definition 3.13. For each  # C m and a measurable set BRm we
associate the number
B=
1
r
*[%: (%) # B] (3.14)
with * being the Lebesgue measure on [&r, 0]. (Note that as a set function,
the mapping B is the measure D((%), [&r, 0]).) Let + be a probability
measure on Cm. Its projection p(+) on Rm is defined to be the set function
given by
p(+)(B)=|
C m
B d+. (3.15)
It is easy to see that p(+) is a probability measure.
Lemma 3.14. The mapping p(+) from P(Cm) to P(Rm) is continuous
with respect to the weak convergence in the two spaces.
Proof. We use the criterion given in (3.10). Let #: Rm  R be con-
tinuous and bounded. Consider the function 1 : Cm  R given by
1()=
1
r |
0
&r
#((%)) d%. (3.16)
The function 1 is clearly bounded and continuous. Definition 3.13 of the
projection operator implies that
|
C m
1() d+=|
R m
#(x) dp(+). (3.17)
This equality, together with the definition (3.10) of weak convergence of
measures, verifies that the projection operator is indeed continuous. This
completes the proof.
Corollary 3.15. Suppose that _k   is such that the distributions
D( ys , [0, _k]), generated by the histories ys of the solution y( } ) of (3.4),
weakly converge to the probability measure + on Cm. Then D( y(s), [0, _k])
converge weakly to the probability measure p(+) on Rm.
Proof. The result is a simple consequence of Lemma 3.14.
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4. THE CONVERGENCE
Before stating the main result, we recall the notion of convergence to a
Young measure. Since it is used in the following in more than one form, we
display here a general definition.
Let Q be a complete separable metric space and let [0, T] be a real
interval. Recall that P(Q) denotes the space of probability measures on Q
endowed with the weak convergence (see (3.10)). A measurable mapping
&( } ) of the form
&(t): [0, T]  P(Q) (4.1)
is called a Young measure. A sequence of Young measures &k( } ):
[0, T]  Q converges narrowly to the Young measure &( } ) if
|
[0, T]
|
Q
#(t, q) d&k(t) dt  |
[0, T]
|
Q
#(t, q) d&(t) dt (4.2)
for every #: [0, T]_Q  R which is bounded and continuous. A particular
case is the narrow convergence of a sequence of Q-valued functions qk( } )
to a Young measure, where a function q( } ) is interpreted as a Young
measure whose value at t is the probability measure concentrated on [q(t)].
Note that narrow convergence amounts to the weak convergence of the
direct integrals of measures. In particular, sequences &k( } ) with values in
a compact subset of Q have narrowly converging subsequences. The
convergence can be represented by the metric given by
w(&( } ), +( } ))= :

i=1
2&i } |[0, T] |Q # i (t, q) d&(t) dt&|[0, T] |Q #i (t, q) d+(t) dt }
(4.3)
with #i (t, q) a dense sequence in the unit ball of bounded and continuous
real functions; compare this with (3.11). Young measures were introduced
by Young as generalized solutions of variational problems; see Young
[39]. They have been introduced to control theory by Warga (see [37])
and to differential equations by Tartar (see [35]). For a general introduction
to Young measures see Valadier [36]. The ordinary differential equations
analog of the results that follow was developed in Artstein and Vigodner [3];
see also [1, 2]. Measure-valued limits of solutions of differential inclusions
with delays were offered by Donchev and Slavov [13].
The main result refers to the system (2.6) with prescribed initial conditions,
namely to
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dx
dt
= f (t, xt , yt, =)
=
dy
dt
= g(t, xt , yt, =) (4.4)
x0=,, y0=.
A solution of (4.4) depends on =, hence is denoted by (x(t)= , y(t)=).
Similarly, when we need the history functions of the solution, we use
the notation (xt)= for the slow state, but (since = is incorporated in the
notation) we use the previous notation yt, = for the fast state.
Theorem 4.1. Under Assumptions 3.1 and 3.3, for every sequence =k  0
there exists a subsequence, say =j , such that x( } )=j converges uniformly on
[0, T], say to a function x ( } ), and such that y( } )=j converges narrowly to a
Young measure, say to & ( } ), and the limit pair (x ( } ), & ( } )) has the following
properties: For almost every { # [0, T] the measure & ({) is the projection
p(+ ({)) of a probability measure + ({) # P(Cm) which is in I({, x {), namely,
it is an invariant measure of the equation
dy
ds
= g({, x { , ys) (4.5)
and it is supported on L({, x {). Also, x ( } ) solves the retarded functional
differential equation
dx
dt
=|
C m
f (t, xt , ) d+ (t). (4.6)
The proof employs preparations made in the preceding section and
follows the lines of Artstein and Vigodner [3] or Artstein [1, 2] which
were carried out in the ordinary differential equations framework. Necessary
adaptations to the functional differential framework must, however, be done.
The rest of the section is devoted to the proof.
We first note that the boundedness of solutions (Assumption 3.3) and
the complete continuity of the right-hand side of the equation (Assumption
3.1) imply that x( } )=k are uniformly continuous; furthermore, since the
retardation is of the order of the small parameter, the scaling implies that
yt, =k takes values in a compact subset of C
m. These observations imply the
existence of a subsequence =j such that x( } )=k converges uniformly on [0, T],
say to x ( } ), and the Cm-valued functions yt, =j converge narrowly, say to the
P(Cm)-valued function + ( } ). In the following, we verify that the limit pair
(x ( } ), p(+ ( } ))) satisfies the desired properties.
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Proposition 4.2. x ( } ) satisfies (4.6).
Proof. The claim follows from a continuous dependence argument.
Indeed, the functions x ( } )=j satisfy the retarded differential equation
dx
dt
= f (t, xt , % j (t)) (4.7)
with a parameter function %j having values in a compact subset of Cm,
given by %j (t)= yt, =j . The sequence of parameter functions converges
narrowly to the measure-valued map + ( } ). It is straightforward to check
that the conditions for the continuous dependence set in Neustadt [28,
Theorem 6.1] (which addresses the integral operators associated with (4.6)
and (4.7)) are met. Hence, if the solutions of (4.7) converge uniformly on
[0, T] to a function, the latter is a solution of (4.6), which verifies the
claim.
Next we establish a useful estimate (compare this with [2, Lemma 6.9]).
Recall that w( } , } ) denotes a metric for the weak convergence of measures.
Lemma 4.3. Consider { # [0, T ). There exists an estimate 2(=)>0 satis-
fying 2(=)  0 as =  0 and such that the probability measures D( yt, =j ,
[{ , { +2(=j)]) converge uniformly as =  0 to I({ , x { ). Furthermore, the
estimate 2(=) can be chosen uniform for compact sets of { on which the
set-valued map I({ , x { ) is continuous.
Proof. We first need the following continuous dependence argument.
Consider the equation
dy
ds
= g({ , x { , ys) (4.8)
and a variant of (4.8) given by
dy
ds
= g({(s), ,(s), ys). (4.9)
Let y ( } ) and y( } ) be the respective solutions with initial conditions  and
 respectively. Then for every $>0 there are ’($)>0 and S($)>0, satisfying
’($)  0 and S($)   as $  0, and such that, if for every s # [0, S($)]
the estimates
|{(s)&{ |$ and |,(s)&x { |$ (4.10)
hold, and && &’, then the histories of the solutions satisfy
&y s& ys&’($) for s # [0, S($)]. (4.11)
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Furthermore, the estimates S($) and ’($) are the same for all initial condi-
tions  in a compact set. The existence of the estimates ’($) and S($)
is implied by Assumption 3.1 and a standard continuous dependence
argument, e.g., [15, Chap. 2], applied to the equations (4.8) and (4.9).
Furthermore, the estimate is clearly uniform for { and , in compact sets.
A continuous dependence argument applied to (4.4) together with the
uniform convergence of (x(t))= to x (t) implies that an estimate $(=)>0 and
a function S1(=) exist, such that $(=)  0, S1(=)  , and =S1(=)  0 as
=  0, and such that =S1(=)<$(=) and |(x{ +=s)=&x { |<$ for all s # [0, S1(=)].
Without loss of generality we choose S1(=) satisfying S1(=)S($(=)).
We now apply the estimate in the preceding paragraph to a special case
of (4.9) with {(s)={ +=s, ,(s)=(x{ +=s)= , and an initial condition = y{ , = .
Note that the solution is then y(s)= y({ +=s). In particular, (4.11) holds
with $=$(=) and for s # [0, S1(=)].
With these considerations, as =  0 the distribution of the histories ys of
solutions to (4.8) and (4.9) over [0, S1(=)] share the same weak limits. By
Proposition 3.9 these are invariant measures in I({ , x { ). Furthermore,
under these conditions the convergence, as =  0, of the distributions of the
histories of solutions of (4.8) and (4.9) over [0, S1(=)] to I({ , x { ) is uniform
for those compact sets of { # [0, T ) on which the mapping I({ , x { ) is
continuous. See Proposition 3.12. However, the solution of (4.9) with the
described data is obtained from the fast solution of (4.4) under the change
of variables s=(=)&1 (t&{ ). Hence defining 2(=)==S1(=) completes the
proof of Lemma 4.3.
Lemma 4.4. The convergence
|
T
0
w(D( yt, =j , [{, {+2(=j)]), I({, x {)) d{  0 as =  0 (4.12)
holds. Hence any narrow limit, say & ({), of the sequence &j ({)=
D( yt, =j , [{, {+2(=j )]) satisfies & ({) # I({, x {).
Proof. By Lusin’s Theorem, a set of an arbitrarily small Lebesgue
measure can be deleted from the time interval such that on its complement,
the set-valued map {  I({, x {) is continuous. Hence (4.12) follows directly
from Lemma 4.3. The second claim now follows from the convexity of the
values I({, x {) and the upper semi-continuity established in Proposition
3.10. This completes the proof of Lemma 4.4.
Proposition 4.5. + ({) # I({, x {) for almost every { # [0, T].
Proof. In view of Lemma 4.4, it is enough to show that the sequence of
Young measures D( yt, =j , [{, {+2(= j)]) and the sequence of C
m-valued
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functions yt, =j share the same narrow limits. To this end we use the distance
(4.3) which reflects the narrow convergence and verify that the distance
between the j th elements of the two sequences tends to zero as =j tends to 0.
It is enough to check this property separately for each element in the sum
(4.3). Therefore let #(t, q) be a continuous and bounded real function. Let
c(’) be its modulus of continuity, namely |#(t, q)&#(t , q )|<c(’) when
|t&t |<’ and |q&q |<’. In particular, since the domain of # is compact,
c(’)  0 as ’  0. Note that the measures D( yt, =j , [{, {+2(= j)]) are
defined on [0, T&2(=j )]. The evaluation of such a measure against #i ,
given by
|
[0, T&2(=j )]
|
Q
#i (t, q) dD( yt, =j , [{, {+2(=j )]) dt, (4.13)
can also be written as
1
2(=j) |[0, T&2(=j )] |[t, t+2(=j)] #i ({, y{, =j ) d{ dt. (4.14)
The latter formulation shows clearly that the difference between evaluating
this Young measure against #i and evaluating the function y{, =j against #i
is of order 2(=j )+c(2(=j )). This completes the proof.
Propositions 4.2 and 4.5 verify, respectively, the claimed properties of the
uniform and narrow limits of the solutions of (4.4). This completes the
proof of the theorem.
5. COMMENTS AND EXAMPLES
In this section we display some examples that demonstrate the abstract
procedures worked out in the paper and add some general comments on
the extent of the scheme.
Example 5.1. We analyze the second order equation
=
d 2x
dt
(t)+a(t)
dx
dt
(t&r=)+b(t) x(t)= f (t), (5.1)
namely, Eq. (2.11) with a delay of the $(=)=r= with r>0. This model is the
one worked out by Lange and Miura [22], where a boundary value
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problem is analyzed. We analyze here the initial value problem as =  0.
Writing (5.1) as a system results in the equations
dx
dt
(t)= y
(5.2)
=
dy
dt
(t)=&a(t) y(t&r=)&b(t) x(t)& f (t)
with initial conditions, say, x(t0)=x and yt0 , = y . We make the assump-
tion that a(t)>0 for every t. We also work under Assumption 3.3, namely,
we assume that as =  0, solutions of (5.2) stay uniformly bounded on a
finite interval.
Following the scheme set out in Section 4, and in particular in Theorem
4.1, we fix { and try to locate the invariant measures of the system
dy
ds
=&a({) y(s&r)&b(t) x({)& f ({). (5.3)
The asymptotic behavior of solutions to Eq. (5.3) is well understood.
Denote the inhomogeneous term by c({)=&b({) x({)& f ({). It is constant
and thus causes only a shift in the solution funnel, namely, the change of
variables z= y&c({)a({) yields a delay equation of the form
dz
ds
=&a({) z(s&r), (5.4)
with a({) being fixed. Solutions of (5.4) can be expanded in terms of
exponentials of the form :je*js where *j are eigenvalues of the characteristic
equation, namely roots of the exponential polynomial
*+a({) e&r*. (5.5)
See, e.g., Pinney [32, Theorem 2.1] or Bellman and Cooke [4, Section
3.5]. An analysis of the roots of (5.5) is provided in Lange and Miura [22,
Appendix 2]. There is an infinite number of roots, appearing in pairs of
complex conjugates, and a finite number of them may have a positive real
part. A simple calculation shows that there may also be a pair of purely
imaginary roots. This happens when a({) r=((2m+1)2)? for a whole
number m; then the imaginary part of the root is equal to \a({).
In view of the assumption that solutions stay bounded, which implies
that the invariant measures of (5.4) have compact supports, it follows that
the invariant measures of (5.4) are all convex combinations of the measure
supported at z=0 and possibly of measures generated by the periodic solu-
tions z(s)=:eia({)s ; the latter may contribute only in the case where a({) r
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satisfies the above-mentioned relation. (Note that this property applies in
the limit. For =>0 the solution may have a component of an eigenfunction
of a root with positive real part, but this may occur only for a relatively
small time.) In terms of the original equation (5.3), namely in the y
variable, we conclude that the invariant measures are composed of a
singleton concentrated at c({)a({), and possibly, in the case where the
condition on a({)r is satisfied, on the periodic solutions y(s)=:eia({) s
+c({)a({).
Utilizing Theorem 4.1, we conclude the following. The average of all
invariant measures in the z variable is 0, hence in the y variable the average
is c({)a({). Applying this average according to (4.6) to the slow part of
(5.2) yields that any converging subsequence x=j ( } ) of the slow variable
solutions converges uniformly on compact intervals to the solution of
dx
dt
=a(t)&1 (&b(t) x(t)& f (t)) (5.6)
with the initial condition x(t0)=x0 . Since (5.6) is independent of the
particular subsequence and has a unique solution, we conclude that x=( } )
converges, as =  0, to the solution of (5.6).
The y variable (which is the derivative x* in the original second order
equation) converges in the narrow sense, as =  0, to a probability measure
valued map. In fact, at each point t where a(t) r is not equal to
((2m+1)2)? for a whole number m, the variable solutions y=(t) converge
to a(t)&1 (&b(t) x(t)& f (t)). However, when a(t) r=((2m+1)2)? the
functions y=( } ) may exhibit nontrivial fast oscillatory behaviour in an inter-
val containing t, around the value a(t)&1 (&b(t) x(t)& f (t)).
Example 5.2. The system (5.2) is derived from the second-order equation
(5.1). A two-dimensional system example that fits the general framework of
Theorem 4.1 is
dx
dt
(t)= f (x(t&h), y(t)),
(5.7)
=
dy
dt
(t)=&a(t) y(t&r=)+c(t, x(t)).
The analysis in the previous example applies with only minor modifica-
tions. We can conclude that the slow variable x=( } ) converges as =  0,
uniformly on compact intervals, to the solution of
dx
dt
= f \x(t&h), c(t, x(t))a(t) + , (5.8)
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with the initial condition x(t0)=x , and the fast variable y=( } ) behaves
exactly as in the previous example (with c(t)=c(t, x(t))).
Remark 5.3. The linearity in the second equation of the systems (5.2)
or (5.7) implies that oscillations in the derivative of the variable x may
occur only when the specific conditions for the existence of a purely
imaginary root are met. In a nonlinear framework, periodic solutions, or
oscillations of the analog of (5.3), may be generated generically under
general conditions. For example, consider the second-order equation
dx
dt
(t)= f (x(t&h), y(t)),
(5.9)
=
dy
dt
(t)=(4+|x(t)| ) y(t&r=)(1+ y(t)).
When making the change of time scales, the equation analogous to (5.3)
is, in this case, the equation for which Wright [38] has proved that, unless
the solution is identically zero, oscillations bounded away from zero are
bound to occur. In this case the oscillations of the fast solutions y=( } )
emerge generically, and affect in a non-trivial manner the slow solution. In
particular, the procedure suggested by the LevinsonTichonov approach,
namely setting ==0 in the second equation of (5.9), does not lead to the
correct limit. We note that equations that lead to such oscillations arise in
real life models (not necessarily within singular perturbations), for instance
in population dynamics. Consult the enlightening discussion in Diekmann
et al. [10, Chap. 15].
Remark 5.4. As noted in the preceding example, setting ==0 in the fast
equation (in (5.9), or more generally in (2.6)) may not lead to the correct
description of the limit behavior. This is also the case in the first two examples.
It is formally correct that in Examples 5.1 and 5.2 the limit equation for the
slow dynamics is obtained by setting ==0 in the fast equation. This is only a
coincidence caused by the linearity of the fast equation and by the fact that the
oscillations of the y-variable average out. Even in these examples setting ==0
in the fast equation does not yield the correct limit of the fast dynamics,
namely, the derivative.
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