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Abstract
In text retrieval, our task is to find the subset of a collection of natural language documents
that is relevant to a query. The popular Vector Space Model (VSM) treats documents and que-
ries as a vector of word counts, defining relevance as the dot product of two vectors-a mea-
sure of the number of common terms. Although both space and time-efficient, VSM ignores a
great deal of the natural structure in text. Further, VSM suffers because the presence or
absence of a term is not sufficient to determine relevance.
Typical machine learning extensions to VSM use linear dimensionality reduction to
extract underlying structure. We show that a popular family of dimensionality reduction tech-
niques induces a distribution over documents of a form that can be very different from the
"optimal" distribution induced when clusters of related documents are known beforehand. We
characterize the form of the optimal distribution, drawing connections to independent compo-
nents, and projection pursuit. We then derive an unsupervised method that approximate char-
acteristics of this distribution. They are topic-centered in that they construct a new space
whose axes represent clusters of highly-related terms. In all of these techniques, we are able to
reject candidate axes as unsuitable by using kurtosis as a measure of "interestingness,"
improving retrieval performance.
Further, we address the common assumption that queries and documents should be
treated as if they live in the same vector space. Rather than accept this wholesale, we construct
a multi-level representation of documents using an efficient statistical procedure and simple
natural language parsing. Each level of the representation contains different features that
embody increasingly more general natural language structure. These features are used to clas-
sify queries of varying structural richness. Once classified, a query is matched against a repre-
sentation of documents that reflects its structure.
Finally, we deal with the computational issues that arise with the extremely large data
sets used in real-world retrieval. In particular, we describe Brazil, a research system custom-
designed for retrieval on extremely large data sets. This system is based on the Parallel Prob-
lems Server, an extremely powerful and novel parallel "linear algebra server" that we have
developed. Using this system, we show that our techniques improve retrieval performance and
can be realized through algorithms that are space and time efficient.
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Professor of Computer Science and Engineering
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Chapter 1
1 Introduction
The task in text retrieval is to find the subset of a collection of documents that are relevant to a
user's information request, usually expressed as a set of words. The thesis of this work is
straightforward: good text retrieval is achieved by representing documents as a set of indepen-
dent multi-level "topics." This thesis is driven primarily by the observation that word search
would be optimal if each word were truly independent of every other word. The multi-level
nature of the representation is driven by the observation that documents and queries may come
from radically different distributions, so that meaningful structure that exists in a collection
may not be represented in typical queries. The bulk of this work is a detailed elaboration of
these ideas with appropriate theoretical and empirical support.
1.1 Text Retrieval
Text retrieval is a deceptively simple task. A user wishes to search a database of electronically-
available text for documents that relate to a particular topic, where the topic will change from
person to person and interaction to interaction. This task is ubiquitous: technical researchers
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FIGURE 1-1. The Text Retrieval Task.
The task in text retrieval is to find the subset of a collection of documents relevant to a
user's information request.
want to search for papers and books relevant to a particular problem or technique in their field,
law clerks wish to search for precedents relevant to specific cases, reporters wish to find useful
quotes among articles and press releases to supplement their stories, email users wish to
search archives of email for discussions with a specific person on a specific topic, and web
surfers wish to find web pages or sites to service their needs.
With each passing day, more and more of this data is becoming electronically avail-
able. The challenge is to build a suitable system for indexing that data, formulating user que-
ries, searching the data, determining relevance and displaying results. In this dissertation, we
are primarily concerned with building efficient and useful algorithms that index and represent
documents in such a way that relevance becomes simple to compute.
1.2 A Model for Word Generation
To make headway into this problem, we assume a particular model for word generation simi-
lar to that proposed by [Sahami, Hearst and Saund, 1996]. In essence, we assume that there
are hidden random variables, called topics, that exist in the world. These topics may represent
political events such as "World War II," "South African Post-Apartheid Transition," or "The
Americans with Disabilities Act." On the other hand, a topic may not directly refer to an event,
per se. A topic may refer to a historical figure like "Winston Churchill" or "Nelson Mandela";
§ 1.2 A Model for Word Generation
Africa national football
Mandela South league college
FIGURE 1-2. A Model of Word Generation.
Independent underlying topics give rise to specific words according to an unknown
probability distribution (thicker lines denote a greater likelihood of generating a
word). Note that different topics may give rise to some of the same words.
or involve a technical discussion, such as "Information Retrieval" or "Neural Science." In any
case, a topic refers to some underlying concept, idea or event.
Topics give rise to the specific words that appear in documents. Some words are very
likely to be generated by a topic and others are much less likely. For example, the topic "South
African Post-Apartheid Transition" may give rise to words like "apartheid," "mandela," and
"africa" with high probability while very rarely giving rise to a word like "football." Different
topics may give rise to some of the same words. For example the topic "African Economics"
may also give rise to "africa."
In reality, there text is written according to language-specific rules of grammar, syntax,
style and vocabulary; however, words are chosen in order to convey an idea or event. It is use-
ful to think of this generation as a probabilistic process that maps topics to words (see
FIGURE 1-2).
We will assume that topics have several properties. In particular, we assume that topics
can be well approximated as independent random variables. We do not mean that topics are
conditionally independent, given a particular document, only that from observation, the under-
lying concepts that topics represent take on values independently of one another. On the other
hand, words are highly dependent. Some words co-occur a great deal. In keeping with our pre-
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vious examples, we might expect that "apartheid," "south," and "africa" would occur together
often.
Finally, we assume that topics are rarely occurring. That is, we do not expect any topic
to be responsible for generating a large percentage of different documents. As an empirical
matter, it turns out that most words occur rarely as well. The theoretical and computational
consequences of the rarity of topics and words should become clear in Chapter 5.
1.3 Our Approach
In this view of word generation, individual words are only weak indicators of underlying top-
ics. Thus, we hope that the presence (or absence) of groups of words provide stronger evi-
dence of the presence of specific topics. Our task is to discover from the data those collections
of words that best predict the (unknown) underlying topics. The assumption that words are
neither independent of one another or conditionally independent of topics motivates our belief
that this is possible.
Our approach has two major components. The first is a multi-level representation of
documents and queries. The multi-level representation is constructed by extracting natural
language features from within predefined syntactic boundaries such as neighboring words,
sentences, and paragraphs. Each level of the representation captures different features that
mirror increasingly more general natural language structure. As we shall see, this approach
allows us to deal explicitly with a wide range of queries.
The second component is a class of algorithms for constructing special linear opera-
tors. These operators indicate the likelihood that a particular underlying topic explains the
observed text. The linear operator is constructed by recovering those groups of words that pro-
vide strong evidence for specific topics.
1.4 Machine Learning on Large Problems
We have not chosen text retrieval in a vacuum. We view this work in the larger context of
applying machine learning techniques to very large problems. "Large" problems are not sim-
ply tasks involving a great deal of data--although the datasets that we will consider may take
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hundreds of megabytes and even gigabytes to store; rather, we are interested in problems
where objects reside in a high-dimensional space. Further, we are interested in more than sim-
ply extracting statistical regularities from that data. We are also interested in transforming the
data from its given form into a form that makes explicit that structure that will simplify
another specific task. As we shall see, text retrieval has these properties.
Machine learning techniques have been applied in the information retrieval domain
before; however, in text retrieval they have often been used to learn a probabilistic model for
estimating the relative importance of different words for performing basic classification. In
this work, we will instead focus on extracting broader structure for the purposes of retrieval.
1.5 Contributions
There are two major goals of this work. The first is to provide a framework that allows us to
cast text retrieval as a machine learning problem in a useful way. Our framework results in a
representation for text that improves retrieval performance, and leads to efficient algorithms
for constructing that representation. Our second goal is to address the practical mechanics of
our representation and associated algorithms. Satisfying these two goals are the major contri-
butions of this work.
Finally, real-world text collections are extremely large by the standards of the machine
learning community. Therefore, it is important that we validate our approach on large collec-
tions. To this end, we have built an interactive platform for exploring our ideas. This platform
uses a novel client-server architecture and executes automatically in parallel on clusters of
SMPs using standard interprocess and intermachine communication mechanisms. Although it
is not the focus of the work presented here, it remains a crucial element of our experiments
and a useful tool of interest to the machine learning community at large. As such, this platform
represents an important contribution, so we will describe the system in some detail.
1.6 A Roadmap to the Dissertation
This document is divided into several parts. We begin with background in areas related to this
work. We then proceed with a detailed derivation of the representations we propose for
22 Introduction
FIGURE 1-3. A Roadmap of This Thesis.
This thesis is roughly divided into three parts, with this chapter and the last acting as
bookends. Although it is not necessary to read all of the chapters to understand this
document, there is an order that will seem more coherent than many others.
retrieval. This is followed by a discussion of our experimental setup and results, including a
discussion of a working text retrieval system.
The second chapter serves as an introduction to information retrieval. We describe the
problems that face information retrieval systems in general and text retrieval systems in partic-
ular. In this context, we explore several related approaches to text retrieval that have enjoyed
some support in the field. In particular, we introduce the Vector Space Model. We also identify
the issues in retrieval with which we are most concerned and those with which we are not.
Researchers in information theory will find little new here, but others should find the review
useful.
In the third chapter, we leave information retrieval behind temporarily to present rele-
vant approaches from the machine learning community. In particular, we compare dimension-
ality reduction and sparse representations. As above, machine learning researchers may find
much of this material familiar; however, these ideas are central in our approach, so readers
unfamiliar with this material should find it worthwhile.
The fourth and fifth chapters bring the ideas of chapters two and three together. It is
here that we derive our approach for extracting topics from VSM documents. We explore
properties of latent semantic indexing, independent components and other sparse codes. These
chapters assume some knowledge of linear algebra and information theory as well as some
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basic probability theory. The reader with insufficient background is invited to read the appen-
dices (see below).
With the basic approach explained, we explore the structure of queries-especially
very short queries-in Chapter 6. We derive a useful extension for dealing with queries of
various structural richness. It is here that we incorporate the multi-level representation of doc-
uments and queries into our approach.
Chapters 7, 8 and 9 provide empirical justification for our approach. Chapter 7
describes Brazil, the system we used to perform our experiments.This system is built on top of
the Parallel Problems Server-a novel client-server system for doing computations on large
datasets-and PPMatlab, a Matlab-based client. Readers interested in a general architecture
for dealing with extremely large data sets in machine learning should read this chapter. It also
includes technical details of interest to researchers in high performance computing, scientific
computation and parallel systems design. Chapter 8 describes the data sets that we use for our
performance experiments. Chapter 9 then details a series of experiments.
The final chapter summarizes our work and briefly discusses lines of future research. It
is followed by two appendices. The first appendix provides readers who are unfamiliar with
linear algebra with enough background to understand some of the technical details of this
work. The second appendix serves the same purpose for readers who are unfamiliar with
information theory.
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Chapter 2
2 Information Retrieval
In this chapter we review relevant work done in information retrieval. In particular, we intro-
duce the Vector Space Model (VSM), one of the most widely used representations for docu-
ments. We then introduce and discuss several variations and extensions to basic VSM. We also
describe several techniques for improving performance and metrics for measuring these
improvements. Finally, we describe several tasks in information retrieval and identify those
that most interest us in this work.
This review is not meant to be comprehensive; however, we believe that this chapter
provides the background necessary to understand the contribution of this work to information
retrieval. The reader who wishes either a deeper or broader discussion is referred first to
[Frakes and Baeza-Yates, 1992]. Finally, this chapter assumes easy familiarity with linear
algebra and eigenproblems. The reader for whom this is unfamiliar should feel free to refer to
Appendix A for a discussion of the relevant concepts.
Information Retrieval
2.1 Issues in Information Retrieval
In Information Retrieval (IR) our basic task is to find the subset of a collection of elements
that is relevant to a query. In Text Retrieval-the focus of this work-a query is an ordered set
of English words and a collection is a set of natural language English documents.
Any text retrieval system must overcome the fundamental difficulty that the presence
or absence of a word is insufficient to determine relevance. This is due to two intrinsic prob-
lems of natural language: synonymy and polysemy. Synonymy refers to the fact that a single
underlying concept or idea can be represented by many different terms or combinations of
terms (e.g. "car" and "automobile" often refer to the same class of objects). Polysemy refers to
the fact that a single term can refer to more than one underlying concept or idea (e.g. "car"
may be an automobile or the head of a LISP cons cell). Because of synonymy, it is difficult to
realize that two documents describe the same topic when they use different vocabulary, lead-
ing to relevant documents being rejected (false negatives). Because of polysemy, it is difficult
to realize that two documents that use some of the same terms describe different topics, lead-
ing to the retrieval of unwanted documents (false positives).
A variety of approaches have been developed to attack IR tasks in the face of these
problems. We will focus on the popular Vector Space Model [Salton, 1971] representation for
documents and queries. We will also focus on variations of latent semantic indexing [Deer-
wester et al, 1990], one technique designed to address synonymy and polysemy in the VSM
framework and similar in flavor to the approach that we will derive.
2.2 The Vector Space Model
In the Vector Space Model (VSM), a document is a vector (see FIGURE 2-1). Each dimension
represents a count of occurrences for a different word [Salton, 1971]. Queries are similarly
represented, making queries no different from documents. A collection of documents is a
matrix, D, where each column is a document vector di. Thus, D is the weight of word i in
documentj. Classically, the similarity between a document and a query, q, is defined to be the
inner product of their vectors, dTq. This approach may seem bizarre; however, the inner prod-
uct is just a weighted match between the overlapping terms of two documents. Although
expressed as linear algebra, it is essentially the same approach used by many search engines,
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FIGURE 2-1. The Vector Space Model.
In the Vector Space Model, documents and queries are transformed into
histograms of word counts. A collection of documents is a matrix.
from the library systems commonly available in universities to the wildly popular Alta Vista
web search engine.
There are several advantages to this approach beyond its mathematical simplicity.
Above all, it is computationally efficient to compute a histogram and requires very little space
to store it. Notice that although document vectors live in a very high-dimensional space, the
document matrix will be sparsely populated, made up mostly of zeroes. This is true because in
general most documents will not contain most of the possible words. Thus algorithms for
manipulating the matrix only require space and time proportional to the average number of
different words that appear in a document, a number likely to be much smaller than the full
dimensionality of the document matrix. Similarly, comparing a query to all the documents in a
collection is efficient (in practice, it is done with an inverted term index). These are key advan-
tages when collections may require gigabytes to store.
2.2.1 Similarity Measures and Term Reweighting
As we have noted before, the similarity between a VSM document d, and a VSM query q, is
defined to be their inner product, dTq. Because documents in a collection may be of varying
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FIGURE 2-2. Two Variations of Inverse Document Frequency.
IDF re-weights individual words so that words that occur infrequently are worth more than words
that occur frequently. This graph shows the IDF weighting value for a collection of 10,000
documents for total word counts ranging from 1 to 100.
lengths, one common extension is to normalize the document and query vectors, so that rele-
T
vance becomes This is the cosine of the angle between two points in an n-dimen-||dl Iq||
sional space.
Many extensions to similarity measures derive their power by finding a data-driven
weighting for words. Each word of each document is re-scaled according to this weighting
before the dot product or cosine measure is used to determine similarity. That is, if fi is the
count of the ith word in a document, and wi is the new weighting, di = fi wi-.
Perhaps the most commonly used weighting technique is Inverse Document Fre-
quency (IDF) [Sparck-Jones 1972]:
N
w. = 1 + log - , (2.1)1 ni
and its variants [Sparck-Jones 1979] [Croft and Harper 1979]:
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FIGURE 2-3. Inverse Natural Word Frequency.
Dividing a word count by its average frequency leads to numerical instability. This graph
shows the weighting value for a collection of 10,000 documents for total word counts
ranging from 1 to 100.
N -n i
w. = log-
ni
(2.2)
where N is the total number of documents in the collection and ni is the total number of occur-
rences of word i in the collection. This is similar to dividing each word by its average fre-
quency:
N
w. =
i ni
(2.3)
The average frequency is likely to be very close to zero for most words, leading to
numerical instability. Among other things, IDF squashes the growth of the inverse natural fre-
quency as it approaches zero.
Ultimately, these techniques reduce the weight of words that appear very frequently
while greatly increasing the weight of words that appear very infrequently. Intuitively, this is
desirable if there is more discriminating power in rare words than in highly used words, such
"'
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as "the." As an empirical matter, IDF and its variations rarely hurt performance and almost
always improve it.
Another commonly used technique is based on so-called probabilistic models. This
scheme usually involves pseudo-relevance feedback, which we will discuss in § 2.4. Another
useful technique requires specially rescaling queries. Each word that is present in a query is
first multiplied by its average frequency in those documents in which it appears [Kwok, 1996].
This brings the word frequencies of a query more in line with those of the collection. This
works well for short unstructured queries, a topic we shall explore in detail in Chapter 6.
2.2.2 Adding Features
There are several possible additions to the word features that make up the basic VSM histo-
gram. It is common to include components that count the occurrence of known compound
words [Kwok, 1996; Sparck-Jones and Willett]. Similarly, commonly used noun phrases may
also be added.
A related technique is query expansion. With this technique, a query is preprocessed
so that the query includes not only all of its words, but their synonyms as well. The additional
words are usually given a smaller weighting than they would otherwise. Query expansion is
also used with relevance and pseudo-relevance feedback (see § 2.4).
2.3 Latent Semantic Indexing
VSM gains its computational advantages by sacrificing a great deal of document structure that
may disambiguate meaning. Many techniques have been developed to improve the perfor-
mance of VSM while retaining as much of its computational advantages as possible.
Latent semantic indexing (LSI) [Deerwester, et al, 1990] is one such technique. We
mention it here because it has a machine learning flavor. LSI attempts to overcome the prob-
lems that hinder VSM by constructing a small matrix that retains only the most "important"
information from the original document matrix. In particular, LSI uses the singular value
decomposition (SVD) to construct this matrix. Briefly, the SVD of a matrix, D, is:
D = USV T ,
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where U contains orthonormal vectors, V contains orthonormal vectors and S is diagonal (see
§ A.5 for further discussion of properties and algorithms).
A natural interpretation of U is as the eigenvectors of the co-occurrence matrix. The
co-occurrence matrix of D is:
(DDT)ij = dkidkj-
k
The co-occurrence matrix of D is a measure of the correlation between pairs of terms. It is
similar to the covariance matrix (where mean values are first removed). The SVD of the co-
occurrence matrix is:
DDT = US2UT
So, if D is the term-document matrix of a collection, U contains the eigenvectors of the co-
occurrence matrix while each diagonal element of S is the square root of the corresponding
eigenvalue. Each eigenvalue represents the contribution of its eigenvector to the variation of
the data; higher values indicate more contribution. Thus, we can remove the least important
factors by simply removing the eigenvectors with the smallest eigenvalues, creating a new set
of matrices, S and U. We can then use S and U as a new basis for D, projecting it into a
lower dimensional space:
D = S- TD.
This operation results in a matrix of smaller size that provably represents the most
variation in the original matrix. That is, if we project the smaller matrix back into the original
space, the squared difference between the new matrix and the original will be minimized.
Queries are projected into the same low dimensional space and then compared using
the cosine of the angle between the vectors in the new space. Other variations for LSI include
2 ,,-1
using the covariance matrix instead of the co-occurrence matrix using S or 2 instead of S
to project documents and queries.
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FIGURE 2-4. An Example of Principal Components Analysis.
Principal Components Analysis, a technique strongly related to latent semantic indexing,
finds orthonormal projections. The first projection is the axis of maximum variation. The
second projection is the axis of maximum variation orthogonal to the first, and so on.
Here, the dashed axes represent the first two principal axes.
Though it has resisted a formal justification, experiments have shown that some scaled
projection onto U does sometimes improve retrieval performance. Hypotheses abound,
including: 1) LSI removes noise from the document set, thus overcoming the problem of poly-
semy; 2) LSI finds synonyms or other meaningful underlying "topics" that are present in the
collection, thus overcoming the problem of synonymy; and 3) LSI finds true clusters of docu-
ments (see [Hull, 1991] and [Deerwester, et al, 1990] for an extended discussion).
There is a strong similarity between LSI and principal components analysis (PCA), a
dimensionality reduction technique that has been applied in a variety of settings (see
FIGURE 2-4). In many tasks where PCA has been used, such as object recognition, it is used
mainly to reduce computational complexity. In text retrieval, it is more often justified as a
means to improve performance. We shall return to LSI in Chapter 4.
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2.4 Relevance Feedback
Generally, information retrieval is an unsupervised process. We are given a set of documents
and a query and we have to retrieve the best documents. We might imagine that performance
could be improved if we had some indication of relevant and irrelevant items to use in ranking
documents. It is sometimes possible to accomplish this by soliciting advice from users on-the-
fly using relevance feedback [Salton and Buckley, 1990]. Relevance feedback adds extra itera-
tions to the retrieval process. A query is presented to the system. The system returns the docu-
ments that it thinks matches the query. The user is then allowed to mark some of the
documents as relevant and/or irrelevant. Those newly marked documents are then used to
achieve better performance.
Some systems use the documents that are now known to be good as new queries into
the database. Other documents that are relevant to these good documents are then returned. A
more sophisticated approach is the Rocchio algorithm [Salton, 1971]. Here, a new query qr is
constructed:
qr = D - I D i  (2.4)
DiE R D, E S
where R is the set of known relevant documents and S the set of known non-relevant docu-
ments. The query qr points towards the components the separate the relevant documents from
the non-relevant documents. In practice, the negative components are removed from qr. Fur-
ther, performance is improved by re-centering the new vector around the original, qo:
qr = aqr + 3q 0  (2.5)
[Singhal, 1997] introduces an extension called query zoning, where only the most
egregiously misclassified elements of S are used. This tends to improve retrieval performance
further.
So-called probabilistic models use relevance feedback to re-weight words in the origi-
nal query (original work was done by [Maron and Kuhns 1960], but modern models are more
strongly related to [Robertson and Sparck-Jones 1976]). There are various schemes for this re-
weighting. Here is a standard one:
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wi = log (2.6)( ni -ri
N-ni-R +r i
where N is the number of documents in the collection, R is the number of relevant documents
for the query, ni the number of documents with word i, and r i is the number of relevant docu-
ments with word i.
It is sometimes the case that user feedback is not feasible or desirable. It is possible to
use pseudo-relevance feedback. In this case, it is assumed that the top few documents returned
by the system are definitely relevant and the bottom few (or perhaps a few in the middle) are
definitely irrelevant. The systems treats these as examples generated by a virtual user and pro-
ceeds from there. Pseudo-relevance feedback have enjoyed some success recently; however, it
is not yet clear how well this technique works in general. In particular, it is important that the
first few documents returned are relevant. If even a few bad documents are returned with high
score, poor performance may result.
2.5 Tasks in Information Retrieval
The field of Information Retrieval is broad. There are several subareas within which research-
ers have focused their efforts. We have focused on the task where a system is given a set of
documents, and whenever a user specifies a query, those documents are ranked by relevance.
This is known as the ad hoc retrieval task. Here the goal is to find the best ranking method
possible by whatever means. Documents are known beforehand and collections usually
remain relatively unchanged.
In the routing and filtering tasks, a user has a set of standing information requests.
New documents arrive regularly. The system receives a new document and decides whether it
meets the criteria of those information requests and, if so, presents the document to the user.
For example, imagine that a user is subscribed to an AP news service, but is only interested in
news items that are about natural disasters or events affecting Atlanta, GA. A good filtering
system should pass along articles about earthquakes or the 1996 Olympics, but not about unre-
lated articles on the Chicago Bulls (unless, of course, the Atlanta Hawks defeat them). This
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task is strongly related to text classification, where one has a set of predefined classes and,
given a new document, wants to determine class membership. Generally, classification (and
recognition) algorithms are strongly supervised; that is, a system has access to many labelled
examples beforehand and learns a model of class membership based on those labels. By con-
trast, the ad hoc task is often unsupervised.
There are other specific tasks of interest to the IR community. For example, how
should one deal with data that are believed to be highly noisy and filled with many errors, such
as text scanned in from faxes? There are other interesting special issues that arise from work-
ing with extremely large corpora, such as that on the size of the World Wide Web. In some
domains, the collection is constantly changing, so algorithms that can efficiently update their
data structures are of as much importance as algorithms that score documents accurately.
There is increasing interest in cross-language retrieval, where queries may be given in one lan-
guage, but are expected to retrieve documents in another language.
Finally, there are interesting retrieval issues in domains that do not include text at all,
such as image retrieval, or sound classification. Although the tasks are similar, the structure of
the data and the queries are often quite different. Each domain brings different challenges.
In this work, we are mostly concerned with issues that arise from text retrieval. Fur-
ther, we are particularly interested in ad hoc retrieval tasks involving short queries.
2.6 Machine Learning and Information Retrieval
Machine learning has probably been applied most often in filtering and text classification. For
example, [Lewis, 1992], [Lewis and Gale, 1994], [Cohen and Singer, 1996], [Lewis, et al,
1996], and [Schapire, Singer, and Singhal, 1998] all use machine learning to improve classifi-
cation performance. Machine learning research has focused on classification tasks in general,
so such techniques seem well-suited for these particular tasks.
Within the specific realm of ad hoc retrieval, machine learning has been applied less
often. Although there has been some effort to apply machine learning to learn word weighting
functions, the IR community has already expended a great deal of research effort over many
decades in developing robust text-specific schemes, as we have seen in this chapter. The same
can be said for reweighting schemes used in relevance feedback.
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Latent semantic indexing can be seen as one attempt to use techniques that have found
use in machine learning and apply them to text retrieval. What is of particular interest to us is
that LSI is being used to "learn" not just a model of word importance for distinguishing
between classes, but to learn a model that specifies general regularities about specific text col-
lections.
2.7 Performance Measures
Determining how well a system performs is difficult. In this section we discuss several stan-
dard evaluation metrics and provide some examples of how they interact.
2.7.1 Precision and Recall
Many measures of retrieval performance have been proposed. The most commonly used are
precision and recall. Precision is the ratio of relevant documents retrieved to the total number
of documents retrieved. Recall is the ratio of relevant documents retrieved to the total number
of relevant documents contained within the collection. Because systems provide an ordering
on all documents for a given query, we can calculate precision and recall for the top n docu-
ments, with n ranging over the total number of documents in the collection. For example, in
FIGURE 2-5 we have a collection made up of ten documents. For a particular query, five are
relevant and five are not. If we examine only the first document returned, we can see that we
have perfect precision (1.0) with recall equal to 0.2. Looking at the first four documents
returned, we can see that three are relevant, resulting in a precision of 0.75 and a recall of
0.60. Precision and recall can be calculated for a single query as we have in our example, or
averaged over many queries.
One usually wishes to measure performance in terms of both precision and recall. This
is commonly done using a precision-recall graph. Precision is on the y-axis and recall on the
x-axis. For our experiments, when several documents have the same score, precision and recall
are calculated for all possible orderings of that subset and their average retained.
Generally speaking, precision and recall are inversely related. That is, as precision
goes up, recall goes down and vice-versa. Thus, precision-recall curves have a slope of
approximately -1, and one IR system is considered to have performed better than another
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FIGURE 2-5. Precision and Recall.
Imagine a collection consisting of ten documents. For a particular query, five are relevant
(solid) and five are irrelevant (outline). We can calculate the precision and recall when
considering just the first document returned by the system, just the first two returned, first
three, and so on.
when its precision-recall curve is above and to the right of the other. Naturally, a precision-
recall graph only provides a qualitative measure of performance; however, the graph is often
sufficient to determine at least whether one system is systematically outperforming another.
In any case, it is useful to have a single number to measure performance. Many have
been suggested, including average precision, precision at a low number of documents and pre-
cision at a certain recall value. In average precision, precision is measured at every recall point
and the average returned. This value is larger when relevant documents are ranked earlier and
can lead to cases where a system with low recall outperforms a system with high recall
because the former gets the first few documents right. Precision at a certain number of docu-
ments also favors systems that return good initial documents but does not focus on overall per-
formance. Precision at a certain recall value is a measure of false positives; that is, how many
documents one has to see before finding a certain number of relevant ones.
Other evaluation measures have been proposed to combine precision and recall into a
single number. For example, [van Rijsbergen, 1979] suggests:
E = 1 + b2)PR (2.7)
b2P + R
where P is precision, R is recall, and b is the ratio of the importance of recall to precision.
When b= 10, recall is ten times more important than precision, but when b=O. 1, recall is only a
tenth as important as precision.
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FIGURE 2-6. Precision-Recall Curves for Three Systems
Precision-Recall curves give a qualitative view of overall system performance.
System 3 appears to have the worst overall performance while System I appears
to have the best. See the text for more discussion.
Let us build some intuition for some of these measures. Imagine three retrieval pack-
ages, System-1, System-2 and System-3. On our set of queries, System-i always
returns relevant documents first, but then begins returning many bad ones before finally
returning the remaining relevant documents. System-2, like System-1, returns the relevant
documents early on about half the queries but performs poorly on the other half of the queries.
System-3 returns some relevant documents among the first third of the documents it returns,
but in a random order. It then returns all the rest of the relevant documents so that only irrele-
vant documents are ranked the least relevant. FIGURE 2-6 and TABLE 2-1 show how these sys-
tems compare on some of the measures we have discussed.
The precision-recall curves reflect the specific biases of the systems. System-1 does
well at low points of recall, which in this case reflects that we are only considering the first
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System 1 System 2 System 3
Precision at 13% of documents 0.75 0.50 0.25
Precision at 33% of documents 0.80 0.80 0.60
Precision at 66% of documents 0.50 0.65 0.65
Average Precision 0.67 0.67 0.60
Precision once 50% of relevant 0.56 0.71 0.62
documents have been returned
Percentage of documents 0.60 0.47 0.53
returned to achieve 50% recall
TABLE 2-1. Performance According to Different Measures.
Different measures reveal different behavior. System 3 is consistently worse on
almost all measures than System 1 and 2; however, System I and 2 have very
similar performance by several measures. See the text for more discussion.
few documents. On the other hand, because it returns several relevant documents only near the
end, its performance dips quite a bit. While System-2 has some similar behavior, the fact
that it does not always return a relevant document first has devastating effects on the shape of
its precision-recall curve. On some single-number measures, System-i's advantages are not
as clear. System-1 and System-2 have identical average precision scores, for example. In
fact, System-2 does better by some measures. Because it doesn't always give low scores to
some relevant documents, it returns most of the relevant documents earlier than System-1.
These examples are somewhat atypical. The curves for System-2 and System-3
are rather unusual, resulting from the fact that these examples are hand-crafted. On the other
hand, this does point out that various measures reveal different biases. In evaluating a system,
it is important to know what features are most important. In this work, we will use many of
these measures. We will focus on precision-recall curves; however, we will use one of the
other criteria when we wish to highlight some particularly interesting systemic feature.
2.7.2 Real-Word Evaluation
Evaluating precision and recall can be difficult. Recall, in particular, requires manually deter-
mining for every query whether each document is relevant. The text retrieval community has
developed several instrumented collections, containing not only documents, but sets of queries
with appropriate relevance judgements. Unfortunately, accurate precision and recall values
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depend heavily upon the mechanism used to determine whether a document is actually rele-
vant to a query. For extremely large collections, it is not even possible to pre-evaluate the rele-
vance of all documents to all queries. In reality, a system might actually return the "true"
documents, and still appear to perform poorly. In short, the process for determining relevance
is necessarily noisy and flawed. By using the relevance metrics discussed in the previous sec-
tion to measure a technique's performance, we are essentially trying to emulate that flawed
process.
There are other issues as well. For example, queries might be biased towards certain
kinds of results that do not exercise a system's strengths. Also, the notion of relevance is not
really binary, as it is treated in the field. Clearly, some documents are more relevant than oth-
ers and should be more highly valued.
In the end, a system has to be evaluated on whether it has done "the reasonable thing."
Does Altavista really work? Certainly, one is able to find documents that one is interested in,
but sometimes the number of false negatives is scandalously high. Does this even matter,
given that there are probably several thousand relevant documents when only two are desired?
"The reasonable thing" is difficult to quantify even if we are very specific about our goals.
Nonetheless, it is the only real performance metric that matters. Recognizing this, we will
sometimes include examples of what kinds of documents various techniques consider good
without direct reference to their predetermined relevance.
2.8 Natural Language Understanding
Because we are dealing with natural language documents, it seems reasonable to apply tech-
niques from natural language understanding and processing (NLU) to text retrieval. In fact,
during the mid-1960s, IR and NLU were seen as part of the same field [Sparck-Jones and Wil-
lett, 1997]. The subfields grew apart during the 1970s in part because of the success of purely
statistical techniques in IR.
Nevertheless, NLU techniques have not been ignored by IR researchers. For example,
question parsing techniques have been used to better extract meaningful cues from queries in
order to improve retrieval [Saracevic, et al, 1997], and natural language parsing has been used
to build text summaries [Marsh, Hamburger and Grishman, 1997; Rau, 1997].
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FIGURE 2-7. A Graph of "Charles takes Parry's basketball".
In this graph-based representation, a node indicates the presence of a word, while
an arrow denotes an interaction of some kind, such as co-membership in a now
phrase or a subject-object relationship via a transitive verb, such as "take.".
NLU techniques have also been used to build representations of documents that are
very different than the vector space model. Some systems build graph-like models of text that
capture both syntactic and semantic relationships [Rau and Jacobs, 1988; Mallery, 1991].
Unfortunately, techniques such as [Rau and Jacobs, 1988] are currently limited to con-
strained domains and relatively small texts. It is not clear that it is possible to incorporate into
standard IR machinery those NLP techniques that either require domain-specific knowledge to
be fully effective or carry a large computational burden.
Nevertheless, we might consider graph representations. Imagine that the nodes of a
graph represent words and edges denote relationships between those words. Relationships
might include common membership in a noun phrase, ownership, or may indicate subject-
object interaction via a verb. For example, the sentence "Charles takes Parry's basketball,"
might generate a graph like the one in FIGURE 2-7. With such a representation, we could treat
retrieval as a form of graph matching.
We might expect that because the representation is richer, we would enjoy better per-
formance. On the other hand, the Vector Space Model does capture a great deal of the graph's
structure. For example, nodes are much like the standard components of the vector representa-
tion. If "important" compound words are known or can be discovered, new "words" can be
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created to capture this relationship (for example, as described in § 2.2.2). By the same argu-
ment, objects that frequently act upon one another, such as "Charles" and "Parry's basketball,"
may also be combined and then treated simply as new words. In short, we can capture some of
the graphs structure by treating graph nodes as vector components and edges as a kind of con-
catenation operator that creates new words.
Unfortunately, such a transformation may not reveal all the structure we are interested
in or make certain operations as accurate or useful; however, the truth is that VSM is compact
and easily manipulated by standard mathematical techniques. The latter is theoretically pleas-
ing, but the former is equally as important, as we argue in the next section.
2.9 Computational Issues in Real-World Information Retrieval
The data sets used in text retrieval are large. Although real-world data sets may contain only
1000 documents consisting of about 10,000 different words, it is often the case that we are
more interested in 100,000 or even 1,000,000 documents consisting of hundreds of thousands
of distinct words. Even the smallest data sets are beyond the feasible reach of many machine
learning algorithms.
There are several engineering challenges that must be addressed. First, simply storing
and manipulating such data efficiently can be difficult. Fast algorithms are absolutely essen-
tial. Even algorithms polynomial in the size of the data are infeasible on serial machines. Fur-
ther, bringing to bear statistical and machine learning techniques introduces more complexity.
Such algorithms are usually at least polynomial in the size of the data to be learned, so even
the smallest collections are beyond the reach of many machine learning algorithms. Clearly, a
fully working retrieval system for something as large as the World Wide Web requires a sys-
tems-level engineering approach.
2.10 The Scope of This Work
There are several major issues and areas of interest in Information Retrieval. We have identi-
fied some of those in this chapter. In this work, we are concerned mainly with ad hoc retrieval.
In particular, we are interested in systems-like many World Wide Web Search Engines-that
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will be faced with queries that mainly consist of a few words, as opposed to complete struc-
tured documents.
We are also explicitly not interested in addressing the filtering, routing and text classi-
fication tasks in this work. Further, we will not directly address how additional relevance feed-
back might affect our approach. Finally, while we will describe a parallel implementation that
allows us to explore large collections in an interactive setting, we are not interested in building
a robust user interface and addressing human-computer interaction issues. A user interface has
been designed, but it is purely in the service of making experimentation easier and for demon-
strating results. We acknowledge that these issues are both interesting and important; however,
they remain beyond the primary goals of this work.
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Chapter 3
3 Sparse Independent Representations
In our discussion of various IR techniques in the previous chapter we introduced latent seman-
tic indexing and noted its connection to principal components analysis. In this chapter we will
connect LSI and PCA to a larger class of algorithms that give rise to similar low-dimensional
representations. We will then introduce a class of algorithms that result in possibly high-
dimensional, but sparse representations and discuss how the latter representation may be
desirable for retrieval.
3.1 Dimensionality Reduction
Principal components analysis and related techniques are usually used as methods of dimen-
sionality reduction. That is, they take data that reside in an n-dimensional space and transform
that data so that it lives in an m-dimensional space, where m<<n. Other dimensionality reduc-
tion techniques include linear discriminant analysis [Belhumeur, Hespanha and Kriegman,
1997], projection pursuit [Friedman and Stuetzle, 1981; Huber, 1985], and multi-dimensional
scaling [Duda and Hart, 1973]. Dimensionality reduction techniques have two goals: to reduce
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the number of dimensions needed to describe the data, and to retain most of the information
present in the original data while exposing "important" underlying structure. Techniques dif-
fer mostly in how they define "important." PCA, for example, results in orthogonal axes that
best represent the variance of the original data.
For several natural problems, there is evidence that suggests that while the input space
is described by many dimensions, the inputs actually reside in a very low-dimensional space.
Although the human retina contains more than six million cones, the signals are highly redun-
dant. As a result, only a small portion of the entire input space is needed for many tasks. For
example, [Edelman, 1997] details psychophysical evidence suggesting that the representations
that help with color perception lie in a very low-dimensional space.
Dimensionality reduction serves several ends. Perhaps the most compelling is that low
dimensionality tends to make further learning more tractable. In general, the number of exam-
ples required to attain a particular level of learning performance grows exponentially with
dimensionality. This leads to a corresponding increase in the amount of time needed to
achieve that performance. Further, even if a fast learning algorithm is available, the number of
examples needed for learning in a high-dimensional space is probably more than will be avail-
able. This is known as the curse of dimensionality [Duda and Hart, 1973].
Further, the process of exposing underlying structure may help identify unimportant
information. For example, when using PCA we might assume that low variance axes represent
only noise; removing them therefore removes noise from the input data. This is sometimes
advanced as an explanation for why LSI can lead to performance gains.
3.2 Sparse Representations
There are alternatives to dimensionality reduction. For example, techniques that try to find
sparse representations do not seek to reduce dimensionality explicitly. In fact, not only may
the new dimensionality of the data be very large, the data may reside in a space with more
dimensions than the original input space. The key feature of sparse representations is that for
any particular point that we actually expect to encounter, most of its dimensions will be "inac-
tive" (i.e. be equal to zero). A sparse representation can significantly decrease storage require-
ments because smart sparse vector representations can take up significantly less space than
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FIGURE 3-1. Dimensionality Reduction vs. Sparse Representations.
Dimensionality reduction (left) takes vectors that live in an n-dimensional space and transform that data so
that it lives in an m-dimensional space, where m<<n, hopefully revealing important structure and removing
noise. By contrast, algorithms for finding sparse representations (right) take densely distributed data and
transforms it so that it is most filled with zeros. This process hopefully reveals important structure.
their dimensionality would imply. For example, we might create a data structure that repre-
sents only non-zero elements. A common representation-and one used in this work-is to
represent a sparse matrix as a pair, <I,D>, where I contains an ordered list of the indices of all
the non-empty entries and D contains the corresponding values. In addition to a significant
space savings, matrix operations can also be made correspondingly fast (see Appendix A for
more discussion).
It is interesting to note that when given an already sparse representation, dimensional-
ity reduction techniques may produce a dense representation, leading to the ironic result that
reducing the number of dimensions actually requires more storage space. As we shall see in
Chapter 4, this occurs with LSI.
3.2.1 Independence
The curse of dimensionality suggests that further learning will prove intractable in a high
dimensional space regardless of its sparsity. Fortunately, there are several reasons to believe
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that learning will remain possible. The strongest derives from the notion of statistical indepen-
dence.
Let us assume that a data object, X, is a vector of random variables. A statistically
independent representation for the components of X means that P(Xi Xj) = P(Xi) for all
i#j. That is to say, the value of each of our dimensions is determined independently of the val-
ues of the other dimensions.
Recall the model for word generation described in § 1.2. In this model, words are
highly interrelated random variables. By contrast, topics refer to underlying concepts. Topics
"cause" the specific words that appears in documents. We conjectured that topics are indepen-
dent random variables.
Restructuring our space in order to reveal underlying independent causes is useful. In
our simple case above, it is a waste of computational resources to observe highly related
words because they are redundant. If each dimension represents a combination of underlying
causes rather than a distinct cause, this suggests that learning will require examining many
dimensions together (because crucial information may be spread among many variables). On
the other hand, if each dimension represent a distinct cause then we know that by looking at a
single dimension, we are observing a single cause and need not worry that further information
provided by that cause is spread among other variables.
If the underlying causes are also sparsely distributed-that is to say, we expect that any
given object (a document in our case) is only influenced by a few of the causes-then we are
spared onerous space and computational burdens. Otherwise, we will still have a great deal of
computation to perform in order to learn.
3.2.2 Noise
As we have mentioned above, one nice property of PCA-like techniques is that they might
remove noise from our data. By noise, we mean random variability that is not due to the
underlying signal of interest. Can we retain this property with sparse representations? Well, if
we believe that each of our underlying causes have specific properties, we can discard those
that do not exhibit those properties. In the case of text retrieval, for example, it might be desir-
able that each of our causes cleanly separates the data. This is like saying that we not only
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expect an object to arise due to only a few causes, but that we expect any given cause will give
rise to only a few objects (in other words, causes are also sparse). This has intuitive appeal
because one might assume that causes that provide no discriminating power are probably less
useful for retrieval.
There are several ways that we might measure this discrimination property. Tech-
niques like projection pursuit [Huber, 1985] often assume that non-gaussian projections are
inherently better than gaussian projections. [Friedman, 1987] uses large skew and kurtosis (the
third and fourth normalized central moments, respectively) as one way of measuring deviance
from a gaussian distribution. Coincidently, kurtosis is also large for sparse distributions. As we
shall see in Chapter 4, projections from PCA-like methods tend to have low kurtosis. This
suggests using a measure like kurtosis as a method for measuring noise.
3.2.3 The Sparsity of VSM Documents
As we have noted before, the Vector Space Model already results in an extremely sparse repre-
sentation (especially if you ignore words like "the"). Why isn't it the case, then, that VSM is
already an optimal representation? Fundamentally, VSM still suffers from synonymy and pol-
ysemy. We conjecture that this means that each VSM dimension does not represent an inde-
pendent cause. By combining words appropriately, we can build a representation of
documents that incorporates some independence.
In text retrieval, a sparse independent representation would be useful. If queries can be
mapped into this new space reliably, then determining relevance really would again be a sim-
ple case of "word" comparison, which is known to be efficient.
3.2.4 Deriving Sparse Independent Representations
There are several techniques for finding sparse representations, including independent compo-
nent analysis [Comon, 1994; Bell and Sejnowski,1995], factorial codes [Barlow, 1989;
Olshausen, 1996], redundancy reduction [Barlow 1961; Atick 1992] and predictability mini-
mization [Schmidhuber, 1992]. We shall discuss these techniques more fully in Chapter 5.
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Chapter 4
4 Finding Optimal Linear Projections
In the previous chapter, we contrasted sparse representations with low-dimensional represen-
tations, arguing that sparse representations have desirable properties and may be good ways to
represent documents. We only briefly mentioned some algorithms for constructing these rep-
resentations. In the next chapter we will explore some of those algorithms in detail.
Before proceeding with that discussion, however, we wish to provide evidence that
sparse representations are well suited to text retrieval. To that end, we will show that when
"correct" solutions are already known, an "optimal" representation of documents has many of
the properties of sparse representations. Further, we will use this evidence to justify kurtosis
as a criterion for judging noisy dimensions.
4.1 Supervised and Unsupervised Learning
Broadly speaking, learning has been traditionally divided into two major categories: super-
vised and unsupervised. Conceptually, a supervised learning task involves a knowledgeable
teacher who provides the "correct" answer for every input example. That is, the data are input-
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output pairs, { (xi, yi) }, and the supervised learner is expected to learn a mapping from xi to yi.
By contrast, an unsupervised learner has no teacher, and is therefore expected to discover
some kind of useful structure on its own.
Although techniques such as relevance feedback can be seen as injecting supervision
into IR, text retrieval is generally an unsupervised processed. This is a natural consequence of
the fact that documents are not typically labelled.
4.2 Finding Optimal Projections with Supervision
Formally, linear dimensionality reduction algorithms like latent semantic indexing produce a
matrix, P, to be used to project both documents and queries into a new space of lower dimen-
sionality. Once the documents and queries have been projected into this space, an inner prod-
uct is used to score relevance. Thus, these algorithms are searching for a matrix P such that
DTPP'q results in large values for documents in D that are relevant for an arbitrary query, q,
while yielding low values for irrelevant documents. It is the choice for the general structure of
P that embodies assumptions about the structure of D and q and separates various linear pro-
jection techniques.
Despite this unsupervised formulation, it is possible in many cases to recast text
retrieval as a supervised learning problem. Imagine that along with a set of documents, D, we
are given a set of queries, Q. Further, we are told which documents are relevant to which que-
ries via a matrix R. We will define R to be:
Rij = 1 if document i is relevant to document j (4.1)
L 0 otherwise
Although this information is not generally available to us, most of the collections that
we use in this work are instrumented. That is, the collections include not only a set of docu-
ments, but a set of standard queries along with an indication of the documents that are relevant
to each query.
Using this additional information, we can now search for a projection operator, P, such
that:
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DTPPTq - R. (4.2)
We can find P in two steps:
1. Find an X minimizing IDTXQ - R F, where FII'F denotes the Frobenius norm' of a
matrix. This requires another two step process:
a. Find M that minimizes 1DTM - RIF.
b. Find X that minimizes IIXQ - RMIIF.
2. Find P by decomposing X into PPT . That is, find a P that minimizes [PPT - XDIF.
Computing step 1 requires solving a series of simple linear programming problems.
Computing step 2 is also straightforward; however, the matrix ppT has properties that may
not be shared by the optimal X found in step 1. In particular, ppT is symmetric. There is no
guarantee that X will be symmetric or even nearly symmetric. In fact, for several of the collec-
tions that we use, the optimal X does not have this property: the symmetric matrix Y that min-
imizes 1iY - X1 F results in a very large Frobenius difference.
There are several consequences of this result. To begin with, it suggests that in deter-
mining relevance, queries are not projected by the same matrix as documents; rather, our sim-
ilarity measure should be DTPD PqTq. It also suggests that standard techniques such as LSI are
searching for projection operators that are constrained to have properties that may lead to sub-
optimal solutions.
To collect further evidence for this hypothesis, let us compare the properties of the LSI
solution and the optimal X that we would derive from the algorithm above. There are several
ways we might compare them. Here, we will try to get a handle on how these projection oper-
ators redistribute the original data. In particular, because each axis of a projection matrix
induces a distribution of documents along that direction, we can compare how the respective
projections affect the distribution of documents on a per-axis basis.
In order to explore distribution properties, we must first find an alternate decomposi-
tion for X in step 2. Recall that the singular value decomposition computes X = USVT. Thus,
1. The Frobenius norm of X is: F (Xij )2
'vi, j
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FIGURE 4-1. Distribution of Medline Documents Along an Optimal Axis.
Documents form a spiked distribution along this axis. Further, a small number of documents are well-
separated from the rest. This distribution has kurtosis near 44. Similar results hold for other axes, and
other instrumented collections.
if step 2 above now computes the SVD of X, then our algorithm finds a particular set of matri-
ces, U, S, and V, such that IIDTUSVTQ - RIIF is minimized. We can factor USVT any way we
wish to assign projection operators to D and Q. Because S will just scale the axes and we are
only interested in seeing how any single axis distributes the set of documents, we might as
well choose U to be the projection matrix for D (and VS to be the projection matrix for our
queries).
4.3 Comparing LSI and Optimal Projectors
FIGURE 4-1 shows the distribution of documents from the Medline collection2 projected onto
the first axis of U. Subsequent axes of U result in similar distributions. FIGURE 4-2 shows the
2. The Medline collection contains 1033 documents and about 8900 words. It is described in detail in Chapter 8.
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FIGURE 4-2. Distribution of Medline Documents Along the Principal Axis.
Documents are projected in a nearly gaussian fashion along this axis (the
distribution has kurtosis of 6.9). Similar results hold for other axes.
distribution of documents projected onto the first LSI axis. Similar distributions result for the
next 100 axes. These results hold across other collections as well.
Notice that the LSI axis induces a qualitatively different distribution than the optimal
axis. With its shape and smooth continuum of values, it appears to be quite similar to a normal
distribution. In fact, this particular distribution has a fairly low kurtosis-the fourth order nor-
malized central moment-of 6.9 (recall that all normal distributions have a kurtosis of 3).
FIGURE 4-3 shows the kurtoses of the first 100 LSI axes.
By contrast, axes derived from the optimal solution exhibit very different properties.
The axis shown in FIGURE 4-1 contains large spike near zero, and a well-separated outlier
spike. In other words, this axis clusters the data. It is also highly non-gaussian. The kurtosis of
this distribution is 44. In other words, the optimal supervised solution generates a sparse rep-
resentation. Each axis is only "active" for a small set of the data.
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FIGURE 4-3. A Histogram of the Kurtoses of LSI Axes.
Documents are projected in a nearly gaussian fashion along the first 100 axes of
the LSI solution. The mean kurtosis is 3.4.
FIGURE 4-4 compares the performance of LSI (using the first 200 axes) and the opti-
mal solution. As we might expect, the optimal solution outperforms LSI significantly. Of
course, this comparison isn't really fair. On the one hand, the optimal solution has access to
correct answers and finds a solution only for the answers it is given. By contrast, LSI is forced
to find a more general solution that does not depend upon a small set of known correct
answers, but is still able to perform well on as-yet-unseen queries. Therefore, one cannot sug-
gest that the optimal solution is clearly superior for the general IR problem.
On the other hand, the evidence does suggest that dimensionality reduction techniques
like LSI are searching for projections with a kind of structure that constrains their solution to
be suboptimal. In the next chapter, we describe unsupervised algorithms designed to find
sparse projections that look more like the super-gaussian ones in FIGURE 4-1 than the gaussian
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FIGURE 4-4. Precision-Recall Curve comparing Optimal and LSI Projections.
The optimal projector generates an essentially perfect precision-recall curve.
ones in FIGURE 4-2. In Chapter 6 we will then revisit the observation that the projection
matrices for documents and queries need not be the same.
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Chapter 5
5 Finding Sparse Linear Projections
In the last chapter we compared LSI to an "optimal" linear projector and discovered that the
axes that each technique generates induce distributions on documents that exhibit very differ-
ent properties. Further, we quantified ways in which they differed. In this chapter we return to
ideas introduced in Chapter 3 on sparse representations. After describing some unsupervised
algorithms that produce such representations, we compare their distribution properties and
retrieval performance with LSI and optimal solutions.
5.1 The Optimal Linear Solution
The optimal linear operator found in the previous chapter nicely solved the task we set before
it; however there are several serious problems with this approach. First, we do not always have
the luxury of an instrumented database from which to build our optimal operator. Second,
even if we are given queries and their relevant documents, there will likely be a problem of
over-fitting: the number of parameters in the matrix, X, is the number of words squared. This
is probably much larger than the number of documents and queries. It is not at all clear how to
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move towards a solution that will likely have low generalization error, our ultimate goal.
Third, computing X is expensive, involving at least two full-rank singular value decomposi-
tions and several matrix multiplications involving large dense matrices. In the case of very
large collections, X itself to too large to represent in core memory and so must be computed
indirectly via its singular value decomposition, introducing a great deal more computation.
In short, the "optimal" supervised approach-at least as described here-is infeasible
on theoretical and practical grounds. On the other hand, it still seems worthwhile to search for
representations that exhibit properties like those discussed in § 4.3.
5.2 Independent Component Analysis
Motivated by our discussions in the previous two chapters, we look to machine learning tech-
niques that produce sparse, independent representations. There are several we might pursue.
We begin with independent component analysis [Comon, 1994; Bell and Sejnowski,1995], a
technique that has recently gained popularity. The ICA algorithm is very similar in flavor to
several approaches that have appeared over the years, including factorial codes [Barlow, 1989;
Olshausen, 1996], redundancy reduction [Barlow 1961; Atick 1992] and predictability mini-
mization [Schmidhuber, 1992]. Extensions such as [Amari, et al, 1996; Pearlmutter and Parra,
1996] have made the algorithm more efficient and robust. Before discussing the ICA algo-
rithm, we shall motivate its use by describing a problem where it has found a great deal of suc-
cess; namely, the blind source separation problem.
5.2.1 Blind Source Separation
In the blind source separation problem, one observes a number of signals (usually over time).
These signals are assumed to be a mixture of a number of unknown sources. The task is to
recover the original sources. Perhaps the most well-known version of the problem is the cock-
tail party problem. Imagine attending a party, and attempting to carry on a conversation with a
group of friends. The sounds that reach your ears are a mixture of the voices directed at you,
other voices involved in other conversations, the tinkling of glasses, music, and other back-
ground noises. Despite hearing all of these sounds as a single waveform, you are quite capable
of isolating your companion's voice, all while enjoying the music, and at least peripherally
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remaining alert for other relevant sounds (such as your name being called from across the
room). By contrast, it is quite difficult to give such skills to machines.
We might model blind source separation as a linear mixing problem. Imagine that we
observe the output of n microphones, each recording a different mixture of sources (different
because the microphones are in physically different locations). The behavior of the signals
that we observe is characterized as:
x = As, (5.1)
where x is a vector of our observed signals at some time step, s the original sources at that
time step. When A is an n x n matrix we assume that the number of sources is the same as the
number of microphones. Assuming that there is no noise, we simply want to find a matrix, W,
such that:
Wx = s. (5.2)
In other words, W=A'1. In practice, any W such that WA has exactly one nonzero ele-
ment in each row and column is satisfactory. This is equivalent to finding any permutation and
scaling of our sources. This is reasonable, given that there is no reason to impose an ordering
on the sources, or any a priori belief of the "true" scaling of the original signals.
Despite the apparent difficulty of this problem, the ICA algorithm and its variants have
been successful at solving it. Further, ICA has been successfully applied not only to the blind
source separation problem, but to blind deconvolution and images processing [Bell and
Sejnowski, 1996].
We hypothesize that ICA may be useful for finding underlying structure in document
collections. There is a natural embedding of our problem within the framework of blind source
separation. We can think of the words that we observe as our microphones, and underlying
"topics" as the source signals that give rise to them.
5.2.2 The ICA Algorithm
[Comon, 1994] introduced independent component analysis to attack blind source separation.
That particular algorithm estimated various distributions by calculating their first few
moments. That technique is powerful, but also computationally burdensome, and leads to only
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approximate estimations. Recent extensions-most notably [Bell and Sejnowski, 1995]-use
a very simple, but computationally inexpensive and exact method for estimating distributions.
ICA usually refers to this class of algorithms.
ICA finds the original signals by constructing a non-linear network and maximizing
the mutual information' between its outputs and the mixed input signals. Under certain cir-
cumstances, this process minimizes the mutual information between the output dimensions,
resulting in a matrix that unmixes the mixed signals. Formally, if Y is our network's output
and X its input, we wish to maximize:
I(X, Y) = h(Y)-h(YIX) . (5.3)
In the case that Y and X are continuous variables and there is no noise, this quantity is
not particularly well-behaved: h(Y IX) diverges to -oo. We avoid this problem by noting that
by only want to maximize I(X, Y), we need only concerned ourselves with its gradient:
-I(X, Y)= -h(Y) + -h(YIX). (5.4)
Here w is the vector of parameters in our network that map X to Y. The troublesome
quantity h(Y IX) disappears because it does not depend on w. As a consequence, in the deter-
ministic case we can maximize mutual information between outputs and inputs merely by
maximizing the entropy of the outputs:
I(X, Y) = h(Y). (5.5)
aw aw
In the network chosen for ICA, an input x is transformed into an output y by passing it
through a nonlinearity, g(.). The quantity h(Y) is then maximized by aligning the bulk of the
probability density function (pdf) of x, f(x), with the strongly sloping parts of g(.).
Assume that g(.) is uniquely invertible and y = g(Wx + b), where b is a bias vector
and W the n x n matrix describing the weights of the network. In this case, the pdf of y, fy(y)
is:
1. See Appendix B for background on mutual information, information theory, and probability theory.
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f(x)fY(y) =IJ
where
J = det
ayl
ax1
ay,
ax ln
ayn
x1
ayn
Dxn
(5.6)
(5.7)
J, the Jacobian of our transformation, is the determinant of the matrix of partial deriv-
atives. As shown in [Bell and Sejnowski, 1995], when g(.) is taken to be the logistic function,
1g(u) =1 , we can maximize the entropy of fy(y) by changing W and b proportional to:
l+e
AW oc W-T + (i - 2y)xT
Ab o i - 2y
(5.8)
(5.9)
-THere i is a vector of ones. The matrix W-  acts against having the weight vectors
come to learn similar direction.2 As they do, W becomes increasingly degenerate. Thus,
redundancy is decreased and independence increased. For a more complete discussion of
these issues, see [Bell and Sejnowski, 1995].
5.2.3 Failure Modes
Independent component analysis algorithms perform remarkably well on the blind source sep-
aration problem; however, there are several cases where ICA is known to fail. For example,
-T2. In point of fact, we use the update rule from [Amari, 1996]. It uses the natural gradient to avoid directly computing W-
That update rule is AW o- (I - 2yy T)W. As W- T still implicitly acts to remove redundancy, the original derivation of
[Bell and Sejnowski, 1995] is retained here for pedagogical reasons.
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FIGURE 5-1. Distribution Properties for ICA on Medline.
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FIGURE 5-1. Distribution Properties for ICA on Medline.
ICA produces a spiked distribution of documents.This distribution has kurtosis near
60. Similar results hold for other axes, and other instrumented collections.
ICA cannot separate gaussian or nearly gaussian sources.3 As a practical matter, when signals
are mixtures of gaussians, it is inherently impossible to separate them (because linear combi-
nations of gaussians are also gaussians).
Some of these issues arise because ICA does not take into account temporal informa-
tion. [Pearlmutter and Parra, 1996] describes a context-sensitive version of ICA within a max-
imum likelihood framework that explicitly accounts for temporal structure. For cases when
the cumulative histogram of a signal is gaussian, such a technique may still be able to use tem-
poral information to separate signals. In our case, however, it seems reasonable to believe that
our documents have no meaningful "time" structure, so we will ignore the issue.
Finally, there is the case where the number of microphones and sources are not the
same. In one case we have more sources than microphones and in the other, we have more
microphones than sources. In the first case, ICA will not be able to separate the sources. The
3. [Bell and Sejnowski, 1995] conjectures that the necessary conditions for separation are met whenever the true
inputs are super-gaussian; that is, when their distributions have high kurtosis. Thus the search for indepen-
dent axes often leads to sparse representations as well.
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FIGURE 5-2. Sample Clusters Found by ICA.
Several related words induce non-zero values that are close together. The y-axis indicates
the value of a particular word from the White House collection when projected onto one of
the axes found by independent component analysis.
"extra" sources will remain mixed in with the recovered signals. In our domain, this would not
seem to be an issue; we would not expect there to be more "topics" than combinations of
words.
It is the second case, where there are more microphones than sources, that we expect
to encounter. Here, we conjecture the extra axes that an ICA-like procedure will try desper-
ately to find will be made up of whatever noise is present in our signal. In § 5.4 we will
describe a simple method for ignoring this noise.
5.2.4 What are the Independent Components of Documents?
In Chapter 4 we showed how LSI results in low-kurtosis distributions for documents. When
now explore the kurtotic properties of ICA. FIGURE 5-1 shows an ICA axis for the Medline
collection with a kurtosis of sixty. It is not dissimilar from other axes found for that collection,
or for other, larger collections.
Like the optimal axes found earlier, this axis also separates documents. This is desir-
able because it means that the axes are distinguishing groups of (presumably related) docu-
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FIGURE 5-3. The Distribution of Words on an ICA Axis.
Axes produced by ICA induce highly kurtotic distributions with words (this particular
axis has a kurtosis of 170.5). These distributions are also fairly symmetric.
ments. Still, we can ask a more interesting question; namely, how do these axes group words?
Rather than project our documents onto the ICA space, we can project individual words (this
amounts to projecting the identity matrix onto that space) and observe how ICA redistributes
them.
FIGURE 5-2 shows an example of groups of words from the White House collection
that produce very similar values. Intuitively, these words are related. "Title x" is the legal
name for what is popularly known as the "gag rule." It bans doctors at federally-funded clinics
from discussing abortion. Many of the issues surrounding that rule occur in the context of spe-
cific Department of Defense memoranda discussing the ban.
A more interesting story is told by FIGURE 5-3 and FIGURE 5-4. FIGURE 5-3 shows the
distribution of all the words along one of the axes found by ICA. As with documents, ICA
induces a highly kurtotic distribution over the words. On the other hand, this distribution is
also quite symmetric. This is true for several of the recovered axes. It appears that each axis is
selecting several groups of words, but assigning positive values to one subset of the words and
11 %1n11
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FIGURE 5-4. A Histogram of Opposing Words.
This axis selects two groups of distinct words assigning them values of opposite sign. One group is
made up of highly-related words, but the other appears to be made up of words that have no obvious
relationship to one another. In fact, these words co-occur with individual words in the first group, but do
not appear in the documents that are characterized by the occurrence of all the words in the first group.
negative values to the other.4 Together, these groups of words select for a subset of documents.
But in what way?
FIGURE 5-4 provides some insight. It shows two groups of distinct words found in the
White House collection by one particular axis. These are the set of words that induce values
that are far from zero. One group appears to be made up of highly-related words; namely,
"africa" "apartheid," and "mandela." The other appears to be made up of words that have no
obvious relationship to one another. In fact, these words are not directly related; rather each
co-occurs with different individual words in the first group. We might term them distractor
words. In this particular collection, "south" and "africa" occur together many times; however,
there are several documents that specifically concern the United States involvement with the
4. The use of positive and negative is not intended to give the impression of or "relevant" and "irrelevant," only that groups
are given values of opposite numerical sign. The inner product measure is not biased towards either positive and negative
values; rather, similarity scores are increased when the corresponding dimensions of two documents agree in their sign.
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dismantling of South Africa's apartheid system via the administration of Nelson Mandela (the
current president of South Africa) but are not necessarily concerned with other US policy
interests that peripherally concern apartheid (for example, there are references to military
buildups in South Africa, as well as its health care system). As it so happens, "south" acts as a
discriminating word for these subtopics.
It appears that among other things, ICA is finding a set of words, S, that selects for
related documents, D, along with another set of words, T, whose elements do not select for
I, but co-occur with elements of S. Intuitively, S selects for documents in a general subject
area, and T removes a specific subset of those documents, leaving a small set of highly related
documents. This suggests a straightforward algorithm that might achieve the same goal.
5.3 Approximating by Clustering
In this section, we will formally describe an algorithm that constructs axes with properties like
those discussed in the previous section. It is a clustering algorithm, which we now define.
5.3.1 Clustering
Clustering is the process of finding groups of naturally related objects. That is, clustering
algorithms seek to describe data in terms of sets of data points where the members of each set
have internal similarities. The literature on clustering is vast, and includes techniques as broad
as k-means clustering [Darken and Moody, 1990], AUTOCLASS [Cheeseman et al, 1988],
hierarchical clustering [Fisher, 1996], and SNOB's minimum message length clustering [Wal-
lace and Dowe, 1994; Wallace and Dowe, 1997]. Clustering has also found some success in
information retrieval (see chapter 16 of [Frakes and Baeza-Yates, 1992] for a review).
Generally, formal methods for clustering attempt to capture a notion of similarity by
some objective function that is to be maximized [Duda and Hart, 1973]. For example, in order
to cluster n-dimensional vectors, we might use normal Euclidean distance (or some weighted
version thereof), variance, or any of a number of metrics.
Clustering is sometimes described as a dimensionality reduction technique because
there are many fewer clusters dimensions, and usually many fewer than the number of data
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points. In our domain, we are more concerned with retaining the property of sparseness; we
may have as many clusters as data points.
5.3.2 A Simple Algorithm
Based on our observations from § 5.2.4, we propose a simple algorithm for discovering use-
ful projection axes from a collection of n documents, D. To construct a new axis, Ck
1.Choose a source document, De .
2.LetS(D c, d) be a similarity measure. For our purposes S(Dc, d) = D Td.
3.Sort D. That is, let D be a permutation of D such that i < j =* S(D c, Di) > S(DcDj).
4.Choose ng, P,m and nm such that ng < n, n, < pm <n, and pm < nm, <n.
k I k k5.Let Gk = I i  Mk 1 D i ,and Bk = )i
n 1+nm-Pm- 
-nmSi Pm =n, +1
6.Let Ck = f(Gk - Bk) -f(Mk - G ) where f(x) returns y s.t Yi = xi if xi>0
L 0 otherwise
In other words, for each new topic, documents are divided into three groups: those
assumed to be relevant, those assumed to be completely irrelevant, and those assumed to be
weakly related. These groups are used to drive the discovery of two sets of words. One set
selects for documents in a general topic area. This is accomplished by finding the set of words
that distinguish the relevant documents from documents in general, a form of global cluster-
ing. The other set of words distinguish the weakly-related documents from the relevant docu-
ments. Assigning them negative weight results in their removal. This leaves only a set of
closely related documents. This local clustering approach is similar to an unsupervised ver-
sion of Rocchio with query zoning (as discussed in § 2.4).
This algorithm enjoys several advantages over both LSI and ICA. It is an efficient,
non-iterative and data driven means of computing word clusters. It results in a sparse repre-
sentation because clusters consist of only a few documents that share several words. Further,
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FIGURE 5-5. A Clustering Algorithm
Documents are divided into three groups: those assumed to be relevant (G), those assumed to
be completely irrelevant (B), and those assumed to be weakly related (M). These groups are
used to drive the discovery of two sets of words. One selects for documents in a general topic
area. The other removes unwanted documents, leaving only documents that are closely related.
each of its intermediate results requires relatively small storage. Further, note that if a collec-
tion changes, most of the algorithms that we have introduced up to this point-including
ICA-require complete recomputation to avoid accumulating errors. By contrast, new clusters
can be added quickly as new documents are incorporated simply by constructing a new axes
with each of the new documents acting as "seeds."
FIGURE 5-5 shows a graphical version of this algorithm. FIGURE 5-6 shows some clus-
ters of words that result from this algorithm. FIGURE 5-7 shows the kurtotic properties that
result. Finally, FIGURE 5-8 shows precision-recall performance.
As with query zoning, this algorithm has several parameters: ng, Pm, and nm. These
define our expectation of the number of truly relevant documents and the number of weakly-
related documents. We might expect that these numbers will depend heavily on the character-
istics of the documents about which we build our clusters. It would be useful to be able to
extract these numbers automatically. We discuss some ways of doing this in Chapter 10.
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malpractice
0.3 scorable
medical
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0.15 early
retirement
unearned
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FIGURE 5-6. Sample Clusters of Words Found by Clustering.
Several words induce non-zero values that are close together.
5.4 Rejecting Bad Clusters
So far, we have assumed that the axes that are found by our procedures are all useful; however,
this may not be a valid assumption. Unfortunately, algorithms like ICA will attempt to find an
unmixing matrix that is full rank, regardless of whether this is warranted.
We conjecture that we can detect this condition. Recall that ICA cannot properly sepa-
rate gaussian-like signals because a gaussian can be split into a linear combination of any arbi-
trary number of other gaussians. We conjecture ICA will "fill up" the space that cannot be
accounted for by highly kurtotic independent components by splitting low kurtosis axes. This
suggests that we simply reject all axes with low kurtosis. Evidence that we have collected over
the last several chapters suggests that this approach is reasonable, and will prune uninforma-
tive axes. Further, it appeals to formal work done in projection pursuit [Friedman, 1987;
Huber, 1985].
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FIGURE 5-7. Distribution Properties for Clustering on Medline.
Clustering also produces a spiked distribution of documents.This distribution has kurtosis
of 44. Similar results hold for other axes, and other instrumented collections.
Similarly, any low kurtosis axis that arises from the topic clustering algorithm must be
based on documents that are not tightly related. Thus, we can treat those axes as uninformative
as well. All the algorithms that we use incorporate kurtosis as the mechanism for measuring
noise.
5.5 Performance
FIGURE 5-8 shows precision-recall curves on Medline for the basic inner product measure,
LSI, ICA and our clustering algorithm. The sparse techniques out-perform both LSI and the
basic inner product measure. The average precision for these techniques remains higher over
all ranges.
It is known that the documents naturally cluster around the queries in the Medline col-
lection. This may be why the baseline inner product measure performs well. Still, both ICA
and the clustering algorithm improve tremendously on this performance. In particular, the
clustering algorithm uses the inner product measure as its basic measure of similarity. In
Chapter 9 we will see that it also performs well on larger, less clustered collections.
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FIGURE 5-8. Performance of Several Techniques on Medline.
These precision-recall curves show the relative performance of four retrieval techniques on the
Medline collection. The clustering and ICA techniques perform best on this particular
collection. Both sparse techniques outperform LSI and the basic inner product measure.
Average Precision
Baseline
LSI
ICA
Entire Range
0.0770
0.0863
0.0931
Clustering 0.0925 0.5784 0.7916
TABLE 5-1. Average Precision of Several Techniques on Medline.
Clustering and ICA have superior precision scores, regardless of the number of documents
returned. This represents a twenty percent advantage over the entire range, and as much as a
fifty percent advantage over shorter ranges.
5.6 Summary
In this chapter, we introduced independent component analysis as an unsupervised way of
recovering representations like those found by the supervised procedure described in our last
chapter. We also characterized the nature of the independent components of documents. Using
First 10
0.4180
0.5251
0.5836
First 50
0.5092
0.7194
0.7853
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this information we derived a direct method for finding projection axes with similar proper-
ties. This method is efficient and improves retrieval performance on at least one class of docu-
ments.
Up to this point we have described unsupervised algorithms for taking VSM docu-
ments and transforming them so as to reveal underlying structure. In the next chapter, we will
revisit the vector space model itself, and explicitly address problems that arise from variations
in the kinds of queries that we might encounter.
Chapter 6
6 Queries and Multi-Level Documents
In this chapter we revisit two assumptions of the vector space model: 1) that queries and doc-
uments "live" in the same space and 2) that a histogram is sufficient to insure good retrieval
performance. Naturally, the answer to whether these assumptions are reasonable is "it
depends." In this chapter, we will also argue that many queries will not have the same statisti-
cal properties as documents. We will argue that this will have a serious affect on typical
retrieval performance. The process by which we will identify how documents and queries dif-
fer will lead us to a multi-level representation of documents, where each level reflects different
statistical structure. In this way, we will be able to match queries to documents that have simi-
lar statistical properties.
6.1 Are Queries the Same as Documents?
A part of the appeal of the vector space model is that it represents documents and queries in
the same language. This gives VSM some power, but also embodies a very strong assumption;
namely, that documents and queries come from the same statistical distribution.
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In some IR tasks, such as routing, this may be a reasonable assumption. Unfortunately,
in other tasks-like the ad hoc task that concerns us--queries are not always like documents.
In particular, queries are not generally sentences or paragraphs, much less structured multi-
paragraph tracts. Thus, it is often the case that queries do not reflect any of the structure of the
document collection. Basic VSM does not recognize this problem, but learning techniques-
from latent semantic indexing to independent component analysis--compound this error by
explicitly extracting collection structure and then applying it to queries. To understand the
affect that this might have on retrieval performance let us first decide just how different que-
ries and documents can be.
First, queries do not generally reflect term frequencies. While one may argue that the
traditional VSM representation is impoverished, a histogram certainly maintains information
about the relative frequency of words. For example, imagine a collection of documents
roughly divided into three groups. One group in the collection is distinguished by the fact that
word t, appears about three times as often as word t2. In a second group, t, appears only a tenth
as often as t2. In a third group, t, appears about fourteen times while t2 appears rarely. Because
of this structure VSM might do well when queries are presented in a similar form (e.g. "5t,
50t2"); however, if queries are presented Altavista-like, it is more likely that they will just
include a list of words with no indication of relatively frequency (e.g. "t, t2").
Second, queries are often no more than a free form listing of terms. They need not con-
tain any of the term-to-term order or distance structure found in normal text. In a complete
document, it may be relevant that ti almost always follows t2 or that they never appear in the
same sentence. This has no effect on traditional VSM because none of this information is rep-
resented; however, if order-dependent features (like compound words) are included in a docu-
ment vector, a system that uses them in a crucial way may suffer when such structure is not
reflected in queries.
Finally, queries are not exhaustive. In a query, the absence of a term is not equivalent
to asking for documents that do not contain that term. Nevertheless, the absence of a term in a
query is usually represented by a count of zero even though VSM represents the absence of a
term the same way. It can be shown that such a representation can have a profound effect on
relative distance measures [Story, 1993].
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These issues are crucial. No matter how well documents are represented, retrieval
becomes difficult if queries are represented in the same vector space as documents, but do not
share any of their structural properties. This observation is not completely new, of course. It is
well-known within machine learning that it is important that training examples and test exam-
ples come from the same distribution. Within information retrieval, query expansion, query
reweighting and other techniques can be seen as attempts to make certain that queries have
some of the same structure as documents. Unfortunately, these techniques tend to focus on the
query itself, here we will focus on the documents as well.
6.2 The Vector Space Model Revisited
There is a great deal of structure inherent in real documents. For example, words in close
proximity modify each other's meanings. The most obvious example is compound words,
such as "decompression chamber" or "National Football League". The Vector Space Model
removes almost all of the structure that normally exists in written text. The sentences "Charles
hits Parry" and "Parry hits Charles" have the same representation in VSM; however, they very
clearly describe different events. The difference in meaning is derived directly from the rela-
tive order of "Charles" and "Parry" about the transitive verb "hits". Histograms cannot capture
this kind of structure.
Of course, it is an empirical question how much this matters for any particular applica-
tion of information retrieval. For example, a user interested in events involving anyone named
"Parry" would likely want to retrieve both sentences. On the other hand, a user with a more
specific desire for stories only about actions that "Parry" has performed might only want the
second sentence. Users may be best served when they are able to distinguish between the var-
ious cases.
The most obvious alternative to a histogram is a representation emitted from a natural
language understanding system. With this kind of system, a document is parsed, constituent
terms are tagged with their relevant syntactic and semantic features and the new structure is
analyzed for larger meaning. Unfortunately, such techniques can be computationally expen-
sive, an intolerable state of affairs given the gigabytes of documents that typically must be
processed. Rather than avoid the efficient and easily manipulated representation that histo-
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grams provide, we propose employing better ways of using them. In VSM, histograms main-
tain term count statistics; however, there is nothing about the representation that limits it to
just those features: any can be represented (see § 2.2.2 for more discussion). With this in
mind, we propose using very light parsing to extract additional features from documents and
then adding those new features to the representation. Naturally, these features must be mean-
ingful in the context of English text retrieval. That is, they must represent the existence of use-
ful semantic units, such as compound words and other common noun phrases.
Latent semantic indexing makes the assumption that important axes for representation
can be determined from the co-occurrence of features. For example, there is some hope that
such axes might reveal synonyms. This may well be true; however, in a great deal of text, co-
occurrence is polluted by incidental relationships due to the existence of other semantic units.
For example, the constituent parts of compound words generate high co-occurrence: in a col-
lection of articles on fluid dynamics, "Reynold's" and "number" will co-occur a lot even
though they are clearly not synonyms. Worse, because "number" is a common term and co-
occurs with lots of other terms (e.g. "Avogadro's" and "Euler's"), the relationship between
"Reynold's" and "number" may seem less important than some other relationship like "num-
ber" and "shock". Worse still, because co-occurrence is a pairwise statistic, it will be difficult
to notice the relationship between "Reynold's", "number", "shock" and "wave" unless they
are represented as "Reynold's number" and "shock wave".
Units like compound words and other semantically meaningful features can sometimes
be determined based upon their distance and order relationships. For example, compound
words appear together much more often than one would expect if the constituent words were
independent. Further, they appear in a particular order. Other semantically interesting units
have corresponding statistical properties, as well. For example, related objects often act upon
one another in sentences, or appear together often in the same paragraph. Naturally, a process
based on distance and order statistics does not perfectly determine meaningful semantic rela-
tionships; however, these heuristics provide a computationally tractable method of feature
extraction that takes advantage of domain knowledge without requiring extensive natural lan-
guage processing.
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Creating a secure and prosperous enviornment for trade
also hinges on continued efforts by the UniatS es to benefit
from the great that are available in the
high growth East Asian a Latin American markets, two
of the fastest growing regions for exports.
FIGURE 6-1. Neighborhoods.
New words that have been created from a collection using three neighborhoods: adjacent
words that appear in the same sentence, words that appear in the same sentence, and words
that appear in the same paragraph. Many of the new words correspond to common noun
phrases.
* Neighborhood, Adjacent Terms Ri = P(ti I tj)
* Neighborhood 2  Sentences Rij = max [P(t i I tj),P(tj I ti)]
* Neighborhood 3  Paragraphs Rij = max [P(ti I tj),P(tj I ti)]
Neighborhood 4  Document Rj = max [P(ti I tj),P(tj I ti)]
TABLE 6-1. Statistical Tests for Determining Significance in a Neighborhood.
Each pair of words in a neighborhood is tested for significant dependence. Pairs of words
with significant dependence create new feature words in the representation.
6.3 Multi-Level Documents
In accordance with our observations, we wish to supplement standard VSM by extracting
meaningful features while explicitly modeling how queries and documents differ. Imagine
extracting features in ever-growing neighborhoods. A neighborhood is a set of contiguous
words whose boundary is not allowed to extend beyond a specific syntactic unit. Neighbor-
hoods might include adjacent words within a sentence, words within a sentence, words within
a paragraph, and words within a document.
For each neighborhood in turn, a statistical relationship-such as the probability of
occurrence-R , is calculated for each pair of words ti and t. These relationships are described
in TABLE 6-1 and FIGURE 6-1. If any Rj is determined to be significant (i.e. more than a stan-
dard deviation away from the mean Ri), a new "word" is created that replaces the pair every-
where they appear within that neighborhood. The process is repeated until no more new words
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attenu curv
unesterifi fatti
ileal conduit
cushion defect
aminohippur acid
smoke cigarett
nitrou acid
monocular stimul
glucuron acid
deoxyuridyl acid
supervoltag radiat
fructos diphosph
uric acid
hydrostat pressur
deoxi oxosteroid
deoxyribonucl acid
osteiti fibrosa
nephrot syndrome
turner syndrome
nalidix acid
nonesterifi fatti
glucuronyl transferas
nucleic acid
schultz dale
aminocapro acid
sella turcica
tenuazon acid
cutan hypersensit
ascorb acid
phosphomolybd acid
TABLE 6-2. Some New Words Created for the Medline Collection.
shock wave
angle (of) attack
mach number
high speed aircraft
high speed
reynold number
bundari layer
free stream
differenti equat
finite wing
experiment studi
steadi flow
take place
briefli discuss
close form solution
TABLE 6-3. Some New Words Created for Cranfield.
yom kippur
fetal tissue
persian gulf
teen pregnancy
electronic version
merri christmas helmut kohl
tianamen square litmus test
supreme court infectious disease
fiscal year whereof hereunto
senior administration official interior secretary
TABLE 6-4. Some New Words Created for White House Documents.
are created for that neighborhood. In this way, compound words made up of more than two
constitutents, such as "National Football League," can be discovered.
Neighborhoods are visited in turn, in an iterative fashion: the first neighborhood is pro-
cessed, then the second, and so on. This is necessary because each neighborhood contains the
previous neighborhood and, thus, would suffer from its polluting effect.
In order to ensure further that this process produces meaningful features, some light
parsing is performed. For some of our experiments, we have used the PRINCIPAR parser
[Lin, 1994] to tag words that are being used as verbs. These words are not allowed to partici-
pate in neighborhood relationships. Intuitively, verbs should not be allowed to combine with
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normal effect normal group
patient study result effect
effective treatment tissue cell
observer study clinic case
tumor tumor growth growth
TABLE 6-5. Some Sentence Relationships from Medline..
federal government state federal local
president legislature president prime minister
national service program vote vote vote
nafta nafta nafta don't know exactly
TABLE 6-6. Some Sentence Relationships from White House Documents..
nouns because they serve fundamentally different purposes in language. If queries tend to be a
collection of noun-like subjects, it also makes sense only to construct new features that are
likely to match query features. After each neighborhood has been exhausted of new words the
significant word relationships are stored as well, so that new documents (and queries) can be
converted directly into the new space.
TABLE 6-2 lists several new words created from the Medline collection by extracting
significant relationships from Neighborhood, (adjacent words). TABLE 6-3 shows the same for
the CACM collection and TABLE 6-4 for the White House Collection. Notice that many of the
new terms correspond to what are likely compound words, or at least noun phrases that have a
meaning distinct from their constituent nouns. For example, "acid" is different that "nitrous
acid" and, in fact, "nitrous acid" is different than "ascorbic acid".
TABLE 6-5 lists several new words created from the Medline collection by extracting
significant relationships from Neighborhood 2 (words occurring in the same sentence).
TABLE 6-6 shows the same for the White House Collection. Many of these phrases seem very
similar to noun phrases, such as "effective treatment" and "national service program." Some
of these expressions exist because their constituents appear very often on their own (e.g.
"national") and so rarely appear adjacent to any particular words. Only at the sentence level
are their relationships apparent. Formally, we might redefine Neighborhood, so that instead of
calculating P(ti I tj) for two terms ti and tj, it calculates something like P(ti I tj ; ti and tj appear in
the same sentence).
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Many of these relationships correspond to interactions that are very different than
noun phrases. For example, some words that appear as subjects and objects in similar sen-
tences, such as "federal" and "local" are flagged. Also, common expressions such as "don't
know exactly" are constructed. Finally, several words, once they appear in a sentence will
appear several times, such as "vote" and "nafta". The latter is may or may not be a useful fea-
ture; however, we do not expect that the algorithm that we use will extract only relevant fea-
tures (or will extract all the relevant features).
6.4 Making Queries into Documents
Simply representing documents and queries as VSM vectors in the augmented space described
above does not address the fact that queries and documents may still have very different prop-
erties. Given that we intend to transform our space in order to tease out underlying structure,
we can expect that retrieval performance will be strongly affected by the new words that have
been introduced. Paradoxically, the document level with the most structure may be the worst
for retrieval with queries made up of only two or three words.
Therefore, after each neighborhood has been exhausted of new words, the VSM matrix
for that level is computed and stored. Additionally a list of the new words that were created at
that level is also stored. When a new query is presented, it is examined to see if any of those
new words can be extracted from it. The highest level where new words can be added to the
query is taken to be its natural level. It is at that level that similarity is computed. For exam-
ple, imagine that a query contains some of the Neighborhood words extracted from the col-
lection but does not contain any of the Neighborhood2 words that were extracted. In this case,
the vector representation of the query will be augmented with any of the adjacent words that it
contains and then similarity will be computed against the matrix representing the collection at
that level (see FIGURE 6-2).
Finally, short queries are reweighted so that their histograms reflect word frequencies
in the collection:
C.
w. = - (6.1)1 n.1
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Projected Documents
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Original Original Query
Documents
FIGURE 6-2. A Multi-level Representations for Documents.
Each level of the representation contains different features that reflect increasingly more general natural
language structure. These features are used to classify queries of varying structural richness. Once
classified, a query is matched against a representation of documents that reflects its structure.
where ci is the total number of times word i appears in the collection and ni is the total number
of documents in which word i occurs. In short, each word of a query is multiplied by the aver-
age number of times it occurs when it does occur (as opposed to the average number of times
it occurs over all documents). Although developed independently, this is very similar to a
reweighting scheme proposed by [Kwok, 1996].
The mechanisms described here are not expensive. Because the document matrix tends
to be very sparse, extracting features is efficient. Furthermore, the sparseness of our data rep-
resentation means that few new features are created relative to the total number of possible
features, so storage requirements describing the new features are minimal. As a result, the size
of the representations does not grow explosively. The biggest additional requirement of this
system is that a projection matrix must be computed and stored for each level of representa-
tion; however, this only adds a small constant to the time and space complexity.
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FIGURE 6-3. Retrieval Performance Using Neighborhoods.
Overall retrieval performance is increased using neighborhoods, but only slightly.
6.5 Performance Experiments
Although further experiments appear in Chapter 9, let us describe some results here. Preci-
sion-recall curves comparing retrieval performance on the Medline collection both with and
without neighborhoods are given in FIGURE 6-3. To obtain the new neighborhood words, pairs
of words with R j > 0.1 were deemed significant. This was empirically determined based on
the distribution of the probabilities across all pairs of terms (it is approximately a standard
deviation away from the mean). Query reweighting is used in both cases.
It is interesting to note that we only see a marginal overall improvement in perfor-
mance. The precision-recall curve is somewhat misleading. The graph includes results from
all queries, including those that are long and richly structured as well those that are as short
and poorly structured. If we limit ourselves to the subset of queries that are comprised of only
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FIGURE 6-4. Retrieval Performance on Small Queries.
Retrieval performance is increased on short, structured queries.
one sentence that nevertheless contain compound words and/or sentence features, the
approach does significantly better (see FIGURE 6-4 for an example).
6.6 Discussion
These results suggest that although the multi-level representation does not greatly improve
upon the state of the art for all queries, there is a certain class of queries for which it is partic-
ularly well-suited. Very long queries (e.g. entire paragraphs extracted from actual documents)
have a great deal of structure. Basic VSM is able to take advantage of this and provide reason-
able retrieval performance. Presumably the multi-level approach does well for many of the
same reasons; however, it cannot provide much of an advantage. In the other extreme, very
short queries (comprised of only a word or two) are often so impoverished that no features can
I I I I I I I I I
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be extracted other than the terms themselves. In this case, multi-level VSM is equivalent to
basic VSM.
On the other hand, multi-level VSM is able to take advantage of short queries that pos-
sess some of the useful structure extracted by our algorithm. When this is the case, retrieval
improves.
Chapter 7
7 Brazil
We have described our algorithms in detail; however, as anyone who has built a system knows,
this is not even half the battle. Implementing such algorithms as part of a large system is diffi-
cult, requiring many engineering decisions. To facilitate experiments and visualization, we
have developed Brazil, an interactive IR toolbox based on another system we have developed:
the Parallel Problems Server, a parallel system designed to work on very large problems. In
this chapter we will describe the system's architecture in some detail and present the motiva-
tion for this particular design approach. Because this system is not the focus of this work, we
will skip some details and issues. The interested reader is directed to [Husbands and Isbell,
1998a-c] for further discussion.
7.1 The Parallel Problems Server
We describe a novel architecture for a "linear algebra server" that operates on very large
matrices. Matrices are created by a server and distributed across many machines. All opera-
Brazil
tions take place automatically in parallel. The server includes a general communication inter-
face to clients and is extensible via a robust package system.
This system is motivated by three observations. First, many widely-used algorithms in
machine learning, simulation, information retrieval and scientific computing can be realized
as a series of operations on matrices. Second, it is vital to test new ideas quickly in an interac-
tive setting. Finally, many real-world problems are very large; in order to understand how this
impacts an algorithm's performance, it is necessary to explore large data sets.
Common approaches suffer from several difficulties. Interactive prototyping environ-
ments such as Mathematica, Maple, Octave, and Matlab exist; however, they often fail to work
well on large problems. Linear algebra libraries designed to work on large problems abound;
however, they involve steep learning curves. Further, they are not typically interactive, requir-
ing that applications be written in a compiled language, such as C, C++, or even Fortran. This
is a burden both for users who simply want to take advantage of a library's functionality and
for programmers who wish to extend it.
We address these problems directly. Like standard libraries, our system encapsulates
basic functionality; however, by modeling the system as a server, we allow for interaction with
arbitrary user interfaces. Further, the server is a self-contained application with a run-time sys-
tem, so we are able to extend it on-the-fly.
In the next sections, we show how this model allows us to develop a system like Bra-
zil. For the sake of completeness, we briefly describe standard approaches before describing
the Parallel Problems Server itself. We detail its architecture, focusing on its extensibility.
Next, we describe PPMatlab, a system that enables users to compute interactively with very
large data sets directly from within Matlab, a popular interactive scientific computing tool.
Having laid this foundation, we then discuss Brazil, our IR toolbox.
7.2 Standard Approaches to Scientific Computing Problems
7.2.1 Linear Algebra Libraries
For many compute-intensive tasks, the best way to maximize performance is to use a library.
For example, optimized versions of LAPACK [Anderson, et al, 1995] exist that outperform
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similar code written in high-level programming languages. For distributed memory architec-
tures, vendor-optimized libraries (e.g Sun's S3L and IBM's ESSL) coexist with public domain
offerings such as [Blackford, et al, 1997], PARPACK [Maschhoff and Sorenesen, 1996] and
Petsc [Balay, McInnes and Smith, 1997; Petsc, 1997]. Unfortunately, each of these libraries
has its own idiosyncratic interfaces and assumptions about the types and distribution of data
allowed. In general, it is often a major programming effort to incorporate library routines into
an application.
7.2.2 Interactive Systems
The power of prototyping systems like Maple, Matlab, Mathematica and Octave is that they
are interactive. It is straightforward for both seasoned programmers and relatively naive users
to develop algorithms and to visualize results from such algorithms. Unfortunately, while
these tools work well for small problems, they are often inadequate for production-level
needs.
There have been many attempts to extend prototyping tools in order to make them
work with large data sets. Here, we focus on systems that add parallel features to Matlab, a
scientific computing tool that has enjoyed wide use in many fields, including machine learn-
ing.
Both MultiMatlab from Cornell University [Trefethen, et al, 1996] and the Parallel
Toolbox for Matlab from Wake Forest University [Hollingsworth, Lui and Pauca, 1996] make
it possible to manage Matlab processes on different machines. Matlab is extended to include
send, receive and collective operations so that separate Matlab processes can communicate. In
short, these approaches implement parallel systems using traditional message passing meth-
ods with Matlab as the implementation language.
Compilers for Matlab are also an active area. Both the CONLAB system from the Uni-
versity of Umei [Drakenberg, Jacobson and Kagstromand, 1993] and the FALCON environ-
ment from the University of Illinois at Urbana-Champaign [Falcon, 1996; Rose, et al, 1995]
translate Matlab-like languages into intermediate languages for which high performance com-
pilers exist. For example, FALCON compiles Matlab to Fortran 90 and pC++. Sophisticated
analyses of Matlab source are performed so that optimized target code is generated.
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7.2.3 Machine Learning Approaches to Large Problems
Generally speaking machine learning researchers do not solve large problems, or at least prob-
lems that are considered large in the scientific computing community. Insofar as we do, we are
just as likely to write our own special-purpose systems that, perhaps, use an optimized library.
In practice, machine learning researchers also use interactive systems like Matlab to test ideas
on small problems. Often, the two approaches are mixed, generating data and running experi-
ments in special-purpose systems and using interactive tools for post-hoc visualization.
This methodology has merits. Clearly, both interactive systems and libraries have been
useful in general and in the machine learning community in particular; however, it is our claim
that they do not adequately address the issues we have raised. Effectively using libraries is too
involved for the naive user and the latter approach sacrifices the direct interaction with the
computation that allows for intuition building. Further, it includes an edit-compile-run cycle
that increases development time.
7.3 The Parallel Problems Server
The Parallel Problems Server (hereafter referred to as the PPServer) combines many aspects
of the approaches we have described so far. Like standard linear algebra packages, the PPS-
erver neatly encapsulates basic functionality; however, because it is a server with a general
communication protocol, interaction with arbitrary programs (with their own user interfaces)
is possible. Also, the server implements a robust protocol for accessing compiled libraries.
Thus, extending the functionality of the PPServer is a simple, modular task.
7.3.1 The Client-Server Model
The client-server model is ubiquitous. There are HTTP servers that allow access to data via
the World Wide Web and database servers that admit access to specially indexed data. Because
these servers implement robust protocols for communicating information, it is possible to
build useful clients, such as web browsers.
We believe that this model is also a useful one for large-scale computation. First, there
is no need to force a client to operate in parallel by endowing it with communication primi-
tives; rather, communication remains implicit. As a result, the user is not responsible for man-
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FIGURE 7-1. The General Organization of the Parallel Problems Server.
The server process provides an interface to any client that implements its communication protocol.
aging data among various processes. The user simply issues the client's standard commands;
these are then transparently executed on multiple machines.
Secondly, there is no need to use the client as the computational engine. While this has
the possible short-term disadvantage of the server's functionality being different than the cli-
ent's, we gain extremely high performance. We are free to use the fastest distributed memory
implementations of the algorithms that we need. Furthermore, we are not required to use the
client's data representation. For example, Matlab uses double precision numbers. For the very
large operations that concern us, it often preferable to use single precision, gaining significant
time and space advantages.
A high-level view of our implementation of the PPServer is shown in FIGURE 7-1. Cli-
ents make requests of the server. Data are created in a distributed fashion and managed among
worker processes, which may live on different machines. Communication and synchronization
among the workers is accomplished using the MPI message passing library [Gropp, Lusk and
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FIGURE 7-2. Extending the PPServer.
A Client communicates with the PPServer using a simple command-argument protocol. The
Server itself uses a package mechanism to implement all but its most basic functionality. New
functionality can be added to the PPServer and managed in a reasonable way.
Skyjellum, 1994]. This is a standard library available on a wide range of platforms; it is cur-
rently the most portable way to develop applications on distributed memory computers.
7.3.2 Communication and Extensibility
We use the client-server model in two ways. First, there is a protocol for communicating with
clients. Just as importantly, there is a separate plug-in architecture that allows for straightfor-
ward run-time extensibility of the PPServer.
7.3.2.1 The Client Interface
While we believe that servers are crucial, they remain only academic oddities without useful
clients. HTTP servers are useful but they are much more useful when powerful browsers exist.
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Therefore, it is important that the client interface be simple to use but powerful enough to
allow for a wide range of operations.
The PPServer uses standard Unix sockets for client communication. The protocol is
straightforward. A client sends a request, consisting of a command and arguments. A com-
mand is a string, naming a function. Functions may request loading, saving or creating new
data, data itself, that specific operations to be performed on already existing data and that
library extensions to be included with the server (see § 7.3.2.2). Arguments are lists of char-
acters, integers and real numbers. Once a command has been completed, it is acknowledged
with a message from the server that includes any errors and returned values.
A C++ library (and source) is provided that implements this protocol, including auto-
matic conversion between standard C/C++-style data types and a form suitable for transmis-
sion to/from the server. Clients need only provide a suitable wrapper for these functions.Thr
form of this interface allows the server to use the client as the user interface, which means that
we take advantage of whatever interactive mechanisms exist in the client.
7.3.2.2 The Server Interface
The PPServer is extensible (see FIGURE 7-2). It includes a robust function interface using C++
objects. New functions are defined using this interface. These new functions are compiled into
dynamically loadable libraries, dubbed packages and loaded on demand. Each package is its
own name space, so new functions can be loaded "on top"' of others, hiding functions of the
same name in other packages. Like the PPServer itself, package functions use MPI. These
functions enjoy access to the basic functionality of the PPServer, including direct access to
data and the ability to execute all the same commands that are available to clients, including
those in other packages. The PPServer also supports common parallel programming idioms
(such applying a function to every element of a matrix), making it easy to add common func-
tionality without using MPI.
7.3.2.3 Portability
The use of standard C++ and MPI has allowed us to develop a system that is highly portable.
Although the PPServer was originally developed on a network of symmetric multiprocessors
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FIGURE 7-3. PPMatlab Variables.
Use of the PPServer by Matlab is almost completely transparent. PPServer variables remain tied to the
server itself while Matlab receives "handles" to the data. Using Matlab scripts and Matlab's object and
typing mechanisms, functions using PPServer variables invoke PPServer commands implicitly.
from Sun Microsystems, we have been able to implement a version on a similar set of
machines from Digital Equipment Corporation. The conversion required minimal effort.
7.3.3 Other Client-Server Models
Previous library systems have implemented a similar client-server model. Both RCS [Arbenz,
Gander, and Oettli, 1996] and Netsolve [Casanova and Dongarra, 1996] act as fast back-ends
for slower clients. In their model, clients issue requests, arguments are communicated to the
remote machine and results sent back. Clients have been developed for Netsolve using both
Matlab and Java.
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Our approach to this problem is different in many respects. In the PPServer, clients are
not responsible for storing the data to be computed on. Generally, data is created and stored on
the server itself; clients receive only a "handle" to this data (see FIGURE 7-3 for one example).
This means that there is no cost for sending and receiving large data sets to and from the com-
putational server (although it is possible to communicate locally created data). Further, this
approach allows computation on data sets too large for the client itself to store.
We also support transparent access to server data from clients. As we shall see below,
given a sufficiently powerful client, PPServer variables can be created remotely but still be
treated like local variables.
Both Netsolve and RCS assume that the routines that perform needed computation
have already been written. Through the package system we support run-time creation of paral-
lel functions. Thus, the server is a meeting place for both data and algorithms.
7.4 Applications of the PPServer
7.4.1 Packages
We have used the PPServer as the core of several applications, implementing packages that
provide access to ARPACK, PETSc, SCALAPACK and S3L, Sun's optimized version of
SCALAPACK. The functions in the packages are merely short wrappers for the underlying
functions provided by the libraries. In addition, we provide a basic set of packages implement-
ing basic functionality for operations on growable sparse and dense matrices, and handles data
distribution formats, conversions between various types of data (e.g. dense and sparse matri-
ces), disk I/O and a host of miscellaneous functionality. Together, these packages provide
most of the functionality of interactive linear algebra systems like Matlab.
7.4.2 PPMatlab
Using our client API, we have implemented a Matlab front end, called PPMatlab. PPMatlab is
the foundation upon which Brazil is built.
The choice of Matlab was influenced by several factors. First, Matlab is the de facto
standard for scientific computing. It enjoys wide use in both industry and academia. In the
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FIGURE 7-4. A Screen Dump of a Partial PPMatlab Session.
Large matrices are created on the PPServer allowing operations to proceed normally. Here
computing a portion of the singular value decomposition executes in about half an hour. Using
just Matlab on the client machine, it proved difficult to even store a matrix of that size. Coaxing
Matlab into computing SVDs for such matrices proved difficult.
machine learning community, algorithms are often written as Matlab scripts (e.g. independent
component analysis implementations) and made freely available. This ubiquity ensures that
many users of PPMatlab and Brazil will already be familiar with Matlab.
Second, Matlab is interactive. Results are easily available to the user. Combined with
an array of visualization tools, it is possible to inspect results in a variety of ways and to per-
form real-time experiments.
Third, Matlab is a complete development system. In addition to its linear algebra capa-
bilities, Matlab includes an application builder, a complete procedural scripting language,
parser, and a basic object-oriented system. This not only made building Brazil straightfor-
ward, but makes it easy for a user to build specific new functionality using the toolbox.
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It is important to remember that the ability to work with very large matrices (that result
from typical information retrieval tasks, for example) is entirely transparent. A user is simply
working with a Matlab program. The major differences are that it is possible to actually oper-
ate on large matrices and operations perform much faster on normal-sized matrices. At
present, we can process gigabyte-sized sparse and dense matrices.
7.5 Hardware
The current technological trend is towards networks of Symmetric Multiprocessors (SMPs).
With SMPs a "machine" contains several processors, each of which is independent and capa-
ble of performing any calculation. By contrast, other parallel architectures (such as MIMD
and SIMD) require that each processor execute the same set of instructions or operate on the
same data. Communication between processors on a single machine is usually accomplished
through some form of shared memory. It is also possible to connect several SMPs into what is
often called a cluster. Communication then occurs over a network, (sometimes a fast, special-
purpose one).
The PPServer currently runs on one of two clusters of symmetric multiprocessors con-
nected by fast networks. One is Xolas, a cluster of commercially available SMPs provided by
Sun Microsystems. Each machine contains eight processors. The other is Plaides, commer-
cially available from Digital Equipment Corporation. Each machine contains four processors.
Such large supercomputers are not required to use the PPServer. Linux systems for PCs sup-
port MPI and C++ compilers as well a Matlab, so the PPServer (and by extension, Brazil) can
be ported to such systems.
7.6 Brazil
Brazil itself is a text retrieval toolbox, designed for use with large databases. Brazil can pro-
cess queries on a million documents comprised of hundreds of thousands of different words.
Because of Matlab's scripting capabilities, little functionality had to be added to the server
directly. Most of Brazil was "written" in Matlab.
Brazil
7.6.1 The Brazil Toolbox
Brazil provides tools to preprocess text into a specific format that delimits sentences, para-
graphs and documents. For historical reasons, special-purpose C++ code was written to
accomplish this translation for the data sets used in this work; however, matlab scripts have
been used as wrappers to add such functionality directly to Brazil. It would also be possible to
encapsulate this functionality in a package.
Once in the proper text format, Brazil provides functions to convert files into sparse
matrices (in the compact binary format understood by the PPServer), as well as to extract sta-
tistical information about words, their usage and frequency. Similar functions exists for
extracting query and relevance matrices from instrumented collections.
Once in VSM form, various operations can be performed on the data, including length
normalization and inverse document frequency weighting. Further, it is possible to perform
latent semantic indexing, independent components analysis, random clustering, and any of a
number of reduction techniques. A particularly powerful form of singular value decomposi-
tion is provided that allows for extremely large matrices to be represented as a product of
much smaller matrices.
Given document and query matrices, relevance scores of various forms (e.g. DTQ,
DTDDTQ, DTXQ, DTPPTQ, for any X and P) can be calculated and sorted. It is also possible
to "zero out" specific axes of a projection matrix based on a value associated with each axis,
such as its kurtosis. Given relevance scores and matrices, average precision and recall can be
computed.
There are mechanisms that allow for the entry of free form text, which are mapped into
VSM vectors. Such queries can then be lifted to their proper level, as desired.
Several special-purpose visualization tools are available. These include functions that
map between vectors and words, and display words associated with a range of values. For
properly formatted collections, it is also possible to extract the sentence or paragraph that
"best" represents a document with respect to a specific query. In addition to these special
tools, Brazil inherits all of Matlab's visualization tools.
In short, each of the algorithms that we have described in this work have been imple-
mented in PPMatlab and are a part of the Brazil toolbox. All experiments described in
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Chapter 9 have been performed using Brazil, and all graphs have been generated from within
PPMatlab.
7.6.2 Web Interface
The complete Brazil toolbox is acessible via PPMatlab. In addition, some of the toolbox is
accessible via a normal web browser. This is currently implemented with a perl script and spe-
cial-purpose Matlab C code, using the standard Remote Procedure Call interface.
As of this writing, the interface allows for simple browser-based querying of a docu-
ment collection. The interface uses the functions for extracting representative sentences and
paragraphs to summarize relevant documents for a user, as determined by the various tech-
niques descibed here. It then allows single-click access to the documents themselves. The sys-
tem is currently used to explore a subset of White House documents and press releases.
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8 The Data
In this chapter we discuss the data sets that are used in our experiments. There are several col-
lections used in this work, some of which have been introduced already. There are two small-
ish "debugging" collections, a small demonstration set and a much larger collection, which is
subdivided into several smaller subcollections.
Most collections used here are instrumented. That is, each collection includes at least
one set of standard queries with a list of relevant documents for each query. These judgements
are noisy (see § 2.7.2 for a discussion); however, they do provide one standard by which to
judge performance.
Because we use a variety of collections with very different properties, it seems worth-
while to spend some time describing those properties. As such, we include a few relevant
observations about the collections whenever possible. It is not necessary for the impatient
reader to read this chapter in great detail; however, a familiarity with these collections may
help explain some of the results in Chapter 9, so this chapter should still serve as a reference
section. Tables are included that summarize some relevant statistics.
8.1 Typical Text Collections
Information Retrieval is a difficult problem for many reasons, as we noted in Chapter 2. In
addition to the fundamental issues that make IR a hard machine learning problem, there are
several practical issues that conspire to make IR tasks difficult to engineer. Chief among them
is the data. Typical collections are extremely noisy and unstructured. Even instrumented data
sets like those used for our experiments are full of errors. Further, the data sets can be huge.
This not only requires a number of engineering tricks to insure reasonable computational effi-
ciency, but makes it difficult to provide complete relevance judgements. It is known, for exam-
ple, that of the many documents in the extremely large TREC collection have never been seen
by reviewers, much less judged for relevance to each of the queries.
Also worth noting is that collections vary dramatically in content and vocabulary.
Some of the collections are from newspaper services while others are abstracts from very
technical papers. This has profound impact on the performance on a variety of algorithms.
Some techniques perform much better on some collections than others. Below, we try to cap-
ture many of the important properties in our collections.
8.2 Collection Processing
Words in each collection are stemmed. Stemming is the practice of removing suffixes (like "s",
"ly", "es") in an attempt to reduce words to their roots. We use an implementation of the por-
ter stemmer [Porter, 1980]. In the process of stemming, information-free words like "the" and
"a" are also removed. We also remove words that occur in only one document. This reduces
size dramatically, removes useless words (like document identification symbols) and also
removes some typographic errors. Collections are converted into a VSM representation and
stored in a sparse matrix format particular to the Brazil system (see Chapter 7).
A variety of matrices are computed for each collection. In addition to standard word
counts, a version using inverse document frequency (IDF) is also computed. In both cases
additional matrices are computed such that document lengths are normalized to one.
Query vectors and relevance matrices are computed and stored in sparse format. IDF'd
and non-IDF'd versions of the query vectors are computed, but their lengths remain unnormal-
ized (because normalization of queries doesn't affect rank ordering).
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8.3 The Debugging Collections
There are two collections used for "debugging" purposes. They were chosen for their avail-
ability, use in past work, ease of processing, and particular properties. Many of the results
described in previous chapters have been based on these collections, mostly because they are
relatively simple to process and usually best demonstrate differences among algorithms.
8.3.1 Medline
The Medline collection (MED) contains 1033 documents and 8847 words. The documents are
relatively short medical abstracts. There are 30 queries for the collection. Some queries are
very short while others are comprised of several sentences.
In this collection the relevant documents tend to cluster around the instrumented que-
ries in standard VSM space. This is one possible explanation for why simple baseline metrics
like DTQ and DTDDTQ work so well.' Latent Semantic Indexing (using about 200 principal
axes) also works well.
8.3.2 Cranfield
The Cranfield collection (CRAN) contains 1400 documents and 5350 words. CRAN is a col-
lection of abstracts for technical papers in fluid dynamics. CRAN includes 225 queries of
varying lengths.
Several of the CRAN documents are extremely short, consisting of a few sentences.
There are also several commonly shared words. Relevant documents do not appear to cluster
around the instrumented queries. Neither DTQ, DTDDTQ nor LSI perform as well as they do
with MED.
8.4 TREC
The TREC collection [Voorhees, 19978] is a set of collections, arising out of an ongoing effort
by The National Institute of Standards and Technology (NIST). Each year, NIST adds fifty
1. Throughout this chapter D refers to a document matrix and Q to a set of instrumented queries.
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MED 1033 8847 30
CRAN 1400 5350 252
AP 242918 284682 293
DOE 226087 132898 80
FR 45829 121817 157
PATENTS 6711 117241 34
ZIFF 293121 232813 173
WSJ:1987 46448 81305 188
WSJ:1988 39904 77338 187
WSJ:1989 12380 49233 170
WSJ:1990 21705 66091 259
WSJ:1991 42652 89757 268
WSJ:1992 10163 47104 222
TABLE 8-1. Number of Documents, Words and Queries for Each Collection.
new queries and sometimes adds new collections. As of this writing, the collection writing
would require 1.6 terrabytes of storage in a dense format. In its sparse format, it still requires
over 2 gigabytes. We have divided TREC into several subcollections. These are: AP (Associ-
ated Press), DOE (Department of Energy), FR, PATENTS, ZIFF, and WSJ (Wall Street Jour-
nal). The Wall Street Journal collection is further subdivided into six smaller collections, one
for each of the years 1987-1992.
TREC currently includes 300 queries. The queries were extracted from a standard for-
mat provided by NIST. Two versions of each query was extracted: a "short" version contain-
ing only a few words extracted from the query's "title" and a "long" version containing more-
or-less the full text of the query (except those parts that were explicitly asked to be excluded in
automatic retrieval experiments, according to the TREC guidelines).
The queries are divided into groups of 50. Each group is from a different year of the
TREC conference. Some of these groups of queries have distinct properties. When those prop-
erties are particularly relevant, we will discuss them in Chapter 9.
It is important to note that because of the way the TREC collection was developed, any
given query may not have a known "relevant" document in one of the subcollections. Those
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001-050 051-100 101-151 151-200 201-251 251-300 TOTAL
AP 47 49 50 50 49 48 293
DOE 20 23 19 18 0 0 80
FR 26 21 33 31 27 19 157
PATENTS 0 9 11 0 14 0 34
ZIFF 40 34 33 21 32 13 173
WSJ:1987 45 49 48 46 0 0 188
WSJ:1988 46 48 48 45 0 0 187
WSJ:1989 46 44 43 37 0 0 170
WSJ:1990 48 47 44 41 41 38 259
WSJ:1991 49 46 43 48 42 49 268
WSJ:1992 43 38 35 39 39 28 222
TABLE 8-2. Valid Queries Associated With Each TREC Subcollection.
For each set of fifty queries, they may be no relevant documents in a particular subcollection.
irrelevant queries have been removed for each subcollection (TABLE 8-1 indicates the number
of documents, words and queries for all collections while TABLE 8-2 specifies how many que-
ries from each of the yearly TREC queries are relevant to each TREC subcollection).
8.4.1 AP (Associated Press)
The AP collection contains 242918 documents and 284682 words.This collection is made up
of news articles from the Associated Press. The subject matter is extremely broad, using a
variety of vocabulary. It contains documents relevant to almost all queries.
8.4.2 DOE (Department of Energy)
The DOE collection contains 226087 documents and 132898 words, making it one of the few
collections with more documents than words. Unfortunately, it's subject matter is fairly spe-
cific and is irrelevant to most of the queries. In fact, the collection is not used for the most
recent queries.
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8.4.3 FR
The FR collection contains 45820 documents and 121817 words. The collection is relevant to
about half of the queries.
8.4.4 PATENTS
The PATENTS collection contains 6711 documents and 117241 words.
8.4.5 ZIFF
The TREC ZIFF collection covers articles provided by Ziff Publications. it subject matter is
broad. It contains 293121 documents and 232813 words. Again, this collection has more doc-
uments than words.
8.4.6 WSJ (Wall Street Journal)
The TREC WSJ collection is subdivided into six years, from 1987-1992. There are 46448,
39904, 12380, 21705, 42652, and 10163 documents (respectively) each containing 81305,
77338, 49233, 66091, 89757, and 47204 words, respectively. Like the AP collection, the WSJ
collection covers a range of topics (although these are generally business-related).
8.5 The White House Documents
Over the last several years, the Artificial Intelligence Lab at MIT has been involved with cate-
gorizing and making electronically available press releases and other documents that are
issued from the White House. We have used some of these documents in our experiments.
This data is not instrumented, in that there are no predefined queries with "known" results.
Documents are labelled with extremely broad categories, such as "proclamation" or "geor-
gia"; however, this is extremely coarse for our purposes.
Still, the White House Documents have several interesting properties that tend to con-
found standard search techniques. For example, many of the documents are laundry-list proc-
lamations of all the issues confronting the country on any given day. To say that such a
document is "about" a topic just because it mentions it is not always tenable. Notions of a sim-
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pie "average document" to aid in relevance feedback become difficult. Also, because of the
nature of press releases written on consecutive days, several documents will tend to have a
great deal of overlap.
This collection has several interesting properties. As they arise in practice, we will use
them to illustrate the strengths and weaknesses of our system.
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9 Performance
In this chapter we present several performance results. We include comparisons using stan-
dard precision-recall curves; however, we also present in detail the process by which text is
transformed into our sparse multi-level representation. We construct queries for the White
House collection and discuss the kinds of documents that are returned and how they differ
from algorithm to algorithm. It will be difficult to quantify performance from this exercise, but
we believe that it will help build intuition about the real-world behavior of our algorithms.
9.1 An Example: The White House Collection
In this section we use documents from the White House collection. We walk through each
stage in our text processing beginning with text parsing and culminating in the construction of
sparse clusters. We conclude with a few sample queries and explore how various techniques
affect retrieval.
a about above became because
before everything few for herself
indeed less perhaps please same
thereafter toward very via was
who why yet you yours
TABLE 9-1. A Sample of Stopwords
Stopwords are removed from text during preprocessing. Generally, stopwords contain
words without semantic content, such as "the." The list of stopwords that we use
contains 320 words.
9.1.1 Preprocessing
The White House documents include press releases, transcripts of press conferences and inter-
views with White House staff. The collection exists as files of free-form text. Thus, we must
first convert these documents into a format that can we process.
Documents are individually parsed. That is, sentence and paragraph boundaries are
identified, and individual words are processed. Any occurrence of standard sentence delimit-
ers (e.g. periods and exclamation marks) results in a sentence boundary being constructed.
Similarly, any blank line or series of blank lines is taken to be the boundary of a paragraph.
Collections are usually formatted so that document boundaries are explicitly marked, either
with special characters or because each document is in a separate file (the latter is the case
with the White House collection). Contiguous alphabetic characters surrounded by whitespace
are taken as instances of words. Numbers and punctuation marks are ignored.
If a word is not in a list of predefined stopwords, it is passed to the Porter stemmer
[Porter, 1980] for further processing; otherwise, it is ignored (see TABLE 9-1 for a partial sam-
ple of the stopwords we use). The stemmer removes common suffixes from words, mapping
different syntactic realizations of a word to a single canonical version. For example "intelli-
gence" and "intelligent" both become "intellig." This serves to reduce dimensionality and
redundancy. For some of our experiments, the verbs in each sentence are also tagged as verbs
with special delimiters, using the PRINCIPAR parser [Lin, 1994].
The entire process is realized using the GNU lexical parsing environment, flexx, and
special-purpose C++ programs incorporated in PPMatlab. The collection text is then stored in
a single file with syntactic markers (see FIGURE 9-1 for an example). Additional files contain a
list of the unique words found in the collection along with several statistics, such as the num-
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Each year, World Trade Week allows us to highlight the importance of international trade, which
links the United States with other nations in partnership for economic prosperity. It is also a time
to recognize the importance of our efforts to stimulate domestic economic growth through the sale
of American products and services abroad.
BEGIN PARAGRAPH
BEGIN SENTENCE
year world trade week allow highlight import intern
trade link unit state nation partnership econom prosper
END SENTENCE
BEGIN SENTENCE
time recogn import effort stimul domest econom growth
sale american product servic abroad
END SENTENCE
END PARAGRAPH
FIGURE 9-1. A Parsed and Stemmed Paragraph.
When text is processed, sentence and paragraph boundaries are identified, stopwords
removed, and individual content words are stemmed, so that they are reduced to a
canonical form.
ber of documents in the collection. In the specific case of the White House collection, an
unstemmed version of the documents with sentence and paragraph markers is also produced in
order to display retrieval results.
9.1.2 Extracting Features from Neighborhoods
Once the text of a collection has been turned into a canonical form, we construct additional
words by finding statistical regularities within neighborhoods. Recall from Chapter 6 that a
neighborhood is a set of contiguous words that do not extend beyond a specific syntactic
boundary. In particular, our neighborhoods are: 1) words that are adjacent and within the same
sentence, 2) words within the same sentence, and 3) words within the same paragraph.
For each neighborhood in turn, we compute a statistical relationship, Ri, for every pair
of words i andj not tagged as verbs. The precise relationship is described in § 6.3. For each R j
above a certain threshold,' a new "word" is created that replaces the pair everywhere they
1. The threshold is taken to be a standard deviation from the mean of Rj; however, for very large collections, this may be
chosen to be smaller or larger, as a way of controlling the number of new words that are created.
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yom kippur
fetal tissue
persian gulf
teen pregnancy
electronic version
prime minister
agency epa
gross national product
white house
health care nutrition
press conference release
pope john paul II
artificial intelligence
united states america
archive record
earned income
merry christmas
tianamen square
supreme court
fiscal year
senior administration official
law enforcement official
white house government
president clinton
arm service committee
office press secretary
middle class
memphis tennessee
lee iacocca
religious freedom
regulatory program
yale law
helmut kohl
litmus test
infectious disease
consumer loan
interior secretary
commerce secretary
reinvent federal procurement
unfunded mandate
car loan
san francisco california
constitutional law
lawyer client privilege
support russia
ballistic missile
sustain make
skyrocketing costs
TABLE 9-2. Some Interesting Words Created from Adjacency.
In reality, stopwords have been removed and the remaining words stemmed before new words
are constructed. Here we have "unstemmed" them for the sake of readability.
whereof hereunto
edu white
senior administrator official september brief
driver seat
correct deletion
send email
post sent
let just make
window opportunity
brave men (and) women
serachable database
vast major
TABLE 9-3. Some Questionable Words Created from Adjacency.
In addition to useful noun phrases, several new words that are probably less helpful are also
created. Many of these new words are common idiomatic expressions, or artifacts that arise
from standard headers and footers that appear in many of the documents.
appear within the specific neighborhood. When new words are created they are also tagged so
that they can be identified during later processing. In practice, we do not create new words for
word pairs that appear only once within a collection because there is not enough evidence to
justify assuming that R, is statistically valid.
This process is then repeated for the same neighborhood. Thus, new words can be
made up of more than two constituents. This is continued until no more new words are created
or until a maximum number of iterations is reached. At that point, the modified text of the new
112 Performance
§9.1 An Example: The White House Collection
budget resolution national directory environment policy
american life new industry technology research
service program pass senate vote senate
negotiation agreement peace agreement public health
reform health-care insurance health-care coverage health-care
work congress pass congress congress senate
job small-business state university united-states russia
increase income work education people insurance
president support american dream active program
education school congress legislation president cabinent
support russia product manufacture white-house staff
yearly income white-house president defense cut
senate republican president haiti parent children
president members-congress standards state president appointment
federal program policy coordination middle-class tax
president negotiation deficit-reduction billions president governor
TABLE 9-4. Some Interesting Words Created from Sentence Co-occurrence.
Several of the new words created at this level are compound words and noun phrases. Constit-
uents that contain expressions found from the first neighborhood are hyphenated.
environment environment vote vote vote
nafta nafta nafta don't know exactly
president laughter question yesterday
sure myer people understand
opportunity people people feel
go actual president idea
TABLE 9-5. Some Questionable Words Created from Sentence Co-occurrence.
collection is stored in the same format as before. Additionally, a list of all the new words cre-
ated at each iteration is stored in order of the probability of occurrence. This is done so that
new documents (or queries) can have the neighborhood features added automatically.
A total of 9035 new words were extracted from the White House collection, using the
first two neighborhoods. Words from the third neighborhood were not actually computed for
the White House collection because we use relatively short queries with this collection.
TABLE 9-2, TABLE 9-3, TABLE 9-4, and TABLE 9-5 contain partial lists of those words
extracted from the White House collection. As we found earlier, many of the new words corre-
spond to compound words, proper names, and to what seem to be useful noun phrases that
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have a meaning distinct from their constituents. For example "pope john paul" is a meaningful
unit, as are "supreme court" and "fiscal year." Further, the co-occurrence of phrases like "mid-
dle class" and "tax" are strong indicators of the subjects being addressed in a sentence.
On the other hand, several new words are recovered that seem to have dubious value.
Many of these new words are common expressions, or artifacts that arise from commonly
repeated phrases in the headers and footers of many of the documents. For example, repeated
instructions for retrieving information from the White House leads to the recovery of email
addresses and URL's. One might argue that these kinds of expressions are legitimate noun
phrases; however, it seems unlikely that a phrase like "window (of) opportunity" is useful,
unless one is searching for a specific quote that contains it. Also when a word like "nafta" is
used, it tends to be repeated many times in a sentence. It is not clear that a feature that captures
this regularity is useful for retrieval and classification: it may simply be the case that its
repeated use provides no more information about the topic being discussed than simply know-
ing that it has been used once.
Still, such behavior is to be expected. Without taking advantage of domain-specific
knowledge-which may be costly-it is not clear how to avoid creating the occasionally use-
less feature..
9.1.3 Creating Document Vectors
With a document collection processed and in the proper format, it is now possible to generate
VSM matrices. This is a simple process:
1. Read in statistics about the collection, including the number of documents and unique
words. Use this information to create an empty sparse matrix of the proper size.
2. Read in the list of unique words. Each word is associated with a unique number
between one and the total number of unique words in the collection.
3. Read in the formatted document collection. For every word encountered, increment its
count in the proper document vector. If a word is one that was constructed from a
neighborhood, increment the count of each of its constituents, as well. For example,
given "national football league," increment the counter for "national," "football,"
"league," "national football," "football league," and "national football league."
4. Store the matrix (in a sparse binary format native to the Parallel Problems Server).
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FIGURE 9-2. The Singular Values of the White House Collection.
The graph on the left is a plot of the first 1500 singular values of the White House
collection. The first singular value (8.9733) is twice as large as the second (4.4421);
however, after that point the values taper off slowly. The graph on the right is a histogram
of the singular values. The bulk of them are very close-between 0.5 and 2.0.
In addition, it is standard paractice to reduce the size of the matrix by removing those
dimensions corresponding to words that appear only once in the collection. This removes
uninformative words and many typographical errors. Further, it can reduce dimensionality a
great deal. For example, the TREC collection is reduced from 696,004 words to 395,533. In
terms of the sparse matrix representation, this corresponds to roughly 2.3 megabytes of data.
Once in its matrix form, the collection can be further processed. For example, we also
normalize the documents so that the length of each vector is one, and re-weight terms using
the inverse document frequency measure (see § 2.2.1 for a description).
The basic White House collection represents 18,675 distinct words and 1585 docu-
ments. Its sparse matrix representation contains only 558,181 non-zero elements, or 1.9% of
the total number of possible elements. This is typical. In practical terms, a dense representa-
tion of the White House collection would require 113 megabytes of storage using four byte
numbers to represent the word counts. By contrast, the sparse matrix requires only 4.25 mega-
bytes of storage.
In addition to sparseness, the final VSM matrices have other interesting properties.
FIGURE 9-2 contains a plot and histogram of the first 1500 singular values of the White House
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0.068 nicaragua 0.142 photo
0.060 entitled 0.091 est (eastern standard time)
0.056 kennedy 0.076 op
0.067 pm
-0.062 greek
-0.059 inaudible -0.101 june
-0.053 summer -0.062 saul
-0.051 ohio -0.059 july
-0.050 sweden
TABLE 9-6. Two Different Word Clusters Found by LSI.
The number beside each word is the value it receives from one axis found by latent semantic indexing
on the White House collection. First the positve and then the negative are listed, sorted by magnitude.
The left column is from one typical axis and the right column is from another. In both cases, there are
many other words with very close values. These are just the few with the largest difference from zero.
2.697 south 0.177 scorable
1.673 announce 0.175 compensate
1.576 saharan 0.115 acute
1.574 elite 0.113 malpractice
1.454 ethiopia 0.115 rampant
0.107 cheat
-0.755 africa 0.105 kickback
-0.487 apartheid
-0.451 transition -0.259 retire
-0.421 mandela -0.136 unearned
-0.128 slow
-0.106 yield
TABLE 9-7. Two Different Word Clusters Found by ICA.
These values are induced by axes found by ICA. These are all the positively and negatively valued
words with largest magnitude. The groups of positive and negative words tend to be related in a way
consistent with out observations in § 5.2.4.
collection. Although the largest singular value is roughly twice as large as the second, most of
the first 1500 singular values are relatively large and very close to one another. The mean is
0.9315 with a standard deviation of 0.4275. Values range from 0.4614 to 8.9733.
This suggests that the LSI practice of removing many of the eigenvectors associated
with the lowest eigenvalues will result in losing a great deal of the variation within the collec-
tion. Other collections used in our study have similar singular value signatures.
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0.160 health 0.186 announcement
0.110 group 0.139 life
0.869 public 0.058 comply
0.867 school 0.038 abortion
0.030 lawyer
-0.047 economy
-0.028 administration -0.290 administration
-0.024 budget -0.028 health
-0.023 idea -0.024 budget
-0.021 position -0.023 plan(ning)
-0.021 community -0.022 group
-0.020 base -0.021 family
TABLE 9-8. Two Different Word Clusters Found by Clustering.
The values induced on words from the White House collection by our clustering algorithm tend
to create groups of related words. Again, these are words with largest magnitude.
0.076 barrier 0.085 hearing
0.070 opposition 0.080 mexican
0.058 george stephanopoulos 0.072 job
0.058 package 0.065 white house official press secretary
0.057 health care reform 0.053 trade agreement
0.056 committee
-0.030 campaign
-0.026 tax -0.029 democrat
-0.026 democrat -0.027 good
-0.024 senate -0.020 japan
-0.022 invested (in me as) president
-0.020 clinton
TABLE 9-9. Word Clusters Found by Clustering Neighborhood i Documents.
9.1.4 Clustering
It is a now simple to construct clusters using the algorithm described in § 5.3.2. For the White
House collection, we use each document as a "seed" for a cluster. TABLE 9-8 shows the values
assigned to two clusters of words found by our clustering algorithm. TABLE 9-9 shows values
assigned to clusters on the document matrix that includes features from the adjacent words
neighborhood. For the sake of comparison, TABLE 9-6 and TABLE 9-7 show clusters of words
found by latent semantic indexing and independent component analysis, respectively.
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10.00 apartheid 4.13 nelson mandela
9.58 mandela 3.66 apartheid
9.39 nelson 3.20 mandela
8.05 africa 2.87 nelson
7.77 post 2.19 south africa
7.38 south 2.12 post
7.11 policy 1.80 africa
1.28 south
0.88 policy
TABLE 9-10. Two Different Word Clusters Found by Clustering.
Two VSM representations for "What is our policy toward Nelson Mandela's post-apartheid South Africa?"
The vector on the left is the base level term vector, and the vector on the right is the vector with adjacent
word features added. Both have had their terms re-weighted using inverse document frequency.
Several of the axes found by LSI assign many words similar values. The axes shown in
TABLE 9-6 are typical. This is consistent with our earlier observations. By contrast, the ICA
axes separate words. A cursory reading of the actual documents reveals that those words
appear to select related documents in a manner consistent with our observations from § 5.2.4.
It is much more difficult to impose semantic structure on the collection of words found by
LSI; however, that is does not mean that non-obivous semantic structure is absent.
The clusters of words found by our clustering algorithm are also easily interpretable.
For example, the second axis in TABLE 9-8 distinguishes among documents discussing pri-
vately-funded abortions at military hospitals with general discussions about the military, abor-
tions, and other health issues. Similarly, the first axis in TABLE 9-9 distinguishing discussions
on health care reform conducted with then White House spokesman George Stephanopoulos
from various statements on the same subject from President Clinton.
9.1.5 Retrieval
At this point, we have completely processed our documents, extracting various semantic fea-
tures, and reorganizing the VSM representation around interesting clusters. We are now able
to do retrieval.
Let us begin with a simple query: "What is our policy toward Nelson Mandela's post-
apartheid South Africa? " Two VSM vectors for this query are shown in TABLE 9-10. The first
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vector matches the basic VSM document matrix. The second matches the VSM matrix for
Neighborhood,. Notice that words are weighted very differently. For example, compound
words like "nelson mandela" and "south africa" are given more weight than their individual
constituents.
Using the simple inner product similarity measure, the two representations return three
of the same documents in their five most similar to the query, and eight of the same documents
in their top ten. On the other hand, the order is significantly different. For example, the top
document returned using neighborhoods is ranked seventh when neighborhoods are not used.
Below is an excerpt from that document:
I welcome the call today by ANC President Nelson Mandela for the lifting of economic
sanctions against South Africa. This call from this courageous man who has been one of
the principal victims of apartheid means that the leading groups in South Africa now
oppose the maintenance of economic sanctions on their country.
This document is a statement from the press secretary. It appears to be at least some-
what relevant to our query. On the other hand, the first document that is returned when neigh-
borhoods are not used is not so relevant:
This is my first public speech since President-elect Clinton asked me to become his
National Security Advisor. It was not an accidental choice. Africa occupies a special place
in my work and my affections. My dissertation was on U.S. policy toward South Africa. I
have written on a range of African issues. And I have spent some of the happiest, most
challenging times of my life on the Continent. I know that in the past there has been a
sense that some administrations have taken years to figure out where Africa is on the map.
I hope you will find in us a sense not only of where Africa is, but where we all hope it is
going in the future.
It is a document of remarks from Anthony Lake prepared for the Brookings Africa
Forum. This speech is about general policy toward Africa. In fact, it is the repeated use of
"africa" that raises the value of the document. Latent semantic indexing also does fairly well,
although it returns the Anthony Lake speech as the fifth document, just ahead of a statement
applauding the awarding of the Nobel Peace Prize to Nelson Mandela and F. W. DeKlerk.
Clustering helps this query, by reordering the top few documents. In particular, the
computed relevance for the Anthony Lake speech is lowered, removing it from the top five
documents.
Clustering also appears to have an effect on even very short queries. For example, the
very short query consisting only of "mandela" yields different results when clustering is used.
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The top document returned without clustering is the president's public schedule for July, 1
1993. It mentions "mandela" once:
UPCOMING EVENTS ON THE PRESIDENT'S SCHEDULE:
July 1, 1993
President Clinton meets with Nelson Mandela, Leader of the African National Congress
and F.W. DeKlerk, President of South Africa
By contrast, the top document returned when using clustering seems more relevant:
THE PRESIDENT: Thank you all for joining us this afternoon. It's a great honor to have
so many people in the White House to celebrate the signing of legislation that marks the
realization of a great dream -- the transition of South Africa to a nonracial democracy
and the end of apartheid.
This document receives higher value in part because it contains many other words that
share topics with "mandela," such as "africa." This kind of behavior is a natural consequence
of the fact that the clusters that are created contain many highly-related words.
There are more profound consequences as well: some documents that do not contain
"mandela" are given higher weight than some documents that do contain "mandela." For
example, one document about economic sanctions against various Middle Eastern countries is
given relatively high weight. In a collection where "mandela" is strongly associated with eco-
nomic sanctions, one may argue that this is not only desirable, but is evidence that this repre-
sentation has learned a larger, more fundamental concept for "mandela."
It is also the case that some irrelevant documents are given higher weight. For exam-
ple, "mandela" also retrieves documents that are about United States policy toward South
America, even when "mandela" is never mentioned. This occurs because "south" (as in "south
africa") is so strongly associated with many topics involving "mandela." For extremely unin-
formative queries, spurious associations will have strong impact on the scoring of documents.
9.1.6 Discussion
In this section, we have walked through the procedure for building VSM vectors of our docu-
ments and queries from text. This has included three basic steps: 1) the basic process of pars-
ing documents, 2) extracting multi-level features and 3) using clustering to select the subsets
of those features that cluster related documents.
Each step has an effect on the documents that are retrieved for any given query. Using
the White House collection, we were able to see the effects of these actions directly. In the
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FIGURE 9-3. Precision Recall Curves for Wall Street Journal Articles.
A comparison of retrieval algorithms using queries with more than 50 relevant documents.
Entire Range
Baseline 0.0089
Documents as Clusters 0.0045
Relevant Documents as Clusters 0.0070
LSI 0.0051
ICA 0.0093
Clustering 0.0094
TABLE 9-11. Average Precision for Curves
First 10
0.2947
0.0937
0.3118
0.1973
0.5311
0.5418
in FIGURE 9-3.
next section, we will leave the White House documents behind, returning to our instrumented
collections. Rather than explore the details of the retrieval process we will compare our tech-
niques with other algorithms using the standard precision and recall measures.
9.2 Performance Results
The next several pages contain precision-recall graphs comparing our technique with other
approaches, using the Wall Street Journal collection. We compare our approach to the basic
Baseline
- - LSI
- - - Documents as Clusters
- -- Relevant Documents as Clusters
.--.- - ICA
Topic Clustering
First 50
0.2997
0.0575
0.2601
0.2029
0.4327
0.4529
n-r.
§9.2 Performance Results 121
'''
" ;~
Performance
inner product similarity measure as well as to LSI. Further, we compare and contrast alternate
clustering schemes: using each document as an axis (eqiuvalent to using D TDD Tq as a simi-
larity measure), and using as the centroid of just the "relevant" documents as axes. As we shall
see, our technique generally improves retrieval performance.
For each of these experiments, clusters were built around documents that were known
to be relevant to at least one of the instrumented queries. This allowed a reasonable method for
reducing the number of clusters that needed to be computed, and proved to yield good results.
Finally, we compare how performance changes when different clustering thresholds
are used to define the number of our relevant, weakly-relevant and irrelevant documents. We
find that different values have an effect on overall performance, although it is often slight. In
Chapter 10 we discuss the possibility of automating the process of determining proper sizes.
FIGURE 9-3 illustrates the performance of several algorithms. In this graph, we restrict
our queries to the thirty four that have at least fifty relevant documents. The topic clustering
approach and ICA perform best, maintaining higher average precision over all ranges. Unlike
Medline, documents from this collection do not tend to cluster around queries naturally. As a
result, the baseline inner product measure performs poorly. Other clustering techniques that
tend to work well on collections such as Medline perform even worse. Finally, LSI, using the
same number of axes as our clustering approach, does not perform well.
Generally, ICA and our approach perform comparably, but topic clustering is a much
faster algorithm. It avoids the difficult search problem that ICA must perform by using the
already sparse nature of documents to extract highly kurtotic axes. Empirical evidence suggest
that we are not sacrificing retrieval performance by using this faster method. Given this reality,
we will not include ICA in the rest of our experiments, concentrating instead on how small
variations in the clustering algorithms affect results.
FIGURE 9-4 and FIGURE 9-5 illustrate different clustering approaches on a smaller sub-
set of queries. In general, as each query has more and more relevant documents, overall per-
formance improves. In particular, the simple clustering scheme of using only relevant
documents performs well. This is similar to the approach taken by standard methods using
pseudo-relevance feedback. Nonetheless, our approach improves upon this standard technique
with a minimal amount of additional work.
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FIGURE 9-4. Precision Recall Curves for Wall Street Journal Articles.
A comparison of retrieval algorithms using queries with more than 100 relevant documents.
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FIGURE 9-5. Precision Recall Curves for Wall Street Journal Articles.
A comparison of retrieval algorithms using queries with more than 75 relevant documents.
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Entire Range
Baseline 0.0144
Documents as Clusters 0.0067
Relevant Documents as Clusters 0.6151
Clustering 0.0166
TABLE 9-12. Average Precision for Curves
First 10
0.2939
0.1700
0.7385
0.9404
in FIGURE 9-4.
Entire Range First 10
Baseline 0.0124 0.4020
Documents as Clusters 0.0059 0.1473
Relevant Documents as Clusters 0.0105 0.5156
Clustering 0.0132 0.7107
TABLE 9-13. Average Precision for Curves in FIGURE 9-5.
Next, we see how extremely short queries affect performance. These queries are taken
from the text of the same queries we used before except that only the query "title" is used.
This reduces the query to only a few words. As we would expect, FIGURE 9-6 shows that over-
all performance degrades; however, our approach is less affected. On the longer queries, the
clustering algorithm shows only a 6% advantage in average precision over the entire range
(83% over just the first ten documents), but on the shorter queries the advantage rises to 17%
(and to more than 100% over just the first ten documents).
Finally, TABLE 9-14 and TABLE 9-15 shows how cluster size can affect overall
performance.TABLE 9-14 shows average precision on queries with at least 100 relevant docu-
ments. The number of documents taken to be relevant was held constant at 60 while the num-
ber of documents taken to be irrelevant was varied from 10 to 100. For these relatively close
values, overall performance is not strongly affected. TABLE 9-15 shows average precision fix-
ing the number of documents assumed to be irrelevant to 10 and varying the number of docu-
ments assumed to be relevant between 5 and 100.
9.3 Summary
In this chapter we have presented several results. In addition to precision and recall, we have
shown examples of how each step of our algorithm can have a strong effect on what kind of
First 50
0.3218
0.0830
0.5848
0.7409
First 50
0.3968
0.0708
0.4118
0.5696
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FIGURE 9-6. Precision-Recall Curves on Short Queries.
Overall performance degrades slightly; however the clustering technique still performs well.
documents are retrieved. In particular, the use of multi-level features allows us to make strong
distinctions between words like "africa" and "south africa." Also, the use of clustering allows
us to retrieve documents that do not contain any of the words of a query but have many terms
that are strongly associated with them. These two features allows us to achieve good retrieval
performance across a range of queries.
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10
20
40
75
100
Entire Range
0.0164
0.0165
0.0165
0.0166
0.0166
First 10
0.9439
0.9423
0.9404
0.9421
0.9438
First 50
0.7402
0.7408
0.7420
0.7432
0.7465
TABLE 9-14. Average Precision Varying Number of Weakly-Relevant Documents.
Holding the number of assumed relevant documents fixed (at 60), and varying the number of
assumed weakly relevant documents (accounted for in the leftmost column), we see that perfor-
mance is not greatly affected.
5
20
80
100
Entire Range
0.0162
0.0162
0.0164
0.0165
First 10
0.9189
0.9447
0.9479
0.9400
First 50
0.7041
0.7344
0.7347
0.7296
TABLE 9-15. Average Precision Varying Number of Relevant Documents.
Holding the number of assumed weakly-relevant documents fixed (at 10), and varying the
number of assumed relevant documents (accounted for in the leftmost column), we see that
performance is also greatly affected.
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Chapter 10
10 Conclusions
10.1 Contributions
We have described a framework that allows us to cast text retrieval as a machine learning
problem in a useful way. In our model, there are hidden independent variables called topics
that give rise to observable text according to an unknown probabilistic process. Our task is to
use observed dependencies between words to recover the underlying topics.
This framework provides formal justification for a representation of documents and
queries that is good for retrieval and naturally leads to efficient methods that learn that repre-
sentation. In particular, we have described the properties of optimal projection axes, drawing
connections to independent component analysis and other sparse representations. Although
variations of such techniques have been used before-most notably in the blind source separa-
tion problem and image processing-this demonstrates their effectiveness in an area in which
they have not been previously applied.
Second, our investigation into text retrieval and the properties the vector space model
for text has led to a simple clustering algorithm that mimics some of the properties of indepen-
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dent component analysis. In particular, our algorithm naturally clusters documents by finding
two sets of distinguishing words. One set selects for documents in a general topic area. This is
accomplished by finding the set of words that distinguishes a set of related documents from
documents in general, a form of global clustering. The other set of words distinguishes the
weakly-related documents from the related documents, a form of local clustering. This results
in a selection function (represented as a linear operator) that yields large values for a particular
set of closely related documents. By constructing many of these selection functions, we are
able to represent documents and queries not just as a set of words, but as the set of topics that
have generated them. This algorithm has proven to be both efficient and effective.
Further, we have described a novel multi-level representation for documents and que-
ries. This representation not only extracts useful natural language structure in an efficient way,
it provides a natural mechanism for describing hierarchical features: each level in the hierar-
chy represents more general natural language structure. This leads to a method for coercing
queries to "live" in the same space as documents and for identifying features that improve
retrieval for queries with different structural properties.
In short, we have developed two techniques. The first finds possibly useful features for
describing text and organizes them in a way that is consistent with semantic constraints from
natural language. The second then selects which of those features are useful for describing
clusters of related documents and queries.
Finally, it is important to recall that this work resides in the larger context of applying
machine learning techniques to very large problems. The BRAZIL toolbox represents a signif-
icant engineering effort. The Parallel Problems Server-upon which BRAZIL is based-is a
novel contribution to high performance scientific computing. Further, the PPServer makes it
possible to apply machine learning techniques easily to extremely large data sets, all from
within an interactive environment.
10.2 Extensions
There are several ways in which we might continue this work. We have focused on the ad hoc
retrieval task; however, many of the techniques described here should have applicability in
other text retrieval tasks, such as classification and filtering. The clustering algorithm in partic-
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FIGURE 10-1. Distribution of Similarity Scores for Wall Street Journal Articles.
Each histograms show the distribution of inner product scores between a random document and all the
WSJ documents that are relevant to more than 50 of the 300 queries provided by TREC.
ular is a natural extension of the Rocchio algorithm [Salton, 1971] and Query Zoning [Sin-
ghal, 1997], algorithms that have found success in filtering and text classification. It also
seems reasonable to incorporate our techniques into larger text retrieval systems, such as those
that use relevance feedback.
One of the problems of both Rocchio and Query Zoning is the need for users to set a
number of parameters. Similarly, the algorithm we have described here has several parame-
ters; namely, the constants defining our expectation of the number of truly relevant documents
and the number of weakly-related documents. It is very likely that these numbers will depend
heavily on the characteristics of the specific collections, and even change within a collection,
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depending upon the particular document about which we build a cluster. It would be useful to
be able to extract these numbers automatically.
FIGURE 10-1 shows sample histograms of inner product scores between random docu-
ments from Wall Street Journal articles and all WSJ documents relevant to more than fifty of
the TREC queries. These distributions suggest some structure, even from visual inspection.
The vast majority of documents have a low score, forming a very large group. There also
appear to be two more groups: the first is small and relatively far away from the largest group,
and the second forms another group near the largest group. We conjecture that these clusters
coincide with the relevant, irrelevant, and weakly-relevant groups that we assume exist in our
clustering algorithm. It remains to formalize this observation, derive an efficient way of using
this information to extract the groups automatically, and perform experiments.
In addition, there are several ways that we might change our clustering algorithm.
Recall that our algorithm uses the centroids of relevant, weakly-relevant, and irrelevant docu-
ments-denoted G k , M k , and Bk , respectively-to construct two indicator functions that are
then combined to create a cluster, Ck :
Ck = f(Gk _Bk) k - Gk )
where
f(x) returns y s.t i = xi if xi>0
1 0 otherwise
There are other possibilities. If we consider the indicator functions to return values that
are proportional to an estimate of the probability that a particular document has been gener-
ated by a specific topic, we might derive a different way of combining them. For example, we
might redefine out clusters:
Ck = f(Gk Bk ) . f(Gk Mk).
We can view the first indicator function as estimating the likelihood of belonging to
one of the topics generating parts of the text observed in the relevant documents. The second
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indicator function is a measure of not belonging to the set of weakly relevant documents,
given that you share topics with the relevant set. It also remains to further formalize this
notion. Preliminary results are very promising, yielding retrieval results that are competitive
with our current approach.
Finally, BRAZIL is but one demonstration of the PPServer's usefulness. We have also
implemented gradient descent and other basic machine learning algorithms. With such tools,
and the lessons learned from this work, it seems reasonable to extend these algorithms not just
beyond text domains, but beyond other information retrieval domains, attacking other large
machine learning problems. As of this writing, we are proceeding in that direction, having
applied the PPServer to function approximation and optimization.
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Appendix A
A Linear Algebra and Eigenproblems
A working knowledge of linear algebra is key to understanding many of the issues raised in
this work. In particular, many of the discussions of the details latent semantic indexing and
singular value decomposition assume an understanding of eigenprolems. While a comprehen-
sive discussion of linear algebra is well beyond the scope of this paper, it seems worthwhile to
provide a short review of the relevant concepts. Readers interested in a deeper discussion are
referred to [Apostol, 1969] and [Golub and Van Loan, 1989], where most of this material is
derived.
A.1 Gratuitous Mathematics: Definitions of Vector Spaces
A vector space is a set of elements upon which certain operations-namely addition and mul-
tiplication by numbers--can be performed. This includes real numbers, real-valued functions,
n-dimensional vectors, vector-valued functions, complex numbers and a host of others.
Formally, if V denotes a non-empty set of elements; x, y and z represent elements from
V; and a and b are real numbers, then V is a linear space if it satisfies ten axioms:
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1. Closure under addition.
For all x and y in V, there exists a unique element in V called their sum, denoted by x + y.
2. Commutative law for addition.
For all x and y in V, it is the case that x + y = y + x.
3. Associative law for addition.
For all x, y and z in V, it is the case that (x + y) + z = x + (y + z).
4. Existence of a zero element.
There exists an element in V, denoted by 0 such that x + 0 = x for all x in V.
5. Existence of negative elements.
For each x in V, the element (-1)x has the property that x + (-1)x = 0.
6. Closure under multiplication by numbers.
For each x in V and real number a, there exists an element in V called their product,
denoted by ax.
7. Associative law for multiplication.
For each x in V and real numbers a and b, it is the case that a(bx) = (ab)x.
8. Distributive law for addition in V
For each x in V and real numbers a and b, it is the case that (a + b)x = ax + bx.
9. Distributive law for addition of numbers.
For each x in V and real numbers a and b, it is the case that (a + b)x = ax + bx.
10.Existence of an identity element.
For each x in V, it is the case that 1x = x.
where subtraction between two vectors from V and division of an element from V by a real
number are defined in the obvious way.
Although we specified that a and b are real numbers, it is worth noting that the theo-
rems that apply to real vector spaces apply to complex vector spaces as well. When the real
numbers in the axioms are replaced with complex numbers, we have a complex vector space.
Generally, whatever the "numbers" are, we refer to them as scalars.
A.2 Bases and Components
Imagine a finite set of elements in a vector space, S. These elements are dependent if there
exists a set of distinct elements in S, xl...x,, and a corresponding set of scalars, c,...c,n-that
are all not zero-such that cix i = 0. The elements are independent otherwise. If a set is
independent, it then follows that for all choices of distinct x,...x,, and corresponding scalars,
c,...c,, I cixi = 0 implies that c, = ... = c, = 0.
A basis is a finite set of elements from a vector space, V, that form an independent set
and span V. In order for a set, x1 ... x,, to span a vector space, V, it must be the case that
y = cixi yields an element of V, for all choices of c,...c,.
A subspace of V is defined as any non-empty subset of V, S, that satisfies the closure
axioms defined in § A. 1. If S is a subspace of V, we say that the elements of S span that sub-
space. Note that it is trivially true that if S spans V that it is a subspace of V.
As should be clear from this discussion, if we have a basis for V, we can represent an
element from that space as y = cixi. Further, c1 ...c are uniquely determined by the basis,
x 1... x,, and y. The ordered n-tuple (c ... c,) is called the components of y with respect to the
basis, x....x n. Generally, vector space elements (or vectors for short) are represented by their
components, which are delimited by brackets, []. An element, v, is written as [v ... v,], either
horizontally (a row vector) or vertically (a column vector).
A.3 Inner Products and Norms
A real vector space, V, has an inner product if for all x, y and z from V, and scalar a, there
exists a unique real number (x,y), that satisfies four axioms':
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1. Symmetry or Commutativity.
(x,y) = (y,x).
2. Linearity or Distributivity.
(x,y + z) = (x,y) + (x,z).
3. Associativity.
a(x,y) = (ax,y).
4. Positivity.
(x,x) > 0 if x O.
In a Euclidean space, the norm of a vector, IIxll is defined to be the non-negative num-
ber (x,x) 1/2. Norms satisfy three properties:
1. Positivity.
Ilxil 2 0, with equality only when x = 0.
2. Homogeneity.
Ilaxll = I a I lxll.
3. Triangle Inequality.
Ilx + yll < Ilxll + Ilyll.
A real vector, x, is normalized when Ilxil = 1. It follows from homogeneity that a nor-
malized vector can be constructed from a vector by dividing that vector by its norm.
Notice that the value of the norm of an element depends on the choice of the inner
product. Here, we will usually be concerned with the dot product, the most commonly used
inner product. It is usually denoted x*y. It is defined as: x * y = Xxiyi, so the norm would
1. This is one of those cases where the axioms for complex vectors are slightly different than for their real counterparts; how-
ever, we will not discuss this here. The curious reader is invited to skim the references.
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be: lxl = _(xi)2 .Two real vectors, x and y, are orthogonal when x*y = 0 and orthonormal
when x*y = 0 and Ilxll = Ilyll = 1. A set is orthogonal (or orthonormal) when its elements are all
orthogonal (or orthonormal) to each other.
A.4 The Matrix
There are several ways to define a matrix. Formally, a matrix represents any linear function
whose domain and range are subsets of (finite) vector spaces. More practically, a matrix is an
mxn array:
al, 1 al, 2  ... al,] n
A = a 2,1 a2, 2 .. al, n (A.1)
am, am, 2 ... am, n
Of course, it is possible to think of matrices as objects in their own right. On the other
hand, it is useful to keep in mind that they act as linear functions. To see how a matrix can rep-
resent a linear function, it helps to understand what a linear function is. By definition, a linear
function, A, is a function that preserves addition and multiplication by scalars; that is:
A(ax+by) = aA(x) + bA(y)
for all scalars a and b, and vectors x and y. Linear functions include the identity operator, mul-
tiplication by a fixed scalar, and inner product with a fixed element.
Note that if V and W are vector spaces and V is finite dimensional we can always con-
struct a linear function V - W with prescribed values at the basis elements of V. Further, if
v1 ... v, is a basis set for the n-dimensional V and y... y, are n arbitrary elements in W, then
there is one and only one function, A, such that A(vk)=yk. In particular, A maps an arbitrary
element, x = xiv i , to W by A(x) = 2xiYi -
2. This is actually a theorem, but we will state it without proof.
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This says that A is completely determined by its action on the given set of basis ele-
ments from V. If W is also finite-dimensional, say m-dimensional, with basis vectors wi...wm,
then each element of W, A(vk), can be expressed uniquely as:
m
A(Vk) = aikWi (A.2)
i=l
where alk...amk are the components of A(vk) relative to the basis wlk***...Wmk. If we think of these
components as a column vector and collect them side by side, we reconstruct our picture of a
matrix given in Equation (A. 1). An element in the ith row and jth column will generally be
written interchangeably as either Aij or aij, depending upon the context.
It is now useful to introduce the notion of matrix multiplication. If A is an mxp matrix
and B is an pxn matrix, and C is the product of A and B, denoted AB, then C is an mxn matrix
whose ij th element is:
P
Cij = AikBkj (A.3)
k= 1
AB is not defined when the number of columns of A is not equal to the number of rows
of B. Note that the product is defined in such a way that it corresponds to the composition of
the linear functions that A and B represent.
Vectors can also be thought of as matrices. A k-dimensional row vector is a lxk matrix
while its column vector counterpart is a kxl matrix. Equation (A.2) is therefore a particular
case of matrix-matrix multiplication.
There are many more operations that can be defined on matrices. We will define some
common ones here. Before doing that, it is worthwhile to introduce names for several matrices
with special forms. A square matrix is a matrix with the same number of rows as columns.
The zero matrix, 0, is any matrix all of whose elements are 0. Generally, its size is obvious
from context. A diagonal matrix is a matrix, D, where Di=0 for all i-j. The elements Dii may
take on any value, including zero. Note that 0 is a diagonal matrix. The identity matrix is the
square diagonal matrix, denoted I, where Iii=1 for all i. It is called the identity matrix because
it is the function whose output is always the same as its input. A symmetric matrix is one
where Aij=Aji for all ij. Note that a symmetric matrix must be square and that any square diag-
onal matrix is also symmetric.
Matrix addition, denoted A+B, results in a matrix C, such that Cij=Aij+Bij. Addition is
not defined when A and B are not of the same size. Matrix subtraction is also defined in the
obvious way. Matrix multiplication by a scalar, denoted aA, results in a matrix C such that
Cij=aAii.Note that this is equivalent to AB where B is a square diagonal matrix of the correct
size, such that Bii=a.
In general, it is possible to scale each column of a matrix A with n columns by a corre-
sponding value, cl...c,, simply by constructing a square diagonal matrix B such that Bii=ci and
computing AB. In order to scale A's m rows by c,...cm, construct B such that Bii=c i and com-
pute BA.
The transpose of an mxn matrix, denoted AT, is the nxm matrix, C, such that Cij=Aji.
Note that the transpose of the diagonal matrix D is D; that is, DT=D. For a product of matrices,
AB, (AB)T is BTAT.
If A is a square matrix and there exists another matrix A' such that A-'A=AA-'=I then
A is nonsingular and A-' is its inverse. Note that for a diagonal square matrix, D, D- is the
matrix such that D-'ii=l/Dii . From this, it should be clear that not all matrices, such as 0, have
an inverse. They are called singular matrices. For a matrix, B, whose columns (or rows) are
pairwise orthonormal, B-'=BT. There is also a notion of a pseudo-inverse, that can be com-
puted for non-square matrices as well as square matrices. We will discuss this in § A.5.
Just as vectors have norms, we can define one for matrices. There are several possibil-
ities; however, we will mention only the Frobenius norm:
IIA1F = X(Aij) 2 . (A.4)
i, j
Assuming the dot product as the inner product, this is equivalent to treating the matrix as if it
were simply a vector and computing its norm.
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A.5 Eigenvectors and Eigenvalues
Let V be a vector space, S a subspace of V, and A a linear function (i.e. matrix) of S onto V. A
scalar, X, is called an eigenvalue of A if there is a nonzero element x in S such that:
Ax=Xx (A.5)
Further, x is considered to be the eigenvector of A corresponding to X. There is exactly one
eigenvalue corresponding to a given eigenvector (note that this does not mean that each eigen-
vector has an eigenvalue that is different from every other eigenvector).
Eigenvalues are not necessarily real numbers; they may be complex. When all the
eigenvalues of a matrix are positive real numbers, the matrix is positive definite. When all the
eigenvalues are simply non-negative real numbers (i.e. may include zero), the matrix is posi-
tive semi-definite.
Eigenvalues and eigenvectors are useful objects; however, they are not always easily
interpretable beyond their mathematical definitions. There are some cases where they are. To
illustrate such a case, let us introduce the singular value decomposition (SVD) of a matrix.
Briefly, the SVD of a matrix, A, is:
A = USV T
where U contains orthonormal vectors, V contains orthonormal vectors and S is diagonal. All
matrices have a singular value decomposition.
Decompositions like the SVD are useful because they often allow us to represent a
matrix in some other form that makes it easier to understand and/or manipulate its structure.
Here, the special form of U, S and V make it is easy to manipulate A. For example, it is easy to
see that A'=VSI-UT if A is a square matrix. If A is not square, this is known as the pseudo-
inverse of A, denoted A'. As another example, note that the SVD of the matrix AAT is:
AAT = USVT VSUT = US 2 U T , (A.6)
where U contains the eigenvectors of AAT and each diagonal element of S is the square root of
the corresponding eigenvalue. AAT has several interesting properties. In particular, it is posi-
tive semi-definite. Further, each eigenvalue represents the contribution of its eigenvector to the
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variance of the data contained in A. This particular computation is one way to perform princi-
pal components analysis, a popular linear dimensionality reduction technique.
A.6 Practical Issues in Linear Algebra
In practice there are several algorithmic and numeric issues that arise in the practical study of
linear algebra. This is a rich and active research field, and as impossible to summarize in an
appendix as it is to summarize the theories of linear algebra. Therefore, we will only introduce
a few issues that affect this work directly in the hope that the reader gains an appreciation of
some of the computational issues that arise in designing many of the algorithms encountered
in this work.
A.6.1 Algorithmic Complexity
To begin with, let us state the complexity of several basic vector and matrix operations. For
the purposes of this discussion, n is the number of total elements in a matrix.
Assuming a normal model with elements stored in the obvious way (as a contiguous
block of memory), element access is a constant operation, 0(1). Operations like addition and
subtraction take linear time, O(n). Multiplication by a scalar is also linear. Calculating the
transpose of a matrix is also linear.
Matrix-Matrix Multiplication is polynomial, roughly O(n3 ), assuming that the two
matrices involved are of roughly the same size3. Inversion is no harder than multiplication and
requires the same time. Numerically stable techniques for finding inverses are often preferred
to more straightforward algorithms, but techniques like SVD still take roughly O(n3 ) time.
Important to an understanding of computational issues in linear algebra is realizing
that such issues arise as much because of system and engineering realities as they do because
of theoretical performance bounds on algorithms. For example, there are several reasonable
algorithms that can be used to implement matrix multiplication. They are all equivalent math-
ematically; however, performance can differ greatly depending upon the underlying machine
architecture and they way in which these procedures process memory. In general matrices can
3. It is possible to lower that time to around O(nlog(7 )) by cleverly storing some common subexpressions.
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be very large objects. Therefore, it often matters a great deal whether data is stored in column
or row order, for example, and whether implemented algorithms can exploit that knowledge.
A.6.2 Exploiting Matrix Structure
Rather than delve into a detailed discussion of specific algorithms, we will discuss the general
notion of exploiting matrix structure to make certain operations not only faster, but practically
tractable. Of the many kinds of matrices that we have noted, perhaps the most relevant to this
work is the sparse matrix, so we will begin there.
Recall that sparse matrices have many zero entries. Therefore, it seems reasonable to
create a data structure that represents only the non-zero elements. A common representation-
and one used in this work-is to represent a sparse matrix as a pair, <I,D> where I contains an
ordered list of the indices of all the non-empty entries and D contains the corresponding val-
ues. If the number of non-zero elements is m and m<<n, then this representation may require
many fewer orders of magnitude than a standard representation to store. For example, the AP
collection used in this work is roughly described by a 280,000 x 280,000 matrix. This trans-
lates into roughly 292 gigabytes of storage (assuming four byte numbers). The sparse repre-
sentation requires only about 334 megabytes.
This savings does have a cost, of course. Arbitrary element access, for example, now
requires a binary search, which is O(lg k), in general. Inserting a new non-empty element also
requires a search and-depending upon the structure used-O(k) for moving/copying old ele-
ments in order to maintain sorted order. Iteration through all the elements of a matrix is still
linear, however, and many of the other operations do not change in complexity. Further, if
m<<n, the savings in cost in space and time are extremely large. For example, sparse matrix-
matrix addition will be O(m) (the lg(m) cost of insertions is not necessary because we are iter-
ating in order; this is essentially a merge operation). Matrix multiplication has similar behav-
ior. Even SVD calculations (which often depend upon matrix-vector multiplication at their
core) will benefit a great deal.
As the number of non-zeros increases, the benefit of this representation decreases
greatly. It is therefore necessary to recognize when to abandon it. For example, dense-sparse
operations should almost always yield dense objects, not sparse ones. On the other hand,
sparse-sparse operations should probably yield sparse objects. Therefore, to maintain a perfor-
mance edge, it is often necessary to be very careful in how operations are ordered. For exam-
ple, a series of additions like A+B+C+D where A is dense but B, C, and D are sparse should
be executed from right to left, rather than left to right. Another common case in this work
involves subtracting the mean column (or row) from a matrix and then multiplying that result
by another matrix; that is, (with appropriate abuse of notation) A(B-g). The vector gp is dense,
so the obvious order of operations would require a dense-sparse subtraction and then a dense-
dense multiplication. In many cases, it would be far faster to perform the three operations of a
dense-sparse matrix multiplication, a dense-dense matrix-vector multiplication, and a dense-
dense matrix subtraction, as in AB-Ag.
Sparse matrices are especially important in this work. Still, other special-purpose rep-
resentations and algorithms for matrices such as diagonal matrices and symmetric matrices
can also lead to significant improvements in speed and storage.
It is also worth mentioning that many of the useful intermediate matrices that result
from algorithms used in this work are too large to store. For example, computing a small SVD
of a very large matrix, A, is commonly performed in this work; however, the matrix itself is
well beyond the capacity of our machines. To address this problem, it is important to note that
it is often the case that A is the result of a matrix multiply, like A=BCD where B, C, and D are
relatively small (recall that an nxl vector times a lxn vector will result in a quadratically
larger nxn matrix). In this case, if we store only the multiplicands, B, C, and D it is still possi-
ble to calculate the SVD. This works because at the center of the method that we use for com-
puting SVD(A) is the repeated computation of AATx for various x. Computing BCDDTCTBTx
from right to left yields the same result, but each multiplication yields a relative small vector
instead of a prohibitively large matrix.
A.6.3 Parallel Algorithms
Most of the algorithms used in this work are implemented in parallel. BRAZIL, the primary
system used for our experiments, is implemented as a part of the Parallel Problems Server, a
"linear algebra server" that operates across many processors and machines (see Chapter 7 for
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a complete discussion). When implementing linear algebra systems in parallel, a number of
issues arise. We will very briefly mention a few.
To begin with, data must be distributed across processors. The way in which this is
done has a large impact on algorithm performance. For example, imagine that we allow two
kinds of distributions: a processor "owns" either a subset of the rows of a matrix or a subset of
the columns of a matrix. If A is distributed by rows, but we want to retrieve, say, a single col-
umn, this requires the cooperation of (and thus communication overhead for) all processors.
Consider the matrix multiplication operation, AB. Depending upon the algorithm cho-
sen to compute the product, communication cost is minimized when A is distributed by rows
and B by columns. Is it worth the initial cost of redistributing the matrices before performing
the computation? Although it can require shuffling hundreds of megabytes across processors
and machines, it is often worth it to avoid the communication cost of computing a misdistrib-
uted AB (not to mention the savings in programming effort).
Note that this only hints at the added complexity of normally simple operations, like
element access. Retrieving a particular element of a matrix now requires determining which
processor "owns" an element followed by communication across processors (and possibly
machines) to retrieve the element.
As with sparse representations, one hopes that the benefit of using a parallel approach
far outweighs costs. For the large data sets explored here, this is certainly the case. Many
operations require minimum communication and so enjoy a nearly linear speed-up. Even
when a great deal of communication is needed, the practical increase in speed and in-core
memory is significant.
Appendix B
B Information Theory
Our choice of document representation is motivated by several results, including some that
come from recent work with independent component analysis. We feel that these results are
best understood using the language of Information Theory, as formulated by Shannon [Shan-
non, 1948]. It is well beyond the scope of this paper to engage in a comprehensive discussion
of that field; however, it is worthwhile to provide a short review of the relevant concepts.
Readers interested in a deeper discussion are referred to [Viola 1995] and especially [Cover
and Thomas, 1991], where much of this material is derived.
B.1 Random Variables and Probabilities
A variable is an object, X, that can take on any value from a set of values K2x (dubbed its
domain). These values may be discrete and finite, such as the letters of the alphabet or {0, 11},
or they may be continuous and infinite, such as any real number. A random variable is a vari-
able whose value is unpredictable. A particular value that a random variable has taken on a
some time is called a trial. A collection of trials is called a sample. A common example of a
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random variable is one representing the flip of a coin. The random variable may take on one of
two values {H, T}. Each time we flip the coin, we have a trial. A series of coin flips is then a
sample.
Associated with every random variable is a (possibly unknown) probability distribu-
tion, P(X). The probability of a particular value is the proportion of the number of times you
expect to see that value over a very large sample. This distribution maps every possible value
of Qx to a value in [0, 1]. As P(X) is a probability distribution, I P(x) = 1. In our coin
XE e
example, we might assume a fair coin, such that P(X=H)=P(X=T)=0.5. For a two-headed
coin, we might have P(X=H)= 1 and P(X=T)=O.
For continuous random variables, there is a subtle problem. Because X can take on an
infinite number of values, the value of any given value will almost always be zero. Instead of
probability distributions, we use probability densities and integrate over ranges of possible
values; however, the distinction is not important for the purposes of this discussion.'
In addition to discussing a single random variable, we have a vocabulary for discuss-
ing several at once. This is useful because random variables may be dependent upon one
another. For example, we may define a new variable, Y=F(X), where F0 is a deterministic
function. In this way, knowing X we always know the value of Y. On the other hand, if X and
Y represent two separate coin flips then we might expect that knowing the value of one will
not tell us anything about the other. If this is true, they are said to be independent. Of course,
there are states between complete dependence and complete independence. We might have a
noisy signal driving a noisy speaker. Knowing the original signal tells us something about the
sound coming out, but not everything. There is still uncertainty that comes from the noisy
speaker itself.
We can formalize these notions using joint distributions. A joint distribution, P(X,Y),
tells us everything about the co-occurrence of events from X and Y. In fact, we can derive
P(X) (and P(Y)) from the joint by conputing the marginal distribution:
1. This is very important in general, however. In particular, many of the theorems that hold for discrete random variables do
not hold for continuous variables. Where this is a problem, we will mention it. Otherwise, when thinking of continuous
random variables use integrals instead of summations.
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P(X) = [ P(X,Y=y).
Two variables are independent if and only if P(X,Y)=P(X)*P(Y).
Closely related to the joint distribution is the conditional distribution:
P(YIX) = P(X, Y)
P(X)
which tells us the probability of Y if we already knew X. Note that this relationship gives us
another definition for the joint; namely, that P(X,Y) = P(Y I X)*P(X). Because joints are not
order dependent, this also means that P(X,Y) = P(X I Y)*P(Y). This observation leads us to
Bayes' rule:
P(X)P(XIY) = P(YIX) (X)
P(Y)-
This rule turns out to be quite useful, and allows us to invert conditional probabilities.
We can construct joint and conditional distributions over three random variables,
P(X,Y,Z), as well. We can also compute marginals, P(X) = I P(X,Y=y,Z=z)
z E zy E 0y
We can even define our joints in terms of conditionals: P(X,Y,Z)=P(X I Y,Z)*P(Y I Z)*P(Z). A
defintion of independence (P(X,Y,Z)=P(X)*P(Y)*P(Z)) follows naturally. Generally, we can
definte joints and conditionals for any number of random variables.
B.2 Moments
There are several statistics we might want to use to describe the behavior of our random vari-
ables. When our random variable ranges over numbers, one of the most common statistics is
the "average." We can define the mean or expected value of a random variable as:
Ex[X] = 1 xP(X=x).
X E x
In a common abuse of notation we will usually dismiss the subscript and refer to the expecta-
tion of X as simply E[X].
What do we do in the case where we do not know the distribution of X and so cannot
compute E[X]? If { ... xi... } refers to a series of trials of X then we can compute a sample
mean instead:
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E[X] =- x9
X E Qx
where N is the number of trials in the sample.
Now, it is worth noting that the true mean is a deterministic function of the distribution
of X while the sample mean is not. Because the samples are themselves random, we might
calcuate a different sample mean each time we pick a sample. Therefore, the sample mean is
also a random variable. Luckily, the law of large numbers allows one to prove that as we take
more and more trials of X, we approach an estimation of the true distribution. Thus, in the
limit, the sample mean approaches the true expectation.
There are other statistics that we might compute when the mean is not enough. For
example, variance measures the variation of values about the mean:
Var(X) = E[(X- E[X]) 2] = E[X 2] - E[X] 2
It is closely related to the standard deviation, o(X), which is its square root.
The mean is the first moment of the random variable X. In general, there are k
moments, each denoted by E[Xk]. When you subtract the mean from X before taking the
expectation, E[(X - E[X])k], you have a central moment. The variance is therefore the second
central moment of X. Often, in order to control for scale, we compute a normalized central
moment:
E[(X - E[X]) k ]
((X)
k
Each increasing moment can be used to further classify the behavior of a random vari-
able. In this work we often use kurtosis-the fourth normalized central moment-as a conve-
nient measure.
B.3 Entropy
Although it is in principle a very old concept, entropy is generally credited to Shannon
because it is the fundamental measure in information theory. Entropy is often defined as an
expectation:
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H(X) = -E[logP(X)] = - I P(X=x)logP(X=x)
XE Q x
where 0 log(0) = 0. The base of the logarithm is generally 2. When this is the case, the units of
entropy are bits.
Entropy captures the amount of randomness or uncertainty in a variable. This, in turn,
is a measure of the average length of a message that would have to be sent to describe a sam-
ple. Recall our fair coin from § B.1. It's entropy is: -(0.51og0.5 + 0.51og0.5) = 1; that is,
there is one bit of information in the random variable.This means on average we need to send
one bit per trial to describe a sample. This should fit your intuitions: if I flip a coin 100 times,
I'll need 100 numbers to describe those flips, if order matters. By contrast, our two-headed
coin has entropy -( log 1 + Olog0) = 0. Even if I flip this coin 100 times, it doesn't matter
because the outcome is always heads. I don't need to send any information to describe a sam-
ple.
There are other possibilities besides being completely random and completely deter-
mined. Imagine a weighted coin, such that heads occurr 75% of the time. The entropy would
be: -(0.751og0.75 + 0.251og0.25) = 0.8113. After 100 trials, I'd only need a message of
about 82 bits on average to describe the sample. Shannon showed that there exists a coder that
can construct messages of length H(X)+1, nearly matching this ideal rate.
Just as with probabilities, we can compute joint and conditional entropies. Joint
entropy is the randomness contained in two variables, while conditional entropy is a measure
of the randomness of one variable given knowledge of another. Joint entropy is defined as:
H(X, Y) = -Ex[Ey[logP(X,Y)]] = - Y P(X=x,Y=y)logP(X=x,Y=y)
while the condtional entropy is:
H(YIX) = -Ex[Ey[logP(YIX)]] = - C P(X=x,Y=y)logP(Y=ylX=x).
X E Q;zY E Qy
There are several interesting facts that follow from these definitions. For example, two
random variables, X and Y, are considered independent if and only if H(YIX) = H(Y) or
H(X, Y) = H(X) + H(Y). It is also the case that H(YIX) H(Y) (knowing more infor-
mation can never increase our uncertainty). Similarly, H(X, Y) H(X) + H(Y) . It is also
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the case that H(X, Y) = H(Y IX) + H(X) = H(XIY) + H(Y) .These relations hold in the
general case of more than two variables.
There are several facts about discrete entropy, HO, that do not hold for continuous or
differential entropy, ho. The most important is that while H(X) 2 0, ho can actually be nega-
tive. Worse, even a distribution with an entropy of -oo can still have uncertainty. Luckily,
although differential entropy cannot provide us with an absolute measure of randomness, it is
still that case that if h(X) 2 h(Y) then X has more randomness than Y.
B.4 Mutual Information
Although conditional entropy can tell us when two variables are completely independent, it is
not an adequarte measure of dependence. A small value for H(Y IX) may imply that X tells us
a great deal about Y or that H(Y) is small to begin with. Thus, we measure dependence using
mutual information:
I(X, Y) = H(Y)-H(YIX).
Mutual information is a measure of the reduction of randomness of a variable given
knowledge of another variable. Using properties of logarithms, we can derive several equiva-
lent definitions:
I(X, Y) = H(Y)- H(YIX)
= H(X)-H(XIY)
= H(X) + H(Y) - H(X, Y)
= I(Y, X)
In addition to the definitions above, it is useful to realize that mutual information is a
particular case of the Kullback-Leibler divergence. The KL divergence is defined as:
D(p|Iq) = fp(x)log p (x ).
KL divergence measures the difference between two distributions. It is sometimes
called the relative entropy. It is always non-negative and zero only when p=q; however, it is
not a distance because it is not symmetic.
In terms of KL divergence, mutual information is:
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D(P(X, Y)1IP(X)P(Y))) = .P(X, Y)log P(X,Y)P(X)P(Y)
In other words, mutual information is a measure of the difference between the joint
probability and product of the individual probabilities. These two distributions are equivalent
only when X and Y are independent, and diverge as X and Y become more dependent.
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