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Abstract 
The basic mathematical principle for bundle adjustment (BA) in photogrammetry is the Gauss-Markov Theorem 
within the framework of classical statistical inference. In the present article we try to show how Bayesian statistics 
can be applied in this field, leading to a so-called Bayesian bundle adjustment. The rigorous implementation of the 
Bayesian approach is derived and a comparison with the traditional BA both in theory and practice is accomplished. 
The empirical test results show that the Bayesian approach achieves almost the same accuracy as the conventional 
one, but with advantages as well as some difficulties to be discussed at the end of this paper. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
Bundle adjustment (BA) has been for a long time a central topic in photogrammetry. Its core 
performance is essentially to solve a nonlinear parameter estimation problem by means of traditional least 
squares formulated within the framework of classical statistics [1-4], i.e., the combination of the Newton 
method for iterative procedures and least squares techniques for linear models in each iteration. This 
traditional BA, however, has one disadvantage in modern photogrammetry as the variances of 
heterogeneous observations must be inconveniently presumed according to empirical knowledge and 
cannot be refined during the parameter estimation process. In this paper we would like to introduce 
Bayesian statistics into the photogrammetric BA by taking advantage of the Bayesian rule to integrate the 
prior knowledge and data information, resulting in a so-called Bayesian bundle adjustment. 
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Bayesian statistics, in contrast to conventional statistics which considers probability as “the limit of 
frequency” or “a physical property of a system”, interprets the probability as “a measure of the degree of 
belief” or “a measure of a state of knowledge”, respectively [5]. As a follow-up, the unknown parameters 
(UP) are fixed constant values for conventional statistics, while they represent random variables for the 
Bayesian counterpart. The distinctive definition of probability allows the Bayesian method refining prior 
knowledge by the Bayesian rule. 
The remaining part is organized as follows. In Section 2, the complete theoretical development of the 
Bayesian BA is focused. Section 3 illustrates the empirical experiment results with discussions, and our 
work is finally concluded. 
2. Bayesian Bundle Adjustment: Theory 
2.1. Basic Theorems 
Theorem 1 (Bayes’ Rule) 
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where  P E  is the prior probability of an unknown random variable (parameter) E ,  , |P X y E ,
 | ,P X yE  and  ,P X y  are the conditional, posterior and marginal probability, respectively. 
Theorem 2 (Bayesian estimation within Gaussian noise, Bayesian least squares (BLS), [6]) suppose linear 
model with Gaussian noise given 
1E ,
 1 1 1,y N X CE                                                               (2) 
and let the prior model of 
1E  be given by 2E as
 1 2 2 2,N X CE E                                                           (3) 
Then the marginal distribution of y  is
 1 2 2 1 1 2 1, Ty N X X C X C XE                                                      (4) 
and the posterior distribution of 1E  for a given y  is  ,N Bb B  with 
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In order to get the parameter estimates (also called “point estimation” in statistics) some loss function 
needs to be specified. Three kinds of loss functions, known as quadratic, absolute and zero-one, are used 
frequently in theory and practice. The Bayesian estimators under those three loss functions are - very 
interesting - the same for prior Gaussian distribution as concluded in Corollary 1 ([7]). 
Corollary 1 Bayesian estimates, derived by a quadratic, absolute and zero-one loss function, are 
equivalent for Gaussian posterior distribution, that is, the expected value, say Bb  in Theorem 2. 
2.2. Relation between BLS and WLS 
Let us begin with a general WLS (weighted least-squares) model (7) to show its relationship with a 
Bayesian least squares (BLS). 
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where the first equation in (7) represents the common observation equations, e.g. linearization of the 
collinearity equations in photogrammetry, and the second one is containing the direct observations (i.e. 
GPS positions and INS attitudes) as 
1E  being a 1u u  vector of UPs, A  is the given non-stochastic p uu
matrix and
2E  a 1pu  random vector, 1H  and 2H  the noise with zero mean and variance of 11P  and 12P
respectively.
Rewrite (7) into the closer form as (8), 
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By using the least squares principle, i.e. Gauss-Markov theorem, the estimation could be derived as, 
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It could be easily found out that the Bayesian inference, dedicated by (5) and (6), is different from the 
result of classical statistics shown by (9) and (10) under the assumption, that the second equation in (7) is 
considered equivalently as prior model (3). But these two estimators would agree, however, if 
2p u uA X Iu     for (3) and (7). Therefore, we can derive a conclusion on the relationship between WLS 
and BLS. 
Corollary 2 Although generally BLS infers differently from WLS, they meet each other if both 
2X  in 
prior model (2) and 
p uA u  in (7) are equal to a unit matrix, corresponding to direct observations of the UP 
in photogrammetry. Particularly, we develop the linear model for the classical form as follows,  
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Using the Bayesian form delivers 
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Please note the conceptual difference reflected in (11) and (12). Their consensual inference is, 
   11 1 2 2 2ˆ T TX P X P X y PE E                                                   (13) 
    11 1 2ˆ TD X P X PE                                                            (14) 
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Equation (14) shows explicitly how the posterior variance is derived by combining our empirical 
knowledge, say 
1P  and 2P , and observed data, say 
TX X .   
2.3. Distinction of the Bayesian method 
Although the BLS and WLS derive the same estimation particularly in a photogrammetric linear model 
as depicted in Corollary 2, Bayesian statistics enjoys its own distinctive way to handle the bundle 
adjustment, i.e. to solve the original nonlinear problem. The main principle of the Bayesian BA is that the 
posterior model derived in the current iteration would be employed as a prior model for the next iteration. 
The rigorous deduction followed would help to understand the divergence between these two adjustment 
methods. 
Let the collinearity equation with noisy disturbance be represented by (15) and the Bayesian prior 
model by (16), 
1
1 1 1( ) , (0, )y f N PE H H                                                   (15) 
1
0 2 2 2, (0, )N PE E H H                                                       (16) 
where y  is the random vector of image observations, 
0E  the vector of fixed constants indicating direct 
observations or fictitious values of E , 1H and 2H  the Gaussian noise with variance of 11P  and 12P
respectively.
In the first iteration, the one-order Taylor expansion is used to linearize equations (15) and (16) at 
0E ,
leading to the linear approximation which could be rewritten as the desired linear model (17) and (18), 
respectively.
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By using the Bayesian estimation demonstrated in Theorem 3 or Corollary 2, the posterior distribution 
of E' , denoted by  11 2ˆ ˆ( , )N PE ' , could be derived. Consequently, by noting that 0E  in (16) is a fixed 
constant in a Bayesian framework, the posterior model of E  is
1
1 0 2 2 2
ˆ ˆ, (0, )N PE E E H H c c '                                            (19)    
Model (19), instead of (16), would be used as the updated prior model for the next iteration. Following 
the same procedure (15)-(18) and notations of (17) and (18), it can obtain the Bayesian linear model (20) 
and (21) by being linearized at 
1 0Eˆ E'   for the second iteration. 
2 2 1y X E H'  '                                                              (20) 
1
2 2 2ˆ0 , (0, )N PE H H c c'                                                     (21) 
The new posterior model of E'  could be deduced by applying Bayesian principle again and thus to 
continue updating the prior model of the unknown random variable vector E  (19). The above procedure 
will be repeated until convergence or achieving some given iteration criterion limit. 
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2.4. Convergence 
It is plain to prove the convergence of the Bayesian BA, if and only if the variance of all UPs arrives at 
zero. Let the prior and posterior variance of the UP in n-th iteration be denoted by 1
1nˆP

  and 
1
nˆP

respectively. From (14) we know that, 
1 1
ˆ ˆ 0Tn n n nP P X P X  t                                                     (22) 
where 
1
TX P X  is a semi-definite matrix for an arbitrary matrix X . Equation (22) tells equivalently that all 
the UP variances drop as the iteration proceeds and can thus reach zero after sufficient iterations. As a 
result it leads to the following property on convergence. 
Corollary 3 Bayesian bundle adjustment can converge to a solution. 
2.5. Theoretical Discussion 
One distinction of the Bayesian BA from BLS is that the marginal distribution (4) in Bayesian linear 
inference is invalid in Bayesian BA, i.e., the collinearity equations maintain the same variances of image 
observations during the whole adjustment.  
The Bayesian and the traditional BA obtain the same inference in the first iteration, while their 
divergence arises after the second iteration, as depicted in Section 2.3. Regardless of the conceptual and 
philosophical difference behind them, the most essential distinction between these two adjustments could 
be that traditional BA, based on least-squares statistics, focuses statically on initial values (i.e. direct 
observations or fictitious values) of unknowns, while the Bayesian BA based on Bayesian statistics 
centers dynamically in the approximation of unknowns. This distinction directly leads to their distinctive 
adjustment ways, one that traditional BA depends heavily on initial variance assumptions and another that 
Bayesian BA relies on the posterior distribution estimation. Particularly, traditional and Bayesian BA 
have different solution forms, as demonstrated in (23) and (24) respectively. 
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To summarize, the posterior model is deduced according to the Bayes rule by combining empirical 
prior knowledge and observation information, it is allowed by intuition to expect that the Bayesian BA 
should be able to obtain refined estimates than the traditional BA. On the other hand, it must be stressed 
out that the improvement amount of Bayesian adjustment is dependent significantly on the 
photogrammetric block geometry. 
3. Experiments and Analysis 
Due to space limitations for this paper, just one simulation experiment out of a series is presented in 
Table 1 with some key statistical figures. An empirical comparison of RMSEs (Root Mean Square Error) 
is made between the results of a typical block adjustment and a Bayesian implementation.  
Table 1. Empirical Comparison between Traditional and Bayesian BA 
Object point RMSE 
 ( , ,x y zV V V , m) 
GPS RMSE 
( , ,x y zV V V , m) 
IMU RMSE 
( , ,Z M NV V V , gon) 
Iteration 
Number. 
Traditional BA 0.022   0.026   0.048 0.0406  0.0276  0.0171 0.0008  0.0015  0.0005 3 
Bayesian BA 0.022   0.026   0.048 0.0406  0.0276  0.0170 0.0008  0.0014  0.0005 3 
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The key to understand the similar performance as demonstrated in Table 1 is the quantitative behavior 
of the posterior variance estimation, which plays a vital role in Bayesian BA, i.e., how well the posterior 
variance estimation approximates the error measures of parameter estimation. It is safe to conclude from a 
series of experiments that, 
x The posterior variance estimation is highly dependent on the block configuration, such as the 
distribution of ground control points (GCPs) and overlapping levels, and, moreover, the prior 
variance assumption as well. 
x In particular, the posterior variance estimate is very precise if a lot of well-distributed GCPs and 
high overlapping levels are available. In this case, the prior variance assumption would not have 
much impact at all. 
x Any systematic error, such as image distortion and the GPS/IMU drift, would significantly impact 
the numerical behavior of the posterior variance estimation. 
x The posterior variance estimation is not always reliable due to some practical difficulties, such as 
an incomplete knowledge on observation precision, weak block geometry, and further existing 
systematic errors. 
Two other aspects are noteworthy, 
x The Bayesian rule offers one effective way to integrate the prior knowledge and data information 
although so far it achieves only a similar performance as the classical method. 
x One main difficulty of a Bayesian BA in our current work is the huge computation cost of the 
posterior variance, which requires the inverse of the normal equation matrix. Therefore, further 
studies are needed to explore some methods to circumvent this obstacle. 
4. Conclusions 
Our current work can be considered from two viewpoints. First, it is an attempt to apply Bayesian 
statistics in photogrammetric bundle adjustment, which has been for a long time dominated by classical 
least-squares statistics. Secondly, it is an option integrating empirical knowledge and observation 
information in order to current practice in photogrammetry. The performance of Bayesian bundle 
adjustment can be evaluated similarly in two ways as well. First, the Bayesian statistics is successfully 
applied and achieves comparable results when compared with traditional BA, although some problems 
remain. Secondly, Bayesian BA may fail somewhat when the Bayesian rule is not necessarily a proper 
way incorporating the empirical knowledge and observation information due to some practical 
difficulties. 
One potential improvement of our current work is to figure out some alternatives, instead of using the 
posterior variance, to better approximate the accuracy of parameter estimation. Another essential work is 
to find out the solution for reducing the computation cost of the Bayesian method as we mentioned. 
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