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1. INTRODUCTION
It is well known that the structure of the vector space on the field of real
numbers has the origin from the linear superposition principle which is the
Žbasic tool for solving linear equations ordinary differential equations
Ž . Ž . w xODE , partial differential equations PDE } 21 , difference equations,
.etc. . Namely, if u and u are solutions of the considered equation, also1 2
a u q a u is a solution for any constants a and a . Then the vector1 1 2 2 1 2
space structure allows one to develop different methods for solving prob-
lems with considered linear equations.
w xInstead of the field of real numbers in 3, 4, 14, 15, 17, 25 , there is taken
w x w xa semiring on the real interval a, b ; y‘, q‘ , denoting the corre-
Ž . Žsponding operations as [ pseudo-addition and ( pseudo-multiplica-
. Žtion . This structure is applied for solving nonlinear equations ODE,
.PDE, difference equations, etc. using now the pseudo-linear principle
1 This paper was written during the visit of the first author at the University ‘‘La Sapienza,’’
Rome, September]October 1999, and it was supported by University ‘‘La Sapienza.’’
2 Research partially supported by GNFM and MURST.
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w x14]17 , which means that if u and u are solutions of the considered1 2
nonlinear equation, then also a ( u [ a ( u is a solution for any1 1 2 2
w xconstants a and a from a, b . Based on semiring structure, there is1 2
w xdeveloped in 14, 15, 18]20 the so-called pseudo-analysis in an analogous
way as classical analysis, introducing [-measure, pseudo-integral, pseudo-
convolution, pseudo-Laplace transform, etc. Pseudo-analysis was applied
for finding weak solutions of the Hamilton]Jacobi equation with non-
w xsmooth Hamiltonian, 14, 18, 19 .
w xJones and Ames 12 have considered a nonlinear superposition princi-
Ž .ple NLSP as a powerful ad hoc technique for finding new solutions of
w xordinary and partial differential equations; see 2, 9, 24 . Namely, they
considered an operation w such that if u and u are solutions of the1 2
considered nonlinear equation, then also u wu is a solution of this1 2
w x w xequation. It was proven by Inselberg 11 , Levin 13 , and Goard and
w xBroadbridge 9 that the operation w may be also noncommutative. This
motivated us to develop a further generalization of the real semiring
structure to the case when the operations [ and ( are noncommutative
Ž .and nonassociative, and the left right distributivity of ( over [ plays a
crucial rule.
We give in Section 2 a representation theorem}Theorem 1 for such
operations. In Section 3, in Theorems 2 and 3, we give a complete
characterization for generalized pseudo-addition and pseudo-multiplica-
tion. The approach is based on the functional equation technique, given
w xin 1 .
The main problem in the application on nonlinear PDE is the identifica-
w xtion of operations [ and ( . Goard and Broadbridge 9 have obtained a
w xclose connection of NLSP and Lie symmetry algebras 5 . Namely, there
are a number of computer added algorithms for finding Lie symmetry
w xalgebra 23 , and therefore this relation can be used for finding [ and ( .
With the help of this approach, we apply in Section 4 the generalized
pseudo-analysis on some important nonlinear PDE.
2. GENERALIZED PSEUDO-ANALYSIS
DEFINITION 1. We call real operations [ and ( generalized pseudo-
Ž .addition and generalized pseudo-multiplication from the right , respec-
tively, if they satisfy the following conditions:
Ž . 2Ž 2 .i [ and ( are functions from C R .
Ž .ii The equation t [ t s z for given z is uniquely solvable.
Ž .iii ( is right distributive over [:
D x [ y ( z s x ( z [ y ( z .Ž . Ž . Ž . Ž .r
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Ž .Changing in the previous definition in iii that ( is left distributive
over [,
D z ( x [ y s z ( x [ z ( y ,Ž . Ž . Ž . Ž .l
we obtain generalized pseudo-addition and generalized pseudo-multiplica-
Ž .tion from the left , respectively. Since all considerations are analogous, we
shall take in the future considerations only on the right case.
We shall give a representation theorem for generalized pseudo-addition
and generalized pseudo-multiplication. For that purpose, first we shall
prove several lemmas. First of all, for a function of two real variables
Ž .u s u x, y , we shall use the following notations
› u › u › 2 u
u s s u , u s s u , u s s u .Ž . Ž . Ž .1 2 12x y x y› x › y › x › y
LEMMA 1. Let [ and ( be two operations such that
Ž . 1Ž 2 .i [ and ( belong to C R .
Ž . Ž .ii there exists y such that x ( y / 0.0 0 1
Ž .iii ( is right distributi¤e o¤er [.
Ž . Ž . Ž .Then x [ y / 0 and x [ y / 0 for all x, y, and either x ( y / 0 for1 2 1
all x, y or there exists z such that x ( z s constant for all x.0 0
Ž .Proof. Differentiating D with respect to x and y, we obtainr
D1 x [ y ( z x [ y s x ( z [ y ( z x ( z ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . 1 11 1r
D2 x [ y ( z x [ y s x ( z [ y ( z y ( z .Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . 2 11 2r
Ž . Ž 1. Ž 2 .Taking z s y , we have that by ii , equalities D and D imply0 r r
Ž . Ž .x [ y / 0 and x [ y / 0 for every x and y.1 2
Ž .If we suppose that it is not true that x ( y / 0 for all x, y, then there1
Ž . Ž 1. Ž .exist x and z such that x ( z s 0. Then D implies t ( z s 00 0 0 0 1 r 0 1
for all t. Hence, t ( z s constant.0
LEMMA 2. Let [ and ( be two operations such that
Ž . 1Ž 2 .i [ and ( belong to C R ;
Ž .ii the equation
t [ t s z
for gi¤en z is uniquely sol¤able;
Ž . Ž . Ž .iii x [ y / 0 and x [ y / 0;1 2
Ž .iv ( is right distributi¤e o¤er [.
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Then the operation [X defined by
x [X y s wy1 x [ y , 1Ž . Ž .
Ž .where w is gi¤en by w x s x [ x, is idempotent, ( is right distributi¤e o¤er
X Ž X . Ž X .[ , and x [ y / 0, x [ y / 0.1 2
Ž . XProof. a We shall prove that [ is idempotent:
x [X x s wy1 x [ x s wy1 w x s x .Ž . Ž .Ž .
Ž .b We have
›wy1
X y1x [ y s w x [ y s x [ y / 0Ž . Ž . Ž .Ž .i ii › x [ yŽ .
Ž . X Ž .for i s 1, 2. c We put x s y s u [ ¤ in Dr
u [X ¤ [ u [X ¤ ( z s u [X ¤ ( z [ u [X ¤ ( z .Ž . Ž . Ž . Ž .Ž . Ž . Ž .
By the definition of w, we obtain
w u [X ¤ ( z s w u [X ¤ ( z .Ž . Ž .Ž .
Hence, by the definition of [X, we have
u [ ¤ ( z s w u [X ¤ ( z .Ž . Ž .Ž .
Ž .Therefore, by D , we obtainr
u ( z [ ¤ ( z s w u [X ¤ ( z .Ž . Ž . Ž .Ž .
Hence, we apply the inverse of w
wy1 u ( z [ ¤ ( z s u [X ¤ ( z ,Ž . Ž . Ž .Ž .
and so finally, by the definition of [X, we have
u ( z [X ¤ ( z s u [ 9 ¤ ( z .Ž . Ž . Ž .
LEMMA 3. If [ and ( are generalized pseudo-addition and pseudo-mul-
Ž . Ž .tiplication from the right , respecti¤ely, and additionally x ( y / 0 for all1
x, y, then we ha¤e that
u ( z s hy1 f z h u q a z , 2Ž . Ž . Ž . Ž .Ž .
Žwhere for g , u, b , s from the domain of [ and ( and a arbitrary nonzero
.constant
u s1
Xh u s exp y t [ t dt ds, 3Ž . Ž . Ž .H H 12ž /ž /ag b
2Ž .and f , a are arbitrary functions from C R .
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Proof. By Lemma 2, we reduce the situation from the operation [ to
an operation [X which is additionally idempotent. Since by Lemma 2, the
operation ( is right distributive over [X, we have
DX u [X ¤ ( z s u ( z [X ¤ ( z .Ž . Ž . Ž . Ž .r
Differentiating the last equality with respect to u, we obtain
u [X ¤ ( z u [X ¤ s u ( z [X ¤ ( z u ( z . 4Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 11 1
Ž X .Analogously, differentiating D with respect to ¤ , we obtainr
u [X ¤ ( z u [X ¤ s u ( z [X ¤ ( z ¤ ( z . 5Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .2 11 2
Ž .Since by the supposition of lemma, we have that u ( z / 0, we can1
Ž . Ž .divide 4 by 5 ,
u [X ¤ u ( z [X ¤ ( z u ( zŽ . Ž . Ž . Ž .Ž .1 11s .X Xu [ ¤ u ( z [ ¤ ( z ¤ ( zŽ . Ž . Ž . Ž .Ž .2 12
We put u s ¤ ,
u [X u u ( z [X u ( zŽ . Ž . Ž .Ž .1 1s s c. 6Ž .X Xu [ u u ( z [ u ( zŽ . Ž . Ž .Ž .2 2
Namely, since by Lemma 2, derivatives are different from zero, and on the
left side of the preceding equality is a function depending only on u, and
on the right side a function which depends also on z, the only possibility is
that the expression is constant, which we denote by c. Since by Lemma 2,
[X is idempotent, we have
u [X u s u. 7Ž .
Ž .Differentiating 7 , we obtain
u [X u q u [X u s 1. 8Ž . Ž . Ž .1 2
Ž . Ž X . Ž X . Ž .Since by 6 , u [ u s c u [ u , we obtain from 8 that1 2
1
Xu [ u s , 9Ž . Ž .2 c q 1
Ž Ž X . Ž X . . Ž X . Ž Xc / y1 that means u [ u / y u [ u . Hence, by u [ u s c u [1 2 1
.u , we have also2
u [X u s constant. 10Ž . Ž .1
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Ž .We differentiate 4 with respect to ¤ ,
u [X ¤ ( z u [X ¤ u [X ¤ q u [X ¤ ( z u [X ¤Ž . Ž . Ž . Ž . Ž .Ž . Ž .2 1 1211 1
s u ( z [X ¤ ( z ¤ ( z u ( z .Ž . Ž . Ž . Ž .Ž . 1 112
We put u s ¤ ,
u [X u ( z u [X u u [X u q u [X u ( z u [X uŽ . Ž . Ž . Ž . Ž .Ž . Ž .2 1 1211 1
s u ( z [X u ( z u ( z u ( z .Ž . Ž . Ž . Ž .Ž . 1 112
X Ž . Ž .Since [ is idempotent, and by 9 and 10 we have
u [X u u [X u s aŽ . Ž .1 2
for a constant a / 0, we obtain
2X Xu ( z a q u ( z u [ u s u ( z [ u ( z u ( z .Ž . Ž . Ž . Ž . Ž . Ž .Ž .11 1 12 112
Ž .We divide the previous equation by a u ( z and we obtain1
u ( z u [X u u ( z [X u ( z u ( zŽ . Ž . Ž . Ž . Ž .Ž .11 12 112q s .
u ( z a aŽ . 1
If we rearrange the preceding equality, then we obtain that it is a
derivative with respect to u of the following expression
u1 1u ( z X Xy t [ t dt q ln u ( z s y t [ t dt q ln f z ,Ž . Ž . Ž . Ž .H H12 1 12a ab b
Ž .where f z is an arbitrary continuous function nonidentically zero. We
transform the preceding equality to the following one,
u1 1u ( z X Xexp y t [ t dt u ( z s exp y t [ t dt f z .Ž . Ž . Ž . Ž .H H12 1 12ž / ž /a ab b
Integrating the preceding equality with respect to u, we obtain
s1u ( z Xexp y t [ t dt dsŽ .H H 12ž /ž /ag b
u s1
Xs f z exp y t [ t dt ds q a z , 11Ž . Ž . Ž . Ž .H H 12ž /ž /ag b
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Ž .where a z is an arbitrary continuous function. Now, we define the
function h in the following way,
u s1
Xh u s exp y t [ t dt ds,Ž . Ž .H H 12ž /ž /ag b
Ž .which is a strictly monotone function. We rewrite 11 as
h u ( z s f z h u q a z .Ž . Ž . Ž . Ž .
Since h is strictly monotone, there exists hy1 and we obtain from the last
equality
u ( z s hy1 f z h u q a z ,Ž . Ž . Ž .Ž .
Ž .i.e., the equality 2 .
Ž . Ž .LEMMA 4. If , in Lemma 3, we put h x s u, h y s ¤ , and define
u $ ¤ s h hy1 u [ hy1 ¤ , 12Ž . Ž . Ž .Ž .
Ž .where h is gi¤en by 3 , then the operation $ satisfies the functional equation
u $ ¤ f z q a z s uf z q a z $ ¤f z q a z . 13Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž X .Proof. Using the representation 2 for ( , we obtain by Dr
hy1 f z h x [ y q a z s hy1 f z h x q a zŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
[ hy1 f z h y q a z .Ž . Ž . Ž .Ž .
We apply h on both sides of the preceding equality,
f z h x [ y q a z s h hy1 f z h x q a zŽ . Ž . Ž . Ž . Ž . Ž .Ž .Ž
[hy1 f z h y q a z .Ž . Ž . Ž .Ž . .
Ž . Ž .Taking h x s u and h y s ¤ , we obtain
f z h hy1 u [ hy1 ¤ q a zŽ . Ž . Ž . Ž .Ž .
s h hy1 f z u q a z [ hy1 f z ¤ q a z .Ž . Ž . Ž . Ž .Ž . Ž .Ž .
Ž . Ž .Using the definition of $ given in 12 , we obtain that $ satisfies 13 .
Now as a consequence of Lemmas 2, 3, and 4, we obtain the following
representation theorem.
2Ž 2 .THEOREM 1. Two real operations [ and ( from C R with
x ( y / 0 for all x , y ,Ž . 1
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Ž .are generalized pseudo-addition and pseudo-multiplication from the right ,
Ž .respecti¤ely, if and only if they are representable by 2 , i.e.,
u ( z s hy1 f z h u q a z ,Ž . Ž . Ž .Ž .
and
x [ y s hy1 h x $ h y , 14Ž . Ž . Ž .Ž .
2Ž .where f and a are arbitrary functions from C R , the function h is gi¤en by
Ž .3 , i.e.,
u s1
Xh u s exp y t [ t dt ds,Ž . Ž .H H 12ž /ž /ag b
X Ž .the operation [ is gi¤en in 1 , i.e.,
x [X y s wy1 x [ y ,Ž .
Ž .w is from Lemma 2, and $ satisfies the functional equation 13 , i.e.,
u $ ¤ f z q a z s uf z q a z $ ¤f z q a z .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Proof. Let [ and ( be generalized pseudo-addition and generalized
Ž .pseudo-multiplication from the right , respectively. By Lemma 2, we
X Ž .correspond to the operation [ an operation [ by 1 which is idempo-
Ž .tent. Then by Lemma 3, it follows the representation of ( by 2 . By
Ž .Lemma 4, we obtain the representation 14 of the operation [.
Ž .Suppose now that the operation ( is given by 2 and the operation [
Ž .is given by 14 . Then we shall prove that ( is right distributive over [.
Namely, we have
x [ y ( z s hy1 f z h x [ y q a zŽ . Ž . Ž . Ž .Ž .
s hy1 f z h x $ h y q a zŽ . Ž . Ž . Ž .Ž .Ž .
s hy1 h x f z q a z $ h y f z q a zŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .
s hy1 h x ( z $ h y ( zŽ . Ž .Ž .Ž .
s x ( z [ y ( z .Ž . Ž .
DEFINITION 2. For given generalized pseudo-addition [ and general-
Ž .ized pseudo-multiplication ( from the right , we shall call any function h
Ž . Ž .from Theorem 1 in 2 and 14 a generator of operations ( and [.
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3. CHARACTERIZATION OF GENERALIZED
PSEUDO-ADDITION AND PSEUDO-MULTIPLICATION
THEOREM 2. Let [ and ( be generalized pseudo-addition and pseudo-
Ž . Ž .multiplication from the right , respecti¤ely, with x ( y / 0 for all x, y.1
Then they can be represented in one of the following forms:
Ž . y1Ž Ž . Ž Ž . Ž ... y1Ž Ž .i x [ y s h h y q c h x y h y , x ( y s h h x q
Ž ..a y ;
Ž . y1Ž Ž . Ž Ž . Ž ... y1Ž Ž .ii x [ y s h h y q c h x y h y , x ( y s h a y y
Ž ..h x , with c odd function;
Ž . y1Ž Ž . Ž Ž . Ž ... y1Ž Ž . Ž .iii x [ y s h h y q a h x y h y , x ( y s h h x f y q
Ž .. Ž .a y , where c t s t $ 0, a is a constant, and $, a , f , h are functions
from Theorem 1.
Ž . Ž . Ž .Proof. i We put f z ’ 1 in 2 and we obtain
x ( y s hy1 h x q a y .Ž . Ž .Ž .
Ž . Ž .We put f z ’ 1 in 13 ,
u $ ¤ q a z s u q a z $ ¤ q a z ,Ž . Ž . Ž . Ž .Ž . Ž .
Ž .and we choose a z s y¤ , so we have
u $ ¤ y ¤ s u y ¤ $ 0.Ž . Ž .
Ž .Taking c t s t $ 0 in the preceding equation, we obtain
u $ ¤ s ¤ q c u y ¤ ,Ž .
Ž .and substituting this in 14 , we obtain
x [ y s hy1 h y q c h x y h y .Ž . Ž . Ž .Ž .Ž .
Ž . Ž . Ž .ii We put f z ’ y1 in 2 and we obtain
x ( y s hy1 a y y h x .Ž . Ž .Ž .
Ž . Ž .We put f z ’ y1 in 13 ,
y u $ ¤ q a z s yu q a z $ y¤ q a z , 15Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ž .and we choose a z s ¤ , so we have
y u $ ¤ q ¤ s yu q ¤ $ 0.Ž . Ž .
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Ž .Taking c t s t $ 0 in the preceding equation, we obtain
u $ ¤ s ¤ y c ¤ y u . 16Ž . Ž .
Ž . Ž .Putting 16 in 15 , we obtain
y¤ q c ¤ y u q a z s a z y ¤ y c y¤ q a z q u y a z .Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž .Hence, c ¤ y u s yc u y ¤ , i.e., c is an odd function. We put now
Ž . Ž .16 in 14 ,
x [ y s hy1 h y y c h y y h xŽ . Ž . Ž .Ž .Ž .
s hy1 h y q c h x y h y .Ž . Ž . Ž .Ž .Ž .
Ž . < Ž . < Ž .iii Suppose now that f z k 1. By 2 , we have
x ( y s hy1 f y h x q a y .Ž . Ž . Ž .Ž .
Ž .Under this supposition, we shall solve the functional equation 13 , i.e.,
u $ ¤ f z q a z s uf z q a z $ ¤f z q a z .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
We shall first prove that $ is an idempotent operation. By supposition on
< Ž . < Ž .f , there exists a constant b such that f b / 1 and f b / 0. We put
z s b and
a bŽ .
u s ¤ s s c
1 y f bŽ .
Ž .in 13 :
c $ c f b q a b s cf b q a b $ cf b q a b .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž . Ž . Ž .Using that uf b q a b s ¤f b q a b s c, we obtain
c $ c f b q a b s c $ c.Ž . Ž . Ž .
Hence,
a bŽ .
c $ c s s c, 17Ž .
1 y f bŽ .
Ž .i.e., $ is idempotent for c. Taking now in 13 u s ¤ s c, we obtain
c $ c f z q a z s cf z q a z $ cf z q a z .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
PAP AND VIVONA400
Ž .Using 17 , we obtain
cf z q a z $ cf z q a z s cf z q a z ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž . Ž .i.e., $ is idempotent for t z s cf z q a z , which is not a constant
w y1Ž .supposing that u ( z is nonconstant in z follows by h c ( z s
y1Ž Ž . Ž ..x Ž .h cf z q a z . Taking t z be bounded, we have that $ is idempo-
tent also for
t z s inf t s f z q a z , t z s sup t s f z q a z .Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .1 2
s s
Since [ is continuous, we obtain by transfinite induction that $ is
idempotent for all t.
Using the idempotency of $, we write $ in the form
u $ ¤ s ¤ q u y ¤ u)¤ ,Ž . Ž .
where
¡F u , ¤ for u s ¤ ,Ž .~ u $ ¤ y ¤u)¤ s
otherwise,¢ u y ¤
2 Ž .and F is an arbitrary function from C . Putting this in 13 , we have
u)¤ f z s uf z q a z ) ¤f z q a z f z .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .
Taking z s b, we obtain
u)¤ s uf b q a b ) ¤f b q a b .Ž . Ž . Ž . Ž .Ž . Ž .
We can easily prove by induction that
n
1 y f bŽ .n
u)¤ s f b u q a bŽ . Ž .ž /1 y f bŽ .
n
1 y f bŽ .n) f b ¤ q a bŽ . Ž .ž /1 y f bŽ .
< Ž . <for n s 0, " 1, " 2, . . . . Taking n “ ‘ for f b - 1, we obtain
u)¤ s c)c s a,
< Ž . <where a is a constant. We obtain the same result for f b ) 1, taking
n “ y‘. Hence,
u $ ¤ s au q 1 y a ¤ .Ž .
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Ž .Finally, taking this in 14 , we obtain
x [ y s hy1 h y q a h x y h y .Ž . Ž . Ž .Ž .Ž .
Ž . Ž .We remark that the case D we can reduce on the case D introduc-l g
ing an operation (9 defined by x (9 y s y ( x.
THEOREM 3. If [ and ( are generalized pseudo-addition and pseudo-
Ž .multiplication from the right , respecti¤ely, and additionally
Ž . Ž .a x ( 0 s a constant for e¤ery x,
Ž . Ž .b there exists y such that x ( y / 0,0 0 1
then we ha¤e
x [ y s hy1 h x q h y ,Ž . Ž .Ž .
18Ž .
x ( y s hy1 f y h x ,Ž . Ž .Ž .
Ž .where for g , b arbitrary nonzero constants
x [ bŽ . 1
h x s g [ b dx , 19Ž . Ž . Ž .H2 x [ bŽ . 2
2Ž . Ž .and f is arbitrary function from C R and f 0 s 0.
Ž . Ž . Ž .Proof. By b , Lemma 1 implies x [ y / 0 and x [ y / 0 for1 2
every x and y.
We consider the expression
x [ y u [ ¤Ž . Ž .1 1
u [ y u [ ¤Ž . Ž .2 2
L s ,
x [ ¤ u [ yŽ . Ž .1 1
x [ ¤ u [ yŽ . Ž .2 2
Ž 1. Ž 2 .which by D and D is equal to the expressionr r
x ( z [ y ( z u ( z [ ¤ ( zŽ . Ž . Ž . Ž .Ž . Ž .1 1
?
x ( z [ y ( z u ( z [ ¤ ( zŽ . Ž . Ž . Ž .Ž . Ž .2 2
R s .
x ( z [ ¤ ( z u ( z [ y ( zŽ . Ž . Ž . Ž .Ž . Ž .1 1
?
x ( z [ ¤ ( z u ( z [ y ( zŽ . Ž . Ž . Ž .Ž . Ž .2 2
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Ž .Put z s 0 in R, since a [ a / 0; then we obtain R s 1. Now putting1
Ž .u s g and ¤ s b constants , and taking
x [ bŽ . 1
h x s g [ b dx ,Ž . Ž . H2 x [ bŽ . 2
g [ yŽ . 2
k y s g [ b dy ,Ž . Ž . H1
g [ yŽ . 1
we obtain
x [ bŽ . 1
Xx [ y g [ b h xx [ bŽ . Ž . Ž .Ž .1 2 2s s .Xg [ yŽ .x [ y g [ b k yŽ . Ž . Ž .12 1
g [ yŽ . 2
Ž . Ž .That means the functional determinant of functions x [ y and h x q k y
with respect to x and y is zero; i.e., there is a functional connection
between these functions,
x [ y s g h x q k y , 20Ž . Ž . Ž .Ž .
2 Ž . Ž .where g is an arbitrary function from C . By x [ y / 0 and x [ y / 0,1 2
Ž . Ž .functions g, h, k are strictly monotone. Substituting 20 in D , we obtainr
g h x q k y ( z s g h x ( z q k y ( z .Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž . y1Ž Ž . . Ž . Ž y1Ž . .Taking h x s u, k y s ¤ , g g t ( z s G t, z , h h u ( z s
Ž . Ž y1Ž . . Ž .H u, z , and k k ¤ ( z s K ¤ , z , we obtain
G u q ¤ , z s H u , z q K ¤ , z .Ž . Ž . Ž .
Ž . w Ž .xThe solution of this Pexider equation depending on z , see 1, 3.11 1 , is
given by
H u , z s f z u q a z , K ¤ , z s f z ¤ q a X z ,Ž . Ž . Ž . Ž . Ž . Ž .
G t , z s f z t q a z q a X z ,Ž . Ž . Ž . Ž .
where f , a , a X are arbitrary functions from C 2. These imply that k s h
1 Ž .and a s a s 0. Hence, we obtain 18 .
Ž . 1 1Remark 1. i Theorem 3 holds also for [, ( g C ; then also f g C .
Ž .ii As a consequence of Theorem 3, we obtain that [ is also
commutative and associative. Especially, for f s h, we obtain the g-calcu-
w xlus; see 15, 16 .
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4. APPLICATIONS ON NONLINEAR PDE
EXAMPLE 1. We shall consider the following nonlinear PDE of the first
w xorder, see 9 ,
c x , y u q c x , y u s g u , 21Ž . Ž . Ž . Ž .1 x 2 y
where c , c , and g are given functions. Taking1 2
dt
h u s ,Ž . H g tŽ .
Ž .we introduce, using Theorem 2 i , generalized pseudo-addition [ and
Ž .pseudo-multiplication ( from the left for arbitrary « ,
u [ ¤ s hy1 h ¤ q c h u y h ¤ ,Ž . Ž . Ž .Ž .Ž .«
u ( ¤ s hy1 h ¤ q a u ,Ž . Ž .Ž .
Ž . y1Ž Ž ..respectively, for an arbitrary function a , and c x s G « q G x for«
1 w xan arbitrary function G from C . Then by 9 we have that, if u and u1 2
Ž .are solutions of 21 , then also for every « ,
u [ u s hy1 h u q c h u y h uŽ . Ž . Ž .Ž .Ž .1 2 2 « 1 2
Ž .is a solution of 21 .
Ž .For arbitrary but fixed real number a and a solution u of 21 , we have
that also for every function a ,
a ( u s hy1 h u q a aŽ . Ž .Ž .
Ž . Ž .is a solution of 21 . Namely, putting a ( u in 21 , we obtain
c x , y hy1 h u q a a q c x , y hy1 h u q a aŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž . y1 2x
1
s ,y1h h u q a aŽ . Ž .Ž .Ž .
Ž . XŽ . Xwhere we have used that g a ( u s 1rh a ( u , and h is the derivative
of h. Hence,
c x , y hX u u c x , y hX u uŽ . Ž . Ž . Ž .1 x 2 yqX Xy1 y1h h h u q a a h h h u q a aŽ . Ž . Ž . Ž .Ž . Ž .Ž . Ž .
1
s .X y1h h h u q a aŽ . Ž .Ž .Ž .
XŽ . Ž y1Ž Ž . Ž ... XŽ .Since h u / 0, canceling h] h h u q a a and using that h u s
Ž .1rg u , we obtain
c x , y c x , yŽ . Ž .1 2
u q u s 1.x yg u g uŽ . Ž .
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Ž .Summarizing, we have that if u and u are solutions of 21 and a and a1 2 1 2
are arbitrary but fixed real numbers, then also for every « and every a ,
a ( u [ a ( uŽ . Ž .1 1 2 2
Ž .is a solution of 21 .
Ž . Ž . Ž . 2Taking, especially c x, y s c x, y s 1 and g u s u , we obtain the1 2
equation
u q u s u2 .x y
Ž .Then we have h u s y1ru. In this case, we have for the operations [
and ( ,
1
u [ ¤ s ,
1r¤ y c 1r¤ y 1ruŽ .
1
u ( ¤ s ,
1r¤ y a uŽ .
Ž . Ž t . w xwhere c t s yln e q 1 , by 9 , the same statement as for the general
case.
We remark that there cannot occur the situation of Theorem 3, because
x (9 0 can never be a constant for every x, since then u (9 0 would be a
Ž . Ž .constant, and therefore u (9 0 s u (9 0 s 0, which can give only ax y
Ž .trivial solution u s 0 if g 0 s 0.
We shall need the following special class of operations [ and ( .
THEOREM 4. Let « be an arbitrary but fixed positi¤e real number. If k is a
positi¤e strictly monotone function that belongs to C 2, then operations defined
by
x [ y s ky1 « k x q k y ,Ž . Ž .Ž .
«y1x ( y s k k x k y ,Ž . Ž .Ž .
Ž .are generalized pseudo-addition and pseudo-multiplication from the left ,
Ž . Žrespecti¤ely, which belong to the class i in Theorem 2 using the operation
.(9 defined by x (9 y s y ( z .
Proof. By supposition on k and definition of [ and ( , it follows that
[ and ( belong to C 2.
We shall show that the equation t [ t s z for given z is solvable.
Namely, we have
t [ t s ky1 « k t q k t s z .Ž . Ž .Ž .
Hence,
« k t q k t s k z .Ž . Ž . Ž .
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Therefore, we have
k zŽ .
k t s ,Ž .
« q 1
which gives us the solution
k zŽ .y1t s k .ž /« q 1
We shall prove that ( is left distributive over [. Namely, we have
«y1x ( y [ z s k k x k y [ zŽ . Ž . Ž .Ž .
«y1 y1s k k x k k « k y q k zŽ . Ž . Ž .Ž .Ž .Ž .
« «y1s k « k x k y q k x k zŽ . Ž . Ž . Ž .Ž .
« «y1 y1 y1s k « k k k x k y q k k k x k zŽ . Ž . Ž . Ž .Ž . Ž .Ž . Ž .ž /ž
s ky1 « k x ( y q k x ( zŽ . Ž .Ž .
s x ( y [ x ( z .Ž . Ž .
Ž .We shall prove now that [ and ( belong to the class i in Theorem 2.
Ž . Ž Ž .. y1Ž . y1Ž kŽ x .. Ž .We take h x s ln k x , which implies h x s k e , and a x s
Ž .« ln k x . So we have
x [ y s ky1 « k x q k yŽ . Ž .Ž .
s hy1 ln « ehŽ x . q ehŽ y .Ž .Ž .
s hy1 ln « ehŽ x .ehŽ y.eyh Ž y . q ehŽ y .Ž .
s hy1 ln ehŽ y. « ehŽ x .yhŽ y . q 1Ž .Ž .
s hy1 h y q ln « ehŽ x .yhŽ y . q 1Ž . Ž .Ž .
s hy1 h y q c h y y h x ,Ž . Ž . Ž .Ž .Ž .
Ž . Ž yt .where c t s ln « e q 1 .
For ( , we have
«y1x ( y s k k x k yŽ . Ž .Ž .
s ky1 e« ln kŽ x .q ln kŽ y .Ž .
s hy1 h y q a x ,Ž . Ž .Ž .
Ž . Ž .where a x s « ln k x .
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Remark 2. Especially for « s 1, we obtain a semiring which is based on
Ž w x.a generator g-calculus 15, 16 .
w x w x w x Ž w x.EXAMPLE 2. Burgers 6 , Hopf 10 , and Cole 7 see also 2, 22
investigated as a model of turbulence the equation
¤ q ¤¤ s l¤ , 22Ž .y x x x
Ž .where l is a parameter. Putting ¤ s u in 22 and integrating withx
respect to x, we obtain the equation
1 2u q u s lu , 23Ž .y x x x2
w xwhich models the burning of a gas in a rocket; see 8 . We introduce
Žgeneralized pseudo-addition and generalized pseudo-multiplication from
.the left from Theorem 4 given by
u [ ¤ s ky1 « k u q k ¤ ,Ž . Ž .Ž .
«y1u ( ¤ s k k u k ¤ ,Ž . Ž .Ž .
Ž . yŽ u r2 l. w xrespectively, for special k u s e . Then by 9 , we have that if u1
Ž .and u are solutions of 23 , then also for every « ) 0,2
u [ u s y2l ln « eyŽ u1 r2 l. q eyŽ u2 r2 l.Ž .1 2
Ž .is a solution of 23 .
Ž .For arbitrary but fixed real number a and a solution u of 23 , we have
that also for every « ) 0,
a ( u s y2l ln eyŽ « ar2 l.eyŽ u r2 l.Ž .
s « a q u
Ž .is a solution of 23 . Summarizing, we have that if u and u are solutions1 2
Ž .of 23 and a and a are arbitrary but fixed real numbers, then also for1 2
every « ) 0,
a ( u [ a ( uŽ . Ž .1 1 2 2
Ž .is a solution of 23 .
We note that if u is a solution and a is an arbitrary real number, then
Ž .u ( a is a solution of 23 if and only if « s 1, which gives us the
g-calculus.
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EXAMPLE 3. We consider the following PDE of the second order,
n n n
a x , . . . , x u q b x , . . . , x u q c x , . . . , x u .  .  .  i j 1 n x x k 1 n x 1 ni j k
is1 js1 is1
n nl
s a x , . . . , x u u , 24 .  .  i j 1 n x xi ju is1 js1
where a , b , c are given functions and l is a constant different from 1.i j k
 . 1ylTaking k x s x for l / 1 and x ) 0, we consider generalized pseudo-
 .addition and pseudo-multiplication from the left from Theorem 4,
 .1r 1yl1yl 1ylu [ ¤ s « u q ¤ , .
u ( ¤ s u«¤ ,
respectively.
 .If u and u are positive solutions of 24 , then also for every « ) 0,1 2
u [ u s ky1 « k u q k u .  . .1 2 1 2
 .is a positive solution of 24 .
For arbitrary but fixed real number a ) 0 and a positive solution u of
 .24 , we have that
a ( u s a« u
 .  . < <1r «is a solution of 24 . Taking a ( u [ u with a s b b and « s1 2 0 2
< < < < w xb r b , we obtain Levin's result 13 .1 2
We note that if u is a positive solution and a is an arbitrary positive real
 .number, then u ( a is a positive solution of 24 if and only if « s 1, which
gives us the g-calculus.
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