ABSTRACT This paper is concerned with the computational efficient nonlinear analysis of phasor measurement unit data and presents a Nyström principal components analysis-based algorithm for events detection and localization in an electrical power system. Based on the properly chosen sample subset of every moving window data, the Nyström approximation is carried out to obtain the principal eigenvalues and related eigenvectors of a mapped kernel matrix. Then, the T 2 statistic is constructed to detect the abnormal states of an electrical power system. In addition, the contribution of each variable to the T 2 statistic is derived to determine the location of the fault bus. Compared with the previous works, the novel version proposed in this paper efficiently reduces the computational burden, and accurately locates the fault bus. Computer simulations using both realistic data, collected from the China power system, and simulated voltage and phase-angle data, validate the reliability of the proposed algorithm.
I. INTRODUCTION
Electrical power system is one of the most important modern energy transmission networks [1] . Since distributed power sources such as microgrid and renewable energy are integrated to meet the continuously increasing demand for power, the management of the reliability related to a power grid has become challenging [2] . Blackouts continuously remind us of the need for better electric grid infrastructure, which provides intelligent and automated actions for online monitoring, proper control and protection. One such example is the North East Blackout of 2003 where 50 million people were affected and 63 GW of load was interrupted [3] . The major factors contributing to this blackout are a lack of adequate situational awareness capability and a failure to provide efficient realtime diagnostic support [4] .
In order to cope with these occurrences, the phasor measurement unit (PMU) based Wide-Area Monitoring System (WAMS) has been invested heavily in smart grid technologies [5] , [6] . Take the United States for example, there were about 500 PMUs installed by July 2012, and another 800 PMUs have been anticipated by the end of 2014 [7] . As the accurate and advanced instrument, PMU can be used to conduct time synchronised measurements of system conditions and parameters. With PMUs, a number of Intelligent Electronic Devices (IEDs), such as frequency monitoring network (FNET) [8] and frequency disturbance recorder (FDR) [9] , are being brought online, thus the realtime data of a power system can be collected in an unprecedented way.
Resorting to this huge amount of PMUs data, there have been numerous discussions on improving the widearea monitoring of power system dynamics [10] , [11] . Dasgupta et al [12] utilized the Lyapunov exponents of voltage phasors to monitor the short-term voltage stability. Jiang et al [13] , [14] proposed a PMU-based adaptive technique for transmission line fault detection and location.
The phasor angle measurements were employed together with the system topology to detect line outages [15] . ABB [16] produced a monitoring system using PMUs measurements, which can monitor phase angle stability, line thermal limits, voltage stability and power system oscillations. In general, the implementations of these works aforementioned rely on the underlying physical model or the specific system topology [17] .
As a typical multivariate statistical technique, Principal components analysis (PCA) can efficiently process and extract useful information from huge amount of data [18] . In addition, its implementation usually requires no the priori knowledge of the system topology. Recently, using PCA and its extension for dimensionality reduction of PMUs data, events detection and state monitoring in a power system has gained considerable interest, and several efficient solutions, such as the oscillation monitoring method [19] , the wind power protection method [20] , the system coherence identification method [21] , the PCA and PNN combined method [22] , sparse PCA based method [23] , GLR hypothesis testing method [24] , the islanding detection method [25] , [26] , have been developed. In 2014, Xie et al [17] analyzed the extremely low underlying dimensionality of PMUs data in the normal operation condition, and utilized the change of core subspaces of PMUs data at the occurrence of an event to realize events detection. in 2015, Ge et al [27] combined PCA and the second-order difference for events detection and associated data archival reduction. Rafferty et al [4] considered frequency as an ideal signal to monitor and analyze the operated conditions at a system level, and proposed a moving-window PCA (MW-PCA) method to cope with the multiple events detection and classification problem.
Regarding of the main drawbacks of the PCA based solutions aforementioned, they include: 1) PCA is a linear analysis technique and only reveals the linear relationship of data. For the nonlinear measurements [28] , such as voltage and phase angles, it is difficult to utilize PCA to reveal the nonlinearity and time-varying trends of an electrical power system.
2) The events detection problem can be seen as a typical binary hypothesis detection one, thus a theoretical threshold is critical for conducting the related detection methodology. The previous methods utilize historical eventful PMUs data to obtain an empirical detection threshold, or rely on the Gaussianity of frequency data to determine the theoretical detection threshold. For non-Gaussian measurements [4] , such as voltage and phase angles, it would be impossible to provide efficient detection results. 3) For an electrical power system, the signal-to-noise ratio (SNR) of PMUs measurements is often low [4] , the robustness to noise of the previous PCA based methods requires to be further improved.
Kernel principal components analysis (KPCA), originally proposed by Scholkopf et al. [29] in 1998, is one of the most important nonlinear analysis techniques, and has been widely exploited in various fields, such as process monitoring in chemical industry [30] , spectrum sensing in communication [31] and facial recognition in image processing [32] . Conceptually, KPCA consists of two main steps: 1) the mapping of data from its original space into a kernel feature space, and 2) a PCA implementation to mapped data in the kernel feature space. With KPCA, the data in the original space that are not linearly separable under low SNR are mapped to a kernel feature space in a nonlinear manner such that their separability can be improved with proper mapping. In addition, the non-Gaussian data can conform to a Gaussian distribution after the proper nonlinear mapping, this enables to accurately calculate the confidence limits of detection statistics.
By exploiting these advantages of KPCA, Liu et al [33] have developed a MW-KPCA method for islanding events detection. This method is based on wide-area phase angle measurements, and utilizes the Q statistic of KPCA to model the time-varying and nonlinear trends of an electrical power system. However, this version requires highdimensional kernel matrices constructions and implements their eigenvalue-decomposition (EVD) to obtain the Q statistic, so its computational burden is in cubic of the length of a moving window. When put this method into applications, it would be difficult to detect events in real-time. Besides, this method only utilizes the Q statistic to detect when the islanding events occurs, so it is impossible to acquire the accurate location information of the fault bus.
The Nyström approximation [34] was firstly proposed in 1931 to compute the eigenfunction of an integral equation. Then it was introduced in machine learning to speed up kernel machine training. In 2015, the authors of this paper exploited this approximation and developed a Nyström feature template matching method to cope with the spectrum sensing problem in cognative radio [35] . In this paper, we address the lowcomplexity nonlinear analysis of PMUs measurements, and develop a more efficient algorithm for events detection and localization. The main contributions of this paper are summarized as follows: 1) By exploiting the Nyström approximation, a lowcomplexity MW-NPCA algorithm is developed for real-time events detection. This solution properly chooses sample subset of every moving window PMUs data, and carries out Nyström approximation to obtain the principal eigenvalues and related eigenvectors of a mapped kernel matrix, Then, based on these approximated principal components, the T 2 statistic is obtained to detect the abnormal states of an electrical power system. Since the constructions of highdimensional kernel matrices and their EVDs are avoided, this novel solution is computationally more efficient than the traditional MW-KPCA method [33] . In addition, it provides the improved performance than the previous MW-PCA method [4] .
2) For the fault state of an electrical power system, the contribution of each bus to the T 2 statistic is derived for the event localization. This process is based on the polynomial kernel function, and involves a scaling factor to derive the deviation expression of a polynomial kernel. Then, the closed-form expression of the contribution of each PMU to T 2 statistic is determined, and the related fault component is located. Compared to the previous MW-PCA method [4] , this novel solution provides more accurate location information of the fault bus.
3) Validation using realistic wide-area voltage measurements is conducted, and the effectiveness of the proposed MW-NPCA algorithm is evaluated. The realistic PMUs measurements were collected by the China power system on 5 July 2013, and realistic events with chain-reaction phenomenon were calculated. The final results indicate that the proposed MW-NPCA algorithm has successfully detected and located two chain-reaction events at their occurrences, and its running time and false alarm rates are respectively lower than the MW-KPCA method [33] and the MW-PCA method [4] .
The remainder of this paper is organized as follows: In Section II, we firstly present kernel principal components analysis of PMUs data. Then, based on the Nyström approximation, the T 2 statistic is reconstructed with a lower complexity, and a novel MW-NPCA method is developed to detect and locate events of an electrical power system. Finally, the performance comparison between the proposed MW-NPCA algorithm and the previous versions is presented. In Section III, the performance of the proposed MW-NPCA algorithm is evaluated through simulated data. An applicable process with realistic recorded voltage data is presented in Section IV. Section V presents the conclusion of the whole paper. Appendix presents the derivation of the contribution of each variable to the T 2 statistic.
II. THE PROPOSED MW-NPCA ALGORITHM
In this section, we firstly present kernel principal components analysis of PMUs data. Then, based on the Nyström approximation, the T 2 statistic is constructed with a lower computational complexity. Further, the novel MW-NPCA algorithm is proposed for non-islanding events detection and localization. Finally, the performance comparison between the proposed MW-NPCA algorithm and the previous works is present.
A. KERNEL PRINCIPAL COMPONENTS ANALYSIS OF PMUS DATA
Regarding of the implementation of KPCA, it consists of the following two main steps: 1) Map the original data into a kernel feature space with a nonlinear mapping, which improves the separability of PMUs data in lower SNR. 2) Implement PCA on the mapped PMUs data, which extracts the related kernel principal components and realizes events detection with an improved performance.
With PMUs as rows, and samples for every moving window as columns, the data matrix X consisting of wide-area PMUs measurements is constructed as Table 1 .
Where 'PMUm datan' denotes the nth sample of voltage or phase-angle collected by the mth PMU, M denotes the total number of PMUs, and N indicates the samples number. With a proper mapping, the PMU data x 1 , x 2 , . . . , x N can be mapped as φ(x 1 ), φ(x 2 ), . . . , φ(x N ). Then the sample covariance matrix of the mapped data is computed by
Since the mapping φ is usually unknown, the expression of (1) is only indirectly given. However, the principal eigenvector u φ(X) and the related eigenvalue λ φ(X) satisfy
where , denotes the inner product operation. It can be seen that u φ(X) is the linear combination of φ(
where β = (β 1 , β 2 , . . . , β N ) T is the leading eigenvector of the kernel matrix K xx , which can be written as
Consider a polynomial kernel function, the i,j-th element
where d is the order of a polynomial kernel, and c is a constant. Then, the kth principal component of R φ(X) is written as
B. THE RECONSTRUCTION OF THE T 2 STATISTIC WITH Nyström APPROXIMATION
In order to detect and locate events of an electrical power system, the T 2 statistic requires to be constructed. T 2 statistic: a scaled 2-norm of a mapped data φ(x) from its mean measures the significant variation of the recorded data, and is defined as
where is the diagonal matrix consisting of the K largest eigenvalues µ of K xx , p k denotes the kth principal component shown in (6) , and superscripts −1 and T denote inverse and transpose operations respectively. It can be seen from (6) and (7) that the T 2 statistic involves the construction of the high-dimensional kernel matrix K xx and its eigenvalue-decomposition (EVD), which makes the computational burden of the traditional KPCA based method be respectively in quadratic and cubic of the moving window size N . When put this method into the actual applications, it is difficult to realize the real-time events detection. In order to cope with this issue, we utilize the Nyström method to approximate eigenvalues µ and eigenvectors β.
Regarding the implementation of the Nyström method, the key point is to approximate the principal components of the high-dimensional kernel matrix by using the ones of the low-dimensional kernel matrix. In the following, the detailed derivation is given for approximating the T 2 statistic with a lower computational burden.
Assume N samples x 1 , x 2 , . . . , x N drawn independently and identically distributed (i.i.d.) from probability measure p(x), and y 1 , y 2 , . . . , y N a denote N a samples properly chosen from x. Then, we can obtain the N a × N a kernel matrix K yy of data y. With an EVD operation on K yy , we have
In order to implement the Nyström approximation, it needs to compute the kernel matrix K xy . Then, the approximated principal eigenvector β n satisfies [34] 1 N a K xy β y = µ y β n (9) and can be computed by
In addition, the related approximation of the eigenvalue µ can be written as
Based on (10) and (11), the T 2 statistic is reconstructed by
where p n is computed by using β n to replace β in (6), and n is the diagonal matrix consisting of approximated eigenvalues in (11) . Since T 2 n is an approximated version of T 2 of KPCA, it is also approximated as F distribution, and the related confidence limit is computed by where F K ,N −K ;α is a F distribution with degree of freedom K , N − 1, and the level of significance α. Similar to PCA, the T 2 statistic of NPCA is a scaled 2-norm of the mapped data φ(x) from its mean, which measures the significant variation of the recorded data. When an electrical power system is in a normal situation, the calculated values of T 2 statistic are quite lower than its related confidence limit. Otherwise, if some events occur and the related system is in an abnormal state, the calculated T 2 statistic would violate its confidence limit. Based on this property, the events detection of an electrical power system can be realized. Specifically, with PMUs measurements, the kernel principal components analysis is conducted by using (6) . Then, the Nyström Approximation is utilized to construct T 2 statistic shown in (12) . By comparing the difference between T 2 statistic and its confidence limit shown in (13), a normal or an abnormal situation of an electrical power system can be determined.
C. THE PROPOSED MW-NPCA ALGORITHM FOR EVENTS DETECTION AND LOCALIZATION
In this section, we propose such an events detection and localization algorithm with the following features: 1) it is a nonlinear analysis version; 2) it reveals the timevarying characteristics and trends of PMUs data; 3) it can provide the accurate localization information of the fault bus; 4) it requires a lower complexity than the MW-KPCA method [33] and the improved performance than the MW-PCA method [4] . The main processes of the proposed MW-NPCA algorithm are shown in Fig. 1 .
The proposed MW-NPCA algorithm firstly learns a model of a normal operation on an initial window data. Then, each new normal sample is included in the data at the expense of the oldest one. The T 2 n statistic and its confidence limit T 2 α are also updated for evaluations of the next new sample.
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If X (i) denotes the ith moving window matrix of voltage or phase-angle samples, and N is the selected window size, then at the ith sample instant (i ≥ N ) X (i) is given by
Then, the related kth principal eigenvalue and eigenvector (denoted by µ
nk ) of NPCA model are computed by (10) and (11) . When a new sample x i+1 is received, its T 2 n statistic for detection is computed by
where K det is the kernel matrix of X (i) and x i+1 , and
that is, it is inside its confidence limit, the related system is considered to be in the normal operation. If the T 2 n statistic, representing the weighted distance from the target, is above the related confidence limit, that is
it indicates that the system has deviated the target, and an abnormal state is detected.
In order to further determine the location of the fault bus, a
where · denotes the componentwise vector product. Then, the contribution of each PMU to T 2 n (see Appendix for details) can be expressed as
If the contribution C m in (19) is maximum at v m = 1, it is concluded that the mth bus is related to the fault location.
D. PERFORMANCE COMPARISON BETWEEN THE PROPOSED MW-NPCA ALGORITHM AND THE PREVIOUS VERSIONS
In this section, we assess the performance of the proposed MW-NPCA algorithm from two aspects, i.e, events detection and localization performance, and computational complexity. Additionally, the MW-PCA method [4] and the MW-KPCA method [33] are presented here for comparison.
1) EVENTS DETECTION AND LOCALIZATION PERFORMANCE
In the MW-PCA method, the principal components analysis of PMUs dada is conducted, and the related T 2 and Q statistics are computed for events detection. Since PCA is efficient in the situations of high SNR and linear data, for low SNR or nonlinear measurements, such as voltage and phase-angle, this method would suffer from the performance degradation problem [33] . the MW-KPCA method and the proposed MW-NPCA algorithm are based on the kernel principal components analysis of PMUs data, and construct related statistics in the kernel space for events detection. Since KPCA is a nonlinear version and robust to noise, these two solutions are expected to exhibit more satisfactory detection performance than the MW-PCA method.
Regarding of events localization performance, for low SNR or nonlinear PMUs measurements, the proposed MW-NPCA algorithm is still more efficient than the MW-PCA method. Additionally, the MW-KPCA method emphasizes on utilizing the Q statistic to realize the islanding events detection, so it is difficult for this method to realize the nonislanding events localization.
2) COMPUTATIONAL COMPLEXITY
In this paper, complexity mainly denotes the computational burden, and low-complexity means that the proposed MW-NPCA algorithm requires less multiplications and shorter running time than the MW-KPCA method. In the following, the theoretical analysis is conducted to compare the multiplications involved in both the MW-KPCA method and the proposed MW-NPCA algorithm.
For the ith moving window data X (i) , the MW-KPCA method requires to construct one N × N -dimensional kernel matrix K XX and performs its EVD operation. The related multiplications are in order of
where M and N respectively denote row and column of X (i) , and d denotes the order of polynomial kernel. For the proposed MW-NPCA algorithm, it constructs one N a × N a -dimensional kernel matrix K YY and one N × N a -dimensional kernel matrix K XY , and performs an EVD operation to K YY . The multiplications ore in order of (21) where N a is the selected subset size.
Typically, the approximated leading eigenvalues and eigenvectors can be well obtained via a reasonable small sample subset, that is, N a is significantly smaller than N . Therefore, it can be concluded that the proposed MW-NPCA algorithm has much lower computational complexity than the MW-KPCA method.
III. EVALUATION USING SIMULATED CASES
In this section, we conduct two simulated cases to evaluate the efficiency of the proposed MW-NPCA algorithm. The standard IEEE-9 bus test system (shown in Fig. 2) is utilized, which consists of 3 generations, 4 loads, 6 transmission lines and 9 buses. A total of 9 PMUs have been placed at all buses, and each PMU measures all voltage and current of the adjacent bus. The sampling rate for PMUs data is set at 50 Hz. For the comparison, we simultaneously execute the MW-PCA method [4] and the MW-KPCA method [33] . In order to conduct Nyström approximation, the sample subset of every moving window data consists of the N a columns measurements with the largest Euclidean distance to the target voltage or phase-angle. Additionally, the confidence limit for T 2 statistic is set at 99%, and detection results for the three methods are presented in the Logarithm form.
A. CASE 1: THREE-PHASE SHORT CIRCUIT FAULT
In this case, three-phase short circuit fault at bus 6 (PMU 6) occurs at 120s, and this event is cleaned after 200ms. The related positive sequence voltage measurements for all total 9 PMUs are presented in Fig. 3 . In order to mimic the industry-grade PMUs, noise is added to this simulated data so that the signal-to-noise (SNR) is 92dB [17] . Before performing the proposed MW-NPCA algorithm, the size of samples subset N a and the order d of the polynomial kernel should be determined.
1) SELECTION OF N a AND d
Regarding the selection of samples subset N a , it should consider the following two aspects: 1) The approximated errors of principal eigenvectors and kernel matrices, which can be respectively measured by 2-norm and F-norm. 2) The reduced computational burden of conducting the proposed 
MW-NPCA algorihtm, which can be measured by
where T MW −KPCA and T MW −NPCA respectively represent the averaged Monte Carlo simulations time of the MW-KPCA method and the proposed MW-NPCA one. For a given moving window length N = 200, when the samples subset size varies from N a = 10 to N a = 100, the approximated errors and the reduced computational burden are respectively shown in Fig. 4 and Fig. 5 . We can see from these figures that both the approximated errors and the reduced running time reasonably decrease as the samples subset size N a becomes larger. When N a increases to 60, both the principal eigenvectors and the kernel matrix obtain good approximated results, and the related running time reduces by 36%. Therefore, when conducting the proposed MW-NPCA algorithm to detect an event of an electrical power system, N a should be chosen as 60 for approximating principal eigenvectors and the kernel matrix.
For the selection of the order of the polynomial kernel function, it also refers to two factors, the false alarm rate and the running time of the proposed MW-NPCA algorithm. For the total 1790 samples in Fig. 3 , when moving window length N is set at 200, the related results for different orders d are shown in Table 2 . It can be seen from this table that false alarm rates obviously decrease as orders of the polynomial kernel become higher, When the order increases to 9, the related false alarm rate is 0.00%. For the running time of the proposed MW-NPCA algorithm, it changes little for different orders of the polynomial kernel. Therefore, when using the simulated voltage data to evaluate the proposed MW-NPCA algorithm, the suitable selection for the order of the polynomial kernel is d = 9.
2) DETECTION AND LOCALIZATION PERFORMANCE
Based on the above analysis, the samples subset size N a is chosen as 60, and the order d of the polynomial kernel is set at 9. Besides, the contribution ratio for the three methods is chosen as 80%. With the voltage data shown in Fig. 3 , the MW-NPCA algorithm, the MW-KPCA method and the MW-PCA method are conducted for events detection, and related results in the Logarithm form are respectively presented in Fig. 6, Fig. 7 and Fig. 8 . In addition, the false alarm rates and event detection time for these three methods are shown in Table 3 . We can conclude that the proposed MW-NPCA algorithm presents almost the same detection performance as the MW-KPCA method, and they both present the lower false alarm rates and more accurate detection of cleaning event than the MW-PCA method. Note that the running time for the MW-NPCA algorithm and the MW-KPCA algorithm is 30.9926s and 54.3600s, which indicates the proposed MW-NPCA algorithm reduces the computational burden nearly by 42.9%.
When detecting the three-phase short circuit fault at 120s, the contribution of each PMU to the T 2 statistic is calculated, and related localization results for the proposed MW-NPCA and the MW-PCA methods are shown in Fig. 9 and Fig. 10 respectively. It can be seen that the contribution of PMU 6 of the proposed MW-NPCA algorithm is obviously larger than that of the other 8 PMUs, while for the MW-PCA method, the contributions of PMU 6 and PMU 9 are larger than that of the other 7 PMUs. Therefore, the proposed MW-NPCA algorithm provides more accurate location information of the fault bus than the MW-PCA method.
B. CASE 2: SINGLE-PHASE TO EARTH FAULT
In this case, single-phase to earth fault at bus 7 (PMU 7) occurs at 160s, and it is cleaned after 200ms. Fig. 11 shows the related phase-angle difference measurements. It can be seen that when the system is in a normal state, phaseangle difference data change smoothly. However, as a singlephase to earth fault occurs at 160s, the related PMUs data sharply deviates from the target. When this fault is cleaned, the system also recovers from the abnormal situation. Similar to case 1, noise respect to SNR = 92dB is added to this simulated data to mimic the industry-grade PMUs [17] .
1) SELECTION OF N a AND d
For the selection of the samples subset size N a , from the results of approximated errors and reduced running time, it is concluded that N a should be also chosen as 60 for conducting the proposed MW-NPCA algorithm.
for the selection of the order d, Table 4 shows false alarm rates and running time of different d for the proposed MW-NPCA algorithm. It is obvious that the false alarm rate reasonably decreases as the order d increases. When d is larger that 12, the related false alarm rate is lower than 3.01%. Additionally, the increase of d yields little influence on the running time. Therefore, d = 12 would be a suitable selection for conducting the proposed MW-NPCA algorithm.
2) DETECTION AND LOCALIZATION PERFORMANCE
Resorting to the above analysis, the sample subset N a and the order d of the polynomial kernel are set at 60 and 12 respectively. The contribution ratio is chosen as 80%. With the recorded phase-angle difference data in Fig. 11 , the related event detection results for the proposed MW-NPCA algorithm, the MW-KPCA method and the MW-PCA method are presented in Fig. 12, Fig. 13 and Fig. 14 respectively. Additionally, the false alarm rates and event detection time are shown in Table 5 . It is concluded that the proposed MW-NPCA algorithm provides the same satisfactory performance as the MW-KPCA method, and the two versions both obviously outperform the MW-PCA method, especially for the situation after cleaning the event. It is should be pointed out that the running time for the proposed MW-NPCA algorithm and the MW-KPCA method is 31.1312s and 54.8620s, which means that a reduction of 42.8% in the computational burden for the proposed MW-NPCA algorithm has been realized.
After the single-phase to earth fault is detected, the contribution of each PMU to the T 2 statistic is computed. The localization result for the proposed MW-NPCA algorithm is VOLUME 6, 2018 shown in Fig. 15 , and is compared to that of the MW-PCA method in Fig. 16 . It is seen that the contribution of PMU 7 of the proposed MW-NPCA algorithm is obviously larger than that of the other 7 PMUs. However, for the MW-PCA method, the contributions of PMU 2 and 7 are larger than that of the other 6 PMUs. Thus, the proposed MW-NPCA algorithm provides more accurate fault bus location information than the MW-PCA method.
IV. EVALUATION WITH REALISTIC POWER SYSTEM DATA
In order to further evaluate the reliability of the proposed MW-KPCA algorithm, the realistic PMUs data collected by China power system on 5 July 2013 are utilized. The total PMU number is 14, the sampling rate is 50 Hz. Two typical chain-reaction faults occurred at 13:49:55 and 13:49:56. No system topology could be provided due to the confidentiality of the interconnected areas and modelling complexity of the system components. Fig. 17 shows the recorded positive sequence voltage from 12:49:48 to 13:50:00, and Fig. 18 presents the magnified view for two chain-reaction faults. It can be seen that the recorded voltage of PMU 1 and 2 sharply dropped as the first chain-reaction fault occurred. In addition, the decreased voltage of PMU 2 was more serious than that of PMU 1. After this event, the system tried to recover from the fault situation. At about 13:49:56, the second chain-reaction fault occurred, and the related voltage of PMU 3 and 4 started to decrease again. 280ms later, this event was cleaned.
3) SELECTION OF N a AND d
For the selection of the samples subset size N a , we conduct the Nyström method to approximate principal eigenvectors and the kernel matrix. From the results of approximated errors and reduced running time, we have obtain a similar conclusion to Section 3.1. That is, N a should be also chosen as 60 for conducting the proposed MW-NPCA algorithm.
for the selection of the order d, however, it indeed present a different result. Table 6 shows false alarm rates and running time of different d for the proposed MW-NPCA algorithm. It can be seen that the false alarm rate reasonably decreases as the order d increases. When d increases to 15, the related false alarm rate is 0.002%. In addition, the increase of d yields little influence on the running time. Therefore, d = 15 would be a suitable selection for conducting the proposed MW-NPCA algorithm. 
4) DETECTION AND LOCALIZATION PERFORMANCE
Based on the above analysis, the related conditions are set as follows: the length of moving window N is 200, the samples subset size N a is 60, the order d of polynomial kernel is 15, the confidence limit is 99%, and the contribution ratio is 80%. The detection result for the proposed MW-NPCA algorithm is shown in Fig. 19 and Fig. 20 , and is compared to that of the MW-KPCA and MW-PCA methods respectively presented in Fig. 21 and Fig. 22 . In addition, Table 7 presents false alarm rates and events detection time for these three methods. We can see that the T 2 statistics of the proposed MW-NPCA algorithm and the MW-KPCA method violate their confidence limits at the occurrences of two events, which implies the related chain-reaction faults are successfully detected. In addition, both these two methods provide the lower false alarm rates and the more accurate detection time than the MW-PCA method. Note that the running time for the MW-NPCA and the MW-KPCA methods are 10.9309s and 16.8788s, which means a reduction of 45.4% for computational burden is realized.
When detecting two faults at 13:49:55 and 13:49:56 respectively, the contribution of each PMU to the T 2 statistic is calculated again, and related localization results for the proposed MW-NPCA and the MW-PCA methods are shown in Fig. 23 and Fig. 24 respectively. It can be seen that for the first fault, the contribution of PMU 2 to T 2 statistic for the MW-NPCA algorithm is obviously larger than the other 13 PMUs. While for the MW-PCA method, the contributions of PMU 1 and 2 to T 2 statistic are comparable. This result indicates that the MW-NPCA algorithm provides more accurate location information of the first fault than the MW-PCA algorithm. For the second fault, the contributions of PMU 3 and PMU 4 to T 2 statistics for these two methods are obviously larger than the other 13 PMUs, which implies that bus 3 and bus 4 are the related fault location.
V. CONCLUSION
Consider the high computational burden of kernel principal components analysis for wide-area synchronized measurements from a network of PMUs, this paper have exploited the Nyström method to approximate principal eigenvectors and the kernel matrix, and developed a MW-NPCA algorithm for non-islanding events detection. In addition, the contribution of each PMU to the T 2 statistic is derived to determine the location of the fault bus. Results with the simulated data and the realistic data confirm that the novel algorithm reduces the running time by 42% when compared to the previous MW-KPCA method. In addition, this novel version provides lower false alarm rate and more satisfactory localization performance than the MW-PCA method.
The future research includes the following two aspects: 1) For the selection of kernel functions, only the polynomial function is utilized to evaluate the performance of the proposed KPCA based algorithm, it would be interesting to exploit other kernel functions to realize events detection and localization in an electrical power system. 2) In order to utilize the nonlinearity of PMUs data (such as voltage, phase angles), other nonlinear dimensional-reduction methods require to be developed for events detection and localization.
APPENDIX THE DERIVATION OF THE CONTRIBUTION OF EACH PMU TO T 2 n(det )

STATISTIC
As expressed in (19) , the contribution of the mth PMU to T 2 n is computed as
For the kernel matrix K det , its partial derivative can be computed by ∂K det ∂v m = (
Given a polynomial kernel, the nth element in (22) 
Further, the partial derivative of the p,q-th element of
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