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3 1 INTRODUCCIO´N Y OBJETIVOS
1 Introduccio´n y objetivos
El entrelazamiento cua´ntico ha sido objeto de estudio desde la definicio´n de la teorı´a de
la meca´nica cua´ntica hasta hoy dı´a. Si bien su popularidad en sus comienzos se debio´ al
formalismo cua´ntico, en los u´ltimos an˜os es visto como un recurso muy poderoso en el
a´rea de la comunicacio´n, computacio´n y criptografı´a cua´ntica.
El estudio de la comunicacio´n cua´ntica trata de establecer tareas de procesado de in-
formacio´n mediante el uso de sistemas meca´nico-cua´nticos. Aun cuando esta definicio´n
sea ba´sica, y pueda ser comprendida por muchos, no implica que sea una labor sencilla.
Sin embargo, el entrelazamiento ofrece un sinfı´n de ventajas que pueden llegar a produ-
cir grandes cambios en los me´todos de comunicacio´n utilizados en la actualidad.
”Las unidades de informacio´n son lo que crea la realidad, no las unidades de
materia ni de energı´a.”
Vlatko Vedral, 2011 [1].
Otra razo´n por la que el entrelazamiento resulta ser de gran atractivo es porque juega
un papel crucial en computacio´n cua´ntica. Aquı´ el entrelazamiento ofrece capacidades
extraordinarias a los sistemas computacionales haciendo que puedan llegar a ser mucho
ma´s ra´pidos que lo implementado hasta ahora. De esta forma se pueden resolver veloz-
mente problemas muy complejos.
Por otro lado, es inevitable hablar de la criptografı´a cua´ntica, una sistema´tica que usa
el entrelazamiento como recurso para la codificacio´n de informacio´n sensible. El uso del
entrelazamiento para la encriptacio´n es ya una realidad. Algunos organismos ya se han
beneficiado de las ventajas que esta herramienta es capaz de proporcionar. Cabe destacar
que el entrelazamiento permite que la encriptacio´n de la informacio´n alcance niveles de
seguridad ma´ximos que no serı´an posibles de conseguir por otros medios.
El objetivo de este trabajo es identificar y clasificar el entrelazamiento como un po-
tente recurso en tareas de informacio´n. La idea principal es identificar, en la medida de
lo que el trabajo permita, lo que el entrelazamiento supone, siempre fijando la mira hacia
la utilidad y el recurso potencial que alberga, para su aplicabilidad futura en procesos
reales.
Para ello, primero realizaremos un resumen de algunos conceptos fundamentales de
la meca´nica cua´ntica. En este apartado identificaremos las herramientas principales de
las que vamos a hacer uso a lo largo del trabajo.
Despue´s definiremos el entrelazamiento partiendo del concepto de estado separable
en oposicio´n a este. Este concepto solo surge en sistemas compuestos, por dos o ma´s
subsistemas.
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Una vez definido el entrelazamiento, y por tanto los estados entrelazados, veremos
una seleccio´n de tareas que pueden darse solo con sistemas en estados entrelazados.
Sin embargo, estudiaremos como no todos los estados entrelazados pueden realizar
todas las tareas. Debido a este hecho sera´ necesario clasificar los estados en funcio´n a las
tareas que pueden realizar. Las operaciones locales son las que nos van a determinar las
distintas clasificaciones y equivalencias de estados.
Por u´ltimo, se explicara´n cuatro formas para calcular el grado de entrelazamiento de
un estado. Las cuatro cantidades no tienen porque coincidir y dependera´n del estado y
su configuracio´n.
2 Estado del arte
En 1932 Einstein, Podolsky y Rosen (EPR) reconocieron una caracterı´stica subyacente
de la meca´nica cua´ntica no experimentada hasta el momento. Esta caracterı´stica impli-
ca la existencia de sistemas cua´nticos compuestos no factorizables, o separables, en los
distintos subsistemas que los componen. A este hecho se le conoce con el nombre de
entrelazamiento.
La paradoja EPR describı´a la meca´nica cua´ntica como una teorı´a incompleta debido
su cara´cter probabilı´stico. En 1964, Bell partio´ de la paradoja EPR y del supuesto de un
mundo determinista cla´sico donde hubiera variables locales ocultas1. De esta forma Bell
llego´ a una desigualdad lo´gica bajo estas hipo´tesis, usando a´lgebra de conjuntos.
El supuesto indica que los resultados de las mediciones esta´n determinados por las
propiedades que presentan las propias partı´culas, independientemente de la accio´n de la
medida. Bell asumio´ la localidad y la realidad: i) la localidad indica que los efectos fı´sicos
tienen una velocidad de propagacio´n finita y ii) la realidad indica que los estados fı´sicos
existen incluso antes de ser medidos. Segu´n estas hipo´tesis los resultados obtenidos en
un lugar son independientes de cualquier accio´n realizada en un lugar causalmente dis-
junto. Es decir circunstancias no locales no interfieren en la medicio´n.
Las expresiones a las que llego´ Bell se denominan desigualdades de Bell. Bell de-
mostro´ que estas desigualdades son violadas de manera sistema´tica por ciertos tipos de
sistemas cua´nticos, los sistemas cua´nticos entrelazados.
Este hecho trajo consigo una serie de preguntas acerca de si las desigualdades de Bell
estaban realmente basadas en una lo´gica cla´sica bien construida, o si en realidad lo que
ocurre es que existe una teorı´a de variables ocultas no local, o por el contrario que tal
vez los objetos fı´sicos solo son reales cuando pueden ser medidos.
1La variable local oculta representa aquellas propiedades implı´citas en la naturaleza que se desconocen
y no son accesibles directamente, pero que dan lugar a correlaciones medibles.
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Es por todo esto que el entrelazamiento es la caracterı´stica del formalismo cua´ntico
que hace imposible simular las correlaciones cua´nticas, que son aquellas que dependen
del proceso de observacio´n. En el mundo cla´sico los objetos tiene propiedades definidas
independientemente de si se los observa o no, mientras que en el mundo cua´ntico las
propiedades se definen debido al proceso de medicio´n y no antes [2].
En el caso partı´cular de los sistemas entrelazados podemos decir que los subsistemas
que lo componen no podemos tratarlos como si estuviesen aislados, ya que de alguna
manera esta´n correlacionados en la accio´n de la observacio´n y ejercen una especie de
influencia entre ellos. En palabras del propio Schro¨dinger:
”Ası´ se dispone provisionalmente, hasta que el entrelazamiento se resuelva me-
diante la observacio´n real de so´lo una descripcio´n comu´n de los dos en ese espa-
cio de mayor dimensio´n. Esta es la razo´n por la que el conocimiento de los siste-
mas individuales puede disminuir hasta el ma´s escaso, incluso a cero, mientras
que el del sistema combinado permanece siempre ma´ximo. El mejor conocimien-
to posible de un todo no incluye el mejor conocimiento posible de sus partes, y
esto es lo que sigue regresando para atormentarnos.”
Erwin Schro¨dinger, 1935 [2].
La teorı´a actual del entrelazamiento tiene sus raı´ces en algunos descubrimientos cla-
ves: la criptografı´a cua´ntica, la codificacio´n cua´ntica y el teletransporte cua´ntico. Todos
estos procesos, y ma´s, se basan en el entrelazamiento y han sido demostrados experi-
mentalmente. El entrelazamiento es por tanto un nuevo recurso cua´ntico para tareas que
no pueden realizarse por medios cla´sicos.
Sorprendentemente, el entrelazamiento es un recurso que puede ayudar, o incluso a
veces ser imprescindible, en tareas tales como la reduccio´n de la complejidad cla´sica de
la comunicacio´n, la orientacio´n asistida por el entrelazamiento en el espacio, la estima-
cio´n cua´ntica de una constante de amortiguacio´n, mejora de las normas de frecuencia...
El entrelazamiento juega un papel fundamental en la comunicacio´n cua´ntica entre partes
separadas por distancias macrosco´picas.
Todavı´a no se sabe si se producira´ una aceleracio´n de los procesos en computacio´n
cua´ntica frente a los de computacio´n cla´sica. Sin embargo, sı´ se sabe que en cualquier ca-
so la computacio´n cua´ntica requiere del recurso del entrelazamientos para poder darse,
como en los esquemas basados en la medicio´n, la computacio´n cua´ntica unidireccio-
nal... El entrelazamiento tambie´n ha dado nuevas perspectivas para comprender muchos
feno´menos fı´sicos como la superconductividad, los sistemas desordenados y la apari-
cio´n de la clasicidad. En particular, la comprensio´n del papel del entrelazamiento en los
me´todos existentes de simulacio´n de sistemas de espı´n cua´ntico permitio´ una mejora
significativa de los me´todos, ası´ como la comprensio´n de sus limitaciones.
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3 El entrelazamiento
En los u´ltimos an˜os el entrelazamiento ha llegado a ser un tema recurrente y muy es-
tudiado, ya que resulta ser un recurso de gran potencial que puede llegar a cambiar el
proceso de comunicacio´n tal y como se conoce en la actualidad.
”Yo no la llamarı´a una propiedad, sino ma´s bien el rasgo caracterı´stico de la
meca´nica cua´ntica, esa que hace que te desvı´es del pensamiento cla´sico.”
Erwin Schro¨dinger, 1925 [2].
3.1 Fundamentos de la meca´nica cua´ntica
Para poder interpretar correctamente el entrelazamiento como un recurso y sus mu´ltiples
aplicaciones debemos primero asentar las bases de la meca´nica cua´ntica que lo sustenta.
La meca´nica cua´ntica es una rama matema´tica que establece una serie de reglas de
construccio´n para las teorı´as fı´sicas. Estas normas son simples pero se consideran con-
traintuitivas respecto al mundo cla´sico con el que nos relacionamos comu´nmente [3].
El espacio vectorial lineal que se usa en meca´nica cua´ntica es conocido como el es-
pacio de Hilbert. En este espacio se proyecta todo el aparato matema´tico de la meca´nica
cua´ntica sobre una base rigurosamente formal. Adema´s, la meca´nica cua´ntica requiere
de espacios de Hilbert complejos. El espacio de Hilbert es un espacio completo de vecto-
res. Los vectores son conocidos con el nombre de ket y la notacio´n comu´nmente usada
es |xi. Esta notacio´n fue introducida por Dirac.
El espacio dual de los kets es conocido como el espacio bra. Este espacio, en vez de
estar compuesto por kets, esta´ compuesto por vectores conocidos como bras. Un bra se
denota de la siguiente forma hy|.
Cualquier espacio vectorial precisa de la definicio´n de su producto interno. En el caso
del espacio de Hilbert el producto interno definido se denota como h· |· i : H⇥H ! C
y su definicio´n es
hx|yi =
n
Â
i=1
x⇤i yi = (x⇤1, x⇤2, ..., x⇤n)
0BBB@
y1
y2
...
yn
1CCCA , (3.1)
donde hx|yi sera´ interpretado como la amplitud de transicio´n de un estado. El mo´dulo
al cuadrado de esta amplitud, |hx|yi|2, es un nu´mero real y representa la probabilidad
de transicio´n. La probabilidad de transicio´n es el valor que recupera el significado fı´sico
del problema que se esta´ tratando [2, 3].
La dimensio´n del espacio de Hilbert viene definida por el taman˜o ma´ximo del con-
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junto de kets linealmente independientes que contiene el espacio. En el ejemplo anterior
vemos que el sumatorio va de 1 a n, siendo entonces n el nu´mero de dimensiones del
espacio con el que estamos tratando. Adema´s, x⇤ hace referencia al complejo conjugado
de x 2 C .
Por tanto, el espacio lineal complejo Cn pasa a ser un espacio de Hilbert haciendo uso
del producto interno. Existen dos postulados fundamentales que todo producto interno
debe cumplir:
hx|yi = hy|xi⇤ (3.2)
y
hx|xi   0, siendo hx|xi = 0 si y solo si |xi = 0. (3.3)
Con el espacio de Hilbert debidamente construido podemos definir ma´s operadores
lineales o funciones que actu´en sobre los vectores. Un ejemplo de operador lineal es el
proyector2, |xihy|, que actu´a de la siguiente forma
|xihy||zi ⌘|xihy|zi = hy|zi|xi, (3.4)
donde
|xihy|=
0BBB@
x1
x2
...
xn
1CCCA (y⇤1, y⇤2, ..., y⇤n). (3.5)
Una clasificacio´n utilizada para definir sistemas cua´nticos se basa en funcio´n a la pu-
reza de los mismos. Es decir, un sistema cua´ntico puede estar compuesto por un u´nico
estado o ket, o por el contrario contener ma´s de un estado.
Cualquier sistema descrito por un u´nico estado, |yi, es un estado puro. Sin embargo,
en un sistema cua´ntico realista el estado no es del todo conocido. Cuando esto ocurre
diremos que el estado es un estado mezcla.
Imaginemos que tenemos n ma´quinas capaces de preparar distintos estados puros
que no tienen porque ser ortogonales entre si. Adema´s, cada estado tiene una cierta
probabilidad de preparacio´n. Al finalizar la preparacio´n se obtiene un estado final. La
forma que tenemos para describir este estado final es a trave´s del operador densidad, r.
El operador densidad se define como,
r ⌘Â
i
pi|yiihyi|, (3.6)
donde pi es la probabilidad de preparacio´n de un estado puro.
Si la probabilidad de que el sistema se encuentre en el estado final de preparacio´n
i es pi = 1 y la probabilidad de que se encuentre en otros estados es pj = 0 8 j 6= i
entonces, diremos que el estado final es un estado puro. En caso contrario el estado final
2Los proyectores son operadores cua´nticos idempotentes, P2 = P, y hermı´ticos, P = P†.
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es un estado mezcla ( pj   0).
Independientemente de si estamos tratando con un estado puro o mezcla siempre se
debe cumplir la siguiente propiedad de normalizacio´n, donde
Â
i
pi = 1. (3.7)
Este operador tiene dos interesantes propiedades. La primera es que el operador
densidad es hermı´tico, lo que significa que es igual a su adjunto r = r†. Debido a esta
propiedad podemos asegurar que los autovalores son reales. La segunda propiedad es
que satisface la condicio´n de normalizacio´n
Tr(r) = 1. (3.8)
El operador densidad correspondiente a un sistema puro es
r =|yiihyi|, (3.9)
por lo que cla´ramente el operador densidad para un sistema puro es idempotente,
r2 = r, (3.10)
y por esto para un sistema puro siempre se cumple que
Tr(r2) = 1. (3.11)
Sin embargo, para sistemas mezcla la traza del cuadrado del operador densidad
sera´ un nu´mero positivo pero inferior a 1,
0  Tr(r2) < 1. (3.12)
El operador densidad contiene toda la informacio´n fı´sica del sistema y resulta esen-
cial a la hora de realizar mediciones.
En la teorı´a de informacio´n cua´ntica una medicio´n se asocia con una coleccio´n de
operadores u observables que satisfacen la condicio´n de completitud [4],
Â
i
Mi = 1, (3.13)
donde Mi es un operador que forma parte del conjunto que puede realizar mediciones
sobre el sistema y 1 es la matriz identidad.
Para cada ı´ndice, i, se le asigna un operador, Mi. Las medidas realizadas con estos
operadores siempre van a ser positivas. Esto se conoce como POVM o, en ingle´s, Posi-
tive Operator Valued Measure. Los operadores POVM no tienen porque ser ortogonales
entre sı´.
Si r resulta ser el operador densidad del sistema cua´ntico, la probabilidad de que se
produzca el resultado i-e´simo sera´
pi = Tr(Mir). (3.14)
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Un posible esquema del funcionamiento de un POVM puede ser el siguiente:
Figura 1: Esquema POVM.
Segu´n el esquema anterior la entrada es el estado r y la salida que obtenemos es el
resultado de la medida.
Tambie´n nos puede interesar conocer el estado a la salida. Para ello necesitamos
realizar una medida filtrante. Se denomina ası´ porque al realizar la medida sobre el
estado r, se obtiene el estado filtrado ri, adema´s del resultado de la medida.
Figura 2: Esquema medida filtrante.
Sabemos que inmediatamente despue´s de la medida el estado del sistema se describe
como
ri =
1
pi
(EirE†i ), (3.15)
donde Ei es un operador conocido como efecto y su definicio´n es Mi = E†i Ei.
3.2 Diferencias entre estados cla´sicos y cua´nticos
3.2.1 BIT
La unidad fundamental de la rama de la informacio´n es el bit. Esto es ası´ para el tra-
tamiento de comunicacio´n y computacio´n cla´sica. El bit, si lo tratamos como un mero
objeto matema´tico abstracto, resulta ser un sistema que solo puede tener dos estados o
valores posibles, “0” y “1”, y bajo ninguna circunstancia el bit puede ser una superposi-
cio´n de ambos. Este sistema tambie´n es conocido como CBIT o bit cla´sico.
Podemos imaginarnos el bit como un interruptor que tiene solo dos posiciones posi-
bles. Tambie´n, podemos asemejar el bit como un sistema con dos estados posibles total-
mente distinguibles, discretos y estables, y que adema´s, entre ellos existe una barrera de
energı´a lo suficientemente grande como para evitar las transiciones esponta´neas de un
estado a otro.
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3.2.2 CU´BIT
En computacio´n y comunicacio´n cua´ntica la unidad fundamental es el cu´bit o bit cua´nti-
co (en ingle´s qubit). Al igual que con el bit cla´sico, el cu´bit puede tratarse como un objeto
matema´tico abstracto con una serie de propiedades, aun cuando sabemos que en ambos
casos (bit y cu´bit) tambie´n resultan corresponder a sistemas fı´sicos reales.
La decisio´n de caracterizar al cu´bit como un objeto matema´tico abstracto es debido
a que permite construir una teorı´a de computacio´n y comunicacio´n cua´ntica, dejando a
un lado la correlacio´n con sistemas fı´sicos reales que pudiera tener.
La diferencia que se encuentra entre un bit cla´sico y un cu´bit es que los cu´bits pueden
encontrarse en estados que son una combinacio´n lineal o superposicio´n de los estados
base, |0i y |1i. Un ejemplo de superposicion de estado es
|yi = a|0i+ b|1i, (3.16)
donde el estado cua´ntico |yi del sistema cu´bit resulta ser una combinacio´n lineal que
cumple la siguiente igualdad, |a|2+|b|2= 1. Adema´s, en general a y b son nu´meros com-
plejos. La interpretacio´n geome´trica de esta propiedad puede visualizarse como si los
estados se encontrasen normalizados a 1. Por esto, el estado de un cu´bit podemos ase-
mejarlo a un vector unitario de dos dimensiones en el espacio complejo C2(ver Figura 4 ).
Es importante destacar el hecho de que los vectores |0i y |1i forman una base orto-
gonal en el espacio de Hilbert con las siguientes propiedades:
h0|0i = h1|1i = 1 y h0|1i = h0|1i = 0. (3.17)
Si se observa la ecuacio´n 3.16 se puede determinar que la probabilidad de que del
sistema |yi se obtenga el valor |0i en la medida es p0 = |a|2, y de que se obtenga |1i
es p1 = |b|2.
Ma´s au´n, una vez se ha realizada la medida filtrante el estado del sistema sera´ |0i o
|1i en funcio´n a lo que se halla obtenido en la medicio´n (ver figura 2).
El principio de correspondencia establece que en el lı´mite asinto´tico se debe recupe-
rar la fı´sica cla´sica. Esto nos permite poder construir un hamiltoniano cua´ntico a partir
de hacer corresponder las variables cla´sicas con operadores. El paso directo de un sis-
tema cua´ntico, de la concepcio´n matema´tica abstracta, a los sistemas fı´sicos reales es
tremendamente dificultoso.
Sin embargo, sabemos que los cu´bits son objetos reales cuya existencia y compor-
tamiento se han verificado a trave´s de muchos experimentos. Ejemplos de la existencia
de estos estados pueden ser: dos estados de polarizacio´n de un foto´n, la alineacio´n de
un espı´n nuclear ante la presencia de un campo magne´tico, dos estados de un electro´n
orbitando alrededor de un a´tomo... En la figura 3 podemos ver la representacio´n de este
u´ltimo ejemplo, donde los estados |0i y |1i son el estado fundamental y el primer estado
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excitado, respectivamente.
Figura 3: Representacio´n de un cu´bit por dos niveles electro´nicos de un a´tomo. (Creds.:
M.A. Nielsen [2])
La bu´squeda de nuevos sistemas con esta configuracio´n es un trabajo constante.
Otros ejemplos de ello son: cu´bits en circuitos superconductores, centros NV (nitro´geno-
vacante) en diamantes, puntos cua´nticos...y se trabaja activamente en buscar ma´s. En la
teorı´a de informacio´n cua´ntica esto se conoce como plataformas cua´nticas.
Sin embargo, una cuestio´n subyacente de todo esto es la propiedad de indeterminis-
mo que surge de forma inherente en los sistemas cua´nticos. Para intentar visualizar los
estados cua´nticos, se propone la siguiente representacio´n geome´trica, la esfera de Bloch.
Figura 4: Representacio´n de un cu´bit en la esfera de Bloch. (Creds.: M.A. Nielsen [2])
Debido a que |a|2 + |b|2 = 1, el radio de la esfera de Bloch es 1. Gracias a esta
representacio´n podemos construir el estado |yi como:
|yi = cos q
2
|0i+ eij sin q
2
|1i (3.18)
Las variables q y j son las coordenadas que nos indican la posicio´n de estado en la
esfera. La esfera de Bloch es una construccio´n que nos ayuda a entender de forma visual
la composicio´n de los cu´bits, sin embargo tiene una limitacio´n muy grande. No es va´lida
para sistemas donde intervenga ma´s de un cu´bit. Existen construcciones ana´logas para
sistemas compuestos pero no tienen una descripcio´n geome´trica fa´cilmente visualizable.
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En cuanto a las medidas, es importante saber que, en el momento en el que medi-
mos el estado cua´ntico de un cu´bit, los posibles valores a obtener son |0i o |1i . De lo
que tenemos que ser conscientes es de que solo obtenemos un u´nico valor. Entonces,
¿por que´ resulta tan interesante la aplicacio´n de una teorı´a de la informacio´n cua´ntica
sobre sistemas computacionales?. Si la investigacio´n de las propiedades de los estados
cua´nticos se frenase en este punto no se observarı´a ninguna ventaja del cu´bit frente al bit
cla´sico, con el inconveniente de que el cu´bit es ma´s difı´cil de tratar y controlar. Es justa-
mente en este punto donde la peculiaridad del entrelazamiento de los sistemas cu´bit se
convierte en la clave esencial, que permitira´ que los sistemas cua´nticos se vuelvan ma´s
populares y sean unos de los objetos de estudio ma´s seguidos en la actualidad.
3.3 Estados entrelazados
La superposicio´n de estados hace posible la existencia de sistemas cua´nticos en estados
entrelazados. Una cuestio´n importante de la teorı´a de estados entrelazados es saber dis-
tinguir cuando un sistema se encuentra en un estado entrelazado y cuando no. El hecho
de tener sistemas de dos o ma´s cu´bits no significa que el estado total que este´n formando
sea un estado entrelazado. Ma´s au´n, esta pregunta se responde fa´cilmente en muy pocos
casos. El caso ma´s simple es cuando tenemos un sistema cua´ntico en estado puro [2, 3, 4].
Para ello se expondra´ el ejemplo ma´s sencillo. Suponemos que el sistema cua´ntico
esta´ formado por dos cu´bits. El estado total del sistema cua´ntico se expresarı´a como el
producto tensorial ⌦,
|Yi =|yAi⌦|yBi, (3.19)
donde los estados definidos como |yAi y |yBi corresponden a los estados de cada cu´bit
en el espacio de Hilbert HA y HB. Entonces el estado del sistema total |Yi 2 H =
HA ⌦HB y, teniendo en cuenta que estamos trabajando con cu´bits de espı´n 12 , la dimen-
sio´n de |Yi es de 2⇥ 2.
Adema´s cada subsistema esta´ definido de la siguiente manera
|yAi = aA|0i+ bA|1i (3.20)
y
|yBi = aB|0i+ bB|1i. (3.21)
Los estados que se pueden describir segu´n la ecuacio´n 3.19 son estados factorizables.
Estos estados se pueden separar y distinguir en funcio´n a los dos subsistemas que lo
componen. Por definicio´n de entrelazamiento los estados no factorizables son estados
entrelazados.
Un ejemplo de superposicio´n de estado no factorizable o entrelazado es
|Fi = g(|0iA⌦|0iB+|1iA⌦|1iB) (3.22)
y de estado factorizable
|Wi = d(|0iA⌦|0iB+|0iA⌦|1iB) = d|0iA ⌦ (|0iB+|1iB). (3.23)
13 3 EL ENTRELAZAMIENTO
Un sistema cua´ntico, compuesto por una combinacio´n lineal de n subsistemas, se
dira´ que se encuentra entrelazado si no puede escribirse como una combinacio´n del
producto tensorial de los n estados segu´n la ecuacio´n
rsep =Â
i
pi|yiAihyiA|⌦|yiBihyiB|. (3.24)
La separabilidad define de forma directa el entrelazamiento por oposicio´n.
Los sistemas cua´nticos pueden identificarse en funcio´n a sus correlaciones no cla´sicas.
En sistemas puros si tenemos correlaciones no cla´sicas pueden estar, o no, entrelazados.
Veamos ahora un ejemplo concreto de dos cu´bist pertenecientes a dos subsistemas A
y B correspondiendo cada uno al espacio de Hilbert C2 donde,
|yAi =Â
i
pi|yiAi (3.25)
y
|yBi =Â
j
qj|yjBi. (3.26)
Entonces, el estado total |Yi se construye como la combinacio´n tensorial de ambos
subestados
|Yi =|yAi⌦|yBi =Â
i,j
cij|yiAi⌦|yjBi 2 C2 ⌦C2, (3.27)
cuya dimensio´n es 2⇥ 2.
Gene´ricamente el estado |Yi pueden ser combinaciones lineales de productos tenso-
riales [2, 5]. Haciendo uso de esta construccio´n, para el caso de dos cu´bits de dimensio´n
2, aparecen los 4 “Estados Entrelazados de Bell” o “Estados EPR”:
|f+i = 1p
2
(|0iA⌦|0iB+|1iA⌦|1iB), (3.28)
|y+i = 1p
2
(|0iA⌦|1iB+|1iA⌦|0iB), (3.29)
|f i = 1p
2
(|0iA⌦|0iB |1iA⌦|1iB) (3.30)
y
|y i = 1p
2
(|0iA⌦|1iB |1iA⌦|0iB). (3.31)
Los cuatro estados que se acaban de definir tienen una serie de propiedades a desta-
car muy interesantes:
La probabilidad de que un subsistema se encuentre en el estado |0i o en el estado |1i
es la misma en todos ellos.
Segu´n esta configuracio´n de estados, el sistema no ofrece una informacio´n concisa
sobre los subsistemas de los que se compone.
4 USOS DEL ENTRELAZAMIENTO 14
Los estados del sistema bipartito son puros, por lo que tendremos un conocimiento
ma´ximo del sistema.
A trave´s de una transformacio´n unitaria local, U, podemos pasar de uno de los es-
tados a cualquiera de los otros tres. Por lo que los cuatro estados esta´n relacionados
por operadores locales unitarios. Esto dara´ como resultado que los cuatro estados
son equivalentes (ver apartado 5.1).
Los estados EPR violan al ma´ximo las desigualdades del Bell debido a su ma´ximo
entrelazamiento.
Los estados entrelazados de Bell son un caso especial de entrelazamiento ma´ximo de
dos cu´dits en el espacio de Hilbert Cd ⌦Cd, dados por
|Yi = UA ⌦UB|f+d iAB, (3.32)
siendo UA⌦UB operadores unitarios de ambos subsistemas. Adema´s, el estado cano´nico
ma´ximo entrelazado para dos cu´dits se define como
|f+d i =
1p
d
d 1
Â
i=0
|ii|ii. (3.33)
El estado entrelazado ma´ximo EPR tambie´n es conocido como estado singlete, en el
caso de dos cu´bits.
Una vez identificado el sistema cua´ntico como estado entrelazado o estado separable,
nos interesa saber si el estado que tenemos entre manos sigue entrelazado despue´s de
realizar ciertas tareas con e´l.
Adema´s, es importante poder medir y determinar el grado de entrelazamiento de un
sistema cua´ntico. Responder a esto resulta ser algo no trivial.
4 Usos del entrelazamiento
Hasta los an˜os noventa, el entrelazamiento cua´ntico se consideraba una curiosidad fı´si-
ca, una caracterı´stica exo´tica sin uso pra´ctico. Esta consideracio´n comenzo´ a cambiar en
1991, cuando A. Ekert presento´ una tarea realizada por la teorı´a de la informacio´n cua´nti-
ca basada en la propiedad del entrelazamiento. En su trabajo A. Ekert demostro´ que si
dos sistemas, A y B, comparten una gran cantidad de estados singlete entrelazados, el
proceso de comunicacio´n entre ambos es completamente seguro. Esta tarea se conoce
como criptografı´a cua´ntica o distribucio´n de clave cua´ntica [6].
Este resultado debe compararse con la criptografı´a cla´sica tal como la usamos hoy en
dı´a. La seguridad de la criptografı´a cla´sica se basa principalmente en la conjetura de que
un nu´mero muy grande es difı´cil de factorizar, mientras que el protocolo de criptografı´a
cua´ntica presentado por Ekert es totalmente seguro, debido al uso de los estados entre-
lazados. Esto hace que la criptografı´a cua´ntica sea 100% segura desde este punto de vista.
15 4 USOS DEL ENTRELAZAMIENTO
La propuesta de A. Ekert incentivo´ a proponer ma´s tareas que implicasen la carac-
terı´stica de entrelazamiento. En 1992 C.H. Bennett y S.J. Wiesner demostraron que dos
sistemas entrelazados pueden comunicar dos bits cla´sicos enviando un u´nico cu´bit, es
decir, un sistema cua´ntico en un espacio de Hilbert bidimensional. Esta tarea tambie´n se
conoce como codificacio´n cua´ntica densa, ya que dos bits cla´sicos se pueden codificar en
un bit cua´ntico o cu´bit [7].
Otra aplicacio´n del entrelazamiento resulta ser la comunicacio´n de un estado cua´nti-
co desconocido entre dos partes. Un estado cua´ntico desconocido no puede comunicarse
por medios cla´sicos (LOCC), debido al principio de no clonacio´n (ver apartado 4.2). Sin
embargo, si las dos partes comparten un sistema en el estado de singlete entrelazado,
cualquier cu´bit desconocido puede ser enviado. A este proceso se le llama teletransporte
cua´ntico [2, 8].
Por tanto, los tres primeros usos reconocidos gracias a la propiedad de entrelaza-
miento son:
Criptografı´a cua´ntica.
Codificacio´n densa.
Teletransportacio´n.
En este trabajo se va a exponer con mayor detalle el proceso de Distribucio´n cua´ntica
de claves, Teletransporte y el Algoritmo computacional de Shor.
4.1 Distribucio´n cua´ntica de claves basadas en el entrelazamiento
Comenzaremos con la distribucio´n cua´ntica de claves debido a que fue el primer uso en
el que se penso´ para aprovechar las caracterı´sticas de los sistemas cua´nticos entrelazados.
Esta utilidad fue propuesta por A.K. Ekert [6, 9] en 1991 utilizando la base de estados de
Bell indicada en la ecuacio´n 3.28.
La criptografı´a es un me´todo que se usa desde hace siglos. Su objetivo es cifrar me-
diante me´todos matema´ticos y algoritmos computacionales la informacio´n para transmi-
tirla de una forma ininteligible desde un emisor a un receptor. El proceso de criptografı´a
dispone de una clave de codificacio´n y decodificacio´n, la cual contiene las instrucciones
para codificar y decodificar la informacio´n.
Se han desarrollado muchas mejoras para conseguir que no se comprometa la segu-
ridad de las claves. La mayorı´a esta´n orientadas a que las claves este´n compuestas por
ma´s datos o unidades de bits. De esta forma es ma´s complejo descifrar la clave pero no
imposible. La diferencia reside en el tiempo que emplea un algoritmo computacional en
descifrar la clave. A mayor nu´mero de bits ma´s tiempo.
Aquı´ es donde entra la figura del entrelazamiento, ya que gracias a sus propieda-
des si se usan los estados singletes de Bell encontramos dos ventajas frente al sistema
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cla´sico. En primer lugar estamos tratando con estados puros ma´ximamente entrelazados
y en segundo lugar, si hubiese un fallo de seguridad en la transmisio´n del mensaje, el
sistema automa´ticamente perderı´a sus propiedades y la informacio´n serı´a irreproducible.
La metodologı´a que propuso Ekert fue la siguiente. Los sistemas Alice y Bob reci-
ben pares de estados entrelazados producidos por una fuente EPR, generadora de pares
entrelazados en el estado EPR de forma aleatoria [9]. Estos pares ma´ximamente entrela-
zados, en este contexto, resultan ser la clave para codificar y decodificar la informacio´n
que se quieran transmitir Alice y Bob en un entorno totalmente privado y seguro [2, 5, 8].
Si durante el proceso de transmisio´n de los pares hubiese un intento de medicio´n estos
perderı´an su estado cua´ntico entrelazado debido a la decoherencia. Es decir, es co´mo si
la clave al medirla se autodestruyera sin posibilidad de ser reconstruida y, adema´s, tanto
Alice como Bob serı´an conscientes de la intrusio´n acaecida.
Suponemos que el sistema Charlie esta´ intentando acceder a la clave que esta´ siendo
enviada a Alice y Bob desde la fuente EPR. Sabemos que Charlie no puede acceder a
la clave sin perturbar el estado. Debido al principio de no-clonacio´n, demostrado en el
apartado 4.2, Charlie no puede clonar el estado entrelazado que esta´ siendo enviado y,
adema´s, si intenta distinguir aunque sea entre dos estados cua´nticos no ortogonales, se
introducira´ automa´ticamente en el estado una sen˜al perturbativa [2, 5, 9].
Figura 5: Distribucio´n cua´ntica de claves. (Creds.: D. Bouwmeester [5])
La demostracio´n de la introduccio´n de la sen˜al perturbativa es la siguiente. Supone-
mos dos estados cua´nticos no ortogonales |yi y |fi. Estos estados son los que esta´ tratan-
do de identificar Charlie. Asumiremos que el proceso de interaccio´n, con el cual Charlie
esta´ trabajando para intentar determinar los estados, es mediante el uso de un estado
unitario estandar aplicado sobre |yi o |fi. Podemos representarlo como
|yi|ui !|yi|vi (4.1)
o
|fi|ui !|fi|wi, (4.2)
suponiendo que esta accio´n no perturba el estado |yi o |fi.
El intere´s de Charlie reside en conocer las diferencias entre los dos estados obtenidos, |vi
y |wi. Sin embargo, sabemos que el producto interno es invariante bajo transformaciones
unitarias. Por tanto
hv|wihy|fi = hu|uihy|fi, (4.3)
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donde se obtiene que
hv|wi = hu|ui = 1. (4.4)
Finalmente el resultado anterior implica que
|vi =|wi, (4.5)
por lo que ambos estados resultan ser equivalentes y no pueden ser distinguidos.
En definitiva, cada vez que Charlie pretenda averiguar la clave que se les distribuye
a Alice y Bob el estado se vera´ perturbado y ya no servira´. Adema´s, otra propiedad muy
interesante es que, tal y como se ha mencionado antes, Alice y Bob pueden darse cuenta
de que Charlie esta´ intentado acceder a su clave. Por tanto, el entrelazamiento es una
herramienta extremadamente segura en la distribucio´n de claves criptogra´ficas, mientras
que, el mensaje cifrado puede ser transmitido por los canales cla´sicos de comunicacio´n.
4.2 Teletransporte
Debido a que una de las caracterı´sticas ma´s controvertidas del entrelazamiento era el
procesado de la informacio´n, mucho ma´s ra´pido que lo conocido mediante procesos de
comunicacio´n cla´sica, se sugirio´ la posibilidad de copiar masivamente estados cua´nticos
para despue´s transportarlos de un modo ma´s eficiente. Pero al estudiar el proceso de co-
pia de estos estados cua´nticos se obtuvo un resultado inesperado: la meca´nica cua´ntica
prohı´be la copia de sistemas. A este descubrimiento se le llamo´ Principio de no-clonacio´n
siendo uno de los primeros hechos a destacar despue´s del alumbramiento de la meca´nica
cua´ntica [2].
La demostracio´n del Principio es muy sencilla. Se parte del siguiente escenario: tene-
mos un estado |yi perteneciente al sistema A y lo queremos copiar en el estado |ei del
sistema B. Para ello definimos un operador U unitario que sera´ el encargado de realizar
la copia. Entonces, si aplicamos el operador
U|yiA⌦|eiB =|yiA⌦|yiB (4.6)
y utilizamos dos estados pertenecientes al sistema A para copiarlos en el sistema B de la
siguiente forma
hf|yihe|ei = hf|Ahe|B|yiA|eiB = hf|Ahe|BU†U|yiA|eiB = hf|Ahf|B|yiA|yiB
hf|yihe|ei = |hf|yi|2 donde,
he|ei = 1 por ser ortonormal, obtenemos que hf|yi = |hf|yi|2. (4.7)
Para que se cumpla la u´ltima igualdad sera´ necesario que |hf|yi| = 1 o |hf|yi| = 0.
En el primer caso implicarı´a que ambos estados son iguales, pero descartamos esta so-
lucio´n debido a que por hipo´tesis solicitamos que sean distintos. Por otro lado, que la
solucio´n sea nula implica que los estados son ortogonales, pero de nuevo por hipo´tesis
especificamos que no lo sean ya que ambos estados son arbitrarios. Como no son va´lidas
ninguna de las dos soluciones se determina que la clonacio´n no es posible en sistemas
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regidos por una fı´sica de naturaleza cua´ntica [2].
Si bien acabamos de demostrar que la clonacio´n exacta no es una posibilidad, sigue
siendo de gran intere´s tener la capacidad de transmitir una informacio´n de un sitio a
otro. Por este motivo se propuso el proceso de Teletransporte.
Para que Alice y Bob puedan enviarse entre ellos los estados que quieran primero
necesitan juntarse y generar un estado EPR. Elegimos para realizar el ejemplo el estado
de Bell |y i23 = 1p2 (|01i23 |10i23). Despue´s cada cual debera´ llevarse la mitad del par
consigo. Una vez que Alice y Bob tienen sus pares entrelazados suponemos que Alice
quiere enviar a Bob un estado |ci1 = a|0i1 + b|1i1 cualquiera, el cual es totalmente
desconocido. Entonces Alice hace interactuar el estado |ci1 con |y i23 y realiza un par
de operaciones ayudada de dos puertas lo´gicas, CNOT y HADAMARD.
CNOTct|0ic|1it =|0ic|1it, CNOTct|0ic|0it =|0ic|0it,
CNOTct|1ic|1it =|1ic|0it, CNOTct|1ic|0it =|1ic|1it,
H|0i = 1p
2
(|0i+|1i) y H|1i = 1p
2
(|0i |1i).
Los subı´ndices c y t corresponden al estado control y estado transmisio´n. En el caso
de la puerta CNOT se cambia el estado a transmitir si el estado control es |1i, en caso
contrario se deja tal y como esta´. La puerta lo´gica HADAMARD actu´a en cada estado |0i
o |1i segu´n lo indicado.
Entonces el estado que resulta de combinar |ci1 y |y i23 es
|xi123 =|ci1⌦|y i23 = 1p
2
a|0i1(|01i23 |10i23) + 1p
2
b|1i1(|01i23 |10i23). (4.8)
Aplicando la puerta CNOT sobre el estado |xi123 tendremos que
f|xi123 = CNOT12|xi123 = 1p2a|0i1(|01i23 |10i23) + 1p2b|1i1(|11i23 |00i23). (4.9)
Y aplicando ahora la puerta HADAMARD de nuevo sobre el estado f|xi123
|Xi123 = H3f|xi123 = 12a(|0i1+|1i1)(|0i2|1i3 |1i2|0i3) + 12b(|0i1 |1i1)(|1i2|1i3 |0i2|0i3)
=
1
2
[|00i12(a|1i3   b|0i3)+|01i12( a|0i3 + b|1i3)+|10i12(a|1i3 + b|0i3)
+ |11i12( a|0i3   b|1i3)]. (4.10)
A continuacio´n, Alice realiza sobre el estado |Xi123 una medicio´n pudiendo obtener
como resultados |00i12, |01i12, |10i12 o |11i12. En funcio´n del resultado de la medida
el estado en el que se encuentra la partı´cula de Bob sera´ el que esta´ relacionado direc-
tamente con la medida. Si por ejemplo suponemos que la medida da como resultado el
estado |00i12 entonces el estado que tiene Bob es (a|1i3  b|0i3). A partir de este momen-
to lo u´nico que tiene que hacer Alice es comunicarle a Bob, mediante un canal cla´sico, el
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resultado de su medida y de esta forma Bob puede realizar la operacio´n unitaria corres-
pondiente sobre su partı´cula para obtener el estado |ci1, completando ası´ el proceso de
teletransporte (ver figura 6) [2, 5, 8].
Figura 6: Teletransporte. (Creds.: W.K. Wootters [8])
Se debe destacar el hecho de que cuando Alice realiza la medida sobre la interaccio´n
de ambos estados el estado cua´ntico del par EPR desaparece. Por otro lado tambie´n re-
sulta conveniente especificar que en el proceso de teletransporte el estado no viaja ma´s
ra´pido que la luz. Se debe hacer notar que Bob no obtiene el estado |ci1 hasta que Alice
le informa del resultado de la medicio´n a trave´s de canales de comunicacio´n cla´sicos. En
parte es un alivio que esto sea ası´, ya que de lo contrario se estarı´a violando la Teorı´a de
la Relatividad infringiendo el hecho de que nada puede viajar ma´s ra´pido que la luz, ni
siquiera la informacio´n.
El teletransporte puede ser utilizado en muchos procesos como por ejemplo en la
construccio´n de puertas lo´gicas en computacio´n cua´ntica. Esta utilidad se debe a que el
teletransporte tiene una alta resistencia al ruido que puedan albergar los sistemas [2, 5].
4.3 Algoritmo de Shor
Una de las cuestiones ma´s relevantes para apostar por la computacio´n cua´ntica es que
los sistemas pueden ser mucho ma´s ra´pidos de los conocidos en la actualidad por la
computacio´n cla´sica. Para un ordenador cla´sico el proceso de factorizacio´n de N dı´gitos
enteros precisa de un nu´mero finito de pasos que crece de forma sub-exponencial en
funcio´n a N, aun no esta´ excluido que exista un algoritmo polino´mico cla´sico.
El problema se centra en el hecho de que cada vez resulta ser ma´s necesario el pro-
ceso de factorizacio´n para el tratamiento masivo de datos con unos valores de N muy
grandes, tanto que el tiempo de ejecucio´n en un ordenador cla´sico podrı´a llegar a supo-
ner el mismo tiempo de vida del universo [5].
Estos tiempos de ejecucio´n son inadmisibles y se requiere de otros me´todos de
computacio´n que reduzcan este valor a tiempos razonables. La computacio´n cua´ntica
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podrı´a ser la solucio´n definitiva a este tipo de impedimentos.
En computacio´n cua´ntica el proceso de factorizacio´n de N dı´gitos tiene una escala de
tiempo polino´mica, y no exponencial, haciendo que los tiempos de ejecucio´n de tareas
se reduzcan a tiempos que entran dentro del rango de lo razonable. El algoritmo de
Shor resulta ser el algoritmo ma´s eficiente ideado hasta el momento, por P. Shor en 1994,
el cual puede dar solucio´n a dos de las tareas ma´s arduas con las que se encuentra la
computacio´n cla´sica a dı´a de hoy, la factorizacio´n de N dı´gitos en tiempos razonables y
la discretizacio´n de logaritmos [10].
En este apartado nos centraremos en el algoritmo para la factorizacio´n de N dı´gi-
tos en sus factores primos, por lo que nuestro intere´s resulta ser la obtencio´n de un
nu´mero k distinto de 1 o N que divide de forma exacta N. En el caso cla´sico si pretende-
mos factorizar N, el tiempo de ejecucio´n es sub-exponencial, exp[c(logN)
1
3 (log logN)
2
3 ],
donde c es una constante.
El algoritmo de Shor consiste en establecer una serie de pasos iterativos para la fac-
torizacio´n de un nu´mero N, O((log N)2 (log logN)(log log logN)), en un ordenador
cua´ntico con un tiempo de pos-procesamiento del orden del poly(logN) en un orde-
nador cla´sico. Para ello se hace uso de la Teorı´a de Nu´meros que nos permite reducir
sustancialmente estos pasos encontrando la periodicidad de una funcio´n f .
El procedimiento es el siguiente. Se elige aleatoriamente un nu´mero x tal que x < N.
Usando el Algoritmo de Euclides podemos calcular el ma´ximo factor comu´n primo de x
y N. Si este factor es mayor que 1 hemos dado con la solucio´n. Sin embargo, si esto no
es ası´ x y N son nu´meros coprimos, es decir, dos nu´meros enteros que no tienen ningu´n
factor primo en comu´n. El Teorema de los Nu´meros Primos dice que la probabilidad de
que esto ocurra es mayor que 1logN cuando N es un nu´mero grande y dependiendo del
valor aleatorio de x escogido [5].
Si se da el caso de que x y N son coprimos el Teorema de Euler garantiza que existe
una potencia de x, la cual deja de resto la unidad al dividirlo entre N.
El proceso es el siguiente:
si xr ⌘ 1 mod N donde r es la potencia mı´nima entonces, (4.11)
para r impar! xr   1 ⌘ 0 mod N, se escoge otro valor de x. (4.12)
para r par! (x r2   1)(x r2 + 1) ⌘ 0 mod N, entonces ab ⌘ 0 mod N (4.13)
siendo a = (x
r
2   1) y b = (x r2 + 1). (4.14)
Hemos dado con un producto de dos nu´meros el cual divide de forma exacta a N, a
y b. Teniendo en cuenta que ni a ni b son mu´ltiplos de N, entonces N debe dividirse in-
dependientemente por a y b obtenie´ndose factores no triviales de N. Este procedimiento
falla cuando r resulta ser un nu´mero impar que da lugar a un factor trivial. La probabili-
dad de que se encuentre un valor no trivial usando este procedimiento para un valor N
es
✓
1  12(n 1)
◆
, siendo n el nu´mero de factores primos impares que existen para N [10].
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Hasta ahora hemos conseguido reducir el problema de factorizacio´n de N en nu´me-
ros primos a la bu´squeda de un orden r. Dado un nu´mero aleatorio x y un nu´mero N,
para encontrar el orden de x que verifique la ecuacio´n 4.11 se propone lo siguiente.
Primero se postula un nu´mero q,
q = 2l , (4.15)
que pertenece al intervalo de valores N2  q  2N2 [10].
Se comienza entonces inicializando los estados del sistema a una superposicio´n uni-
forme, representando nu´meros del tipo a mod q, dejando la ma´quina en el estado super-
puesto para el primer registro
|yi = 1
q1/2
q 1
Â
a=0
|ai|0i, (4.16)
donde el estado |ai y el estado |0i son un nu´meros binarios compuestos de ceros y unos
con un longitud del bits cada uno. El estado |ai se conoce como primer registro y el
estado |0i como el segundo registro.
Si visualiza´semos el estado del sistema inicializado con un valor de l = 2 verı´amos
que
|yi = 1
2
(|00i|00i+|01i|00i+|10i|00i+|11i|00i). (4.17)
Despue´s se fija un valor x aleatorio, entre 1 y N, y se calculan los valores de la funcio´n
perio´dica f (a) = xa mod N, donde f (a) = f (a+ r) por ser perio´dica. r es el valor de
periodicidad mı´nimo, todavı´a desconocido y por determinar. Los valores de la funcio´n
se almacenan en el segundo registro
|yi = 1
q1/2
q 1
Â
a=0
|ai|xa mod Ni = 1
q1/2
q 1
Â
a=0
|ai|ki, (4.18)
donde se ha definido por comodidad k = xa mod N.
A continuacio´n se realiza una medida sobre el estado |yi, en concreto sobre el segun-
do registro, de forma que se proyecte sobre el subespacio de q dimensiones, que cubre
todos los estados de la base |ai|ki para el valor k fijado por la medida.
El nuevo estado que resulta de la medicio´n es
|yik = 1M1/2 Âa2A
|ai|ki, (4.19)
donde A es el conjunto formado por aquellos a < q, tales que para un k = xa mod N
fijo. Adema´s, definimos M = |A|. Lo que significa que
A = {a0, a0 + r, a0 + 2r, ...., a0 + (M  1)r} (4.20)
donde,
M ⇡ q
r
  1. (4.21)
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De esta forma el estado se puede escribir como
|yik = 1M1/2
M 1
Â
d=0
|a0 + dri|ki. (4.22)
A partir de aquı´ se realiza una transformacio´n de Fourier cua´ntica sobre el primer
registro [10]
|a0 + dri = 1q1/2
q 1
Â
c=0
exp(2pic(a0 + dr)/q)|ci (4.23)
e introducimos en el estado la transformada en la ecuacio´n 4.22 de la forma
|yik = 1pqM
q 1
Â
c=0
M 1
Â
d=0
exp
✓
2pi
c(a0 + dr)
q
◆
|ci|ki (4.24)
=
q 1
Â
c=0
e
2pica0
qp
qM
M 1
Â
d=0
exp
✓
2pi
cdr
q
◆
|ci|ki (4.25)
=
q 1
Â
c=0
e
2pica0
qp
qM
✓ M 1
Â
d=0
zd
◆
|ci|ki, (4.26)
donde
z = exp
✓
2pi
cr
q
◆
. (4.27)
A continuacio´n se miden los valores del primer registro |ci donde la probabilidad de
que el estado se encuentre en un estado en particular es
p(c) =
1
qM
     M 1Â
d=0
zd
    2. (4.28)
Si la cantidad crq no es cercana a un nu´mero entero entonces las potencias de z, que
son d = 2pi crq , tienden a un valor muy pequen˜o, por lo que los correspondientes valores
de cson poco probables, p(c)! 0. Teniendo en cuenta que
M 1
Â
d=0
zd =
1  zM
1  z , (4.29)
y, por otro lado, que la cantidad crq ⇡ d, donde d es un entero, entonces z ⇡ 1 y la
probabilidad es
p(c) ⇡ M
qM
=
1
q
, (4.30)
resulta que la probabilidad de observar el estado |ci bajo estas condiciones es mucho
mayor que en el anterior caso, con un valor alrededor de cq ⇡ dr , siendo d un nu´mero
entero.
Para el valor observado de |ci se utiliza un ordenador cla´sico que busque valores de dr
cercanos a cq con la intencio´n de obtener finalmente el orden r donde se verifique x
r =
1 mod N.
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El ordenador realizara´ un me´todo de fracciones continuadas para encontrar un posi-
ble valor de r, de manera que:
c
q
= a0 +
1
a1 + 1a2+ 1···
, (4.31)
registrando aquellos valores que este´n cercanos a cq y comprobando que se cumple la
igualdad xr = 1 mod N, con r < N. Esta bu´squeda de valores se repetira´ todas las veces
que sean necesarias hasta encontrar un valor de r fiable.
Supongamos que el valor de cq obtenido es
4915
8192 . El proceso de fracciones continuadas
nos darı´a como resultado que
c
q
=
4915
8192
=
1
1+ 1
1+ 1
2+ 11638
. (4.32)
Entonces tenemos que
1
1
= 1 (4.33)
1
1+ 11
=
1
2
(4.34)
1
1+ 1
1+ 12
=
3
5
(4.35)
1
1+ 1
1+ 1
2+ 11638
=
4915
8192
. (4.36)
Por lo que el valor de r1 sera´ el denominador ma´ximo que cumpla que r1 < N. En
este caso en concreto sera´ r1 = 5, suponiendo que 8192 > N. Entonces el valor de r
sera´ un mu´ltiplo de r1 que cumpla la condicio´n xr = 1 mod N. Con el valor de r se
calculara´n entonces los valores de a y b.
De esta forma se ha implementado un algoritmo cua´ntico capaz de factorizar un
nu´mero N en un tiempo de ejecucio´n imposible de cumplir por algoritmos cla´sicos hasta
la fecha.
4.4 Utilidad de los distintos estados entrelazados
Los sistemas cua´nticos que se encuentran en estados entrelazados son capaces de reali-
zar tareas que son impensables dentro del paradigma de la fı´sica cla´sica. Sin embargo,
es de esperar que no todos los estados obren por igual ante una misma tarea, es decir, en
funcio´n al objetivo final que persigue cada tarea se debera´ elegir un estado u otro para
que la lleve a cabo.
Los distintos usos del entrelazamiento, expuestos en los subapartados anteriores, ha-
cen referencia a las tres ramas de la fı´sica cua´ntica que ven, de forma directa, el recurso
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del entrelazamiento como un gran potencial. Estas tres ramas son la criptografı´a cua´nti-
ca (distribucio´n de claves), la comunicacio´n cua´ntica (teletransporte) y la computacio´n
cua´ntica (algoritmo de factorizacio´n de Shor).
Cada tarea tiene un objetivo raı´z bien diferenciado. En el caso de la criptografı´a
cua´ntica el valor an˜adido sobre las herramientas cla´sicas actuales es la promesa de un
sistema de encriptado con una seguridad inviolable. Es por esto que el estado cua´ntico
que se use en estos casos debera´ ser sensible a las intrusiones o perturbaciones que in-
terfieran en e´l. De manera que pierda la informacio´n de encriptado por completo y sea
de esta forma irrecuperable.
Para las tareas de comunicacio´n cua´ntica el intere´s reside en la fiabilidad del mensa-
je, tanto emitido como recibido. Lo que queremos es que la informacio´n se codifique, se
envı´e y se reciba tal y como lo hemos determinado. En caso contrario sera´ un proceso
totalmente inu´til.
Por u´ltimo, para las tareas necesarias en el a´mbito de la computacio´n cua´ntica el
objeto reside en la velocidad en la realizacio´n de la tarea misma. Es decir, lo ma´s impor-
tante es cua´n de ra´pido se puede realizar una instruccio´n cua´ntica mediante un estado
cua´ntico entrelazado. Consiguiendo de esta manera que los algoritmos cua´nticos sean
muchı´simo ma´s eficientes que los algoritmos cla´sicos actuales.
5 Operaciones
Acabamos de ver co´mo dependiendo de las tareas que pretendamos realizar los esta-
dos entrelazados a usar se deben elegir en funcio´n a distintas finalidades. Sin embargo,
un mismo estado entrelazado puede usarse como recurso en mu´ltiples tareas. En esta
seccio´n nos interesa saber que´ estados resultan ser equivalentes ante una misma tarea,
es decir, que´ estados pueden utilizarse de manera que lleguen al mismo resultado en
la accio´n. Si podemos determinar y establecer una clasificacio´n de distintos estados que
sean capaces de realizar por igual las mismas tareas diremos que estos estados resul-
tan ser equivalentes. Por tanto, para determinar la equivalencia de estados deberemos
someterlos a distintas operaciones en funcio´n a su naturaleza, Ası´, operaciones locales
unitarias (LU), operaciones locales y comunicacio´n cla´sica (LOCC) u operaciones locales
estoca´sticas y comunicacio´n cla´sica (SLOCC) [11].
El estudio de las relaciones de equivalencia resulta ser un enfoque tremendamente
exitoso a la hora de caracterizar estados puros bipartitos y multipartitos [12].
Suponemos que partimos de un estado |yi. A este estado le aplicamos un operador, q,
que corresponde a una operacio´n Q. La aplicacio´n del operador reduce el estado |yi al
estado |fi,
q|yi !|fi. (5.1)
Entonces diremos que el estado |yi es reducible al estado |fi a trave´s de esta operacio´n.
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Sin embargo, para que dos estados sean equivalentes deben ser reducibles entre si.
En general se puede decir que si tenemos una operacio´n, Q 2 {LU, LOCC, SLOCC}, dos
estados, |yi y |fi, sera´n equivalentes Q si existen operadores qi tales que [13]
|yi ! q1|fi y |fi ! q2|yi, (5.2)
donde q1 y q2 2 Q.
Por tanto, para determinar la equivalencia entre dos estados necesitamos que el
estado |yi sea reducible, a trave´s de cierta operacio´n, al estado |fi y que a su vez el
estado |fi sea reducible, a trave´s de otra operacio´n de la misma familia, al estado |yi.
En los siguientes apartados damos cuenta de distintas operaciones que nos establez-
can unas relaciones de equivalencia entre los diferentes tipos de estados entrelazados.
5.1 Operaciones LU
Las operaciones locales unitarias o LU (Local Unitary Operations) son aquellas opera-
ciones que transforman un estado en otro conservando el producto interno. Aquellas
operaciones que solo actu´an sobre un subsistema son locales. Adema´s, el producto de
operaciones locales tambie´n es local:
A⌦ B = (A⌦ 1)(1⌦ B). (5.3)
Las operaciones locales LU actu´an sobre los estados de forma que se preserva la
probabilidad. En consecuencia, para bipartitos mantienen los valores de sus respectivos
coeficientes de Schmidt [13].
Por ejemplo, escribamos un estado bipartito puro entrelazado como su descomposi-
cio´n de Schmidt,
|yi =
d
Â
i=1
q
l
y
i |ii|ii, (5.4)
donde d es la dimensio´n del estado y li son los coeficientes de Schmidt. La transforma-
cio´n del estado |yi a un estado |fi mediante una LU mantendra´ invariantes los valores
de li de la siguiente forma,
(lyi )
d
i=1 = (l
f
j )
d
j=1. (5.5)
Si esto ocurre diremos que los estados son equivalentes LU [13]
|yi⌦LU |fi. (5.6)
Un ejemplo de este tipo de transformacio´n se da´ cuando pasamos de un estado EPR
a otro, los cuales se encuentran en el estado de ma´ximo entrelazamiento con li = 12 (ver
estados EPR, ecuacio´n 3.28). Por este motivo se dice que los estados EPR son equivalen-
tes entre sı´ bajo transformaciones LU [14].
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Uno de los resultados ma´s importantes fue cuando se comprobo´ que un sistema bi-
partito en un estado puro, como el que estamos estudiando, tiene como estados asinto´ti-
cos los estados EPR [15, 16]. Los estados asinto´ticos son el nu´mero mı´nimo de estados
entrelazados que se necesitan para poder formar el estado bipartito que deseamos (ver
apartado 6.1). Gracias a este hecho cualquier estado bipartito creado puede compararse
con su estado asinto´tico. De hecho la entropı´a de entrelazamiento para este tipo de sis-
temas se conserva [15, 16]. Lo que significa que el entrelazamiento de un estado puro
bipartito |yABi es asinto´ticamente equivalente, bajo operaciones locales, a un estado EPR
[11].
5.2 Operaciones LOCC
En este apartado estudiaremos las operaciones locales y comunicaciones cla´sicas (LOCC).
Las operaciones LOCC que tienen como objetivo transformar unos estados en otros para
poder realizar distintas tareas y establecer ası´ una clasificacio´n de estados equivalentes
LOCC [17]. Imaginemos un estado |fi que sabemos puede realizar la tarea X de forma
eficaz. Pero nosotros solo tenemos la capacidad de crear estados |yi. A trave´s de una
operacio´n tipo LOCC, implementada por un operador q, podemos reducir el estado |yi
al estado |fi,
q|yi !|fi. (5.7)
Por tanto, hemos conseguido transformar el estado |yi en el estado |fi y ası´ poder llevar
a cabo la tarea X.
Elegimos como ejemplo de nuevo dos estados puros bipartitos que podemos expresar
en funcio´n a su descomposicio´n de Schmidt como
|yi =
d
Â
i=1
q
l
y
i |ii|ii, (5.8)
y
|fi =
d
Â
i=1
q
l
f
i |ii|ii. (5.9)
La transformacio´n LOCC podra´ darse si sus respectivos coeficientes de Schmidt cum-
plen la siguiente condicio´n [18, 19],
k
Â
j=1
l
y#
j 
k
Â
j=1
l
f#
j . (5.10)
Este teorema fue demostrado por Nielsen en 1999 y es conocido como la condicio´n de
mayorizacio´n [20]. Entonces diremos que el estado |yi es reducible al estado |fimedian-
te una operacio´n LOCC con una probabilidad de e´xito igual a uno. Esta transformacio´n
se conoce como reduccio´n exacta [19].
La flecha hacia abajo en el superı´ndice de ambos coeficientes de Schmidt indica que
los coeficientes esta´n ordenados en funcio´n a su valor en orden descendente.
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En general las transformaciones LOCC son de cara´cter irreversible a no ser que los
coeficientes sean iguales, uno a uno, como ocurre en el apartado 5.1 [11]. Si tenemos dos
sistemas bipartitos que se encuentran en un estado puro cada uno, diremos que ambos
estados son equivalentes LOCC,
|yi⌦LOCC|fi, (5.11)
si se cumple que la condicio´n de mayorizacio´n, ecuacio´n 5.10, se convierte en una igual-
dad. En este caso, ambos estados pertenecen a la misma clase o familia de entrelazamien-
to. Debido a esto, dos estados sera´n equivalentes LOCC si y solo si son equivalentes LU,
ya que la condicio´n de equivalencia es la misma en ambos casos para sistemas puros
bipartitos [19].
|yi⌦LOCC|fi ,|yi⌦LU |fi. (5.12)
Sin embargo, cuando el sistema es tripartito aparecen estados entrelazados que son
totalmente inequivalentes bajo transformaciones LOCC. En el caso concreto del sistema
tripartito aparecen dos estados inequivalentes conocidos como |GHZi y |Wi. Evidente-
mente cuando pasamos a sistemas multipartitos el nu´mero de clases de estados inequi-
valentes aumenta de forma incontrolada.
5.3 Operaciones SLOCC
Cuando una operacio´n LOCC tiene cierta probabilidad de e´xito de reducir un estado en
otro esta operacio´n se conoce como SLOCC o, en ingle´s, Stochastic Local Operations and
Classical Communication.
Debemos tener en cuenta que los estados equivalentes bajo transformaciones LOCC
tambie´n lo son bajo transformaciones SLOCC, ya que las operaciones LOCC esta´n con-
tenidas dentro de las SLOCC [11, 17, 21]. Y por este motivo los estados equivalentes bajo
transformaciones LU tambie´n son equivalentes SLOCC.
Una operacion SLOCC puede transformar cualquier estado |yi en un estado |fi con
una cierta probabilidad de e´xito, finita y distinta de cero, si
|fi = A⌦ B|yi, (5.13)
donde A y B son dos operadores que actu´an sobre el subsistema A y B de y respectiva-
mente. Estos operadores no tienen porque ser unitarios ni estar normalizados. Adema´s
tambie´n podemos tener una operacio´n SLOCC invertible de forma que,
|yi = A 1 ⌦ B 1|fi. (5.14)
Veamos que´ ocurre con los sistemas bipartitos aprovechando que son bien conocidos.
Apoya´ndonos en el hecho de que las operaciones LU esta´n contenidas por las operacio-
nes SLOCC definimos entonces el estado |y1i en funcio´n a su descomposcio´n de Schmidt
para estados puros. Si tenemos un sistema y 2 Cn ⌦Cm con n  m definimos un corres-
pondiente estado bipartito como
|y1i =
ny
Â
i=1
q
l
y
i |ii|ii = UA ⌦UB|yi, (5.15)
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donde UA y UB son dos operadores unitarios. Se cumple que
l#i > 0 y ny  n,
donde l#i son los coeficientes de Schmidt ordenados por sus valores decrecientes y ny es
el nu´mero de Schmidt, que resulta ser el nu´mero de coeficientes distintos de cero.
A continuacio´n se aplica una operacio´n local inversa (ILO),
1pny
✓ ny
Â
i=1
1p
li
|iihi|+
n
Â
i=ny+1
|iihi|
◆
⌦ 1B, (5.16)
que no tiene porque ser unitaria, sobre la ecuacio´n 5.15. Lo que se consigue es un estado
ma´ximamente entrelazado [11],
|MEiny =
1pny
ny
Â
i=1
|ii|ii, (5.17)
que depende u´nicamente del nu´mero de Schmidt, ny.
Hemos obtenido que para cualquier estado bipartito puro, |yi, existe una operacio´n
local invertible que conecta con el estado ma´ximamente entrelazado para un ny dado.
Ma´s au´n, si tenemos dos estados bipartitos conectados por un operador invertible sera´n
equivalentes SLOCC si tienen el mismo nu´mero de Schmidt. De manera que [11]
|yi⌦SLOCC|fi cuando ny = nf. (5.18)
Como la dependencia de estados equivalentes reside en el nu´mero de Schmidt se
puede deducir que tendremos n clases de estados entrelazados. Donde el rango de n va
de 1 a ny. En el caso en el que ny = 1 es evidente que el estado no esta´ entrelazado, solo
tenemos un te´rmino en el sumatorio y claramente resulta ser separable.
Cuando dos estados no esta´n conectados por una operacio´n invertible podremos
transformarlos, uno en otro, dependiendo del nu´mero de Schmidt. Si tenemos dos esta-
dos con distinto nu´mero de Schmidt el estado |yi es reducible por operaciones SLOCC
al estado |fi, con una probabilidad finita, si ny   nf. Pero en este supuesto los estados
no son equivalentes SLOCC.
5.4 3-cu´bits y sistemas mu´ltiples
En el caso de tener un sistema compuesto por 3-cu´bits se obtienen seis clases inequiva-
lentes, jerarquizadas en tres niveles de potencia de entrelazamiento (ver figura 7). Dos
de estas clases no son reducibles, de una a otra, mediante operaciones SLOCC. Estas
clases inequivalentes son conocidas como |GHZi (Greenberger-Horne-Zeilinger) y |Wi,
y se representan por los siguientes estados:
|GHZi = 1p
2
(|000i+|111i) (5.19)
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y
|Wi = 1p
3
(|001i+|010i+|100i). (5.20)
Que los estados |GHZi y |Wi correspondan a clases distintas implica que no pueden
ser convertibles bajo transformaciones SLOCC. En la figura 7 podemos ver como los
estados superiores pueden transformase bajo operaciones de tipo SLOCC en los estados
inferiores. El estado ma´s inferior, |A   B   Ci, es un estado completamente separable
producto de los tres sistemas. Los estados que se encuentran en medio son estados con
un entrelazamiento de acuerdo a una biparticio´n 2⌦ (2⌦ 2) [22].
Figura 7: Estados que aparecen en un sistema de 3-cu´bits. (Creds.: EPTCS 52, 2011 [11])
Los estados que se encuentran a la misma altura representan una jerarquı´a de poten-
cia de entrelazamiento pero no son equivalentes entre si.
Debido a la existencia de estos dos estados superiores podemos determinar que, si
el estado |yi podemos convertirlo en el estado |GHZi y el estado |fi podemos transfor-
marlo en |Wi, entonces la probabilidad de transformar |yi en |fi es muy pequen˜a [11].
Una caracterı´stica resen˜able del estado |GHZi (estado entrelazado y puro) es que es
el estado de 3-cu´bits que posee el grado ma´ximo de entrelazamiento. Sin embargo, si
por cualquier perturbacio´n perdemos la informacio´n de uno de los 3-cu´bits, el estado
resultante es totalmente separable y ya no nos quedarı´a un estado entrelazado. Podemos
ver esto con el siguiente ejemplo. Si realizamos la traza sobre el cu´bit etiquetado con el
nu´mero 3 tenemos que,
r12 = Tr3(|GHZihGHZ|) = 12 (|00ih00|+|11ih11|) (5.21)
y si realizamos otra traza sobre otro cu´bit se obtiene que,
r1 = r2 = r3 =
1
2
(|0ih0|+|1ih1|). (5.22)
El estado |GHZi pasa de ser un estado puro entrelazado a un estado mezcla y sepa-
rable. Por este motivo el estado |GHZi se considera un estado fra´gil.
Por otro lado, el estado |Wi es un estado ma´s robusto ya que se mantiene entrelazado
aun cuando se pierda la informacio´n de un cu´bit. Cuando realizamos la traza parcial
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sobre un cu´bit se obtiene que,
r12 = Tr3(|WihW|) = 13 (|00ih00|+|01ih01|+|01ih10|+|10ih01|+|10ih10|) (5.23)
donde el estado se mantiene entrelazado. Si realizamos otra traza sobre otro cu´bit obte-
nemos que,
r1 = r2 = r3 =
1
3
(2|0ih0|+|1ih1|) (5.24)
donde aparece un estado mezcla separable.
En el caso de 4-cu´bits no nos sorprende que la clasificacio´n sea ma´s compleja. En
concreto, las infinitas clases no equivalentes que aparecen forman una familia de estados
continua que a su vez pueden dividirse en nueve subfamilias cualitativamente diferentes.
Finalmente para el caso general de n-cu´bits aparecera´n infinitas clases no equivalen-
tes, con sus respectivas familias, subfamilias, etc...
6 Medidas del entrelazamiento
La utilidad que ofrece un estado cua´ntico, como un recurso eficiente para realizar de-
terminadas tareas, esta´ definida de forma cuantitativa en funcio´n al grado de entrela-
zamiento que presenta el estado en cuestio´n. Hasta ahora hemos visto como clasificar
los distintos estados en base a su equivalencia por el entrelazamiento pero no hemos
cuantificado el entrelazamiento de estos estados.
Adema´s, resulta razonable pensar que la mayorı´a de los estados cua´nticos, en par-
ticular los entrelazados, van a estar en situaciones de estados mezcla en vez de puros,
ya que en la naturaleza los estados son mezcla. Por lo que nace la necesidad de poder
cuantificar el entrelazamiento que presentan ambas tipologı´as de sistemas, puros y mez-
cla. Dependiendo del estado en el que se encuentre nuestro sistema cua´ntico el grado de
entrelazamiento se medira´ con distintos me´todos.
6.1 Entropı´a de entrelazamiento
Una de las herramientas de medicio´n ma´s extendidas para sistemas en estado puro es
el ca´lculo de la entropı´a de von Neumann. Se hace razonable asumir que la medida del
grado de entrelazamiento de un sistema no resulta ser trivial, sin embargo, se pueden
generalizar tres propiedades que todo sistema entrelazado debe cumplir:
1. El entrelazamiento, E, se conserva cuando se realizan operaciones de tipo LU [23].
2. El entrelazamiento, E, no aumenta con las operaciones LOCC [23]. En general el
entrelazamiento, E, disminuira´.
3. El entrelazamiento, E, desaparece en los estados separables o factorizables. Es decir,
la cantidad de entrelazamiento es cero (E = 0). Esta propiedad es razonable dado
que estamos definiendo entrelazamiento como no separabilidad.
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Adema´s, sabemos que tambie´n existen los estados con un grado de ma´ximo entrela-
zamiento. Es interesante saber si para asegurar el correcto funcionamiento de los proce-
sos que utilizan el recurso del entrelazamiento, como teletransporte, criptografı´a cua´nti-
ca, codificacio´n densa..., los estados deben ir siempre de forma que el entrelazamiento
sea ma´ximo, o por el contrario, pueden ser sustituidos por estados de entrelazamiento
parcial y, de esta forma, conocer la relacio´n que existe entre ambos tipos.
Para ello, imaginemos que Alice y Bob se encuentran en dos localidades distanciadas.
Ambos quieren compartir en un momento dado n pares de partı´culas entrelazadas en el
estado |yi. Ya sabemos que esto no puede realizarse mediante los sistemas de comuni-
cacio´n cla´sicos. Por lo que, o bien Alice o bien Bob deben preparar los n pares de cu´bits
entrelazados. Si Alice fuese quien los preparase despue´s deberı´a enviar un miembro de
cada par a Bob. Esto supone que Alice debe enviar los n pares de partı´culas pero, ¿existe
un modo ma´s eficiente de conseguir lo mismo sin necesidad de tener que enviar los n
pares?. La respuesta es sı´. Una vez que Alice tiene los n pares, puede ver co´mo compri-
mirlos para manda´rselos a Bob de manera que cuando Bob los reciba este sea capaz de
reconstruir los n pares que Alice querı´a mandarle al inicio [8].
A partir de aquı´ el objetivo es calcular el nu´mero mı´nimo de cu´bits entrelazados en
estado singlete que hay que enviar comprimidos para que al descomprimir la informa-
cio´n vuelva a su estado original. El valor ma´ximo de compresio´n de n pares de cu´bits
entrelazados se conoce como compresio´n asinto´tica. Para que este valor sea alcanzable es
preciso que el nu´mero de pares entrelazados n sea muy grande. De esta forma se obtiene
un rendimiento en el proceso con un valor de nE O(log2 n) [16]. Adema´s, se necesita
que n sea grande para asegurar que el estado enviado se puede reconstruir, ası´ como
todas sus propiedades. Una de estas propiedades es la entropı´a de entrelazamiento.
Para un estado cualquiera,
|yi = a|00i+ b|11i, (6.1)
podemos calcular el factor de compresio´n mı´nimo haciendo uso de la definicio´n de la
entropı´a de von Neumann,[24]
S(r) =  Tr(r log2 r) donde, r =Â
i
pi|yiihyi|. (6.2)
Si aplicamos la ecuacio´n 6.2 sobre el estado |yi obtenemos [8]
S =  (|a|2 log2|a|2 + |b|2 log2|b|2), donde S  1, (6.3)
siendo S el valor de la entropı´a de entrelazamiento, que nos indica el valor de compre-
sio´n asinto´tico, para un sistema puro descrito por el estado |yi. Esto es, para un n muy
grande, basta con que Alice le envı´e Sn cu´bits a Bob.
Derivado de la entropı´a se define el grado de entrelazamiento de cualquier sistema
bipartito en estado puro es el nu´mero mı´nimo asinto´tico de cu´bits por par que se deben
enviar, para poder reconstruir todos los pares en el estado deseado.
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En el caso del estado |yi el grado de entrelazamiento y el valor de la entropı´a es el
mismo, E=S. Generalizando, si tenemos un estado,
|fi = a|00i+ b|01i+ c|10i+ d|11i, (6.4)
el grado de entrelazamiento viene descrito como
E = H
✓
1+
p
1  t
2
◆
donde, 0  E  1, (6.5)
con
H(x) =  (x log2 x+ (1  x) log2(1  x)) (6.6)
y
t = 4|ad  bc|2. (6.7)
Tanto el entrelazamiento, E, como el enlace (tangle), t, son indicadores del grado del
entrelazamiento. En el apartado 6.4 veremos con ma´s detalle el enlace, t. Lo que distin-
gue el entrelazamiento, E, del enlace, t, es que el entrelazamiento tiene un significado
fı´sico, mientras que el enlace es una funcio´n de las componentes del estado. Por otro
lado, la funcio´n H(x) es la funcio´n de entropı´a binaria [8, 25].
El proceso por el cual se define el grado de compresio´n de pares con entrelazamien-
to ma´ximo se conoce como “concentracio´n del entrelazamiento”. La dependencia viene
determinada de forma que a mayor compresio´n mayor grado de entrelazamiento. Si la
compresio´n adquiere su valor ma´ximo entonces el grado de entrelazamiento tambie´n lo
sera´. Es por este motivo que nos van a interesar estados entrelazados puros con ma´ximo
grado de entrelazamiento en los procesos de transmisio´n de informacio´n.
6.2 Entrelazamiento de formacio´n
Ya se ha mencionado a lo largo del trabajo que los estados cua´nticos con los que nos
vamos a encontrar en la naturaleza van a ser estados mezcla. Bien porque provienen de
la combinacio´n de estados que no son en su totalidad mezcla, o bien porque existe algo
ma´s desconocido que tambie´n esta´ entrelazado con el sistema.
Cuando tenemos un estado mezcla no existe una u´nica forma de medir el grado
de entrelazamiento del sistema. Cuantificar el estado de entrelazamiento de un sistema
mezcla es sustancialmente ma´s complicado que cuando tratamos con estados puros. La
unidad fundamental que se va a usar son los estados singletes [25].
El entrelazamiento de formacio´n para un estado mezcla, descrito por su matriz
densidad r, es el nu´mero mı´nimo de estados singlete que se necesitan para generar r
ensamblando sistemas que se encuentran en estados puros [25].
La cuestio´n que difiere respecto de los sistemas en estado puro es que el nu´mero de
singletes puros que necesitamos para construir un estado total mezcla (entrelazamiento
de formacio´n) es distinto al nu´mero de singletes en estado puro que se pueden extraer
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de un estado total mezcla (entrelazamiento destilable). En el caso de sistemas puros el
entrelazamiento de formacio´n y el entrelazamiento destilable son iguales.
En el caso del entrelazamiento de formacio´n debemos tener en cuenta todas las posi-
bilidades para construir, a trave´s de estados puros, el estado total descrito por la matriz
de densidad r. Por lo que, dado un sistema bipartito en el estado mezcla, r, se debera´n
considerar todas las posibilidades que tenemos para construir el estado r a trave´s de
estados singletes puros. Por ejemplo, si tenemos los estados |yii y les asignamos una
probabilidad pi a cada uno,
r =Â
i
pi|yiihyi|. (6.8)
Tenemos infinitas formas de construir el estado mezcla pero elegiremos la que mini-
miza el nu´mero de estados singlete.
Por tanto, el entrelazamiento de formacio´n, E(r), se define como el valor mı´nimo
de entrelazamiento sobre todas las descomposiciones posibles del estado mezcla en una
combinacio´n de estados puros,
E(r) = minÂ
i
piE(yi), (6.9)
siendo E(yi) el valor de entrelazamiento de cada estado puro |yii [23].
Al igual que en los estados puros, el entrelazamiento de formacio´n debera´ ser cero si
el estado mezcla puede expresarse como una combinacio´n de productos tensoriales de
los estados que lo componen. Adema´s, el entrelazamiento de formacio´n para un estado
bipartito puro es igual a la entropı´a de von Neumann, definida en la ecuacio´n 6.2.
Es importante resaltar que el valor de E para muchos estados mezcla es desconocido,
incluso para estados de dos cu´bits. Adema´s, no es nada intuitivo que se pueda expresar
el grado de entrelazamiento como una funcio´n de la matriz densidad [25].
6.3 Entropı´a relativa del entrelazamiento
Desde el punto de vista de la inferencia estadı´stica, la entropı´a cua´ntica relativa es un
buen me´todo de medicio´n para distinguir entre dos estados cua´nticos, incluso entre dos
clases de estados [18, 26, 27].
La entropı´a cua´ntica relativa entre dos estados s y r es por definicio´n
S(s||r) := Tr(s ln s  s ln r), (6.10)
donde S(s||r) es una medida de la distinguibilidad entre el estado r y s.
Suponemos que tenemos dos estados, s y r, y queremos distinguirlos. Para ello usa-
mos un conjunto de operadores de valores positivos (POVM, pag. 8), {Mi}.,
m
Â
i=1
Mi = 1, (6.11)
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que genere distintas distribuciones de probabilidad para cada estado,
pi = Tr Mis (6.12)
y
qi = Tr Mir. (6.13)
Entonces, la entropı´a relativa de entrelazamiento es
S(pi||qi) =Â
i
 
pi ln pi   pi ln qi
 
. (6.14)
La complejidad viene a la hora de determinar el operador que mejor distinga ambos
estados. Se define la entropı´a relativa de entrelazamiento como
S1(s||r) := sup

A
✓
Â
i
✓
Tr(Mis) ln(Tr(Mis))  Tr(Mis) ln(Tr(Mir))
◆◆ 
, (6.15)
donde el valor superior es elegido entre todos los resultados que se obtienen al aplicar el
conjunto de los operadores {Mi} y A es una constante. El resultado determina el POVM
que ma´s distingue en sus valores al aplicarse sobre el estado s y r.
Si ahora tenemos N copias de los estados s y r,
sN = s⌦ s⌦ · · ·⌦ s y rN = r⌦ r⌦ · · ·⌦ r, (6.16)
aplicamos los operadores segu´n la ecuacio´n 6.11 sobre sN y rN . La entropı´a relativa de
entrelazamiento ahora es
SN(s||r) := sup

A
✓
1
N Âi
✓
Tr(MisN) ln(Tr(MisN))  Tr(MisN) ln(Tr(MirN))
◆◆ 
.
(6.17)
La siguiente desigualdad viene demostrada en el artı´culo de Hiai & Petz 1991 [28],
S(s||r)   SN (6.18)
donde si N ! • entonces la entropı´a cua´ntica relativa sera´
S(s||r) = lı´m
N!• SN . (6.19)
La entropı´a cua´ntica relativa es una cantidad que nos va a indicar la “distancia” a
la que se encuentran dos estados distintos de forma que podamos distinguirlos. Es una
medida de distinguibilidad entre estados.
Para entender el resultado mejor ponemos el siguiente ejemplo. Tenemos dos esta-
dos, uno es un estado de Bell, |f+i = 1p
2
(|00i+|11i), y otro es un estado mezcla, r =
1
2 (|00ih00|+|11ih11|). Elegimos realizar N proyecciones sobre el estado |f+i. Por lo que
hemos elegido como operador el proyector |f+ihf+|. Si el estado con el que estamos
tratando es el estado de Bell siempre obtendremos el mismo resultado al proyectarlo. Sin
embargo, si lo que tenemos es el estado mezcla r, en un 50% de los casos tendremos
como resultado el estado |f+i y el otro 50% el estado |f i [26, 27]. Hay que tener en
cuenta que no conocemos el estado que estamos proyectando.
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6.4 t - tangle o enlace
Una de las propiedades descubiertas en el an˜o 2000 por V. Coffman et al. fue que el en-
trelazamiento es mono´gamo [29]. Segu´n esta caracterı´stica si los sistemas Alice y Bob se
encuentran entrelazados, Alice tiene una limitacio´n a la hora de compartir informacio´n
con el sistema Charlie. Ma´s au´n, si Alice y Bob esta´n ma´ximamente entrelazados, Alice
no puede entrelazarse con Charlie. Esta propiedad resulta ser muy interesante sobre to-
do en procesos de criptografı´a cua´ntica.
Para entender la propiedad de monogamia necesitamos entonces poder estudiar los
distintos enlaces que pueden surgir entre sistemas multipartitos. El enlace (tangle) de un
sistema bipartito descrito por rAB se denota como t(rAB) [17, 18, 30] y su definicio´n es
t(rAB) = C2(rAB) donde, rAB =Â
i
pirA ⌦ rB (6.20)
y C2(rAB) es el cuadrado de la concurrencia.
El ca´lculo de la concurrencia podemos asimilarlo al siguiente proceso. Se prepara un
estado y se le aplica una operacio´n antiunitaria de inversio´n temporal. La concurrencia
es la proyeccio´n de este estado modificado sobre un estado igual al preparado inicial-
mente, al que no se le ha aplicado ninguna operacio´n.
En concreto, para estados puros bipartitos la concurrencia es
C(y) = 2|ad  cd| = |hy|sy ⌦ sy|y⇤i| (6.21)
donde,
|yi = a|00i+ b|01i+ c|10i+ d|11i (6.22)
y
sy =
✓
0  i
i 0
◆
. (6.23)
La concurrencia es un ca´lculo del entrelazamiento del estado, no una operacio´n fı´sica.
Podemos ver la relacio´n entre el entrelazamiento y la concurrencia de la siguiente forma.
El estado |yi es factorizable cuando ad  bc = 0 por lo que esta cantidad nos esta´ dando
una medida del entrelazamiento. Si se cumple que ad = bc el entrelazamiento es cero y
la concurrencia tambie´n (ver ecuacio´n 6.21) [31].
Para estados mezcla, al igual que en el apartado 6.2 (entrelazamiento de formacio´n),
se define la concurrencia de un sistema bipartito en un estado mezcla r como el valor
de la concurrencia que da como resultado de la eleccio´n del conjunto de estados puros
mı´nimos que representan el estado r [31]. Entonces,
C(r) = infÂ
i
piC(yi) donde, r =Â
i
pi|yiihyi|. (6.24)
Usando el u´ltimo resultado se define el enlace como
t(r) = infÂ
i
piC2(yi). (6.25)
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En el caso de estados mezcla de dos cu´bits se puede demostrar que la concurrencia
es [32]
C(r) = max{0,pr1  pr2  pr3  pr4}, (6.26)
donde r1, r2, r3 y r4 [17, 32] son los autovalores de la matriz
R = r(sy ⌦ sy)r⇤(sy ⌦ sy). (6.27)
Imaginemos que tenemos un sistema tripartito con los subsistemas, A, B y C. Quere-
mos calcular el valor de los enlaces de las biparticiones, A : B y A : C, donde ignoramos
el no mencionado en cada caso. Para despue´s compararlos con el enlace de la biparticio´n
que resulta de la agrupacio´n BC, sin ignorar ninguno, A : BC. Se puede comprobar que
aparece la siguiente desigualdad
t(A : B) + t(A : C) 6 t(A : BC), (6.28)
conocida como la relacio´n de monogamia [29].
Si el estado se define como,
|Yi = a000|000i+ a001|001i+ a010|010i+ a011|011i
+ a100|100i+ a101|101i+ a110|110i+ a111|111i, (6.29)
entonces los enlaces de los sistemas bipartitos A : B y A : C se calculan con la ecuacio´n
6.20. Pero el enlace del subsistema A : BC se calcula segu´n la siguiente ecuacio´n,
t(A : BC) = 2
    Â aimnajmnai0pqaj0pq ⇥ eii0ejj0     , (6.30)
donde las barras indican el complejo conjugado, la suma se realiza sobre todos los ı´ndi-
ces cuyos posibles valores son 0 o 1 y los objetos eij son el tensor de Levi-Civita en dos
dimensiones.
Podemos definir entonces una cantidad
tres = t(A : BC)  t(A : B)  t(A : C), (6.31)
conocida como enlace residual. Cuando se calcula tres se observa que puede darse una
expresio´n cerrada a esta cantidad,
tres ⌘ t(ABC) = 2
    Â aijkai0 j0manpk0an0p0m0 ⇥ eii0ejj0ekk0emm0enn0epp0     , (6.32)
donde se esta´ midiendo el enlace compartido por los tres subsistemas. Esta cantidad es
sime´trica bajo permutaciones en los ı´ndices.
Lo importante de la ecuacio´n 6.31 es que la cantidad que establece la igualdad es un
te´rmino que hace referencia, exclusivamente, al enlace del sistema tripartito. Adema´s, de-
bido a la desigualdad (ecuacio´n 6.28) existe un valor lı´mite para el enlace tripartito, tABC
[29, 30].
37 7 CONCLUSIONES
V. Coffman et al. propusieron que el enlace para sistemas multipartitos podrı´a satis-
facer la siguiente desigualdad [18, 29, 30]
t(A : B) + t(A : C) + t(A : D) + ... 6 t(A : BCD...), (6.33)
donde la suma de los enlaces de subsistemas bipartitos es menor que el enlace del
subsistema A con el resto de subsistemas formando un colectivo. Este resultado fue
demostrado por Osborne & Verstraete [30].
7 Conclusiones
El estudio realizado al entrelazamiento cua´ntico, a lo largo de todo el trabajo, ha puesto
de manifiesto las numerosas caracterı´sticas y propiedades que lo forman, dejando en evi-
dencia el gran recurso que puede llegar a ser en procesos de comunicacio´n, computacio´n
y criptografı´a cua´ntica. Este era el objetivo principal que se pretendı´a alcanzar desde el
inicio.
La meca´nica cua´ntica establece la base matema´tica necesaria para poder desplegar
los sistemas cua´nticos sobre un espacio adecuado. Hemos indicado como el espacio de
Hilbert es el espacio vectorial lineal disen˜ado para que estos sistemas habiten. Adema´s,
se ha definido un cu´bit como un sistema cuyo estado se puede representar segu´n la es-
fera de Bloch. Los cu´bits pueden estar en estados superpuestos a diferencia de los bits
cla´sicos. Para sistemas multipartitos la capacidad de los sistemas cua´nticos de super-
poner estados hace que surjan los estados entrelazados. Pero se debe recordar que no
todo estado superpuesto esta´ entrelazado. La principal forma de clasificar si un estado
esta´ entrelazado o no es mirando si puede factorizarse. Por tanto, un estado entrelazado
es aquel que no puede factorizarse como un producto tensorial de estados. Sin embargo,
comprobar si el estado esta´ entrelazado, o no, no es una tarea sencilla.
En la mayorı´a de los apartados del trabajo se han estudiado las caracterı´sticas y pro-
piedades de los estados entrelazados de sistemas bipartitos, en particular de dos cu´bits.
Los estados entrelazados que surgen de este tipo de sistemas son conocidos como esta-
dos EPR.
Una vez definidos los estados entrelazados se han comentado tres usos del entrela-
zamiento: distribucio´n cua´ntica de claves, teletransporte (demostracio´n del Principio de
no-clonacio´n) y algoritmo de Shor. Los tres son un claro ejemplo de las grandes posi-
bilidades que ofrece el entrelazamiento a la hora de establecer comunicaciones seguras
u optimizar procesos. Se podı´an haber elegido otros ejemplos pero la intencio´n era la
de exponer uno por cada rama de estudio, criptografı´a, comunicacio´n y computacio´n
cua´ntica.
Lo interesante resulta ser que no todos los estados entrelazados se comportan de igual
forma ante una misma tarea o proceso. Es por esto que es necesario estudiar las distintas
formas de poder determinar si dos estados entrelazados son o no equivalentes. De esta
forma se pueden elegir distintos estados en funcio´n a las tareas a realizar. Decir que dos
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estados son equivalentes es lo mismo que asegurar que esos dos estados van a ser capa-
ces de realizar las mismas tareas. Para clasificar estas equivalencias entre estados se ha
estudiado el uso de operaciones locales. En concreto se han identificado las operaciones
LU, LOCC y SLOCC. Para sistemas de dos cu´bits se obtiene una u´nica clase de estados
equivalentes (estados EPR). Para sistemas de tres cu´bits se obtienen seis clases. A partir
de cuatro cu´bits en adelante surgen infinitas clases de estados equivalentes. Hoy en dı´a
la clasificacio´n de familias y clases equivalentes es todo un reto en sistemas multipartitos.
Por u´ltimo se han identificado cuatro medidas para cuantificar el grado de entrelaza-
miento de estados. En concreto, se ha estudiado la entropı´a de entrelazamiento (estados
puros), el entrelazamiento de formacio´n, entropı´a relativa de entrelazamiento y el enla-
ce (tangle). La medida del entrelazamiento es una cantidad muy u´til ya que define la
eficiencia de un estado al realizar una tarea. Es de forma indirecta la medida de la capa-
cidad del entrelazamiento como recurso.
Una propiedad del entrelazamiento muy interesante es la monogamia. Debido a esta
propiedad existe una limitacio´n a la hora de establecer enlaces entre los distintos sub-
sistemas. Es decir, la cantidad de enlace entre los distintos subsistemas esta´ acotado por
un valor. Tambie´n ha quedado en evidencia que el entrelazamiento, sobretodo en siste-
mas multipartitos mezcla, sigue siendo una inco´gnita en aspectos tan simples como la
medicio´n del grado de entrelazamiento o incluso a la hora de definir si los estados esta´n
entrelazados, o no.
Desde un punto de vista fı´sico, el entrelazamiento puede proporcionarnos las herra-
mientas necesarias, tanto en comunicacio´n como en computacio´n cua´ntica, para poder
desentran˜ar cuestiones de la naturaleza para sistemas muy pequen˜os y muy complejos.
A priori, sin estas herramientas no serı´amos capaces de abordar tales escenarios.
No cabe la menor duda de que au´n queda mucho por investigar y, a medida que
se vayan esclareciendo y respondiendo a distintas cuestiones, ma´s cerca estaremos de
poder utilizar el entrelazamiento como un recurso que alcance su ma´ximo potencial.
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