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POPA ALGEBRAS IN FREE GROUP FACTORS
NATHANIAL P. BROWN AND KENNETH J. DYKEMA
Abstract. For each 1 < s <∞, a Popa algebra As is constructed that embeds as
a weakly dense C∗–subalgebra of the interpolated free group factor L(Fs). Certain
approximation properties for As are shown. It follows that L(Fs) has the weak
expectation property of Lance with respect to As. In the course of the demonstra-
tion, it is proved that under certain conditions, full amalgamated free products of
matrix algebras are residually finite dimensional.
1. Introduction
The interpolated free group factors L(Fs), 1 < s ≤ ∞, (see [14] and [6]) are a
family of von Neumann algebra II1–factors including the usual free group factors
(when s ∈ N ∪ {∞}). In this paper, we construct for every 1 < s < ∞ a weakly
dense, unital C∗–subalgebra As ⊆ L(Fs) which has the following properties:
(I) As is a finitely generated Popa algebra,
(II) L(Fs) has the weak expectation property (WEP) of Lance [11] relative to As.
By definition, a Popa algebra is a unital, simple C∗-algebra A with the property
that for every finite set F ⊂ A and ǫ > 0 there exists a finite dimensional subalgebra
0 6= B ⊂ A (the inclusion not necessarily unital) with unit e such that ‖[x, e]‖ < ǫ
for all x ∈ F and for each x ∈ F there exists b ∈ B such that ‖b− exe‖ < ǫ.
It was shown in [2] that all McDuff II1–factors have weakly dense Popa algebras,
but with Property (I) above, our construction yields the first non–McDuff example,
which thus answers Question 11.1 in [2]. Since As is a Popa algebra, it is quasidiagonal
(see [13], [3] and [15]) and thus quite distinct from previously known weakly dense C∗–
subalgebras of L(Fs) that arise as reduced free products of C
∗–algebras. Indeed, since
C∗r (F2) is not quasidiagonal and quasidiagonality passes to subalgebras, it follows
that no C∗-algebra containing a copy of C∗r (F2) (e.g. most reduced free products)
can be quasidiagonal. (Moreover, other ways in which As differs from reduced free
product C∗–algebras are discussed at the end of §6.) Thus we regard the algebras
As as rather exotic weakly dense subalgebras of L(Fs) and we believe they provide
interesting examples to test the invariance questions around Voiculescu’s free entropy
(see [16] and [17]). Indeed, if the free entropy dimension of a generating set for As
were computed and found to be different from s, this would show that free entropy
dimension of a generating set is not an invariant for von Neumann algebras. On the
other hand, if the free entropy dimension were found to be s, then because As is so
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different from previously considered examples, this would be nontrivial evidence for
invariance.
The meaning of Property (II) above is that for any normal, unital representation
L(Fs) ⊂ B(H) with H a separable Hilbert space, there is an idempotent, completely
positive map Φ : B(H) → L(Fs) such that Φ(a) = a for all a ∈ As. Since As lies in
the multiplicative domain of Φ (cf. [12]) it follows that we also have the bi-module
property Φ(axb) = aΦ(x)b for all a, b ∈ As and x ∈ B(H). It was shown in [2] that a
McDuff factor has the WEP relative to a weakly dense C∗–subalgebra if and only if it
approximately embeds into the hyperfinite II1–factor. However, with Property (II),
we give the first example of non-McDuff II1–factors with a weak expectation.
The algebras As are constructed as (corners of) inductive limits of certain full
amalgamated free products of finite dimensional C∗-algebras. This construction is
an adaptation of the techniques in [2] which apply some basic ideas from Elliott’s
classification program. We will show that each As has a trace whose GNS representa-
tion generates a von Neumann algebra that is isomorphic to a certain amalgamated
free product of hyperfinite II1–factors. Using some standard techniques from free
probability theory (cf. [7] or [8]), we will prove that these amalgamated free products
are, in turn, isomorphic to interpolated free group factors. The first named author
thanks Dima Shlyakhtenko for first suggesting that these amalgamated free products
would be isomorphic to interpolated free group factors.
This paper is organized as follows. In §2, we show that certain full amalgamated
free products of matrix algebras are residually finite dimensional. This result will
be needed to ensure that the inductive limits we consider give simple C∗-algebras.
In §3 we prove the result described above about certain amalgamated free products of
von Neumann algebras being interpolated free group factors. In §4, we construct the
Popa algebras As and traces on them, proving that their GNS representations yield
interpolated free group factors. In §5 we present a technical result which is needed to
prove Property (II) above. Namely we show that the canonical free product traces on
certain full amalgamated free products are weakly approximately finite dimensional
in the sense of [2, Definition 3.1]. The proof involves a lifting result for representations
of finite dimensional C∗–algebras in ultraproducts of II1–factors. Finally, in §6 we
prove some approximation properties of the weakly dense subalgebras As; these imply
that L(Fs) has the WEP relative to As.
We will use standard notation and terminology in operator algebra theory through-
out the paper. In particular, the symbols ⊗ and ⊗¯ will always denote the spatial C∗
and W∗ tensor products, respectively.
2. Amalgamated Free Products of Finite Dimensional C∗-algebras
Recall that a C∗–algebra is residually finite dimensional (r.f.d.) if it has a sepa-
rating family of finite dimensional representations. The main result of this section is
that the full C∗–algebra amalgamated free product of matrix algebras is a residually
finite dimensional C∗–algebra, provided that the normalized traces on the matrix
algebras restrict to the same trace on the subalgebra over which one amalgamates.
(That this trace condition cannot be dropped is easy to see — cf. Example 2.4.) This
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result looks back to Exel and Loring’s result [9] that the full C∗–algebra free product
of residually finite dimensional C∗–algebras with amalgamation over the scalars is
residually finite dimensional.
We will use the following lemma, which is well known.
Lemma 2.1. Let A be a unital C∗–algebra and suppose there is a projection p ∈ A
and there are partial isometries v1, . . . , vn ∈ A such that v
∗
i vi ≤ p and
∑n
i=1 viv
∗
i =
1− p. Let v0 = p.
(i) If S ⊆ A generates A as a C∗–algebra then
n⋃
i,j=0
v∗i Svj
generates pAp as a C∗–algebra.
(ii) A is r.f.d. if and only if pAp is r.f.d.
Proof. For (i), take any word x = x1x2 · · ·xk in S ∪ S
∗ and interpose 1 = v0v
∗
0 +
v∗1v1 + · · ·+ v
∗
nvn between all letters xjxj+1 in this word. Now compress by p.
For (ii), it is clear from the definition that A r.f.d. implies pAp r.f.d., for any
projection p ∈ A. Now suppose pAp is r.f.d. Then clearly Mn+1(pAp) is r.f.d. The
map A→ Mn+1(pAp) given by a 7→ (v
∗
i avj)
n
i,j=0 is a ∗–monomorphism identifying A
with a corner of Mn+1(pAp).
The following lemma is certainly well known; however, for completeness we give a
proof.
Lemma 2.2. Let A and B be unital C∗–algebras having a C∗–algebra D embedded
as a unital C∗–subalgebra of each of them and let
A = A ∗D B
be the full C∗–algebra free product of A and B with amalgamation over D. Suppose
there is a projection p ∈ D and there are partial isometries v1, . . . , vn ∈ D such that
v∗i vi ≤ p and
∑n
i=1 viv
∗
i = 1− p. Then
pAp ∼= (pAp) ∗pDp (pBp) .
More precisely, if ιA : A → A and ιB : B → A are the inclusions arising in the free
product construction, then there is an isomorphism
pAp
∼
−→ (pAp) ∗pDp (pBp) (1)
intertwining the inclusion ιA↾pAp : pAp → pAp, respectively ιB↾pBp : pBp → pAp,
with the inclusion of pAp, respectively pBp, into the RHS of (1) arising from the free
product construction.
Proof. From part (i) of Lemma 2.1, pAp is generated by pAp ∪ pBp. It remains to
show that if H is a Hilbert space and
π : pAp→ B(H)
σ : pBp→ B(H)
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are ∗–homomorphisms such that π↾pDp = σ↾pDp, then there is a ∗–homomorphism
ψ : pAp→ B(H) such that
ψ ◦ ιA↾pAp = π
ψ ◦ ιB↾pBp = σ .
Let Hi be a copy of π(v
∗
i vi)H; also let H0 = H and v0 = p. Let
H′ =
n⊕
i=0
Hi .
We will correspondingly think of an operator T ∈ B(H′) as being an (n+1)× (n+1)
matrix whose (i, j)th entry Tij , (0 ≤ i, j ≤ n), is the part of T sending direct
summand Hj to direct summand Hi. Let π
′ : A → B(H′) and σ′ : B → B(H′) be
the maps defined by
π′(a)ij = π(v
∗
i avj)
σ′(b)ij = σ(v
∗
i bvj).
Then π′ and σ′ are unital ∗–homomorphisms whose restrictions to D agree. Hence
there is a ∗–homomorphism ψ′ : A→ B(H′) with ψ′◦ιA = π
′ and ψ′◦ιB = σ
′. Identi-
tying H with π′(p)H′ and letting ψ = ψ′↾pAp yields the desired ∗–homomorphism.
Theorem 2.3. Let n, n′ ∈ N. Suppose D is a finite dimensional C∗–algebra and
γ : D → Mn and γ
′ : D → Mn′ are unital, injective ∗–homomorphisms such that
trn ◦ γ = trn′ ◦ γ
′, where trk denotes the tracial state on the k × k complex matrices
Mk. Let
A =Mn ∗D Mn′ (2)
be the full free product C∗–algebra with amalgamation over D, with respect to the
inclusions γ and γ′. Then A is a residually finite dimensional C∗–algebra.
Proof. Compressing A with an appropriate projection p ∈ D and using Lemmas 2.2
and 2.1, we may without loss of generality assume D is abelian. Let p1, p2, . . . , pm
denote the minimal projections of D and let ti = trn ◦ γ(pi). Note that nti and
n′ti are both integers. Let ι : Mn → A and ι
′ : Mn′ → A be the inclusions arising
from the free product construction (2). Let π : A → B(H) be a faithful, unital
∗–homomorphism. Let α = π ◦ ι and β = π ◦ ι′ be the resulting representations of Mn
and Mn′ on the Hilbert space H. Let F1 ⊆ F2 ⊆ · · · and G1 ⊆ G2 ⊆ · · · be chains of
finite dimensional subspaces of H, each of whose unions is dense in H, and such that
each Fk is α(Mn)–invariant and each Gk is β(Mn′)–invariant. Let Ek = Fk +Gk.
For each k, we will now find a finite dimensional subspace E ′k ofH that is orthogonal
to Ek and such that, letting Hk = Ek + E
′
k, there are ∗–representations α˜ : Mn →
B(Hk) and β˜ : Mn′ → B(Hk) such that
α˜ ◦ γ = β˜ ◦ γ′ (3)
α˜(·)↾Fk = α(·)↾Fk (4)
β˜(·)↾Gk = β(·)↾Gk . (5)
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Note that α ◦ γ = β ◦ γ′ and Ek is α ◦ γ(D)–invariant. Let d = dim(Ek), Pi =
α ◦ γ(pi)↾Ek and ri = rank (Pi). Let E
′
k be any finite dimensional subspace of H that
is orthogonal to Ek and having dimension d
′ = dim(E ′k) > 0 so that d+ d
′ is divisible
by both n and n′ and such that ti(d + d
′) ≥ ri for all i. Since each ti(d + d
′) is an
integer, we can find projections Q1, . . . , Qm ∈ B(E
′
k) such that Q1 + · · · + Qm = 1
and, letting r′i = rank (Qi), ri + r
′
i = ti(d + d
′). We will define a representation
α˜ : Mn → B(Hk) satisfying α˜ ◦ γ(pi) = Pi +Qi by setting
α˜(x) = α(x)↾Fk + α
′(x)
where α′ is any representation ofMn onHk⊖Fk such that α
′◦γ(pi) = (Pi+Qi)↾Hk⊖Fk .
Such a representation α′ can always be found because, letting dim(Fk) = na, we have
dim(Hk ⊖ Fk) = d+ d
′ − na = na′
for some positive integer a′ and
rank ((Pi +Qi)↾Hk⊖Fk) = ri + r
′
i − tina = tina
′.
By construction, equation (4) holds. In a similar way, we can find a representation
β˜ :Mn′ → B(Hk) such that β˜ ◦ γ
′(pi) = Pi +Qi and equation (5) holds.
For a given k, having found α˜ and β˜, let πk : A→ B(Hk) be the ∗–representation
such that πk ◦ ι = α˜ and πk ◦ ι
′ = β˜. Let A0 be the dense subalgbra of A that is
algebraically generated by ι(Mn) ∪ ι
′(Mn′). We will show that for any given x ∈ A0
and any ǫ > 0 there is k ∈ N such that
‖πk(x)‖ ≥ ‖x‖ − ǫ . (6)
This will suffice to show that A is residually finite dimensional. Let ξ ∈ H be a unit
vector such that ‖π(x)ξ‖ ≥ ‖x‖ − ǫ/2. We may write x = w1 +w2 + · · ·+wM as the
sum of finitely many words wi in ι(Mn) and ι
′(Mn′). We will show that for every i
there is k(i) such that if k ≥ k(i) then
‖πk(wi)ξ − π(wi)ξ‖ < ǫ/2M . (7)
Taking k ≥ max1≤i≤M k(i), this will imply ‖πk(x)ξ − π(x)ξ‖ < ǫ/2, which will
yield (6). To show (7) for fixed i, write
wi = aℓaℓ−1 · · · a2a1
for some ℓ ∈ N and a1, . . . , aℓ ∈ ι(Mn) ∪ ι
′(Mn′). Let ξ0 = ξ and ξj = π(aj)ξj−1,
(1 ≤ j ≤ ℓ). Let N = max1≤j≤ℓ ‖aj‖. Choosing k large enough ensures that
max
(
dist(ξj−1, Fk), dist(ξj−1, Gk)
)
< ǫ/(4ℓMN ℓ−j+1)
for all j ∈ {1, . . . , ℓ}. Then the estimates
‖π(wi)ξ − πk(wi)ξ‖ ≤
ℓ∑
j=1
‖πk(aℓ · · · aj+1)‖ ‖π(aj)ξj−1 − πk(aj)ξj−1‖
‖π(aj)η − πk(aj)η‖ ≤ 2‖aj‖max
(
dist(η, Fk), dist(η,Gk)
)
give (7).
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The next example shows that the condition in Theorem 2.3 that the traces on Mn
and Mn′ restrict to the same trace on D cannot be dropped.
Example 2.4. Let D = C ⊕C and let p1 and p2 be the minimal projections of D.
Let γ : D →M2 identify D with the diagonal subalgebra of M2 and let γ
′ : D →M3
be the unital ∗–homomorphism sending p1 to a minimal projection in M3 and thus
sending p2 the the sum of two minimal projections in M3. Let
A =M2 ∗D M3
be the correspoinding full amalgamated free product of C∗–algebras. Since we can
easily find representations ofM2 andM3 on an infinite dimensional Hilbert space that
agree on the embedded copies of D, A is a nonzero C∗–algebra. However, p2 is the
sum of two projections in A, each equivalent to p2 itself. Thus any finite dimensional
representation of A sends p2 to zero, and therefore must send everything to zero. We
conclude that A has no nonzero finite dimensional representations, and is certainly
not residually finite dimensional.
3. Amalgamated Free Products and Interpolated Free Group
Factors
In this section we will show that a free product of two copies of the hyperfinite II1–
factor with amalgamation over a (possibly infinite) direct sum of matrix algebras can
be identified with an interpolated free group factor. We will let δ0 denote Voiculescu’s
(modified) free entropy dimension (see [17]). By recent work of Kenley Jung [10] it
is now known that δ0 is an invariant of hyperfinite von Neumann algebras. Hence,
if B is a hyperfinite von Neumann algebra with normal tracial state τ , we will let
δ0(B, τ) denote the modified free entropy dimension of B with respect to τ .
Theorem 3.1. Let R be the hyperfinite II1–factor with tracial state τ and let B ⊆ R
be a unital W∗–subalgebra. Assume B is type I and has atomic center. Let
M = R ∗B R (8)
be the amalgamated free product of von Neumann algebras, taken with respect to
the τ–preserving conditional expectation EB : R → B. Then M ∼= L(Fs), where
s = 2− δ0(B, τ↾B).
Proof. Let R(1) and R(2) denote the copies of R in the amalgamated free product (8),
and let E(1) and E(2) denote the respective copies of the conditional expectation EB.
We more formally write
(M, E) = (R(1), E(1)) ∗B (R
(2), E(2)) ,
thus denoting by E : M → B the free product conditional expectation. We will
denote also by τ the normal tracial state τ↾B ◦ E on M.
The algebra B is a direct sum of (possibly infinitely many) matrix algebras over
the complex numbers, B = ⊕i∈IMn(i). We will first argue that it will suffice to prove
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the theorem in the case that B is abelian. Let pi be a minimal projection of the ith
summand, Mn(i), and let p =
∑
i∈I pi. Let λi = τ(pi) and λ = τ(p). Then
s = δ0(B, τ↾B) = 1−
∑
i∈I
λ2i (9)
s′ := δ0(pBp, λ
−1τ↾pBp) = 1−
∑
i∈I
(λi/λ)
2 .
Clearly, pMp is generated by pR(1)p together with pR(2)p, and these are free with
respect to the conditional expectation E↾pMp. Thus pMp
∼= (pRp) ∗pBp (pRp). Since
pBp is abelian, the theorem in this case will yield pMp ∼= L(Fs′), and then the
rescaling formula for interpolated free group factors (see [6] and [14]), gives M ∼=
L(Fs).
Therefore, we may without loss of generality assume B is abelian, and we will
denote by (pi)i∈I the minimal projections of B, with λi = τ(pi). We will take I =
{1, 2, . . . , n} if I is finite, and I = N if I is infinite. We will also assume λ1 =
maxi∈I λi. Given k ∈ I, let
p[1, k] = p1 + · · ·+ pk
λ[1, k] = λ1 + · · ·+ λk
M[1, k] =W ∗(p[1, k]R(1)p[1, k] ∪ p[1, k]R(2)p[1, k]) .
Then M[1, 1] ∼= R ∗ R ∼= L(F2), where the second isomorphism is from [6]. Fix k
such that k, k + 1 ∈ I. Let v ∈ R(1) and w ∈ R(2) be such that v∗v = pk+1 = w
∗w,
vv∗ ≤ p1 and ww
∗ ≤ p1. Then M[1, k + 1] = W
∗(M[1, k] ∪ {v, w}). Since M[1, 1] is
a factor, there is a partial isometry u ∈M[1, 1] such that u∗u = vv∗ and uu∗ = ww∗.
Let q = vv∗ and a = vw∗u. Then
M[1, k + 1] = W ∗(M[1, k] ∪ {v, a}) , (10)
so
qM[1, k + 1]q =W ∗(qM[1, k]q ∪ {a}) . (11)
We will show that, with respect to the trace λ−1k+1τ↾qMq, a is a Haar unitary element
in qMq and the pair
qM[1, k]q, {a} (12)
is ∗–free.
For a subalgebra A ⊆M, let Ao = A ∩ kerE. We will also use the notation
Λo(S1, . . . , Sp) = {b1b2 · · · bn | n ∈ N, bj ∈ Sij , i1 6= i2, i2 6= i3, . . . , in−1 6= in}
for subsets S1, . . . , Sp of an algebra. Clearly, a is a unitary element of qMq. In order
to prove that a is a Haar unitary and that the pair (12) is ∗–free, it will suffice to
show Θ ⊆ ker τ , where Θ is the set of all words in
Λo((qM[1, k]q)o, {ak | k ∈ N} ∪ {(a∗)k | k ∈ N})
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having at least one occurrence of an ak or an (a∗)k. Let q′ = ww∗. By rewriting a =
vw∗u and a∗ = u∗wv∗, we find Θ ⊆ Φ, where Φ is the set of all words x = x1x2 · · ·xn
belonging to
Λo((qM[1, k]q)o ∪ qM[1, k]q′ ∪ q′M[1, k]q ∪ (q′M[1, k]q′)o, {vw∗, wv∗})
such that
• if xj−1 = wv
∗ and xj+1 = vw
∗, then xj ∈ (qM[1, k]q)
o
• if xj−1 = vw
∗ and xj+1 = wv
∗, then xj ∈ (q
′M[1, k]q′)o
• there is at least one occurrence of vw∗ or wv∗.
The subalgebra
B + spanΛo((p[1, k]R(1)p[1, k])o, (p[1, k]R(2)p[1, k])o)
is s.o.–dense inM[1, k]. Since q ∈ R(1) and q ≤ p1 with p1 a minimal projection in B,
Kaplansky’s density theorem can be used to show that every element of (qM[1, k]q)o
is the s.o.–limit of a bounded sequence in
(qR(1)q)o + span
(
Λo((p[1, k]R(1)p[1, k])o, (p[1, k]R(2)p[1, k])o)\(p[1, k]R(1)p[1, k])o
)
.
Similarly, every element of (q′M[1, k]q′)o is the s.o.–limit of a bounded sequence in
(q′R(2)q′)o + span
(
Λo((p[1, k]R(1)p[1, k])o, (p[1, k]R(2)p[1, k])o)\(p[1, k]R(2)p[1, k])o
)
,
and every element of qM[1, k]q′ ∪ q′M[1, k]q is the s.o.–limit of a bounded sequence
in
Cp1 + spanΛ
o((p[1, k]R(1)p[1, k])o, (p[1, k]R(2)p[1, k])o) .
Therefore, in order to show Φ ⊆ ker τ , it will suffice to show Ψ ⊆ ker τ , where Ψ is
the set of all words y = y1y2 · · · yn belonging to
Λo
(
Λo((p[1, k]R(1)p[1, k])o, (p[1, k]R(2)p[1, k])o) ∪ {p1}, {vw
∗, wv∗}
)
such that
• if yj−1 = wv
∗, yj+1 = vw
∗ and if yj ∈ R
(1), then yj ∈ (qR
(1)q)o
• if yj−1 = vw
∗, yj+1 = wv
∗ and if yj ∈ R
(2), then yj ∈ (q
′R(2)q′)o
• there is at least one occurrence of vw∗ or wv∗.
By using the inclusions
v∗(qR(1)q)ov ⊆ (R(1))o w∗(q′R(2)q′)ow ⊆ (R(2))o
v∗(p[1, k]R(1)p[1, k]) ⊆ (R(1))o w∗(p[1, k]R(2)p[1, k]) ⊆ (R(2))o
(p[1, k]R(1)p[1, k])v ⊆ (R(1))o (p[1, k]R(2)p[1, k])w ⊆ (R(2))o ,
we find Ψ ⊆ Λo((R(1))o, (R(2))o) ⊆ kerE ⊆ ker τ , where the second inclusion above
is by freeness of R(1) and R(2). This completes the proof that a is Haar unitary and
that the pair (12) is ∗–free.
We have, therefore, qM[1, k + 1]q ∼= qM[1, k]q ∗ L(Z). Beginning with M[1, 1] ∼=
L(F2) and using (10) and (11), it follows readily by induction on k that M[1, k] is
an interpolated free group factor with p1M[1, k]p1 ∼= L(Fs(k)), where s(k) = 1 +∑k
j=1(λj/λ1)
2, and that the inclusion p1M[1, k]p1 →֒ p1M[1, k + 1]p1 is a standard
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embedding of interpolated free group factors (see [5]). Refering to [5] when I = N
for the inductive limit of standard embeddings, we conclude p1Mp1 ∼= L(Fs′′), where
s′′ = 1+
∑
i∈I(λi/λ1)
2. The rescaling formula gives M∼= L(Fs) with s as in (9).
It will be convenient to state the special case of the theorem above which we will
need in the next section. Given integers k(n) ≥ 2 and ℓ(n) ∈ {1, 2, . . . , k(n) − 1},
(n ∈ N), we consider unital subalgebras Bn = C⊕Mℓ(n) ⊆Mk(n), where the summand
Mℓ(n) of Bn is a corner ofMk(n). We consider the W
∗–subalgebra B of the hyperfinite
II1–factor given by
B = ⊗
∞
n=1Bn ⊆ ⊗
∞
n=1Mk(n) = R .
Let αn = ℓ(n)/k(n). It is straightforward to show that B is type I with atomic center
if and only if
∑∞
n=1 αn <∞, and that then
B =
⊕
F⊆N
|F |<∞
Mm(f)
λF
,
where λF denotes the trace of a minimal projection in the summand Mm(F ) and
where, using the convention that the empty product is equal to 1, we have
m(F ) =
∏
n∈F
ℓ(n) , λF = λ
/∏
n∈F
k(n)(1− αn) ,
with λ =
∏∞
n=1(1− αn). Hence, letting τ denote the tracial state on R, we have
δ0(B, τ↾B) = 1−
∑
F⊆N
|F |<∞
λ2F
= 1− λ2
∞∏
n=1
(
1 +
(
1
k(n)(1− αn)
)2)
= 1−
∞∏
n=1
(
(1− αn)
2 +
1
k(n)2
)
.
Corollary 3.2. In the situation above, assuming
∑∞
n=1 αn <∞, we have R ∗B R
∼=
L(Ft), where
t = 1 +
∞∏
n=1
(
(1− αn)
2 +
1
k(n)2
)
. (13)
Hence, if p1 denotes the unit of Mℓ(1) (which is a projection in R of trace α1), then
the compression of R ∗B R by p1 is isomorphic to L(Fs), where
s = 1 +
(( 1
α1
− 1
)2
+
1
ℓ(1)2
) ∞∏
n=2
(
(1− αn)
2 +
1
k(n)2
)
.
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4. Construction of Popa Algebras
In this section we will construct Popa algebras that are weakly densely embedded in
prescribed interpolated free group factors. These factors will arise as in Corollary 3.2.
The construction is rather technical and hence we begin this section by describing
the abstract properties we are after.
Given 1 < s <∞ we will construct an inductive system
A(1)→ A(2)→ A(3)→ · · · ,
where each A(n) will be a full amalgamated free product of the following form:
A(n) ∼= ⊗np=1Mk(p)(C) ∗⊗np=1Bp ⊗
n
p=1Mk(p)(C).
The subalgebras Bp ⊂ Mk(p) will all be of the form Bp ∼= C ⊕ Mℓ(p), where the
summand Mℓ(p) is a corner of Mk(p). The sequences {k(p)} and {ℓ(p)} will be chosen
with care, as we will have to arrange the identity
s = 1 +
(( 1
α1
− 1
)2
+
1
ℓ(1)2
) ∞∏
n=2
(
(1− αn)
2 +
1
k(n)2
)
,
where αn = ℓ(n)/k(n).
Letting A denote the inductive limit of the sequence A(n) → A(n + 1) we will
then show, using a von Neumann algebra version of Elliott’s intertwining argument,
that A has a tracial state τ such that the von Neumann algebra generated by the
GNS representation is isomorphic to a (reduced) amalgamated free product of von
Neumann algebras, namely
πτ (A)
′′ ∼= ⊗¯
∞
p=1Mk(p) ∗⊗¯∞p=1Bp ⊗¯
∞
p=1Mk(p).
Finally, we will show that A is a Popa algebra and that if p1 ∈ A denotes the unit of
Mℓ(1) ⊂ B1 ⊂ A then the corner p1Ap1 is again a Popa algebra, denoted by As, which,
by Corollary 3.2, has a GNS representation isomorphic to L(Fs). Since As is simple,
this GNS representation gives an embedding of As as a weakly dense subalgebra of
L(Fs).
More formally, what follows is the main theorem of this section.
Theorem 4.1. For every 1 < s <∞ there exists an inductive system of C∗–algebras
A(1)→ A(2)→ · · · with inductive limit C∗–algebra A such that:
(1) A(n) is the full amalgamated free product C∗–algebra
A(n) =
(
⊗np=1 Mk(p)
)
∗⊗np=1Bp
(
⊗np=1 Mk(p)
)
,
where Bp = C ⊕Mℓ(p) ⊂ Mk(p) is a unital subalgebra with the summand Mℓ(p)
being a corner of Mk(p), for appropriately chosen integers k(p) and ℓ(p).
(2) Letting ρm,n : A(n) → A(m) (n ≤ m) denote the connecting maps in the
inductive system and pm ∈ Bm = C ⊕ Mℓ(m) be the unit of the summand
Mℓ(m), we have that each ρm,n is injective, [pm, ρm,n(x)] = 0 for all x ∈ A(n),
pmρm,n(x) ∈ Mℓ(m) ⊂ Bm for all x ∈ A(n) and, finally, for each x ∈ A(n),
‖x‖ = limm→∞ ‖pmρm,n(x)‖.
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(3) Letting αn = ℓ(n)/k(n), we have αn < 2
−(n+p), for some fixed integer p and
s = 1 +
(( 1
α1
− 1
)2
+
1
ℓ(1)2
) ∞∏
n=2
(
(1− αn)
2 +
1
k(n)2
)
.
(4) A is a Popa algebra generated by four self adjoint elements and there exists a
tracial state τ on A whose GNS representation generates a von Neumann algebra
πτ (A)
′′ ∼= ⊗¯∞p=1Mk(p) ∗⊗¯∞p=1Bp ⊗¯
∞
p=1Mk(p), (14)
isomorphic to the indicated amalgamated free product of von Neumann algebras,
taken with respect to the trace–preserving conditional expectations.
(5) Letting As = p1Ap1 we have that As is a Popa algebra such that πτ↾As (As)
′′ ∼=
L(Fs).
Proof. Fix 1 < s < ∞. Choose a rational number α1 = p(1)/q(1) < 1, with
p(1), q(1) ∈ N, such that
s + 1/4 < 1 + (1−
1
α1
)2 < s + 1/2.
Choose a natural number j(1) so large that
s+ 1/4 < 1 +
(
(1−
1
α1
)2 +
1
(p(1)j(1))2
)
< s+ 1/2.
Then let k(1) = q(1)j(1), ℓ(1) = p(1)j(1) and B1 = C⊕Mℓ(1) ∼= C⊕Mp(1)⊗Mj(1) ⊂
Mq(1) ⊗Mj(1) = Mk(1). (We choose this embedding to be unital and such that the
unit of Mℓ(1) is a projection in Mk(1) of trace α1 = p(1)/q(1).)
Let A(1) denote the full amalgamated free productMk(1)∗B1Mk(1). By Theorem 2.3,
A(1) is a residually finite dimensional C∗-algebra. Fix a sequence {a
(1)
m } which is dense
in the unit ball of A(1). Now let π˜1 : A(1)→Mt(1)(C) be a unital *-homomorphism
such that ‖π˜1(a
(1)
1 )‖ ≥ (1/2)‖a
(1)
1 ‖. Choose a rational number α2 = p(2)/q(2) < 1
such that
s+ 1/8 < 1 +
(
(1−
1
α1
)2 +
1
ℓ(1)2
)
(1− α2)
2 < s+ 1/4.
Choose a natural number j(2) so large that
s+ 1/8 < 1 +
(
(1−
1
α1
)2 +
1
ℓ(1)2
)(
(1− α2)
2 + (
α2
j(2)p(2)t(1)
)2
)
< s+ 1/4.
Define ℓ(2) = j(2)p(2)t(1), k(2) = j(2)q(2)t(1) and B2 = C ⊕Mℓ(2) ∼= C ⊕Mp(2) ⊗
Mt(1) ⊗ Mj(2) ⊂ Mq(2) ⊗ Mt(1) ⊗ Mj(2) = Mk(2). (We choose this embedding to be
unital and such that the unit of Mℓ(2) is a projection in Mk(2) of trace α2.)
Let A(2) be the full amalgamated free product Mk(1)⊗Mk(2) ∗B1⊗B2 Mk(1)⊗Mk(2).
We define a ∗-homomorphism ρ2,1 : A(1)→ A(2) by the mapping
x 7→ (1− p2)σ1(x)(1− p2)⊕ π1(x),
where σ1 : A(1) → A(2) is the canonical unital *-homomorphism (i.e. the natural
identificationMk(1)∗B1Mk(1)
∼= Mk(1)⊗1k(2)∗B1⊗1k(2)Mk(1)⊗1k(2) ⊂Mk(1)⊗Mk(2)∗B1⊗B2
Mk(1) ⊗Mk(2)), p2 is the unit of Mℓ(2) ⊂ A(2) and π1(x) = π˜1(x) ⊗ 1 ⊗ 1 ∈ Mt(1) ⊗
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Mp(2)⊗Mj(2) =Mℓ(2). Note that ρ2,1 is a unital *-monomorphism (it is not hard to see
that σ1 is injective) whose image commutes with p2 and such that p2ρ2,1(x) ∈ Mℓ(2)
for all x ∈ A(1).
Note also that if τ2 denotes the canonical free product tracial state on A(2) then
τ2(ρ2,1(1 − p1)(1 − p2)) = (1 − α1)(1 − α2). (This observation will be relevant later
on.)
The remainder of the construction recursively follows a similar pattern. Indeed, we
claim that following the pattern above one can choose rational numbers αn ∈ (0, 1)
and integers k(n) and ℓ(n) and one can construct algebras A(n) and injective ∗-
homomorphisms ρn+1,n : A(n) →֒ A(n+ 1) with all of the following properties.
Firstly, we have
A(n) =
(
⊗nm=1 Mk(m)
)
∗⊗nm=1Bm
(
⊗nm=1 Mk(m)
)
,
where
(a) Bm ∼= C⊕Mℓ(m);
(b) the inclusion Bm ⊂ Mk(m) is unital and is such that the unit of Mℓ(m) is a
projection in Mk(m) of trace αm;
(c) each αm is chosen so that the inequality
s+2−(m+1) < 1+
(
(1−
1
α1
)2+
1
ℓ(1)2
)(m−1∏
i=2
(
(1−αi)
2+
1
k(i)2
))
(1−αm)
2 < s+2−m
holds
(d) the positive integers ℓ(m) and k(m) (which are chosen after αm) have the prop-
erty that ℓ(m)/k(m) = αm and, moreover, satisfy the inequalities
s+ 2−(m+1) < 1 +
(
(1−
1
α1
)2 +
1
ℓ(1)2
) m∏
i=2
(
(1− αi)
2 +
1
k(i)2
)
< s+ 2−m.
Moreover, the connecting maps ρn+1,n : A(n)→ A(n + 1) are all of the form
x 7→ (1− pn+1)σn(x)(1− pn+1)⊕ πn(x),
where
(e) σn : A(n)→ A(n+ 1) is the canonical unital ∗-monomorphism, i.e. the natural
identification
⊗np=1Mk(p) ∗⊗np=1Bp ⊗
n
p=1Mk(p)
∼=
(
(⊗np=1Mk(p))⊗ 1k(n+1)
)
∗(⊗np=1Bp)⊗1k(n+1)
(
(⊗np=1Mk(p))⊗ 1k(n+1)
)
⊂ ⊗n+1p=1Mk(p) ∗⊗n+1p=1Bp ⊗
n+1
p=1Mk(p)
of full amalgamated free products;
(f) pn+1 is the unit of Mℓ(n+1) ⊂ Bn+1 ⊂ A(n + 1);
(g) πn : A(n) → Mℓ(n+1) is a unital ∗-monomorphism with the property that
‖πn(ρn,t(a
(t)
s ))‖ ≥ (1 − 2−n)‖a
(t)
s ‖, for all 1 ≤ s, t ≤ n − 1, where {a
(t)
s }s∈N is a
sequence which is dense in the unit ball of A(t) and ρn,t = ρn,n−1 ◦ · · · ◦ ρt+1,t :
A(t)→ A(n).
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To perform the induction step, assume that algebras A(1), . . . , A(n− 1) and con-
necting maps ρi+1,i : A(i)→ A(i+1), i ∈ {1, . . . , n−2}, have been constructed with
all the properties above. We will construct A(n) and the appropriate connecting map
ρn,n−1.
First, since by Theorem 2.3 A(n − 1) is residually finite dimensional, we can
find a finite dimensional representation π˜n−1 : A(n − 1) → Mt(n−1)(C) such that
‖π˜n−1(ρn−1,t(a
(t)
s ))‖ ≥ (1 − 2−n)‖a
(t)
s ‖ for all 1 ≤ s, t ≤ n − 1. Choose a ratio-
nal number αn = p(n)/q(n) < 1 satisfying the inequalities in (c) above. Choose a
natural number j(n) so large that when one defines ℓ(n) = j(n)p(n)t(n − 1) and
k(n) = j(n)q(n)t(n − 1) one gets the inequalities in part (d). The rest of the con-
struction proceeds along the lines of the case n = 2 treated above, in order that the
desired properties hold.
Now let A denote the inductive limit of the inductive system {A(n), ρm,n}. It is
clear from the construction that we have satisfied all of the statements in parts (1),
(2) and (3) of the theorem except for the inequalities claimed in part (3). Hence
parts (1), (2) and (3) will be complete as soon as we prove the following inequality:
αm < 2
−(m+p),
where p is some integer. Let p ∈ Z be such that s− 1 > 2(p+1) (since s > 1, such a p
exists). Letting
γm−1 =
(
(1−
1
α1
)2 +
1
ℓ(1)2
)m−1∏
i=2
(
(1− αi)
2 +
1
k(i)2
)
we have the inequalities s + 2−m < 1 + γm−1 < s + 2
−(m−1) and s + 2−(m+1) <
1+γm−1(1−αm)
2 < s+2−m. It follows that γm−1[1−(1−αm)
2] < 2−(m−1)−2−(m+1) <
2−(m−1). Since γm−1 > s− 1 > 2
p, for some integer p it follows that
αm(2− αm) < 2
−(m+p−1).
Since αm < 1 by construction, we replace p by p−1 and the inequality claimed above
is now immediate. We have thus shown that parts (1), (2) and (3) of the theorem
hold.
To prove parts (4) and (5) in the statement of the theorem, let us first observe
that both A = lim−→A(n) and As = p1Ap1 are Popa algebras. It is clear (from part (2)
of the theorem) that A is a unital C∗-algebra which satisfies the finite dimensional
approximation property which defines Popa algebras. Hence the only question is
whether or not A is simple. However, this also follows from part (2) of the theorem.
Indeed, if I ⊂ A is a non-zero ideal then we can find a non-zero element x ∈ A(n)∩ I
(identifying A(n) with its image in A and taking a sufficiently large n). Choosing
m large enough that 0 6= pmρm,n(x) ∈ Mℓ(m) ⊂ Bm we see that the ideal (of A(m))
generated by ρm,n(x) is all of A(m) since Bm is contained in a unital matrix subalgebra
of A(m). It follows that I = A and hence A is simple.
To see that As is also a Popa algebra, we only need to prove that As has the
right finite dimensional approximation property since As is clearly unital and simple
(being a corner of the simple C∗-algebra A). Note that As = lim−→ ρn,1(p1)A(n)ρn,1(p1)
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so to prove Popa’s approximation property for As it suffices to consider a finite
set F ⊂ ρn,1(p1)A(n)ρn,1(p1) for some n. Note that since pmρm,n(x) ∈ Mℓ(m) ⊂
Bm for all x ∈ A(n) (n < m) it follows that ρm,1(p1)pmBmpmρm,1(p1) ⊂ Mℓ(m)
is a non-zero finite dimensional subalgebra of As (again, identifying A(m) with its
image in A) with the property that its unit commutes with ρm,n
(
ρn,1(p1)A(n)ρn,1(p1)
)
for all n < m and compressing by this unit (i.e. ρm,1(p1)pm) maps any element of
ρm,n
(
ρn,1(p1)A(n)ρn,1(p1)
)
into this finite dimensional subalgebra. This is stronger
than the approximation property defining Popa algebras and hence we see that As is
also a Popa algebra.
We also claimed in (4) that A is generated by four self adjoint elements. To see
this, it suffices to show that A is generated by two UHF algebras since UHF algebras
are generated by two self–adjoint elements. (This last statement is well known to the
experts. A proof can be given as follows. Since C(X), the continuous functions on
the Cantor set X , is generated by a single self–adjoint element, it will suffice to show
that any UHF algebra is generated by two copies of C(X). If U = ⊗i∈NMm(i) then it
is not hard to see that U = C∗(C(X)1, C(X)2) where C(X)1 ∼= C(X)2 ∼= C(X) and
C(X)1 is generated by the minimal projections in the matrix algebras Mm(i), while
C(X)2 = C
∗({ui : ui ∈ Mm(i)}), where the ui’s are cyclic permutation matrices.)
However, since the connecting maps A(n) → A(n + 1) map the matrices which
generate A(n) into the matrices which generate A(n + 1), it is easy to see that A
contains two copies of the UHF algebra ⊗∞n=1Mk(n) and that these two UHF algebras
generate A.
Finally we are ready to tackle the problem of the GNS representation. The re-
mainder of the proof is very similar to the proof of Theorem 2.5.1 in [2]. To ease
notation we will, for the rest of the proof, identify each of the algebras A(n) with
its canonical image in A (recall that all the connecting maps are injective and hence
we have canonical embeddings Φn : A(n) →֒ A). Hence if x ∈ A(n), y ∈ A(m) and
n < m then when we write xy we really mean Φm(ρm,n(x)y).
First we need to define the correct trace on A. Let τn be the canonical free
product tracial state on A(n). (By the canonical free product tracial state we mean
τn = trk(1)···k(n) ◦ E˜n ◦ λn, where trk(1)···k(n) is the unique tracial state on ⊗
n
m=1Mk(m),
λn : A(n)→
(
⊗nm=1 Mk(m), En
)
∗⊗nm=1Bm
(
⊗nm=1 Mk(m), En
)
is the canonical quotient
mapping onto the reduced amalgamated free product C∗–algebra with respect to the
unique trk(1)···k(n)-preserving conditional expectation En : ⊗
n
m=1Mk(m) → ⊗
n
m=1Bm
and E˜n is the free product conditional expectation from the above reduced free prod-
uct C∗–algebra to ⊗nm=1Bm.) Extend each τn to a state γn ∈ S(A) on A. Let τ ∈ S(A)
be any weak-* cluster point of the sequence {γn}. It is easy to check that τ is actually
a tracial state on A and this is the trace that we will need.
Recall that pn denotes the unit of Mℓ(n) ⊂ Bn ⊂ A(n). Let qn = p
⊥
n = 1A − pn.
Note that since all the pn’s commute the same is true for all the qn’s. Hence for each
pair of natural numbers n ≤ m we can define a projection Q
(n)
m ∈ A(m) by
Q(n)m = qnqn+1 · · · qm.
We claim that the projections Q
(n)
m enjoy the following properties:
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(h) [Q
(n)
m , x] = 0 for all x ∈ A(n− 1).
(i) For fixed n, {Q
(n)
m } is a decreasing sequence (as m→∞) of projections in A.
(j) τ(Q
(n)
m ) = τm(Q
(n)
m ) = (1 − αn)(1 − αn+1) · · · (1 − αm) ≥
∏∞
k=n(1 − αk) → 1 as
n→∞.
(k) For all x ∈ A(n− 1) we have the identity
τm(Q
(n)
m x)
τ(Q
(n)
m )
= τn−1(x).
Statements (h) and (i) above are evident from the construction.
Statement (j) follows from the observation that Q
(n)
m sits inside a unital matrix
subalgebra of A(m) and hence all tracial states on A(m) agree on Q
(n)
m . Since
∑
αk <
∞, we easily get limn→∞
∏∞
n (1− αk) = 1.
Part (k) also follows from the construction since Q
(n)
m x = Q
(n)
m σm−1 ◦ · · · ◦ σn−1(x)
for all x ∈ A(n− 1) and m > n. Hence
τm(Q
(n)
m x) = τm(Q
(n)
m σm−1 · · ·σn−1(x))
= trk(1)···k(m)
(
E˜m(λm(Q
(n)
m σm−1 · · ·σn−1(x)))
)
= trk(1)···k(m)
(
λm(Q
(n)
m )E˜m(λm(σm−1 · · ·σn−1(x)))
)
= τm(Q
(n)
m )τm(σm−1 · · ·σn−1(x))
= τ(Q(n)m )τn−1(x),
for all x ∈ A(n− 1); the fourth equality above follows because
λm(Q
(n)
m ) ∈ 1⊗ · · · ⊗ 1⊗Bn ⊗ · · · ⊗ Bm
E˜m(λm(σm−1 · · ·σn−1(x))) ∈ B1 ⊗ · · · ⊗Bn−1 ⊗ 1 · · · ⊗ 1.
Now let πτ : A→ B(Hτ ) be the GNS representation and define projections Q
(n) ∈
πτ (A)
′′ by
Q(n) = (s.o.t.) lim
m→∞
πτ (Q
(n)
m ).
Note that this limit exists by (i) above.
We claim that the projections Q(n) have the following properties:
(l) Q(n) ∈ πτ (A(n− 1))
′.
(m) Q(1) ≤ Q(2) ≤ · · · and τ ′′(Q(n)) → 1 as n → ∞, where τ ′′ denotes the vector
trace induced by τ .
(n) For all x ∈ A(n− 1) we have the identity
τ ′′(Q(n)πτ (x))
τ ′′(Q(n))
= τn−1(x).
(o) For every x ∈ A(n−1) we haveQ(n)πτ (x) = Q
(n+1)πτ (qnx) = Q
(n+1)πτ (qnσn−1(x)).
Hence we have Q(n)πτ (A(n− 1)) ⊂ Q
(n+1)πτ (A(n)).
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Properties (l), (m) and (o) are immediate from the construction. To see property
(n), first note that it follows from property (k) that
lim
m→∞
τm(Q
(n)
m x) = τ
′′(Q(n))τn−1(x),
for all x ∈ A(n − 1). Hence it suffices to show that |τ(Q
(n)
m x) − τm(Q
(n)
m x)| → 0 as
m → ∞ (since τ ′′(Q(n)πτ (x)) = limm τ(Q
(n)
m x)). However, by construction, for any
y ∈ A(p) with ‖y‖ ≤ 1, we have |τp+1(ρp+1,p(y))− τp(y)| ≤ αp+1 and therefore
|τ(y)− τp(y)| ≤ lim sup
j→∞
|τj(ρj,p(y))− τp(y)| ≤
∞∑
j=p+1
αj → 0,
as p→∞.
Let
D =
(
⊗∞n=1 Mk(n)
)
∗⊗∞1 Bn
(
⊗∞n=1 Mk(n)
)
be the full amalgmated free product C∗–algebra and let γ be its canonical free product
trace, i.e. γ = (⊗∞1 trk(n)) ◦ E˜ ◦ σ, where ⊗
∞
1 trk(n) is the tracial state on the UHF
algebra ⊗∞n=1Mk(n), where σ : D→ D is the canonical quotient map onto the reduced
free product C∗–algebra
(D, E˜) =
(
⊗∞n=1 Mk(n), E
)
∗⊗∞1 Bn
(
⊗∞n=1 Mk(n), E
)
taken with respect to the⊗∞1 trk(n)–preserving conditional expectation E : ⊗
∞
n=1Mk(n) →
⊗∞1 Bn and where E˜ : D → ⊗
∞
1 Bn is the free product conditional expectation. Note
that the image of D under the GNS representation πγ associated to γ is isomorphic
to D, and hence generates a von Neumann algebra πγ(D)
′′ that is isomorphic to the
amalgamated free product of von Neumann algebras found in the RHS of (14).
We will use Elliott’s approximate intertwining argument in the context of von
Neumann algebras (see [2, Theorem 2.3.1]) to prove πτ (A)
′′ ∼= πγ(D)
′′. The C∗–
algebra D is the inductive limit of the system of ∗–monomorphisms A(1)
σ1→ A(2)
σ2→
· · · , where σn is the canonical embedding described in (e) above. Thus we regard
A(n) as a unital subalgebra of D. Let Dn = πγ(A(n)). Then Dn is a unital C
∗–
subalgebra of Dn+1, and the inculsion Dn →֒ Dn+1 is given by πγ(x) = πγ(σn(x)),
for x ∈ A(n). Moreover, ∪∞n=1Dn is weakly dense in πγ(D)
′′. On the other hand, let
Cn = Q
(n+1)πτ (A(n)). By par (l) above, Cn is a C
∗–algebra. By (o), we have the
nonunital inclusion Cn ⊆ Cn+1. From (m), it follows that ∪
∞
n=1Cn is weakly dense in
πτ (A)
′′. Consider φn : Cn → Dn and ψn : Dn → Cn+1 given by
φn(Q
(n+1)πτ (x)) = πγ(x) (x ∈ A(n)) (15)
ψn(πγ(x)) = Q
(n+2)πτ (σn(x)) (x ∈ A(n)). (16)
Note that (15) defines a ∗–homomorphism and, in fact, a ∗–isomorphism from Cn to
Dn because, given x ∈ A(n) and using (n), we getQ
(n+1)πτ (x) = 0⇔ τ
′′(Q(n+1)πτ (x
∗x)) =
0 ⇔ τn(x
∗x) = 0 ⇔ γ(x∗x) = 0 ⇔ πγ(x) = 0. On the other hand, given x ∈ A(n),
we have
φn+1(Q
(n+2)πτ (σn(x))) = πγ(σn(x)),
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which is the image of πγ(x) under the inclusion Dn →֒ Dn+1. Hence (16) defines
a ∗–monomorphism ψn and the composition φn+1 ◦ ψn is equal to the inclusion
Dn →֒ Dn+1. Finally, we have ψn ◦ φn(Q
(n+1)πτ (x)) = Q
(n+2)πτ (σn(x)), while by (o),
Q(n+1)πτ (x) = Q
(n+2)πτ (qn+1σn(x)) = πτ (qn+1)Q
(n+2)πτ (σn(x)), so invoking (j) we
get
‖ψn ◦ φn(Q
(n+1)πτ (x))−Q
(n+1)πτ (x)‖2 ≤ ‖1− πτ (qn+1))‖2 ‖Q
(n+1)πτ (x)‖
= αn+1‖Q
(n+1)πτ (x)‖,
where the 2–norm is with respect to τ ′′, and αn+1 → 0 as n→∞. Now [2, Theorem
2.3.1] can be used to convert φn and ψn into an isomorphism πτ (A)
′′ ∼= πγ(D)
′′,
proving part (4) of the theorem.
Keeping in mind that πγ(D)
′′ is isomorphic to the RHS of (14) and using Corol-
lary 3.2, we have πτ (A)
′′ ∼= L(Ft), where t is as in (13). Compressing proves part (5)
of the theorem.
Since As is a simple C
∗–algebra, the GNS representation πτ↾As gives an embedding
of the Popa algebra As as a weakly dense C
∗–subalgebra of the interpolated free
group factor L(Fs). We have therefore proved Property (I) from the introduction.
5. Approximately Finite Dimensional Traces
In this section we prove another technical result which will be needed for the proof
of the approximation properties in the next section. Namely, we will show that
the canonical free product traces τn on the algebras A(n) (notation as in the proof
of Theorem 4.1) are all weakly approximately finite dimensional in the sense of [2,
Definition 3.1] (see Corollary 5.5 below). For the proof, we will need a lifting result,
whose proof uses some preliminary lemmas.
Let M be a II1–factor with tracial state τ . Let ω be a free ultrafilter on N
and let πω : ℓ
∞(N,M) → Mω be the quotient map onto the ultraproduct of M.
Denote by τω the trace on M
ω gotten by taking τ at the limit as n → ω, and let
σn : ℓ
∞(N,M)→M be the evaluation map at the nth position: σn((ak)
∞
k=1) = an.
Lemma 5.1. Let a = a∗ ∈ M and let p = Ea([1/2,∞)) be the spectral projection of
a for the set [1/2,∞). Then
‖p− a‖2 ≤ 2‖a
2 − a‖2 . (17)
Proof. Let µ be τ of spectral measure of a. Then
‖p− a‖22 =
∫
R
(1[1/2,∞)(t)− t)
2dµ(t)
‖a2 − a‖22 =
∫
R
t2(1− t)2dµ(t) .
If t < 1/2 then t2 < 4t2(1 − t)2, while if t ≥ 1/2 then (1 − t)2 ≤ 4t2(1 − t)2; the
inequality (17) follows.
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Lemma 5.2. Let p, q ∈ Mω be projections, with p ≤ q. Suppose Q = (Qn)
∞
n=1 ∈
ℓ∞(N,M) is a projection such that πω(Q) = q and τ(Qn) = τω(q) for all n ∈ N.
Then there is a projection P = (Pn)
∞
n=1 ∈ ℓ
∞(N,M) such that P ≤ Q, πω(P ) = p
and τ(Pn) = τω(p) for all n ∈ N.
Proof. Let A = (An)
∞
n=1 ∈ ℓ
∞(N,M) be such that A∗ = A and πω(A) = p. Replacing
A with QAQ, we may assume An = QnAnQn for all n ∈ N. Let P
′
n = EAn([1/2,∞))
be the spectral projection. Then P ′ = (P ′n)
∞
n=1 is a projection in ℓ
∞(N,M), P ′ ≤ Q
and using Lemma 5.1 we get πω(P
′) = p. Hence limn→ω τ(P
′
n) = τω(p). For every
n ∈ N, let Pn ∈ M be a projection such that Pn ≤ Qn, τ(Pn) = τω(p) and either
Pn ≤ P
′
n or P
′
n ≤ Pn. Then limn→ω ‖Pn − P
′
n‖2 = 0 and the projection P = (Pn)
∞
n=1
is as required.
Lemma 5.3. Let v ∈ Mω be a partial isometry and suppose there are projections
P = (Pn)
∞
n=1 and Q = (Qn)
∞
n=1 in ℓ
∞(N,M) such that πω(P ) = v
∗v, πω(Q) = vv
∗
and τ(Pn) = τ(Qn) for every n ∈ N. Then there is a partial isometry V = (Vn)
∞
n=1 ∈
ℓ∞(N,M) such that πω(V ) = v, V
∗V = P and V V ∗ = Q.
Proof. Let B = (Bn)
∞
n=1 ∈ ℓ
∞(N,M) be such that πω(B) = v. Replacing B by
QBP , we may assume Bn = QnBnPn for all n ∈ N. Let Bn = Un|Bn| be the
polar decomposition. Let Fn = E|Bn|([1/2,∞)) be the spectral projection. Since
πω(|B|) = v
∗v, using Lemma 5.1 we get πω((Fn)
∞
n=1) = v
∗v. Thus πω((UnFn)
∞
n=1) = v.
Furthermore, since Fn ≤ U
∗
nUn, UnFn is a partial isometry. From Bn = QnBnPn we
obtain U∗nUn ≤ Pn and UnU
∗
n ≤ Qn. Thus Fn ≤ Pn and UnFnU
∗
n ≤ Qn. Let Wn ∈M
be a partial isometry such that W ∗nWn = Pn − Fn and WnW
∗
n = Qn − UnFnU
∗
n. Let
Vn = UnFn+Wn. Then V
∗
n Vn = Pn and VnV
∗
n = Qn. Since πω((Pn−Fn)
∞
n=1) = 0, we
find limn→ω(τ(Pn)−τ(Fn)) = 0 and therefore limn→ω ‖Wn‖2 = 0. Thus πω((Vn)
∞
n=1) =
v.
Proposition 5.4. Let A be a finite dimensional C∗–algebra and suppose α : A →
Mω is a unital ∗–monomorphism. Then there is a unital ∗–homomorphism α˜ : A→
ℓ∞(N,M) such that α = πω ◦ α˜ and τ ◦ σn ◦ α˜ = τω ◦ α for all n ∈ N. Furthermore,
if B ⊆ A is a C∗–subalgebra and if β˜ : B → ℓ∞(N,M) is a ∗–homomorphism such
that πω ◦ β˜ = α↾B and τ ◦σn ◦ β˜ = τω ◦α↾B for all n ∈ N, then the ∗–homomorphism
α˜ above can be chosen so that α˜↾B = β˜.
Proof. We assume the existence of B and the ∗–homomorphism β˜, since otherwise
we can take B = C1. Let D ⊆ A be a maximal abelian subalgebra of A such that
D∩B is a maximal abelian subalgebra of B. By successive application of Lemma 5.2
to minimal projections of D, we can find a ∗–homomorphism γ˜ : D → ℓ∞(N,M),
such that πω ◦ γ˜ = α↾D, γ˜↾D∩B = β˜↾D∩B and τ ◦ σn ◦ γ˜ = τω ◦ α↾D for all n ∈ N.
We will select some partial isometries v1, . . . vl ∈ A whose domain and range pro-
jections are minimal projections in D such that any choice of partial isometries
v˜1, . . . , v˜l ∈ ℓ
∞(N,M) satisfying
∀i ∈ {1, . . . , l} πω(v˜i) = vi, v˜
∗
i v˜i = γ˜(v
∗
i vi), v˜iv˜
∗
i = γ˜(viv
∗
i ) (18)
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uniquely determines a ∗–homomorphism α˜ : A → ℓ∞(N,M) satisfying α˜(vi) = v˜i,
α˜↾B = β˜ and α˜↾D = γ˜. Once these partial isometries v1, . . . , vl have been found,
the existence of v˜1, . . . , v˜l satisfying (18) is guaranteed by Lemma 5.3, and the ∗–
homomorphism α˜ will have been constructed.
Let q1, . . . , qm ∈ D ∩ B be a maximal family of minimal projections in B that
are pairwise inequivalent in B. For each i ∈ {1, . . . , m}, let pi ∈ D be a minimal
projection in A such that pi ≤ qi. Let n(i) = dim qiD and let wi,2, . . . , wi,n(i) be
partial isometries in A such that w∗i,jwi,j = pi and qi = pi +
∑n(i)
j=2wi,jw
∗
i,j. let
R1, . . . , Rm′ be the equivalence classes of the set {p1, . . . , pm} under the relation
of Murray–von Neumann equivalence. Select a single element pik from each Rk, let
n′(k) = |Rk| and let w
′
k,2, . . . , w
′
k,n′(k) be partial isometries inA such that (w
′
k,j)
∗w′k,j =
pik and Rk = {pik} ∪ {w
′
k,j(w
′
k,j)
∗ | 2 ≤ j ≤ n′(k)}. Now letting v1, . . . , vl be an
enumeration of the set
{wi,j | 1 ≤ i ≤ m, 2 ≤ j ≤ n(k)} ∪ {w
′
k,j | 1 ≤ k ≤ m
′, 2 ≤ j ≤ n′(k)} ,
this collection of partial isometries has the desired property.
Corollary 5.5. Let A ∼= Mn(C) be a finite dimensional matrix algebra, B ⊂ A be
a unital subalgebra and A ∗B A denote the full amalgamated free product of A with
itself. Then the canonical free product trace τ on A ∗B A is weakly approximately
finite dimensional; i.e. there exists a sequence of unital, completely positive maps
φk : A∗BA→Mm(k) such that ‖φk(ab)−φk(a)φk(b)‖2 → 0 and trm(k) ◦φk(a)→ τ(a),
for all a, b ∈ A ∗B A, where trm(k) denotes the normalized trace on Mm(k) and ‖ · ‖2
the induced 2-norm.
Proof. The canonical free product trace τ on A ∗B A is defined as τ = trn ◦ E˜ ◦
π where π : A ∗B A → (A,E) ∗B (A,E) is the canonical quotient mapping onto
the reduced amalgamated free product with respect to the trn-preserving conditional
expectation E : A → B and E˜ is the free product conditional expectation on the
reduced amalgamated free product C∗–algebra.
Since (A,E) ∗B (A,E) embeds into an interpolated free group factor (in a trace
preserving way), by Theorem 3.1, and since interpolated free group factors all embed
into the ultrapower of the hyperfinite II1 factor, R
ω, it follows that we can find a
unital ∗-homomorphism α : A∗BA→ R
ω such that τω ◦α = τ , where τω is the tracial
state on Rω.
It suffices to show that the ∗-homomorphism α lifts to a ∗-homomorphism β :
A ∗B A → l
∞(N, R) (i.e. πω ◦ β = α). Indeed, given such a β, one can compose
the homomorphisms σn ◦ β : A ∗B A → R with conditional expectations onto larger
and larger matrix subalgebras of R to get the required maps φk. (Recall that σn :
l∞(N, R)→ R is defined by σn((xi)i∈N) = xn.)
However, the existence of the desired ∗-homomorphism β is guaranteed by Propo-
sition 5.4 and the proof is complete.
6. Approximation properties for the dense Popa algebras
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Theorem 6.1. For 1 < s < ∞, consider the interpolated free group factor L(Fs)
with tracial state τ and let L(Fs) ⊂ B(H) be the corresponding GNS representation.
Then the finitely generated, weakly dense Popa algebra As ⊂ L(Fs) constructed in §4
has the following properties:
(1) There exists a (non-normal) state ϕ ∈ S(B(H)) on B(H) such that ϕ↾As = τ↾As
and As ⊂ B(H)ϕ := {T ∈ B(H) : ϕ(TS) = ϕ(ST ), ∀S ∈ B(H)}.
(2) There exists a sequence of finite rank projections P1, P2, . . . such that
(a)
‖[Pn, a]‖HS
‖Pn‖HS
→ 0,
(b)
< aPn, Pn >HS
< Pn, Pn >HS
→ τ(a),
for all a ∈ As, where < ·, · >HS (resp. ‖·‖HS) denotes the Hilbert-Schmidt inner
product (resp. norm) on finite rank operators.
(3) There exists a sequence of unital, completely positive maps φn : As → Mk(n) such
that ‖φn(ab) − φn(a)φn(b)‖2 → 0 and trk(n) ◦ φn(a) → τ(a), for all a, b ∈ As,
where trk(n) denotes the unique normalized trace on the k(n) × k(n)-matrices
and ‖ · ‖2 denotes the induced 2-norm.
(4) There exists an idempotent, unital, completely postive map Φ : B(H) → L(Fs)
such that Φ(a) = a for all a ∈ As. (Hence Φ(B(H)) is a weakly dense, injective
operator sub-system of L(Fs).)
Proof. Kirchberg (building on the celebrated work of Connes [4]) has shown that the
four properties are equivalent (cf. [2, Theorem 3.6]). We will show part (4).
It will again be convenient to identify each of the algebras A(n) with their images
in the algebra A used in the proof of Theorem 4.1. Recall also that As = p1Ap1 for
a projection p1 ∈ A(1) ⊂ A and that there exist projections Q
(n+1) ∈ L(Fs) ∩ A(n)
′
such that the weak closure of Q(n+1)A(n) is naturally isomorphic to πτn(A(n))
′′ (see
part (p) in the proof of Theorem 4.1).
Since Corollary 5.5 tells us that τn is a weakly approximately finite dimensional
trace on A(n) it follows that we can find a completely positive map Φn : B(H) →
Q(n+1)A(n)′′, where A(n)′′ denotes the weak closure of A(n) in L(Fs), such that
Φn(x) = Q
(n+1)x for all x ∈ A(n) (see [2, Theorem 3.6]). Taking any cluster point,
in the topology of pointwise weak convergence, of the maps {Φn} we get a unital,
completely positive map Φ : B(H)→ L(Fs) such that Φ(a) = a for all a ∈ As. One
then replaces Φ with an idempotent such map by [1, Theorem 2.1] and the proof is
complete.
We conclude this paper with a few remarks regarding Theorem 6.1. First of all,
none of the properties (1)–(4) hold if As is replaced by L(Fs), because the interpolated
free group factors are not hyperfinite. Indeed, in this setting, each of the properties
(1) - (4) in Theorem 6.1 actually characterizes the hyperfinite II1 factor – i.e. R is
the unique II1 factor which can be placed inside the centralizer of a state on B(H)
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(property (1)) and is the unique II1 factor satisfying Connes’ Følner type condition
(property (2)) and so on.
Secondly, as remarked in the introduction, property (4) shows that free group
factors have the weak expectation property of Lance [11] relative to As.
Finally, properties (1) - (4) are almost never enjoyed by any sort of reduced free
product C∗-algebra (taken with its GNS representation). More precisely, no C∗-
algebra B which contains a unital copy of the reduced group C∗-algebra C∗r (F2)
has a weakly approximately finite dimensional tracial state, which is the property
described in (3). This is the case since existence of such a trace clearly passes to
subalgebras and it is known that C∗r (F2) has none (see [2, Example 3.13]).
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