Feature selection seeks a curated subset of available features such that they contain sufficient discriminative information for a given learning task. Online streaming feature selection (OSFS) further extends this to the streaming scenario where the model gets only a single pass at features, one at a time. While this problem setting allows for training high performance models with low computational and storage requirements, this setting also makes the assumption that there is a fixed number of samples, which is often invalidated in many real-world problems. In this paper, we consider a new setting called Online Streaming Feature Selection with Streaming Samples (OSFS-SS) with a fixed class label space, where both the features and the samples are simultaneously streamed. We extend the state-of-the-art OSFS method to work in this setting. Furthermore, we introduce a novel algorithm, that has applications in both the OSFS and OSFS-SS settings, called Geometric Online Adaptation (GOA) which uses a graph-based class conditional geometric dependency (CGD) criterion to measure feature relevance and maintain a minimal feature subset with relatively high classification performance. We evaluate the proposed GOA algorithm on both simulation and real world datasets highlighting how in both the OSFS and OSFS-SS settings it achieves higher performance while maintaining smaller feature subsets than relevant baselines. * S. Yasaei Sekeh is with School of Computing and Information Science at
Introduction
Feature selection is a long standing branch of machine learning that deals with retaining a small but highly informative subset of features for a dataset (Tibshirani 1996; Kohavi and John 1997; Dash and Liu 2003; Yu and Liu 2003) . Online streaming feature selection (OSFS), a relatively new branch, further extends the problem domain to cases where, under the assumption that the number of data samples is fixed, a model has only one pass at features, Here, F i references the feature index. An extended example is provided at the end of supplementary materials.
which are available one at a time. OSFS is important since a parsimonious subset of features allows for the fast training of models that maintain high predictive performance with lower computational and storage requirements (Wu et al. 2013) . However, in real-world situations that inspired the creation of this problem, e.g., real-time object tracking in computer vision or mobile image processing, the fixed sample assumption is often invalidated due to high throughput or limited memory requirements. In this work, we introduce Online Streaming Feature Selection with Streaming Samples (OSFS-SS) for multi-class classification problems, where both features and samples are simultaneously streamed to the learner. Under the proposed OSFS-SS setup we consider four dis-tinct scenarios ( Fig. 1 ):
• Scenario A : Traditional OSFS setting, where at each time step t i , only one new coming feature F i for all samples in the dataset is observed.
• Scenario BI : At time step t i , only one new coming feature F i along with associated samples {x 1 , x 2 , . . . , x M } is observed. The number of samples at each time step are equal.
• Scenario BII : At time step t i , only one new coming feature F i along with associated samples {x 1 , x 2 , . . . , x Mi } is observed. However, the number of samples across different time steps is not equal.
• Scenario BIII : This scenario is an extended version of Scenario I where we may observe the same feature F i for more than one time step.
Prior literature considers feature selection under the conditions of streaming features and samples as two distinct tasks. Feature selection with streaming samples assumes the availability of all features at each time step and seeks to learn weighted subsets that mimic the distribution of the true data matrix ((Li et al. 2016) and (Liu et al. 2019) ). OSFS, the more well established among them, began with the accumulation of features by dynamic thresholding of a p-statistic (Zhou et al. 2005) . However, to avoid a large collection of feature more recent methods use feature relevancy and redundancy to prune and maintain small subsets of features (Wu et al. 2013 ). In the multi-class classification setting SAOLA (Yu et al. 2014) , one of the top performing algorithms for OSFS, extended these concepts of redundancy and relevancy while using standard mutual information (MI) (Cover and Thomas 1991) measures to evaluate intra-feature dependencies. We further extend SAOLA to work with streaming samples by adding a module that selects the most informative data stream for a given feature and use it as a baseline. However, the drawbacks of SAOLA are: (1) They consider non-streaming samples, (2) the correlation bound threshold δ ∈ [0, 1] is an artificial constraint given that standard MI does not necessary vary in this range and this encodes an inconsistency during hyper-parameter tuning, and (3) they estimate MI using the histogram method which is inaccurate compared to other existing estimators (Pál, Póczos, and Szapesvári 2010; Moon et al. 2017) .
To overcome these issues and improve upon existing methods, we propose Geometric Online Adaptation (GOA), a novel algorithm for multi-class recognition using a graphbased MI measure ) that operates under OSFS and OSFS-SS settings. This results in an online non-parametric algorithm whose advantages are, (1) the use of a two step comparison process as opposed to SAOLA which uses three, in the evaluation of class relevancy and redundancy for each incoming feature, (2) the use of only one parameter δ in range [0, 1] which results in true upper-bounds for hyper-parameter tuning and simplifies the tuning process, (3) our algorithm uses the dependency measure, CGD which is estimated directly using the global Friedman-Rafsky (FR) multivariate run test statistic constructed by a global minimal spanning tree (MST) . This estimator is known to improve the computational tractability in multiclass classification problems with higher accuracy than the histogram based MI estimator. Finally, we show that our GOA algorithm outperforms other online streaming feature selection algorithms under all scenarios.
The rest of the paper is organized as follows, Section 2 briefly reviews related work on feature selection with streaming features and samples. Section 3 reviews the conditional non-parametric dependency criterion named conditional geometric dependency (CGD) measure from , proves the existence of an optimal feature subset and outlines the GOA approach. Section 4 is dedicated to the simulation studies and experiments on big real-world data streams. Finally, Section 5 concludes the paper.
Related Work
Feature selection under the context of streaming features and samples is a close approximation to real-world scenarios and poses a significantly more difficult problem than previous feature selection paradigms. With no known method to tackle this issue, we default to reviewing feature selection methods with streaming samples and online streaming feature selection methods with fixed samples and the CGD measure as the closest relevant topics.
An important goal of feature selection from streaming samples is to approximate missing data distributions using a subset of features selected (Li et al. 2016; Liu et al. 2019) . Taking it a step further, unsupervised methods use low-rank approximations as a matrix completion mechanism to improve/match performance (Huang, Yoo, and Kasiviswanathan 2015) . (Shao et al. 2016 ) used a clustering alternative to simple low-rank approximations for unsupervised feature selection in streaming multi-view data. However, the key difference between our proposed OSFS-SS and the above methods is they can take multiple passes over the data and assume that all features are available throughout the training process. OSFS-SS allows only a single pass over features and samples.
Among works that span OSFS, Alpha-investing forms one of the earliest methods which dealt with streaming feature selection by dynamically adjusting a threshold on the pstatistic for new features to enter the model and control the false discovery rate, (Zhou et al. 2005) . Since it does not measure feature relevancy or redundancy, there was a strong potential to accumulate features. OSFS and its faster adaptation, Fast-OSFS, (Wu et al. 2010) were developed to use the markov blanket concept, feature relevancy and redundancy to solve streaming feature selection. The concept behind Fast-OSFS is the breakup of online redundancy analysis into two steps of inner-redundancy and outer-redundancy. The algorithm proposed in this study was evaluated on a large scale using multidimensional datasets, (Wu et al. 2013) .
A more recent approach, SAOLA (Yu et al. 2014) , is derived from a lower bound of correlations between features using pairwise comparisons. It was followed by a set of pairwise online comparisons for maintaining the parsimonious online model over a longer duration. In (Eskandari and Javidi 2016) a new algorithm called OSNRRSAR-SA was proposed to resolve online streaming feature selection from the rough sets (RS) perspective. This algorithm adopts a Rough sets-based approach on feature significance to remove non-relevant features. A survey of feature selection approaches with more detailed descriptions of each method is provided in (AlNuaimi et al. 2019) and (Tang, Alelyani, and Liu 2014) .
In the multi-class classification context, the CGD measure is used at the core of our proposed GOA method to determine relevancy between features. The use of similar graphbased measures and its advantages in multi-class classification problems have been studied in (Yasaei Sekeh, Oselio, and Hero 2018) and in nonstreaming settings. Further, in it has been shown that in the multi-class classification setting the conditional geometric mutual information between features, given class label variables as a relevancy measure outperforms several feature selection baselines.
OSFS Algorithms For Data Streams

Review of CGD
In this subsection we recall the conditional geometric dependency measure proposed in denoted by G ρ to evaluate dependencies between features given class label C.
Definition:(Conditional Geometric Dependency) Let X and Y be two given features with joint probability density function f (x, y). Consider class label variable C taking values in {1, 2 . . . , m}. Let p i = P (C = i) for i = 1, . . . , m such that m i=1 p i = 1. Then the conditional geometric dependency measure G ρ := G ρ (X, Y |C) is given by
where η ij is the following measure based on joint probability densities f (x, y) and π(x, y):
( 2) and
are the conditional distribution of conditional random variable X, Y |C = i, X|C = i, and Y |C = i respectively. G ρ Estimator: Following arguments in and , in this paper we employ a graph-based estimation of G ρ denoted by G ρ . This estimator is computed by the global Friedman-Rafsky (FR) multivariate run test statistic constructed using a global minimal spanning tree (MST). This approach results in an efficient and fast non-parametric implementation of conditional geometry dependency estimation.
GOA for Streaming Samples
OSFS-SS Setup Given class label C, a new incoming feature F i , a threshold δ ∈ [0, 1], the selected feature set at time t i−1 , S * ti−1 , and the current time step t i , the observed streaming sample matrix with feature set S * ti−1 ∪ F i at time t i is A ti .
Our proposed geometric online adaptation (GOA) approach (Alg. 1) for online streaming feature selection functions with streaming samples in Scenario BI is described below. The algorithm can be extended to the two other streaming Scenarios BII and BIII by selecting the streaming sample matrix that has the highest G ρ (F i ; X|C) for an incoming
Note that S ti is still not the selected subset of features at time t i and requires to be investigated more.
• If F i is merged in S * ti−1 , the selected feature set S * ti is computed. For this, the set S * ti−1 is updated based on the relationship between F i and features in S * ti−1 . Given
This is because feature Z does not increase the predictive capability.
• These steps are repeated for each new incoming feature with new samples.
In the proposed GOA method the criterion G ρ (F i ; X|C) ≥ δ can be motivated as follows: Given conditional geometric mutual information (MI) I(F i ; X|C) proposed in and the fact that
ti−1 does not improve subset S * ti−1 in terms of prediction accuracy because F i and class label variable C are independent. This result is stated in the next Subsection 3.2.
Theoretical Analysis
Given class variable C and features X and F i , the theorem below shows the existence of a lower bound for I(F i ; X|C) when I(F i ; C|X) = 0. The proof sketch is provided here but the longer version of the proof is given in the Supplementary Material.
Algorithm 1 The GOA Algorithm with Streaming Sample Input: F i : predictive feature; C: the class labels, 0 ≤ δ ≤ 1: a relevance threshold; S * ti−1 : the selected feature set at time t i−1 ; S * ti : the selected feature set at time t i ; n ti : the number of sample at time t i ; A ti : the observed streaming sample matrix with feature set S * ti−1 ∪ F i at time t i ; 1: Repeat 2: Get a new sample A ti at time t i , which includes a new feature F i ; 3:
for features Z, X ∈ S * ti−1 , Z = X compute 4:
then Discard F i and go to Step 11 7:
then S * ti = S * ti − Z 11: until no features and sample are streaming; Output: S * ti : the selected feature set Theorem 3.1 Given the current feature subset S * ti−1 at time t i−1 and a new feature F i at time t i , if ∃X ∈ S * ti−1 , such that I(F i ; C|X) = 0 then I(F i ; X|C) ≥ δ, where δ ∈ (0, 1). Proof Sketch: The following two lemmas are required to prove Theorem 3.1: Lemma 3.2 Let S * ti−1 be current feature subset at time t i−1 and F i denotes the new feature at time t i . For X ∈ S * ti−1 , we have
(3) Lemma 3.3 As in Lemma 3.2 with the current feature subset S * ti−1 at time t i−1 and a new feature
then ∃δ ≥ 0 such that
Now, by combining (3) and (5) we derive our claim in Theorem 3.1 i.e. I(F i ; X|C) ≥ δ. Next, one can intuitively infer the following conjecture. Conjecture: Given the current feature subset S * ti−1 at time t i−1 and a new feature F i at time t i , if ∃X, Z ∈ S * ti−1 , X = Z such that I(F i ; C|Z) = 0 and I(F i ; C|X, Z) = 0 then we have I(F i ; Z|C) ≥ I(X; Z|C). Further discussion on this is provided in supplementary material.
SAOLA for Streaming Samples
The work closest in structure to our proposed GOA algorithm is SAOLA (Wu et al. 2013) . Apart from using standard mutual information, this approach was designed with the assumption that the number of samples was fixed. To ensure a fair comparison to GOA under OSFS-SS we extend SAOLA to work with streaming samples, as shown in Alg. 2. Given a stream of data A ti , I denotes a histogram estimator for standard MI.
The main distinction between the original and extended version of SAOLA is the selection of the data stream with the largest MI corresponding to the class variable, C. This method is key to filtering out the most informative stream of data among multiple streams corresponding to the same feature. Once the data block is selected, the extended SAOLA algorithm functions similarly to the original.
Algorithm 2 The SAOLA Algorithm with Streaming Sample Input: F i : predictive feature; C: the class labels, 0 ≤ δ ≤ 1: a relevance threshold; S * ti−1 : the selected feature set at time t i−1 ; S * ti : the selected feature set at time t i ; n ti : the number of sample at time t i ; A ti : the observed streaming sample matrix with feature set S * ti−1 ∪ F i at time t i ; 1: Repeat 2: Get a new sample A ti at time t i , which includes a new feature 
Experiments
Feature selection given streaming samples and features is a relatively new problem domain with minimal previous work.
In an effort to provide more comparable baselines and explore the strengths of our proposed GOA algorithm we di- (Yu et al. 2014) . Each of these methods outputs their selected feature subsets which are then used by two multi-class classification methods, KNN and linear SVM, to predict the testing accuracy.
Tuning Threshold δ: To ensure fair performance comparisons across baselines and datasets we chose to constrain our algorithm to always use δ values that correspond to smaller feature subsets than the baseline against which GOA is being compared. More specifically, we perform a grid search of δ and select the case which corresponds to the highest accuracy when the selected number of features is lower than or equal to the number of features selected by the baseline being compared against. In case GOA does not select a lesser number of features than the baseline, we select the hyperparameter which corresponds to closest number of features greater than the baseline.
Simulation Study: For our first experiments on OSFS, we setup simulations to formulate a multi-class classification problem using samples from multivariate Gaussian distributions. Class mean's are randomly selected from a hypersphere of radius 2 units. Multivariate Gaussian distributions with the same randomly generated covariance matrix, Σ, are centered over each class mean. We perform three studies to measure the impact of, 1) sample size per class, 2) dimensionality, and 3) number of classes on the performance of streaming feature selection baselines.
Real-world Datasets: To illustrate the potency of our proposed approach we perform a pairwise comparison against baselines over real-world datasets. Apart from the standard datasets used in literature, we use deep learning features for the image and video datasets. We note that the deep learning features were extracted from the second last layer in ResNet50 , which was initialized with ImageNet pre-trained weights. Table 1 lists the realworld datasets WDBC (Mangasarian and Wolberg 1990), MFEAT (van Breukelen et al. 1998) , Fashion MNIST (Xiao, Rasul, and Vollgraf 2017) , MNIST (LeCun et al. 1998 ), Madelon (Guyon et al. 2005 , GESTURE (Madeo, Lima, and Peres 2013), KTH (Laptev, Caputo, and others 2004) and CIFAR 10 (Krizhevsky and Hinton 2009), and their key characteristics. We note that the deep features of KTH were further reduced using PCA to match a smaller number of dimensions to enable streaming while CIFAR-10's features were reduced from 512 to 310 based on a 40% sparsity constraint.
OSFS -Fixed Sample
Simulation Results: In the first case, we work with a 10class classification problem where drawn samples are of size d = 10 and vary the total number of samples per class from 100 to 1000. In Fig. 2 we observe that GOA outperforms SAOLA and as the sample size increases, GOA's average accuracy improves across both SVM and KNN classifiers. This is because the G ρ estimation algorithm becomes more accurate with increasing sample size. However, when varying the dimensionality of features, GOA's accuracy drops slightly since for higher dimensions G ρ becomes less accurate. Finally, the figure on the right side of Fig. 2 shows that GOA is comparable to SAOLA for a variable number of classes m = {3, 5, . . . , 20} across both classifiers.
Real-world Data Results: To ground GOA's performance against available OSFS baselines we compare their performance on real-world datasets. Table 2 summarize the prediction accuracy of Alpha-investing against GOA, Fast-OSFS against GOA, and finally SAOLA against GOA respectively. We validate that GOA outperforms all the baselines in terms of prediction accuracy across both classifiers across most datasets. Fig. 3 shows the number of selected features across all four algorithms (the table is provided in Supplementary Material). Alpha-investing selects, relatively, the most features but is still not able to compete with GOA. This is because Alpha-Investing never evaluates the redundancy of selected features and continues to accumulate features that could lead to many confounding factors. The advantage of using GOA is that it selects a very small number of features, oftentimes as low as 1, via the elimination of redundant features, while showcasing higher predictive performance. This means that GOA identifies the most informative features for each class variable and therefore the classification on test data is more accurate. It is interesting to note that GOA performs well regardless of the kind of feature set used, standard or deep. However, we observe that for some datasets GOA is less accurate than Alpha-investing using the SVM classifier, however the difference in terms of accuracy is not large when compared to the difference in the number of features selected (for instance in GESTURE it is 14 vs 3). 
OSFS -Streaming Sample
The more general and fluid case for which GOA is applicable in real-world problems involves the streaming of both samples and features.
Real-world Data Results: Table 3 clearly highlights the improvement in performance when using GOA as compared to the modified SAOLA algorithm on real-world datasets. Compared to OSFS, we observe that GOA alters its behaviour with variable or smaller size data blocks, specifically for deep features. In results from Scenario BI, the expected behaviour of GOA selecting lesser than or equal to the number of features in SAOLA is matched. However, in scenarios BII and BIII, GOA defaults to selecting a slightly larger number of features as opposed to modified SAOLA. This is clearly illustrated from the results for CIFAR-10, where the number of selected features for GOA are 4, 8 and 18 while SAOLA defaults to a lower number of features, 4, 2 and 4, while maintaining lower performance. A similar variation is observable in results for the KTH dataset. Note: Due to sample size and feature cardinality restriction on deep features, we only consider Scenarios BI & BII while Scenario BIII is not applied.
Visualization
Finally, in this section we visualize the PCA components selected by GOA ( Fig. 4) and extended SAOLA (Fig. 5 ) in scenario BII from the Fashion MNIST dataset. There are four principal components that remain commonly selected between both algorithms, 1,2,5 and 23. Interestingly, GOA's performance surpasses extended SAOLA even though the number of highly weighted principal components in extended SAOLA is larger, as shown in Figs. 4 and 5. This interesting outcome further supplements our claim that the features selected by GOA, under the comparison criterion used in the experiments, are more informative than those selected by baselines. 
Conclusion
In this paper we (a) Introduce three new streaming scenarios by extending OSFS to streaming samples (b) Propose a novel algorithm based on feature relevance for the identification of high accuracy online feature subsets in an online feature streaming selection paradigm with streaming samples via the utilization of the graph-based conditional geometric dependency measure and (c) Extend SAOLA to work in the OSFS-SS setting. We show how GOA consistently out-performs baselines in both the original OSFS and extended OSFS-SS settings while maintaining equivalent or smaller subsets of features across a variety of real world datasets. In future work, we wish to extend these methods to work on high-dimensional datasets with lower runtime. Figure 6 : An illustration of the setup used to in OSFS and OSFS-SS experiments to stream features and samples.
