Abstract. In this paper we investigate the quadratic model
1. The quadratic model. The starting point for the Shanks transformation is that, given a sequence {u k } k∈Z + , we construct the function Having fixed n, we stipulate that G [n] (1) = u n . Thus, and, since we want the coefficients to be independent of {u k } k∈Z + , we stipulate α n,n = 1 and for order p. We know that the matrix C cannot be p × p, it has to be larger. In the following proposition we will prove that for N = p(p + 3)/2, the smallest matrix C satisfying (3.2) is (N + 1) × (N + 1). A lemma is required first.
Lemma 3.1. Let C be a symmetric matrix, and
If a(q j , q i ) = 0, 1 ≤ i ≤ j, i and j are relatively prime, then (t i − s j )|a(t, s).
Proof. Let us consider the coefficients a k, of a(t, s). Since
every coefficient of q jk+i has to be zero for 0 ≤ k ≤ K, 0 ≤ ≤ K. That means, using the fact that gcd(i, j) = 1 (hence each coefficient appears only in one equation) that a k, + a k−i, +j + a k−2i, +2j + . . . + a k−ui, +uj = 0, where all subscripts are bounded by 0 and K. Notice that there are complex numbers
Substituting t = 1 and s = 1 we get
One of (a m + b m )s must be zero and, without loss of generality, we assume that it is the first. Hence a 1 = −b 1 (notice that also a 1 could be zero) and
Let u, v be integers such that 0 ≤ K − vi < i and 0 ≤ K − uj < j, respectively. We deduce that (the second sum being unique, because of gcd(i, j) = 1)
where if a subscript of a k, is > K, then the a k, in question is defined to be zero.
Proposition 3.2. Let N p := p(p + 3)/2. The smallest C satisfying the system of equations
. Furthermore, let C Np be the smallest C corresponding to p, then we can construct C Np from C Np−1 according to the following prescription.
where p ≥ 2 and O i×j is a zero matrix of order i × j. Furthermore,
Proof. We proceed by induction. By direct calculation, q
Hence q T 1 C Np q i = 0, for i = 1, 2, . . . , p and any positive integer p.
To prove that N p is the smallest number such that there is at least one non-trivial C satisfying (3.2), we write S = [1, s, . . . , s n ] T and
Then by our assumption
Hence, by the Lemma 3.1, (s − q i )|b p (q, s), i = 1, 2, . . . , p. Note that b p (q, s) is a symmetric function of q and s, thus
On the other hand, by our recursion,
Thus b p (q, s) is the lowest degree b(q, s) satisfying our assumption. The highest power of s or q in it, which corresponds to the smallest degree of matrix C, is
The next statement is obvious,
The proof is complete. To ensure that
it is necessary that (3.3) holds. However, for p = 4, (3.3) is not sufficient and we need one more equation,
Generally, to guarantee p ≥ 4,
A. ISERLES AND X. LIU have to hold too. Thus, when p gets larger, our matrix C gets quite large. Fortunately, it is still possible to construct C recursively. 
..,Mp is the smallest matrix satisfying (3.7). We can construct C by the following recursive scheme. Let
Furthermore,
Proof. The proof is straightforward. Suppose 1
On the other hand, if gcd(i, j) = σ ≥ 2 then i = kσ, j = lσ and 1 ≤ k, l < p, 2 ≤ k + l < p + 1, and we still have
Hence (3.7) is satisfied. Furthermore, our Lemma 3.1 guarantees that C = C Mp is the smallest matrix satisfying (3.7).
We can get our recursive scheme for C from the recurrence formula for a p (t, s). The last statement is obvious considering v p (t) = a p (1, t) .
As for n ≥ M p + 1, we can find more than one matrix C that satisfies (3.7).
Proposition 3.4. Let C n p be the space of matrices satisfying (3.
For general n ≥ M p + 1 we can construct a base of C n p by recursion. Let L = n − M p . First we construct one matrix of (M p + k + 1) × (M p + k + 1) by enlarging C Mp in the following fashion,
by adding L − k zero rows and columns as follows, whereby they are all linearly independent. 
where r(s, q) is a polynomial of degree n − M p in two variables. There are (n − M p + 1)(n − M p + 2)/2 unknowns for r(t, s), that is the upper bound for the dimension of C n p . It is obvious that our construction gives (n − M p + 1)(n − M p + 2)/2 linearly independent matrices. Thus our assertions are true. 
Let us study next the attractivity of G N (z).
Theorem 3.6. Given p > 0. Let
where k 1 = 1 and J p is the number of elements in J p . If f (z) is super-attractive of degree s ≥ 1 at the fixed pointẑ, then G Mp (z) is super-attractive there of the degree 2(s + 1) Kp − 2.
Proof. Without loss of generality we suppose thatẑ = 0. If
then by induction we have
Note that
By the construction of C Mp we can see that c i,j = 0 for 0 ≤ i + j ≤ 2(K p ) − 1 and c Kp,Kp = 0. Among the terms of c i,j f •i f •j the smallest power of z is in the form
26
A. ISERLES AND X. LIU Corollary. Let
as in Proposition 3.4, then if f (z) is super-attractive of degree s ≥ 1 at the fixed pointẑ then G n,p (z) is super-attractive there of degree 2(s + 1)
n−Mp+Kp − (s + 1) n−Mp − 1.
4.
The fixed point at ∞. Let f be analytic for |z| ≥ 1 and ∞ ∈ F f . Assume that
For the time being, we assume that γ 0 is neither zero nor a root of unity. Then the
According to Iserles [2] , there exist numbers
In the case when ∞ is a super-attractive fixed point of f of degree s, we write
Note the highest power among z 
We have thus deduced the following result.
Proposition 4.1. If ∞ is a fixed point of f which is neither neutral with γ 0 a root of unity nor super-attractive, then ∞ is not a fixed point of G Mp (z) for
It is instructive to check (5.8) in C n 2 for n ∈ {5, . . . , 7}. For n = 5 we have a one-dimensional space spanned by (3.8), and the latter gives
Likewise, for n = 6 we have
However, in the case n = 7 we have a two-dimensional space and
Hence, the only possible choice of C (up to a nonzero multiplicative constant) which is consistent with the second condition in (5.8) is 
Unfortunately, the first condition of (5.8) is violated, since 1 T Ck 4 = 0. This, in fact, is predictable -the function v for P is of the form
Thus, d v(1)/ dt = 0, = 0, 1, . . . , 5. But
and so on. We conclude that 1 T Ck = 0, = 0, . . . , 5. The general result can be phrased as a theorem.
Theorem 5.1. Suppose that
We will prove that, letting k 0 := 1, k T i C Mp k j = 0, for 0 ≤ i + j ≤ 2L p − 1. (5.9) Let a 1 (t, s) = (t − s)(t − s); a p (t, s) = a p−1 (t, s)
Then, since a p (t, s) has 2L p factors of form (t k − s l ) and these factors are zero when t = 1 and s = 1, 
