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x
Abstract
We have examined the properties of free higher spin gauge fields through an investigation of var-
ious aspects of their Hamiltonian dynamics. Over a flat background space-time, the constraints
produced by the Hamiltonian analysis of these gauge systems were identified and solved through
the introduction of prepotentials, whose gauge invariance intriguingly contains both linearized gen-
eralized diffeomorphisms and linearized generalized Weyl rescalings, which motivated a systematic
study of conformal invariants for higher spins. We built these invariants with the Cotton tensor,
whose properties (tracelessness, symmetry, divergencelessness; completeness, invariance) we estab-
lished. With these geometric tools, the Hamiltonian analysis was then brought to completion, and
a first order action written down in terms of the prepotentials. This action is observed to exhibit
manifest invariance under electric-magnetic duality; this invariance, together with the gauge free-
dom of the prepotentials, actually completely fixes the action. More generally, this action is also
observed to be the same as the one obtained through a rewriting of higher spin equations of motion
as (non-manifestly covariant) twisted self-duality conditions.
With an interest in supersymmetric extensions, we began to extend this study to fermions.
The spin 5/2 massless free field was subjected to a similar analysis, and its prepotential found to
share the conformal gauge invariance observed in the general bosonic case. The spin 2-spin 5/2
supermultiplet was considered, and a rigid symmetry of its action, combining an electric-magnetic
duality rotation of the spin 2 with a chirality rotation of the spin 5/2, was built to commute
with supersymmetry. In another research, we studied the properties of a mixed symmetry chiral
tensor field over a flat six-dimensional space-time: the so-called (2, 2) form, who appears in the
intriguing (4, 0) six-dimensional supersymmetric theory. Hamiltonian analysis was performed,
prepotentials introduced, and the first order action again turned out to be the same as the one
obtained through a rewriting of the equations of motion of the field as (non-manifestly covariant)
self-duality conditions.
Finally, we made a study of both fermionic and bosonic higher spin surface charges over a con-
stantly curved background space-time. This was realized through the Hamiltonian analysis of these
systems, the constraints being identified as the generators of gauge transformations. Plugging into
these generators values of the gauge parameters corresponding to improper gauge transformations
(imposing a physical variation of the fields), their finite and non-vanishing on-shell values were
computed and recognized as conserved charges of the theory. Their algebra was checked to be
abelian.
Keywords: higher spins, duality, chirality, gauge theory, hamiltonian formalism, conformal ge-
ometry, surface charges.
Re´sume´
Nous avons investigue´ les proprie´te´s des champs de jauge de spin e´leve´ libres a` travers une e´tude
de divers aspects de leur dynamique hamiltonienne. Pour des champs se propageant sur un espace-
temps plat, les contraintes issues de l’analyse hamiltonienne de ces the´ories de jauge ont e´te´ iden-
tifie´es et re´solues par l’introduction de pre´potentiels, dont l’invariance de jauge comprend, de fac¸on
intrigante, a` la fois des diffe´omorphismes line´arise´s ge´ne´ralise´s et des transformations d’e´chelle de
Weyl ge´ne´ralise´es et line´arise´es. Cela a motive´ notre e´tude syste´matique des invariants conformes
pour les spins e´leve´s. Les invariants correspondants ont e´te´ construits a` l’aide du tenseur de
Cotton, dont nous avons e´tabli les proprie´te´s essentielles (syme´trie, conservation, trace nulle; in-
variance, comple´tude). Avec ces outils ge´ome´triques, l’analyse hamiltonienne a pu eˆtre comple´te´e
et une action du premier ordre e´crite en termes des pre´potentiels. Nous avons constate´ que cette
action posse´dait une invariance manifeste par dualite´ e´lectromagne´tique; cette invariance, com-
bine´e a` l’invariance de jauge des pre´potentiels, fixe d’ailleurs uniquement l’action. En outre, de
fac¸on ge´ne´rale, cette action s’est re´ve´le´e eˆtre exactement celle obtenue a` travers une re´e´criture
des e´quations du mouvement des spins e´leve´s comme des conditions d’auto-dualite´ tordue (non
manifestement covariantes).
Avec un inte´reˆt pour les extensions supersyme´triques, nous avons amorce´ la ge´ne´ralisation de
cette e´tude aux champs fermioniques. Le champ de masse nulle libre de spin 5/2 a e´te´ soumis
a` la meˆme analyse, et son pre´potentiel s’est re´ve´le´ partager l’invariance de jauge conforme de´ja`
observe´e dans le cas bosonique ge´ne´ral. Le supermultiplet incorporant les spins 2 et 5/2 a ensuite
e´te´ conside´re´, et une syme´trie rigide de son action, combinant une transformation de dualite´
e´lectromagne´tique du spin 2 avec une transformation de chiralite´ du spin 5/2 a e´te´ construite
pour commuter avec la supersyme´trie. Dans une autre direction, nous avons e´tudie´ les proprie´te´s
d’un champ tensoriel chiral de syme´trie mixte dans un espace-temps plat a` six dimensions: une
(2, 2)-forme. Son analyse hamiltonienne a e´te´ re´alise´e, des pre´potentiels introduits et l’action de
premier ordre obtenue s’est encore une fois re´ve´le´e eˆtre la meˆme que celle obtenue a` travers une
re´e´criture des e´quations du mouvement comme des conditions d’auto-chiralite´ (non manifestement
covariante).
Finalement, nous nous sommes penche´s sur les charges de surface des champs fermioniques et
bosoniques de spin e´leve´ se propageant sur un espace-temps a` courbure constante. Cela a e´te´ re´alise´
par une analyse hamiltonienne de ces syste`mes, les contraintes e´tant identifie´es aux ge´ne´rateurs
des transformations de jauge. Injectant dans ces ge´ne´rateurs des valeurs des parame`tres des trans-
formations de jauge correspondant a` des transformations impropres de jauge (imposant une re´elle
variation physique sur les champs) a ensuite permis d’e´valuer la valeur de ces ge´ne´rateurs pour des
champs re´solvant les e´quations du mouvement: elle s’est bien re´ve´le´e finie et non-nulle, constituant
les charges de surface de ces the´ories.
Mots-clefs: spins e´leve´s, dualite´, chiralite´, the´ories de jauge, formalisme hamiltonien, ge´ome´trie
conforme, charges de surface.
General conventions
Our general conventions are as follows.
Symmetrization (denoted by parenthesis) and antisymmetrization (denoted by brackets) are
carried with weight one: A(µν) ≡ 12 (Aµν +Aνµ) and A[µν] ≡ 12 (Aµν −Aνµ).
For Minkowski or AdS spacetime, we work with the mostly plus signature − + · · · +. The
AdS radius of curvature is L.
On Minkowski, in dimension D, Greek indices take values from 0 to D − 1 while Latin indices
run from 1 to D−1 (spatial directions). The covariant trace is denoted by a prime: h′ ≡ hµµ. The
spatial trace is denoted by a bar: h¯ ≡ hkk. Unless otherwize specified, we are in dimension four,
D = 4.
The fully antisymmetric Lorentz tensor in dimension four, µνρσ, satisfies 
0123 = −1 = 0123.
In D = 4, the Dirac matrices are in a Majorana representation (matrices γµ real, γ
T
0 = −γ0
and γTk = γk where T denotes the transposition; and so γ
µ† = γµT = γ0γµγ0).
In addition, γ5 ≡ γ0γ1γ2γ3 = −1/4! µνρσγµγνγργσ, which implies γ†5 = −γ5, γT5 = −γ5 et
(γ5)
2
= −I. Finally, γµν ≡ 12 [γµ, γν ] = γ[µγν] (and δµνραβγ ≡ 6 δ[µα δνβδρ]γ ), etc.
In the internal plane of the prepotentials associated to the electric and magnetic fields, we use
indices a, b and c (and only them). They are equal to one or two. The SO(2) invariant tensors
are ab and δab. The first one is antisymmetric and satisfies 12 = 1. The second is symmetric and
diagonal, with eigenvalues both equal to one. δab and its inverse are used to lower and raise this
kind of index.
Specific conventions are used in the study of surface charges on AdS, and we explain them in
appendices 9.A for bosons and 10.A for fermions.
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Introduction
Higher spin fields arise as the most natural generalization of the familiar fields involved in the
Standard Model of particle physics. The particles appearing therein can be seen as corresponding
to irreducible representations of the Poincare´ group of spin equal to 0, 1/2 or 1 (scalar, spinor,
vector)1. Linearized general relativity and supergravity are well known to also contain spin 3/2
and 2 representations of this group. It seems quite natural to consider particles corresponding to
irreducible representations of the Poincare´ group of arbitrary spin, especially since string theory
is known to incorporate low energy modes that correspond to (increasingly massive) fields of
arbitrarily high spin.
We will particularly be interested in massless representations of the Poincare´ group, which are
the gauge fields. The presence of a variety of no-go theorems, apparently forbidding the construc-
tion of non-trivial, interacting theories involving higher spins2 has long reduced the enthusiasm
of such investigations - until the discoveries of the last decades rekindle it: a possibly interacting
theory of great algebraic richness has been developed, if only at the level of its equations of mo-
tion34: Vasiliev theory. This theory is actually defined on anti-de Sitter space-time (AdS), whose
symmetry group, different from Poincare´, also admits massless representations, and it involves an
infinite tower of fields of arbitrarily high spin. The construction of interacting theories of massless
higher spin fields over a flat space-time presents considerable difficulties, due the abovementionned
class of no-go theorems preventing their minimal coupling to gravity or to any form of matter5;
nevertheless, attempts exist to circumvent these theorems, notably through non-minimal couplings
involving higher derivatives and the consideration of an infinite collection of fields of increasing
spin. In any case, massless higher spins are of interest regarding the tensionless, very high energy
limit of string theory, whose symmetries also seem to be extremely rich6.
This work, however, focuses specifically on free higher spin gauge fields, whose dynamical and
geometrical features we have attempted to clarify for particular aspects, which may hopefully
prove to be of some use regarding the ultimately far more interesting and complex interacting
theories. Elegant second order covariant equations of motion and Lagrangian action principles have
been built describing these massless fields of arbitrary spin, constituting the so-called Fronsdal
formalism7. Fronsdal’s formalism naturally relies on gauge invariance to describe with Lorentz
invariant tensor fields a system whose physical degrees of freedom form a massless representation
of Poincare´ group. The gauge variations of free higher spin massless fields, which are necessary
in order to remove the overnumerous components of Lorentz tensors, are linearized generalized
diffeomorphisms.
The dynamical behaviour of gauge systems is not always fully transparent, and it is why
we have been interested in the Hamiltonian analysis of higher spin gauge fields. Hamiltonian
analysis of gauge systems necessarily presents a certain number of subtleties, which revolve around
the presence of a specific type of constraint. The phase space of gauge systems, parametrized by
coordinates and their conjugate momenta, is not entirely accessible to the trajectories of the system;
1The complete classifications of the unitary representations of the Poincare´ group was realized by Wigner in
1939 [230].
2See [27] and its references for a review.
3See, however, the nonstandard action principle proposed in [36] and the references therein.
4This theory was developed by the Lebedev school, see [111–113, 215, 218]. Many reviews exist, among which
[92,28,193,217,123].
5See [227,228,191].
6See [126].
7The elaboration of these results has been a long historical process, from Fierz-Pauli program [105] to the
massive Lagrangians of Singh and Hagen [207, 208] and their massless limit worked out by Fang and Fronsdal
[116,103,117,104], over both flat and constantly curved space-time.
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in addition, even on the “constrained” subdomain of the phase space to which authorized motion
is restricted, different points actually correspond to the same physical configuration of the system.
The points of the constrained surface which are physically indistinguishable are those which can be
mapped onto each other by a gauge transformation, whose generators are precisely the constraints,
the tangents to the gauge orbits simply being the symplectic gradient of the constraints8.
As far as free higher spin gauge fields are concerned, the constraints unveiled through the
Hamiltonian analysis of these theories - taking their Fronsdal second order Lagrangian description
as a starting point - take the form of local differential expressions in terms of the Fronsdal fields
(or Pauli-Fierz fields)9 and their momenta. For the well-known spin one case - that is, classical
electromagnetism, these constraints are simply Gauss law, setting the divergence of the conjugate
momentum of the spatial components of the potential to zero. In a four-dimensional space time, this
constraint is easily solved by the introduction of a second, “dual” potential spatial vector of which
the spatial momentum is the curl10. In the free spin two case, which is linearized general relativity,
Hamiltonian analysis generates constraints on both the Pauli-Fierz field spatial components and its
conjugate momenta, and these constraints have both been solved11, leading to the introduction of
two prepotentials: spatial symmetric tensor fields of rank two in terms of which the potential field
and its momenta both identically satisfy the constraints. A remarkable feature appeared in this
instance12 the gauge invariance of these prepotentials not only included linearized diffeomorphisms,
but also linearized Weyl rescalings. Indeed, the general gauge variation of one of these prepotentials
(say Zij) was found to be given by:
δgaugeZij = 2 ∂(iξj) + δijλ.
The first part of this variation is simply the first order effect of a diffeomorphism on a variation
of the metric around flatness, while the second part is the corresponding first order effect of a
rescaling of the metric.
The presence of this enlarged, conformal gauge invariance at the level of the prepotentials
turned out to be a general feature, although its conceptual origin remains elusive. Nevertheless,
it led us to investigate in greater detail the conformal geometry of higher spins - at the linearized
level - in dimension three (which is relevant to study a field theory over a four-dimensional space-
time). The interest of such an investigation goes beyond the intriguing conformal gauge invariance
of the Hamiltonian unconstrained variables of higher spins, since conformal higher spin fields have
also been the object of abundant research in the recent past13. To be definite, we considered
fields propagating over a flat four-dimensional space-time, in which Fronsdal’s formalism describes
higher spin bosonic massless fields by fully symmetric Lorentz tensors, making the prepotentials
symmetric spatial fields, in a three-dimensional Euclidean flat space. The generalization of the
spin two prepotential gauge invariance for a spin prepotential (Zi1···is) is:
δgaugeZi1···is = s ∂(i1ξi2···is) +
s(s− 1)
2
δ(i1i2λi3···is).
The constructions of a complete set of invariants under such transformations were a preliminary
task to accomplish before embarking on the Hamiltonian analysis of higher spins. In any dimen-
sion, the gauge invariant curvature associated to the first part of this gauge transformation is the
generalized Riemann tensor (or Freedman-de Wit tensor14) - or, equivalently in three dimensions,
the generalized Einstein tensor. It forms a complete set of gauge invariants in the sense that a
necessary and sufficient condition for a field to be pure gauge is for its Riemann tensor to vanish;
8In other words, gauge systems are characterized by constraints whose symplectic gradient (i.e. the vector
associated to their gradient by the symplectic two-form of the phase space) is tangent to the constraint surface.
See [94,145].
9The metric-like fields used to describe massless higher spins are sometimes refered to as “potentials” because
of their gauge content: the physical, gauge invariant variables are the curvatures built from these fields. This
terminology is the reason why the variables in terms of which these metric-like fields are expressed are called
“prepotentials”.
10See [88].
11See [146].
12This feature is absent from the spin one case because the Pauli-Fierz field does not have enough indices in order
for a possible non-trivial conformal transformation to exist.
13See [110,190,108,109,219,201,206,222,179,173,178,223,106,186].
14See [79].
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also, any local gauge invariant function of the field is a function of its Riemann tensor (and of
its derivatives). In dimension four or higher, the corresponding conformal curvature is simply the
traceless part of the Riemann tensor, the so-called Weyl tensor. However, in dimension three,
this tensor is identically zero, which leads, in the spin two and three cases, to the construction
of a higher order curvature: the Cotton tensor15. We have extended the known properties of the
Cotton tensor for spin three16 to all integer spins: in arbitrary dimension, the Cotton tensor is a
tensor whose symmetry type corresponds to a Young tableau of the following form:
s boxes︷ ︸︸ ︷
,
whose derivative projected on the symmetry type associated to a rectangular Young tableau (with
two rows of length s) gives zero. In three dimensions, it can equivalently be defined as a symmetric,
divergenceless and traceless tensor, obtained by taking 2s− 1 derivatives of a spin-s prepotential.
It is indeed a complete set of conformal invariants and, in addition, we established that any tensor
sharing the algebraic and differential properties of the Cotton tensor is the Cotton tensor of some
spin-s prepotential1718.
With these tools in hand, we were able to complete the Hamiltonian analysis of all integer spin
gauge fields19: the expansion of Fronsdal’s action led us to the spin-s field constraints, and our
knowledge of conformal geometry allowed us to solve these constraints in terms of two prepoten-
tial fields, which turned out to be symmetric spatial tensors of rank s, endowed with exactly the
postulated conformal gauge invariance. The emergence of this spin-s Weyl invariance remains as
intriguing as it was for the graviton, since we started with Fronsdal’s Lagrangian action, in which
no sign of higher spin conformal gauge symmetry is present, the resolution of the constraints ap-
pearing in the Hamiltonian analysis bringing in prepotentials enjoying somewhat unexpectedly this
conformal invariance.
Written in terms of the prepotentials, the Hamiltonian action of higher spins is no longer mani-
festly Lorentz invariant. However, it is manifestly invariant under another type of transformations
that could have a deeper significance: SO(2) electric-magnetic duality rotations. This symme-
try stems from the old observation that Maxwell’s equations in the vacuum are invariant under
rotations in the internal plane of the electric and magnetic fields:
~E → ~E cos θ − ~B sin θ,
~B → ~B cos θ + ~E sin θ.
This is a symmetry of the equations of motion and of their solutions, and it long seemed dubious
whether it could be extended into an off-shell symmetry, leaving invariant the action from which
these equations derive, the form these electric-magnetic duality rotations take when acting on the
covariant one-form potential from which the electric and magnetic fields derive being far from
obvious. However, the remarkable discovery was made that when one goes to the Hamiltonian
action and explicitly solves Gauss law by introducing a second potential spatial vector, electric-
magnetic duality becomes an apparent symmetry of this action. Indeed, as it turns out, it is
represented off-shell by a rotation in the internal plane of the two potential vectors, of which the
electric and magnetic fields are simply the curls20. This observation was then extended to the
free graviton, for which, on-shell, SO(2) electric-magnetic duality transformations take the form of
rotations in the internal plane of the Riemann tensor and its dual (i.e. its Hodge dual taken over its
first pair of indices); they constitute an on-shell symmetry since the linearized form of Einstein’s
15The peculiarities of thre-dimensional conformal geometry are well-known; see [101]. The Cotton tensor for
higher spins was introduced in [76,190].
16See [76].
17We gathered these results in our paper [132].
18These results have also been obtained in [21], which studies the conformal geometry in arbitrary dimension for
an arbitrary integer spin, using the ordinary differential (which squares to zero) in the frame-like formalism. In
this approach, the Schouten tensor is shown to be a component of the conformal one-form connection. The authors
of [170] also derived partial results in the same direction.
19In our papers [132,133].
20See [88,81].
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equations in the vacuum sets the trace of the Riemann tensor to zero, which is equivalent to
forcing the dual of the Riemann tensor to satisfy Bianchi algrebraic identity, and reciprocally.
Again, the off-shell extension of these transformations is not obviously possible, but it was shown
that the Hamiltonian action of the spin two, written in terms of prepotentials, exhibits manifest
electric-magnetic invariance21.
A rather noteworthy feature of these invariances is that they completely fix the action. Both
for the spin one and two, the gauge invariance of the two prepotentials (0.0.1) together with the
SO(2) electric-magnetic duality invariance under orthogonal rotations in the plane of the two
prepotentials makes the action22 determined, up to constant factors that can be absorbed by a
redefinition of the spatial and time scales. In particular, spatial conformal invariance and SO(2)
electric-magnetic duality invariance seem to impose Lorentz invariance. This is another puzzling
fact whose ultimate significance is not yet entirely clear, although some have argued this could be
a sign that duality invariance is in some sense deeper than Lorentz invariance23.
Although the ultimate reason of this connection remains to be understood, we are left with
a first order action whose geometric form is far more simple, transparent and universal than the
original Fronsdal Lagrangian action: the kinetic term is simply the contraction of one of the
prepotentials with the time derivative of the Cotton tensor of the other, while the Hamiltonian is
the sum of the contraction of each prepotential with the curl of its Cotton tensor:
S
[
Zaij
]
=
1
2
∫
d4x Za i1···is
{
εab B˙
b
i1···is − δab i1jk∂jBb ki2···is
}
.
This action finally has one additional interesting aspect: the equations of motions derived from
it can be seen as twisted self-duality conditions24. Twisted self-duality is a general way of rewriting
the equations of motion of higher spin bosonic gauge fields, once they have been brought into a
higher order form in which they simply set the trace of the (generalized) Riemann tensor of the
spin-s field to zero25. Since the tracelessness of the Riemann tensor is equivalent to its dual26
being of the same symmetry type as itself (i.e. the symmetry type corresponding to a rectangular
Young tableau in which each line has s boxes), these equations of motion turn out to be equivalent
to requiring the dual of the Riemann tensor of the potential field to be, itself, the Riemann tensor
of some other, dual potential. The original field and its dual turn out to have the same symmetry
type (i.e. the one associated to a one-row Young tableau) in a four-dimensional space-time, but this
rewriting can be carried over in any dimension. In any case, these twisted self-duality conditions
equate the dual curvature of one potential to the curvature of the other, and reciprocally, up to
a sign (since duality squares to minus one in dimension four, self-duality can not be imposed).
This is the covariant form of these conditions, but a non-manifestly covariant subset thereof can
in fact be isolated, equating the (generalized) electric field of one potential to the (generalized)
magnetic field of the other, and reciprocally (again, up to a sign). These equations were shown
to be equivalent to the full covariant set. They are not all dynamical, and those of them not
containing time derivatives are again constraints similar to the Hamiltonian ones. Finally, after a
manipulation removing the pure gauge components of the potentials and solving the constraints
by the introduction of prepotentials, this non-covariant form of the twisted self-duality conditions
can be seen to be first order in time and, in reality, exactly the same as the Hamiltonian equations
of motions obtained by starting from Fronsdal’s action.
So far, we have only explored aspects of bosonic fields. Since supersymmetry is generally
expected to be present in the most interesting theories, an equivalent treatment of fermions should
be made. Although we have not been able to completely realize it yet, it seems to lead to results
strikingly similar to the integer spin case. The Hamiltonian analysis of the spin s+1/2 massless field
leads to constraints solved through the introduction of a single prepotential which is a symmetric
spatial spinor-tensor Σi1···is whose gauge symmetry again combines both the diffeomorphism-like
21See [146,87,165]. This approach has been applied to other systems, see [144,198,81,150,48,49].
22Once the number of derivatives is also fixed, as the bilinear dependence in the prepotentials.
23See [52,122].
24See our paper [133].
25See [76, 24]. This higher order formalism relies on a larger gauge invariance than Fronsdal’s, as the gauge
parameter of spin-s diffeomorphism is no longer subject to a tracelessness condition.
26i.e. Its Hodge dual taken over its first pair of antisymmetric indices.
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and the Weyl rescaling-like transformations:
δgaugeΣi1···is = s ∂(i1ζi2···is) + s γ(i1θi2···is).
Here too, this gauge invariance, together with chirality invariance, seems to completely fix the form
of the Hamiltonian action in terms of the prepotential.
In this work, we only expound these general results for the simpler case of the spin 5/227. Be-
yond its simplicity, this field presents the interest of being a possible superpartner of the graviton,
as an alternative to the well-known spin 3/2. The theory based on this supermultiplet is known
as hypergravity28. By itself, in dimension higher than three, it is the object of its own set of no-go
theorems29, forbidding the introduction of interactions. Of course, as we mentionned earlier, these
theorems have been circumvented by the work of Lebedev school30. However, the introduction of
interaction requires to add an infinite number of fields of arbitrarily high spin. More modestly,
we have inquired into the symmetries of the free hypergravity. Our Hamiltonian analysis of the
spin 5/2, together with the well-known first order formalism of linearized gravity , allowed us
to observe that the SO(2) electric-magnetic duality rotations of the spin 2 are actually mirrored
through supersymmetry in the chirality rotations of the spin 5/2: an appropriate combination of
each of these two symmetries on its respective field forms a chirality-duality rotation commuting
with supersymmetry.
In a related work31, we have extended our earlier results to another bosonic theory: the so-
called (2, 2)-Curtright field32, or (2, 2)-form. It deals with a tensor field of mixed symmetry, having
the same symmetry as the Riemann tensor of the graviton:
,
and propagates over a six-dimensional flat space-time. Its interest comes from its presence as
a key element of a promising supersymmetric system, the (4, 0) theory33. It was argued - by a
reasoning based on the equations of motion - that the strong coupling limit of theories having
N = 8 supergravity as their low energy effective theory in five space-time dimensions should be a
six-dimensional theory involving, besides chiral 2-forms, a chiral (2, 2)-Curtright field in place of
the standard graviton. More generally, mixed symmetry tensors are also naturally present in the
mode expansion of String theory - and in the dual formulation of gravity in dimension higher than
four.
Our study of this field generalizes the well-established results for chiral p-forms34: a first order,
non-manifestly covariant action principle that gives directly the chirality condition was constructed.
This action principle not only automatically yields the chirality condition, which does not need to
be separately imposed by hand, but it involves solely the p-form gauge potential without auxiliary
fields, making the dynamics quite transparent.
Starting with the second order covariant equations of motion of the (2, 2)-Curtright field, which
set to zero the trace of its gauge invariant curvature (its generalized Riemann tensor), we rewrote
them as covariant self-duality conditions (since duality squares to one in six dimensions, we can
consider non-twisted self-duality). An equivalent non-manifestly covariant subset of these equa-
tions was then isolated that was first order in time, equating the electric and magnetic fields of the
spatial components of the (2, 2)-Curtright potential (the other remaining non purely spatial com-
ponents being removed through some spatial curls). Among these equations, the non-dynamical
ones - the constraints - were identified and solved, leading to a prepotential again exhibiting the
intriguing conformal gauge invariance. The prepotential turned out to be a spatial tensor of the
same symmetry type as the initial field. Written in terms of the (generalized) Cotton tensor of
the prepotentials, the non-manifestly covariant self-duality conditions took an elegant and simple
27See our paper [56].
28See [6, 31, 32].
29See [6, 8].
30See note 4.
31See our paper [135].
32See [75]. Curtright was the first to study gauge fields of mixed symmetry of any type.
33See [155–157].
34See [107,144].
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form, equating its time derivative to its curl. An action principle from which these equations could
be derived, uniquely fixed by chirality and conformal gauge invariance, was written down and
found to be exactly the same as the one obtained by the more cumbersome Hamiltonian analysis
of the initial covariant Lagrangian action of the (2, 2)-Curtright field. Again, the simplicity, unicity
and the transparency of this action make it a promising start to investigate the supersymmetric
extensions of this theory.
Finally, we have undertaken an investigation of the surface charges of higher spin massless fields
over anti-de Sitter, in arbitrary dimension. It is well-known that the conserved charges associated to
gauge invariance are surface charges: they correspond to improper gauge transformations, formally
analogous to unphysical proper gauge transformations but based on an asymptotic behaviour of
the gauge parameter which actually maps a physical configuration of the system onto a different
one35. For instance, the total energy and angular momentum in general relativity, or color charges
in Yang-Mills theories, are given by surface charges36.
Conserved charges naturally play an important role in the dynamics of any system, and, with
their generalized diffeomorphism gauge invariance, higher spins offer a fascinating application of
their analysis. Various studies have already explored this topic37, but they relied on Fronsdal’s
formulation of the dynamics and on covariant methods38. We have instead based our computations
on the canonical formalism, along the lines developed for general relativity39.
Presenting higher-spin charges in Hamiltonian form may help testing the expected thermody-
namical properties of the proposed black hole solutions of Vasiliev’s equations40, in analogy with
what happened for higher-spin black holes in three space-time dimensions41. Quite generally, the
canonical formalism provides a solid framework for analysing conserved charges and asymptotic
symmetries. One virtue of the Hamiltonian derivation is indeed that the charges are clearly re-
lated to the corresponding symmetry. The charges play the dual role of being conserved through
Noether’s theorem, but also of generating the associated symmetry through the Poisson bracket.
This follows from the action principle. For these reasons, our work may also be useful to further
develop the understanding of holographic scenarios involving higher-spin fields42.
In four space-time dimensions or higher, several holographic conjectures indeed anticipated a
careful analysis of the Poisson algebra of AdS higher-spin charges, which defines the asymptotic
symmetries of the bulk theory to be matched with the global symmetries of the boundary dual.
The study of asymptotic symmetries in three dimensions43 proved instead crucial to trigger the
development of a higher-spin AdS3/CFT2 correspondence
44. Similarly, asymptotic symmetries
played an important role in establishing new links between higher-spin theories and string theory,
via the embedding of the previous holographic correspondences in stringy scenarios45.
More precisely, we compute surface charges starting from the rewriting in Hamiltonian form
of Fronsdal’s action on Anti de Sitter backgrounds of arbitrary dimension46. This is of course
the action describing the free dynamics of higher-spin particles; nevertheless we expect that the
rather compact final expression for the charges47 will continue to apply even in the full non-linear
theory, at least in some regimes and for a relevant class of solutions. This expectation48 is sup-
ported by several examples of charges linear in the fields appearing in gravitational theories. It also
agrees with a previous analysis of asymptotic symmetries of three-dimensional higher-spin gauge
35See [68,195,30,143].
36See [10,195,1, 2].
37See [15,225,91].
38See [16, 18]. There are also investigations of higher spin surface charges in four space-time dimensions within
Vasiliev’s unfolded formulation (see [92,28,217]). In three space-time dimensions higher-spin charges have also been
derived from the Chern-Simons formulation of higher-spin models in both constant-curvature [142,60,188] and flat
backgrounds [4, 125].
39See [195,1, 143,46,129].
40See [93,158].
41See [127,189,35,57].
42See [123].
43See [142,60,121,61].
44See [119].
45See [67,120], and also sect. 6.5 of [193] for a review.
46See [104,47,180].
47This expression is displayed in (9.2.41) for the spin-3 example and in (9.3.24) for the generic case.
48It is further discussed in section 9.4.
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theories49 based on the perturbative reconstruction of the interacting theory within Fronsdal’s
formulation50. Our setup is therefore close to the Lagrangian derivation of higher-spin charges51,
while our analysis also proceeds further by showing how imposing boundary conditions greatly
simplifies the form of the charges at spatial infinity. This additional step allows a direct compari-
son between the surface charges of the bulk theory and the global charges of the putative boundary
dual theories, which fits within the proposed AdS/CFT correspondences.
This work is organized as follows. We begin by reviewing a series of established results on
which we built our subsequent developments. The first chapters are devoted to a presentation of
the Fronsdal formalism for free higher spins on a flat or constantly curved space-time (chapter 1),
to an overview of the Hamiltonian analysis of gauge systems (constraints, Dirac brackets, charges),
including its application to lower spins (chapter 2) and to an exposition of electric-magnetic duality
and twisted self-duality for the free photon and graviton (chapter 3).
We then proceed to expound our contributions. A first part gathers those related to bosonic
higher spin fields in a four-dimensional space-time: the construction of the spatial conformal
invariants (chapter 4), their use to compute the Hamiltonian action in terms of prepotentials
(chapter 5) and the equivalent description in terms of twisted self-duality conditions (chapter
6). The second part deals with two fields whose study opens on supersymmetric extensions: the
spin 5/2 field and hypergravity in four dimensions (chapter 7) and the chiral (2, 2)-form in six
dimensions (chapter 8). Finally, the third part covers our computation of the surface charges of
free massless higher spins over AdS in arbitrary dimension, for Bose (chapter 9) and Fermi fields
(chapter 10).
49See [63].
50See [62,115].
51See [15]. We compare explicitly the two frameworks in the spin-3 case at the end of section 9.2.5.
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Part I
Review of fundamentals
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Chapter 1
Free higher spin gauge fields
In this chapter, we will provide an exposition of the free theory of massless higher spin fields in
arbitrary dimension, limiting ourselves, for now, to fields whose symmetries correspond to Young
tableau of one row, that is, to fully symmetric tensor fields. These are the only possible fields in four
space-time dimensions, but that is not the case for higher dimensions, as we shall succinctly explore
further on (see chapter 8 for a study of mixed symmetry type tensors in six dimensions). We will
not follow a completely constructive approach, but give arguments along the way to motivate the
choice of fields, equations of motion and action, and show how these indeed contain the expected
degrees of freedom. We will follow this construction for bosons first, and then for fermions. Finally,
the corresponding equations of motion and action on AdS will be covered.
1.1 Bosonic fields
1.1.1 Flat background space-time
The D dimensional Poincare´ group massless irreducible unitary representations correspond to
irreducible unitary representations of the rotation group SO(D − 2). For D = 4 (or even D =
5), these can all be described in terms of fully symmetric traceless tensors in the appropriate
D − 2 dimensional space (with, say, s indices): hi1···is . For D = 4, such a tensor indeed has
two independent components, independently from its rank. For space-time dimension superior or
equal to six, representations associated with Young tableau with more than one line can also be
considered, but we shall ignore them at first.
The simplest Lorentz group (non unitary) representation in which to embed such a tensor is,
certainly, a symmetric tensor: hµ1···µs . This will be our covariant field. It obviously contains much
more independent components than the two-dimensional representation of the Poincare´ little group
we want to describe, so we will need to give it a certain gauge invariance. The most natural gauge
invariance is the following:
δhµ1···µs = s ∂(µ1ξµ2···µs), (1.1.1)
which is indeed the natural generalization of the linearized spin 1 and 2 gauge invariance.
If we try to write down gauge invariant equations of motion for such a field, we immediately
encounter a significant difficulty: the only gauge invariant curvature that can be built from such an
object is its generalized Riemann tensor (or Freedmann-de Wit tensor), which involves s deriva-
tives:
Rµ1ν1|···|µsνs ≡ 2s ∂[µ1| · · · ∂[µs|h|ν1]···|νs]. (1.1.2)
Equations of motion encoding the relevant degrees of freedom can indeed be expressed in terms
of this tensor: requiring its trace (the generalized Ricci tensor) to vanish leads to physical modes
(i.e. gauge invariant solutions) that transform in the looked for representation of the Poincare´
group.
However, we are more specifically interested in traditional second order equations of motion,
which leads us to define the following object, the Fronsdal tensor :
Fµ1···µs ≡ hµ1···µs − s ∂(µ1∂νhµ2···µs)ν +
s (s− 1)
2
∂(µ1∂µ2h
′
µ3···µs). (1.1.3)
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Note that this tensor is fully symmetric, exactly as the field from which it is built. Under our
gauge transformation (1.1.1), this tensor’s variation is given by:
δFµ1···µs =
s (s− 1) (s− 2)
2
∂(µ1∂µ2∂µ3ξ
′
µ4···µs). (1.1.4)
For spin 1 or 2, Fronsdal tensor is generally gauge invariant: it is actually equal to the divergence
of the fieldstrength tensor of electromagnetism (for s = 1) and to the linearized Ricci tensor (for
s = 2). For spins higher than 2, on the other hand, it is only invariant under gauge transformations
whose parameter is traceless1. This algebraic condition imposed on the gauge parameter is the
source of many subtleties.
We are then led to consider the following gauge transformation:
δhµ1···µs = s ∂(µ1ξµ2···µs), (1.1.5)
0 = ξ′µ4···µs , (1.1.6)
under which the following equations of motion are indeed invariant:
0 = Fµ1···µs . (1.1.7)
Let us check that the physical modes satisfying these equations are the expected ones. We are
naturally led to make a partial gauge fixing that brings us into a generalized de Donder gauge,
setting:
0 = ∂νhνµ2···µs −
(s− 1)
2
∂(µ2h
′
µ3···µs). (1.1.8)
The gauge variation of this quantity is given by ξµ2···µs and can be set to zero. The equations
of motion then imply 0 = hµ1···µs , which brings us on the massless momentum shell. Let us
then consider a Fourier mode (i.e. a mode of the form hµ1···µs (x) = e
ip·xHµ1···µs , where x is the
position vector in some orthonormal coordinates of an inertial frame) and let us go to the light-cone
coordinate system2 in which the only non-vanishing component of the momentum of our mode is
p+. The residual gauge freedom allows us to cancel all the components of Hµ1···µs with at least
one index in the + direction, which completely fixes the gauge. The covariant gauge condition
(1.1.8) then implies that the components of Hµ1···µs with at least one index in the − direction also
vanish3 and that Hµ1···µs is traceless
4.
So, all the gauge invariant solutions of (1.1.7) can be parametrized without redundancy by
traceless Fourier modes Hµ1···µs (p) (with momentum on the massless shell: p
2 = 0) whose only
non-vanishing components are in the (D− 2)-dimensional transverse (to p) and spatial directions:
these indeed form a vector space on which a massless irreducible spin s representation of Poincare´
group would act5.
We can now look for a gauge invariant action principle from which to derive these equations
of motion. Similarly to what happens to linearized gravity, where the contraction of the metric
with its linearized Ricci tensor (whose vanishing is the equations of motion) is not a suitable
Lagrangian, because the non-tracelessness of the Ricci tensor prevents the gauge variation of this
Lagrangian from being a divergence, we need to build an Einstein tensor, which would be an
identically divergenceless curvature. For this, we need a generalized Bianchi identity.
1This is not a fully general statement, since one could limit oneself to requiring the third symmetrized derivative
of the trace of the gauge parameter to vanish. These actually only contain a finite number of modes.
2That is, a coordinate system in which the metric components satisfy η++ = η−− = 0 and η+− 6= 0, the other
non-vanishing components being diagonal and positive.
3This is the form equation (1.1.8) takes if one sets none of its free indices equal to +: the second term vanishes
(since the derivative carries a free lower index, and the derivative is non-zero only if this index is +) and the first
one has its contracted index set to − by the divergence.
4By setting only one free index of (1.1.8) equal to +, which suppresses the first term and reduces the second to
the trace of the field.
5To obtain this action, of course, one would have to expand the action in oscillating modes and quantize it, in
order to compute the precise action of the isometry generators on the quantum states. This would allow to check
that these indeed form the appropriate representation of Poincare´ group.
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We can easily see that the following identity holds:
∂νFνµ2···µs −
(s− 1)
2
∂(µ2F ′µ2···µs) = −
(s− 1) (s− 2) (s− 3)
4
∂(µ2∂µ3∂µ4h
′′
µ5···µs). (1.1.9)
For s = 2, this is just Bianchi identity but, starting from s = 4, we have a non-vanishing
right-side. This naturally leads to a second algebraic constraint, this time imposed on the field
itself: we will force its double trace to vanish. This is a necessary condition in order for its second
order curvature to satisfy a Bianchi identity:
0 = h′′µ5···µs . (1.1.10)
With this condition6 (from which we can infer the vanishing of the double traces of the Fronsdal
and Einstein tensor), the identity (1.1.9) leads us to define the Einstein tensor:
Gµ1···µs ≡ Fµ1···µs −
s (s− 1)
4
η(µ1µ2F ′µ3···µs). (1.1.11)
It is of course gauge invariant, ant its divergence is proportional to the metric: ∂νGνµ2···µs =
− (s−1)(s−2)4 η(µ2µ3∂νF ′µ4···µs)ν . Given the tracelessness we already imposed on the gauge param-
eter, this leads us to postulate the following lagrangian density:
L = 1
2
Gµ1···µshµ1···µs , (1.1.12)
whose gauge variation is indeed proportional to the divergence of ξµ2···µsGµ1···µs .
We have arrived to our gauge invariant action, whose variation gives us the vanishing of the
Einstein tensor of the field or, equivalently, of its Fronsdal tensor:
S =
1
2
∫
d4x Gµ1···µshµ1···µs , (1.1.13)
0 = h′′µ5···µs , (1.1.14)
which can also be rewritten (through partial integration):
S = − 1
2
∫
d4x {∂νhµ1···µs∂νhµ1···µs − s ∂νhνµ2···µs∂ρhρµ2···µs
+ s (s− 1) ∂νhνρµ3···µs∂ρh′µ3···µs −
s (s− 1)
2
∂ρh
′
µ3···µs∂
ρh′µ3···µs
− s (s− 1) (s− 2)
4
∂νh′νµ4···µs∂ρh
′ρµ4···µs
}
, (1.1.15)
0 = h′′µ5···µs . (1.1.16)
It can be useful to rewrite all these equations in the index-free notation in which symmetrization
over all free indices is implicit and is carried with a weight equal to the minimal number of terms
necessary to write down (this convention is only used here). The definitions take the form:
δh = ∂ξ, (1.1.17)
F = h − ∂∂ · h + ∂2h′, (1.1.18)
G = F − 1
2
ηF ′. (1.1.19)
The traces conditions arise from:
δF = 3 ∂3ξ′, (1.1.20)
∂ · F − 1
2
∂F ′ = − 3
2
∂3h′′. (1.1.21)
6Which is actually necessary to make the counting of degrees of freedom we performed above, when we made
the final gauge fixing, as the careful reader will have noted.
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Finally, our gauge-fixing condition was:
0 = ∂ · h − 1
2
∂h′. (1.1.22)
To sum things up, we have absorbed the components of a massless irreducible representation of
the Poincare´ group of spin s into a symmetric covariant tensor field. By giving it the gauge freedom
(1.1.1), it can be subjected to the gauge invariant second order equations of motion (1.1.7), which
precisely removed the spurious components of the field. These equations of motion can, in turn,
be derived from the gauge invariant action (1.1.13) or, equivalently, (1.1.15).
Lower spin
Let us note that this general formalism for describing free higher spin gauge fields over flat space-
time in a Lagrangian formalism reduces to well-known ones for lower spin. Indeed, if we plug into
the equations from above the value s = 1, we immediately recover the covariant theory of classical
electromagnetism in the vacuum, or photon: the field (denoted Aµ in agreement with tradition) is
a vector, whose gauge variation is given by the gradient of a scalar function ξ:
δAµ = ∂µξ, (1.1.23)
and its Fronsdal tensor (which is equivalent to its Einstein tensor, since there are no traces to take)
and action are:
Fµ = Aµ − ∂µ∂νAν , (1.1.24)
S =
1
2
∫
d4x AµFµ. (1.1.25)
These equations are identical to the familiar ones, provided we express them in terms of the
strength field tensor Fµν ≡ ∂µAν − ∂νAµ, giving:
Fµ = ∂νFνµ, (1.1.26)
S = − 1
4
∫
d4x FµνFµν . (1.1.27)
Entering the value s = 2 similarly generates the free massless spin 2 field theory, the graviton,
which is exactly the first order weak field limit of General Relativity. It is described by a symmetric
tensor hµν whose gauge variation is:
δhµν = ∂µξν + ∂νξµ, (1.1.28)
which is indeed the linearized expression of a diffeomorphism performed on a variation of the metric
from a flat one (the metric plugged into General Relativity is gµν ≡ ηµν + hµν , with ηµν being
flat). The expressions for Fronsdal and Einstein tensors are:
Fµν = hµν − 2 ∂(µ∂ρhν)ρ + ∂µ∂νh, (1.1.29)
Gµν = ηµν (∂ρ∂σhρσ − h′) (1.1.30)
+ hµν − 2 ∂(µ∂ρhν)ρ + ∂µ∂νh′, (1.1.31)
which are exactly those of their corresponding linearized counterparts in General Relativity (Ricci
and Einstein tensors, respectively), as appears once we express them in terms of Rµν ≡ hµν −
2 ∂(µ∂
ρhν)ρ + ∂µ∂νh:
Fµν = Rµν , (1.1.32)
Gµν = Rµν − 1
2
ηµνR. (1.1.33)
The action we derive from the previous expressions can be obtained by expanding Einstein-
Hilbert action quadratically (the first non-vanishing order) in a metric being a variation of a flat
one:
S = − 1
2
∫
d4x {∂ρhµν∂ρhµν − 2 ∂ρhρµ∂νhνµ + 2 ∂µhµν∂νh′ − ∂µh′∂µh′} . (1.1.34)
12
1.1.2 Constantly curved background space-time
As we saw, the key element in the Lagrangian description of massless higher spins outlined above
is gauge invariance: it is this gauge invariance (present at the level of the action) which allows us
to remove spurious components from the physical degrees of freedom of the field, in order for them
to fit into a massless representation of the symmetry group of space-time.
The construction introduced above for fields propagating over a flat background space-time -
whose symmetry group is simply Poincare´ - can actually be very easily extended to a constantly
curved background and, in particular, to anti-de Sitter space-time, AdS.
To be perfectly definite, let us indeed consider this space-time chose curvature is constant and
negative, with a radius of curvature L. The covariant derivatives ∇µ acting on a covariant vector
Vµ satisfy the following commutation rule:
[∇µ ,∇ν ]Vρ = 1
L2
(gνρVµ − gµρVν) . (1.1.35)
This commutation relation shows that the flat space action written above, (1.1.15), can be
modified in a very simple way in order to conserve its full gauge invariance: if we replace the
partial derivatives in it by covariant derivatives, in order for the action to be well-defined7, and
if we add a “mass term” appropriately chosen to cancel the additional terms generated by the
non-trivial commutation rule under a gauge variation of the field to be defined shortly, we get:
S = − 1
2
∫
d4x
√−g {∇νhµ1···µs∇νhµ1···µs − s ∇νhρµ2···µs∇ρhνµ2···µs
+ s (s− 1) ∇νhνρµ3···µs∇ρh′µ3···µs −
s (s− 1)
2
∇ρh′µ3···µs∇ρh′µ3···µs
− s (s− 1) (s− 2)
4
∇νh′νµ4···µs∇ρh′ρµ4···µs
− (s− 1)(d+ s− 3)
L2
[
hµ1···µsh
µ1···µs − s(s− 1)
4
h′µ3···µsh
′µ3···µs
]}
,
(1.1.36)
0 = h′′µ5···µs , (1.1.37)
where g is the determinant of the space-time metric.
This action is easily checked to be invariant under the gauge transformation:
δhµ1···µs = s ∇(µ1ξµ2···µs), (1.1.38)
0 = ξ′µ4···µs . (1.1.39)
This action, is naturally, valid in any dimension.
1.2 Fermionic fields
1.2.1 Flat background space-time
We follow a completely similar line of development to describe fermionic fields, and we will give the
equivalent results. We start with a covariant symmetric tensor-spinor field with s indices, ψµ1···µs
and endow it with a gauge symmetry of the following type (generalizing the spin 3/2):
δψµ1···µs = s ∂(µ1ζµ2···µs). (1.2.1)
If we try to write down gauge invariant equations of motion for such a field, we again imme-
diately encounter the difficulty that the only gauge invariant curvature that can be built from
such an object is its generalized Riemann tensor (or Freedmann-de Wit tensor), which involves s
derivatives:
Rµ1ν1|···|µsνs ≡ 2s ∂[µ1| · · · ∂[µs|ψ|ν1]···|νs]. (1.2.2)
7The use of partial derivatives over a curved space-time would make the action dependent on the choice of
coordinate system in which it would be defined. . .
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We would be interested in a first order curvature, which leads us to define the following object,
the Fronsdal tensor :
Fµ1···µs ≡ /∂ψµ1···µs − s ∂(µ1 /ψµ2···µs). (1.2.3)
Note that this tensor is fully symmetric, exactly as the field from which it is built. Under our
gauge transformation (1.2.1), this tensor’s variation is given by:
δFµ1···µs = − s (s− 1) ∂(µ1∂µ2/ζµ3···µs). (1.2.4)
For spin 3/2, Fronsdal tensor is generally gauge invariant. However, for spins superior or equal
to 5/2, it is only invariant under gauge transformations whose parameter is gamma-traceless8.
This algebraic condition imposed on the gauge parameter is, as it was for bosons, the source of
many subtleties.
We are then led to consider the following gauge transformation:
δψµ1···µs = s ∂(µ1ζµ2···µs), (1.2.5)
0 = /ζµ3···µs , (1.2.6)
under which the following equations of motion are indeed invariant:
0 = Fµ1···µs . (1.2.7)
Let us check that the physical modes satisfying these equations are the expected ones. We
can easily access the gamma-traceless gauge, since δ/ψµ2···µs = /∂ζµ2···µs . This partial gauge fixing
brings the equations of motion (1.2.7) into the form 0 = /∂ψµ1···µs , which shows that we are indeed
on the massless shell. The gamma-trace of this equation gives the divergencelessness of the field:
0 = ∂νψνµ2···µs .
We can consider a Fourier mode (i.e. a mode of the form ψµ1···µs = e
ip·xΨµ1···µs , where x is
the position vector in some orthonormal coordinates of an inertial frame) and go to the light-cone
coordinate system9 in which the only non-vanishing component of the momentum of our mode is
p+. The divergenceless condition implies that any component of Ψµ1···µs with at least one index in
the − direction vanishes. The residual gauge freedom also allows us to cancel all the components
of Ψµ1···µs with at least one index in the + direction, which completely fixes the gauge.
So, all the gauge invariant solutions of (1.2.7) can be parametrized without redundancy by
gamma-traceless Fourier modes Ψµ1···µs (p) (with momentum on the massless shell: p
2 = 0) whose
only non-vanishing (tensorial) components are in the (D − 2)-dimensional transverse (to p) and
spatial directions, satisfying 0 = /pΨµ1···µs (p): these indeed form a vector space on which a massless
irreducible spin s+ 1/2 representation of Poincare´ group could act.
We can now look for a gauge invariant action principle from which to derive these equations of
motion. Similarly to what happens to linearized gravity, where the contraction of the metric with
its linearized Ricci tensor (whose vanishing is the equations of motion) is not a suitable Lagrangian,
because the non-tracelessness of the Ricci tensor prevents the gauge variation of this Lagrangian
from being a divergence, we need to build an Einstein tensor (which is already necessary for spin
3/2). For this, we need a generalized Bianchi identity.
We can easily see that the following identity holds:
∂νFνµ2···µs −
1
2
/∂ /Fµ2···µs −
(s− 1)
2
∂(µ2F ′µ3···µs) =
(s− 1) (s− 2)
2
∂(µ2∂µ3 /ψ
′
µ4···µs). (1.2.8)
Starting from s = 3 (spin 7/2), we have a non-vanishing right-side. This naturally leads to a
second algebraic constraint, this time imposed on the field itself: we will force its triple gamma-
trace to vanish. This is a necessary condition in order for its first order curvature to satisfy a
Bianchi identity:
0 = /ψ
′
µ4···µs . (1.2.9)
8This is not a fully general statement, since one could limit oneself to requiring the second symmetrized derivative
of the gamma-trace of the gauge parameter to vanish...
9That is, a coordinate system in which the metric components satisfy η++ = η−− = 0.
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With this condition10 (from which we can infer the vanishing of the triple gamma-traces of the
Fronsdal and Einstein tensor), the identity (1.2.8) leads us to define the Einstein tensor:
Gµ1···µs ≡ Fµ1···µs −
s
2
γ(µ1 /Fµ2···µs) −
s (s− 1)
4
η(µ1µ2F ′µ3···µs). (1.2.10)
It is of course gauge invariant, ant its divergence is proportional to gamma-matrices:
∂νGνµ2···µs = −
(s− 1)
2
γ(µ2∂
ν /Fµ3···µs)ν −
(s− 1) (s− 2)
4
η(µ2µ3∂
νF ′µ4···µs)ν . (1.2.11)
Given the gamma-tracelessness we already imposed on the gauge parameter, this leads us to
postulate the following Lagrangian density:
L = − i ψ¯µ1···µsGµ1···µs , (1.2.12)
whose gauge variation is indeed proportional to the divergence of ζ¯µ2···µsGµ1···µs .
We have arrived to our gauge invariant action, whose variation gives us the vanishing of the
Einstein tensor of the field or, equivalently, of its Fronsdal tensor:
S = − i
∫
d4x ψ¯µ1···µsGµ1···µs , (1.2.13)
0 = /ψ
′
µ4···µs , (1.2.14)
which can also be rewritten (through partial integration):
S = − i
∫
d4x
{
ψ¯µ1···µs /∂ψµ1···µs + s /¯ψ
µ2···µs /∂/ψµ2···µs −
s (s− 1)
4
ψ¯′µ3···µs /∂ψ′µ3···µs
− s
(
ψ¯νµ2···µs∂ν /ψµ2···µs + /¯ψ
µ2···µs
∂νψνµ2···µs
)
+
s (s− 1)
2
(
/¯ψ
νµ3···µs
∂νψ
′
µ3···µs + ψ¯
′µ3···µs∂ν /ψνµ3···µs
)}
, (1.2.15)
0 = /ψ
′
µ4···µs . (1.2.16)
It can be useful to rewrite all these equations in the index-free notation in which symmetrization
over all free indices is implicit and is carried with a weight equal to the minimal number of terms
necessary to write down (this convention is only used here). The definitions take the form:
δψ = ∂ζ, (1.2.17)
F = /∂ψ − ∂/ψ, (1.2.18)
G = F − 1
2
γ/ψ − 1
2
ηF ′. (1.2.19)
The traces conditions arise from:
δF = − 2 ∂2/ζ, (1.2.20)
∂ · F − 1
2
/∂/ψ − 1
2
∂F ′ = ∂2/ψ′. (1.2.21)
To sum things up, we have absorbed the components of a massless irreducible representation of
the Poincare´ group of spin s+ 1/2 into a symmetric covariant tensor field. By giving it the gauge
freedom (1.2.1), it can be subjected to the gauge invariant first order equations of motion (1.2.7),
which precisely removed the spurious components of the field. These equations of motion can, in
turn, be derived from the gauge invariant action (1.2.13) or, equivalently, (1.2.15).
10Also necessary for the counting of physical modes performed above to be consistent.
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Lower spin
Plugging s = 0 into the previous expression yields Dirac field of spin 1/2, of course without gauge
invariance. The field is a spinor ψ and its Lagrangian is L = − i ψ¯ /∂ψ.
With s = 1, we get the massless spin 3/2, the free gravitino propagating over a flat space-time.
The field is a spinor-vector ψµ whose gauge variation is the gradient of a spinor:
δψµ = ∂µζ. (1.2.22)
Its Fronsdal and Einstein tensors are:
Fµ = /∂ψµ − ∂µ/ψ, (1.2.23)
Gµ = /∂ψµ − ∂µ/ψ − γµ
(
∂νψν − /∂/ψ
)
(1.2.24)
= γµνρ∂
νψρ. (1.2.25)
The last form allows us to see that the general action we wrote above indeed reduces to:
S = − i
∫
d4x ψ¯µγ
µνρ∂νψρ. (1.2.26)
It is under this form that this action is more well-known.
1.2.2 Constantly curved background space-time
As we saw, the key element in the Lagrangian description of massless higher spins outlined above
is gauge invariance: it is this gauge invariance (present at the level of the action) which allows us
to remove spurious components from the physical degrees of freedom of the field, in order for them
to fit into a massless representation of the symmetry group of space-time.
The construction introduced above for fields propagating over a flat background space-time -
whose symmetry group is simply Poincare´ - can actually be very easily extended to a constantly
curved background and, in particular, to anti-de Sitter space-time, AdS.
To be perfectly definite, let us indeed consider this space-time chose curvature is constant and
negative, with a radius of curvature L. The covariant derivatives Dµ
11 acting on a covariant vector
Vµ satisfy the following commutation rule:
[Dµ , Dν ]Vρ =
1
L2
(gνρVµ − gµρVν) . (1.2.27)
This commutation relation shows that the flat space action written above, (1.2.15), can be
modified in a very simple way in order to conserve its full gauge invariance: if we replace the
partial derivatives in it by covariant derivatives, in order for the action to be well-defined12, and
if we add a “mass term” appropriately chosen to cancel the additional terms generated by the
non-trivial commutation rule under a gauge variation of the field to be defined shortly, we get:
S = − i
∫ √−g d4x {ψ¯µ1···µs /Dψµ1···µs + s /¯ψµ2···µs /D/ψµ2···µs − s (s− 1)4 ψ¯′µ3···µs /Dψ′µ3···µs
− s
(
ψ¯νµ2···µsDν /ψµ2···µs + /¯ψ
µ2···µs
Dνψνµ2···µs
)
+
s (s− 1)
2
(
/¯ψ
νµ3···µs
Dνψ
′
µ3···µs + ψ¯
′µ3···µsDν /ψνµ3···µs
)
+
d+ 2(s− 2)
2L
[
ψ¯µ1···µsψ
µ1···µs − s /¯ψµ2···µs /ψ
µ2···µs − s(s− 1)
4
ψ¯′µ3···µsψ
′µ3···µs
]}
,
(1.2.28)
0 = /ψ
′
µ4···µs . (1.2.29)
where g is the determinant of the space-time metric.
11Which includes the spin connection. See Appendix 10.A for more details.
12The use of partial derivatives over a curved space-time would make the action dependent on the choice of
coordinate system in which it would be defined. . .
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This action is easily checked to be invariant under the gauge transformation:
δhµ1···µs = s
[
D(µ1µ2···µs) +
1
2L
γ(µ1µ2···µs)
]
, (1.2.30)
0 = ξ′µ4···µs . (1.2.31)
This action, is naturally, valid in any dimension.
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Chapter 2
Hamiltonian formalism for
constrained systems
We are now going to consider the Hamiltonian formalism of constrained systems1, whose trajectory
is limited to a certain subdomain of their phase space and whose equations of motion are not
determinist: the number of physical degrees of freedom of these systems is in fact smaller than the
number of variables used to to describe them. The description is redundant and different values of
the variables used represent the same physical state: this is gauge invariance; the range of value of
some variables may also be limited. This is precisely the type of system to which belong massless
fields of spin higher or equal to one (photon, gravitino, graviton, etc.). Dirac developed a formalism
allowing us to obtain the Hamiltonian formalism of this kind of system.
We will begin by expounding Dirac formalism in full generality, showing how constraints appear
when one starts with a Lagrangian. We will then consider the two categories of constraints that
come into play: first class constraints, related to gauge invariance, and second class constraints,
which we will explain how to get rid of. In order to keep the development clear, we will present
Dirac formalism in the case of system with a finite dimensional phase space.
We will then illustrate this formalism on the simplest gauge theories: the free massless field of
spin one and two. This will allow us to appreciate the efficiency of the procedure just introduced
and give us results which we will use in the following chapter.
We will then consider what happens when one studies gauge systems whose action is already
first order, which is typically the case of massless fermionic fields of spin superior or equal to 3/2.
We will also introduce anticommuting Grassman variables and fix their conventions.
In order to be perfectly definite, let us fix a point of nomenclature: in this chapter and the
following, what is meant by the number of degrees of freedom is the dimension of the physically
relevant phase space. Thus, the number of degrees of freedom of a system will be equal to the
number of initial conditions that need to be fixed in order to determine its time evolution. This
will prevent us from having to deal with “half degrees of freedom” in the case of fermionic systems.
2.1 Dirac formalism
2.1.1 From Lagrangian to Hamiltonian
Generally, when one is given the Lagrangian formulation of a dynamical system (i.e. a function
L
(
qi, q˙j
)
of the coordinates qi and the velocities q˙i, where i = 1, . . . , N), one gets to the Hamilto-
nian formulation in two steps: first, one defines the momenta by pi
(
qj , q˙j
) ≡ ∂L∂q˙i ; then, one builds
the Hamiltonian function as H ≡ piq˙i − L. A priori, the Hamiltonian is a function of coordinates
and velocities, but, as a computation of its differential easily shows, it actually depends on the ve-
locities only through the functions
(
pi, q
i
)
. We will call the space parametrized by the coordinates
and velocities the configuration space and the one parametrized by the coordinates and momenta
the phase space.
1The classic expositions of this topic are [94] and [145].
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Up to this point, we have considered a fully general Lagrangian. However, once we try to
obtain the explicit form of the dependence of H in terms of the coordinates and momenta, two
situations can arise: either the relation defining the momenta is invertible, allowing us to express
the velocities as functions of the momenta and coordinates (q˙i = q˙i
(
qj , pj
)
), in which case we can
directly obtain the looked for Hamiltonian function H
(
qj , pj
)
as a uniquely defined expression; or
this relation is not invertible. This is the case we are interested in.
The non-invertibility of this relation typically corresponds to the case where the matrix ∂
2L
∂q˙i∂q˙j
is also non invertible, from which we can infer that the equations of motion (i.e. Euler-Lagrange
equations), ∂L∂qi =
∂2L
∂q˙i∂q˙j q¨
j + ∂
2L
∂q˙i∂qj q˙
j , do not uniquely determine the accelerations q¨j in terms of
the coordinates and velocities. In other words, all the coordinates qi can not correspond to degrees
of freedom, since their evolution is not uniquely determined: the description of the system we are
using must contain superfluous variables.
Since the application
(
qj , q˙j
) → (qj , pj) is not invertible, the dimension of its image space
must be inferior to that of the initial space (2N), which is the configuration space: let us note
this dimension 2N −K. This means the image space can be defined by K independent constraints
φk
(
qj , pj
)
= 0, k = 1, . . . ,K (in other words, if one expresses the momenta as functions of the
coordinates and velocities, these constraints will be identically satisfied). These constraints are said
to be primary, because they appear immediately once one has defined the momenta. Limited to the
surface defined by the constraints (the constraint surface), the relation between the velocities and
momenta is invertible. The independence of the functions φk requires that any function cancelling
on the constraint surface be a linear combination of the constraints2. We will say of an identity
satisfied on the constraint surface that it is weakly satisfied. If it is true over the whole phase
space, we will say that it is strongly satisfied. Weakly satisfied equations will be written with the
symbol ≈ (e.g. two functions coinciding over the constraint surface will satisfy f ≈ g).
As for the Hamiltonian, let us observe that, on the constraint surface, it is uniquely defined.
However, if one tries to extend its definition over the whole phase space, we will get a continuous
family of possible Hamiltonian functions, differing by a linear combination of the constraints. Let
us assume, for now, to have picked one of these authorized Hamiltonians, H, keeping in mind that
other possible choices remain, at this point, equivalent.
Let us then turn our attention to the Hamiltonian form of the equations of motion. The
Hamiltonian was initially defined uniquely as a function of coordinates and velocities and, in full
generality, its differential is given by δH = q˙iδpi−
(
∂L
∂qi
)
δqi. When one writes the Hamiltonian as
a function of the coordinates and momenta, which is always feasible but not automatically unique,
this formula for the differential of H is only valid for variations of the coordinates and momenta
tangent to the surface constraint. 3. Therefore, the coefficients of δpi and δq
i in the differential
of H written above will differ from the partial derivatives of H by a linear combination of the
corresponding partial derivatives of the constraints: q˙i = ∂H∂pi + u
k ∂φk
∂pi
and − ∂L∂qi = ∂H∂qi + uk ∂φk∂qi ,
where the uk are Lagrange multipliers. By the Lagrangian equations of motion, ∂L∂qi =
d
dt
(
∂L
∂q˙i
)
,
we see that, in Hamiltonian form the equations of motion become:
p˙i = − ∂H
∂qi
− uk ∂φk
∂qi
, (2.1.1)
q˙i =
∂H
∂pi
+ uk
∂φk
∂pi
, (2.1.2)
where uk are arbitrary functions of time: their presence confirms that not all phase space coordi-
nates represent physical degrees of freedom, since their time evolution contains arbitrary functions.
As usual, we would like to express these equations of motion in the form of Poisson brackets.
If we define these for any pair of phase space functions as {f, g} = ∂f∂qi ∂g∂pi −
∂g
∂qi
∂f
∂pi
, and if we also
choose a total Hamiltonian HT defined as HT ≡ H + ukφk, the equations of motion then take
the general form, for any phase space function f , f˙ = {f,HT } 4, the uk being manipulated by
2The coefficients involved in the linear combination will generally be functions over the full phase space.
3Indeed, the configuration space being sent to the constraint surface, all the variations of the coordinates and
velocities must correspond to variations of the coordinates and momenta tangent to the constraint surface.
4As long as we restric ourselves to considering this expression on the constraint surface, where the Poisson
brackets containing uk do not need to be considered, since they are multiplied by the constraints.
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following the formal rules satisfied by the Poisson brackets: additivity, antisymmetry and product
law 5.
Let us now consider the consistency question: if we are given as initial conditions a point of
phase space on the constraint surface, will the evolution controlled by (2.1.1) and (2.1.2) maintain
it there ? In other words, will the constraints be conserved ? Do we have φ˙k = 0 on the constraint
surface, or, equivalently, {φk, HT } ≈ 0 ? We see that the consistency condition is:
0 ≈ {φk, H} + ul {φk, φl} . (2.1.3)
These conditions may take four possible forms. They can be identically satisfied (i.e. be equiv-
alent to an identity such as 0 ≈ 0), which will not lead to anything new; they can lead to a
contradiction, (e.g. 0 ≈ 1), in which case we must conclude that the initial Lagrangian did not
describe a consistent system. They can also take a form from which the uk are absent, of the
type ϕ
(
qi, pj
)
= 0 for a new function ϕ over phase space. The requirement ϕ˙ ≈ 0 will then also
have to be imposed, eventually generating new constraints, calles secondary (because they only
appear after the equations of motion have been used), which will be noted ϕm = 0 (m = 1, . . . ,M).
Finally, we can obtain a condition on the uk, which we shall discuss later.
Once all these consistency conditions have been examined, we are left with a series of primary
and secondary constraints, which will henceforward be treated on an equal footing. They can be
gathered into a single series of (independent) constraints:φr, r = 1, . . . , J , defining a new constraint
surface. We can also define an extended Hamiltonian, HE , equal to H + u
rφr (the sum running
now over both primary and secondary constraints).
Let us introduce an additional element of terminology: a phase space function will be said
to be first class if its Poisson bracket with all the constraints weakly cancels: {f, φr} ≈ 0. The
constraints can themselves be first or second class (when their Poisson brackets with the other
constraints do or do not cancel modulo the constraints).
Let us prove a theorem: the Poisson bracket of two first class functions (R and S) is also first
class. Indeed, since {R,φk} ≈ 0 (resp. {S, φk} ≈ 0), we have {R,φk} = rlkφl (resp. {S, φk} =
slkφl), from which it follows that {{R,S} , φk} = −{{S, φk} , R} − {{φk, R} , S} = −
{
slkφl, R
}
+{
rlkφl, S
}
= −slk {φl, R} − φl
{
slk, R
}
+ rlk {φl, S}+ φl
{
rlk, S
} ≈ 0 (by using Jacobi identity6, the
product law and the fact that R et S are first class).
2.1.2 Gauge systems
First class constraints are related to gauge invariance: as soon as a constraint is first class, the
system considered has a gauge invariance. That is the point we are now going to establish.
We are indeed going (in this section) to take a closer look at a particular instance of constrained
system: one in which all constraints are first class. In that case, we have {φr, φs} = ctrsφt ≈ 0
for any r, s. The secondary constraints are of the form {φk, H} ≈ 0 and {φk, φl} ≈ 0 and the
Hamiltonian is automatically first class.
In order to see why we say that such a system has a gauge invariance, let us observe that if we
take as initial conditions in time t a point of phase space (on the constraint surface) and evolve
it over an infinitesimal time interval δt, the variation of a phase space function g between the
initial and final points of this infinitesimal trajectory will be given by (from (2.1.1) and (2.1.2)):
g (t+ δt) = g (t) + δt g˙ = g (t) + δt {g,HT } = g (t) + δt {g,H} + δt uk {g, φk}, where the uk are
arbitrary. If we compare two different time evolutions obtained by picking different values of the
uk, we will see that the value of the function g in t+ δt will shift by ∆g (t+ δt) = δt ∆uk {g, φk} =
k {g, φk} =
{
g, kφk
}
(where we defined k ≡ δt∆uk). These two values of g, having evolved from
the same phase space point - and so from the same physical state, must obviously be physically
indistinguishable. As a corollary, we see that any transformation of the form ∆g =
{
g, kφk
}
(the
parameters k being arbitrary) must leave the physically relevant information unchanged: this is
precisely what is called a gauge transformation, which we conclude to be generated by primary first
class functions kφk. Primary first class constraints are the generators of gauge transformations.
A natural question arises: are the transformations generated by secondary constraints also
gauge transformations (i.e. contact transformations which do not alter the physical state of the
5{fg, h} = f {g, h}+ g {f, h}
6{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0
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system) ? It seems plausible enough, given the fact that if we look at the commutator of two
gauge transformations (generated by the functions k1φk and 
k
2φk), we observe it to be a transfor-
mation generated by the Poisson bracket of the generating functions of the initial transformations:
[δ1, δ2] g =
{{
g, k1φk
}
, l2φl
} − {{g, k2φk} , l1φl} = −{{k1φk, l2φl} , g} − {{l2φl, g} , k1φk} −{{
g, k2φk
}
, l1φl
}
=
{
g,
{
k1φk, 
l
2φl
}}
(where we used Jacobi identity, antisymmetry and linearity
of Poisson brackets).
It is obvious that the commutator of two gauge transformations is a gauge transformation
(the commutator of two transformations without physical modification must be a transformation
without physical modification): the Poisson bracket of primary constraints must generate a gauge
transformation. By our theorem on the Poisson bracket of first class functions, we know that
the Poisson bracket of two primary constraints is a first class function. Moreover, the constraints
being first class, {φk, φl} ≈ 0. So, {φk, φl} is a first class function that cancels on the constraint
surface. In other words, it is a first class constraint, and so a linear combination of the constraints,
combination possibly including secondary ones. A similar reasoning will show that secondary first
class constraints of the form {φk, H} also generate gauge transformations, since they generate
transformations obtained by commuting time evolution and a gauge transformation generated by
the first class primary constraint φk, which must obviously be a gauge transformation, on the same
physical basis.
If the secondary (first class) constraints indeed generate gauge transformations, we can include
their action in the dynamical evolution (since their presence will only make explicit the physical
equivalence of the states they relate), and use the extended Hamiltonian HE .
Let us still observe that each first class constraint removes two degrees of freedom: one degree
of freedom is removed directly by the constraint, which decreases by one unit the dimension of the
subdomain of the phase space in which the trajectory must be located; another degree of freedom
is showed to be unphysical by the presence of an arbitrary function in the time evolution (on the
constraint surface).
2.1.3 Second class constraints
Let us now consider the more general situation where some of the constraints are second class. In
this case, the consistency conditions contain some constraints on the ur, of the form (2.1.3): it
is a system of J linear inhomogeneous equations (with K unknown: the uk7), whose coefficients
are functions over phase space. We will begin by solving this system (if there is no solution,
the system is not consistent): let us consider a particular solution (Ur
(
pj , q
i
)
) and a complete
set of independent solutions of the equations without their inhomogeneous part (V ra
(
pj , q
i
)
, a =
1, . . . , A): the general solution will then be uk = Uk + vaV
k
a , where the va remain arbitrary. If
we replace uk by this solution in HT , we find a Hamiltonian of the form HT = H + U
kφk +
vaV
k
a φk ≡ H ′ + vaφa, where H ′ ≡ H + Ukφk et φa ≡ V ka φk 8). The new Hamiltonian H ′
(which of course satisfies H ′ ≈ H) is now first class (indeed, {H ′, φr} = {H,φr} +
{
Ukφk, φr
}
=
{H,φr} + Uk {φk, φr} + φk
{
Uk, φr
} ≈ 0 by the definition of Uk), and so are the φa (again,
{φa, φr} ≈ V ka {φk, φr} ≈ 0, by the definition of the V ka ) and HT . The φa form a maximal
set of first class constraints (since they represent all the independent solutions of the system
V ka {φk, φr} ≈ 0): we can reorganize the constraints in order to have a list φa, χr, the χr being the
(independent) remaining constraints, or the “irreducible” second class constraints (i.e. of which no
first class linear combination exists).
The total Hamiltonian HT and the dynamical evolution of the system only contain A arbitrary
functions va (completely unconstrained, since all consistency conditions have already been satis-
fied): there is no arbitrary function associated to second class constraints. Indeed, we will see that
each second class constraint is related to the presence of a non physical degree of freedom, and we
will now see how to remove it 9.
We show in Appendix 2.A that the matrix of the Poisson brackets of the irreducible second
class constraints, {χr, χs}, is invertible (this matrix being antisymmetric, this implies that it must
7We remind the reader that J and K are respectively the total number of constraints and the number of primary
constraints.
8The sum over k only ranges over primary constraints.
9Contrary to first class constraints, the second class constraints do not imply the presence of an arbitrary function
in the time evolution of the variables, but they still force some of these variables to be expressed as functions of the
others (see below).
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be of even dimension, and that the number of second class constraints is even): let us note its
inverse Crs. This inverse can be used to define Dirac brackets:
{f, g}D ≡ {f, g} − {f, χr}Crs {χs, g} . (2.1.4)
The antisymmetry and linearity of this expression are automatic, but Jacobi identity needs
to be checked. Moreover, HT being first class, {g,HT }D ≈ {g,HT }, and replacing the Poisson
backets by the Dirac brackets does not alter the dynamics. The distinctive property of Dirac
bracket is that it strongly cancels whenever it is applied to a second class constraint: {f, χr}D =
{f, χr} − {f, χs}Cst {χt, χr} = {f, χr} − {f, χs} δsr = 0.
That means we can actually work with these brackets on the second class constraint surface
χr = 0 (which we shall note S and on which one may define an intrinsic coordinate system),
completely ignoring the remaining phase space, which can not be done with first class constraints,
whose Poisson bracket must be computed in the full phase space before being evaluated on the
constraint surface. Once one restricts oneself to S, one can completely forget the second class
constraints. In conclusion, we see that each second class constraint indeed removes only one
degree of freedom, as opposed to first class constraints, which remove two of them. Since we have
seen that there is always an even number of second class constraints, an even number of physical
degrees of freedom will be subtracted, and the parity of the initial formal phase space dimension
will be preserved in the number of dynamical variables physically relevant and non redundant10.
The reasoning followed in this section can naturally be generalized to the case where we would
use HE rather than HT as Hamiltonian (which, as we argued at the end of the previous section, is
the natural thing to do).
2.2 Illustrations of Dirac formalism
2.2.1 Classical electromagnetism
In order to illustrate the general formalism expounded above, we shall now consider its most
classical aplication: Maxwell theory of the free electromagnetic field in four-dimensional space-
time. Obviously, this is a field theory, and, in the formal developments made above, we only
considered dynamical theories with a finite number of degrees of freedom. However, the transition
is completely straightforward.
The (real-valued) fields are the spatial potential-vector ~A and the spatial scalar potential V
(gathered into a space-time four-vector Aµ ≡
(
V, ~A
)
). The action is given by S =
∫
dt L =
∫
d4x L,
where L = − 14FµνFµν (the strength field being Fµν ≡ ∂µAν−∂νAµ). In a non manifestly covariant
way, this gives:
L =
1
2
∫
d3x
{
‖ ~˙A+ ~∇V ‖2 − ‖~∇× ~A‖2
}
, (2.2.1)
whence one extracts the conjugate momenta:
ΠV ≡ δL
δV˙
= 0, (2.2.2)
~Π ≡ δL
δ ~˙A
= ~˙A+ ~∇V. (2.2.3)
We immediately notice that (2.2.2) gives us a primary constraint. Let us now build the Hamil-
tonian:
H =
∫
d3x
{
ΠV V + ~Π · ~˙A
}
− L
=
∫
d3x
{
‖~Π‖2
2
+
‖~∇× ~A‖2
2
+ V
(
~∇ · ~Π
)}
. (2.2.4)
10This parity is necessary, since a set of initial conditions must contain an even number of independent data for
a second order dynamical system.
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where an integration by part was performed on the last term.
Consequently, we have {ΠV , H} = −~∇.~Π = −Πk,k, and so the consistency condition imposes the
secondary constraint ~∇ · ~Π = 0. Since these constraints have a vanishing Poisson bracket among
themselves (
{
ΠV , ~∇ · ~Π
}
= 0) and with the Hamiltonian ({ΠV , H} = ~∇·~Π ≈ 0 et
{
~∇ · ~Π, H
}
= 0),
there are no additional constraints. Moreover, they are all first class, and the Hamiltonian given
by (2.2.4) also is: this is indeed a gauge system.
The counting of degrees of freedom is trivial: we started with eight variable, the Ak, V , Πk
et ΠV . Since we found two first class constraints, we are left with four (= 8 − 2 × 2) physical
phase space dimensions, corresponding to two physically distinguishable configurations (whose
amplitudes and phases - or velocities - are parametrized by the four coordinates of the reduced
phase space): the states of helicity ±1.
We then proceed to write the total and extended Hamiltonian:
HT = H +
∫
d3x u ΠV , (2.2.5)
HE = HT +
∫
d3x v
(
~∇ · ~Π
)
, (2.2.6)
where u and v are arbitrary functions. Let us observe that one could absorb V into v by an
appropriate redefinition, when one uses HE , which is very natural in this case, the secondary con-
straint manifestly generating a gauge transformation (since it generates transformations obtained
by commuting time evolution with a gauge transformation generated by the primary first class
constraint). The corresponding equations of motion, obtained by taking Poisson brackets with
HE , are:
V˙ = u, (2.2.7)
Π˙V = − ~∇ · ~Π, (2.2.8)
~˙A = ~Π − ~∇ (v + V ) , (2.2.9)
~˙Π = ~∇×
(
~∇× ~A
)
. (2.2.10)
In other words, ΠV = 0 and the time evolution of V is given by an arbitrary function: the non-
physical nature of the degrees of freedom associated to this pair of variables is manifest (especially
considering the vanishing of their Poisson brackets with all the other variables). Similarly, in a non
local way, by decomposing the fields ~Π and ~A into transverse and longitudinal components, we see
that the longitudinal component of ~Π cancels and that the time evolution of its conjugate variable,
the longitudinal component of ~A, is given by an arbitrary function: the associated degrees of free-
dom are also clearly non-physical, and we could explicitly remove them, only keeping as variables
the transverse parts of ~Π and ~A and the Hamiltonian H ′ = 12
∫
d3x
[
‖~Π⊥‖2 + ‖~∇× ~A⊥‖2
]
. This
description is free of any gauge invariance, but it is non-local.
To sum things up, we have two first class constraints (ΠV = 0 and ~∇ · ~Π = 0), to which
correspond the presence of two arbitrary functions in the time evolution of the remaining, uncon-
strained variables. The combinations of these whose time evolution is undetermined are V and ~∇· ~A.
We will be much interested, in generalizing these results to higher spins, in the following
approach: explicitly removing the variables V and ΠV , and solving the constraint ~∇·~Π = 0, through
the introduction of a second potential-vector, ~A2 (the initial potential vector being relabelled ~A1),
defined by ~Π = ~∇ × ~A2. Working with ~A2 is equivalent to using a proper coordinate system
on the constraint surface: the new variables, ~A1 and ~A2, are unconstrained, but non uniquely
defined (two vectors ~A2 differing through a gradient are clearly equivalent). In this formalism,
the Hamiltonian given by (2.2.4) takes the particularly simple and symmetric form (in which the
terms proportional to u and v in HE have disappeared since, in terms of the new variables, the
constraints are identically satisfied):
H =
∫
d3x

∥∥∥~∇× ~A1∥∥∥2
2
+
∥∥∥~∇× ~A2∥∥∥2
2
 . (2.2.11)
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The Hamiltonian action then writes:
SH =
∫
d4x ~Π · ~˙A1 −
∫
dt H
=
∫
d4x

(
~∇× ~A2
)
· ~˙A1 −
∥∥∥~∇× ~A1∥∥∥2
2
−
∥∥∥~∇× ~A2∥∥∥2
2
 . (2.2.12)
If we define the “curvature” (the magnetic field) of each potential as ~Ba ≡ ~∇× ~Aa (a = 1, 2)
and introduce the antisymmetric two-dimensional tensor ab (with 12 = 1) in the plane of the two
potentials, this action can again be written:
SH =
1
2
∫
d4x
{
ab ~˙A
a · ~Bb − δab ~Ba · ~Bb
}
. (2.2.13)
Except for the relative factor between the kinetic and Hamiltonian parts, this action is com-
pletely fixed by its gauge invariance δ ~Aa = ~∇fa and its invariance under the rigid duality rotation
in the plane of the two potentials.
2.2.2 Linearized gravity
A completely similar investigation can be made for linearized gravity (i.e. for the free massless spin
2 theory)11. Its lagrangian action is:
S =
∫
d4x L (2.2.14)
= − 1
2
∫
d4x {∂ρhµν∂ρhµν − 2 ∂ρhρµ∂νhνµ + 2 ∂µhµν∂νh′ − ∂µh′∂µh′} , (2.2.15)
where h′ ≡ hµµ.
The Hamiltonian analysis of this action requires us to break explicit covariance, giving:
S =
1
2
∫
d4x
{
h˙klh˙
kl − h˙2 − 4 h˙kl∂kh0l + 4 h˙∂kh0k + . . .
}
, (2.2.16)
where the unwritten terms only contain spatial derivatives and h¯ ≡ hkk. This gives the only
non-vanishing momenta as:
Πkl = h˙kl − δkl ˙¯h − 2 ∂(khl)0 + 2 δkl∂mh0m, (2.2.17)
which can easily be inverted to yield:
h˙kl = Πkl − 1
2
δklΠ¯ + 2 ∂(khl)0. (2.2.18)
Substituting these and redefining Nk ≡ h0k and N ≡ h00, we get:∫
d3x
[
Πklh˙kl − L
]
=
∫
d3x
[H + NkCk + NC] , (2.2.19)
where:
H = Π
klΠkl
2
− Π¯
2
4
+
1
2
∂mhkl∂
mhkl − ∂mhkm∂lhkl + ∂kh¯∂lhkl − 1
2
∂kh¯∂
kh¯, (2.2.20)
Ck = − 2 ∂lΠkl, (2.2.21)
C = ∂k∂lhkl − ∆h¯. (2.2.22)
11The original study of the Hamiltonian formulation of gravity is [10].
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The consistency checks (imposing the conservation in time of the primary constraints, which
requires the vanishing of the Poisson brackets of Π0µ with the Hamiltonian written above) then
give us the secondary constraints, which are just 0 = Ck and 0 = C. The constraints and the
Hamiltonian are then easily seen to be first class. The gauge transformations generated by the
primary constraints simply show that the variables N and Nk (canonically conjugate to Π0µ)
are pure gauge, their value being arbitrary. As for the secondary constraints, they generate the
following independent gauge transformations. If we define:
G1 =
∫
d3x ξkCk
= 2
∫
d3x Πkl∂(kξl), (2.2.23)
G2 =
∫
d3x θC
=
∫
d3x hkl (∂k∂lθ − δkl∆θ) , (2.2.24)
we easily see that they generate the following gauge transformations (with G ≡ G1 + G2):
δhkl = {hkl,G}
= 2 ∂(kξl), (2.2.25)
δΠkl = {Πkl,G}
= δkl∆θ − ∂k∂lθ. (2.2.26)
Each of these gauge transformation clearly preserves the constraints - which are indeed first
class.
The counting of degrees of freedom is satisfactory: we started with 20 variables (hµν and Π
µν)
and we end up with eight first class constraints (0 = Π0µ = Ck = C), removing 16 degrees of
freedom and leaving us with a four-dimensional physical phase space, which corresponds with the
expected first order description of the two helicities of a massless spin 2 field.
In a way completely similar to what was done in the case of electromagnetism, we then solve
these secondary constraints12 and simply remove the Nk, N and their conjugate momenta. The
momentum constraint 0 = Ck is easily solved, since it naturally implies that Πkl is the Einstein
tensor of some symmetric tensor Pkl (any symmetric divergenceless tensor is the Einstein tensor
of some field; see the Appendix 2.B for an explicit derivation):
Πkl = Gkl [Pmn]
= kmplnq∂
m∂nP pq
= δkl
(
∆P¯ − ∂m∂nPmn
)
+ 2 ∂(k∂
mPl)m − ∆Pkl − ∂k∂lP¯ . (2.2.27)
The gauge invariance of Pkl is easily identified by observing that the gauge variation of Πkl is
precisely the Einstein tensor of a field of the form δklθ:
δΠkl = Gkl [δmnθ] , (2.2.28)
from which it follows that (the vanishing of its (linearized) Einstein tensor - which, in three
dimensions, is equivalent to the vanishing of its (linearized) Riemann tensor - being a necessary
and sufficient condition for a tensor field to be equal to a (linearized) diffeomorphism - that is, the
symmetrized derivative of a vector field) the gauge invariance of Pkl is:
δPkl = 2 ∂(kλl) + δklθ. (2.2.29)
The Hamiltonian constraint 0 = C is slightly more involved to solve. We can start by going into
a gauge where h, the trace of hkl, is equal to zero. Up to a gauge transformation, the constraint
then solves as13:
hkl =
1
2
(k|mn∂mφn|l) + 2 ∂(kξl). (2.2.30)
12It was done in [146].
13This is quite straightforward: a first integration of the vanishing of the double divergence yields ∂lhkl =
klm∂
lvm, which is itself a divergence whose integration gives hkl = klmv
m+1/2 lmn∂
mφnk. The symmetrization
of this expression over kl finally gives the looked for expression (and the vanishing of the trace of hkl imposes the
symmetry of φkl). The 1/2 factor is introduced for later convenience.
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The gauge invariance of φkl can be computed (see Appendix 2.C) and is:
δφkl = 2 ∂(kηl) + δklσ. (2.2.31)
The fields Pkl and φkl, which are symmetric spatial tensors in terms of which the constraints are
identically satisfied, are called prepotentials. Let us note that they have the same gauge invariance
(with independent parameters), which is precisely the gauge invariance of the metric field (the
“potential”) in linearized conformal gravity.
If we substitute these (partially gauge fixed) solutions into our Hamiltonian density H, it
becomes (up to total derivatives):
H = ∆φkl∆φkl − 2 ∂n∂lφkl∂n∂mφkm
− 1
2
(
∆φ¯
)2
+ ∂k∂lφkl∆φ¯ +
1
2
(
∂k∂lφkl
)2
+ ∆Pkl∆P
kl − 2 ∂n∂lPkl∂n∂mP km (2.2.32)
− 1
2
(
∆P¯
)2
+ ∂k∂lPkl∆P¯ +
1
2
(
∂k∂lPkl
)2
. (2.2.33)
We can now look at the kinetic part of the Hamiltonian action, which now takes the form
(again, up to boundary terms):∫
d4x Πkl [Pij ] h˙kl [φmn] =
∫
d4x φklB
kl
[
P˙mn
]
, (2.2.34)
where we have introduced the Cotton tensor:
Bkl [Pmn] ≡ 1
2
(k|mn∂m
(
∆Pnl) − ∂l)∂rPnr
)
. (2.2.35)
This tensor is identically traceless and divergenceless, and it vanishes when the field that is
plugged into it is a (linearly) conformally flat metric, up to a (linearized) diffeomorphism. It follows
from these properties that this part of the Hamiltonian action has the same gauge invariance (in
terms of the prepotentials) as the Hamiltonian.
This action can be rewritten as:
SH =
1
2
∫
d4x
{
abZ˙
aklBbkl − δab
[
GaklGbkl −
1
2
G¯aG¯b
]}
, (2.2.36)
where Gakl ≡ Gkl
[
Zaij
]
is the Einstein tensor and Bakl ≡ Bkl
[
Zaij
]
the Cotton tensor of one of the
prepotentials that we have gathered into a two-components vector:
Zakl ≡
(
Pkl
φkl
)
. (2.2.37)
2.3 First order action
2.3.1 General formalism
For free fermionic field theories, the Lagrangian action is already linear in the time derivatives
and, in this case, there is a way to shortcut Dirac formalism, as we are now going to show. We
will again consider the case of a system with a finite number of degrees of freedom, in order not
to overcomplicate notations.
Let us consider a system whose state is described by the (bosonic) variables {zA} and whose
action is given by:
S [z] =
∫
dt
{
θA (z) z˙
A − H (z)} . (2.3.1)
Such an action can be obtained from a Hamiltonian action in canonical form S [p, q] =
∫
dt {paq˙a −H (p, q)}
by performing a change of variables of the form z = z (p, q). In particular, one should keep in mind
that the number of variables zA gives the total dimension of the phase space, that is, twice the
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number of canonical coordinates. Therefore, we shall note A = 1, ..., 2N (or again a = 1, ..., N).
Each zA should accordingly be seen as representing half a physical configuration.
The action (2.3.1) gives, through its variation, the following equations of motion:
ωAB z˙
B =
∂H
∂zA
, (2.3.2)
where ωAB ≡ ∂θB∂zA − ∂θA∂zB is the symplectic 2-form; its inverse (assuming one exists 14: if such is not
the case, it is due to the presence of first class constraints, some of the z variables actually being
arbitrary functions of type uk; see below) will be written ωAB (ωABωBC = δ
A
C). The equations of
motion then take the form:
z˙A = ωAB
∂H
∂zB
. (2.3.3)
(Let us observe that in the case in which the symplectic 2-form takes the canonical form
ω =
(
0 −I
I 0
)
, if we relabel the phase space coordinates z ≡
(
q
p
)
, these equations reproduce
Hamilton equations: p˙ = −∂H∂q et q˙ = ∂H∂p : we are indeed dealing with a general Hamiltonian
formalism.)
The time derivative of any phase space function f(z) will be: f˙ = ∂f
∂zA
z˙A = ωAB ∂f
∂zA
∂H
∂zB
, which
leads us to define the Dirac bracket of two phase space functions f and g as:
{f, g}D ≡ ωAB
∂f
∂zA
∂g
∂zB
, (2.3.4)
in order to have f˙ = {f,H}D. This way, we also have:
{
zA, zB
}
D
= ωAB .
We did not rely on the general formalism developped above, since Dirac bracket could be defined
through a more direct path. However, Dirac formalism would have led to the same brackets.
Indeed, computing the conjugate momenta from the action (2.3.1) gives ΠA =
∂L
∂z˙A
= θA (z), and
we immediately obtain 2N primary constraints: φA (Π, z) = ΠA − θA (z) = 0. Moreover, the
Hamiltonian is given by H(z). To study the consistency conditions, let us observe that (reminding
ourselves that the Poisson bracket is defined as {f, g}P ≡ ∂f∂zA ∂g∂ΠA −
∂g
∂zA
∂f
∂ΠA
):
{φA, H} = − ∂H
∂zA
, (2.3.5)
{φA, φB} = ωAB . (2.3.6)
Consequently, when the symplectic 2-form is invertible, all the constraints are second class
(since the first class constraints are associated to the null eigenvectors of the matrix of the Poisson
brackets of the constraints), and there are no secondary constraints (the consistency conditions
{φA, H}P + uB {φA, φB}P ≈ 0 imposing no new relation on the Π and z). We must then impose
strongly (i.e. before computing Dirac brackets) the constraints (which comes down to substituting
the θA(z) for the ΠA), and use Dirac brackets, which are (observing that {f, φA}P = ∂f∂zA +
∂θA
∂zB
∂f
∂ΠB
):
{f, g}D = {f, g}P − ωAB {f, φA}P {φB , g}P
=
∂f
∂zA
∂g
∂ΠA
− ∂g
∂zA
∂f
∂ΠA
+ ωAB
(
∂f
∂zA
+
∂θA
∂zC
∂f
∂ΠC
)(
∂g
∂zB
+
∂θB
∂zD
∂g
∂ΠD
)
= ωAB
∂f
∂zA
∂g
∂zB
. (2.3.7)
We indeed recover our previous definition of the Dirac brackets.
A case more relevant for the study of fermionic higher spin gauge fields is, of course, one in
which some first class constraints are also present, which is embodied by an action of the following
form:
S [z, u] =
∫
dt
{
θA (z) z˙
A − ukfk (z) − H (z)
}
. (2.3.8)
14Which indeed implies the evenness of the number of zA.
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It is the form the Lagrangian action will take for massless fields of half-integer spin superior
to 12 , even though we are currently looking at “bosonic” (i.e. commuting) variables. The u
k will
manifestly be unphysical variables: they are Lagrange multipliers imposing the constraints fk = 0.
The equations of motions derived from the variation of the action (2.3.8) are (with the same Dirac
brackets as those defined by (2.3.4)):
z˙A =
{
zA, H
}
D
+ uk
{
zA, fk
}
D
, (2.3.9)
fk = 0. (2.3.10)
The uk are free, unconstrained, arbitrary, and their presence in the equations of motion signals
gauge freedom. In a general way, the evolution of a function of the z will be given by g˙ = {g,H}D+
uk {g, fk}D: the time evolution is determined by the Hamiltonian, up to a gauge transformation
generated by the constraints fk and parametrized by the u
k. The case we are interested in is the
one in which the constraints fk and the Hamiltonian H are first class, that is, gauge invariant on
the constraint surface. The consistency conditions are then identically satisfied.
Let us still observe that the gauge transformations could be identified through a direct ex-
amination of the action, since it is gauge invariant. Indeed, two trajectories differing by a gauge
transformation will clearly have the same action, since the extremization of the action can not fix
which one of these trajectories will be followed. Explicitly, we can check the invariance of the action
under the transformation δzA =
{
zA, vkfk
}
D
= ωAB ∂fk
∂zB
vk: the constraints and the Hamiltonian
being gauge invariant, their gauge variation cancels on the constraint surface and must be a linear
combination of the constraints (δH = h lk v
kfl and δfk = c
m
klv
lfm). The variation of the kinetic
term is:
δ
(∫
dt θAz˙
A
)
=
∫
dt ωAB z˙
BδzA
= −
∫
dt z˙Avk
∂fk
∂zA
= −
∫
dt vkf˙k. (2.3.11)
In order for the action to be invariant, it is enough for the variables uk to transform under
a gauge transformation of parameters vk as δuk = v˙k − hklvl − cklmulvm, which will give
δS = − ∫ dt (vkf˙k + v˙kfk) = − [vkfk] = 0 (up to “boundary terms”).
In particular, once the gauge symmetries of a first order action have been found, one can directly
identify which variables are Lagrange multipliers by isolating those whose gauge variation contains
a time derivative of the transformation parameters 15.
Finally, let us still remark that each Lagrange multiplier uk removes three degrees of freedom
from the system: two through the first class constraint it implements and one because it is not
itself a dynamical variable (its conjugate momentum vanishes).
In the case which will interest us, we will need to apply this formalism to Grassmann complex
variables, which does not present any significant subtlety, but which requires a careful handling of
notations. Let us now fix those.
Consider an action of the form:
S
[
Ψ, Ψ¯
]
=
∫
dt
{
θA
(
Ψ¯
)
Ψ˙A +
˙¯ΨA θ¯
A(Ψ)−H (Ψ, Ψ¯)} , (2.3.12)
where the ΨA are complex Grassmann variables, their complex conjugate being denoted by a bar.
H is a real-valued function.
Its variation is given by:
δS =
∫
dt
{
δΨ¯A
[
ωABΨ˙B − ∂
LH
∂Ψ¯A
]
+
[
− ˙¯ΨAωAB − ∂
RH
∂ΨB
]
δΨB
}
, (2.3.13)
15It is actually a completely logical result, since, the action being first order and gauge invariant, it can not contain
time derivatives of the variables (which must then be Lagrange multipliers) whose gauge variation contains a time
derivative, because, if it did, the variation of these terms would generate second order derivatives in time that could
not cancel with anything.
28
where
ωAB =
∂LθB
∂Ψ¯A
− ∂
Rθ¯A
∂ΨB
. (2.3.14)
Note that we have ωAB = − ω¯BA. Our symplectic 2-form can now be seen as an anti-hermitian
matrix. A noteworthy consequence of this is that it no longer needs to be even-dimensional in
order to be invertible (typically, it could be a one by one matrix of imaginary value). The phase
space (complex) dimension can indeed be odd.
If we again define the inverse of this 2-form as ωABωBC = δ
A
C , the equations of motion become:
Ψ˙A = ωAB
∂LH
∂Ψ¯B
, (2.3.15)
− ˙¯ΨA = ∂
RH
∂ΨB
ωBA. (2.3.16)
This suggests to define a Dirac bracket such that F˙ = {F,H}D. It is:
{F,G}D =
∂RF
∂ΨA
ωAB
∂LG
∂Ψ¯B
− ∂
RG
∂ΨA
ωAB
∂LF
∂Ψ¯B
. (2.3.17)
It is antisymmetric and satisfies
{
ΨA, Ψ¯B
}
D
= ωAB , the other brackets vanishing identically.
If we add to the action (2.3.12) a term of the form − ∫ dt{u¯a fa[Ψ] + f¯a[Ψ¯]ua}, with Lagrange
multipliers ua, it will generate gauge transformations according to:
δΨA =
{
ΨA, f¯
a
[
Ψ¯
]
ua
}
D
= ωAB
∂Lf¯a
∂Ψ¯B
ua . (2.3.18)
Let us still observe the useful fact that, if the kinetic term of the action is quadratic (as will be
the case for free theories), the “momenta” θA are linear in the positions ΨA and we have:
θA =
1
2
Ψ¯Bω
BA , (2.3.19)
θ¯A =
1
2
ω¯ABΨB = − 1
2
ωABΨB . (2.3.20)
In this case, the symplectic 2-form is a (matrix of) c-number. The full initial action can then
be rewritten:
S =
∫
dt
{
1
2
(
Ψ¯A ω
ABΨ˙B − ˙¯ΨA ωABΨB
)
− u¯a fa[Ψ]− f¯a
[
Ψ¯
]
ua −H[Ψ, Ψ¯]
}
. (2.3.21)
2.3.2 Illustration of constrained first order formalism: spin 3/2 gauge
field on flat space
Let us consider the following action, where the field ψµ is a spinor-vector:
S = − i
∫
d4x ψ¯µγ
µνρ∂νψρ. (2.3.22)
As we saw, this action is invariant under the gauge transformation δψµ = ∂µζ, where ζ is an
arbitrary spinor. Since only δψ0 = ζ˙ contains a time derivative, we are led to assume that, the
action being first order, ψ0 must play the role of a Lagrange multiplier, in agreement with the
considerations of the previous section.
This is indeed what the explicit decomposition of this action yields:
S =
∫
d4x
[
1
2
(
ψ†kω
klψ˙l − ψ˙†kωklψl
)
− ψ†0F − F†ψ0 − H
]
,
(2.3.23)
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where an integration by parts was performed and the following notations are introduced for the
symplectic 2-form, Hamiltonian and constraints, respectively given by:
ωkl = − i γkl, (2.3.24)
H = i ψ¯kγklm∂lψm, (2.3.25)
F = − i γkl∂kψl. (2.3.26)
The symplectic 2-form is indeed anti-hermitian (
(
ωkl
)†
= − ωlk).
As far as the counting of the degrees of freedom is concerned, we see that, starting with a spinor-
vector ψµ containing four spinors, we find that one of these is a Lagrange multiplier (ψ0), which
removes three spinors in total (with one spinorial constraint and one spinorial gauge transformation
acting on the remaining three spinors ψk), leaving us with the appropriate 4 − 3 × 1 = 1 spinor
encoding the physical degrees of freedom, which indeed corresponds to the first order formalism
of a system with two physical states (the states of helicity ±3/2), since a Dirac spinor has four
complex components in four dimensions.
Let us now identify the inverse ωkl of the symplectic 2-form, which is easily seen to be equal
to:
ωkl = − i δkl + i
2
γkγl (2.3.27)
= − i
2
δkl +
i
2
γkl (2.3.28)
= − i
2
γlγk. (2.3.29)
We conclude that the Dirac bracket must be:{
ψk (~x) , ψ
†
l (~x
′)
}
D
= − i
2
γlγk δ (~x− ~x′) . (2.3.30)
We can now check that the constraints do generate the gauge transformations through these
Dirac brackets, noting that, if we rewrite the constraint part of the action containing ψ†k (renaming
ψ0 as , removing the time integral and performing some partial integrations), we get:∫
d3x F† = − i
∫
d3x ψ†kγ
kl∂l. (2.3.31)
From that expression, we reach:
δψk (~x) =
{
ψk (~x) ,
∫
d3x′
[
F†
(
~x′
)

(
~x′
)
+ †
(
~x′
)
F
(
~x′
)]}
D
= ωkl
∂L
∂ψ†l (~x)
∫
d3x′ F†
(
~x′
)

(
~x′
)
= − i
2
γlγk
∂L
∂ψ†l (~x)
∫
d3x′
(
− i ψ†n
(
~x′
)
γnm∂′m
(
~x′
))
= − i
2
γlγk
(− i γlm∂m (~x))
= ∂k (~x) . (2.3.32)
This is exactly the transformation under which our action is manifestly invariant (together with
an appropriate variation of the Lagrange multiplier), as is immediately seen from its covariant form.
We can also check that this transformation leaves the Hamiltonian and the constraints invariant
(up to total derivatives), which shows that they are indeed first class, completing our consistency
check.
Let us observe that the constraint is easily solved: γkl∂kψl = 0 is equivalent to ∂k
(
γklψl
)
= 0,
from which we extract γklψl = 
klm∂lχm, or ψn = − 12klmγkγn∂lχm.
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2.4 Surface charges
As we saw in section 2.1.2, first class constraints generate gauge transformations through their
Poisson brackets. The most general general generator of gauge transformations is:
G [u] ≡ ukφk (p, q) . (2.4.1)
where φk ≈ 0 are the constraints.
The gauge variation of a phase space function f (p, q) is:
δf = {f,G [u]} , (2.4.2)
the arbitrary variables uk being the parameters of the gauge transformation.
As we saw, a gauge transformation maps onto each other two phase space points corresponding
to the same physical state. Gauge transformations are unphysical, being simply an effect of the
use of a redundant parametrization of the system. Gauge invariance is not, strictly speaking, a
symmetry of the system, since a symmetry is the invariance of the dynamics of a system under a
non-trivial physical transformation, which maps onto each other physically distinguishable phase
space points.
This appears, in particular, from the fact that no non-trivial conserved quantity is associated
to gauge invariance: its charges are the gauge generators, which, being proportional to the con-
straints, vanish on-shell.
However, a more interesting situation arises for systems with a infinite number of degrees of
freedom and of gauge invariances16. Indeed, in this case, certain transformations formally similar
to gauge transformations can turn out to actually be true symmetries of the system, to which
non-trivial, non-vanishing conserved charges are associated.
To be definite, let us consider a field theory defined over a four-dimensional space-time, for
which the phase space is parametrized by coordinates Q(~x) and conjugate momenta P (~x) which
are fields over a three-dimensional manifold - the spatial section of space-time. The constraints
and the gauge parameters will generally be local functions of these fields, and we can note them
φ (~x) and u (~x). A gauge generating functional will generically be:
G [u] ≡
∫
d3x u (~x)φ (~x) . (2.4.3)
The variation of the canonical variables shall be given as before by Poisson brackets:
δQ (~x) = {Q (~x) , G [u]}
=
δG [u}
δP (~x)
, (2.4.4)
δP (~x) = {P (~x) , G [u]}
= − δG [u}
δQ (~x)
. (2.4.5)
In order for these functional derivatives appearing in the Poisson brackets to be well-defined,
it will generally turn out to be necessary to add a surface term to the gauge generator introduced
above, since the constraints will generally consist of derivatives of the canonical variables (see
section 2.2.1 for the electric-magnetic example, in which ~∇ · ~Π (~x) ≈ 0 is seen to be a constraint).
In order to compute the Poisson brackets of G, integrations by parts - generating surface terms -
will have to be performed to bring it into the following form:
G =
∫
d3x {A (~x)Q (~x) + B (~x)P (~x)) +
∫
d2x . . . (2.4.6)
The surface term prevents the Poisson bracket to be taken, since it does not have a well-defined
functional derivative in the bulk. So, a gauge generator of the form (2.4.3) can not be used: the
16For further details and illustrations, see [195,30,143]. We follow the exposition of the section 3 of [30].
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surface term that partial integrations will generate when computing the brackets must be removed
from it. The correct generator shall be:
G [u] ≡
∫
d3x u (~x)φ (~x) −
∫
d2x . . . . (2.4.7)
Remarkably, this quantity no longer automaticall vanishes on-shell, since the vanishing of the con-
straints (in the bulk) does not force the surface term to be zero. We do not necessarily have
G¯ [u] ≈ 0.
Now, of course, the question arises of the function space to which the u (~x) must be confined:
it will naturally be identified with the dual space of the space of the constraints - which is itself
determined by the boundary conditions to which the canonical variables are subjected. If the
parameters u (~x) are chosen in this set, G¯ [u] will generate proper gauge transformations - that is,
physically irrelevant phase space transformations. In this case, G¯ [u] shall still vanish on-shell.
On the other hand, if we pick our gauge parameters u (~x) outside of this dual space - but
still subject to the requirement that the transformation they parametrize map a physical state
onto another physical state (i.e. such that it preserves the boundary conditions of the canonical
variables) - we will obtain a generator of improper gauge transformations, which shall be true
symmetries of the system, sending a physical state to a different one. In this case, the on-shell
value of G¯ [u] shall be non-zero and finite: it will be a conserved surface charge, being the on-shell
value of the generator of a physical symmetry of the system.
32
Appendix
2.A Invertibility of the second class constraints Poisson brack-
ets matrix
We are now going to show that the determinant of the second class constraints Poisson brackets
(χr, χs), with r and s ranging from 1 to S, does not cancel (even weakly). Let us note this
determinant:
D ≡
∣∣∣∣∣∣∣∣∣
0 {χ1, χ2} . . . {χ1, χS}
{χ2, χ1} 0 . . . {χ2, χS}
...
...
. . .
...
{χS , χ1} {χS , χ2} . . . 0
∣∣∣∣∣∣∣∣∣ . (2.A.1)
Indeed, let us assume that D ≈ 0: the Poisson brackets matrix would then be of rank T < S
(on the constraint surface). Then, it would be possible to find a minor of D of rank T which does
not cancel. Let us assume, to keep notations simple, that this minor be in the upper left block
(T + 1)×T of D, which allows us to build the following non trivial linear combination of the second
class constraints:
A ≡
∣∣∣∣∣∣∣∣∣
χ1 0 {χ1, χ2} . . . {χ1, χT }
χ2 {χ2, χ1} 0 . . . {χ2, χT }
...
...
...
. . .
...
χT+1 {χT+1, χ1} {χT+1, χ2} . . . {χT+1, χT }
∣∣∣∣∣∣∣∣∣ , (2.A.2)
the coefficient of each χs being, once we develop this determinant in terms of its first column, one
of the minors of rank T of D, of which we know that they do not all cancel.
We can also show that A is first class. Indeed, if we take its Poisson bracket with a constraint φ,
by applying the product rule, we will obtain a series of terms of two forms, depending on whether
the Poisson bracket acts on the first column or one of the others. In the first case, either φ is first
class, and its Poisson bracket with the χs vanishes (weakly), or φ is second class, and is then one of
the χs, and this term must cancel since it is a minor of rank T +1 of D (which is of rank T ). In the
second case, we have a determinant whose first column is made of χs, which automatically cancels
(weakly). So, we have {A, φ} ≈ 0, and A is first class, which is impossible, since we assumed the
χs to form a minimal set of second class constraints and A is a non trivial linear combination of
them.
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2.B Resolution of the momentum constraint
The momentum constraint is ∂kΠkl = 0. It can be solved through Poincare´ lemma, considering
the index l as a spectator index:
Πkl = ∂
mUmk|l, (2.B.1)
where the tensor Umk|l is antisymmetric in its first pair of indices. The requirement that Πkl be
symmetric then imposes 0 = ∂mUm[k|l], which is solved by:
Um[k|l] = ∂nVnm|kl, (2.B.2)
where Vnm|kl = V[nm]|[kl]. Now, any tensor satisfying Umk|l = U[mk]|l will also satisfy Umk|l =
3U[mk|l] − 2Um[k|l] which leads to:
Πkl = ∂
m∂nWnk|ml, (2.B.3)
where:
Wnk|ml = −
(
Vnk|ml + Vml|nk
)
. (2.B.4)
Finally, by double dualization, we define Wnk|lm ≡ nkplmqP pq, where P pq is obviously sym-
metric, obtaining:
Πkl = nkplmq∂
k∂lP pq, (2.B.5)
which is precisely the Einstein tensor of P pq.
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2.C Gauge invariance of the prepotential φkl
For hkl to be pure gauge, we must have:
0 = 2 (k|mn∂mφn|l) + 2 ∂(kul). (2.C.1)
The trace of this expression gives ∂kuk = 0, which is solved as uk = − klm∂lvm. If we redefine
ψkl ≡ φkl − 2 ∂(kvl), we have:
0 = 2 (k|mn∂mψn|l). (2.C.2)
The divergence of this equation implies that kmn∂
m
(
∂lψnl
)
= 0, which leads to ∂lψnl = ∂
nC.
Using this, we can contract equation (2.C.2) with kij , yielding:
0 = 4 ∂[i
(
ψ
j]
l + δ
j]
l B
)
, (2.C.3)
where B ≡ 1/2 (ψk− k + C). Integrating this equation (with l as a spectator index) gives:
ψkl = ∂kwl − δklB, (2.C.4)
whose antisymmetrization shows that wl = ∂lt. So:
φkl = 2 ∂(kvl) + ∂k∂lt − δklB, (2.C.5)
which, up to some redefinition of the fields (the double derivative term ∂k∂lt can be eliminated by
a redefinition of the vk), is exactly the pure gauge state of linearized conformal gravity:
φkl = 2 ∂(kηl) + δklσ. (2.C.6)
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Chapter 3
Dualities
3.1 Electric-magnetic duality
3.1.1 Spin 1
Maxwell’s equations in the vacuum are well-known for their invariance under rotations in the plane
of the electric and magnetic fields, which is called electric-magnetic duality invariance. Indeed, in
a non (manifestly) covariant form, these equations are:
~∇× ~E = − ∂
~B
∂t
, (3.1.1)
~∇× ~B = ∂
~E
∂t
, (3.1.2)
~∇ · ~E = 0, (3.1.3)
~∇ · ~B = 0. (3.1.4)
On the other hand, it is not obvious that this symmetry of the equations of motion can be carried
to the level of the action and turned into an off-shell symmetry, with an associated conserved
Noether charge. The relevant variables in terms of which to write down a second order action
principle for electromagnetism are the potentials obtained by solving equations (3.1.1) and (3.1.4),
which are not modified by the presence of charges and currents. Their general solution is:
~E = − ~∇V − ∂
~A
∂t
, (3.1.5)
~B = ~∇× ~A. (3.1.6)
The appropriate Lagrangian action whose extremization yields the remaining two equations is:
SL
[
~A, V
]
=
1
2
∫
d4x
{
‖ ~E‖2 − ‖ ~B‖2
}
. (3.1.7)
The first thing that strikes us is that this action is invariant under hyperbolic rotations in the
electric-magnetic plane, not under Euclidean rotations. However, the variables on which this action
depends are the potential scalar and vector, in terms of which we do not yet know how to express
an electric-magnetic duality rotation. This expression could be built, but it would be non-local.
The most natural way to show that electric-magnetic duality is also a symmetry at the level of
the action is to go to Hamiltonian formalism, in which duality rotations take a simple and local
form. The price of this transition is to lose manifest Lorentz invariance, since the action (3.1.7)
can be rewritten in a manifestly covariant form:
SL [A
µ] = − 1
4
∫
d4x FµνFµν , (3.1.8)
where Fµν ≡ ∂µAν − ∂νAµ and the prepotential is Aµ ≡
(
V, ~A
)
.
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Indeed, this manifestly covariant form is simply a rewriting of the older form from which we
started, which treats spatial and time-like directions on a different footing. In terms of Fµν ,
Maxwell’s equations take the following simple form:
0 = ∂µFµν , (3.1.9)
0 = ∂µF˜µν , (3.1.10)
where we have introduced the Hodge dual of the strenght field, F˜µν ≡ 12 µνρσF ρσ. The first
equation is just a rewriting of Ampe`re’s law and of Gauss law for the electric field - that is, (3.1.2)
and (3.1.3) ; the second is a rewriting of Gauss law for the magnetic field and Faraday’s law, or
(3.1.1) and (3.1.4). The second equation is equivalent to 0 = ∂[µFνρ], which is also equivalent to
Fµν = 2 ∂[µAν].
In any case, we already saw that Dirac procedure led to a rewriting of this action in the first
order form in terms of two spatial vector potentials (the second one being obtained through the
solving of Gauss law, equation (3.1.3), which appears as a secondary first class constraint on the
conjugate momentum of the initial potential vector):
SH
[
~Aa
]
=
1
2
∫
d4x
{
ab ~˙A
a · ~Bb − δab ~Ba · ~Bb
}
, (3.1.11)
where the index a = 1, 2, ~Ba ≡ ~∇× ~Aa and ab is the antisymmetric tensor defined with 12 = 1;
the dot denotes a time derivative.
This first order action has a manifest gauge invariance under transformations of the form:
δ ~Aa = ~∇λa, (3.1.12)
and an invariance under the rigid transformation:
δ ~Aa = ξ ab
~Ab, (3.1.13)
which is precisely electric-magnetic duality, since the ~Ba are precisely the electric and magnetic
fields.
Bringing the lagrangian second order action of the massless free spin 1 into a first order Hamil-
tonian form, in which the constraints have been explicitly solved, makes the off-shell duality invari-
ance of the system manifest. This will actually be a general feature, and generalizing this result
to higher spin gauge fields has been one of our results.
3.1.2 Spin 2
A completely similar investigation can be performed for linearized gravity - i.e. for the free massless
spin 2 field over flat space-time - in four dimensions. Here, we can directly consider the covariant
formalism. The field - the “potential” - is a symmetric tensor hµν , and its equations of motion
are the vanishing of its Ricci tensor Rµν , which is the trace of its Riemann tensor Rµνρσ ≡
4 ∂[µ|∂[ρhσ]|ν]: Rµν ≡ Rρµρν .
As in the spin 1 case, where the expression Fµν = 2 ∂[µAν] (for some vectorAµ) was equivalent to
∂[µFνρ] = 0 (provided that Fµν be antisymmetric), we see that Rµνρσ = 4 ∂[µ|∂[ρhσ]|ν] is equivalent
to ∂[µRνρ]σλ = 0, provided that Rµνρσ have the right algebraic symmetries (antisymmetric in the
first and second pairs of indices; gives zero when antisymmetrized over three indices). So, if Rµνρσ
is a tensor whose only required property is to be antisymmetric in the first and second pair of its
indices, the equations of motion the spin 2 are equivalent to:
0 = Rµ[νρσ], (3.1.14)
0 = Rµν[ρσ,λ], (3.1.15)
0 = Rµν , (3.1.16)
the first two equations implying the existence of a “potential” hµν whose equations of motion are
given by the third equation.
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Now, if we define the dual of Rµνρσ as R˜µνρσ ≡ 12µνλτRλτρσ, these equations can be seen to
be equivalent to those:
0 = R˜µ[νρσ], (3.1.17)
0 = R˜µν[ρσ,λ], (3.1.18)
0 = R˜µν . (3.1.19)
Indeed, (3.1.17) is equivalent to (3.1.16), (3.1.19) to (3.1.14) and (3.1.18) to (3.1.15). Let us
note that, together, equations (3.1.17) and (3.1.18) imply the existence of a dual “potential” (or
metric variation), which would be a second symmetric tensor fµν satisfying R˜µνρσ = 4 ∂[µ|∂[ρfσ]|ν].
So, we again have equations of motion which are invariant under rotations in the plane of
the Rµνρσ and R˜µνρσ fields (or, equivalently, in the plane of the hµν and fµν fields): this is the
electric-magnetic duality invariance of linearized gravity.
This duality invariance is not a manifest symmetry of the spin 2 Lagrangian action:
SL [hµν ] = − 1
2
∫
d4x {∂ρhµν∂ρhµν − 2 ∂ρhρµ∂νhνµ
+ 2 ∂µhµν∂
νh′ − ∂µh′∂µh′} , (3.1.20)
since it is actually not clear how this transformation, which was defined on the curvatures, should
act on the field hµν .
However, as we saw, we can perform the Hamiltonian analysis of this action, obtaining its
momenta and constraints. The explicit solving of these leads to the following first order action:
SH [Z
a
kl] =
1
2
∫
d4x
{
abZ˙
aklBbkl − δab
[
GaklGbkl −
1
2
GaGb
]}
, (3.1.21)
where Gakl ≡ Gkl
[
Zaij
]
is the Einstein tensor and Bakl ≡ Bkl
[
Zaij
]
the Cotton tensor of one of the
two prepotentials Zakl, which are symmetric spatial tensors. This action is invariant (up to surface
terms) under the gauge transformations:
δZakl = 2 ∂(kλ
a
l) + δkl µ
a. (3.1.22)
It also has the looked for invariance under (Euclidean) rotations in the plane of the two prepo-
tentials:
δZakl = ξ 
a
bZ
b
kl. (3.1.23)
One can check that, on-shell, this rotation indeed reproduces a rotation in the plane of the
Riemann tensor (of the initial field hµν , which can itself be expressed in terms of the prepotentials)
and its dual.
3.2 Twisted self-duality conditions
3.2.1 Spin 1
The equations of motion of the free massless spin 1 field Aµ in four dimensions are ∂
µFµν [A] = 0,
where Fµν [A] ≡ ∂µAν − ∂νAµ. In terms of F˜µν [A], the Hodge dual of Fµν [A], this equation is
equivalent to ∂[µF˜νρ] = 0, which is itself equivalent to F˜µν [A] = ∂µA
′
ν − ∂νA′µ for some vector
field A′µ. So, the equations of motion of the field Aµ are equivalent to the requirement that the
Hodge dual of its strength field be itself the strength field of some other (“dual”) vector field:
0 = ∂µFµν [A]⇔ F˜µν [A] = Fµν [A′] . (3.2.1)
If we relabel our two potential vectors Aaµ, with a = 1, 2, with A
1
µ ≡ Aµ and A2µ ≡ A′µ, this
equation is easily seen to be identical to (with the convention F aµν ≡ Fµν [Aa]):
F˜ aµν ≡ abF bµν , (3.2.2)
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(ab is an antisymmetric tensor satisfying 12 = 1 and its indices are lowered with a two-dimensional
Euclidean orthogonal metric δab: δ11 = δ22 = 1).
This is of course a set of two equations, but they are actually identical to each other, given the
fact that taking twice the Hodge dual of an antisymmetric tensor changes its sign ( ˜˜Fµν = − Fµν ,
which comes from µνρσ
ρσλτ = − 4 δλτµν ). The presence of the antisymmetric matrix ab (which
can not be diagonalized using real numbers) in this equation is the reason why we talk of twisted
self-duality conditions.
Finally, let us observe that these equations have a manifest gauge invariance under independent
variations of the two potential vector fields in the form of a gradient:
δAaµ = ∂µλ
a. (3.2.3)
In any case, we see that the equations of motion of the spin 1 field can be rewritten as such
twisted self-duality conditions (applied on the strength fields - or curvatures - of the potential field
and its dual). Let us note that, under this new form, the equations of motion are of first order.
We would like to write down an action principle for the spin 1 from which the extracted
equations of motion would immediately be of the form obtained above. They are written in a
covariant formalism, but we can also break explicit Lorentz invariance and express them in terms
of the spatial electric and magnetic vector fields. Indeed, these are just Ei [A] ≡ F 0i [A] and
Bi [A] ≡ 12ijkFjk [A], and taking the Hodge dual of the strength field of a potential vector is easily
seen to be the same as switching (up to a sign) its electric and magnetic fields. In particular, our
twisted self-duality conditions become (with ~Ea ≡ ~E [Aa] = − ~˙Aa − ~∇Aa0, etc.):
~Ea = ab
~Bb. (3.2.4)
We could be tempted to derive these equations from a Lagrangian density of the form L =
~Aa ·
(
~Ea − ab ~Bb
)
. However, such an action is not gauge invariant, since the electric fields ~Ea are
not identically divergenceless off-shell, as the magnetic field is1. This difficulty could be overcome
by taking the curl of our equations of motion, which would make them identically divergenceless,
but we have to check that this would not entail a loss of information. In order to see it, let us note
that, if we separate the parts of the electric field depending on ~Aa and Va ≡ A0a, the equations of
motion become:
~˙Aa + ab
~Bb = − ~∇V a. (3.2.5)
The curl of these equations is:
0 = ~˙Ba + ab~∇× ~Bb. (3.2.6)
We can remove the curl from these equations and go back to the previous ones simply by
introducing V a as the two scalar functions whose gradients fill the information loss due to the
curl2.
Under this new form, the equations of motion are identically divergenceless, ensuring that their
contraction with ~Aa will be gauge invariant (up to a total derivative), and we can derive them
from the action:
S
[
~Aa
]
=
1
2
∫
d4x ab ~A
a ·
(
~˙Bb + bc
~∇× ~Bc
)
. (3.2.7)
The one-half factor was introduced for normalization and we made an antisymmetric contraction
of the equations of motion with the fields (with the ab tensor) in order for the action to be non-zero
(up to a surface term).
Performing some contractions and partial integrations (and redefining A2µ to switch its sign),
we see that this action, obtained through a careful examination of the equations of motion, is
exactly the action obtained earlier through the Hamiltonian analysis of the spin 1!
1The magnetic field is divergenceless off-shell since it is the curl of the spatial part of Aaµ. The electric field is
only divergenceless on-shell, since the equations of motion equate it (up to a sign) to the magnetic field of the dual
potential.
2Under this form, this equation is actually Ampe`re’s law, (3.1.2), once Gauss law (3.1.3) has been solved by
introducing a dual potential vector ~A2 whose magnetic field (i.e. its curl) is equal to the electric field of the initial
potential.
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3.2.2 Spin 2
We saw that the equations of motion of the massless free spin 2 field hµν over a flat four-dimensional
space are the vanishing of the trace of its Riemann tensor Rµνρσ [h]. As we know, this is equivalent
to the requirement that the Hodge dual R˜µνρσ [h] of its Riemann tensor satisfy the algebraic Bianchi
identity, 0 = R˜µ[νρσ] [h]. However, this is also equivalent to the requirement that R˜µνρσ [h] be itself
the Riemann tensor of some other, dual field h′µν (since, by its definition, R˜µνρσ [h] is already
antisymmetric in its first and second pairs of indices and satisfies the differential Bianchi identity
over its second pair of indices). So, we have the two equivalent forms of the equations of motion:
0 = Rρµρν [h]⇔ R˜µνρσ [h] = Rµνρσ [h′] . (3.2.8)
If we relabel our two potential fields haµν , with a = 1, 2, with h
1
µν ≡ hµν and h2µν ≡ h′µν , this
equation is easily seen to be identical to (with the convention Raµνρσ ≡ Rµνρσ [ha]):
R˜aµνρσ ≡ abRbµνρσ, (3.2.9)
(ab is an antisymmetric tensor satisfying 12 = 1 and its indices are lowered with a two-dimensional
euclidean orthogonal metric δab: δ11 = δ22 = 1).
This is of course a set of two equations, but they are actually identical to each other, given
the fact that taking twice the Hodge dual of an antisymmetric tensor changes its sign ( ˜˜Rµνρσ =
− Rµνρσ, which comes from µνρσρσλτ = − 4 δλτµν ). The presence of the antisymmetric matrix ab
(which can not be diagonalized using real numbers) in this equation is the reason why we talk of
twisted self-duality conditions.
Finally, let us observe that these equations have a manifest gauge invariance under independent
variations of the two potential vector fields in the form of a symmetrized gradient (or linearized
diffeomorphism):
δhaµν = 2 ∂(µξ
a
ν). (3.2.10)
In any case, we see that the equations of motion of the spin 2 field can be rewritten as such
twisted self-duality conditions (applied on the strength fields - or curvatures - of the potential field
and its dual). Let us note that, under this new form, the equations of motion are of first order.
In order to explore the structure of this new form of the equations of motion - and to build a
satisfactory action principle from which to derive them, we shall now lose explicit Lorentz invariance
and introduce the two generalized “electric” and “magnetic fields”:
Eij [h] ≡ 1
4
ikljmnR
klmn [h]
= ikljmn∂
k∂mhln
= δij
(
∆h − ∂k∂lhkl
)
+ 2 ∂(i∂
khj)k − ∂i∂jh − ∆hij , (3.2.11)
Bij [h] ≡ 1
2
jklR
kl
0i [h]
= jkl∂
kh˙li − jkl∂i∂khl0, (3.2.12)
where h ≡ hkk.
Such as they are defined - that is, off-shell, these fields have the following properties: the electric
tensor is symmetric and divergenceless; the magnetic field is traceless and transverse on its second
index. As we see, the electric field is actually the Einstein tensor of the spatial components of the
potential field hµν :
Eij [hµν ] = Gij [hkl] . (3.2.13)
The twisted self-duality conditions (3.2.9) separate into equations with µνρσ equal to klmn or
kl0m (the equation where they are equal to 0k0l is the same as the one where they are equal to
kl0m...). In the first case, we can see that they are equivalent to:
Eaij = abBbij . (3.2.14)
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The other independent component of the equations (3.2.9) can be rewritten as:
Baij = abRb0i0j
= ab
(
h¨bij − 2 ∂(ih˙bj)0 + ∂i∂jhb00
)
. (3.2.15)
So, the covariant twisted self-duality conditions (3.2.9) are equivalent to the two sets of con-
ditions (3.2.14) and (3.2.15). Actually, as we are going to see, (3.2.15) can be obtained from
(3.2.14).
In order to reach this result, let us note (3.2.15) as 0 = Kaij , where:
Kaij = Baij − ab
(
h¨bij − 2 ∂(ih˙bj)0 + ∂i∂jhb00
)
.
Let us first observe that taking the time derivative of (3.2.14) gives us precisely the curl of
(3.2.15) over its first index:
0 = kli∂lKaij . (3.2.16)
Next, let us notice that (3.2.14) implies that the magnetic fields Baij are symmetric, since the
electric fields to which they are equated are identically symmetric.
So, (3.2.14) implies the symmetry of Kaij in its ij indices, and it also implies the vanishing of
its curl. From this, we can conclude that Kaij vanishes up to the double derivative of a (pair of)
scalar(s):
Kaij = ∂i∂jρa. (3.2.17)
But this is precisely the form of the contribution of ha00 to Kaij . Since ha00 only appears in the
right-hand side of (3.2.15) and is absent from the electric and magnetic fields, and since we know
it to be pure gauge, we can always redefine it to absorb ρa.
In summary, the equations (3.2.14) do not contain ha00, but if it is chosen appropriately, (3.2.14)
implies (3.2.15). So, we can say that (3.2.14) captures the full twisted self-duality conditions.
The equations (3.2.14) are not all dynamical: some of them are constraints. Indeed, by taking
the trace of (3.2.14), we see that, since the magnetic field is identically traceless, they imply the
tracelessness of the electric field. However, the electric field is the Einstein tensor of haij , so that
this constraint is exactly the Hamiltonian constraint we encountered in making the Hamiltonian
analysis of the Pauli-Fierz spin two action (see section 2.2.2). We already saw that its solution is
given by:
hakl =
1
2
(k|mn∂mZa n|l) + 2 ∂(kξ
a
l), (3.2.18)
in terms of two prepotentials, Zaij , which are symmetric spatial tensors. Their gauge invariance is:
δZakl = 2 ∂(kη
a
l) + δklσ
a. (3.2.19)
Finally we can find an action principle from which to extract (3.2.14). The Lagrangian density
hija
(Eaij − abBbij) is not satisfactory because it is not gauge invariant, since the magnetic field is
not divergenceless on both its indices off-shell. So, the equations of motion that can be extracted
from an action principle are not (3.2.14) but their curl on their first index (which is identically
divergenceless on all its indices). Together with the requirement that Bij be symmetric, the curl
of (3.2.14) implies (3.2.14), up to terms that are of the form of the contribution of ha0i to (3.2.14),
and which can be absorbed into them. Once the curl of (3.2.14) has been taken, only the spatial
components hij appear. So, the action will be:
S =
1
2
∫
d4x haij
ikl∂k
(
Eajl − abBbjl
)
. (3.2.20)
Written in terms of the prepotentials through equation (3.2.18), this exactly the Hamiltonian
action of the spin computed earlier, (2.2.36).
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Part II
Bosonic higher spin on flat space
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Chapter 4
Conformal curvature in D = 3
As we saw, the spin 3/2 and 2 unconstrained Hamiltonian formulation in four dimensions involves
fields - the prepotentials - whose gauge invariance contains both a linearized diffeomorphism and a
linearized Weyl rescaling. For the spin 2, for example, we have two prepotentials Zaij whose gauge
transformation is:
δZaij = 2 ∂(iλ
a
j) + δijµ
a. (4.0.1)
The spin 3/2 prepotential χi is a spatial spinor-vector whose gauge invariance is:
δχi = ∂iθ + γiρ. (4.0.2)
These features will actually turn out to be very general, characterizing the first order formula-
tion of all free higher spin in any dimension. In order to be able to study the first order formalism
of these theories in a straightforward way, it will then be of interest to have a systematic knowledge
of this Weyl invariance.
We will consider conformal invariance in three dimension1, which is of interest for higher spins
propagating over a four-dimensional space-time (whose Hamiltonian variables - the prepotentials
- are tensor fields living in a three-dimensional Euclidean space).
We are going to build a complete set of gauge invariant curvature associated to (linearized)
Weyl rescaling and diffeomorphism for an arbitrary spin: the Cotton tensor2. This tensor will
be fully symmetric, traceless and divergenceless. Its vanishing will be a necessary and sufficient
condition for the field from which it was built to be pure gauge. Any gauge invariant local function
of the field will be a function of its Cotton tensor. Finally, any symmetric, divergenceless and
traceless tensor field will be the Cotton tensor of some existing field.
The proof of all these properties will require using a generalized Poincare´ lemma for a general-
ized differential, and we give the necessary mathematical results in Appendix 4.A.
4.1 Spin-s diffeomorphism invariance
Let us begin with generalized (linearized) diffeomorphism gauge invariance3, which, for a spin s
field hi1···is , takes the form of the symmetrized derivative of a symmetric tensor ξi2···is :
δhi1···is = s ∂(i1ξi2···is). (4.1.1)
From now on, we will refer to such a gauge transformation as a spin s diffeomorphism. Please
note that in this section the gauge parameters are not constrained by an tracelessness requirement.
We are going to build a complete set of curvatures invariant under these gauge transformations.
We will fist define these in arbitrary dimension, where they are the components of the Riemann
tensor, and then consider the three dimensional case, where they reduce to the Einstein tensor.
1The peculiarity of dimension three for conformal invariance is well known - see e.g. [101].
2The Cotton tensor was introduced for general spins in [76, 190] and [132] (where it was denoted B), and used
extensively in three-dimensional higher spin models in [33, 34,184,185,170,168,167].
3The results expounded in this section were established in [79].
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4.1.1 Riemann tensor
In terms of the differential complex defined in Appendix 4.A, the field and the gauge parameter
belong to the complex - noted Ωs - of tensor fields whose symmetry type is given by Young diagrams
with at most s columns (and whose rows are all of length s, with the possible exception of the
last): in the language of this Appendix, the field h is of type Y ss and the gauge parameter ξ of
type Y s−1s
4. Diagrammatically, we have:
ξ v
s− 1 boxes︷ ︸︸ ︷
≡ Y s−1s , (4.1.2)
h v
s boxes︷ ︸︸ ︷
≡ Y ss . (4.1.3)
We saw that a nilpotent differential d(s): Y
p
s → Y p+1s could be defined over such a family of
fields, satisfying:
0 = ds+1(s) . (4.1.4)
In terms of this generalized exterior derivative, the gauge transformation of the field can be
written in an index-free form as:
δh = s d(s)ξ. (4.1.5)
Now, the cohomology of d(s) is empty when d(s) acts on well-filled tensors
5, whose Young
diagram is rectangular (all its rows being of length s). The field h is precisely such a tensor6.
So, we see that a necessary and sufficient condition for the spin-s field to be pure gauge is for
its sth (generalized) exterior derivative to vanish (and, of course, the sth derivative of h is gauge
invariant). This leads us to define the Riemann tensor of the field as:
R ≡ 2s ds(s)h. (4.1.6)
In components, this gives:
Ri1j1i2j2···isjs ≡ 2s ∂[i1|∂[i2| · · · ∂[is|h|j1]|j2]|···|js], (4.1.7)
where the antisymmetrizations are to be carried on each pair of indices (ik, jk) (k = 1, . . . , s).
Remarkably, we see that the Riemann tensor (or Freedmann-de Wit tensor) of the spin s
involves s derivatives of the field.
The Riemann tensor has the following Young symmetry:
R ∼
s boxes︷ ︸︸ ︷
. (4.1.8)
The nilpotency of degree s the differential (i.e. the fact that is satisfies ds+1(s) = 0) implies that
the Riemann tensor fulfills the Bianchi identity:
0 = d(s)R, (4.1.9)
or, more explicitly:
0 = ∂[k1Ri1j1]i2j2···isjs . (4.1.10)
On the other hand, we see that R is also well-filled (its symmetry type is Y 2ss ), so that the
cohomology of d(s) acting on it is also empty. From this, we can immediately conclude that any
4The Young diagram Y ps has k rows of length s and one (the last) of length l, where p = sk + l, k and l being
integers, with l strictly smaller than s.
5More precisely, there is no closed but not exact well-filled tensor - that is, a well-filled tensor annihilated by
dk
(s)
, for some positive power k strictly smaller than s+ 1, which would be equal to ds+1−k
(s)
acting on some tensor
of appropriate symmetry.
6The complex ΩN with N = s was, of course, chosen so that h be well-filled. . .
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tensor with the algebraic symmetries of the Riemann tensor fulfilling the Bianchi identity will be
the Riemann tensor of some field:
d(s)R = 0⇒ ∃h, R = ds(s)h. (4.1.11)
In conclusion, we have the following lemmas:
Lemma 1 The Riemann tensor R [h] of a spin s field, defined by (4.1.7), has the Young symmetry
(4.1.8) and satisfies the Bianchi identity (4.1.10). It is invariant under spin-s diffeomorphism of
h (given by (4.1.1)). Moreover, a necessary and sufficient condition for h to be pure gauge is that
its Riemann tensor vanish.
Lemma 2 For any tensor R of Young symmetry (4.1.8) satisfying the Bianchi identity (4.1.10),
there exists a symmetric tensor h of which it is the Riemann tensor.
4.1.2 Einstein tensor
In dimension three, the Riemann tensor can be dualized (through the Levi-Civita volume form)
over each of its antisymmetric pairs of indices, giving the Einstein tensor:
Gk1···ks ≡ 2−s εk1i1j1εk2i2j2 · · · εksisjsRi1j1i2j2···isjs
= εk1i1j1εk2i2j2 · · · εksisjs∂i1∂i2 · · · ∂ishj1j2···js . (4.1.12)
In an index free notation, one can also write:
G ≡ ∗R, (4.1.13)
where ∗ means the dual has been taken on each pair of indices.
The expression of the Einstein tensor in terms of the Riemann is invertible, giving:
Ri1j1i2j2···isjs = εk1i1j1εk2i2j2 · · · εksisjsGk1k2···ks , (4.1.14)
(we can also write this equation in the compact form R = ∗G).
The Einstein tensor is a fully symmetric tensor, its associate Young diagram being:
G ∼
s boxes︷ ︸︸ ︷
. (4.1.15)
The Bianchi identity satisfied by the Riemann tensor, (4.1.10), is easily seen to be equivalent
to the “contracted Bianchi identity” of the Einstein tensor, which demands its divergencelessness:
0 = ∂i1Gi1i2·is . (4.1.16)
Since the Einstein tensor is equivalent to the Riemann tensor and Bianchi identity for the
Riemann tensor is equivalent to the divergencelessness of the Einstein tensor, the previous theorems
for the Riemann tensor immediately transpose themselves to the Einstein tensor.
Corollary 1 The Einstein tensor G [h] of a spin s field, defined by (4.1.12), is fully symmetric in
its s indices and divergenceless. It is invariant under spin-s diffeomorphism of h (given by (4.1.1)).
Moreover, a necessary and sufficient condition for h to be pure gauge is that its Einstein tensor
vanish.
Corollary 2 For any tensor G symmetric and divergenceless, there exists a symmetric tensor h
(of same rank) of which it is the Einstein tensor.
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Consequences of the tracelessness of the Einstein tensor
Finally, let us make the following observation, which will be useful later. If we take n traces of the
Einstein tensor of h, we obtain a symmetric divergenceless tensor with s− 2n indices. The dual of
this tensor has the following algebraic symmetry:
∗G[n] v
(s− 2n) boxes︷ ︸︸ ︷
, (4.1.17)
where the dual is explicitly given by:(
∗G[n]
)
i2n+1j2n+1i2n+2j2n+2···isjs
= εk2n+1i2n+1j2n+1εk2n+2i2n+2j2n+2 · · · εksisjsG[n]k2n+1k2n+2···ks .(4.1.18)
All the traces of the Einstein tensor are divergenceless, so that their dual satisfies Bianchi
identity:
0 = ∂[k2n+1
(
∗G[n]
)
i2n+1j2n+1]i2n+2j2n+2···isjs
. (4.1.19)
However, this identity applies to a tensor whose Young diagram has s − 2n columns. This
means that ∗G[n] is annihilated by a differential of nilpotency degree s− 2n+ 1:
0 = d(s−2n) ∗G[n]. (4.1.20)
For this differential, ∗G[n] is still well-filled, so that we can conclude, by the absence of coho-
mology, that:
∗G[n] = ds−2n(s−2n)Ψ, (4.1.21)
where Ψ is a symmetric tensor with s− 2n indices.
In particular, this means that the vanishing of the nth trace of the Einstein tensor is equivalent
to Ψ being closed (0 = ds−2n(s−2n)Ψ). But, as far as d(s−2n) is concerned, Ψ is well-filled, so that this
leads to Ψ = d(s−2n)Π, where Π is a fully symmetric tensor of rank s− 3n.
4.2 Spin-s Weyl invariance
Let us now consider a spin s field endowed with a larger set of gauge transformations, including
generalized linearized Weyl rescaling - which we will call spin-s Weyl transformations. The gauge
symmetry will then be:
δhi1·is = s ∂(i1ξi2·is) +
s (s− 1)
2
δ(i1i2λi3···is), (4.2.1)
where, once more, we stress that there are no conditions on the traces of the parameters.
Since we already saw that the most general invariant under the first part of these transforma-
tions was the Riemann tensor, we know that an invariant under the full variation (4.2.1) will be a
function of the Riemann tensor. Let therefore take a look at the transformation of the Riemann
tensor under a spin-s Weyl transformation:
δRi1j1i2j2···isjs = 2
s s(s− 1)
2
Π
(
∂i1···isδ(j1j2λj3···js)
)
, (4.2.2)
where the projection operator Π carries the antisymmetrizations within each pair of indices (ik, jk).
The variation of the Riemann tensor is clearly pure trace since all its terms contain a δmn factor
with a pair of indices in (i1, j1, i2, j2, · · · , is, js). Therefore, the Weyl tensor, which is the trace-free
part of the Riemann tensor, is Weyl invariant. As the Riemann tensor, it contains s derivatives
of the spin-s field. In dimension D ≥ 4, the Weyl tensor vanishes if and only if the spin-s field is
pure gauge taking into account all the gauge symmetries of conformal spin s, i.e. those of (4.2.1)7.
7This is well known for s = 2 and was established in [76] for s = 3. The demonstration proceeds along the same
lines for s > 3.
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However, we are more specifically interested in the three dimensional case, which is less direct
because the Weyl tensor vanishes identically8. In order to encode the Weyl invariants, we will need
to build a new, higher order tensor.
4.2.1 Schouten tensor
In three dimensions, the Einstein tensor completely captures the spin-s diffeomorphism invariance,
so that we can look for our Weyl invariant as a function of the Einstein tensor. Under a spin-s
Weyl transformation, the Einstein tensor transforms as:
δGi1···is =
s(s− 1)
2
(−∂(i1∂i2µi3···is) + δ(i1i2∆µi3···is)) (4.2.3)
where:
µi3···is = εi3j3k3 · · · εisjsks∂j3 · · · ∂jsλk3···ks . (4.2.4)
The tensor µi3···is fulfills ∂
i3µi3···is = 0 and conversely, any tensor that fulfills that equation
can be written as in (4.2.4) with λk3···ks completely symmetric
9.
The Schouten tensor Si1···is is then defined through:
Si1···is = Gi1···is
+
[n2 ]∑
n=1
an δ(i1i2 · · · δi2n−1i2nG[n]i2n+1···is), (4.2.5)
where the terms added to Gi1···is to define Si1···is involve the successive higher traces of Gi1···is
and are recursively adjusted in such a way that the Schouten tensor fulfill the crucial property of
transforming as:
δSi1i2···is = −
s(s− 1)
2
∂(i1∂i2νi3···is), (4.2.6)
under spin-s Weyl transformations, where ν is related to µ as follows:
νi3···is = µi3···is
+
[n2 ]−1∑
n=1
bnδ(i3i4 · · · δi2n+1i2n+2µ[n]i2n+3···is). (4.2.7)
One finds that the coefficients an are explicitly given by:
an =
(−1)n
4n
s
n!
(s− n− 1)!
(s− 2n)! , (n ≥ 1) (4.2.8)
and that the coefficients bn are then:
8 The vanishing of the Weyl tensor in three dimensions is a well-known fact. It is a direct consequence of the
identities valid in three dimensions
Ri1j1i2j2···isjs
=
1
4
i1j1k1
k1m1n1i2j2k2
k2m2n2Rm1n1m2n2···msns
=
1
4
i1j1k1i2j2k2
k1m1n1k2m2n2Rm1n1m2n2···msns
=
1
2
i1j1k1i2j2k2δ
k1k2R[2]m3n3···msns
−i1j1k1i2j2k2R k1k2[1] m3n3···msns
showing that the Riemann tensor is entirely expressible in terms of its trace R[1]k1k2|k3j3···ksjs =
δj1j2Rk1j1k2j2···ksjs and thus that its traceless part is zero. Here, R[2]m3n3···msns is the double trace
δk1k2R[1]k1k2|m3n3···msns .
9This follows again from the cohomological theorem 1 of Appendix 4.A (see [96,97]) applied now to the differential
operator d(s−2) defined in the space of tensors with s−2 columns, which fulfills ds−1(s−2) = 0. µ is actually the Einstein
tensor of λ.
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bn = an
(s− 2n)(s− 2n− 1)
s(s− 1) , (n ≥ 1) (4.2.9)
The recursive procedure amounts to successively eliminating the terms ∆µi3···is , ∆µ¯
i5···is in-
volving the Laplacian by adding symmetrized products of δij ’s with multiple traces of the Einstein
tensors, with suitable coefficients that are determined uniquely.
In terms of the variables Si1i2···is and νi3i4···is , the Bianchi identity and the condition ∂i3µ
i3i4···is
= 0 read respectively:
∂i1S
i1i2···is − (s− 1)∂(i2 S¯i3···is) = 0 (4.2.10)
and
∂i1ν
i1i2···is−2 +
s− 3
3
∂(i2 ν¯i3···is−2) = 0. (4.2.11)
The easiest way to prove these important relations is to observe that they follow uniquely
from the requirement of invariance under (4.2.6), in much the same way as the Bianchi identity
∂i1G
i1i2···is = 0 and the condition ∂i3µ
i3i4···is = 0 are the unique identity and condition compatible
with the transformation (4.2.3) within the class
∂i1G
i1i2···is + a∂(i2G¯i3···is) + bδ(i2i3∂i4G¯i5···is) + · · · = 0,
∂i3µ
i3i4···is + k∂(i4 µ¯i5···is) + `δ(i4i5∂i6 µ¯i7···is) + · · · = 0
(invariance under (4.2.3) forces a = b = · · · = k = ` = · · · = 0).
4.2.2 Cotton tensor
In index-free notations, the transformation of the Schouten tensor reads:
δS = − s (s− 1)
2
d2(s)ν. (4.2.12)
Indeed, ν is a symmetric tensor with s− 2 indices and S is a symmetric tensor with s indices.
In its original formulation, the Cotton tensor C is defined as ds−1(s) S. It is a tensor of mixed
symmetry type (s, s− 1):
C v
s boxes︷ ︸︸ ︷
︸ ︷︷ ︸
s− 1 boxes
. (4.2.13)
It is invariant under spin-s Weyl transformations as it follows from ds+1(s) = 0:
δC = ds−1(s) δS = −
s (s− 1)
2
ds+1(s) ν = 0. (4.2.14)
It contains 2s−1 derivatives of the spin-s-field hi1···is . As a consequence of the Bianchi identity
(4.2.10), it can be verified to be traceless on the last index of the first row with any other index
(i.e., one gets zero when the last index of the first row is contracted with any other index).
In the dual representation on the first s − 1 indices of C which we shall adopt, the Cotton
tensor Bi1···is is explicitly given by:
Bi1i2···is = εi1j1k1εi2j2k2 · · · εis−1js−1ks−1
∂j1∂j2 · · · ∂js−1S isk1k2···ks−1 . (4.2.15)
This tensor is manifestly symmetric in its first s − 1 indices. Symmetry in is−1, is is a direct
consequence of the Bianchi identity (4.2.10) (this is equivalent to the tracelessness property of C
just mentioned). Hence, the tensor Bi1···is is fully symmetric i.e., is of symmetry type:
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B v
s boxes︷ ︸︸ ︷
Furthermore, it is easily proved to be conserved on the first index (i.e., its divergence on the first
index is zero). It is also traceless on the last two indices because of the Young symmetries of C.
Since B is fully symmetric, one thus gets:
δikimB
i1i2···is = 0, ∂ipB
i1i2···is = 0, (4.2.16)
with 1 ≤ k < m ≤ s and 1 ≤ p ≤ s.
We stress that, as we have shown, the Cotton tensor B is completely symmetric as a conse-
quence of the Bianchi identity. Hence, it is not necessary to enforce symmetrization in its definition
since it is automatic. Enforcing complete symmetrization, as done in [33, 34], is of course permis-
sible, but is not needed.
By construction, the Cotton tensor is invariant under the gauge transformation (4.2.1), and
the results obtained up to this point can be summarized as follows:
Lemma 3 The Cotton tensor B of a spin s field is given by the expression (4.2.15). It is diver-
genceless, fully symmetric in its s indices and traceless. It is invariant under spin s diffeomorphism
and Weyl transformations.
We still have to prove that the Cotton tensor constitutes a complete set of invariants, and that
any symmetric, traceless and divergenceless tensor is the Cotton tensor of some spin s field. Before
we establish these crucial properties, we will illustrate the general development just followed on
the cases of spin 2, 3 and 4.
4.2.3 Spin-2
The above construction reproduces the familiar spin-2 formulas. One finds for the Schouten tensor
Sij = Gij − 1
2
δijG¯, Gij = Sij − δijS¯,
and δSij = −∂i∂jλ, ∂iSij − ∂jS¯ = 0.
The Cotton tensor Cijk is Cijk = ∂iSjk − ∂jSik and is a Weyl-invariant tensor of type ,
which is traceless on (j, k) (or (i, k)) because of the Bianchi identity, C¯i = 0. It involves three
derivatives of hij . In the dual representation, the Cotton tensor B
ij is:
Bij = εimn∂
mSnj
and is easily checked to be indeed symmetric, traceless and divergenceless. Note that this can be
rewritten in the more explicit form:
Bij = (i|kl∂k
(
∂|j)∂mhml − ∆h|j)l
)
. (4.2.17)
4.2.4 Spin-3
We now move to the spin 3 case,
h ∼ ,
where the above derivation reproduces the results of [76]. We derive below the form the general
formulas take for s = 3.
The Schouten tensor for a spin-3 field reads explicitly
Si1i2i3 = Gi1i2i3 − 3
4
δ(i1i2G¯i3) (4.2.18)
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Its trace is equal to S¯i = − 14 G¯i so that the inverse formula to (4.2.18) is Gi1i2i3 = Si1i2i3 −
3 δ(i1i2 S¯i3). The Schouten tensor transforms as
δSi1i2i3 = − 3 ∂(i1∂i2µi3) (4.2.19)
under Weyl transformations, where µi is given by
µi = εijk∂jλk (4.2.20)
and fulfills ∂kµ
k = 0.
The Bianchi identity implies ∂iS¯
i = 0 and can equivalently be written in terms of Si1i2i3 as
∂i1S
i1i2i3 − ∂i2 S¯i3 − ∂i3 S¯i2 = 0 (4.2.21)
According to the above general definition, the Cotton tensor C = d2(3)S is explicitly given by
Ci1j1|i2j2|i3 = ∂i1∂i2Sj1j2i3 − ∂j1∂i2Si1j2i3
−∂i1∂j2Sj1i2i3 + ∂j1∂j2Si1i2i3
and has Young symmetry type:
C v .
In the dual representation, the Cotton tensor Bk1k2k3 reads
Bk1k2k3 = εk1i1j1εk2i2j2∂i1∂i2S
k3
j1j2
(4.2.22)
and, using the Bianchi identity (4.2.21) and its consequence ∂jS¯
j = 0, is easily seen to be equal to
Bk1k2k3 = 3∂(i1∂i2 S¯i3) −∆Si1i2i3 (4.2.23)
an expression that is manifestly symmetric. Transverseness and tracelessness follow again from the
Bianchi identity (4.2.21).
4.2.5 Spin-4
We now write the formulas in the spin-4 case. The Schouten tensor is
Si1i2i3i4 = Gi1i2i3i4 − δ(i1i2G¯i3i4) + 1
8
δ(i1i2δi3i4)G¯ (4.2.24)
and transforms as
δSi1i2i3i4 = − 6 ∂(i1∂i2νi3i4) (4.2.25)
under Weyl transformations, with νij = µij − 16 δij µ¯.
In terms of the Schouten tensor, the Bianchi identity reads
∂i1S
i1i2i3i4 − ∂i2 S¯i3i4 − ∂i3 S¯i2i4 − ∂i4 S¯i2i3 = 0 (4.2.26)
and one has ∂iν
ij + 13∂
j ν¯ = 0.
The spin-4 Weyl invariant Cotton tensor is d3(4)S. Writing the explicit formulas directly in the
dual representation, one finds
Bk1k2k3k4 = εk1i1j1εk2i2j2εk3i3j3∂i1∂i2∂i3S
k4
j1j2j3
. (4.2.27)
Again, the symmetry in (k1, k2, k3) is manifest, while the symmetry in the last index k4 with any
other index is a consequence of the Bianchi identity (4.2.26). The Cotton tensor is transverse and
traceless,
∂iB
ijkl = 0, B¯ij = 0. (4.2.28)
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4.3 Cotton tensor as a complete set of Weyl invariants
The Cotton tensor is quite important because it is not only gauge invariant, but it also completely
captures higher spin Weyl invariance. By this, we mean that any function of the higher spin field
and its derivatives that is invariant under higher spin diffeomorphisms and Weyl transformations
is necessarily a function of the Cotton tensor and its derivatives,
δξ,λf([h]) = 0 ⇒ f = f([B]). (4.3.1)
Equivalently, a necessary and sufficient condition for a spin-s field to be pure gauge (equal to
zero up to spin-s diffeomorphisms and Weyl transformations) is that its Cotton tensor vanishes.
The first version of this property is demonstrated in Appendix 4.B. We show here how to prove
the second version10:
Lemma 4 A necessary and sufficient condition of a spin-s field to be pure gauge (with the gauge
symmetry (4.2.1)) is that its Cotton tensor vanish.
Assume, then, that the Cotton tensor B (or equivalently, C) is equal to zero. Using the
cohomological theorem 1 of Appendix 4.A11, one gets:
C = ds−1(s) S = 0⇒ S = −d2(s)ν (4.3.2)
for some ν. The Bianchi identity implies that one can choose ν in such a way that the corresponding
tensor µ fulfills ∂i1µ
i3···is = 0 and so, can be written as in (4.2.4) for some completely symmetric
λk3···ks . This implies in turn that R[h− λ ? δ] = 0, or equivalently ds(s)(h− λ ? δ) = 0. Here, λ ? δ
stands for the Weyl transformation term δ(i1i2λi3···is). Using again the cohomological theorem 1
of Appendix 4.A12, one finally obtains:
h = d(s)ξ + λ ? δ, (4.3.3)
i.e., h is pure gauge. Conversely, if h is pure gauge, the Cotton tensor vanishes. We can thus
conclude that a necessary and sufficient condition for the spin-s field to be pure gauge is that its
Cotton tensor vanishes.
We illustrate explicitly the derivations in the spin-3 and spin-4 cases.
4.3.1 Spin 3
Consider a spin-3 field hi1i2i3 with vanishing Cotton tensor. According to the theorem 1 of Ap-
pendix 4.A13, the Schouten tensor reads
Si1i2i3 = −∂(i1∂i2µi3) (4.3.4)
for some µi. We want to prove that µi can be chosen so that ∂iµ
i = 0. From the Bianchi identity,
one gets
∂i∂j(∂kµ
k) = 0
It follows that ∂kµ
k is at most linear in the coordinates,
∂kµ
k = a+ bkx
k
Define µ˜k = 13ax
k+ 12c
k
ijx
ixj where ckij = c
k
ji, c(kij) = 0 and c
k
kj = bj . [Such a c
k
ij exists. It has
the Young symmetry in the dual conventions where symmetry is manifest while antisymmetry
is not. The trace of such a tensor is unconstrained and so can be taken to be equal to bj .] By
10We were kindly informed by Xavier Bekaert that the property “Cotton tensor = 0 ⇔ spin-s field is diffeomor-
phism and Weyl pure gauge” can also be viewed as a consequence as the cohomological theorems of [206] on the
representations of the conformal group, see [22,23]. We are grateful to him for this information.
11See [96,97].
12See [96,97].
13See [96,97].
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construction, ∂kµ˜
k = ∂kµ
k and ∂(i1∂i2 µ˜i3) = 0, so that Si1i2i3 = −∂(i1∂i2(µi3) − µ˜i3)), implying
that we can assume that µk in (4.3.4) fulfills ∂kµ
k = 0, which will be done from now on. We then
have µk = εkij∂iλj for some λj , and so the Einstein tensor of hijk is equal to the Einstein tensor of
3 δ(ijλk), implying hijk = 3 ∂(iξjk) + 3 δ(ijλk) for some ξi, as announced in the general discussion
above.
4.3.2 Spin 4
We now illustrate the produre for the spin-4 field. The vanishing of the Cotton tensor implies
again (theorem 1 of Appendix 4.A14),
Si1i2i3i4 = −∂(i1∂i2νi3i4) (4.3.5)
for some νi3i4 . The Bianchi identity yields then
∂(i∂jNk) = 0, Nk ≡ ∂mνkm + 1
3
∂kν¯. (4.3.6)
This does not imply that Nk = 0 since, as for spin-3, there are non trivial solutions of the equation
∂(i∂jNk) = 0. These solutions have been analyzed in section 6 of [98]. The space of solutions is
finite-dimensional; one easily gets from the equation that the third derivatives of Nk vanish, so
that Nk is at most quadratic in the x
i’s,
Nk = ak + bk|mxm + ck|mnxmxn,
for some constants ak, bk|m and ck|mn = ck|nm which have the respective symmetry , ⊗ ,
and ⊗ . Now, let
ν˜km = ρ(akxm + amxk) + σkm|rsxrxs + θkm|rspxrxsxp
where the constants ρ, σkm|rs (with symmetry ⊗ ) and θkm|rsp (with symmetry ⊗
) are chosen such that (i) σ(km|ij) = 0, θ(km|ij)p = 0 so that ∂(i∂j ν˜km) = 0; and (ii)
N˜k = Nk. This is always possible since this second condition restricts only the traces, which are
left free by the first condition. Then, by substracting ν˜km from νkm, one sees that one can assume
Nk = 0. This implies that the corresponding µ
km can be assumed to fulfill ∂mµ
km = 0 and thus
is equal to µkm = εkrsεmpq∂r∂pλsq for some λsq = λqs. Therefore, the Einstein tensor of hijkm is
equal to the Einstein tensor of δ(ijλkm), implying that
hijkm = 4 ∂(iξjkm) + 6 δ(ijλkm),
which is the result that we wanted to prove.
4.4 Cotton tensors as a complete set of transverse-traceless
symmetric tensors
We have proven so far the vanishing of its Cotton tensor was a necessary and sufficient condition
for a spin-s field to be conformally flat. Let us now establish that a tensor that has the properties
of the Cotton tensor is the Cotton tensor of an existing field:
Lemma 5 For any symmetric, divergenceless and traceless tensor B with s indices, there exists a
symmetric tensor of same rank of which B is the Cotton tensor.
4.4.1 The problem
We have recalled with corollary 2 of section 4.1.2 that if a completely symmetric tensor Gi1···is
fulfills the equation
∂i1G
i1i2···is = 0, (4.4.1)
14See [96,97].
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then there exists hi1···is such that G = G[h].
We want to address the question: let Bi1i2···is be a completely symmetric tensor that is both
transverse
∂i1B
i1i2···is = 0, (4.4.2)
and traceless,
δi1i2B
i1i2i3···is = 0, (4.4.3)
Does there exist a totally symmetric tensor Zi1···is such that B
i1i2···is is the Cotton tensor of
Zi1···is?
We prove here that the answer is affirmative, starting with the spin-2 case.
4.4.2 Spin 2
The Cotton tensor Bij is dual to Cijk = −Cjik on the first index. The tracelessness condition on
Bij implies that Cijk has Young symmetry type , while the symmetry in (i, j) of B
ij implies
that Cijk is traceless. The divergenceless condition on B
ij implies then, by Poincare´ lemma (k
being a “spectator” index) that
Cijk = ∂iSjk − ∂jSik (4.4.4)
where Sik is not a priori symmetric. However, the ambiguity in Sik is Sik → Sik + ∂iTk, and
using this ambiguity, the condition C[ijk] = 0 and Poincare´ lemma, one easily sees that Sik can be
assumed to be symmetric. Then, the tracelessness condition implies the Bianchi identity ∂iS
ij −
∂jS¯ = 0 for Sij (or ∂iG
ij = 0 for Gij), from which follows the existence of Zij such that S = S[Z]
and thus B = B[Z]. This establishes the result.
4.4.3 Higher spin
The same steps work for higher spins. For instance, for spin 3, the reasoning proceeds as follows:
• Define Ci1j1|i2j2|k from Bijk by dualizing on the first two indices, with k “spectator”,
Ci1j1|i2j2|k = i1i2ij1j2jδkmB
ijm (4.4.5)
• Because Bijm is completely symmetric and traceless, Ci1i2|j1j2|k has Young symmetry type
and is traceless on k and any other of its indices.
• The transverse condition on Bijk is equivalent to d(2)C = 0 where d(2) is acting on C as if
it was a collection of tensors of type parametrized by k. The Poincare´ lemma implies
then the existence of a tensor Rijk such that
Ci1j1|i2j2|k = ∂[i1∂[j1Ri2]j2]k (4.4.6)
where the antisymmetrizations are on the pairs of indices (i1, i2) and (j1, j2). At this stage,
the tensor R has a component S that is completely symmetric S ∼ ,
Si2j2k =
1
3
(Ri2j2k +Rj2ki2 +Rki2j2) (4.4.7)
= S(i2j2k) (4.4.8)
and a component T that has Young symmetry type ,
Tijk = T˜kji − T˜kij (4.4.9)
3T˜kji = Tijk + Tikj (4.4.10)
with
T˜i2j2k = 2Ri2j2k −Rkj2i2 −Rki2j2 (4.4.11)
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Explicitly,
Ri2j2k = Si2j2k +
1
3
T˜i2j2k. (4.4.12)
The change from T to T˜ corresponds to the change of conventions in which either antisym-
metry or symmetry is manifest. We shall call T the “Curtright tensor”.
• The tensor Ri2j2k is not completely determined by Ci1j1|i2j2|k since one may add to it
Ri2j2k → Ri2j2k + ∂i2µj2k + ∂j2µi2k (4.4.13)
without violating (4.4.6). This is the only ambiguity.
• Furthermore, the condition Ci1j1|[i2j2|k] = 0 is easily verified to imply that the strength field
of the Curtright tensor is equal to zero, so that T is pure gauge and can be set equal to zero
by a gauge transformation of the type (4.4.13). Therefore, one can assume
Ci1j1|i2j2|k = ∂[i1∂[j1Si2]j2]k (4.4.14)
with S completely symmetric.
• The residual gauge symmetry after T has been set equal to zero is given by
Sijk → Sijk + ∂(i∂jµk) (4.4.15)
(which is still present because the gauge symmetries of the Curtright tensor are reducible).
• Finally, the tracelessness condition of C on k and any other index yields
∂[i1Ui2]j = 0 (4.4.16)
where
Uij = ∂
kSijk − ∂iS¯j − ∂jS¯i (4.4.17)
is such that Uij = 0 is the Bianchi identity for the Schouten tensor (see (4.2.21)). Now,
(4.4.16) implies
Uij = ∂i∂jρ (4.4.18)
for some ρ ( cohomology of d(2) for d(2) with d
3
(2) = 0). On the other hand, Uij transforms as
Uij → Uij − 3∂i∂j(∂kµk) (4.4.19)
under (4.4.15). This enables one to chose S to obey the Bianchi identity of the Schouten
tensor (take µk such that 3∂kµ
k = ρ), implying the existence of Zijk such that S = S[Z]
and hence B = B[Z]. [Note that δU = 0 when ∂kµ
k = 0, as it should.] This ends the
demonstration of the property that we wanted to prove.
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Appendix
4.A Generalized differential
4.A.1 p-forms
If we consider tensor fields over a flat manifold of dimension D - on which ordinary partial deriva-
tives provide us with a satisfactory connection, we know that, if we limit ourselves to fully antisym-
metric (covariant) tensors (also called p-forms, p being their number of indices), not only can we
define an internal product over this space (that associates to a p-form and a q-form a (p+ q)-form
in an associative way), turning it into a graded Grassmann algebra, but we can also define a unique
exterior derivative d that send p-forms to (p+ 1)-forms and which satisfies a series of properties
(its action on a 0-form, which is a scalar function, gives the gradient of this function; it obeys
Leibnitz rule when acting on a product of p-forms; . . . ). It can be explicitly built in the following
way: if ω is a p-form with components ωi1...is
15, its exterior derivative will be the (p+ 1)-form dω
with components given by (dω)i1...ip+1 = (p+ 1) ∂[i1ωi2...ip+1].
The most remarkable feature of this differential operator is, of course, that it squares to zero:
d2 = 0. This naturally leads us to look at the cohomology of d, that is, to ask whether there exist
p-forms annihilated by d which are not themselves the exterior derivative of a (p− 1)-form. In
other words, are there closed p-forms that are not exact ? As is well-known, as long as we consider
antisymmetric tensor fields over a manifold which has the topology of RD, the answer turns out to
be negative for forms of non-zero degree (for p = 0, the kernel of d - which is the set of constant
functions, R - is also the cohomology of d, since 0-forms can not be obtained by taking the exterior
derivative of anything).
The precise notation of the cohomology is the following: Hp (d) is the set of closed p-forms
modulo exact ones. We then have the following result over RD:
0 = Hp (d) for p ≥ 1, (4.A.1)
R = H0 (d) . (4.A.2)
These results are of particular interest when one considers the spin 1 massless field, the photon,
whose potential is a one-form A (that is, a vector field). Its curvature is the strength field two-form
F which is the exterior derivative of the potential: F ≡ dA. Since the physically observable object
is the strength field, one easily identifies the gauge invariance of the potential as the kernel of d of
form degree one, which, thanks to the absence of cohomology, is the set of exact one-forms, or the
set of external derivative of zero-form. In other words, a gauge variation of the potential is given
by δA = df , f being a scalar function.
In addition, a necessary and sufficient condition for a two-form F to be the strength field tensor
of a potential is that its exterior derivative should vanish, dF = 0⇔ ∃A such that F = dA.
4.A.2 Beyond fully antisymmetric tensors
The construction outlined above applies to fully antisymmetric tensors, whose Young diagram
consists of a single column. We are now going to give the results of interest concerning the
generalization of the concept of exterior derivative to tensors of more complex symmetry16.
15Which means that in the corresponding base of 1-forms ei, we have ω = ωi1...ise
i1
⊗
. . .
⊗
eip .
16These tools have been introduced in [97,98]. See also [25,187] for a general discussion of cohomological techniques
adapted to tensor fields with mixed Young symmetry of general type.
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In full generality, one should consider an arbitrary sequence of Young diagrams Y p, p being a
positive integer and the number of boxes of Y p. The exterior derivative would send tensor fields of
symmetry given by Y p to tensor fields of symmetry given by Y p+1. However, we do not need such
an elaborate construction, and we will limit ourselves to the following type of sequence: we will only
consider Young diagrams with a maximal number of columns, say N . In addition, we will require
these Young diagrams to have rows with exactly N boxes, except for the last one. In other words,
we are interested in Young diagrams of the form (N, . . . , N, l) ≡ (Nk, l), with 0 ≤ l ≤ N − 1. d
will simply be the composition of the projector on the appropriate Young diagram with the partial
derivative.
So, we have in mind tensor fields over RD whose symmetry is given by Young diagrams of the
following structure:
N boxes︷ ︸︸ ︷
. (4.A.3)
(In the diagram shown above, N = 5, k = 4 and l = 3).
We can then arrange these diagrams in a sequence Y pN , p being the number of boxes (equiva-
lently, Y pN ≡
(
Nk, l
)
, where p = Nk + l, with 0 ≤ k and 0 ≤ l ≤ N − 1). If we denote by YpN the
projector of tensors with p indices on the space of tensors whose symmetry is given by the Young
diagram Y pN , our external derivative is given by:
d(N) ≡ Yp+1N ◦ ∂ : Y pN → Y p+1N . (4.A.4)
The set of tensor fields over RD of symmetry type Y pN for any p (for a given N) will be denoted
by ΩN
(
RD
)
. We defined an internal derivative acting on it, and we could easily define an internal
product over it, turning it into a graded (by p) Grassmann algebra. It is also called a differential
N -complex, for reasons that we are going to explain.
Since partial derivatives commute and indices are antisymmetrized in each column, and we
have no more than N columns, taking N+1 times the generalized exterior derivative d must result
in the antisymmetrization of two partial derivatives, giving zero. So, we have:
0 = dN+1(N) . (4.A.5)
As before, this suggests to consider cohomologies. We would like to find Hp(k)
(
ΩN
(
RD
)
, d(N)
)
,
which is the set of tensor fields of symmetry type Y pN annihilated by d
k
(N) modulo those which are
the image of tensor fields of symmetry type Y p+k−N−1n through the action of d
N+1−k
(N) .
Contrarily to the simple N = 1 case of the p-forms, which was developed above, this cohomology
is not generally empty for non zero p. However, it is empty as long as we consider well-filled tensors,
whose Young diagram is rectangular. Equivalently, Hp(k)
(
ΩN
(
RD
)
, d(N)
)
is empty if N divides p
without rest. Thus, we have the following theorem (whose proof can be carried on through the
explicit construction of the relevant homotopies):
Theorem 1 HmN(k)
(
ΩN
(
RD
)
, d(N)
)
= 0, ∀m ≥ 1.
As for H0(k)
(
ΩN
(
RD
)
, d(N)
)
, one can easily convince oneself that it consists solely of the real
polynomials function on RD of degree strictly less than k.
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4.B Complete set of gauge invariant functions
4.B.1 Generalities
Let ϕA be some fields invariant under some gauge symmetries,
δξϕ
A = kAα ξ
α + kAiα ∂iξ
α + kAijα ∂i∂jξ
α (4.B.1)
where for definiteness, we have assumed that the gauge parameters and their derivatives up to
second order appear in the gauge transformations. The discussion would proceed in the same way
if there were higher derivatives present in (4.B.1). We also assume that the coefficients kAα , k
Ai
α
and kAijα do not involve the fields, so that the gauge transformations are of zeroth order in the
fields (and of course linear in the gauge parameters).
We consider local functions, i.e., functions f(ϕA, ∂iϕ
A, · · · , ∂i1∂i2 · · · ∂ikϕA) of the fields and
their derivatives up to some finite but unspecified order. That unspecified order can depend on f .
We denote such local funtions as f([ϕA)]). Among the local functions, the gauge invariant ones
are particularly important. In our linear theories, non trivial (i.e., not identically constant) local
functions that are gauge invariant exist. For instance, the components of the (linearized) Riemann
tensor are local gauge invariant functions under the (linearized) diffeomorphisms. [Gauge symme-
tries that involve the fields might not allow for non trivial local gauge invariant functions. This
occurs for example in the case of full diffeomorphism invariance where even the scalar curvature
(say) transforms under change of coordinates, δξR = ξ
i∂iR (transport term).]
The local functions are functions on the “jet spaces” Jk, which can be viewed, in the free
theories investigated here, as the vector spaces with coordinates given by the field components
ϕA and their successive derivatives up to order k. The gauge orbits obtained by integrating the
gauge transformations are m-dimensional planes in those vector spaces Jk, where m is the number
of independent gauge parameter components and their derivatives (effectively) appearing in the
gauge transformations of the fields and their derivatives up to order k.
For instance, for a free spin 3-field in 3 dimensions, J0 has dimension 10 because there are
10 independent undifferentiated field components hijk. The gauge orbits have also dimension 10
since there are 18 independent derivatives ∂kξij of the gauge parameters but only 10 of them, the
symmetrized ones ∂(kξij) effectively appear in the gauge transformations. Accordingly, J
0 is a single
gauge orbit. Similarly, J1 has dimension 10+30 = 40, the new coordinates being the 30 derivatives
∂mhijk of the fields. There are 36 independent second derivatives of the gauge parameters but only
30 of them effectively act in the gauge transformations of the ∂mhijk. The jet space J
1 reduces
again to a single gauge orbit. This is also true for J2. It is only in the jet spaces Jk with k ≥ 3
that the gauge orbits have a dimension strictly smaller than the dimension of the corresponding
jet spaces. For J3, which has dimension 10 (number of undifferentiated field components hijk)
+30 (number of ∂mhijk) +60 (number of ∂m∂nhijk) +100 (number of ∂m∂n∂qhijk) = 200, the
gauge orbits have dimension 10 (number of effective ∂kξij) +30 (number of effective ∂k∂mξij) +60
(number of ∂k∂m∂qξij , which are all effective) +90 (number of ∂k∂m∂q∂rξij , which are all effective)
= 190. Accordingly, the quotient space of J3 by the 190-dimensional planes generated by the gauge
transformations has dimension 10, which is – as it should – the number of independent components
of the Riemann tensor, which has Young symmetry
.
Without loss of generality, we can assume that the gauge invariant functions vanish when
the fields ϕA and their derivatives vanish (just substract from f the gauge invariant constant
f(0, 0, · · · , 0)).
A set of gauge invariant functions {f∆} is said to form a complete set if any gauge invariant
function f can be expressed as a function of the f∆, δξf = 0 ⇒ f = f(f∆). There might be
relations among the f∆’s (redundancy) but this will not be of concern to us. In the linear theories
considered here, we can construct complete sets of gauge invariant functions that are linear in the
fields and their derivatives.
Consider a definite jet space Jk, with k fixed but arbitrary. Let {f∆} be a complete set of
gauge invariant functions. The functions f
(k)
∆ in this complete set that involve derivatives of the
fields up to order k are defined in Jk. They provide a coordinate system of the linear quotient
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space of Jk by the gauge orbits Ok (in case of redundancy, one must take a subset of independent
f
(k)
∆ ). If this were not the case, one could find a gauge invariant function in J
k not expressible in
terms of the functions in the complete set. The trivial orbit of the pure gauge field configurations
is the orbit of 0, on which the gauge invariant functions have been adjusted to vanish. It follows
from these observations that a set {f∆} of gauge invariant functions is a complete set if and only
if the condition f∆ = 0 implies that the fields are pure gauge.
4.B.2 Spin-s Weyl invariance
We now turn to the proof that a complete set of invariants for higher spin conformal fields in three
dimensions is given by the Cotton tensor and its successive derivatives. As we just shown, this is
equivalent to the statement that the vanishing of the Cotton tensor implies that the spin-s field is
pure gauge.
To determine a complete set of invariants, we reformulate the problem as a problem of cohomogy
in the successive jet spaces augmented by new fermionic variables, “the ghosts”, and decompose
the successive derivatives in irreducible representations of GL(3). This approach is standard and
has been developed successively in the case of spin-s diffeormorphism invariance for spin 1 [95,11,
12,42–44,96,130], spin 2 [39] and spin s [26].
Weyl invariance for spin-2 was treated in [40]. By the same techniques as those developed
in that reference, one first takes care of spin-s diffeomorphism invariance and concludes that
diffeomorphism invariance forces the local functions to be functions of the Riemann tensor and its
derivatives, or, what is the same in D = 3, of the Schouten tensor and its derivatives, f = f([S]).
Spin-s Weyl invariance becomes then the condition δνf = 0 for δνSi1···is = −∂(i1i2νi3···is) (for
convenience, we absorb the factor s(s−1)2 in a redefinition of ν). Furthermore, neither the Schouten
tensor nor the gauge parameter ν are independent since their divergences are constrained by
(4.2.10) and (4.2.11).
To investigate the problem of Weyl invariance, we shall first consider the problem δνf = 0 for
δνSi1···is = −∂(i1i2νi3···is) for unconstrained S and ν. We shall then analyse the implications of the
constraints (4.2.10) and (4.2.11) on the divergences.
We thus consider the problem of computing the cohomology at “ghost number” zero of the
differential γ defined by
γSi1···is = ∂(i1i2Ci3···is), γCi1···is−2 = 0 (4.B.2)
We introduce a derivative degree that gives weight zero to the ghosts and weight two to the
Schouten tensor.
At derivative degree 0, we have only the ghosts in the cohomology, but these are at ghost
number one, so there is no cohomology at ghost number zero. At derivative degree 1, there is
again no cohomology at ghost number zero for a similar reason. The ghost-number-zero variables
(Schouten tensor) appear only in derivative degree 2 and higher.
At derivative degree 2, the second derivatives of the ghosts transform in the representation
s− 2 boxes︷ ︸︸ ︷
⊗
=
s boxes︷ ︸︸ ︷
⊕
s− 1 boxes︷ ︸︸ ︷
⊕
s− 2 boxes︷ ︸︸ ︷
while the undifferentiated Schouten tensor components transform in the representation
s boxes︷ ︸︸ ︷
.
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It follows that the undifferentiated Schouten tensor components form contractible pairs with the
derivatives of the ghosts transforming in the same representation and disappear from the cohomol-
ogy. There is no cohomology at ghost number zero. The same story proceeds in the same way,
with the derivatives of the Schouten tensor being all “eaten” through contractible pairs with the
corresponding derivatives of the ghosts and no cohomology at ghost number zero, with non trivial
generators at ghost number one left over, up to derivative degree s. There one finds for the ghosts:
s− 2 boxes︷ ︸︸ ︷
⊗
s boxes︷ ︸︸ ︷
=
2s− 2 boxes︷ ︸︸ ︷
⊕
2s− 3 boxes︷ ︸︸ ︷
⊕ · · ·
⊕
s+ 1 boxes︷ ︸︸ ︷
⊕
s boxes︷ ︸︸ ︷
(4.B.3)
and exactly the same decomposition for the representation in which the derivatives of order s− 2
of the Schouten tensor transform,
s boxes︷ ︸︸ ︷
⊗
s− 2 boxes︷ ︸︸ ︷
.
There is exact matching and the generators of derivatives order s form contractible pairs and do
not contribute to the cohomology.
At higher derivative order, it is now some of the derivatives of the Schouten tensor that are
unmatched, namely those which contain the Cotton tensor
s boxes︷ ︸︸ ︷
︸ ︷︷ ︸
s− 1 boxes
since these representations (and only those) cannot arise in the decomposition of the derivatives
of the ghosts of order t > s
s− 2 boxes︷ ︸︸ ︷
⊗
t > s boxes︷ ︸︸ ︷
(the lower line can have at most length s− 2 as shown by (4.B.3)).
Accordingly, we can conclude that the γ-cohomology of the differential defined by (4.B.2), with
unconstrained variables, is given at ghost number zero by the functions f([C]) of the Cotton tensor
and its derivatives.
We did not take into account so far the constraints (4.2.10) and (4.2.11) that the Schouten
tensor should obey the Bianchi identity and that the divergence of the ghost is also determined
by its trace. One must verify that the derivatives of the Schouten tensor that were trivial in the
γ-cohomology because they had an independent ghost partner equal to their γ-variation, either
vanish on account of the constraints or, if they do not vanish, that their ghost partner in the trivial
pair also remains different from zero so that both elements in the trivial pair continue being trivial.
It is easy to convince oneself that this is the case. The derivatives of the Schouten tensor
that remain non-zero after the Bianchi identity has been taken into account may be assumed
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not to involve a contraction of one derivative index ∂i with an index of the Schouten tensor,
since such terms can be eliminated using the Bianchi identity. In fact, once we have eliminated
such contractions, the remaining derivatives are unconstrained. A similar situation holds on the
ghost side. If the γ-variation of a derivative of the Schouten tensor without such contractions
involves the ghosts and so is not γ-closed before the constraints are taken into account, it will
remain so after the constraints are taken into account because its γ-variation necessarily produce
independent derivatives of the ghosts without such contractions (in addition to possible terms with
such contractions coming from possible traces).
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Chapter 5
Hamiltonian analysis
Now equipped with the knowledge we have acquired on higher spin conformal geometry, we are
ready to make a systematic study of the Hamiltonian dynamics of free massless higher spin fields
over a flat four dimensional space-time.
Indeed, similarly to what happened with the well-known lower spin cases (which we studied
in section 2.2.1 and 2.2.2), and as can be implied from the general theory of gauge systems (as
we saw in section 2.1.2), we will find out that massless higher spin have a constrained first order
formalism, whose constrains will be solved in a very natural way through the use of conformal
curvatures.
In order to keep the logic visible, we will begin with an extensive study of the spin-3 case,
before moving on to the arbitrary spin. The development will be along the same lines in each case:
expand Fronsdal action (1.1.13) in order to extract the momenta and compute the Hamiltonian
and the constraints; then, check that these are first class (that the constraints generate gauge
transformations, which preserve both the constraints and the Hamiltonian); eventually, solve the
constraints through the introduction of prepotentials in terms of which the Hamiltonian action will
be rewritten.
The more technical features observed in the case of spin one or two (sections 2.2.1 and 2.2.2)
will also reappear: the prepotentials will be two spatial symmetric tensors, of the same rank as
the initial field, and they will enjoy a gauge invariance including both diffeomorphism and Weyl
rescaling.
5.1 Spin-3
Our starting point is the Lagrangian formulation introduced for arbitrary spin in section 1.1.1.
The spin-3 field is described by a symmetric covariant tensor field hµνρ with the gauge symmetry:
δhµνρ = 3 ∂(µξνρ), (5.1.1)
where ξµν is a symmetric traceless tensor: ξ
′ = 0. The field itself is unconstrained.
With such a gauge invariance, we can build the second order gauge invariant curvature (which
is the Fronsdal tensor, defined for any spin in (1.1.3)):
Fµνρ = hµνρ − 3 ∂σ∂(µhνρ)σ + 3 ∂(µ∂νh′ρ). (5.1.2)
The equations of motion of the spin-3 are the vanishing of this tensor, and they can be seen to
follow from the following gauge invariant action (introduced for an arbitrary spin in (1.1.15)):
S = − 1
2
∫
d4x {∂σhµνρ∂σhµνρ − 3 ∂σhσµν∂ρhρµν + 6 ∂ρhρµν∂µh′ν
− 3 ∂µh′ν∂µh′ν −
3
2
∂νh′ν∂µh
′µ
}
. (5.1.3)
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5.1.1 Hamiltonian and constraints
In order to make the dynamic of this system manifest, we have to break manifest Lorentz covariant
and expand this action in order to identify how many time derivatives each term incorporates. We
will quickly observe that the only terms of the action (5.1.3) containing two time derivatives are:
S =
∫
d4x
{
1
2
h˙ijk
(
h˙ijk − 3 δij ˙¯hk
)
+
1
4
(
h˙000 − 3 ˙¯h0
)2
+ . . .
}
. (5.1.4)
This suggests to define the dynamical variable:
α ≡ h000 − 3 h¯0,
in order to have the following non vanishing momenta (from the Lagrangian S ≡ ∫ dt L):
Πijk ≡ δL
δh˙ijk
= h˙ijk − 3 δ(ij ˙¯hk) + 3
2
δ(ij∂k)α, (5.1.5)
Π˜ ≡ δL
δα˙
=
α˙
2
. (5.1.6)
The Legendre transformation then brings us to the following Hamiltonian action (if we also
rename the Lagrange multipliers Nij ≡ h0ij and Ni ≡ h00i):
S
[
hijk, α,Π
ijk, Π˜, N ij ,N i
]
=
∫
d4x
{
Πijkh˙ijk + Π˜α˙ − H − N iCi − N ijCij
}
,(5.1.7)
where the Hamiltonian and the constraints are given by:
H = 1
2
ΠijkΠ
ijk − 3
8
Π¯kΠ¯
k +
3
8
Π¯k∂kα+
17
32
∂kα∂
kα+ Π˜2 +
1
2
∂khlmn∂
khlmn
−3
2
∂lhlmn∂kh
kmn + 3 ∂lhklm∂
kh¯m − 3
2
∂kh¯l∂
kh¯l − 3
4
∂kh¯l∂
lh¯k, (5.1.8)
Ci = 3
{
∂iΠ˜−∆h¯i + ∂j∂khijk − 1
2
∂i∂
j h¯j
}
, (5.1.9)
Cij = − 3
{
∂kpiijk +
1
2
δij∆α
}
. (5.1.10)
The constraint 0 ≈ Ci shall be referred to as the Hamiltonian constraint and the constraint
0 ≈ Cij as the Momentum constraint.
As we shall see, this Hamiltonian and these constraints are all first class1. This will be made
clear by examining the transformations generated by the constraints.
5.1.2 Gauge transformations
Let us define the following generator:
G =
∫
d3x
(
ξijCij + θ
iCi
)
. (5.1.11)
The transformations it generates are obtained by taking its Poisson bracket (neglecting, for
now, boundary terms) with the variables:
δhijk = {hijk,G} = 3 ∂(iξjk), (5.1.12)
δα = {α,G} = − 3 ∂kθk, (5.1.13)
δΠijk =
{
Πijk,G} = − 3 ∂(i∂jθk) + 3 δ(ij (∆θk) + 1
2
∂k)∂lθl
)
, (5.1.14)
δΠ˜ =
{
Π˜,G
}
=
3
2
∆ξ¯. (5.1.15)
1Strictly speaking, in the formalism of section 2.1.1, the primary constraints are 0 ≈ Π0ij and 0 ≈ Π00i.
The consistency checks (enforcing the conservation in time of these constraints) then leads us to the secondary
constraints 0 ≈ Ci and 0 ≈ Cij . Together, all these constraints are first class (and also each set separately). We will
not mention the primary constraints any more, since the gauge transformations they generate only serve to show
that the Lagrange multipliers Ni and Nij are pure gauge, which we take into account in the following.
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The first two of these transformations, generated by the momentum constraint (5.1.9), are easily
seen to precisely reproduce the spin-3 spatial diffeomorphism, while the last two, generated by the
Hamiltonian constraint (5.1.10), correspond to the “temporal” spin-3 diffeomorphism (associated
to the Lagrangian gauge parameter ξ0i ∼ θi).
These transformations are straightforwardly checked to preserve the constraints and the Hamil-
tonian, which are confirmed to be first class, these transformations being identified as a change of
gauge.
Incidentally, the transformations (5.1.12) are precisely those one would have obtained from the
covariant, Lagrangian transformation (5.1.1) (with the redefinition θi ≡ ξ0i, ξ00 being removed
through the solving of the tracelessness constraint), using the expression of the momenta in terms
of the fields (5.1.5).
5.1.3 Momentum constraint
We first solve the momentum constraint. Using the θ-gauge transformations, one can set α = 0. In
that gauge, the constraint reduces to ∂ipi
ijk = 0, which implies piijk = Gijk[P ] for some prepotential
Pijk, which is at this stage determined up to a spin-3 diffeomorphism (as follows immediately from
the corollary 2 of section 4.1.2).
In a general gauge, one has therefore
piijk = Gijk[P ]− ∂(i∂jΞk)
+δ(ij
(
∆Ξk) +
1
2
∂k)∂mΞ
m
)
(5.1.16)
α = −∂mΞm (5.1.17)
where Ξk is a second prepotential that describes the gauge freedom of pi
ijk and α.
Now, the vector Ξk can be decomposed into a transverse and a longitudinal piece,
Ξk = εkij∂iλj + ∂
kθ.
The λk-terms in (5.1.16) are easily checked to be of the form Gijk[ϕ], where ϕijk = δ(ijλk) has just
the form of a spin-3 Weyl transformation. This shows that the prepotential Pijk is determined up
to a spin-3 Weyl transformation – in addition to the spin-3 diffeomorphism invariance pointed out
above. Therefore, the gauge freedom of the prepotential is
δPijk = 3 ∂(iξjk) + 3 δ(ijλk), (5.1.18)
i.e., the gauge symmetries of a conformal spin-3 field.
The fact that the spin-3 diffeomorphisms of the prepotential Pijk have no action on the canon-
ical variables, while its conformal transformations generate (some of) the gauge transformations
associated with the Hamiltonian constraint, parallels the situation found in the case of spin 2,
as we recalled in section 2.2.2 2. There, however, the Weyl transformations of the prepotential
accounted for all the gauge symmetries generated by the Hamiltonian constraint.
5.1.4 Hamiltonian constraint
We now turn to solving the Hamiltonian constraint. Its curl ijk∂jCk does not involve Π˜ and turns
out to be equal to G¯i, the trace of the Einstein tensor of hijk, so that the Hamiltonian constraint
implies:
G¯i[h] = 0. (5.1.19)
In fact, one may rewrite the Hamiltonian constraint as:
∂iΠ˜−Ψi = 0 (5.1.20)
in terms of the Ψ introduced in section 4.1.2, such that ∗G¯ = dΨ. One has explicitly:
Ψi = ∆h¯i − ∂j∂khijk + 1
2
∂i∂
j h¯j . (5.1.21)
2This is of course well known. See [146,53,55].
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Therefore, the equations G¯i = 0 ⇔ dΨ = 0 and dΠ − Ψ˜ = 0 are two equivalent versions of the
Hamiltonian constraint3.
The form G¯i = 0 is more amenable to solution because it falls precisely under the lemma 5
of section 4.4. According to what we proved in section 4.4, it implies the existence of a (second)
prepotential Φijk such that the Einstein tensor of h is the Cotton tensor of that prepotential,
Gijk[h] = Bijk[Φ]. (5.1.22)
A particular solution of (5.1.22) is given by
hijk = −∆Φijk + 3
4
δ(ij4Φ¯k)
−3
4
δ(ij∂
r∂sΦk)rs +
3
10
δ(ij∂k)∂
rΦ¯r. (5.1.23)
The last term in (5.1.23) is not necessary but included so that δhijk = 0 under Weyl transfor-
mation of Φ.
Now, what are the ambiguities? It is clear that the spin-3 field hijk is determined by (5.1.22) up
to a spin-3 diffeomorphism, so that the general solution of (5.1.22) is given by (5.1.23) plus ∂(iujk)
where ujk may be thought of as another prepotential that drops out because of gauge invariance.
Conversely, the prepotential Φijk itself is determined by (5.1.22), i.e., by its Cotton tensor, up to
a diffeomorphism and a Weyl rescaling,
δΦijk = 3 ∂(iξ
′
jk) + 3 δ(ijλ
′
k) (5.1.24)
with independent gauge parameters ξ′ij and λ
′
j . Thus, we see that the resolution of the Hamiltonian
constraints also introduces a prepotential possessing the gauge symmetries of a conformal spin-3
field. Note that we have adjusted the ambiguity in the dependence of hijk on Φijk in such a way
that the conformal spin-3 transformations of the prepotential leave hijk invariant, while the spin-3
diffeomorphisms of the prepotential induce particular spin-3 diffeomorphisms of hijk, as is the case
for spin 2 [146,53,55].
Once hijk is determined, one may work one’s way up to the constraint and solve for Π in terms
of the prepotential. One finds
Π˜ = − 1
8
∂i∂j∂kΦijk +
3
40
4∂iΦ¯i (5.1.25)
The use of conformal techniques to solve the Hamiltonian constraint is somewhat reminiscent
of the approach to the initial value problem for full general relativity developed in [10,80,231].
5.1.5 Hamiltonian action in terms of prepotentials
When their expressions in terms of the prepotentials is substituted for the fields and the momenta,
the Hamiltonian action (5.1.7) takes the following form:
S =
1
2
∫
d4x
{
εabZ˙
a
ijkB
bijk − δab
(
GaijkGbijk −
3
4
G¯aiG¯bi
)}
, (5.1.26)
where the prepotentials were gathered into a two-vector (Zaijk) ≡ (Pijk,Φijk) (a = 1, 2) and εab
and δab are respectively the Levi-Civita tensor and the Euclidean metric in the internal plane of
the two prepotentials, while Gaijk ≡ Gijk[Za] and Baijk ≡ Bijk[Za]. In terms of the prepotentials,
the action possesses exactly the same structure as the action for spin 2 (2.2.36) 4.
The kinetic term in the action is manifestly invariant under the gauge symmetries of the pre-
potentials. The Hamiltonian is manifestly invariant under the spin-3 diffeomorphisms, since it
involves the Einstein tensors of the prepotentials. It is also invariant under spin-3 Weyl transfor-
mations up to a surface term, as it can easily be verified.
3Let us rephrase the argument, in order to be perfectly clear: the vanishing of the trace of the Einstein tensor of
h is equivalent to the vanishing of dΨ. Because of the absence of cohomology, this is equivalent to Ψ being exact,
that is, equal to dΠ˜ for some scalar Π˜ - which is precisely what the Hamiltonian constraint requires.
4This expression was, as we said, originally obtained in [53]
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In terms of the prepotentials, the equations of motion read
B˙aijk = 
abilm∂
lB mb jk (5.1.27)
and equate the time derivative of the Cotton tensor of one prepotential to the “curl” of the Cotton
tensor of the other (defined as the right-hand side of (5.1.27)).
5.2 Arbitrary spin
Again, our starting point is the Lagrangian formulation introduced for arbitrary spin in section
1.1.1. The spin-s field is described by a symmetric covariant tensor field hµ1···µs with the gauge
symmetry:
δhµ1···µs = s ∂(µ1ξµ2···µs), (5.2.1)
where ξµ1···µs is a symmetric traceless tensor: ξ
′
µ3···µs = 0. The field itself is subjected to the
constraint that its double trace vanish: h′′µ5···µs = 0.
The equations of motion of the spin-s are the vanishing of its Fronsdal tensor (1.1.3), and they
can be seen to follow from the following gauge invariant action (this is exactly (1.1.15)):
S = − 1
2
∫
d4x {∂νhµ1···µs∂νhµ1···µs − s ∂νhνµ2···µs∂ρhρµ2···µs
+ s (s− 1) ∂νhνρµ3···µs∂ρh′µ3···µs −
s (s− 1)
2
∂ρh
′
µ3···µs∂
ρh′µ3···µs
− s (s− 1) (s− 2)
4
∂νh′νµ4···µs∂ρh
′ρµ4···µs
}
. (5.2.2)
5.2.1 Change of variables and momenta
We have to break explicit Lorentz invariance and expand this action, to obtain its Hamiltonian
formalism. In order to do that, one has to solve the double-trace constraint on the field h; one can
choose e.g. to encode the independent components of the spin-s field in the traceful spatial tensors
hi1···is , h0i2···is , h00i3···is and h000i4···is . The remaining components of the field are dependent on
those and are recursively checked to be equal:
h0...0k2n+1...ks = n h
[n−1]
00k2n+1...ks
− (n− 1) h[n]k2n+1...ks ,
h0...0k2n+2...ks = n h
[n−1]
000k2n+2...ks
− (n− 1) h[n]0k2n+2...ks . (5.2.3)
Within this set one has to distinguish between canonical variables - having conjugate momenta
such that the Legendre transformation is invertible - and Lagrange multipliers. Comparison with
what happened for the spin 3 and the observation that combinations whose gauge variation (5.2.2)
does not contain time derivatives are canonical variables leads to the conclusion that these are the
spatial components hi1···is of the field and:
αi4···is ≡ h000i4···is − 3 h¯0i4···is . (5.2.4)
The remaining independent components of the covariant field are Lagrange multipliers (see
their gauge transformations in (5.2.13) and (5.2.14)). We denote them as
Ni2···is ≡ h0i2···is , (5.2.5)
Ni3···is ≡ h00i3···is . (5.2.6)
The expansion of the action (5.2.2) confirms our choice of variables, the time derivatives of the
Lagrange multipliers indeed being absent. The non vanishing momenta are (with the Lagrangian
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S ≡ ∫ dt L):
Πi1···is ≡ δL
δh˙i1···is
=
[s/2]∑
n=0
(
s
2n
)
δ(i1i2 · · · δi2n−1i2n|
{
(1− 2n) h˙[n]|i2n+1···is)
+ (2n− 1) (s− 2n) ∂|i2n+1N [n]i2n+2···is) + 2n (2n− 1) ∂kN [n1]k|i2n+1···is)
+
n (s− 2n)
2
∂|i2n+1α[n−1]i2n+2···is) + n (n− 1) ∂kα[n−2]k|i2n+1···is)
}
, (5.2.7)
Π˜i4···is ≡ δL
δα˙i4···is
=
[(s−1)/2]∑
n=1
n
2
(
s
2n+ 1
)
δ(i4i5 · · · δi2ni2n+1|
{
α˙[n−1]|i2n+2···is)
+ (s− 2n− 1) ∂|i2n+2N [n]i2n+3···is) + (2n+ 1) ∂kN [n−1]k|i2n+2···is)
}
. (5.2.8)
It is quite apparent from such expressions that an index-free notation would be much preferable,
and we will use it to write sums of this type. In order to be explicit, here is a rewriting of these
formulas in our convention (where symmetrization is carried with weight one):
Π =
[ s2 ]∑
n=0
(
s
2n
)
δn
{
(1− 2n) h˙[n] + (2n− 1)(s− 2n) ∂N [n] + 2n(2n− 1) ∂ ·N [n−1]
+
n(s− 2n)
2
∂α[n−1] + n(n− 1) ∂ · α[n−2]
}
, (5.2.9)
Π˜ =
[ s−12 ]∑
n=1
n
2
(
s
2n+ 1
)
δn−1
{
α˙[n−1] + (s− 2n− 1) ∂N [n] + (2n+ 1) ∂ · N [n−1]
}
. (5.2.10)
5.2.2 Gauge transformations
The change of variables (5.2.4) was confirmed by the computations of the momenta, but we also
argued that it could be guessed from an examination of the gauge transformations, the canonical
variables being precisely those whose gauge variation does not contain a time derivative of the gauge
parameters. We are now going to write down exactly these gauge transformations, extracted from
the covariant expression (5.2.1). We will then use these expressions to compute the constraints of
the Hamiltonian formalism (in the previous section, when studying the spin 3, we instead computed
the constraints directly from the Hamiltonian procedure, before checking that they generate the
same transformations as the ones obtained from their Lagrangian form).
Starting from (5.2.1) and redefining θi3···is ≡ ξ0i3···is , we easily obtain (using, again, our index-
free notation - all the indices being spatial):
δh = s ∂ξ, (5.2.11)
δα = − 3 ∂ · θ − (s− 3) ∂θ¯, (5.2.12)
δN = ξ˙ +
(s− 1)
2
∂θ, (5.2.13)
δN = θ˙ + (s− 2) ∂ξ¯, (5.2.14)
66
and, using the expression of the momenta in terms of the fields (5.2.7) and (5.2.8):
δΠ =
[s/2]∑
n=0
(
s
2n
)
δn
{
(n− 1) (s− 2n) (s− 2n− 1)
2
∂2θ[n]
+ n
[
(n− 1) (2n− 1) ∂ · ∂ · θ[n−2] + n4 θ[n−1]
+
(4n− 3) (s− 2n)
2
∂∂ · θ[n−1]
]}
, (5.2.15)
δΠ˜ =
[ s−12 ]∑
n=1
n
2
(
s
2n+ 1
)
δn−1
{
2 (n− 1) (2n+ 1) ∂ · ∂ · ξ[n−1] + (2n+ 1)4 ξ[n]
+ (s− 2n− 1)
[
(4n+ 1) ∂∂ · ξ[n] + (s− 2n− 2) ∂2ξ[n+1]
]}
. (5.2.16)
Note that the parameters ξ and θ appearing in these equations are traceful spatial symmetric
tensors with respectively s− 1 and s− 2 indices.
These variations indeed confirm, again, the identification of N and N as the Lagrange multi-
pliers.
5.2.3 Hamiltonian and constraints
The Legendre transformation made with the momenta given by (5.2.9) and (5.2.10) on the La-
grangian action (5.2.2) will bring it into the Hamiltonian (constrained) form:
S
[
h, α,Π, Π˜, N,N
]
=
∫
d4x
{
Πh˙ + Π˜α˙ − H − NC − NC
}
, (5.2.17)
where the Hamiltonian density H and the constraints C and C only depend on the canonical
variables.
The variations obtained above from the expression of the momenta (5.2.9)-(5.2.10) and the
Lagrangian gauge transformations (5.2.1) allow us to directly identify the constraints, without
having to compute them explicitly from the Legendre transformation. We will follow this way
(and not compute the Hamiltonian either, even though we will later obtain its precise form in
terms of the prepotentials through invariance arguments).
The gauge transformations must be realized by taking the Poisson bracket of the variables with
the gauge transformations generator, which is precisely the constraints contracted with the gauge
parameters (see section 2.1.2). If we define:
G ≡
∫
d3x (ξC + θC) , (5.2.18)
we expect the gauge transformations of the variables to be given by:
δh = {h,G} = δG
δΠ
, (5.2.19)
δα = {α,G} = δG
δΠ˜
, (5.2.20)
δΠ = {Π,G} = − δG
δh
, (5.2.21)
δΠ˜ =
{
Π˜,G
}
= − δG
δα
. (5.2.22)
The identification of these variations with those computed in the previous section naturally
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leads to the following expression for the constraints:
C = 3 ∂Π˜ + (s− 3) δ ∂ · Π˜
−
[s/2]∑
n=1
n
(
s
2n
)
δn−1
{
n h[n] + (n− 2) (2n− 1) ∂ · ∂ · h[n−1]
+
(4n− 3) (s− 2n)
2
∂∂ · h[n] + (s− 2n) (s− 2n− 1)
2
∂2h[n+1]
}
, (5.2.23)
C = − s ∂ ·Π
−
[ s−12 ]∑
n=1
n
(
s
2n+ 1
)
δn
{
(2n+ 1)
2
4 α[n−1] + (n− 1) (2n+ 1) ∂ · ∂ · α[n−2]
+
(s− 2n− 1) (4n+ 1)
2
∂∂ · α[n−1] + (s− 2n− 1) (s− 2n− 2)
2
∂2α[n]
}
.
(5.2.24)
Let us again draw attention to the fact that each of these expressions is actually a symmetric
tensor with s− 2 (for (5.2.23)) or s− 1 indices (for (5.2.24)).
In analogy with the spin 2 case, we will call the constraint (5.2.23) - which is the generator of
“temporal” diffeomorphism, given by (5.2.15) - the Hamiltonian constraint, while the constraint
(5.2.24) - which is the generator of “spatial” diffeomorphism (5.2.11) - shall be referred to as the
momentum constraint.
5.2.4 Solving the momentum constraint
We first solve the momentum constraint (5.2.24). This constraint reads (switching back, for con-
venience, to an explicit index notation) :
∂kpi
ki2···is + “more” = 0 (5.2.25)
where “more” stands for terms that are linear in the second order derivatives of αi4···is , which
one can set to zero by a suitable gauge transformation. In the gauges where “more” vanishes, the
constraint reduces to
∂kpi
ki2···is = 0, (5.2.26)
the general solution of which is given by pii1···is = Gi1···is [P ], according to our corollary 2 of section
4.1.2. Here Gi1···is [P ] is the Einstein tensor of some prepotential Pi1···is which is totally symmetric.
Its explicit expression is given by (4.1.12).
For fixed momentum pii1···is , the prepotential Pi1···is is determined up to a spin-s diffeomor-
phism. However, there is a residual gauge freedom in the above gauges, so that pii1···is is not
completely fixed. It is straightforward but somewhat tedious to check that the residual gauge sym-
metry is accounted for by a spin-s Weyl transformation of the prepotential Pi1···is , which therefore
enjoys all the gauge symmetries of a conformal spin-s field.
These results extend what was found earlier for spins 25 (see Section 2.2.2) and 3 6 (see Section
5.1.3). It is instructive to exhibit explicitly the formulas in the case of spin 4, which illustrates all
the points and still yields readable expressions.
The momentum constraint reads in this case
0 = 4 ∂npiklmn + 6 δ(kl∆αm)
− 10 δ(kl∂m)∂nαn. (5.2.27)
and the gauge freedom is:
δpiklmn = − 12 ∂(k∂lΞmn)
+ 12 δ(kl
(
∆Ξmn) + ∂m∂
pΞn)p
)
+ 4 δ(klδmn)
(
2 ∆Ξ¯ + 3 ∂p∂qΞpq
)
, (5.2.28)
δαk = − 6 ∂lΞkl − 2 ∂kΞ¯. (5.2.29)
5In [146]
6In [132]
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The residual gauge transformations in the gauge 3 ∆αk − 5 ∂k∂lαl = 0, which eliminates the
α-terms from the constraint, must fulfill
0 = − 18 ∂l∆Ξkl + 4 ∂k∆Ξ¯ + 30 ∂k∂l∂mΞlm.
The divergence of this equation gives (after acting with ∆−1) 3 ∂k∂lΞkl + ∆Ξ¯ = 0. Substituting
this finding in the previous equation yields, after acting again with ∆−1, 3 ∂l
(
Ξkl +
1
3 δklΞ¯
)
= 0.
This is the divergence of a symmetric tensor, so the solution is the double divergence of a tensor
with the symmetry of the Riemann tensor:
Ξkl +
1
3
δklΞ¯ = ∂
m∂nΘmknl. (5.2.30)
Therefore, one has
Ξkl = ∂
m∂nΘmknl − 1
6
δkl∂
m∂nΘ
np
mp . (5.2.31)
This class of gauge transformations can be checked to give a zero variation not only to the contri-
bution of αk to the constraint but in fact also to αk itself.
We can dualize Θklmn = klpmnqθ
pq, with a symmetric θkl, to obtain:
Ξkl =
5
6
δkl
(
∆θ¯ − ∂m∂nθmn
)
+ 2 ∂(k∂
mθl)m − ∂k∂lθ¯ − ∆θkl. (5.2.32)
The gauge transformation of piklmn with this parameter is found then to be exactly the Einstein
tensor of a Weyl diffeomorphism
δpiklmn = Gklmn
[
12 δ(pqθrs)
]
. (5.2.33)
Once the spin-4 momentum constraint has been brought in the standard form ∂kpiklmn = 0 by
partial gauge fixing, it can be solved by the familiar techniques recalled at the beginning of this
section for general s. From the corollary 2 of section 4.1.2, the general solution of the equation
∂kpiklmn = 0 is indeed the Einstein tensor of a symmetric tensor Pklmn, which is the prepotential
for the momenta:
piklmn = Gklmn [P ] .
Since the gauge freedom of piklmn is given by the Einstein tensor of a Weyl transformation, the
gauge freedom of the prepotential Pklmn will be given by a spin-4 Weyl transformation and a spin-4
diffeomorphism:
δPklmn = 4 ∂(kξlmn) + 6 δ(klλmn), (5.2.34)
the first term corresponding to all the transformations of the prepotential leaving piklmn invariant
and the second to those realizing on it a residual gauge transformation.
The solution in a general gauge will be given by these expressions to which are added general
gauge transformation terms, parametrized by further prepotentials that drop from the action by
gauge invariance and which are usually not considered for that reason.
5.2.5 Solving the Hamiltonian constraint
We now solve the Hamiltonian constraint. The functions Ci2···is are linear in the second order
derivatives of the spin-s field hi1···is and linear in the first order derivatives of the conjugate
momenta Π˜i4···is . One may rewrite these constraints in the equivalent form (suppressing indices)
Ψ− d(s−2)Π˜ = 0 (5.2.35)
where Ψ is the function of the second order derivatives of the spin-s field with Young symmetry
Ψ ∼
(s−2) boxes︷ ︸︸ ︷
,
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introduced in 4.1.2, such that ∗G¯ ≡∗G[1] = ds−2(s−2)Ψ, where ∗ denotes here the dual on all indices
(on which no trace was taken).
The properties of d(s−2) were recalled in 4.A: this differential is nilpotent, d
s−1
(s−2) = 0, and
its cohomology is empty when it acts on a symmetric tensor with s − 2 indices, such as Ψ. This
implies that the equation (5.2.35) is completely equivalent to ds−2(s−2)Ψ = 0, i.e., G
[1][h] = 0. As we
have recalled, this equation implies in turn the existence of a prepotential Φ for h (continuing to
omit indices) such that the Einstein tensor of h is equal to the Cotton tensor of Φ: any symmetric,
traceless and divergenceless tensor (a category to which belongs a traceless Einstein tensor) is the
Cotton tensor of some field - this is our lemma 5 of section 4.4. Once h is expressed in terms of
Φ, the expression ds−2(s−2)Ψ[Φ] identically vanishes, implying according to the generalized algebraic
Poincare´ lemma of theorem 1 of Appendix 4.A7 that one can write Ψ[Φ] = d(s−2)Π˜[Φ], for some
Π˜[Φ].
This completely solves the Hamiltonian constraint in terms of the prepotential Φi1···is . By
construction, this prepotential has the gauge symmetry of a conformal spin-s field.
The procedure is direct for spins 1, where there is no Hamiltonian constraint, and 2, where one
gets directly G[1][h] = 0 without having to differentiate. It was detailed for spin 3 in section 5.1.4.
It is again instructive to illustrate it explicitly for the spin 4 field, where the formulas remain
readable.
The hamiltonian constraint for the spin 4 is:
Ckl ≡ 3 ∂(kΠ˜l) + δkl∂mΠ˜m
− 6
(
∆h¯kl − ∂m∂nhklmn + ∂(k∂mh¯l)m + ∂k∂lh¯
)
− 4 δkl∆h¯ = 0, (5.2.36)
The gauge freedom of hklmn and Π˜k is:
δΠ˜k = 6 ∆ξ¯k + 10 ∂k∂
lξ¯l, (5.2.37)
δhklmn = 4 ∂(kξlmn). (5.2.38)
One can equivalently rewrite the constraint as
Ckl − 1
6
δklC¯ ≡ 3 ∂(kΠ˜l) − 6 Ψkl = 0, (5.2.39)
where C¯ is the trace of Ckl and
Ψkl ≡ ∆h¯kl − ∂m∂nhklmn
+ ∂(k∂
mh¯l)m + ∂k∂lh¯. (5.2.40)
One has
kmplnq∂
m∂nΨpq = G¯kl [h] . (5.2.41)
where G¯kl is the trace of the Einstein tensor Gklmn [h] of hklmn. So, one gets:
G¯kl [h] = − 1
6
kmplnq∂
m∂nC˜pq. (5.2.42)
with C˜pq ≡ Cpq − 16 δpqC¯.
The Hamiltonian constraint implies G¯kl [h] = 0. Therefore, the lemma 5 of section 4.4 yields
Gijkl [h] = Bijkl [Φ] for some prepotential Φklmn, where Bijkl is the Cotton tensor. Explicitly,
hijkl [Φ] = (i|mn∂m
[
− ∆Φn|jkl) +
1
2
δ|jk∆Φ¯nl)
− 1
2
δ|jk∂p∂qΦnl)pq
]
+ 4 ∂(iωjkl), (5.2.43)
7See [96,97].
70
where we have added a spin-4 diffeomorphism term parametrized by ωjkl.
Direct substitution gives then
Ψij = ∂(i|
[
3 ∆ω¯j) + 5 ∂|j)∂kω¯k
− 1
8
|j)mn∂m
(
∂k∆Φ¯nk + ∂
p∂q∂kΦnkpq
)]
. (5.2.44)
from which one derives, using the constraint, the following expression for Π˜i,
Π˜i = 6 ∆ω¯i + 10 ∂i∂
kω¯k
− 1
4
imn∂
m
(
∂k∆Φ¯nk + ∂
p∂q∂kΦnkpq
)
, (5.2.45)
One could in fact add a solution κi of the equation ∂(iκj) = 0 (Killing equation) to Π˜i but we do not
consider this possibility here by assuming for instance appropriate boundary conditions (vanishing
of all fields at infinity eliminates κi ∼ Ci + µijxj , where Ci and µij = −µji are constants).
The expression for the spin-s field hi1···is in terms of the prepotential Φi1···is contains s − 1
derivatives in order to match the number of derivatives (s) of the Einstein tensor G[h] with the
number of derivatives (2s − 1) of the Cotton tensor B[Φ]. This number is odd (even) when s is
even (odd) and therefore, in order to match the indices of hi1···is with those of ∂k1 · · · ∂ks−1Φj1···js ,
one needs one ijk when s is even and no ijk when it is odd, together with products of δij ’s.
Even Spins
We first turn to the even s case. We recall that in the spin-2 case, a particular solution is given
by (2.2.30):
hij = (i|kl∂kΦl |j). (5.2.46)
The gauge freedom of the prepotential is given by
δΦij = δijσ + 2 ∂(iρj), (5.2.47)
which generates the particular diffeomorphism δhij = ∂(iθj) of the field, where θi = ikl∂
kρl (it is a
diffeomorphism whose parameter is divergenceless). The generalization of this formula to general
even spin s = 2n is given in Appendix 5.A.
Let us also reexamine the expression of the spin 4 field hijkl in terms of its prepotential φijkl.
One has
hijkl = (i|mn∂m
[
− ∆Φn|jkl) +
1
2
δ|jk∆Φ¯nl)
− 1
2
δ|jk∂p∂qΦnl)pq
]
. (5.2.48)
The gauge freedom of the prepotential is given by:
δΦijkl = 4 ∂(iρjkl) + 6 δ(ijσkl), (5.2.49)
which implies:
δhijkl = ∂(iθjkl), (5.2.50)
where
θijk = (i|mn∂mµn|jk), (5.2.51)
µijk = − 3 ∆ρijk + 1
2
δ(ij
[
∆ρ¯k) − ∂p∂qρk)pq
− 4 ∂pσk)p
]
. (5.2.52)
In fact, as discussed in Appendix 5.A, the expression (5.2.48) is, up to a multiplicative factor, the
only one (with the requested number of derivatives) that implies that a gauge variation of Φ gives
a gauge variation of h.
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Odd Spins
In the odd spin case, the number of derivatives on the prepotential is even, so that the expression
relating h to Φ does not involve the Levi-Civita tensor. The expression for the spin-3 field in terms
of its prepotential is explicitly given by (this is the formula (5.1.23)):
hijk = −∆Φijk + 3
4
δ(ij∆Φ¯k)
−3
4
δ(ij∂
r∂sΦk)rs +
3
10
δ(ij∂k)∂
rΦ¯r. (5.2.53)
We repeat that the last term in (5.2.53) is actually not necessary but included so that δhijk = 0
under Weyl transformations of Φ. One easily verifies that a gauge transformation of the prepotential
induces a gauge transformation of the spin-3 field.
The expression of hi1···is in terms of Φi1···is is given in Appendix 5.B for general odd spin.
5.2.6 Hamiltonian Action in terms of prepotentials
The resolution of the constraints led us to the introduction of two prepotentials, which are symmet-
ric spatial tensors, free of any trace constraint. We shall naturally gather them into a two-vector
(Zai1···is) ≡ (Pi1···is ,Φi1···is) (a = 1, 2). Their gauge transformations are:
δZai1···is = s ∂(i1ρ
a
i2···is) +
s (s− 1)
2
δ(i1i2σ
a
i3···is). (5.2.54)
The elimination of the canonical variables in terms of the prepotentials in the action is a rather
burdensome task. However, the derivation can be considerably short-cut by invariance arguments.
The action will actually be:
S[Z] =
∫
d4x
1
2
εabZ˙
a
i1···isB
b i1···is − δab
 [ s2 ]∑
k=0
akG
[k]a i1···is−2kG[k]b i1···is−2k
 (5.2.55)
where G[k]a i1···is−2n stands for the k-th trace of the Einstein tensor Ga i1···is [Z] of the prepotential
Zai1···is and B
a i1···is for its Cotton tensor. The ak are explicitly given by
ak = (−)k n!
(n− k)!k!
(2n− k − 1)! (2n− 1)!!
2k (2n− 1)! (2n− 2k − 1)!!
1
2
for even spin s = 2n, and
ak = (−)k n!
(n− k)!k!
(2n− k)! (2n+ 1)!!
2k (2n)! (2n− 2k + 1)!!
1
2
for odd spin s = 2n+ 1. We derive these expressions in Appendix 5.C.
Let us now see why the Hamiltonian action of the spin s in terms of the prepotentials must be
equal to this expression.
The kinetic term in the action is quadratic in the prepotentials Φ and P and involves 2s −
1 spatial derivatives, and one time derivative. Furthermore, it must be invariant under spin-s
diffeomorphisms and spin-s Weyl transformations of both prepotentials. This implies, making
integrations by parts if necessary, that the kinetic term has necessarily the form of the kinetic term
of the action (5.2.55): only the overall factor is free, and it can easily be fixed by comparison of
one term computed in each case.
Similarly, the Hamiltonian is the integral of a quadratic expression in the prepotentials Φ
and P involving 2s spatial derivatives. By spin-s diffeomorphism invariance, it can be written
as the integral of a quadratic expression in their Einstein tensors and their successive traces –
or equivalently, the Schouten tensors and their successive traces. A lengthy but conceptually
direct computation then shows that the coefficients ak must be given by the expression written
above: they are in fact uniquely determined up to an overall factor, so that the Hamiltonian takes
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necessarily the form of the second term of (5.2.55), but with δab that might be replaced by a diagonal
µab with eigenvalues different from 1. Conformal invariance can not lift this indetermination.
However, we will see in the next chapter that the equations of motion derived from the action
(5.2.55) - twisted self-duality conditions - are actually consequences of Fronsdal equations (1.1.7)
(see section 6.4.3). This requires that the Hamiltonian analysis of Fronsdal action (5.2.2) can not
be in contradiction with the action (5.2.55), and this can only be the case if µab = δab.
The equations of motion following from the action (5.2.55) are:
B˙a i1···is = εab ε
i1
j1k1
∂j1Bb k1i2···is . (5.2.56)
Indeed, the action (5.2.55) can actually rewritten directly as the contraction of the prepotentials
with these equations of motion. A careful examination of the ak coefficients and a comparison of
their value with those appearing in the definition of the Schouten tensor will show that the action
can actually be rewritten:
S
[
Zaij
]
=
1
2
∫
d4x Za i1···is
{
εab B˙
b
i1···is − δab i1jk∂jBb ki2···is
}
. (5.2.57)
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Appendix
5.A Prepotentials for even spins
We give in this appendix the form of the spin-s field hi1···is in terms of the corresponding prepo-
tential Φi1···is when s is even. The case of an odd s is treated in Appendix 5.B.
Because of the gauge symmetries, the expression h[Φ] is not unique. To any solution, one may
add a gauge transformation term. Our particular solution corresponds to a definite choice.
Our strategy is as follows: (i) First, one writes the most general form for h in terms of Φ
compatible with the index structure and the fact that it contains s−1 derivatives. (ii) Second, one
fixes the coefficients of the various terms such that a gauge transformation of Φ induces a gauge
transformation of h. This turns out to completely fix h[Φ] up to an overall multiplicative constant.
(iii) Third, one fixes that multiplicative constant through the condition G[h[Φ]] = B[Φ], which we
impose and verify in a convenient gauge for Φ.
5.A.1 First Step
A generic term in the expression for hi1···is in terms of Φi1···is involves one Levi-Civita tensor when
s is even, as well as s−1 derivatives of Φ. It can also contain a product of p δijik ’s with free indices
among i1, i2, · · · , is. Hence a generic term takes the form
δi1i2 · · · δi2p−1i2p k1k2k3 ∂m1 · · · ∂ms−1Φj1···js (5.A.1)
for some p such that 0 ≤ p ≤ n − 1 where s = 2n (p cannot be equal to n since the Levi-Civita
symbol must necessarily carry a free index, see below, so that there must be at least one free
index left). Among the indices k1, k2, k3,m1, · · · ,ms−1, j1, j2, · · · , js, there are s−2p indices equal
to the remaining ia’s, and the other indices are contracted with δ
ab’s. There is also an implicit
symmetrization over the free indices ia, taken as before to be of weight one.
The structure of the indices of the Levi-Civita symbol is very clear: because of the symmetries,
one index is a free index ib, one index is contracted with a derivative operator, and one index is
contracted with an index of Φ. Furthermore, if an index mb on the derivatives is equal to one of
the free indices ib, then, the term can be removed by a gauge transformation. This means that
apart from one index contracted with an index of the Levi-Civita tensor, the remaining indices on
the derivative operators are necessarily contracted either among themselves to produce Laplacians
or with indices of Φ. In other words, the remaining free indices, in number s− 2p− 1 are carried
by Φ. One index on Φ is contracted with one index of the Levi-Civita tensor as we have seen, and
the other indices on Φ, in number 2p, are contracted either among themselves to produce traces or
with the indices carried by the derivative operators. Thus, if we know the number of traces that
occur in Φ, say q, the structure of the term (5.A.1) is completely determined,
δi1i2 · · · δi2p−1i2p  ti2p+1k ∂k∂j1 · · · ∂j2p−2q∆n−1−p+qΦ[q]i2p+2···istj1···j2p−2q , (5.A.2)
or, in symbolic form,
δp ( · ∂·) (∂ · ∂·)p−q ∆n−1−p+qΦ[q] (5.A.3)
One has 0 ≤ q ≤ p and complete symmetrisation on the free indices ib is understood.
Accordingly, the expression for hi1···is in terms of Φi1···is reads
h =
n−1∑
p=0
p∑
q=0
ap,q δ
p ( · ∂·) (∂ · ∂·)p−q ∆n−1−p+qΦ[q]. (5.A.4)
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where the coefficients ap,q are determined next.
5.A.2 Second Step
By requesting that a gauge transformation of Φi1i2···is induces a gauge transformation of hi1···is ,
the coefficients ap,q are found to be given by
ap,q = 2
−p (−)q (n− 1)! (2n− p− 1)! (2n− 1)!!
q! (p− q)! (n− p− 1)! (2n− 1)! (2n− 2p− 1)!!a (5.A.5)
where the multiplicative constant a is undetermined at this stage. The double factorial of an odd
number 2k + 1 is equal to the product of all the odd numbers up to 2k + 1,
(2k + 1)!! = 1 · 3 · 5 · · · (2k − 1)(˙2k + 1)
The computation is fastidious but conceptually straightforward and left to the reader.
5.A.3 Third Step
Finally, we fix the remaining coefficient a by imposing that G[h[Φ]] = B[Φ]. This is most conve-
niently done in the gauge
∂i1Φi1···is = 0, Φ
i1
i1i3···is = 0 (5.A.6)
(transverse, traceless gauge). This gauge is permissible given that the gauge transformations of
the prepotential involves both spin-s diffeomorphisms and spin-s Weyl transformations. In that
gauge, the Cotton tensor reduces to
B [Φ]i1i2···is = − (i1|jk ∂j ∆2n−1Φk |i2···is) (5.A.7)
or in symbolic form,
B [Φ] = − ( · ∂·) ∆2n−1Φ, (5.A.8)
while hi1···is is also divergenceless and traceless (which shows, incidentally, that on the G¯[h] = 0
surface, one may impose both conditions also on h) and its Einstein tensor, expressed in terms of
Φ, becomes
G [h [Φ]]i1···is = (−)
n
∆nh [Φ]i1···is
= (−)n a (i1|jk ∂j ∆2n−1Φk |i2···is)
i.e.,
G [h [Φ]] = (−)n a  · ∂ ·∆2n−1Φ. (5.A.9)
This shows that
a = −(−)n (5.A.10)
and completes the determination of h in terms of its prepotential Φ.
5.A.4 Summary
The field h expression in terms of its prepotential is given by:
h =
n−1∑
p=0
p∑
q=0
ap,q δ
p ( · ∂·) (∂ · ∂·)p−q ∆n−1−p+qΦ[q], (5.A.11)
where the coefficients are equal to:
ap,q = 2
−p (−)q+n+1 (n− 1)! (2n− p− 1)! (2n− 1)!!
q! (p− q)! (n− p− 1)! (2n− 1)! (2n− 2p− 1)!! . (5.A.12)
75
5.B Prepotentials for odd spins
The procedure for odd spins follows the same steps, but now there is no Levi-civita tensor involved
in the expression h[Φ] since there is an even number of derivatives.
5.B.1 First Step
A generic term in the expression for hi1···is in terms of Φi1···is involves s − 1 derivatives of Φ. It
can also contain a product of p δijik ’s with free indices among i1, i2, · · · , is. Hence a generic term
takes the form
δi1i2 · · · δi2p−1i2p ∂m1 · · · ∂ms−1Φj1···js (5.B.1)
for some p such that 0 ≤ p ≤ n where s = 2n+ 1. Among the indices m1, · · · ,ms−1, j1, j2, · · · , js,
there are s−2p indices equal to the remaining ia’s, and the other indices are contracted with δab’s.
There is also an implicit symmetrization over the free indices ia.
Again, if an index mb on the derivatives is equal to one of the free indices ib, then, the term can
be removed by a gauge transformation. This means that the indices on the derivative operators
are necessarily contracted either among themselves to produce Laplacians or with indices of Φ. In
other words, the remaining free indices, in number s − 2p are carried by Φ. The other indices on
Φ, in number 2p, are contracted either among themselves to produce traces or with the indices
carried by the derivative operators. Thus, if we know the number of traces that occur in Φ, say q,
the structure of the term (5.B.1) is completely determined, as in the even spin case
δi1i2 · · · δi2p−1i2p ∂j1 · · · ∂j2p−2q∆n−p+qΦ[q]i2p+1···isj1···j2p−2q , (5.B.2)
or, in a more compact way:
δp (∂ · ∂·)p−q ∆n−p+qΦ[q]. (5.B.3)
One has 0 ≤ q ≤ p and complete symmetrisation on the free indices ib is understood.
Accordingly, the expression for hi1···is in terms of Φi1···is reads
h =
n∑
p=0
p∑
q=0
ap,q δ
p (∂ · ∂·)p−q ∆n−p+qΦ[q]. (5.B.4)
where the coefficients ap,q are determined in the second step.
5.B.2 Second Step
By requesting that a gauge transformation of Φi1i2···is induces a gauge transformation of hi1···is ,
the coefficients ap,q are found to be given up to an overall multiplicative constant a by
ap,q = (−)q 2−p n! (2n− p)! (2n+ 1)!!
q! (p− q)! (n− p)! (2n)! (2n− 2p+ 1)!!a. (5.B.5)
The computation is again somewhat fastidious but conceptually straightforward and left to the
reader.
5.B.3 Third Step
Finally, we fix the remaining coefficient a by imposing that G[h[Φ]] = B[Φ]. This is most conve-
niently done in the transverse, traceless gauge for Φ
∂i1Φi1···is = 0, Φ
i1
i1i3···is = 0 (5.B.6)
which is again permissible. In that gauge, the Cotton tensor reduces to
D [Φ] = ( · ∂·) ∆2nΦ. (5.B.7)
while the Einstein tensor of h[Φ] becomes
G [h [Φ]] = (−)n a  · ∂ ·∆2nΦ. (5.B.8)
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This leads to
a = (−)n . (5.B.9)
and completes the determination of h in terms of its prepotential Φ.
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5.C Conformally invariant Hamiltonian
We will use an index-free notation in this Appendix. Also, in order to avoid confusion, we shall
use the symbol Γ to note gauge variation.
We want to determine the form of the Hamiltonian density H - quadratic in the field and
containing 2s − 1 derivatives - of a prepotential Z - which is a symmetric tensor with s indices -
invariant (up to total derivatives) under a gauge variation:
ΓZ = s ∂ρ +
s (s− 1)
2
δσ. (5.C.1)
The first part of this gauge invariance, diffeomorphism invariance, forces the Hamiltonian den-
sity to be of the form:
H = 1
2
[s/2]∑
k=0
akG
[k] · · ·G[k]. (5.C.2)
We can then use the second part of the gauge invariance, Weyl invariance, to fix the coefficients
ak (up to a global factor).
The variation of the Einstein tensor of Z under a Weyl transformation is:
ΓG =
s (s− 1)
2
[
δ∆µ − ∂2µ] , (5.C.3)
where µ is the Einstein tensor of σ, so that it is traceless.
5.C.1 Even spin: s = 2n
The variation of the trace of the Einstein tensor is:
ΓG[k] =
s (s− 1)
2
[
δ∆µ − ∂2µ][k]
= (3k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ∆µ[k−1] + (n− k) (2n− 2k − 1) δ∆µ[k]
− k ∆µ[k−1] − (n− k) (2n− 2k − 1) ∂2µ[k] (5.C.4)
where we have used the divergencelessness of µ.
The variation of the Hamiltonian density under a Weyl transformation will be, up to a total
divergence:
ΓH =
n∑
k=0
ak G
[k] · ΓG[k]
=
n∑
k=0
(3k − k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ak G[k] ·∆µ[k−1]
+
n∑
k=0
(n− k) (2n− 2k − 1) ak G[k+1] ·∆µ[k] + . . .
=
n∑
k=0
(3k − k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ak G[k] ·∆µ[k−1]
+
n∑
k=1
(n− k + 1) (2n− 2k + 1) ak−1 G[k] ·∆µ[k−1] + . . . (5.C.5)
In order for it to vanish, we need:
0 = (3k − k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ak
+ (n− k + 1) (2n− 2k + 1) ak−1, (5.C.6)
from k = 1 to n. This implies:
ak = − (n− k + 1) (2n− 2k + 1)
2k (2n− k) ak−1. (5.C.7)
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The solution of this recursion relation is:
ak = (−)k n!
(n− k)!k!
(2n− k − 1)! (2n− 1)!!
2k (2n− 1)! (2n− 2k − 1)!! . (5.C.8)
5.C.2 Odd spin: s = 2n+ 1
The variation of the trace of the Einstein tensor is:
ΓG[k] =
s (s− 1)
2
[
δ∆µ − ∂2µ][k]
= (3k + 2k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ∆µ[k−1] + (n− k) (2n− 2k + 1) δ∆µ[k]
− k ∆µ[k−1] − (n− k) (2n− 2k − 1) ∂2µ[k] (5.C.9)
where we have used the divergencelessness of µ.
The variation of the hamiltonian density under a Weyl transformation will be, up to a total
divergence:
ΓH =
n∑
k=0
ak G
[k] · ΓG[k]
=
2n (2n− 1)
2
[
δ∆µ − ∂2µ][k]
=
n∑
k=0
(3k + 2k − k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ak G[k] ·∆µ[k−1]
+
n∑
k=0
(n− k) (2n− 2k + 1) ak G[k+1] ·∆µ[k] + . . .
=
n∑
k=0
(3k + 2k − k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ak G[k] ·∆µ[k−1]
+
n∑
k=1
(n− k + 1) (2n− 2k + 3) ak−1 G[k] ·∆µ[k−1] + . . . (5.C.10)
In order for it to vanish, we need:
0 = (3k + 2k − k + 2n (n− 1) − 2 (n− k) (n− k − 1)) ak
+ (n− k + 1) (2n− 2k + 3) ak−1, (5.C.11)
from k = 1 to n. This implies:
ak = − (n− k + 1) (2n− 2k + 3)
2k (2n− k + 1) ak−1. (5.C.12)
The solution of this recursion relation is:
ak = (−)k n!
(n− k)!k!
(2n− k)! (2n+ 1)!!
2k (2n)! (2n− 2k + 1)!! . (5.C.13)
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Chapter 6
Twisted self-duality
We recalled that the equations of motion of the spin one (section 3.2.1) and two (section 3.2.2)
are actually equivalent to the requirement that the dual of their gauge invariant curvature be itself
the curvature of a dual field. This requirement is the so-called twisted self-duality condition.
As we are going to see, the equations of motion of all higher spin can be rewritten as twisted
self-duality conditions. Duality conditions, however, are better expressed in terms of Riemann
tensor (introduced in section 4.1.1), which is why we will begin by introducing a formalism in
which no trace constraint is used to describe higher spin. We will then consider twisted self-duality
conditions, first in a covariant form, before showing that a first order in time derivative subset
of these equations is equivalent to the full set. We will then write down an action principle from
which to extract these conditions, which will turn out to be precisely the Hamiltonian action
derived earlier.
6.1 Equations of motion in terms of Riemann tensor
As we saw in section 1.1.1, higher spin can be described by second order equations of motion
provided trace constraints are imposed on both the field and the gauge parameters. On the other
hand, we saw that (section 4.1.1, if the gauge parameter is not subject to a trace constraint, the
gauge invariant curvature of a spin-s field contains s derivatives of this field: it is the generalized
Riemann tensor, which is simply computed by antisymmetrizing a derivative with each index of
the field:
Rµ1ν1···µsνs = 2
s ∂[µ1| · ∂[µs|h|ν1]···|νs]. (6.1.1)
So, let us consider a symmetric tensor hµ1···µs with a gauge variation:
δhµ1···µs = s ∂(µ1ξµ2···µs), (6.1.2)
where ξµ2···µs is free of any tracelessness condition
1.
In analogy with the spin-2 case, we are interested in the consequences of the vanishing of the
trace of its Riemann tensor - the generalized Ricci tensor. It is given by:
R′ν1ν2µ3ν3µ4ν4···µsνs ≡ ηµ1µ2Rµ1ν1µ2ν2···µsνs
= 2s−2 ∂[µ3| · ∂[µs|
{
hν1ν2|ν3]···|νs]
− 2 ∂(ν1∂ρhν2)ρ|ν3]···|νs] + ∂ν1∂ν2h′|ν3]···|νs]
}
= 2s−2 ∂[µ3| · ∂[µs|Fν1ν2|ν3]···|νs], (6.1.3)
where Fµ1···µs is the Fronsdal tensor (defined by equation (1.1.3)), which is precisely the curvature
that can be built for a description of the spin-s field where the gauge parameter is traceless.
So, if we consider a field with an unconstrained gauge parameter, and we impose on it the
following equations of motion:
0 = R′ν1ν2µ3ν3µ4ν4···µsνs , (6.1.4)
1This treatment was introduced in [24,76].
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we see that this is equivalent to:
0 = ds−2(s) F , (6.1.5)
in the language of the generalized differential introduced in Appendix 4.A, which satisfies ds+1(s) = 0,
and has empty cohomology when acting on a symmetric tensor with s indices like Fronsdal tensor
F . So, this is also equivalent to:
F = d3(s)f, (6.1.6)
for a symmetric tensor f with s− 3 indinces. Explicitly, we can rewrite this as:
Fµ1···µs = ∂(µ1∂µ2∂µ3fµ4···µs). (6.1.7)
We see that this expression has precisely the form of the variation of Fronsdal tensor under a
gauge transformation whose gauge parameter has a trace proportional with f (equation (1.1.4)).
This shows that, starting from a field with unconstrained gauge parameter, imposing the van-
ishing of the trace of its Riemann tensor is the same as imposing the vanishing of its Fronsdal
tensor up to a traceful gauge transformation. Making a partial gauge fixing can then bring us
into a gauge where Fronsdal tensor actually vanishes and leaves us with a residual gauge freedom
containing only traceless parameters.
There are, in fact, a few more subtleties in this rewriting of the equations than is suggested
here, and we refer the reader to [24,76] for a more detailed and rigorous treatment.
6.2 Covariant twisted self-duality
We have just seen that higher spin could be described by a symmetric tensor field hµ1···µs endowed
with the gauge invariance (6.1.2), the gauge parameter ξµ2···µs being traceful. The equations of
motion are of order s, and they set the trace of the Einstein tensor of the field to zero:
0 = R′ν1ν2µ3ν3···µsνs [h] . (6.2.1)
Now, if we define the dual of the Riemann tensor of h as the Hodge dual of the Riemann over
one of its pairs of indices:
∗Rµ1ν1···µsνs [h] ≡
1
2
µ1ν1ρ1σ1R
ρ1σ1
µ2ν2···µsνs [h] , (6.2.2)
we can make the immediate observation that the tracelessness of the Riemann tensor is equivalent
to its dual satisfying the cyclic identity (Bianchi algebraic identity) over its first three indices:
0 = R′ν1ν2µ3ν3µ4ν4···µsνs [h]⇔ 0 = ∗R[µ1ν1µ2]ν2···µsνs [h] . (6.2.3)
However, since ∗R is already antisymmetric in each of its pairs of indices (µi, νi)2, its satisfying
the cyclic identity is equivalent to its having the same symmetry type as the Riemann tensor:
0 = R′ν1ν2µ3ν3µ4ν4···µsνs [h]⇔ ∗Rµ1ν1···µsνs [h] ∼
s boxes︷ ︸︸ ︷
. (6.2.4)
On the other hand, by its definition, the tensor ∗R already satisfies the differential Bianchi
identity on each of its pairs of indices, except the first. But, on-shell, since ∗R becomes invariant
under a permutation of its pairs of indices (which is a consequence of its having the symmetry type
(6.2.4)), it also satisfies Bianchi identity on its first pair of indices (µ1ν1). In other words, the dual
of the Riemann tensor satisfies:
0 = d(s) ∗R [h] , (6.2.5)
where we used the generalized differential defined in Appendix 4.A. ∗R being a “well-filled” tensor,
this is equivalent to:
∗R [h] = ds(s)f, (6.2.6)
2And since it already satisfies the cyclic identity on each triplet of indices not including the first two, µ1ν2.
81
for some symmetric field fµ1···µs . This is precisely the definition (up to a factor 2
s) of the Riemann
tensor of f .
In conclusion, we see that the vanishing of the Ricci tensor of h is equivalent to the dual of the
Riemann tensor of h being itself the Riemann tensor of some other field f :
∗R [h] = R [f ] . (6.2.7)
Thanks to the invariance of the Riemann tensor under generalized linearized diffeomorphism,
the tensor f has, of course, the same gauge invariance as h: the one given by (6.1.2).
This form of the equations is completely equivalent to the original form R′ [h] = 0, since we
have seen that the equation R′ [h] = 0 implies (6.2.7). And conversely, if (6.2.7) holds, then both
h and f obey R′[h] = 0, R′[f ] = 0, i.e., fulfill the spin-s equations of motion. Furthermore, the
two spin-s fields are not independent since f is completely determined by h up to a gauge trans-
formation and therefore carries no independent physical degrees of freedom.
Since the Hodge dual squares to minus one in a lorentzian four-dimensional space-time, the
equation ∗R [h] = R [f ] is equivalent to R [h] = − ∗ R [f ]. So, if we gather our fields into a
two-vector ha ≡ (h, f), we can rewrite the equations (6.2.7) as:
∗Raµ1ν1···µsνs = abRbµ1ν1···µsνs , (6.2.8)
where Ra is the Riemann tensor of ha3. More explicitly, this means:( ∗Rµ1ν1···µsνs [h]
∗Rµ1ν1···µsνs [f ]
)
=
(
Rµ1ν1···µsνs [f ]
− Rµ1ν1···µsνs [h]
)
. (6.2.9)
This is sometimes written in the more compact form that gathers the curvatures of the field
and its dual into a single object:
R ≡
( ∗Rµ1ν1···µsνs [h]
∗Rµ1ν1···µsνs [f ]
)
, (6.2.10)
and the matrix ε ≡
(
0 1
− 1 0
)
, so that the equations of motion become:
∗ R = εR. (6.2.11)
6.3 Electric and magnetic fields
The covariant form of the twisted self-duality conditions (6.2.7) actually contains many superfluous
equations, and a small subset of them only containing first order time derivatives is now going to
be identified. This subset will not be manifestly covariant, and it will involve generalized electric
and magnetic fields, which we will now define.
6.3.1 Definitions
Let us first define the electric and magnetic components of the Weyl tensor, which coincides on-
shell with the Riemann tensor. It would seem natural to define the electric components as the
components of the Weyl tensor with the maximum number of indices equal to zero (namely s),
and the magnetic components as the components with the maximum number minus one of indices
equal to zero (namely s − 1). By the tracelessness conditions of the Weyl tensor, the electric
components can be related to the components with no zeroes when s is even, like for gravity, or
just one zero when s is odd, like for Maxwell. It turns out to be more convenient for dynamical
purposes to define the electric and magnetic components starting from the other end, i.e., in terms
of components with one or no zero. Now, it would be cumbersome in the general analysis to have
a definition of the electric and magnetic components that would depend on the spin. For that
reason, we shall adopt a definition which is uniform for all spins, but which coincides with the
3Following [72], one refers to (6.2.7) as the twisted self-dual formulation of the spin-s theory.
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standard conventions given above only for even spins. It makes the Schwarzschild field “electric”,
but the standard electric field of electromagnetism is viewed as “magnetic”. Since the electric
(magnetic) components of the curvature of the spin-s field are the magnetic (electric) components
of the curvature of the dual spin-s field, this is just a matter of convention, but this convention
may be confusing when confronted with the standard Maxwell terminology.
Before providing definitions, we recall that the curvature Ri1j1···isjs of the three-dimensional
“spin-s field” hi1···is given by the spatial components of the spacetime spin-s field hµ1···µs is com-
pletely equivalent to its Einstein tensor (introduced in section 4.1.2) defined as:
Gi1···is =
1
2s
i1j1k1 · · · isjsksRj1k1···jsks . (6.3.1)
This tensor is completely symmetric and identically conserved,
∂i1G
i1i2···is = 0 (6.3.2)
In the sequel, when we shall refer to the Einstein tensor of the spin s field, we shall usually mean
this three-dimensional Einstein tensor (the four-dimensional Einstein tensor vanishes on-shell).
We now define precisely the electric and magnetic fields off-shell as follows:
• The electric field E i1···is of the spin-s field hµ1···µs is equal to the Einstein tensor Gi1···is of
its spatial components hi1···is ,
E i1···is = Gi1···is (6.3.3)
By construction, the electric field fully captures the spatial curvature and involves only the
spatial components of the spin-s field. It is completely symmetric and conserved,
E i1···is = E(i1···is), ∂i1E i1i2···is = 0 (6.3.4)
• The magnetic field Bi1···is of the spin-s field hµ1···µs is equivalent to the components with
one zero of the space-time curvature tensor and is defined through
Bi1···is =
1
2s−1
R j2k2···jsks0i1 i2j2k2 · · · isjsks (6.3.5)
It contains one time (and s − 1 space) derivatives of the spatial components hi1···is , and s
derivatives of the mixed components h0i2···is . The magnetic field is symmetric in its last s−1
indices. It is also transverse on each index,
∂i1Bi1i2···is = 0, ∂i2Bi1i2···is = 0, (6.3.6)
and traceless on the first index and any other index,
δi1i2Bi1i2···is = 0. (6.3.7)
It is useful to make explicit the dependence of the magnetic field – or equivalently, R0i1j2k2···jsks
– on h0i2···is . One finds
R0i1j2k2···jsks = ∂i1
(
ds−1(s−1)N
)
j2k2···jsks
+ “more” (6.3.8)
where “more” involves only spatial derivatives of h˙i1···is and where Ni1···is−1 stands for
h0i1···is−1 , i.e., Ni1···is−1 ≡ h0i1···is−1 .
Similar definitions apply to the dual spin-s field fλ1···λs .
The electric and magnetic fields possess additional properties on-shell. First, the electric field
is traceless as a result of the equation R′00i5···is − 12δ00R′′i5···is = 0,
δi1i2E i1i2···is = 0. (6.3.9)
Second, the magnetic field is symmetric as a result of the equation R′0i4i5···is = 0,
Bi1···is = B(i1···is) = 0. (6.3.10)
We also note that there are no other independent components of the space-time curvature tensor
on-shell, since components with more than one zero can be expressed in terms of components with
one or no zero through the equations of motion.
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6.3.2 Twisted self-duality in terms of electric and magnetic fields
It is clear that the twisted self-duality conditions (6.2.7) with all indices being taken to be spatial
read (E i1i2···is [h]
E i1i2···is [f ]
)
=
( Bi1i2···is [f ]
−Bi1i2···is [h]
)
. (6.3.11)
It turns out that these equations are completely equivalent to the full set of twisted self-duality
conditions. This is not surprising since the components of the curvature tensor with two or more
zeroes are not independent on-shell from the components with one or no zero. The fact that
(6.3.11) completely captures all the equations of motion will be an automatic consequence of our
subsequent analysis and so we postpone its proof to later (Section 6.4.3 below, where the action
principle from which these equations derive is shown to be the same as the one obtained earlier by
Hamiltonian analysis).
6.3.3 Getting rid of the Lagrange multipliers
While a generic component of the curvature may contain up to s time derivatives, the twisted
self-duality conditions (6.3.11) contain only the first-order time derivatives h˙i1···is and f˙i1···is . One
can give the fields hi1···is and fi1···is as Cauchy data on the spacelike hypersurface x
0 = 0. The
subsequent values of these fields are determined by the twisted self-duality conditions up to gauge
ambiguities. The Cauchy data hi1···is and fi1···is cannot be taken arbitrarily but must be such that
their respective electric fields are both traceless since this follows from E = ±B and the fact that
the magnetic field is traceless. The constraints are equivalent to the condition that the traces of
the Einstein tensors of both h and f should be zero,
G¯i1···is−2 [h] = 0, G¯i1···is−2 [f ] = 0 (6.3.12)
The twisted self-duality conditions involve also the mixed components h0i2···is and f0i2···is .
These are pure gauge variables, which act as Lagrange multipliers for constraints in the Hamiltonian
formalism. It is useful for the subsequent discussion to get rid of them. Since they occur only in
the magnetic fields, and through a gradient, this can be achieved by simply taking a curl on the
first index. Explicitly, from the twisted self-duality conditions (6.3.11) rewritten as
Ea i1···is = ab Bb i1···is (6.3.13)
(Ea i1···is ≡ E i1···is [ha], Ba i1···is ≡ Bi1···is [ha], a = 1, 2, (ha) = (h, f), ab = −ba, 12 = 1), follows
obviously the equation
jki1∂
kEa i1···is = ab jki1∂kBb i1···is (6.3.14)
which does not involve the mixed components h0i2···is or f0i2···is any more.
The equations (6.3.14) are physically completely equivalent to (6.3.13). Indeed, it follows from
(6.3.14) that
Ea i1···is = ab B˜b i1···is (6.3.15)
where B˜b i1···is differs from the true magnetic field Bb i1···is by an arbitrary gradient in i1, or, in
terms of the corresponding curvature components
R˜a0i1j2k2···jsks = R
a
0i1j2k2···jsks + ∂i1µ
a
j2k2···jsks (6.3.16)
for some arbitrary µaj2k2···jsks with Young symmetry type
s− 1 boxes︷ ︸︸ ︷
.
Now, the cyclic identity fulfilled by the curvature implies ∂[i1µ
a
j2k2]···jsks = 0, i.e., in index-free
notation, d(s−1)µa = 0, and this yields µa = d
s−1
(s−1)ν
a for some symmetric νaj2···js (see the Appendix
4.A). Comparing with (6.3.8), we see that this is just the ambiguity in Ra0i1j2k2···jsks due to the
presence of ha0j2···js . Therefore, one can absorb µ
a
j2k2···jsks in a redefinition of the pure gauge
variables ha0j2···js and get thereby the equations (6.3.13).
It is in the form (6.3.14) that we shall derive the twisted self-duality conditions from a variational
principle.
84
6.4 Variational principle
6.4.1 Prepotentials
The searched-for variational principle involves as basic dynamical variables not the fields hai1···is ,
which are constrained, but rather “prepotentials” that solve the constraints (6.3.12) and can be
varied freely in the action. The general solution of the constraint equation G¯a i1···is−2 = 0 was, of
course, worked out in the previous chapter, since it is exactly the Hamiltonian constraint solved
in section 5.2.5: it implies the existence of prepotentials Zai1···is from which h
a
i1···is derives, such
that the Einstein tensor Ga i1···is of hai1···is is equal to the Cotton tensor B
a i1···is of Zai1···is .
The Cotton tensor Ba i1···is was defined by equation (4.2.15). It involves 2s − 1 derivatives of
the prepotentials and possesses the property of being invariant under spin-s diffeomorphisms and
Weyl symmetries,
δZai1···is = s∂(i1ρ
a
i2···is) +
s(s− 1)
2
δ(i1i2σ
a
i3···is). (6.4.1)
It is symmetric, transverse and traceless.
Because of the gauge symmetries, the solution of the equation Ga i1···is [h] = Ba i1···is [Z] for
hai1···is involves ambiguities. To any given solution h
a[Z] one can add an arbitrary variation of
hai1···is under spin-s diffeomorphisms. Furthermore Z
a
i1···is and Z
a
i1···is + δZ
a
i1···is (with δZ
a
i1···is
given by (6.4.1)) yield ha[Z]’s that differ by a spin-s diffeomorphism.
The expression for the spin-s fields hai1···is in terms of the prepotentials Z
a
i1···is was computed
earlier. It is given in the Appendix 5.A for even spin and in the Appendix 5.B for odd spin.
6.4.2 Twisted self-duality and prepotentials
In terms of the prepotentials, the electric fields are given by:
Ea i1···is = Bai1···is [Z], (6.4.2)
while the magnetic fields have the property
 i1kj ∂kBa ji2···is = B˙ai1···is [Z]. (6.4.3)
It follows that the twisted self-duality conditions (6.3.14) take the form
i1jk∂
jBa ki2···is [Z] = abB˙
bi1···is [Z] (6.4.4)
in terms of the prepotentials: the curl of the Cotton tensor of one prepotential is equal to (±) the
time derivative of the other.
6.4.3 Action
In their form (6.4.4), the twisted self-duality conditions are easily checked to derive from the
following variational principle:
S[Z] =
∫
d4x
[
1
2
εabZ˙
a i1···isBbi1···is − H
]
(6.4.5)
where the Hamiltonian is:
H = δab
 [ s2 ]∑
k=0
akG
[k]a i1···is−2kG[k]b i1···is−2k
 . (6.4.6)
This is precisely the action obtained by the Hamiltonian analysis of Fronsdal covariant La-
grangian action for the spin-s (see section 5.2.6). The coefficient ak have the same value as then,
being uniquely determined (up to a global factor) by the gauge invariance of the prepotentials,
(6.4.1). The kinetic term indeed produces the right-hand side of (6.4.4), and the global factor of
the Hamiltonian can be checked by computing one term the left-hand side of (6.4.4) and comparing
it with the corresponding term in the variation of the Hamiltonian.
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Since we have started this chapter with Fronsdal description of higher spins and end up with
this action as an equivalent description of its field, we can conclude that the action proposed in
section 5.2.6 was indeed the Hamiltonian action of the spin-s field.
We will examine again in Appendix 6.B exactly how the symmetries constraint this action. In
particular, we will see that this action enjoys, in addition to the gauge invariance of its fields (the
prepotentials), an invariance under rigid rotations in the plane of its two prepotentials, which is
precisel the off-shell form of electric-magnetic duality rotations, hereby generalized to all higher
spin.
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Appendix
6.A Higher dimensions and twisted self-duality
In higher space-time dimension D, the equations of motion can also be reformulated as twisted
self-duality conditions on the curvatures of the spin-s field and its dual. What is new is that the
dual of a spin-s field is not given by a symmetric tensor, but by a tensor of mixed Young symmetry
type
D − 3 boxes
s boxes︷ ︸︸ ︷
.
Consequently, the curvature tensor and its dual are also tensors of different types. Nevertherless,
the electric (respectively, magnetic) field of the spin-s field is a spatial tensor of the same type as
the magnetic (respectively, electric) field of its dual and the twisted self-duality conditions again
equate them (up to ± similarly to Eq. (6.3.11)). The electric and magnetic fields are subject to
tracelessness constraints that can be solved in terms of appropriate prepotentials, which are the
variables for the variational principle from which the twisted self-duality conditions derive. Again,
this variational principle is equivalent to the Hamiltonian variational principle.
We have not worked out the specific derivation for all spins in higher dimensions D, but the
results of [55] for the spin-2 case, together with our above analysis, make us confident that this
derivation indeed goes through as described here.
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6.B Electric-magnetic duality
We saw earlier that the equations of motion of the spin one (section 3.1.1) and two (section 3.1.2)
possess a duality invariance under SO(2) rotations in the plane of their (generalized) electric and
magnetic fields4. However, these rotations - called electric-magnetic duality transformations - are
not an apparent symmetry of their Lagrangian action - it is not even clear how to express these
duality transformations at the level of the field variables, Aµ or hµν . In order to make the off-shell
form of these duality rotations explicit, it was necessary to go to the Hamiltonian formalism, where
they appeared to be simply an SO(2) rotation in the plane of the two prepotentials (obtained by
solving the momentum and Hamiltonian constraints), under which the first order action was indeed
invariant.
The first order description developed in this chapter for all higher spin - which is equivalent
to their Hamiltonian formalism, developed in the last chapter - precisely offers the possibility to
extend these observations to all spin.
In D = 4 spacetime dimensions, the spin-s field hµ1···µs and its dual fµ1···µs are tensors of
the same type, as we have seen (section 6.2). The equations enjoy then SO(2) electric-magnetic
duality invariance that rotates the field and its dual in the internal two-dimensional space that
they span5. This comes over and above the twisted self-duality reformulation.
When one goes to the non-covariant formalism in which twisted self-duality conditions become
first order in time (section 6.3), the form (6.3.11) of the equations of motion obviously conserve
this invariance under rotations in the h− f plane. Once the constraint part of these equations is
solved and the prepotentials are introduced, it clearly appears that the SO(2) electric-magnetic
duality invariance amounts to perform rotations in the internal space of the prepotentials Zai1···is
- since the prepotentials are such that their respective Cotton tensors are equal to the Einstein
tensors of the spatial components of the h and f fields (or, equivalently, to the electric fields of
the h and f fields). Again, the two prepotentials have the same type in D = 4: they are fully
symmetric (spatial) tensors.
We saw that the equations of motion in terms of the prepotentials (6.4.4) derived from the
action principle (6.4.5), which is also the Hamiltonian action of the spin-s. It is clear that this
action is invariant under SO(2) rotations of the prepotentials Za.
Thus, the prepotential reformulation makes it obvious that SO(2) electric-magnetic duality
invariance is a manifest off-shell symmetry, and not just a symmetry of the equations of motion.
6.B.1 How the symmetries fix the action
The Hamiltonian action principle of the spin-s in terms of its prepotentials - or the action from
which the first order in time twisted self-duality conditions can be extracted - is actually uniquely
fixed by its invariance under gauge transformations of the prepotentials (which combine spatial
generalized linearized diffeomorphism with traceful parameters and generalized linearized Weyl
rescaling) and under electric-magnetic duality transformations, or SO(2) rotations in the plane of
the two prepotentials6
This action is:
S[Z] =
∫
d4x
[
1
2
εabB
a i1···isZ˙bi1···is − H
]
(6.B.1)
where the Hamiltonian is:
H = δab
 [ s2 ]∑
k=0
akG
[k]a i1···is−2kG[k]b i1···is−2k
 . (6.B.2)
The gauge invariance of the prepotentials is:
δZai1···is = s ∂(i1ρ
a
i2···is) +
s(s− 1)
2
δ(i1i2σ
a
i3···is). (6.B.3)
4This can also be described - and were introduced in section 3.1.1 and 3.1.2 - as rotation in the plane of the
curvature tensor and its Hodge dual.
5The equations of motion (6.2.9) are obviously invariant under rotations in the h− f plane.
6These gauge and duality invariance only fix the action provided the quadratic presence of the prepotentials and
the number of spatial and time-like derivatives present are fixed. The global factors of the Hamiltonian and kinetic
terms remain, of course, undetermined.
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The kinetic term in the action is manifestly invariant under the gauge symmetries of the prepo-
tentials, because the Cotton tensor is both invariant under (6.B.3) and traceless. The Hamiltonian
is manifestly invariant under the spin-s diffeomorphisms, since it involves the Einstein tensors of
the prepotentials. It is also invariant under spin-s Weyl transformations up to a surface term, since
its coefficients were precisely adjusted (and uniquely fixed, up to a global factor) in this purpose.
The action is furthermore manifestly invariant under SO(2) electric-magnetic duality rotations
in the internal plane of the prepotentials (we go back to the different naming of the two prepotentials
(Zai1···is) ≡ (Pi1···is ,Φi1···is)):
Φ′i1···is = cos θΦi1···is − sin θPi1···is , (6.B.4)
P ′i1···is = cos θPi1···is + sin θΦi1···is , (6.B.5)
since it involves only the SO(2) invariant tensors εab and δab. As recalled in the introduction,
exhibiting duality symmetry in the case of spin two was in fact the main motivation of [146] for
solving the constraints and introducing the prepotentials.
The gauge symmetries combined with duality invariance constrain the form of the action in
a very powerful way. Indeed, the most general invariant quadratic kinetic term involving 2s
derivatives of the prepotentials, among which one is a time derivative, is a multiple of the above
kinetic term. Similarly, the most general invariant quadratic Hamiltonian involving 2s spatial
derivatives of the prepotentials is a mutiple of the above Hamiltonian7. By rescaling appropriately
the time if necessary, one can therefore bring the action to the above form, which is consequently the
most general gauge and duality invariant quadratic action with the required number of derivatives.
7SO(2) electric-magnetic duality invariance forces us to contract the prepotentials with SO(2) invariant tensors,
either εab or δab, and it is easily seen that we need an antisymmetric tensor in the kinetic term and a symmetric
one in the Hamiltonian, other choices leading to boundary terms.
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Part III
Toward supersymmetry
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Chapter 7
Hypergravity and
electric-magnetic duality
We have, up to this point, only considered free bosonic fields over flat space, whose dynamic and
geometry we have systematically studied: based on our investigation of higher spin three dimen-
sional Euclidean conformal geometry (chapter 4), we have obtained the Hamiltonian formulation of
these theories (chapter 5) and expressed their equations of motion as twisted self-duality conditions
(chapter 6).
However, a large part of the physical interest of these bosonic theories comes from the possibility
of giving them a supersymmetric extension. We will not be able to explore thoroughly this vast
and fascinating field in the present work, and we will limit ourselves to the opening of two pathways
that could lead to a better understanding of theories of significant interest.
In this chapter, we will begin to include fermions into the picture developed in the previous part
in a very straightforward way, by considering the Hamiltonian analysis of a supermultiplet. The
simplest supermultiplet including higher spin fields is the so-called hypergravity1, which pairs the
graviton with a spin-5/2 field2, as opposed to the well-known supergravity, in which the superpart-
ner of the spin-2 is a spin-3/2 field. Hypergravity has been much less studied than supergravity
for the basic reason that the introduction of interactions seems impossible in the former, due to
well-known no-go theorems 3.
Nevertheless, more recent investigations have led to the promising construction of possible
interacting theories incorporating the spin-2 and 5/2 gauge fields, in addition to an infinite number
of other ones 4, so that the dynamic and symmetries of hypergravity might after all deserve some
attention.
We will particularly be interested, here, into the way the electric-magnetic duality invariance of
the spin two theory (reviewed in section 3.1.2) can be extended into a symmetry of hypergravity
that commutes with the supersymmetric (rigid) transformations that rotate the spin-2 and 5/2 fiels
into each other. Since we saw that electic-magnetic duality only becomes a manifest symmetry
of the action in first order formalism, this suggests to make the Hamiltonian analysis of the spin-
5/2 theory, which will show that the properties of the bosonic systems seem to still be present in
the fermionic ones: the solving of the Hamiltonian constraints leads to prepotentials whose gauge
symmetry includes both diffeomorphism and Weyl rescalings.
Remarkably, supersymmetry will map the two prepotentials of the graviton (the “momentum”
and “field” prepotentials) into the single prepotential of the spin-5/2 in such a way that an electric-
magnetic duality rotation of the graviton will be mapped by supersymmetry onto a chiral rotation
of the fermion. In particular, this will allow us to combine an electric-magnetic duality transfor-
mation of the boson with a chirality rotation of the fermion into a symmetry commuting with
supersymmetry. This generalizes similar results well-established for the “classic” supergravity5
1The “hyper” here refers to the fact that the fermionic superpartern has spin superior to the bosonic one. This
termionology can be misleading, since hypersymmetry is a term often used to describe a symmetry whose parameter
is a spinor-vector, as opposed to supersymmetry, for which it is a spinor.
2This theory has originally been studied in [6, 31,32].
3See [6, 8]. Interactions can still be introduced in three spacetime dimensions, see [9]
4This is the work of Lebedev school, see [111–113,215,218]. For a recent review: [27,92]
5See [50].
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We will begin by recalling the covariant formulation of hypergravity. We then turn in Section
7.2 to the Hamiltonian formulation of the theory as this is necessary to manifestly exhibit duality.
Section 7.3 provides the solution of the constraints of the Hamiltonian formulation in terms of the
prepotentials. In Section 7.4, we write the supersymmetry transformations for the prepotentials. In
Section 7.5, we give the expression of the action in terms of the prepotentials. The more technical
derivations are relegated to Appendix 7.A.
For comparison, we have also included an appendix 7.B which pursues the similar duality
analysis for the spin-(1, 3/2) system.
7.1 Covariant form of hypergravity
7.1.1 Action
The action describing the combined system of a free spin-2 massless field, described by a symmetric
tensor field hµν = hνµ, with a free spin-5/2 massless field, described by a symmetric spinor-rensor
field ψµν = ψνµ, is the sum of the actions of these two fields, introduced in equations (1.1.15) and
(1.2.15) for an arbitrary spin:
S[hµν , ψµν ] =
∫
d4x
(
L2 + L 5
2
)
(7.1.1)
where
L2 = − 1
2
{∂ρhµν∂ρhµν − 2 ∂ρhρµ∂νhνµ + 2 ∂µhµν∂νh′ − ∂µh′∂µh′} , (7.1.2)
and
L 5
2
= − i
{
ψ¯µν /∂ψµν − 4 ψ¯µργρ∂νψµν + 2 ψ¯µργρ /∂/ψµ + 2 ψ¯µργρ∂µψ′ −
1
2
ψ¯′ /∂ψ′
}
.
(7.1.3)
This fermionic action is not exactly the action introduced in (1.2.15), because we are now using
a spin-5/2 which is a “real” field (since we pair it with a real bosonic field into a supermultiplet):
ψµν is taken to be a Majorana spinor-tensor. This allows us to rewrite a certain number of terms
in (1.2.15) (through partial integrations), in order to get to (7.1.3).
7.1.2 Gauge symmetries
The action (7.1.1) is invariant under linearized diffeomorphisms
δgaugehµν = ∂µξν + ∂νξµ. (7.1.4)
and gauge transformations of the spin-5/2 field,
δgaugeψµν = ∂µζν + ∂νζµ, (7.1.5)
where the “spin-3/2” gauge parameter ζµ is γ-traceless,
/ζ = 0. (7.1.6)
Because of the tracelessness condition, one can express ζ0 in terms of ζk,
ζ0 = −γ0γkζk. (7.1.7)
There are three independent fermionic gauge symmetries.
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7.1.3 Supersymmetry
The action is also invariant under rigid supersymmetry, which reads,
δSUSYhµν = 8i ¯ψµν , (7.1.8)
δSUSYψµν = (∂µhνρ + ∂νhµρ) γ
ρ − 2 ∂ρhµνγρ
+
(
µλσρ∂
λh σν + νλσρ∂
λh σµ
)
γργ5. (7.1.9)
The supersymmetry parameter  is a constant spinor.
7.1.4 Equations of motion
The equations of motion can be written as
Rµν = 0 (7.1.10)
Fµν = 0 (7.1.11)
where Rµν is the linearized Ricci tensor of the spin-2
6 (see section 1.1.1) and Fµν the Fronsdal
tensor of the spin-5/2 (see section 1.2.1). These tensors are given by:
Rµν = hµν − 2 ∂(µ∂ρhν)ρ + ∂µ∂νh′, (7.1.12)
Fµν = /∂ψµν − 2 ∂(µ/ψν). (7.1.13)
The equations of motion and the action are invariant under electric-magnetic duality rotations
in the internal two-dimensional space spanned by the Riemann tensor Rµνρσ = 4 ∂[µ|∂[ρhσ]|ν] of
the spin-2 and its dual (see section 3.1.2).
They are also invariant under chirality rotations of the spinor fields:
δchiralhµν = 0, δchiralψµν = λγ5ψµν (7.1.14)
That the action is invariant under chirality rotations is manifest. To display explicitly its electric-
magnetic duality invariance, one must go to the first-order formalism and introduce prepotentials
for the spin-two field. Supersymmetry forces one to then introduce prepotentials for the spin-five-
half partner, as we now discuss. We will also see that a definite chirality rotation must accompany
a duality transformation if duality is to commute with supersymmetry.
7.2 Hamiltonian form
7.2.1 Spin-2 part
As we recalled in section 2.2.2, the action of the graviton takes the canonical form:
S2 [Z
a
kl] =
1
2
∫
d4x
{
abZ˙
aklBbkl − δab
[
GaklGbkl −
1
2
G¯aG¯b
]}
, (7.2.1)
where the prepotentials Zakl are related to the field hkl and its conjugate momenta Π
kl (the variables
h0µ are Lagrange multipliers and do not have independent conjugate momenta; in this prepotential
formalism, they are absent) through:
Pkl = εkmpεlnq∂
m∂nΦpq, (7.2.2)
hkl =
1
2
ε(k|mn∂mφn|l) + 2 ∂(kξl), (7.2.3)
where the two prepotentials were renamed according to Zakl ≡ (Pkl, φkl).
The gauge invariance of these prepotentials is given by:
δZakl = 2 ∂(kλl) + δklµ
a. (7.2.4)
The ξk are pure gauge.
6Note that Rµν is both the trace of the linearized Riemann tensor of the spin-2 and its Fronsdal tensor; see
section 1.1.1
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7.2.2 Spin-5/2 part
We turn now to the spin-5/2 action. Its Hamiltonian formulation has been performed in [7, 37]
but our treatment differs from these earlier works in that we do not fix the gauge at any stage
and solve the (first-class) constraints through the introduction of prepotentials on which the fields
depend locally.
The action for the spin-five-half field, being already of first order, is almost in canonical form
(see section 2.3.1 for the general formalism). Because there are gauge symmetries, some of the
components of ψµν are Lagrange multipliers for the corresponding first class constraints, while
the other components define the phase space of the system. What differentiates the Lagrange
multipliers from the standard phase space variables is that the gauge variations of the former
contain the time derivatives ζ˙m of the gauge parameters ζm, while the gauge variations of the
latter do not involve ζ˙m.
To bring the action for the spin-five-half field to canonical form, we make the redefinition
Ξ = ψ00 − 2 γ0γkψ0k, (7.2.5)
ψ0k = ψ0k, (7.2.6)
ψmn = ψmn. (7.2.7)
One then has the following transformation rules,
δgaugeΞ = − 2 γkγl∂kζl (7.2.8)
δgaugeψ0k = ∂0ζk + γ
0γl∂kζl (7.2.9)
δgaugeψkl = ∂kζl + ∂lζk, (7.2.10)
from which one immediately identifies the ψ0k components as the Lagrange multipliers. Indeed,
the action takes the form:
S 5
2
[Ξ, ψmn, ψ0k] =
∫
d4x {ΘA(ψB)ψ˙A − H (ψB) + ψT0kFk (ψB)}, (7.2.11)
with (ψA) ≡ (Ξ, ψmn) and where the Hamiltonian H, the constraint functions Fk and the sym-
plectic potential ΘA are explicitly given by,
H = − 3i
4
Ξ¯γk∂kΞ +
i
2
ψ¯klγm∂mψkl − 2i ψ¯klγk∂mψlm − i ψ¯klγk∂lΞ
+ i ψ¯klγk∂lψ +
i
2
Ξ¯γk∂kψ − i
4
ψ¯γl∂lψ + i ψ¯klγ
lγmγn∂mψ
k
n, (7.2.12)
Fk = i
[
∂kΞ − 2 ∂lψkl + ∂kψ + γkγl∂lΞ + 2 γlγm∂lψkm
− γkγl∂lψ + 2 γkγl∂mψlm
]
, (7.2.13)
ΘΞ =
i
4
ΞT − i
2
ψT , (7.2.14)
Θkl =
i
2
ψTkl −
i
4
ψT δkl − i
2
ψTkmγ
mγl − i
2
ψTlmγ
mγk. (7.2.15)
Here and from now on, ψ denotes the spatial trace ψ = ψkk. The action (7.2.11) is the searched-for
action in canonical form because the symplectic form ω = dΘ is non-degenerate and yields the
following brackets between the canonical variables,
{Ξ (~x) ,Ξ (~x′)}D = −
5i
4
δ (~x− ~x′) , (7.2.16)
{Ξ (~x) , ψkl (~x′)}D =
i
4
δkl δ (~x− ~x′) , (7.2.17)
{ψkl (~x) , ψmn (~x′)}D = δ (~x− ~x′)
[
− i
4
(δkmδln + δknδlm) +
i
4
δklδmn
+
i
8
(δkmγln + δknγlm + δlmγkn + δlnγkm)
]
.
(7.2.18)
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These brackets would appear as Dirac brackets had one introduced conjugate momenta for the
fermionic variables ψA and eliminated the corresponding second class constraints that express
these momenta in terms of the ψA through the Dirac bracket procedure - hence the notation {, }D.
The variables ψ0k are the Lagrange multipliers for the first-class constraints Fk = 0, which are
easily verified to generate the fermionic gauge transformations (7.2.8) and (7.2.10) through the
Dirac bracket.
7.3 Solving the constraints - Prepotentials
The fermionic constraint (7.2.13) can be rewritten in the simpler form
∂kΞ + ∂kψ + 2γ
ij∂iψkj = 0 (7.3.1)
Indeed, if one multiplies (7.3.1) with k replaced by l by the invertible operator i
(
δlk + γkγ
l
)
, one
gets Fk = 0. The equation (7.3.1) itself can be rewritten as ∂i
(
δikΞ + δ
i
kψ + 2γ
ijψkj
)
= 0, which
by virtue of the Poincare´ lemma implies
δikΞ + δ
i
kψ + 2γ
ijψkj = ∂rA
[ir]
k (7.3.2)
for some tensor A
[ir]
k = −A[ri]k, which can be decomposed into irreducible components as
A
[ir]
k = δ
i
ka
r − δrkai + irmmmk
with mmk = mkm. The equation (7.3.2) can be solved to yield ψij and Ξ in terms of a
k and mij
as
2ψlk =
1
2
γlγm
(
∂ka
m − 1
3
δmk ∂qa
q + qms∂qmsk
)
−∂kal + 1
3
δlk∂qa
q +  qsl ∂qmsk (7.3.3)
Ξ = −2
3
∂qa
q − ψ (7.3.4)
Now, the right-hand side of (7.3.3) is not symmetric in general, while ψlk is symmetric. The system
of equations (7.3.2) is overdetermined. A symmetric solution of (7.3.2) exists if and only if A
[ir]
k –
or equivalently, aq and mij – fulfills the constraints expressing that ψlk = ψkl. This condition is a
differential constraint which can be rewritten, by virtue of the Poincare´ lemma, as
akδ
q
l − alδqk +
1
2
(γlγmδ
q
k − γkγmδql ) am −
1
3
γlka
q
+ qsl msk −  qsk msl +
1
2
γlγm
qmsmsk − 1
2
γkγm
qmsmsl
= ∂pB
qp
lk (7.3.5)
for some tensor Bqplk antisymmetric in l, k and q, p, B
qp
lk = −Bqpkl = −Bpqlk . Trading each anti-
symmetric pair for one single index using the Levi-Civita tensor, this tensor Bqplk is equivalent to
a tensor Bij , B
lkqp ∼ lkiqpjBij , which can be decomposed into a symmetric part Σij and an
antisymmetric part ijkV
k. The system (7.3.5) is a system of 9 linear spinorial equations for the
9 spinorial unknows aq and mij = mji. We leave it to the reader to verify that this system can be
solved uniquely for aq and mij in terms of the first derivatives of Σij and V
k, which are therefore
unconstrained. Next, one substitutes the resulting expressions in (7.3.3) and (7.3.4), allowing in ad-
dition for a general gauge transformation term in which one absorbs all gauge transformation terms
involving Σij and V
k through redefinitions. Then one finally gets the searched-for expressions
Ξ = 4Σ + ∂a∂bΣab − 2γkγl∂kvl (7.3.6)
ψij = δij4Σ− δij∂a∂bΣab − 24Σij −
(
γia∂
a∂bΣjb + γja∂
a∂bΣib
)
+
(
γia4Σaj + γja4Σai
)
+ ∂ivj + ∂jvi (7.3.7)
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of the fields Ξ and ψij in terms of a spin 5/2 prepotential Σij = Σji and a spin 3/2 prepotential
vi (in which V
k has been completely absorbed). As a consistency check, it is easy to verify
that these expressions identically fulfill the spinorial constraint (7.3.1), as they should. Note that
the prepotential vi drops out from gauge-invariant expressions and plays for that reason a less
fundamental role. It is similar to the prepotential ui for the graviton. One can easily verify that
the expressions are invariant under the gauge symmetries of the prepotential Σij
δΣij = ∂iµj + ∂jµi + γiηj + γjηi (7.3.8)
where µi and ηi are arbitrary. Indeed, one finds δΞ = 0 and δψij = 0 provided one transforms
simultaneously the other prepotential vi as
δvi = 24µi + γia∂a∂bµb − γia4µa − γa∂aηi + γi∂aηa. (7.3.9)
Note that the special choice ηi = γiφ yields the Weyl rescaling 2φδij of the prepotential Σij , which is
therefore contained among the gauge symmetries. The gauge transformations (7.3.8) are redundant
since one gets δΣij = 0 for µi = γi and ηi = −∂i. There are thus 3 × 4 (components of the
vector-spinor µi) plus 3×4 (components of the vector-spinor ηi) minus 1×4 (reducibility relations)
= 5 × 4 = 20 independant gauge parameters. The gauge transformations of the prepotentials vi
are mere shifts vi → vi + ωi where ωi are arbitrary vector-spinors. These prepotentials contain
therefore no degree of freedon and can be set for instance equal to zero. The gauge transformations
(7.3.8) are the only gauge symmetries of the prepotential Σij , as can be seen by mere counting.
There are 6×4 = 24 components of the tensor-spinor Σij . These are unconstrained, but the gauge
freedom removes as we have just seen 20 components, leaving 4 independent arbitrary functions
needed to describe the physical helicities of a massless spin-5/2 field. Another way to reach the
same conclusion goes as follows. One may rewrite (7.3.7) in terms of the Schouten tensor Sij [Σ]
of Σij ,
Sij [Σ] =
1
2
(∂i∂
mΣmj + ∂j∂
mΣmi −4Σij − ∂i∂jΣ)
−1
4
(∂m∂nΣmn −4Σ) δij ,
as
ψij = 4Sij − 2γ ai Saj − 2γ aj Sai + ∂iv¯j + ∂j v¯i (7.3.10)
with
v¯i = vi − 2∂mΣmi + ∂iΣ + γ ai ∂bΣab − γ ai ∂aΣ (7.3.11)
which transforms as
δv¯i = γ
k(∂iηk − ∂kηi) + 3γ kmi ∂mηk (7.3.12)
under (7.3.8). Similarly, one finds
Ξ = 4S − 2γkγl∂kv¯l. (7.3.13)
The Schouten tensor Sij [Σ] is invariant under linearized diffeomorphisms and “sees” only the γ-
transformations. One finds explicitly
δSij [Σ] =
(
−∂i∂j + 1
2
4
)
γkηk(
1
2
(γi∂j + γj∂i)− 1
2
δijγ
m∂m
)
∂kηk
+
1
2
γk∂k (∂iηj + ∂jηi)
−1
2
(γi4ηj + γj4ηi) (7.3.14)
under (7.3.8). Now, if ψij and Ξ are both equal to zero, one finds that the Schouten tensor is given
by
8Sij = −2∂mv¯mδij + ∂m(γ mj v¯i + γ mi v¯j)
+∂i(γ
m
j v¯m + v¯j) + ∂j(γ
m
i v¯m + v¯i)
(7.3.15)
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with v¯i constrained by
γkγl∂kv¯l + ∂
kv¯k = 0; (7.3.16)
By virtue of the Poincare´ lemma, the general solution of (7.3.16) is given by
v¯k = −7γm∂kηm + 8γk∂mηm − 9γm∂mηk + 5γ stk ∂sηt (7.3.17)
for some arbitrary ηk. But then, (7.3.15) has exactly the form (7.3.14) of a γ-gauge transformation.
This means that one can set the Schouten tensor Sij [Σ] – and hence also the Riemann tensor of Σij
since the number of dimensions is three – equal to zero by a γ-gauge transformation. This implies
that in that γ-gauge, the tensor Σij itself is given by ∂iµj + ∂jµi, or, in general, by (7.3.8) if one
does not impose any γ-gauge condition. This shows that (7.3.8) exhausts indeed the most general
gauge freedom. In parallel to what was found for the spin-2 prepotentials, the gauge symmetries
of the spin- 52 prepotential take the same form as the gauge symmetries of the free conformal spin
5/2 field theory in 4 dimensions [110]. To make the comparison it should be borne in mind that
in [110], the redundancy in the gauge parameters is fixed by imposing the condition γiµi = 0. Of
course, two physically different theories may have the same gauge symmetries. It is nevertheless
quite remarkable that gauge conformal invariance should emerge automatically when one requires
electric-magnetic duality invariance to be manifest. This is yet another evidence for the subtle
interplay between duality invariance and spacetime symmetry.
7.4 Supersymmetry transformations in terms of the prepo-
tentials
A somewhat tedious but direct computation shows that the supersymmetry transformations of the
bosonic prepotentials are given by
δΦij = −8i¯χij (7.4.1)
and
δPij = −8i¯γ5χij . (7.4.2)
Here,
χij =
1
2
(jmn∂
mΣ ni + imn∂
mΣ nj
−lmnγ lj ∂mΣ ni − lmnγ li ∂mΣ nj ) (7.4.3)
transforms under gauge transformations of Σij in the same way as the bosonic prepotentials, i.e.,
δχij = ∂iαj + ∂iαj + δijβ,
for some αi and β. The details are given in Appendix 7.A. Similarly, one finds,
δΣij = 2γ5γ0(Φij − γ5Pij), (7.4.4)
where again the gauge transformations match. Formulas (7.4.1), (7.4.2) and (7.4.4) are the analogs
for the spin-(2, 5/2) multiplet of the formulas (7.B.12), (7.B.14) and (7.B.16) giving the supersym-
metry transformations of the prepotentials of the spin-(1, 3/2) multiplet. Even though the relation-
ship between the original fields and the prepotentials is rather different for the two systems - they
involve only first-order derivatives for the lower spin multiplet, but also second-order derivatives
for the higher spin multiplet -, the final formulas giving the supersymmetry transformation rules
are remarkably similar and simple. In both cases, the transformation of the fermionic prepotential
involves the combination Mij ≡ Φij − γ5Pij (or Mi ≡ A2i − γ5A1i ) of the two bosonic prepotentials
that transforms under duality as
δdualMij = − α γ5Mij
(or δdualMi = − α γ5Mi). At the same time, the transformation of the first bosonic prepotential
Φij (or A
1
i ) involves the function χij (or ψi) of the fermionic prepotential that has identical gauge
transformation properties as Φij (or A
1
i ), while the transformation of the second prepotential
involves −γ5 times it.
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7.5 Action
The action for the combined spin-(2, 5/2) system can be written in terms of the prepotentials. One
finds by direct substitution,
S[Zaij ,Σij ] =
∫
dt
[∫
d3 x
(
1
2
εabBija Z˙bij + Θ
Aψ˙A
)
−H
]
, (7.5.1)
with
H =
∫
d3x
[
1
2
(
GaklGbkl −
1
4
G¯aG¯b
)
δab +H
]
. (7.5.2)
Here, B ija ≡ B ij [Za] (respectively G ija ≡ G ij [Za]) is the co-Cotton tensor (respectively, the Ricci
tensor) constructed out of the prepotential Zaij [53], whereas Θ
A(Ξ(Σ), ψ(Σ)) and H(Ξ(Σ), ψ(Σ))
are the functions of the second and third order derivatives of the prepotential Σij obtained by
merely substituting (7.3.6) and (7.3.7) in (7.2.14), (7.2.15) and (7.2.12). The action (7.5.1) is
manifestly separately invariant under duality rotations of the bosonic prepotentials Zaij :
δdualZ
1
ij = αZ
2
ij , δdualZ
2
ij = −αZ1ij (7.5.3)
and chirality rotations of the prepotential Σij ,
δchiralΣij = λγ5Σij , (7.5.4)
which implies δchiralψij = λγ5ψij . As such, neither the duality rotations (with untransforming
fermions) nor the chirality transformations (with untransforming bosons) commute with super-
symmetry. One can, however, extend the duality transformation to the fermionic prepotential in
such a way that duality and supersymmetry commute. This is done by combining the duality ro-
tations of the bosonic superpotentials with a chirality transformation of the fermionic prepotential
of amplitude −α,
δdualΣjk = −α γ5Σjk. (7.5.5)
98
Appendix
7.A Technical derivations
7.A.1 Bosonic prepotential Zmn2 = φ
mn
The supersymmetry transformation rule of the graviton is
δhij = 8i¯ψij = 8i¯
[
δij∆Σ− δij∂a∂bΣab
− 2∆Σij − γia∂a∂bΣjb − γja∂a∂bΣib
+ γja∆Σ
a
i + γia∆Σ
a
j + ∂ij + ∂ji
]
(7.A.1)
On the other hand
δhij = ∂
rirsδφ
s
j + ∂
rjrsδφ
s
i + ∂iδvj + ∂jδvi. (7.A.2)
In order to compare these two expressions and find out the form of the supersymmetry transfor-
mation of the graviton prepotential, δφij , it is useful to recast (7.A.1) in the form
δhij = −8i¯
[
∂rirsχ
s
j + ∂
rjrsχ
s
i + ∂iηj + ∂jηi
]
(7.A.3)
This can be accomplished by setting
χjs =
1
2
[
jmn∂
mΣns + smn∂
mΣnj − lmnγ lj ∂mΣ ns − lmnγ ls ∂mΣ nj
]
, (7.A.4)
and
j = ηj − 1
2
∂jΣ +
3
2
∂rΣjr +
1
2
∂lγjlΣ +
1
2
γal∂lΣja − 1
2
∂rγjaΣ
ra. (7.A.5)
Thus one concludes that, up to a gauge transformation,
δΦij = −8i¯χij (7.A.6)
= −4i¯(jmn∂mΣ ni + imn∂mΣ nj − lmnγ lj ∂mΣ ni − lmnγ li ∂mΣ nj ) (7.A.7)
and
δvi = −8i¯ηi (7.A.8)
= −8i¯(i + 1
2
∂iΣ− 3
2
∂nΣin − 1
2
∂rγirΣ +
1
2
γis∂rΣ
sr − 1
2
∂rγsrΣ
s
i ) (7.A.9)
Note that the field χij defined by (7.A.4) transforms as
δχij = ∂iαj + ∂jαi + δijβ (7.A.10)
with
αi =
1
2
(
imn − lmnγ li
)
∂mµn + γ˜5ηi (7.A.11)
and
β = lmnγ
l∂mηn (7.A.12)
under the gauge transformations (7.3.8) of the prepotential Σij .
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7.A.2 Bosonic prepotential Zmn1 = P
mn
Using δhij = 8i¯ψij and the equation of motion of the hypergraviton
γρ∂
ρψµν − ∂µγρψρν − ∂νγρψρµ = 0 (7.A.13)
one may write the supersymmetry transformation of the extrinsic curvature Kij = − 12 (∂0hij −
∂ih0j − ∂jh0i) as
δKij = −2i¯mklγ5γkl [∂mψij − ∂iψmj − ∂jψmi] . (7.A.14)
Substituting the expression of ψij in terms of the fermionic prepotential Σij , one then finds
δKij = − 4i¯γ0
[
δijγk∂
k (∆Σ − ∂m∂nΣmn) − 2 γk∂k∆ij
+ 2 γm∂i∂
m∂nΣnj + 2 γm∂j∂
m∂nΣni + γkim∂
k∆Σmj
+ γkjm∂
k∆Σmi + γkjm∂
m∂n∂iΣ
nk + γkim∂
m∂n∂jΣ
nk
]
. (7.A.15)
As a corrolary, we get:
δK = − 4i¯γ0 [γk∂k∆Σ + γm∂i∂m∂nΣni] . (7.A.16)
and thus
δΠij = − δKij + δijδK
= 4i¯γ0
[ − 2 δijγk∂k∂m∂nΣmn − 2 γk∂k∆Σij + 2 γm∂i∂m∂nΣnj
+ 2 γm∂j∂
m∂nΣni − ikmγ0γ5∂k∆Σmj − jkmγ0γ5∂k∆Σmi
+ ikmγ
0γ5∂
k∂n∂jΣ
nm + jkmγ
0γ5∂
k∂n∂iΣ
nm
]
(7.A.17)
Now, knowing the supersymmetry transformation δΦij = −8i¯χij of the prepotential Φij and
comparing with the spin-1-spin-3/2 system, it is natural to guess that the supersymmetry trans-
formation of the other bosonic prepotential Pij is simply
δPij = 8i¯γ5χij (7.A.18)
To prove this claim, it suffices to compute δΠij from its definition in terms of Pij and (7.A.18),
and verify that the resulting expression coincides with (7.A.17). The computation is direct. One
finds
δΠij = − 8i¯γ5 ikljmn∂k∂mχln
= − 4i¯γ5
[
ikljmn
lrs∂k∂m∂rΣ
n
s + ikljmn
nrs∂k∂m∂rΣ
l
s
− ikljmnprsγnp∂k∂m∂rΣsl − ikljmnprsγlp∂k∂m∂rΣsn
]
= − 4i¯γ5
[
jmn∂
k∂m∂iΣ
n
k + ikl∂
k∂m∂jΣ
l
m − jmn∂m∆Σ ni − ikl∂k∆Σ lj
− 2 δijprsγnp∆∂rΣsn + 2 δijprsγnp∂n∂m∂rΣsm − prsγnp∂n∂i∂rΣsj
− prsγjp∂n∂i∂rΣsn − prsγip∂j∂m∂rΣsm − prsγmp∂j∂m∂rΣsi
+ prsγip∆∂rΣsj + 
prsγjp∆∂rΣsi + prsγ
np∂j∂i∂
rΣsn
+ prsγ
np∂j∂i∂
rΣsn] . (7.A.19)
Using the identity γnp = γ0γ5
npqγq, this expression becomes
δΠij = − 4i¯γ0
[ − jmnγ0γ5∂k∂m∂iΣ nk − iklγ0γ5∂k∂m∂jΣ lm + jmnγ0γ5∂m∆Σ ni
+ iklγ
0γ5∂
k∆Σ lj − 2 δijγr∂r (∆Σ − ∂n∂mΣnm)
− 2 γr∂j∂m∂rΣim − 2 γr∂n∂i∂rΣnj + 2 γr∆∂rΣij + 2 γr∂j∂i∂rΣ] .(7.A.20)
The term 2γr∂j∂i∂
rΣ− 2δijγr∂r∆Σ is a gauge transformation of Πij , and can be removed, giving:
δΠij = − 4i¯γ0
[ − jmnγ0γ5∂k∂m∂iΣ nk − iklγ0γ5∂k∂m∂jΣ lm + jmnγ0γ5∂m∆Σ ni
+ iklγ
0γ5∂
k∆Σ lj + 2 δijγr∂
r∂n∂mΣ
nm + 2 γr∆∂
rΣij
− 2 γr∂j∂m∂rΣim − 2 γr∂n∂i∂rΣnj ] , (7.A.21)
which is exactly (7.A.17). This proves the correctness of (7.A.18).
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7.A.3 Supersymmetric variation of the fermionic prepotential Σij
One can rewrite the supersymmetry transformation for ψµν as:
δψij = (∂ihjρ + ∂jhiρ)γ
ρ− 2 ∂ρhijγρ+ (iλσρ∂λh σj + jλσρ∂λh σi )γργ5
= δΠψij + δhψij , (7.A.22)
where:
δΠψij = (∂ihj0 + ∂jhi0)γ
0− 2 ∂0hijγ0+ (i0km∂0h kj + j0km∂0h ki
−i0km∂kh 0j − j0km∂kh 0i )γmγ5,
δhψij = (∂ihjk + ∂jhik)γ
k − 2 ∂khijγk+ (ikl0∂kh lj + jkl0∂kh li )γ0γ5. (7.A.23)
We compute δΠψij and δhψij separately.
Term depending on the prepotential Z1mn = Pmn
Let us first focus on the term involving the extrinsic curvature. Adding to it the gauge transfor-
mation δψij = (∂ihj0 + ∂jhi0)γ
0− (i0km∂jhk0 + j0km∂ihk0)γmγ5 yields:
δΠψij = 2 (∂ihj0 + ∂jhi0 − ∂0hij)γ0+ (i0km∂0h kj − i0km∂kh 0j − i0km∂jhk0
+j0km∂
0h ki − j0km∂kh 0i − j0km∂ihk0)γmγ5
= 4 Kijγ
0− 2 0ikmK kj γmγ5− 2 0jkmK ki γmγ5
= 4 (− Πij + Π
2
δij)γ
0+ 20ikmΠ
k
j γ
mγ5+ 2 0jkmΠ
k
i γ
mγ5. (7.A.24)
Using:
− 4 Πij + 2 Πδij = − 4 iabjcd∂a∂cP bd + 2 δijmabmcd∂a∂cP bd
= − 4 iabjcd∂a∂cP bd + ixyjxymabmcd∂a∂cP bd
= − 2 iabjcd∂a∂cP bd − jmbmcd∂i∂cP bd − imbmcd∂j∂cP bd
+jma
m
cd∂
a∂cP di + ima
m
cd∂
a∂cP dj , (7.A.25)
one finds:
δΠψij = −
[
2iabjcd∂
a∂cP bd − jmamcd∂a∂cP di − imamcd∂a∂cP dj
]
γ0
+2
[
0jnmiab
n
cd∂
a∂cP bd + 0inmjab
n
cd∂
a∂cP bd
]
γmγ5
−jmbmcd∂i∂cP bdγ0− imbmcd∂j∂cP bdγ0, (7.A.26)
and by dropping again a gauge transformation for ψij the following supersymmetry transformation
rule may be derived for χij :
δχ bj = 2∂mP
b
j γ
mγ5− jcd∂cP bdγ0− bcd∂cPjdγ0. (7.A.27)
Term depending on the Z2mn = φmn prepotential
We turn now to δhψij . Expressing it in terms of the prepotential φmn gives:
δhψij = (∂ihjk + ∂jhik)γ
k− 2 ∂khijγk+ (ikl0∂kh lj + jkl0∂kh li )γ0γ5
= ∂i(∂
ljlmφ
m
k + ∂
lklmφ
m
j)γ
k+ ∂j(∂
lilmφ
m
k + ∂
lklmφ
m
i )γ
k
−2 ∂k(∂lilmφmj + ∂lφmi )γk+ ikl0∂k(∂mjmnφnl + ∂mlmnφnj)γ0γ5
+jkl0∂
k(∂mimnφ
nl + ∂mlmnφ
n
i)γ
0γ5
(7.A.28)
which, up to a gauge transformation, contributes to the supersymmetry transformation rule of χij
as follows:
δχjm = −2∂kφjmγk− (∂njnpφpm + ∂nmnpφpj)γ0γ5 (7.A.29)
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Finally, by adding up (7.A.27) and (7.A.29) the complete supersymmetry transformation rule for
the fermionic prepotential χij is obtained:
δχij = −2 ∂k(φij + Pijγ5)γk+ icd∂c(φdjγ5 − P dj )γ0
+jcd∂
c(φdiγ5 − P di )γ0 (7.A.30)
Using the identity lxyγ
l
i = (δixγy−δiyγx)γ0γ5 in (7.A.4), one can see immediatly that this implies
the following transformation rule for the prepotential Σij ,
δΣij = 2 γ5γ0(φij − γ5Pij) (7.A.31)
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7.B The spin-(1, 32) multiplet
7.B.1 Spin 1
The covariant action of the Maxwell field
S1[Aµ] = − 1
4
∫
d4x FµνF
µν (7.B.1)
can be recast in a manifestly duality-invariant form by going to the first-order formalism and
introducing a second vector potential A2i through the resolution of Gauss’ contraint [88] (see section
2.2.1). One finds, in duality covariant notations:
I =
1
2
∫
dx0d3x
(
εab ~B
a · ~˙Ab − δab ~Ba · ~Bb
)
. (7.B.2)
Here, εab is given by εab = −εba, ε12 = +1 and
~Ba = ~∇× ~Aa,
with A1i ≡ Ai. The action (7.B.2) is invariant under rotations in the (1, 2) plane (“electric-magnetic
duality rotations”) , (
~A1
~A2
)
≡ ~A −→ eαε ~A (7.B.3)
because εab and δab are invariant tensors. In infinitesimal form,
δdualA
1
k = α A
2
k, (7.B.4)
δdualA
2
k = − α A1k. (7.B.5)
The action (7.B.2) is also invariant under U(1)× U(1) gauge transformations,
Aak −→ Aak + ∂kΛa.
7.B.2 Spin 3/2
The covariant action of the spin 3/2 is given by the expression (see section 1.2.1):
S3/2 = i
∫
d4x ψ¯µγ
µνρ∂νψρ (7.B.6)
which is invariant under the gauge transformation δψµ = ∂µ. This first-order action is already in
canonical form, with ψk being self-conjugate canonical variables and ψ0 the Lagrange multiplier
for the constraint
0 = γkl∂kψl. (7.B.7)
The general solution of the constraint (7.B.7) (see section 2.3.2) reads [50]:
ψk = − 1
2
lmnγlγk∂mχn, (7.B.8)
where χk is a vector-spinor, which is the prepotential for the spin-3/2 field. The ambiguity in χk
is given by [50],
δgaugeχk = ∂kη + γ
0γ5γk, (7.B.9)
where η and  are arbitrary spinor fields. As observed in [50], these are the same gauge symmetries
as those of a conformal spin-3/2 field.
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7.B.3 Supersymmetry
The supersymmetry transformations for the (1, 3/2)-multiplet read
δSUSYAµ = i ¯ψµ, (7.B.10)
δSUSYψµ =
1
4
Fµνγ
ν +
1
4
F˜µνγ5γ
ν. (7.B.11)
and are easily verified to leave the covariant action S1 + S3/2 invariant. The supersymmetry
transformations can be rewritten in terms of the prepotentials (Aak, χk). From the supersymmetry
transformation of the photon field (7.B.10), one immediately deduces that:
δSUSYA
1
k = i ¯ψk, (7.B.12)
where ψk is now to be viewed as the function (7.B.8) of the prepotential χk. Similarly, a direct
computation shows that the supersymmetry transformation of the momentum Πk conjugate to
Ak ≡ A1k ( minus the original electric field) is
δSUSYΠ
k = − i
2
klm¯γ5∂lψm +
i
2
¯γ0γklm∂lψm
= − i klm¯γ5∂lψm. (7.B.13)
Since Πk = klm∂lA
2
m, one gets
δSUSYA
2
k = − i ¯γ5ψk (7.B.14)
(up to a gauge transformation that can be set to zero). Finally, one easily derives from (7.B.11)
δSUSYψk = − 1
4
Wkγ
0
+
1
4
klmW
mγ5γ
l. (7.B.15)
where we have defined Wk ≡ Πk − Bkγ5. It follows that, again up to a gauge transformation of
the prepotential that can be set to zero,
δSUSYχ
k =
1
2
(
A2k − A1kγ5
)
γ0
=
1
2
Mkγ
0 (7.B.16)
with
Mk ≡ A2k − A1kγ5 . (7.B.17)
The transformations (7.B.12), (7.B.14) and (7.B.16) are the searched-for supersymmetry transfor-
mations in terms of the prepotentials. We close by noting that the duality rotations (7.B.4) and
(7.B.5) with δχ = 0, and the chirality rotations
δchiralχk = λ γ5χk (7.B.18)
with δA1k = δA
2
k = 0, separately leave the action invariant. None of these transformations
commutes with supersymmetry. However, the combined duality-chirality transformation (7.B.4),
(7.B.5) and (7.B.18) with λ = −α commutes with supersymmetry. This is because Mk transforms
as
δdualMk = − α γ5Mk (7.B.19)
under duality. In the case of extended supersymmetry, duality acting only on the vector fields will
not commute either with supersymmetry, but again it can be redefined to do so with one of the
supersymmetries.
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Chapter 8
Beyond fully symmetric tensors:
type (2, 2)
In this chapter, we will consider a bosonic theory which is of particular interest regarding super-
symmetry, because it describes a constituent field of a maximally extended supersymmetric theory,
the so-called (4, 0) theory in a six-dimensional space-time. This supermultiplet has been the object
of considerable hopes and speculations lately1. Its most remarkable element, the (2, 2)-Curtright
field2, is a bosonic field T of a type that has no equivalent in lower dimension: it is described by
a tensor field Tµνρσ having the same algebraic symmetries as the Riemann tensor of the graviton,
that is, its type is:
Tµνρσ ∼ . (8.0.1)
We are going to see that this theory exhibits features very similar to those already observed
in the higher spin cases: beginning with a Lagrangian manifestly covariant theory in which the
field has a gauge invariance generalizing spin-s diffeomorphism, the Hamiltonian formalism and the
resolution of the constraints that it naturally produces lead to the introduction of prepotentials
enjoying a conformal gauge invariance. Moreover, the Hamiltonian equations of motion can be
read as self-duality conditions3 on the curvature of the prepotentials.
We will also explicitly consider the dimensional reduction of this theory, because of the relevance
of the dimensional reduction of the complete (4, 0) theory to the study of supergravity.
8.1 Covariant description
The (2, 2)-Curtright field Tµνρσ satisfies
4:
Tµνρσ = T[µν]ρσ = Tµν[ρσ], (8.1.1)
0 = T[µνρ]σ. (8.1.2)
This can be seen either as the generalization of a spin-two field (which is described by a sym-
metric tensor with two indices) or as the generalization of a two-form (which is described by an
antisymmetric tensor with two indices), and it is usually referred to as the later.
Its gauge transformations are given by:
δTµνρσ =
1
2
(
αµν[ρ,σ] + αρσ[µ,ν]
)
, (8.1.3)
where the gauge parameter αµνρ is of Young type (2, 1) - the so-called “hook diagram”:
αµνρ ∼ . (8.1.4)
1See [156].
2See [75]. Curtright was the first to study gauge fields of mixed symmetry of any type.
3In D = 4, we had twisted self-duality conditions, because Hodge duality squares to minus one in this dimension.
In D = 4, it squares to one, so that self-duality is authorized.
4This theory was introduce in [75]; see also [38] for a recent review.
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In other words, it satisfies:
αµνρ = α[µν]ρ, (8.1.5)
0 = α[µνρ]. (8.1.6)
As we see, the gauge variation (8.1.3) is simply the projection of the tensorial product of a derivative
with the gauge parameter onto the tensor type of the field T :
δTµνρσ = P(2,2) (∂σαµνρ) . (8.1.7)
In terms of the generalized exterior derivative introduced in appendix 4.A, we also have:
δT = d(2)α, (8.1.8)
where d(2) acts on tensors whose Young diagram has all rows containing 2 boxes, with the possible
exception of the last one (which can contain one or two boxes). Its cube vanishes:
0 = d3(2), (8.1.9)
and, according to the theorem 1 of appendix 4.A5, the cohomology of d(2) acting on a tensor such
as T - a “well-filled” tensor - is empty, so that a necessary and sufficient condition for the field T to
be pure gauge is for its second generalized exterior derivative to vanish. This suggests to introduce
the following gauge invariant curvature:
R ≡ d2(2)T. (8.1.10)
In components, this gives:
Rµνρσλτ ≡ ∂[µTνρ][σλ,τ ]. (8.1.11)
This will generally be referred to as the Riemann tensor, since it is plainly the generalization of
the spin-2 corresponding tensor (just as the gauge variation (8.1.3) is the natural generalization of
a spin-2 diffeomorphism).
The symmetry type of the Riemann tensor is obvisously:
Rµνρσλτ ∼ , (8.1.12)
or, in component form, it satisfies:
Rµνρσλτ = R[µνρ]σλτ = Rµνρ[σλτ ], (8.1.13)
0 = R[µνρσ]λτ . (8.1.14)
It is also subject to a Bianchi identity which is a consequence of the nilpotency of d(2):
0 = d(2)R. (8.1.15)
Explicitly, this is:
0 = ∂[µRνρσ]λτθ. (8.1.16)
Finally, let us observe that, thanks to the cohomological properties of d(2), any tensor with the
algebraic and differential properties of R is the Riemann tensor of some field T .
An obvious choice of gauge invariant equations of motion to impose on the (2, 2)-Curtright field
is the vanishing of its Ricci tensor, which is simply the trace of its Riemann tensor:
0 = R′µνρσ, (8.1.17)
where the Ricci tensor is defined as:
R′µνρσ ≡ Rλµνλρσ. (8.1.18)
5See [96,97].
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Its Young symmetry type is:
R′µνρσ ∼ . (8.1.19)
These equations of motion can actually be seen to derive from a variational principle, in which
the gauge invariant Lagrangian is:
L = − 5
2
δµ1...µ5ν1...ν5 M
ν1ν2ν3
µ1µ2 M
ν4ν5
µ3µ4µ5 , (8.1.20)
where Mµνρστ = ∂[µTνρ]στ and δ
µ1...µ5
ν1...ν5 = δ
µ1
[ν1
· · · δµ5ν5].
The construction outlined above offers additional possibilities of development in space-time
dimension D = 2 + 2p (p even) where chiral p-forms exist. In our case, p = 2 and D = 6 is of
interest, since our field generalizes a 2-form. Its Riemann tensor can naturally be subjected to a
self-chirality condition, if one defines its dual as:
∗Rµνρσλτ ≡ 1
3!
µνραβγR
αβγ
σλτ . (8.1.21)
This dual tensor ∗R is not necessarily of the same symmetry type as R. However, a necessary
and sufficient condition for it to be so is for the trace of R to vanish, R′ = 0. In this case, ∗R,
since it would also satisfy Bianchi identity, shall be the Riemann tensor of a field such as T . So,
we can reformulate the equations of motion (8.1.19) as demanding that the dual of the Riemann
tensor of T be itself the dual tensor of some field having the same algebraic symmetries and gauge
invariance as T , which shall be the dual of T .
Since in D = 6 duality squares to one, (∗)2 = 1, we can actually identify this dual field be
simply equal to T , and the equations of motion then take the elegant form of self-duality conditions:
R = ∗R. (8.1.22)
There is a mismatch between the number of equations (8.1.22), namely 175, and the num-
ber of components of the (2, 2)-tensor field, namely 105. But the equations (8.1.22) are not all
independent.
We are now going to identify a complete subset of these equations which shall actually be of
first order in time derivative, but whose Lorentz invariance shall not be manifest. We will then
search for a variational principle from which to extract them.
It is of course sufficient that the searched-for variational principle yields a system of equations
equivalent to (8.1.22).
8.2 Electric and magnetic fields
To identify such a subset derivable from a variational principle, we introduce the electric and mag-
netic fields. The electric field contains the components of the curvature tensor with the maximum
number of indices equal to the time direction 0, namely, two, E ijkl ∼ R0ij0kl, or what is the same
on-shell, the components of the curvature with no index equal to zero.
However, in 5 dimensions, the curvature tensor Rpijqkl is completely determined by the Einstein
tensor, which is its spatial double Hodge dual:
Gijkl =
1
(3!)2
Rabcdefε ijabc εdefkl (8.2.1)
= R¯ijkl − 2 δ[i[kR¯j]l] +
1
3
δi[kδ
j
l]
¯¯
R, (8.2.2)
(the Weyl tensor identically vanishes).
One then defines explicitly the electric field as:
E ijkl ≡ Gijkl. (8.2.3)
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Here, R¯ijkl = R
mij
mkl, R¯
j
l = R
mij
mil and
¯¯
R = Rmijmij are the successive traces. Similar
conventions will be adopted below for the traces of the tensors that appear. The electric field has
the (2, 2) Young symmetry and is identically transverse, ∂iE ijkl = 0. It is also traceless on-shell,
E¯ ik ≡ E ijklδjl = 0. (8.2.4)
The magnetic field contains the components of the curvature tensor with only one index equal
to 0,
Bijkl ≡ 1
3!
R abc0ij εabckl. (8.2.5)
It is identically traceless, B¯jl ≡ Bijklδik = 0, and transverse on the second pair of indices,
∂kBijkl = 0. On-shell, it has the (2, 2) Young symmetry.
The self-duality equation (8.1.22) implies:
E ijrs − Bijrs = 0. (8.2.6)
Conversely, the equation (8.2.6) implies all the components of the self-duality equation (8.1.22).
This is verified in appendix 8.A by repeating the argument of [53] (recalled here in section 3.2.2)
given there for a (2)-tensor, which is easily adapted to a (2, 2)-tensor. We have thus replaced the
self-duality conditions (8.1.22) by a smaller, equivalent, subset. One central feature of this subset
is that it is expressed in terms of spatial objects.
Note that the trace condition (8.2.4) directly follows by taking the trace of (8.2.6) since the
magnetic field is traceless. It appears as a constraint on the initial conditions because it does not
involve the time derivatives of Tijrs. There is no analogous constraint in the p-form case.
Since the number of components of the electric field is equal to the number of spatial components
Tijrs of the (2, 2)-tensor Tαβλµ, one might wonder whether the equations (8.2.6) can be derived
from an action principle in which the basic variables would be the Tijrs. This does not work,
however. Indeed, while the electric field involves only the spatial components Tijrs of the gauge
field, the magnetic field involves also the gauge component T0jrs, through an exterior derivative.
One must therefore get rid of T0jrs.
To get equations that involve only the spatial components Tijrs, we proceed as in the 2-form
case and take the curl of (8.2.6), i.e.
mnijk∂k
(E rsij − B rsij ) = 0, (8.2.7)
eliminating thereby the gauge components T0jrs. We also retain the equation (8.2.4), which is a
consequence of (8.2.6) involving only the electric field. There is no loss of physical information
in going from (8.2.6) to the system (8.2.4), (8.2.7). Indeed, as shown in appendix 8.A, if (8.2.4)
and (8.2.7) are fulfilled, one recovers (8.2.6) up to a term that can be absorbed in a redefinition
of T0jrs. The use of (8.2.4) is crucial in the argument. It is in the form (8.2.4), (8.2.7) that the
self-duality equations can be derived from a variational principle.
8.3 Prepotentials - Action
To achieve the goal of constructing the action for the chiral tensor, we first solve the constraint
(8.2.4) by introducing a prepotential Zijrs for Tijrs. Prepotentials were defined for gravity in [144]
(see section 2.2.2) and generalized to arbitrary symmetric tensor gauge fields in [132, 133] (see
section 5.2). The introduction of a prepotential for the mixed tensor Tijrs proceeds along similar
lines.
Explicitly, the prepotential Zijrs provides a parametrization of the most general (2, 2) tensor
field Tijrs that solves the constraint (8.2.4). One has:
Tijrs = P(2,2)
(
1
3!
 kmnij ∂kZmnrs
)
+ gauge transf., (8.3.1)
which is a direct generalisation of the formula given in [146] for a (2)-tensor (see our equation
(2.2.30)). The prepotential is determined up to the gauge symmetries:
δZijrs = P(2,2) (∂iξrsj + λirδjs) (8.3.2)
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where ξrsj is a (2, 1)-tensor parametrizing the “linearized spin-(2, 2) diffeomorphisms” of the pre-
potential and λir a symmetric tensor parametrizing its “linearized spin-(2, 2) Weyl rescalings”.
Because the Weyl tensor of a (2, 2)-tensor identically vanishes, the relevant tensor that controls
Weyl invariance is the “Cotton tensor”, defined as
Bijkl =
1
3!
εijabc∂
aSbckl , (8.3.3)
where:
Sijkl ≡ Gijkl − 2 δ[i[kG¯j]l] +
1
3
δi[kδ
j
l]G¯ (8.3.4)
is the “Schouten tensor”, which has the key property of transforming as:
δSijkl = −
4
27
∂[j∂[kλ
i]
l] (8.3.5)
under Weyl rescalings. In terms of our generalized exterior derivative (see appendix 4.A), this
means:
δS = d(2)λ, (8.3.6)
where the tensors are of the symmetry type:
λ ∼ , S ∼ . (8.3.7)
The complete set of gauge invariants under (8.3.2) is, tanks to the cohomological properties of d(2),
the tensor:
C ≡ d(2)S, (8.3.8)
or, in components:
Cabckl ≡ ∂[aSbc]kl. (8.3.9)
Its symmetry type is:
C ∼ . (8.3.10)
Since we are in a five dimensional space, we can naturally dualize it over its first three indices,
getting to the aforementioned Cotton tensor B. This is a straightforward generalization of what
was done for completely symmetric tensors in section 4.2.
The Cotton tensor Bijkl is a (2, 2)-tensor which is gauge invariant under (8.3.2), as well as
identically transverse (this is a consequence of Bianchi identity d(2)C = 0) and traceless (this is a
consequence of the Young symmetry of C), ∂iB
ijrs = 0 = Bijrsδjs. Furthermore, a necessary and
sufficient condition for Zijrs to be pure gauge is that its Cotton tensor vanishes.
The relation (8.3.1) implies that
E ijrs[T [Z]] ≡ Gijrs[T [Z]] = Bijrs[Z]. (8.3.11)
The relation (8.3.1) gives the most general solution for Tijrs subject to the constraint that E ijrs
is traceless (this is proved in [132] - see our section 5.2.5 - for general higher spins described by
completely symmetric tensors, and is easily extended to tensors with mixed Young symmetry). 6
It follows from (8.3.1) that
1
2
mnijk∂kB rsij = B˙mnrs[Z] (8.3.12)
and therefore, in terms of the prepotential Zijrs, the self-duality condition (8.2.7) reads
1
2
mnijk∂kB
rs
ij [Z]− B˙mnrs[Z] = 0, (8.3.13)
6We note that in three dimensions, the analogous relations on the Cotton tensor for symmetric gauge fields have a
nice supersymmetric interpretation [168,167,169]. It would be of interest to explore whether a similar interpretation
holds here.
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an equation that we can rewrite as
Lmnrs|ijpqZijpq = 0 (8.3.14)
where the differential operator Lmnrs|ijpq contains four derivatives and can easily be read off from
(8.3.14). The operator Lmnrs|ijpq is symmetric, so that one can form the action
S[Z] =
1
2
∫
d6xZmnrs
(
Lmnrs|ijpqZijpq
)
(8.3.15)
=
1
2
∫
d6xZmnrs
(
B˙mnrs[Z]− 1
2
mnijk∂kB
rs
ij [Z]
)
which yields (8.3.14) as equations of motion. Given that Z ∼ ∂−1T , this action contains the correct
number of derivatives of T , namely two, and has therefore the correct dimension.
8.4 Chiral and non-chiral actions
The action (8.3.15) is our central result. Although not manifestly so, it is covariant. One way to
see this is to observe that (8.3.15) can be derived from the manifestly covariant (2, 2)-Curtright
action for a (2, 2)-field [75, 38] rewritten in Hamiltonian form. As explained in appendix 8.B ,
this action involves the spatial components Tijrs and their conjugate momenta pi
ijrs as canonically
conjugate dynamical variables, while the temporal components T0ijk and T0i0j play the role of
Lagrange multipliers for the “momentum constraint”:
Cijk ≡ ∂lpiijlk ≈ 0 (8.4.1)
and the “Hamiltonian constraint”:
Cij ≡ E ikjk [T ] ≈ 0. (8.4.2)
These constraints can be solved by introducing two prepotentials Z
(1)
ijrs and Z
(2)
ijrs. As for a
chiral 2-form [29], the linear change of variables:
(Z
(1)
ijrs, Z
(2)
ijrs)→ (Z+ijrs = Z(1)ijrs + Z(2)ijrs, Z−ijrs = Z(1)ijrs − Z(2)ijrs) (8.4.3)
splits the action as a sum of two independent terms, one for Z+ijrs and one for Z
−
ijrs. The Poincare´
generators also split similarly, one for Z+ijrs and one for Z
−
ijrs, which transform separately. The
action (8.3.15) is the action for Z+ijrs obtained though this decomposition procedure, with the
identification Z+ijrs ≡ Zijrs. This second method for obtaining the action for a chiral (2, 2) tensor
shows as a bonus how a non-chiral (2, 2)-tensor dynamically splits as the sum of a chiral (2, 2)-tensor
and an anti-chiral (2, 2)-tensor.
8.5 Dimensional reduction
Upon reduction from 5 + 1 to 4 + 1 dimensions, the prepotential Zijrs decomposes into a (2, 2)-
tensor, a (2, 1)-tensor and a (2)-tensor. Using part of the Weyl symmetry, one can set the (2)-
tensor equal to zero, leaving one with a (2, 2)-tensor and a (2, 1)-tensor which are exactly the
prepotentials of the pure Pauli-Fierz theory in 4 + 1 dimensions [55], with the same action and
gauge symmetries (see appendix 8.C). It is this remarkable connection between the (2, 2)-self-dual
theory in 6 spacetime dimensions and pure (linearized) gravity in 5 spacetime dimensions that is
at the heart of the work [155,156]. We have shown here that the connection holds not just for the
equations of motion, but also for the actions themselves.
8.6 Generalizations
The extension to more general two-column Young symmetry tensors is direct. The “critical dimen-
sions” where one can impose self-duality conditions on the curvature are those where chiral p-forms
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exist. The first colum of the Young tableau characterizing the Young symmetry must have p boxes,
and the second column has then a number q ≤ p of boxes. So, in D = 6 spacetime dimensions,
one has also the interesting case of (2, 1)-tensors, also considered in [155,156]. This case is treated
along lines identical to those described here. For the next case – D = 10 spacetime dimensions
–, the first column must have length 4, and the second colum has length q ≤ 4, an interesting
example being the (2, 2, 2, 2)-tensors. Again, the extension to this two-column symmetry case is
direct, as in all higher spacetime dimensions D = 14, 18, 22, 26, · · · .
The extension to more than two column Young symmetries is more subtle but proceeds as
in [133], by relying on the crucial property demonstrated in [24], where it was shown that the
second-order Fronsdal-Crurtright type equations can be replaced by equations on the curvatures,
which involves higher order derivatives. The self-duality conditions can then be derived from an
action principle involving the appropriate prepotentials. The action is obtained by combining the
above derivation with the methods of [133] for introducing prepotentials.
The present analysis can be developed in various directions. First, following [155, 156], it
would be of great interest to consider the supersymmetric extensions of the 6-dimensional chiral
theory and to determine how the fermionic prepotentials enter the picture [50,56]. The attractive
(4, 0)-theory of [155, 156] deserves a particular effort in this respect. Second, the inclusion of
sources, which would be dyonic by the self-duality condition, and the study of the corresponding
quantization conditions, would also be worth understanding [82,202,51].
Finally, we note that we restricted the analysis to flat Minkowski space. The trivial topology
of Rn enabled us to integrate the differential equations for the prepotentials without encountering
obstructions, using the Poincare´ lemma of [96, 97]. The consideration of Minkowski space is not
optional at this stage since the coupling of a single higher spin field to curved backgrounds is
problematic. It is known how to surpass the problems only in the context of the Vasiliev theory,
which requires an infinite number of fields [217,220,27,92,174]. Important ingredients to extend the
analysis of the present article to nonlinear backgrounds are expected to include the cohomological
considerations of [29], the nonlinear extension of the higher spin Cotton tensors [170], as well as
duality in cosmological backgrounds [165,164,152].
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Appendix
8.A Equations of motion
In this appendix, we show the equivalences between the different forms of the self-duality equations
above, (8.1.22) ⇔ (8.2.6) ⇔ (8.2.4),(8.2.7).
(8.1.22) ⇔ (8.2.6): In components, the self-duality equation R = ∗R reads
R0ijklm =
1
3!
ε abcij Rabcklm (8.A.1)
R0ij0kl =
1
3!
ε abcij Rabc0kl. (8.A.2)
The first of these equations is equivalent to (8.2.6) by dualizing on the klm indices. Conversely,
we must show that (8.2.6) implies (8.A.2) or, equivalently, that (8.A.1) implies (8.A.2). To do so,
we use the Bianchi identity ∂[α1Rα2α3α4]β1β2β3 = 0 on the curvature, which imples
∂0Rijkβ1β2β3 = 3∂[iRjk]0β1β2β3 . (8.A.3)
Therefore, taking the time derivative of equation (8.A.1) gives
∂[kRlm]00ij =
1
3!
∂[kRlm]0abcε
abc
ij , (8.A.4)
which is exactly the curl of (8.A.2). Now, the tensor R0lm0ij has the (2, 2) symmetry, and so does
1
3!R0lmabcε
abc
ij = Blmij because of equation (8.2.6) and the fact that E has the (2, 2) symmetry.
Using the Poincare´ lemma (our theorem 1 of Appendix 4.A7) for rectangular Young tableaux, one
recovers equation (8.A.2) up to a term of the form ∂[iNj][k,l] for Njk symmetric. This term can be
absorbed in a redefinition of the T0j0k components appearing in R0ij0kl. (In fact, the components
T0j0k drop from equation (8.A.4), and this explains how one can get equation (8.A.2) from (8.A.1),
which does not contain T0j0k either.)
(8.2.6) ⇔ (8.2.4),(8.2.7): Equation (8.2.6) obviously implies (8.2.7). It also implies (8.2.4)
because the magnetic field B is identically traceless. To prove the converse, we introduce the
tensor Kijklm = ε
ab
ijk (E − B)lmab. Equation (8.2.4) and the fact that B is traceless imply that
K has the (2, 2, 1) symmetry, K ∼ . Equation (8.2.7) states that the curl of K on its second
group of indices vanishes, Kijk[lm,n] = 0. The explicit formula
Kijklm =
1
3
(
εlmpqr∂
pT qr[ij,k] − ∂[0Tlm][ij,k]
)
(8.A.5)
shows that the curl of K on its first group of indices also vanishes, ∂[iKjkl]mn = 0. Using the
generalized Poincare´ lemma (our theorem 1 of appendix 4.A8) for arbitrary Young tableaux, this
implies that Kijklm = ∂[iλjk][l,m], where λjkl is a tensor with the (2, 1) symmetry that can be
absorbed in a redefinition of T0ijk. (Similarly to the previous case, those components actually
drop from (8.2.7).) One finally recovers equation (8.2.6) by dualizing again K on its first group of
indices.
7See [96,97].
8See [96,97].
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8.B Hamiltonian formulation
The Lagrangian for a non-chiral (2, 2) tensor Tµνρσ is given by [38]
L = −5
2
δµ1...µ5ν1...ν5 M
ν1ν2ν3
µ1µ2 M
ν4ν5
µ3µ4µ5 , (8.B.1)
where Mµνρστ = ∂[µTνρ]στ and δ
µ1...µ5
ν1...ν5 = δ
µ1
[ν1
· · · δµ5ν5]. The associated Hamiltonian action is
SH =
∫
dt d5x
(
piijklT˙
ijkl −H− nijk Cijk − nij Cij
)
, (8.B.2)
where the Hamiltonian is
H = Hpi +HT (8.B.3)
Hpi = 3
(
piijklpiijkl − 2piijpiij + 1
3
pi2
)
(8.B.4)
HT = 5
2
δi1...i5j1...j5 M
j1j2j3
i1i2
M j4j5i3i4i5 . (8.B.5)
The components nijk = −4Tij0k and nij = 6T0i0j of T with some indices equal to zero only appear
as Lagrange multipliers for the constraints
Cijk ≡ ∂lpiijlk = 0 (8.B.6)
Cij ≡ E ikjk [T ] = 0. (8.B.7)
Those constraints are solved by introducing two prepotentials Z
(1)
ijkl and Z
(2)
ijkl through
piijkl = Gijkl[Z(1)] (8.B.8)
Tijkl =
1
3
P(2,2)
(
 abcij ∂aZ
(2)
bckl
)
. (8.B.9)
In terms of prepotentials, we have up to a total derivative
piijklT˙
ijkl = 2Z
(1)
ijklD˙
ijkl[Z(2)] (8.B.10)
Hpi = 3Gijkl[Z(1)]Sijkl[Z(1)] (8.B.11)
HT = 3Gijkl[Z(2)]Sijkl[Z(2)]. (8.B.12)
Again up to a total derivative, one has Gijkl[Z]S
ijkl[Z] = 13!Zijkl
ijabc∂aD
kl
bc [Z]. Therefore,
defining the prepotentials Z±ijkl = Z
(1)
ijkl ± Z(2)ijkl, the action splits into two parts, S[Z+, Z−] =
S+[Z+] − S−[Z−]. The action S+[Z+] is exactly the action (8.3.15) provided in the text for
a chiral tensor, while S−[Z−] is the analog action for an anti-chiral tensor (which differs from
equation (8.3.15) only by the sign of the second term).
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8.C Dimensional reduction
The prepotential decomposes into three tensors,
ZIJKL −→ Zijkl, Zijk5, Zi5j5. (8.C.1)
(For the purposes of this appendix, uppercase indices run from 1 to 5 while lowercase indices run
from 1 to 4.) The (2, 2)-tensor and the (2, 1)-tensor are identified with the two prepotentials Pijkl
and Φijk for linearized gravity in 4 + 1 dimensions [55] as
Zijkl = 12
√
3Pijkl, Zijk5 = −3
√
3Φijk. (8.C.2)
The (2)-tensor Zi5j5 transforms under the Weyl symmetries (8.3.2) as δZi5j5 =
1
3 (λij +δijλ55) and
can therefore be set to zero. Remaining gauge transformations on Z must respect this choice: this
restricts the gauge parameters to λij = −δijλ55 and ξi55 = 0. The surviving gauge parameters
are then λ55, λi5, ξijk and ξ5ij . (Note that ξij5 = −2ξ5[ij] is not independent, due to the cyclic
identity ξ[IJK] = 0.) The map with the gauge parameters of [55] is
χijk = − ξijk
24
√
3
, Sij =
ξ5(ij)
12
√
3
, Aij = −
ξ5[ij]
12
√
3
ξ =
2λ55
9
√
3
, Bi =
2λi5
9
√
3
. (8.C.3)
This shows that field content and gauge symmetries match. For the comparison of the actions, one
needs the following expressions for the reduction of the Cotton tensor:
D klij = −
2√
3
εijab∂
a(Eklb + δb[kEl]) (8.C.4)
D k5ij = 2
√
3 εijab∂
a(Rkb − 1
3
δkbR) (8.C.5)
D j5i5 =
1√
3
εiabc∂
a(Ebcj + δjbEc), (8.C.6)
where Rij [P ] and Eijk[Φ] are defined as
Rij [P ] =
1
(3!)2
εiabcεjdef∂a∂fPbcde (8.C.7)
Eijk[Φ] =
1
2.3!
εijdeεkabc∂a∂eΦbcd (8.C.8)
and the traces are R = Rii, E
i = Eijj . Using these formulas, one recovers the action of [55] for
linearized gravity in 4 + 1 dimensions in the prepotential formalism.
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Part IV
Surface charges on AdS
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Chapter 9
Bose fields
9.1 Introduction
In theories with a gauge freedom, conserved quantities associated with the gauge symmetry are
given by surface integrals (see section 2.4). We are now going to make a systematic investigation of
these surface charges in the case of higher spin massless fields over AdS, through their Hamiltonian
analysis. Similarly to the flat space case considered above, this will lead us to first class constraints
generating gauge transformations.
These gauge transformations will have to be given a boundary term in order for their Poisson
bracket with the fields to make sense. On-shell, the bulk part of these generators will identically
vanish, since it is proportional to the constraints. On the other hand, the boundary term will
precisely give us the value of higher spin charges, provided the values plugged into the fields and
gauge parameters appearing in it are carefully chosen. The fields will have to be given their on-shell
value, so that their asymptotic behaviour will have to be evaluated through a (asymptotic) resolu-
tion of Fronsdal equations of motion. As for the gauge parameters, they will have to correspond to
variations of the fields preserving their on-shell asymptotic behaviour while changing their physical
content.
This chapter is organised as follows: in order to highlight the key points of our analysis of
higher-spin charges, we begin by discussing in section 9.2 the simplest example given by a spin-3
field. We detail the Hamiltonian description of the free dynamics and we provide boundary con-
ditions on the canonical variables that secure finiteness of charges. In section 5.2 we move to
arbitrary spin: we first identify the Hamiltonian constraints that generate Fronsdal’s gauge trans-
formations and then the associated charges. We eventually present boundary conditions inspired
by the behaviour at spatial infinity of the solutions of the free equations of motion (recalled in
Appendix 9.C) and we verify that they give finite charges. We conclude summarising our results
and discussing their expected regime of applicability. Other appendices provide a summary of our
conventions (Appendix 9.A) and more details on various results used in the main text (appendices
9.B, 9.D and 9.E).
The next chapter is devoted to symmetric massless fermionic fields [65].
9.2 Spin-3 example
To compute surface charges within the canonical formalism, we first rewrite in Hamiltonian form
the Fronsdal action for a spin-3 field on an Anti de Sitter background of dimension d. The charges
are then identified with the boundary terms that enter the generator of gauge transformations and
we propose boundary conditions on fields and deformation parameters that secure their finiteness.
The final expression for the charges is given in section 9.2.5, where we also compare our outcome
with other results in literature.
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9.2.1 Hamiltonian and constraints
We begin with the manifestly covariant Fronsdal action [117,47]
S =
∫
d dx
√−g¯
{
− 1
2
∇¯µϕνρσ∇¯µϕνρσ + 3
2
∇¯µϕνρσ∇¯νϕµρσ − 3 ∇¯· ϕµν∇¯µϕν
+
3
2
∇¯µϕν∇¯µϕν + 3
4
(∇¯· ϕ)2 − 2d
L2
(
ϕµνρϕ
µνρ − 3
2
ϕµϕ
µ
)}
.
(9.2.1)
Here ∇¯ denotes the AdS covariant derivative, L is the AdS radius1 and omitted indices signal a
trace, e.g. ϕµ = ϕµλ
λ. If one parameterises the AdSd background with static coordinates
ds2 = −f2(xk)dt2 + gij(xk)dxidxj , (9.2.2)
one finds that the terms in the Lagrangian with two time derivatives are
L = √g
{
f−1
2
ϕ˙ijk (ϕ˙ijk − 3 gijϕ˙k) + f
−7
4
(
ϕ˙000 − 3f2ϕ˙0
)2
+ · · ·
}
, (9.2.3)
where Latin indices take values along spatial directions, omitted indices denote from now on a
spatial trace and g is the determinant of the spatial metric. Integrating by parts one can also
eliminate all time derivatives acting on ϕ00i and on the remaining contributions in ϕ0ij . In analogy
with linearised gravity, the spatial components of the covariant field thus play the role of canonical
variables. The novelty is that this role is played also by the combination (ϕ000− 3f2ϕ0), while the
remaining components of the symmetric tensor are Lagrange multipliers which enforce first class
constraints. That (ϕ000 − 3f2ϕ0) is a dynamical variable, in much the same way as the purely
spatial components ϕijk, can be also inferred from its gauge transformation, which does not involve
time derivatives (see the discussion around (9.2.19)).
It is convenient to perform the redefinitions
α ≡ f−3ϕ000 − 3f−1ϕ0ii , Ni ≡ f−1ϕ00i , Nij ≡ ϕ0ij . (9.2.4)
Introducing then the conjugate momenta to ϕijk and α,
Πijk ≡ δL
δϕijk
=
√
g
f
{
ϕ˙ijk − 3 g(ijϕ˙k) − 3∇(iN jk) + 3 g(ij|
(
2∇·N |k) + ∂|k)N
)
+
3f
2
g(ijgk)l
(
∂lα− Γ00lα
)}
,
(9.2.5)
Π˜ ≡ δL
δα
=
√
g
2f
{α˙+ 3∇· N} , (9.2.6)
one can equivalently rewrite the action (9.2.1) in Hamiltonian form as2
S[ϕijk, α,Π
ijk, Π˜,N i, N ij ] =
∫
d dx
{
Πijkϕ˙ijk + Π˜α˙−H−N iCi −N ijCij
}
, (9.2.7)
where H, Ci and Cij are functions only of ϕijk, α and of their conjugate momenta Πijk, Π˜. Here
∇ denotes the Levi-Civita connection for the spatial metric gij , while the “extrinsic” Christoffel
symbol depends on g00 as
Γ00i = f
−1∂if . (9.2.8)
Parentheses denote a symmetrisation of the indices they enclose, and dividing by the number of
terms in the sum is understood. While (9.2.5) and (9.2.6) hold for any static metric, the rewriting
of the Fronsdal action (9.2.1) in the form (9.2.7) requires that the metric (9.2.2) be of constant
curvature (see Appendix 9.B.1 for details).
1All results of this subsection apply also to de Sitter provided that one maps L→ iL.
2The rewriting of Fronsdal’s action in Hamiltonian form has been previously discussed in [180], relying however
on the Poincare´ parameterisation of the AdS metric. See also [214] for another Hamiltonian description of the free
higher-spin dynamics on AdS.
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The Hamiltonian in (9.2.7) reads explicitly
H = f
{
1√
g
[
1
2
Πijk
(
Πijk − 3
d
gijΠk
)
+ Π˜2
]
+
3
2d
Πi
(
∂iα− Γ00iα
)
+
√
g
[
1
2
∇iϕjkl∇iϕjkl − 3
2
∇iϕjkl∇jϕikl + 3∇· ϕij∇iϕj − 3
2
∇iϕj∇iϕj − 3
4
(∇· ϕ)2
+
2d
L2
(
ϕijkϕ
ijk − 3
2
ϕiϕ
i
)
+ Γ00i
(
3ϕijk∇jϕk − 3
2
ϕi∇ · ϕ− 9
4
Γ00jϕ
iϕj
)
+
5d− 3
8d
∂iα∂
iα+
d
L2
α2 +
3(d+ 1)
8d
gijΓ00i
(
2α∂jα− Γ00jα2
) ]}
. (9.2.9)
The constraints are a generalisation of the Hamiltonian constraint in linearised gravity (but note
here the dependence on the additional momentum Π˜),
Ci = 3
{
∂iΠ˜−
√
g
2
[
2 (∆ϕi −∇· ∇· ϕi) +∇i∇· ϕ
− 4d− 1
L2
ϕi − 3 Γ00j∇iϕj + 3 Γ00iΓ00jϕj
]}
,
(9.2.10)
and a generalisation of the constraint that generates spatial diffeomorphisms,
Cij = − 3
{
∇·Πij +
√
g
2
gij
(
∆− d− 1
L2
)
α
+
√
g
[
Γ00(i∇j)α− Γ00iΓ00jα+ 1
2
gijg
klΓ00k
(
∂lα− Γ00lα
)]}
.
(9.2.11)
One can verify the absence of secondary constraints and that (9.2.10) and (9.2.11) are of first class.
A simple way to convince oneself of these statements is to check that they provide the correct
counting of local degrees of freedom (see e.g. § 1.4.2 of [145]):
# d.o.f. =
(d+ 1)!
3!(d− 2)! + 1︸ ︷︷ ︸
canonical variables/2
−
[
(d− 1)d
2
+ (d− 1)
]
︸ ︷︷ ︸
first-class constraints
=
(d− 3)(d− 2)(d+ 2)
3!
. (9.2.12)
The right-hand side is the dimension of a representation of so(d−2) labelled by a single-row Young
tableau with three boxes, as it is appropriate to describe a massless spin-3 particle in d space-time
dimensions.
9.2.2 Gauge transformations
Being of first class, the constraints Ci = 0 and Cij = 0 generate gauge transformations. These
correspond to the variation
δϕµνρ = 3 ∇¯(µΛνρ) (9.2.13)
that, in the covariant language, leaves the action (9.2.1) invariant provided that Λµν be traceless.
In the canonical formalism, the generator of gauge transformations is
G[ξij , λi] =
∫
d d−1x
(
ξijCij + λiCi
)
+Q1[ξ
ij ] +Q2[λ
i] , (9.2.14)
where Q1 and Q2 are the boundary terms that one has to add in order that G[ξ, λ] admit well
defined functional derivatives, i.e. that its variation be again a bulk integral:
δG =
∫
d d−1x
(
AijkδΠ
ijk +Bijkδϕijk + CδΠ˜ +Dδα
)
. (9.2.15)
From (9.2.15) one can read the gauge transformations of the canonical variables as
δϕijk = {ϕijk,G[ξ, λ]} = Aijk , δΠijk = {Πijk,G[ξ, λ]} = −Bijk , (9.2.16a)
δα = {α,G[ξ, λ]} = C , δΠ˜ = {Π˜,G[ξ, λ]} = −D . (9.2.16b)
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The boundary terms Q1[ξ] and Q2[λ] give the asymptotic charges (see e.g. [195, 30]). Sensible
boundary conditions on the canonical variables must then be chosen such that the charges be finite
when evaluated on deformation parameters which generate transformations preserving the given
boundary conditions.
Inserting the definitions (9.2.10) and (9.2.11) of the constraints in (9.2.14) and taking into
account that the background has constant curvature, one obtains
Aijk = 3∇(iξjk) , (9.2.17a)
Bijk = 3
√
g
{
∇(i∇jλk)− g(ij|
[(
∆− 2(d− 1)
L2
)
λ|k) +
1
2
(
∇|k)+ 3 Γ00|k)
)
∇· λ
]}
, (9.2.17b)
C = − 3∇· λ , (9.2.17c)
D = − 3
2
√
g
[(
∆− 2d
L2
)
ξ − Γ00i
(
2∇· ξi + ∂iξ)] . (9.2.17d)
The boundary terms generated by the integrations by parts putting the variation of G[ξ, λ] in the
form (9.2.15) must be cancelled by the variations δQ1 and δQ2 of the charges. Being linear in the
fields, these variations are integrable and yield:3
Q1[ξ
ij ] = 3
∫
d d−2Si
{
ξjkΠ
ijk +
√
g
2
[
ξ∇iα− α∇iξ + Γ00j
(
2 ξij + gijξ
)
α
]}
, (9.2.18a)
Q2[λ
i] = 3
∫
d d−2Si
{
− λiΠ˜ +
√
g
2
[
2λj∇iϕj − 2λj∇· ϕij + λi∇· ϕ
− 2ϕj∇iλj + 2ϕijk∇jλk −∇· λϕi − 3 Γ00jλiϕj
]}
. (9.2.18b)
In presenting Q1 and Q2 we also adjusted the integration constants so that the charges vanish for
the zero solution.
Expanding (9.2.13) in components and comparing with (9.2.17a) and (9.2.17c), one can also
identify the deformation parameter ξij with the spatial components of the covariant gauge param-
eter, while λi is related to Λµν by
λi = − 2f Λ0i . (9.2.19)
The remaining component of the covariant gauge parameter, Λ00, is proportional to gijξ
ij thanks
to the Fronsdal constraint gµνΛ
µν = 0 that allows the cancellation of time derivatives in the gauge
variation of (ϕ000 − 3f2ϕ0). The other components of (9.2.13) give the gauge transformations of
the Lagrange multipliers:
δNij = ξ˙ij + f
(∇(iλj) − Γ00(iλj)) , (9.2.20a)
δNi = λ˙i + f
(
∂iξ − 2 Γ00iξ − 2 Γ00jξij
)
. (9.2.20b)
Substituting the previous variations in the definitions of the momenta one can finally check the
consistency of (9.2.17b) and (9.2.17d) with Fronsdal’s gauge transformations. Notice that time
derivatives only appear in the gauge transformations of Lagrange multipliers, in agreement with
the general results discussed e.g. in § 3.2.2 of [145]. This confirms once more our splitting of the
covariant field into canonical variables and Lagrange multipliers.
9.2.3 Boundary conditions
We now have to set boundary conditions on the canonical variables and restrict the deformation
parameters to those that generate gauge transformations preserving them. Since we deal with the
linearised theory, we can actually fully specify the space of solutions of the equations of motion.
3Here dd−2Si ≡ dd−2x nˆi, where nˆi and dd−2x are respectively the normal and the product of differentials of the
coordinates on the d−2 sphere at infinity (e.g. d2x = dθdφ for d = 4, so that d2Si does not include the determinant
of the intrinsic metric that appears in the full volume element).
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We then extract boundary conditions from the behaviour at spatial infinity of the solutions in a
convenient gauge, with the expectation that the regime of applicability of both the charges (9.2.18)
and the following fall-off conditions will extend even beyond the linearised regime (see section 9.4
for an ampler discussion of this strategy).
In Appendix 9.C we recall the falloff at the boundary of the two branches of solutions of the
second-order equations of motion imposed by the covariant action principle. In a coordinate system
in which the AdS metric reads
ds2 =
dr2
r2
+ r2 ηIJdx
IdxJ , (9.2.21)
the solutions in the subleading branch behave at spatial infinity (r →∞) as
ϕIJK = r
3−d TIJK(xM ) +O(r1−d) , (9.2.22a)
ϕrIJ = O(r−d) , (9.2.22b)
ϕrrI = O(r−d−3) , (9.2.22c)
ϕrrr = O(r−d−6) . (9.2.22d)
We remark that capital Latin indices denote all directions which are transverse to the radial one
(including time) and that here and in the following we set the AdS radius to L = 1. The field
equations further impose that TIJK be conserved and traceless:
∂KTIJK = ηJKTIJK = 0 . (9.2.23)
We take (9.2.22) and (9.2.23) as the definition of our boundary conditions.
In the case of spin 2 included in the discussion of section 9.3.2, for which the complete theory is
known in closed form (AdS gravity), the boundary conditions generally considered in the literature
agree with the behaviour of the solutions in the subleading branch [143, 46, 129]. Since in this
case finiteness of the charges and consistency have been completely checked, we also adopt here
boundary conditions defined by the subleading branch, which is the direct generalisation of these
previous works. It would be of interest to extend the analysis to more general asymptotics, as done
for scalar fields in [139,148,140], but we leave this question for future work. Furthermore, for d = 3
the boundary conditions (9.2.22) agree with those in eq. (3.9) of [63], which have been derived from
the Chern-Simons formulation of the full interacting theory of a spin-3 field with gravity.4
From (9.2.22) one directly gets the behaviour at spatial infinity of half of the canonical variables.
Denoting the coordinates that parameterise the d− 2 sphere at infinity by Greek letters from the
beginning of the alphabet, one obtains
ϕαβγ = r
3−d Tαβγ +O(r1−d) , α = − 2
rd
T000 +O(r−d−2) , (9.2.24a)
ϕrαβ = O(r−d) , ϕrrα = O(r−d−3) , ϕrrr = O(r−d−6) . (9.2.24b)
To fix the behaviour of α we used the trace constraint on TIJK , which implies δαβT0αβ = T000.
The boundary conditions on the momenta follow from the substitution of (9.2.24) in (9.2.5) and
(9.2.6):
Πrαβ =
d+ 1
r4
T0αβ +O(r−6) , Π˜ = O(r−4) , (9.2.25a)
Παβγ = O(r−7) , Πrrα = O(r−3) , Πrrr = O(1) . (9.2.25b)
In the formulae above we displayed explicitly only the terms which contribute to the charges (see
section 9.2.5). We expressed everything in terms of the components of the conserved boundary
current TIJK , but Tαβγ , T000 and T0αβ can be considered only as convenient labels to denote the
4Actually in [63] the trace of ϕrIJ is even O(r−d−2) for the following reason: in the interacting theory – at least
in d = 3 – the fall-off conditions (9.2.22) are not preserved by asymptotic symmetries unless the fields also satisfy
the equations of motion up to an order in r which depends on the highest spin appearing in the model. As we shall
see, these additional specifications are anyway irrelevant to compute charges.
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boundary values of, respectively, ϕαβγ , α and Π
rαβ . The covariant boundary conditions (9.2.22)
would also fix the falloff of the Lagrange multipliers. The resulting conditions, however, would
correspond to a particular choice of gauge, while – as noticed in three space-time dimensions
[141, 57] – the freedom in the choice of the Lagrange multipliers is instrumental in fitting some
physically relevant solutions within the boundary conditions (see also [14]). We postpone to future
work a detailed analysis of this issue, especially because this freedom does not affect charges.
9.2.4 Asymptotic symmetries
As a next step we identify asymptotic symmetries, that are the gauge transformations preserving
boundary conditions. Our goal is to specify appropriate deformation parameters in the generator
of gauge transformations (9.2.14). We begin however by selecting covariant gauge transformations
compatible with the fall-off conditions (9.2.22), to later identify the corresponding deformation
parameters using e.g. (9.2.19).
Asymptotic symmetries contain at least the “higher-rank isometries” of the AdS space, i.e. the
gauge transformations leaving the vacuum solution gµν = g
AdS
µν and ϕµνρ = 0 invariant. These are
generated by traceless AdS Killing tensors, satisfying
∇¯(µΛνρ) = 0 , g¯µνΛµν = 0 , (9.2.26)
where the latter condition is the usual Fronsdal constraint. These equations have been studied
e.g. in [211, 26, 15]: they admit (d−2)(d+1)(d+2)(d+3)12 independent solutions, obtained as traceless
combinations of symmetrised products of AdS Killing vectors [211]. This guarantees that non-
trivial asymptotic symmetries do exist. We shall also notice that – as far as the free theory in
d > 3 is concerned – asymptotic and exact Killing tensors only differ in terms that do not contribute
to surface charges. It is nevertheless instructive to specify asymptotic Killing tensors in a unified
framework that applies for any d ≥ 3.
In Appendix 9.C.2 we recall the behaviour at the spatial boundary of traceless AdS Killing
tensors in the coordinates (9.2.21). We assume that asymptotic Killing tensors have the same
leading behaviour at r →∞, that is
ΛIJ = χIJ(xK) +
∞∑
n= 1
r−2n χIJ(n)(x
K) , (9.2.27a)
ΛrI = r wI(xK) +
∞∑
n= 1
r1−2n wI(n)(x
K) , (9.2.27b)
Λrr = r2 u(xK) +
∞∑
n= 1
r2−2n u(n)(xK) , (9.2.27c)
and we now analyse the constraints imposed by the preservation of boundary conditions. Notice
that Λrr and the trace of ΛIJ are not independent: Fronsdal’s constraint gives
Λrr = −r4 ηIJΛIJ . (9.2.28)
As a result χIJ in (9.2.27a) is traceless, while the trace of χIJ(n+1) is proportional to u(n).
For any value of the space-time dimension d, the variation δϕIJK induced by (9.2.27) decays
slower at spatial infinity than the boundary conditions (9.2.22):
δϕIJK = 3 r
4
{
∂(IχJK) + 2 η(IJwK)
}
+O(r2) . (9.2.29)
The expression between parentheses must therefore vanish; this requires that χIJ be a traceless
conformal Killing tensor for the Minkowski metric ηIJ (see e.g. [99]),
5
∂(IχJK) − 2
d+ 1
η(IJ ∂ · χK) = 0 , ηIJχIJ = 0 , (9.2.30)
5For simplicity we fixed the coordinates (9.2.21) such that the boundary metric is the flat Minkowski metric, but
(9.2.30) is invariant under conformal rescalings of the boundary metric. See e.g. [63] for a discussion of this issue in
the d = 3 example, that can be extended verbatim to d > 3.
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and that wI be fixed as
wI = − 1
d+ 1
∂ · χI . (9.2.31)
As recalled in Appendix 9.D, when d > 3 the equations (9.2.30) – here defined in d− 1 dimensions –
admit the same number of independent solutions as the equations (9.2.26). It is therefore not
surprising that their solutions can be extended to solutions of the Killing equation (9.2.26), provided
one fixes the subleading components of the gauge parameter in terms of χIJ . As a result, in the
linearised theory asymptotic Killing tensors coincide with traceless Killing tensors of the AdS space
up to a certain order in r, except in d = 3 where the equations (9.2.30) admit locally infinitely
many solutions.
To prove the previous statement, let us look at the variations of the other components with at
least one transverse index:
δϕrIJ =
∞∑
n= 1
r3−2n
{
−2nχ(n)IJ − 2 ηIJχ(n) + 2 ∂(Iw(n−1)J)
}
, (9.2.32a)
δϕrrI =
∞∑
n= 1
r−2n
{
−4nw(n)I − ∂Iχ(n)
}
. (9.2.32b)
The leading order must cancel for any d and this requires
χ
(1)
IJ = −
1
d+ 1
(
∂(I∂ · χJ) − 1
d
ηIJ∂ · ∂ · χ
)
, w
(1)
I =
1
4d(d+ 1)
∂I∂ · ∂ · χ . (9.2.33)
Substituting in δϕIJk one discovers that the first subleading order in (9.2.29) vanishes as well
provided that
∂(I∂J∂ · χK) − 3
2d
η(IJ∂K)∂ · ∂ · χ = 0 . (9.2.34)
This identity is shown to follow from (9.2.30) in Appendix 9.D.
The subleading orders can be analysed in a similar way. From (9.2.32) one sees that the
boundary conditions (9.2.22b) and (9.2.22c) are preserved provided that for 1 < n < d+12 one has
χ
(n)
IJ =
(−1)n(d− 1)!
4n−1n!(d+ n− 2)!(d+ 1)
(
∂I∂J − 1
d+ n− 1 ηIJ
)
n−2∂ · ∂ · χ, (9.2.35a)
w
(n)
I =
(−1)n+1(d− 1)!
4nn!(d+ n− 1)!(d+ 1) 
n−1∂I∂ · ∂ · χ . (9.2.35b)
Computing three divergences of the conformal Killing equation (9.2.30) one finds however
(d− 1) ∂ · ∂ · χ = 0 , (9.2.36)
so that all w
(n)
I with n > 1 and all χ
(n)
IJ with n > 2 vanish when d > 1. This also implies u
(n) = 0
for n ≥ 1 thanks to the trace constraint (9.2.28) and, in its turn, that the condition (9.2.22d) is
preserved (χ
(2)
IJ does not vanish but it is traceless).
The variation of the transverse component thus reduces to
δϕIJK =
1
8d(d+ 1)
∂I∂J∂K∂ · ∂ · χ+O(r3−d) . (9.2.37)
The term written explicitly must vanish in all space-time dimensions except d = 3 and, indeed, in
Appendix 9.D we prove that (9.2.30) implies
(d− 3) ∂I∂J∂K∂ · ∂ · χ = 0 . (9.2.38)
In d = 3 this identity is not available and one has two options: if one wants to solve the Killing
equation (9.2.26) one has to impose the cancellation of the triple gradient of ∂ · ∂ ·χ and the addi-
tional condition is satisfied only on a finite dimensional subspace of the solutions of the conformal
Killing equation (9.2.30). If one is instead interested only in preserving the boundary conditions
(9.2.22), which is the only option when the background is not exact AdS space, a shift of ϕIJK at
122
O(1) is allowed. The corresponding variation of the surface charges is at the origin of the central
charge that appears in the algebra of asymptotic symmetries (see sect. 3.4 of [63]).
To summarise: parameterising the AdSd background as in (9.2.21), linearised
6 covariant gauge
transformations preserving the boundary conditions (9.2.22) are generated by
ΛIJ = χIJ − r
−2
d+ 1
(
∂(I∂ · χJ) − 1
d
ηIJ∂ · ∂ · χ
)
+
r−4
8d(d+ 1)
∂I∂J∂ · ∂ · χ (9.2.39a)
+O(r−d−3) ,
ΛrI = − r
d+ 1
∂ · χI + r
−1
4d(d+ 1)
∂I∂ · ∂ · χ+O(r−d−2) , (9.2.39b)
Λrr =
r2
d(d+ 1)
∂ · ∂ · χ+O(r−d−1) , (9.2.39c)
where χIJ satisfies the conformal Killing equation (9.2.30), whose general solution is recalled in
(9.D.3). In section 9.2.2 we have seen that the deformation parameter ξij has to be identified with
the spatial components of the covariant gauge parameter Λµν , while the deformation parameter λi
is related to Λµν by (9.2.19). Combining this information with (9.2.39), one sees that asymptotic
symmetries are generated by deformation parameters behaving as
ξαβ = χαβ +O(r−2) , λα = − 2r χ0α +O(r−1) , (9.2.40a)
ξrα = O(r) , ξrr = O(r2) , λr = O(r2) . (9.2.40b)
As in (9.2.24), Greek letters from the beginning of the alphabet denote coordinates on the d − 2
sphere at infinity and we specified the dependence on χIJ only in the terms that contribute to
surface charges. In particular, as for gravity, when d > 3 the charges are insensitive to the
differences between asymptotic and exact Killing tensors, corresponding the unspecified subleading
orders in (9.2.39).
9.2.5 Charges
Having proposed boundary conditions on both canonical variables (see (9.2.24) and (9.2.25)) and
deformation parameters (see (9.2.40)), we can finally evaluate the asymptotic charges (9.2.18). In
the coordinates (9.2.21), the normal to the d− 2 sphere at infinity is such that nˆr = 1 and nˆα = 0.
At the boundary the charges thus simplify as
lim
r→∞Q1[ξ
ij ] = 3
∫
d d−2x
{
ξαβΠ
rαβ+
√
g
2
grrgαβ
(
ξαβ∂rα− α∇rξαβ + Γ00rξαβα
)}
, (9.2.41a)
lim
r→∞Q2[λ
i] = 3
∫
d d−2x
√
g grrgαβ
{
λγ∇rϕαβγ + λγΓδrαϕβγδ − ϕαβγ∇rλγ
}
. (9.2.41b)
The terms which survive in the limit give a finite contribution to the charges; one can make this
manifest by substituting their boundary values so as to obtain
lim
r→∞Q1 = 3(d+ 1)
∫
d d−2x
(
χαβT0αβ + χ00T000
)
, (9.2.42a)
lim
r→∞Q2 = 6(d+ 1)
∫
d d−2xχ0αT00α , (9.2.42b)
where we used the trace constraints on both χIJ and TIJK . When one sums both charges, the
result partly covariantises in the indices transverse to the radial direction:
Q ≡ lim
r→∞(Q1 +Q2) = 3(d+ 1)
∫
d d−2xχIJT0IJ . (9.2.43)
6A similar analysis has been performed in d = 3 including interactions [63]. These introduce a dependence on
the boundary values of the fields in (9.2.39), while asymptotic Killing tensors are still in one-to-one correspondence
with the solutions of the conformal Killing equation.
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The boundary charge thus obtained is manifestly conserved: it is the spatial integral of the time
component of a conserved current since
JI ≡ χJKTIJK ⇒ ∂ · J = ∂(IχJK)TIJK + χJK∂ · TJK = 0 , (9.2.44)
where the conservation holds thanks to (9.2.23) and (9.2.30). We recovered in this way the standard
presentation of the global charges of the boundary theories entering the higher-spin realisations of
the AdS/CFT correspondence (see e.g. sect. 2 of [123] for a review).
In three space-time dimensions, the rewriting (9.2.43) exhibits the chiral splitting of charges
that one obtains in the Chern-Simons formulation with a suitable choice of the boundary value
of the Lagrange multipliers [142, 60, 57]. Introducing the light-cone coordinates x± = t ± φ, one
obtains
Qd=3 = 12
∫
dφ
(
χIJT+IJ + χIJT−IJ
)
= 12
∫
dφ
(
χ++T+++ + χ−−T−−−
)
= 12
∫
dφ
(
χ(x+)T (x+) + χ˜(x−)T˜ (x−)
)
,
(9.2.45)
where we took advantage of the form of the general solutions of (9.2.23) and (9.2.30), see e.g. (9.D.4).
The separation in Q1 and Q2 does not correspond, however, to the splitting in left and right-moving
components since
lim
r→∞Q1 = 6
∫
dφ (χ+ χ˜)(T + T˜ ) , lim
r→∞Q2 = 6
∫
dφ (χ− χ˜)(T − T˜ ) . (9.2.46)
The analysis of the linearised theory allowed us to recover the expression (9.2.45) that also
holds in the non-linear theory [142,60], in line with our general expectations. Note, however, that
in d > 3 the asymptotic symmetries (9.2.39) leave the charges (9.2.43) invariant, while in d = 3
only a variation of (9.2.45) which is independent of T and T˜ is allowed. Since the variation of the
charges is generated by the charges themselves [45] as
δξ2Q[ξ1] = {Q[ξ1], Q[ξ2]} , (9.2.47)
one concludes that – although the linearised theory suffices to identify the charges – their algebra
does depend on interactions. As discussed in section 9.4, this phenomenon is anyway not a
peculiarity of higher-spin theories. For an explicit example of the correlation between algebras of
charges and interactions we refer to [63] where, assuming the expression (9.2.45) for spin-3 charges
in d = 3, their algebra has been computed by including the first interaction vertices in a weak-field
expansion in the spin-3 field.
We conclude this section by explicitly comparing our results with the higher-spin charges derived
from Fronsdal’s action in [15] within the covariant approach of [16,18].7 In the latter context, the
spin-3 charges are given by the integral on a closed d−2 surface of the on-shell closed (d−2)-form
k[Λ] =
1
2(d− 2)! k
[µν][Λ] µνρ3···ρddx
ρ3 · · · dxρd , (9.2.48)
with
k[µν][Λ] =
√−g¯
{
ϕρσ
[µ∇¯ν]Λρσ + ϕρ∇¯[µΛν]ρ + Λρσ∇¯[µϕν]ρσ
+ Λρ
[µ|
(
2 ∇¯|ν]ϕρ + ∇¯ρϕ|ν] − 2 ∇¯· ϕ|ν]ρ
)}
.
(9.2.49)
Here we went back to a manifestly covariant notation as in (9.C.2), while square brackets denote an
antisymmetrisation. The closure of k[Λ] – from which conservation of the charges follows – requires
that the traceless parameter Λµν satisfies the Killing tensor equation (9.2.26). By integrating
(9.2.48) on a d− 2 sphere at fixed time and radial distance from the origin and using (9.2.19), one
obtains ∫
d d−2Si k0i[Λ] = − 1
3
(Q1[ξ] +Q2[λ]) +
∫
d d−2Si
√
g
(
Ki1 +K
i
2
)
. (9.2.50)
7See also Appendix D of [18], where the methods of [16, 18] are applied to Hamiltonian actions to discuss the
equivalence between canonical and covariant derivations of surface charges.
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One thus recovers the canonical charges (9.2.18) plus a contribution that vanishes after integration
since
Ki1 = ∇j
[
λ[iϕj] − f−1
(
λ[iN j] − 4 ξk[iN j]k
)]
(9.2.51)
is a total derivative on the sphere, while
Ki2 =−
3
f
(
gijNkl − gklN ij) ∇¯(jΛkl) + 3
f
(
ϕijk − gijϕk + f−1gijN k) ∇¯(0Λjk)
− 3
2f2
(
gijα+ 2f−1
(
N ij + gijN
)) ∇¯(0Λ0j) +N i ∇¯· Λ0 (9.2.52)
vanishes identically for parameters that satisfy (9.2.26). The deformation parameters in (9.2.18)
satisfy the Killing tensor equation (9.2.26) at leading order, so that eq. (9.2.50) implies that
the covariant and canonical expressions for the charges coincide asymptotically. Similarly, the
constraint on the Λµν in (9.2.49) can be imposed only asymptotically to capture the infinitely many
conserved charges that we exhibited in three space-time dimensions (see e.g. [17] for a discussion
of 3d gravity in the covariant context).
9.3 Arbitrary spin
In this section we extend most of the previous results to arbitrary spin. To simplify expressions
we resort to an index-free notation: we omit indices and we denote e.g. the n-th trace of the field
ϕµ1···µs by ϕ
[n]. Symmetrised gradients and divergences are denoted by ∇ and ∇·, while in terms
which are quadratic in the fields a contraction of all free indices is understood. A summary of our
conventions is presented in Appendix 9.A.
9.3.1 Constraints and gauge transformations
In Fronsdal’s formulation of the dynamics, a spin-s particle is described by a symmetric tensor of
rank s with vanishing double trace [117]. The action can be cast in the form
S =
∫
d dx
√−g¯
{
− 1
2
∇¯µϕ∇¯µϕ+ s
2
∇¯µϕν∇¯νϕµ −
(
s
2
)
∇¯· ϕµ∇¯µϕ[1] + 1
2
(
s
2
)
∇¯µϕ[1]∇¯µϕ[1]
+
3
4
(
s
3
)
∇¯· ϕ[1]∇¯· ϕ[1] − (s− 1)(d+ s− 3)
L2
ϕ
(
ϕ− 1
2
(
s
2
)
g ϕ[1]
)}
, (9.3.1)
where ϕ[1] denotes a trace and omitted indices are understood to be contracted as e.g. in
∇¯µϕν∇¯νϕµ ≡ ∇¯µϕνρ1··· ρs−1∇¯νϕµρ1··· ρs−1 . (9.3.2)
The action (9.3.1) is invariant under the transformations
δϕ = s ∇¯Λ , Λ[1] = 0 , (9.3.3)
where, as in (9.2.13), a symmetrisation of the indices carried by the gradient and the gauge pa-
rameter is understood.
By splitting the covariant field in time and spatial components one can solve the double-trace
constraint; one can choose e.g. to encode the independent components of the spin-s field in the
traceful spatial tensors ϕi1···is , ϕ0i1···is−1 , ϕ00i1···is−2 and ϕ000i1···is−3 . Within this set one has to
distinguish between canonical variables and Lagrange multipliers. As discussed in section 9.2.2,
combinations whose variations (9.3.3) do not contain time derivatives are canonical variables having
conjugate momenta such that the Legendre transformation is invertible. These are the spatial
components ϕi1···is of the field and
αi1···is−3 ≡ f−3ϕ000i1···is−3 − 3f−1gklϕ0i1···is−3kl , (9.3.4)
where f denotes the lapse in a static parametrisation of the AdS metric as in (9.2.4). The re-
maining independent components of the covariant field are Lagrange multipliers (see their gauge
transformations in (9.B.6)). We denote them as
Ni1···is−2 ≡ f−1ϕ00i1···is−2 , Ni1···is−1 ≡ ϕ0i1···is−1 . (9.3.5)
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As showed in [180], one can then rewrite the action (9.3.1) in the form
S =
∫
d dx
{
Π ϕ˙+ Π˜ α˙−H−N Cs−2 −N Cs−1
}
, (9.3.6)
where H and the tensorial densities Cs−1 and Cs−2 only depend on the canonical variables and
their conjugate momenta. The latter are related to the other fields by
Π =
√
g
f
[ s2 ]∑
n=0
(
s
2n
)
gn
{
(1− 2n)ϕ˙[n] + (2n− 1)(s− 2n)∇N [n] + 2n(2n− 1)∇·N [n−1]
+
n(s− 2n)
2
f
(
∇α[n−1] − Γα[n−1]
)
+ n(n− 1)f
(
∇· α[n−2] − Γ · α[n−2]
)}
, (9.3.7)
Π˜ =
√
g
f
[ s−12 ]∑
n=1
n
2
(
s
2n+ 1
)
gn−1
{
α˙[n−1] + (s− 2n− 1)∇N [n] + (2n+ 1)∇· N [n−1]
}
, (9.3.8)
where we denoted by Γ the “extrinsic” Christoffel symbol Γ00i defined in (9.2.8). For instance,
Γα[n−1] stands for the symmetrisation of the index carried by Γ00i with the free indices in the
(n− 1)-th trace of the tensor α.
The computation of surface charges does not require knowledge of the Hamiltonian H. For this
reason we refer to [180] for an account of the Hamiltonian form of Fronsdal’s action (in Poincare´
coordinates) and we focus on the constraints, which are relevant for our analysis. As in the
spin-3 case, the constraints Cs−1 = 0 and Cs−2 = 0 are of first class and there are no secondary
constraints [180]. Consequently, they can be reconstructed from the gauge transformations they
generate, i.e. from (9.3.3). More specifically, one can compute
G[ξ, λ] =
∫
dd−1x (ξ Cs−1 + λ Cs−2) +Q1[ξ] +Q2[λ] (9.3.9)
by integrating the variations
δϕ =
δG[ξ, λ]
δΠ
, δΠ = −δG[ξ, λ]
δϕ
, δα =
δG[ξ, λ]
δΠ˜
, δΠ˜ = −δG[ξ, λ]
δα
, (9.3.10)
that one can derive from (9.3.3). In the previous expressions ξ and λ are tensors of rank s− 1 and
s− 2, like the constraints with whom they are contracted.
Following this procedure, one obtains for the time-like spin-s diffeomorphisms,
Cs−2 = − s∇·Π−√g
[ s−12 ]∑
n=0
(
s
2n+ 1
)
gn
{
n
[
(2n+ 1)4+mn
2
α[n−1]
+ (n− 1)(2n+ 1)∇· ∇· α[n−2] + (s− 2n− 1)4n+ 1
2
∇∇· α[n−1] +
(
s− 2n− 1
2
)
∇2α[n]
+ (2n+ 1) Γk
(
(n− 1)∇· α[n−2] k + 1
2
∇kα[n−1]
)
+ (s− 2n− 1)
(
2n+ 1
2
Γ∇· α[n−1]
+(n+ 1)Γk∇α[n−1] k − 4n+ 3
2
Γ Γ · α[n−1]
)
− (2n+ 1)(n− 1) ΓkΓl α[n−2] kl
− 2n+ 1
2
(Γ · Γ)α[n−1]
]
+ (n+ 1)
(
s− 2n− 1
2
)(
Γ∇α[n] − Γ2α[n−1]
)}
, (9.3.11)
where 4 ≡ gij∂i∂j and the mass coefficients in the first line read
mn =− (2n+ 1) [(s− 2n− 1)(d+ s− 2n− 5) + (d+ 4s− 11)− 2n(2n− 1)]
+ 2(n+ 1)(s− 2n− 1) . (9.3.12)
In several contributions we displayed some indices in order to avoid ambiguities as e.g. in
gn Γk∇α[n−1] k ≡ gii · · · gii︸ ︷︷ ︸
n times
Γ00k∇iαkis−2n−2 l2n−2 gll · · · gll︸ ︷︷ ︸
n− 1 times
. (9.3.13)
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On the right-hand side of (9.3.13), we also denoted symmetrisations by repeated covariant or
contravariant indices, while the indices carried by a tensor are denoted by a single label with a
subscript indicating their total number.
The constraint which generalises the generator of spatial diffeomorphisms reads instead
Cs−1 = 3∇Π˜ + (s− 3) g∇· Π˜−√g
[ s2 ]∑
n=1
n
(
s
2n
)
gn−1
{
(n4−m′n)ϕ[n]
+ (n− 2)(2n− 1)∇· ∇· ϕ[n−1] + (4n− 3)(s− 2n)
2
∇∇· ϕ[n] +
(
s− 2n
2
)
∇2ϕ[n+1]
− (2n+ 1)(s− 2n)
2
Γk∇ϕ[n] k − s− 2n
2
Γ
[
(s− 2n− 1)∇ϕ[n+1] + 2(n− 1)∇· ϕ[n]
]
− (n− 1) Γk
[
(2n− 1)∇· ϕ[n−1] k +∇kϕ[n]
]
+
(
s− 2n
2
)
Γ2ϕ[n+1]
+
(4n− 1)(s− 2n)
2
Γ Γ · ϕ[n] + (n− 1)
[
(2n− 1) ΓkΓlϕ[n−1] kl + (Γ · Γ)ϕ[n]
]}
, (9.3.14)
where the mass coefficients in the first line are
m′n = 2n(s− 2n)(D + s− 3)− 4n2(s− 5) + 2n(3D + 6s− 26)− (4D + 5s− 22) . (9.3.15)
The gauge variations of coordinates and momenta that we used to derive (9.3.11) and (9.3.14) are
collected in Appendix 9.B.2.
The boundary terms in (9.3.9) that cancel the contributions from the integrations by parts
needed to rewrite the variation of the generator as a bulk integral are
Q1[ξ] =
∫
dd−2Sk
{
s ξΠk +
√
g
[ s−12 ]∑
n=1
n
2
(
s
2n+ 1
){
(2n+ 1) ξ[n]
[∇kα[n−1]
+ 2(n− 1)∇· α[n−2] k]− (2n+ 1)α[n−1][∇kξ[n] + 2(n− 1)∇· ξ[n−1] k]
+ (s− 2n− 1) ξ[n] k[(4n+ 1)∇· α[n−1] + (s− 2n− 2)∇α[n]]
− (s− 2n− 1)α[n−1] k[(4n+ 1)∇· ξ[n] + (s− 2n− 2)∇ξ[n+1]]
+ (2n+ 1)
[
ξ[n]
[
Γkα[n−1]+ 2(n− 1) Γ · α[n−2] k]+ 2nα[n−1]Γ · ξ[n−1] k]
+ (s− 2n− 1) [(2n+ 1) ξ[n]Γα[n−1] k + 2(n+ 1)α[n−1]Γ ξ[n] k]}} ,
(9.3.16a)
Q2[λ] =
∫
dd−2Sk
{
− 3λk Π˜− (s− 3)λ[1]Π˜k +√g
[ s2 ]∑
n=0
n
(
s
2n
){
λ[n−1]
[
n∇kϕ[n]
+ (n− 2)(2n− 1)∇· ϕ[n−1] k
]
+
s− 2n
2
λ[n−1] k
[
(s− 2n− 1)∇ϕ[n+1]
+ (4n− 3)∇· ϕ[n]
]
− ϕ[n]
[
n∇kλ[n−1] + (n− 1)(2n− 1)∇· λ[n−2] k
]
− s− 2n
2n
ϕ[n] k
[
(n− 1)(s− 2n− 1)∇λ[n] + n(4n− 3)∇· λ[n−1]
]
− (n− 1)λ[n−1]
[
(s− 2n)Γϕ[n] k + (2n− 1)Γ · ϕ[n−1] k + Γkϕ[n]
]
− s− 2n
2
λ[n−1] k
[
(s− 2n− 1)Γϕ[n+1] + (2n+ 1)Γ · ϕ[n]
]}}
.
(9.3.16b)
Again, as for spin-3, to obtain (9.3.16) we took advantage of the linear dependence on the fields
of the variations δQ1 and δQ2, which implies their integrability. We also fixed the integration
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constants to zero on the zero solution.8 The resulting Q1 and Q2 are the surface charges: in the
following we shall introduce boundary conditions on the canonical variables and on deformation
parameters generating asymptotic symmetries. In section 9.3.3 we shall show how these conditions
simplify asymptotically (9.3.16) and we shall verify that the resulting spin-s charges are finite and
non-vanishing.
9.3.2 Boundary conditions and asymptotic symmetries
As in the spin-3 case, we derive boundary conditions on the canonical variables from the falloff
at spatial infinity of the solutions of Fronsdal’s equation in a convenient gauge, adopting the
subleading branch. This is recalled in Appendix 9.C: in the coordinates (9.2.21), the relevant
solutions behave at spatial infinity (r →∞) as
ϕI1···Is = r
3−d TI1···Is(xM ) +O(r1−d) , (9.3.17a)
ϕr···rI1···Is−k = O(r3−d−3k) , (9.3.17b)
where capital Latin indices denote again directions transverse to the radial one. The symmetric
boundary tensor TI1···Is is a traceless conserved current :
∂JϕJI1···Is−1 = η
JKϕJKI1···Is−2 = 0 . (9.3.18)
For s = 2 the fall-off conditions on hIJ and hrI agree with those proposed for non-linear Einstein
gravity in eq. (2.2) of [129]. Our hrr decays instead faster at infinity; the mismatch can be
interpreted anyway as a radial gauge fixing, as discussed in sect. 2.1 of [63]. For d = 3, (9.3.17)
also agrees with the boundary conditions in eq. (5.3) of [63], with the same provisos as those
discussed for the spin-3 case in section 9.2.3.
From (9.3.17) one obtains the boundary conditions on half of the canonical variables:
ϕα1···αs = r
3−d Tα1···αs +O(r1−d) , (9.3.19a)
ϕr···rα1···αs−k = O(r3−d−3k) , (9.3.19b)
αα1···αs−3 = −2 r−d T000α1···αs−3 +O(r−d−2) , (9.3.19c)
αr···rα1···αs−3−k = O(r−d−3k) , (9.3.19d)
where Greek indices from the beginning of the alphabet denote angular coordinates on the d − 2
sphere. The boundary conditions on the momenta are determined by making use of (9.3.17) in the
definitions (9.3.7) and (9.3.8):
Πr···rα1···αs−k =
{ O(r−1−2(s−k)) , k = 2m− 2 ,
O(r−2(s−k)) , k = 2m− 1 ,
(9.3.20a)
Π˜r···rα1···αs−3−k =
{ O(r2−2(s−k)) , k = 2m− 2 ,
O(r3−2(s−k)) , k = 2m− 1 ,
(9.3.20b)
with m a positive integer. For arbitrary spin, the components actually contributing to the charges
are only Πrα1···αs−1 and Π˜rα1···αs−4 , whose dependence on the boundary current TI1···Is is detailed,
respectively, in (9.E.10) and (9.E.13).
The deformation parameters that generate, via (9.3.9) and (9.3.10), gauge transformations
preserving the boundary conditions behave at spatial infinity as
ξα1···αs−1 = χα1···αs−1 +O(r−2) , ξr···rα1···αs−1−k = O(rk) , (9.3.21a)
λα1···αs−2 = −2 r χ0α1···αs−2r +O(r−1) , λr···rα1···αs−2−k = O(r1+k) , (9.3.21b)
8The latter operation requires some care in d = 3, where it is customary to assign the negative energy M = −1/8G
to AdS3. To this end, one can either introduce an integration constant in (9.3.16) for s = 2 or declare that the
vacuum is identified by a corresponding non-trivial TIJ in the boundary conditions specified below in (9.3.17).
This modification of the background metric does not affect the final expression for the charges (9.3.24), since it
introduces only corrections that vanish at the boundary. It however allows a direct match with the conventions of
the Chern-Simons formulation [142,60] (see e.g. (9.3.26)).
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where χI1···Is−1 is a traceless conformal Killing tensor for the Minkowski metric ηIJ [99], satisfying
∂(I1χI2···Is) −
s− 1
d+ 2(s− 2)− 1 η(I1I2 ∂ · χI3···Is) = 0 , ηJKχ
JKI1···Is−3 = 0 . (9.3.22)
The conditions (9.3.21) and (9.3.22) can be derived as for the spin-3 case discussed in section 9.2.4.
We refrain from detailing the analysis of asymptotic symmetries also for arbitrary spin because
only the information on the leading terms displayed in (9.3.21) is relevant for the computation
of charges. The existence of non-trivial asymptotic symmetries – in which part of the subleading
terms in (9.3.21) are fixed in order to preserve (9.3.17) – is again guaranteed by the existence
of traceless Killing tensors for the AdS background (see e.g. [211, 26, 15]). The latter solve the
equations
∇¯(µ1Λµ2···µs) = 0 , Λρρµ1···µs−3 = 0 , (9.3.23)
and generate gauge transformations preserving the vacuum solution ϕµ1···µs = 0, which is trivially
included in the boundary conditions (9.3.17).
9.3.3 Charges
The computation of asymptotic charges for arbitrary integer spin s is performed following similar
steps to those for the spin-3 case, although with the contribution of terms that vanish for s = 3, in
both charges and momenta. Using the coordinates (9.2.21) and the asymptotic behaviour of the
canonical variables (9.3.19)–(9.3.21) one sees that the only terms that contribute to (9.3.16) at the
boundary are
lim
r→∞Q1[ξ] = s
∫
dd−2x
{
ξΠr +
√
g
[ s−12 ]∑
n=1
n
2
(
s− 1
2n
){
ξ[n]
[
∇rα[n−1] − Γrα[n−1]
+ 2(n− 1)∇ · α[n−2] r
]
− α[n−1]
[
∇rξ[n] + 2(n− 1)∇ · ξ[n−1] r
]}} (9.3.24a)
and
lim
r→∞Q2[λ] =
∫
dd−2x
{
− (s− 3)λ[1]Π˜r+√g
[ s2 ]∑
n=0
n
(
s
2n
){
λ[n−1]
[
(n− 2)(2n− 1)∇· ϕ[n−1] r
+n∇rϕ[n]
]
− ϕ[n]
[
n∇rλ[n−1] + (n− 1)
(
(2n− 1)∇ · λ[n−2] r + Γrλ[n−1]
)]}}
, (9.3.24b)
where, as in (9.2.41), all omitted indices (including those involved in traces) take values in the
d− 2 sphere at infinity.
The explicit form of these contributions in terms of the boundary current and of the boundary
conformal Killing tensor that generate asymptotic symmetries is (see Appendix 9.E for details)
lim
r→∞Q1 = C
∫
dd−2x
[(s−1)/2]∑
n=0
(
s− 1
2n
)
(χ[n])αs−2n−1(T [n])0αs−2n−1 , (9.3.25a)
lim
r→∞Q2 = C
∫
dd−2x
[s/2]∑
n=1
(
s− 1
2n− 1
)
(χ[n−1])0αs−2n(T [n])αs−2n , (9.3.25b)
with C = s(d + 2s− 5). For better clarity, we specified the number of angular indices omitted in
(9.3.24), and we recall that traces are understood to follow from contractions with the metric gαβ
on the d− 2 sphere. Taking advantage of the trace constraints on both TIs and χIs−1 , the sum of
the two charges partly covariantises in the indices transverse to the radial direction as in (9.2.43):
Q ≡ lim
r→∞(Q1 +Q2) = C
∫
dd−2x
s−1∑
n=0
(
s− 1
n
)
χ
n︷︸︸︷
0···0αs−n−1T0···0︸︷︷︸
n+1
αs−n−1
= s(d+ 2s− 5)
∫
dd−2xχIs−1T0Is−1 .
(9.3.26)
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The charge Q is manifestly preserved by time evolution, since it is the integral of the time compo-
nent of a current which is conserved thanks to (9.3.18) and (9.3.22). The final rewriting of Q also
manifests a chiral splitting in three space-time dimensions as in (9.2.45).
9.4 Summary and further developments
We identified surface charges in AdS Fronsdal’s theory as the boundary terms which enter the
canonical generator of gauge transformations. This gives the charges (9.2.18) in the spin-3 example
and the charges (9.3.16) in the spin-s case. As discussed at the end of section 9.2.5, these results are
the analogues of the higher-spin charges identified by covariant methods in [15]. They are conserved
when evaluated on-shell and on deformation parameters which generate gauge transformations
leaving the AdS background strictly invariant. Both conditions can be however weakened: the
field equations need to be fulfilled only asymptotically through suitable boundary conditions on
the canonical variables and the residual gauge transformations need only to preserve these boundary
conditions, without being exact Killing tensors everywhere.9 This is the typical setup within the
canonical approach we employed [195, 30], and it allows one to discover infinitely many conserved
charges in three space-time dimensions. We specified boundary conditions in sects. 9.2.3 and 9.3.2
and the resulting, greatly simplified, asymptotic expression for the charges are collected in (9.2.41)
for the spin-3 example and in (9.3.24) for the spin-s case. We also showed that, with our choice of
boundary conditions, the asymptotic charges can be rearranged so as to result from the integral
of the time component of a conserved current, built from the contraction of a boundary conserved
current with a conformal Killing tensor (see (9.2.42) and (9.3.25)). This form of our outcome allows
a direct contact with the charges associated to the global symmetries of the boundary theory in
AdS/CFT scenarios (compare e.g. with [123]).
Although we worked in the linearised theory, the fact that the conservation of the asymptotic
charges (9.2.41) or (9.3.24) only relies on the boundary conditions (9.2.22) or (9.3.17) suggests
that both charges and boundary conditions may remain valid when switching on interactions,
at least in certain regimes, – the idea being that asymptotically the fields become weak and
the linearised theory applies. This expectation is supported by notable examples: our charges
and fall-off conditions coincide with those obtained within the canonical formulation of gravity
[1, 143, 46, 129] and within the Chern-Simons formulation of higher-spin gauge theories in three
space-time dimensions [142,60,63]. Color charges in Yang-Mills can be obtained through a similar
procedure [2]. See also e.g. [16] for more examples of models in which surface charges are linear in
the fields.
In spite of these reassuring concurrencies, one should keep two important facts in mind.
• For AdS Einstein gravity coupled to scalar matter, the scalar field might have a back-reaction
on the metric that is sufficiently strong to force a weakening of the boundary conditions
[139, 148, 140, 138]. This observation is relevant in the present context because all known
interacting higher-spin theories in more than three space-time dimensions have a scalar field
in their spectra. One can thus foresee both additional non-linear contributions to the charges
and relaxed boundary conditions when considering backgrounds with non-trivial expectation
values for scalar fields. For instance, the boundary conditions of the scalar greatly influence
the nature of the boundary dual within the AdS/CFT correspondence [123,67]. As the pure-
gravity analysis played an important role in paving the way to the study of scalar couplings,
we expect nevertheless that our results will be important to attack the more general analysis
of higher-spin interacting theories, e.g. in a perturbative approach. We defer the study of
these interesting questions to future work.
• Second, we focused on the subleading branch of the boundary conditions. How to include the
other branch, or a mixture of the two, has been investigated in the Hamiltonian asymptotic
analysis for scalar fields, where nonlinearities may arise [139, 148, 140]. This question is of
course of definite importance for higher spin holography [159,224,124].
9Alternatively one can fix the gauge everywhere and not only asymptotically, and classify the gauge transforma-
tions preserving it; see sect. 2 of [19] for more comments on the relation between asymptotic conditions and gauge
fixings.
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Even when the surface integrals are determined by the linear theory without nonlinear correc-
tions, the interactions play a crucial role in the study of the asymptotic symmetry algebra. This
can be seen in many ways. For instance, the Poisson bracket of charges, that is their algebra, can
be derived from their variation under gauge transformations preserving the boundary conditions.
However, as shown in sects. 9.2.4 and 9.3.2, in the linearised theory the charges are left invariant
by asymptotic symmetries in all space-time dimensions except d = 3 (but there the variation only
gives rise to a central term in the algebra). The fact that one must include interactions in order to
derive the asymptotic symmetry algebra is not a higher-spin feature, though. In general relativity,
although the surface charges are correctly reproduced by the linear theory, one has to know how
the metric transforms under diffeomorphisms (and not only under their linearised version) in order
to obtain the algebra of asymptotic symmetries (see e.g. [46,45]). A similar phenomenon arises for
color charges in Yang-Mills theory.
This mechanism is also clearly displayed by the comparison between sects. 9.2.4 and 9.3.2
and the similar analysis performed in d = 3 in [63], where the effect of gravitational couplings
and of the self-interactions of higher-spin fields manifests itself in the non-linear variations of the
linear charges. Similarly, higher-spin Lie algebras emerge when considering commutators of gauge
transformations induced by cubic vertices and restricted to gauge parameters that at linearised
level leave the AdS background invariant [41, 166]. It will be interesting to compare this analysis
with that of surface charges developed in this and the related papers [15,65]. Note that the analysis
of asymptotic symmetries in [67,193] also involves ingredients that go beyond the linearised regime,
like the full knowledge of the higher-spin gauge algebra on which the bulk theory is built upon.
Let us finally point out other possible extensions. Our results apply to any space-time dimension
but they do not cover all possible bosonic higher-spin gauge theories. When d > 4, mixed symmetry
fields (see e.g. [58] for a review) are a new possibility. In AdS they loose almost all gauge symmetries
they display in flat space, but the remaining ones should give rise to conserved charges generalising
those discussed in this chapter. An analysis along the lines we followed for symmetric fields may
start from the actions of [59], which constitutes at present the closest generalisation of the Fronsdal
action known in closed form. Partially massless fields [86,89,232] are other gauge fields which can
be defined on constant curvature backgrounds and have less gauge symmetry than Fronsdal’s fields.
This generalisation comprises gauge fields that do not propagate unitarily on AdS. It would be
interesting to investigate whether one can define in this case boundary conditions allowing for
non-trivial residual symmetries and supporting consequently non-trivial conserved charges. How
such charges, if they exist, would fit with the classical instability of the partially massless theories
would also deserve to be understood.
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Appendix
9.A Notation and conventions
We adopt the mostly-plus convention for the space-time metric and we denote by d the dimension
of space-time. The AdS radius L is defined as
[∇¯µ , ∇¯ν ]Vρ = 1
L2
(gνρVµ − gµρVν) . (9.A.1)
In the static coordinates (9.2.2) the spatial metric satisfies (9.A.1) as the full space-time metric
provided one substitutes everywhere µ, ν → i, j.
We distinguish between four types of indices, depending on whether the time and/or radial co-
ordinates are included or not. Greek letters from the middle of the alphabet include all coordinates,
small Latin letters include all coordinates except t, capital Latin letters include all coordinates ex-
cept r, while Greek letters from the beginning of the alphabet denote angular coordinates on the
unit d− 2 sphere. In summary:
µ, ν, . . . ∈ {t, r, φ1, . . . , φd−2} , i, j, . . . ∈ {r, φ1, . . . , φd−2} ,
I, J, . . . ∈ {t, φ1, . . . , φd−2} , α, β, . . . ∈ {φ1, . . . , φd−2} . (9.A.2)
Indices between parentheses (or square brackets) are meant to be (anti)symmetrised with weight
one, i.e. one divides the (anti)symmetrised expression by the number of terms that appear in it,
so that the (anti)symmetrisation of a (anti)symmetric tensor is a projection.
In section 9.2 omitted indices denote a trace, whose precise meaning depends on the context:
in covariant expressions a contraction with the full space-time metric gµν is understood, while
contractions with the spatial metric gij or with the boundary metric gIJ are understood in formulae
displaying the corresponding types of indices.
In most of section 9.3 we omit instead all indices: in linear expressions we elide all free indices,
which are meant to be symmetrised, while in expressions quadratic in the fields omitted indices
are meant to be contracted. In order to avoid ambiguities, however, in some terms we display
explicitly a pair of contracted indices, continuing to elide the remaining ones. Traces, symmetrised
gradients and divergences are denoted by
ϕ[n] ≡ ϕµ1···µs−2nλ1···λnλ1···λn , ∇¯ϕ ≡ ∇¯(µ1ϕµ2···µs+1) , ∇¯ · ϕ ≡ ∇¯λϕλµ1···µs−1 . (9.A.3)
We recalled here covariant expressions as an example, but contractions may also run only over
spatial or transverse indices depending on the context. Similar shortcuts are adopted to denote
symmetrisations or contractions with the “extrinsic” Christoffel symbol (9.2.8):
Γϕ ≡ Γ00(i1ϕi2···is+1) , Γ · ϕ ≡ gklΓ00kϕli1···is−1 . (9.A.4)
In Appendix 9.C and in some expressions of section 9.3 we reinstate indices with the following
convention: repeated covariant or contravariant indices denote a symmetrisation, while a couple of
identical covariant and contravariant indices denotes as usual a contraction. Moreover, the indices
carried by a tensor are substituted by a single label with a subscript indicating their total number.
For instance, the combinations in (9.A.3) may also be presented as
ϕ[n] = ϕµs−2n , ∇¯ϕ = ∇¯µϕµs , ∇¯ · ϕ ≡ ∇¯λϕλµs−1 . (9.A.5)
Finally, our Hamiltonian conventions are [q, p] = 1 and F˙ = [F,H].
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9.B Hamiltonian form of Fronsdal’s action
This appendix collects some additional details on the rewriting of spin-3 Fronsdal’s action in
Hamiltonian form and on the derivation of first class constraints in the spin-s case.
9.B.1 Spin 3
Integrating by parts the time derivative, one can eliminate on any static background all terms with
N˙i and N˙ij which appear in the expansion in components of the Fronsdal action (9.2.1). This is
because the lapse does not depend on time, so that this step of the computation works as in flat
space. Eliminating time derivatives from Ni and Nij , however, does not suffice to identify them
as Lagrange multipliers: one must also verify that they enter linearly the action. The cancellation
of the quadratic terms requires instead that the metric (9.2.2) be of constant curvature since in
general
S = SFronsdal +
∫
d dx
3
√
g
2f
{
f
(
R0ij
0 − 1
L2
gij
)(
2Nkϕijk −N iϕj − gijNα
)
+ 4
[
N ij [∇k ,∇i]Njk + d
L2
(
NijN
ij +N2
)−R0ij0(N ikN jk + 2N ijN + gijN2)]
−
[
N i[∇j ,∇i]N j + 2d
L2
NiN i −R0ij0
(
3N iN j + gijNiN i
)]}
,
(9.B.1)
where SFronsdal is the same action as (9.2.7), with the same H, Ci and Cij , while Rµνρσ denotes
the Riemann tensor of the background. In obtaining this result we used only
Γ000 = Γ
0
ij = Γ
i
0j = 0 , Γ
i
00 = f
2gijΓ00j (9.B.2)
together with (9.2.8), which hold for a generic static metric.
The first line in (9.B.1) would provide an additional contribution to the constraints, that
vanishes on a constant curvature background on account of
Rµνρσ = − 1
L2
(gµρgνσ − gµσgνρ) . (9.B.3)
The second and third lines must instead vanish and this requires (9.B.3). The missing cancellation
of the terms quadratic in Ni and Nij is the counterpart of the loss of the gauge symmetry (9.2.13)
on arbitrary backgrounds. Correspondingly, in the canonical formalism one obtains first class
constraints only on constant curvature backgrounds.
9.B.2 Arbitrary spin
In order to reconstruct the canonical generator of gauge transformations (9.3.9) by integrating
(9.3.10), one has to reconstruct the gauge transformations of the canonical variables from Fronsdal’s
covariant gauge transformation (9.3.3). To this end, one has to set a map between the components
of the covariant gauge parameter Λµ1···µs−1 and the deformation parameters ξi1···is−1 and λi1···is−2
that enter (9.3.9). To obtain dimensions compatible with the action (9.3.6) and to agree with the
spin-3 example, we choose
ξi1···is−1 = Λi1···is−1 , λi1···is−2 = 2f
−1Λ0 i1···is−2 . (9.B.4)
The other components of the covariant gauge parameter are not independent from the ones above
due to Fronsdal’s constraint.
Combining (9.3.3) with (9.B.4) one obtains the following variations for the canonical variables
and their traces:
δϕ[n] = 2n∇· ξ[n−1] + (s− 2n)∇ξ[n] , (9.B.5a)
δα[n] = −(2n+ 3)∇· λ[n] − (s− 2n− 3)∇λ[n+1] . (9.B.5b)
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The gauge transformations of the Lagrange multipliers and their traces are obtained in a similar
fashion:
δN [n] = ξ˙[n] + nf
{
∇· λ[n−1] − Γ · λ[n−1]
}
+
s− 2n− 1
2
f
{
∇λ[n] − Γλ[n]
}
, (9.B.6a)
δN [n] = λ˙[n] + 2f
{
n∇· ξ[n] − (2n+ 1) Γ · ξ[n]
}
+ (s− 2n− 2)f
{
∇ξ[n+1] − 2 Γ ξ[n+1]
}
.
(9.B.6b)
Substituting (9.B.5) and (9.B.6) in the definitions of the momenta (9.3.7) and (9.3.8) one obtains
δΠ =
√
g
[ s2 ]∑
n=0
(
s
2n
)
gn
{
(n− 1)
(
s− 2n
2
)
∇2λ[n] + n
[
(n− 1)(2n− 1)∇· ∇· λ[n−2]
+
(
n4− n(s− 2n)(D + s− 2n− 3) + (2n− 1)(D + 2s− 2n
2 + 4n− 8)
L2
)
λ[n−1]
+
(4n− 3)(s− 2n)
2
∇∇· λ[n−1] + s− 2n
2
Γ
(
(s− 2n− 1)∇λ[n] + (2n+ 1)∇· λ[n−1]
)
+ (n− 1) Γk
(
(s− 2n)∇λ[n−1] k + (2n− 1)∇· λ[n−2] k +∇kλ[n−1]
)]}
, (9.B.7)
δΠ˜ =
√
g
[ s−12 ]∑
n=1
n
2
(
s
2n+ 1
)
gn−1
{
2(n− 1)(2n+ 1)∇· ∇· ξ[n−1]
+ (2n+ 1)
[
4− (s− 2n− 1)(D + s− 2n− 4) + 2(D + 2s− 2n
2 + 3n− 7)
L2
]
ξ[n]
+ (s− 2n− 1)
[
(4n+ 1)∇∇· ξ[n] + (s− 2n− 2)∇2ξ[n+1]
]
− (s− 2n− 1) Γ
[
(s− 2n− 2)∇ξ[n+1] + 2(n+ 1)∇· ξ[n]
]
− (2n+ 1) Γk
[
(s− 2n− 1)∇ξ[n] k + 2n∇· ξ[n−1] k +∇kξ[n]
]}
. (9.B.8)
To derive (9.B.7) and (9.B.8) we used identities that are valid only on a constant-curvature space-
time, as
∇iΓ00j + Γ00iΓ00j = 1
L2
gij (9.B.9)
which follows from (9.B.3). We also commuted covariant derivatives using, for instance,
[∇k,∇ ]λ[n−1] k = − 1
L2
{
(D + s− 2n− 3)λ[n−1] − (s− 2n− 1)gλ[n]
}
. (9.B.10)
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9.C Covariant boundary conditions
In this appendix we recall the falloff at the boundary of AdSd of the solutions of Fronsdal’s equations
of motion (see also e.g. [182,177,159]). To achieve this goal we partially fix the gauge freedom, and
we also exhibit the fall-off conditions on the parameters of the residual gauge symmetry (which
include the traceless Killing tensors of AdSd).
We set the AdS radius to L = 1 and we work in the Poincare´ patch parameterised as
ds2 =
1
z2
(
dz2 + ηIJdx
IdxJ
)
(9.C.1)
In these coordinates the spatial boundary is at z → 0. All results can be easily translated in the
coordinates (9.2.21) used in the main body of the text (z = 1/r), in which the boundary is at
r → ∞. We denote by capital Latin indices all directions transverse to the radial one (including
time).
9.C.1 Falloff of the solutions of the free equations of motion
We wish to study the space of solutions of the Fronsdal equation in AdSd [117, 47] which, in the
index-free notation of section 9.3, reads
ϕ− s ∇¯
(
∇¯ · ϕ− s− 1
2
∇¯ϕ[1]
)
− s
2 + (d− 6)s− 2(d− 3)
L2
ϕ− 2
L2
(
s
2
)
g ϕ[1] = 0 (9.C.2)
To this end it is convenient to partially fix the gauge freedom (9.3.3) by imposing ∇¯ · ϕ = 0 and
ϕ[1] = 0. This gauge is reachable on-shell,10 as it is proven e.g. in sect. 3.1 of [182]. The previous
statement amounts to say that the space of solutions (modulo gauge transformations) of (9.C.2)
is equivalent to the space of solutions of the Fierz system[
− (s2 + (d− 6)s− 2(d− 3))]ϕ = 0 , (9.C.3a)
∇¯ · ϕ = 0 , (9.C.3b)
ϕ[1] = 0 , (9.C.3c)
which also describes the propagation of a free massless particle of spin s in the AdSd background
[175]. Actually the conditions (9.C.3b) and (9.C.3c) do not fix completely the gauge: the Fierz
system admits gauge transformations still of the form δϕ = s∇¯Λ, but with gauge parameters
constrained as
[− (s− 1)(d+ s− 3) ] Λ = 0 , (9.C.4a)
∇¯ · Λ = 0 , (9.C.4b)
Λ[1] = 0 . (9.C.4c)
To analyse the falloff at the boundary of the solutions of the conditions (9.C.3), one has to treat
separately field components with a different number of indices along the z direction. We denote
them as
ϕzkIs−k ≡ ϕz···z I1···Is−k . (9.C.5)
The divergence constraint (9.C.3b) then gives
(z∂z − (d− 2))ϕzµs−1 + z ∂IϕIµs−1 = 0 , (9.C.6)
where Greek letters denote indices that take values in all space-time dimensions (including z). The
trace constraint (9.C.3c) gives instead
ϕzzµs−2 + η
IJϕIJµs−2 = 0 . (9.C.7)
10In flat space one easily sees that one can reach the gauge ∂ · ϕ = ϕ[1] = 0 only on-shell: imposing ϕ[1] = 0
implies ∂ · ξ = 0, but the divergence of the field, which now transforms as δ∂ · ϕ = ξ, is not divergenceless. In the
gauge ϕ[1] = 0 the solutions of the equations of motion satisfy however ϕ− s ∂∂ · ϕ = 0; taking a divergence one
obtains ∂ · ∂ · ϕ = 0 allowing to reach the desired gauge.
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Using (9.C.6) and (9.C.7) the components of the equation of motion (9.C.3a) read[
z2∂2z − (d− 2(s− k + 1)) z∂z − (d+ k − 3)(2s− k − 2)
]
ϕzkIs−k
+ z2ϕzkIs−k − 2(s− k) z ∂Iϕzk+1Is−k−1 + (s− k)(s− k − 1) ηIIϕzk+2Is−k−2 = 0 ,
(9.C.8)
where now  = ηIJ∂I∂J and repeated covariant or contravariant indices denote a symmetrisation,
see e.g. (9.A.5).
Eq. (9.C.6) implies ϕzkIs−k ∼ z∆+k; substituting this ansatz in (9.C.8) the terms in the second
line are subleading for z → 0 and the first line vanishes provided that
ϕz···z I1···Is−k ∼ z∆±+ k with
{
∆+ = d− 3
∆− = 2− 2s
. (9.C.9)
For s = 0 one recovers the asymptotic behaviour of the conformally coupled scalar of mass m2 =
−2(d − 3) that enters the Vasiliev equations. For higher spins the subleading ∆+ branch gives
the boundary conditions usually considered within the AdS/CFT correspondence [123, 193] and
adopted in the text, while the ∆− branch has been considered in a holographic setup in [159,224,
124].
9.C.2 Residual gauge symmetry
The constraints (9.C.4) force the gauge parameters to have a precise fall off at the boundary, which
can be determined as above. The divergence and trace constraints give again
(z∂z − (d− 2)) Λzµs−2 + z ∂IΛIµs−2 = 0 , (9.C.10a)
Λzzµs−3 + η
IJΛIJµs−3 = 0 . (9.C.10b)
Eq. (9.C.10a) implies ΛzkIs−k−1 ∼ zΘ+k and using the relations above in (9.C.4a) one gets[
z2∂2z − (d− 2(s− k)) z∂z − (d+ k − 1)(2s− k − 2) + z2
]
ΛzkIs−k−1
− 2(s− k − 1) z∂IΛzk+1Is−k−2 + (s− k − 1)(s− k − 2) ηIIΛzk+2Is−k−3 = 0 .
(9.C.11)
This equation is identical to (9.C.8), apart from the shift s→ s− 1 and a modification in the mass
terms which implies that the first line vanishes asymptotically when
ξz···z I1···Is−k−1 ∼ zΘ±+ k with
{
Θ+ = d− 1
Θ− = 2− 2s
. (9.C.12)
We solved a second order equation and, as a result, we obtained two allowed asymptotic be-
haviours for the gauge parameters. On the contrary, the Killing equation (9.3.23) is of first order
and Killing tensors admit only a given boundary falloff. To fix it, notice that the AdS background
is left invariant by the same set of gauge transformations in both Fronsdal’s and Fierz’s formu-
lations: the gauge parameters are traceless in both setups and a traceless Killing tensor is also
divergenceless thanks to
gαα∇¯αΛαµs−2 = −
s− 2
2
gαα∇¯µΛααµs−2 = 0 . (9.C.13)
Traceless Killing tensors must therefore display one of the two boundary behaviours above. The
Killing equation ∇¯µξµs−1 = 0 branches in components as
[z∂z + (2s− k − 2)] ΛzkIs−k−1 =
s− k − 1
k + 1
[−z ∂IΛzk+1Is−k−2 + (s− k − 2)ηIIΛzk+2Is−k−3] .
(9.C.14)
The right-hand side is subleading, and one thus sees that Killing tensors belong to the Θ− branch
of (9.C.12).
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9.C.3 Initial data at the boundary
In this subsection we recall the constraints on the initial data at the boundary imposed by diver-
gence and trace constraints, and how the number of independent components is further reduced by
the residual gauge symmetry. To this end we denote the leading contributions in the ∆+ branch
by
ϕIs = z
∆+TIs(xJ) +O
(
z∆++2
)
, (9.C.15a)
ϕzkIs−k = z
∆++k t
(k)
Is−k(x
J) +O(z∆++k+2) , 1 ≤ k ≤ s , (9.C.15b)
and the leading contributions in the ∆− branch by
ϕIs = z
∆−ΦIs(x
J) +O(z∆−+2) , (9.C.16a)
ϕzkIs−k = z
∆−+k φ
(k)
Is−k(x
J) +O(z∆−+k+2) , 1 ≤ k ≤ s . (9.C.16b)
The subleading terms can be expressed in terms of the leading ones via the field equations (see
e.g. [177]).
The tensors TIs and ΦIs are boundary fields of conformal dimensions, respectively, ∆c = d+s−3
and ∆s = 2 − s. They thus correspond to the conserved currents and shadow fields of [176].11
Note that ∆c + ∆s = d− 1, i.e. the sum of conformal dimensions is equal to the dimension of the
boundary. Therefore the coupling ΦIsTIs is conformally invariant. In the AdS/CFT jargon ΦIs is
a source and TIs is the corresponding vev.
The trace constraint (9.C.7) then implies that all tensors on the right-hand side of (9.C.15) and
(9.C.16) are traceless, since the trace of ϕzkIs−k is subleading with respect to the traceless part.
The divergence constraint (9.C.6) has instead different consequences in the two branches: in the
∆+ branch of vevs one obtains
∂ · TIs−1 = 0 , (9.C.17a)
t
(k+1)
Is−k−1 = −
1
k
∂ · t(k)Is−k−1 , 1 ≤ k ≤ s , (9.C.17b)
while in the ∆− branch of sources one obtains
φ
(k+1)
Is−k−1 =
1
d+ 2s− k − 5 ∂ · φ
(k)
Is−k−1 , 0 ≤ k ≤ s , (9.C.18)
where φ
(0)
Is
≡ ΦIs and where divergences are meant to involve sums only over indices transverse to
z. Eq. (9.C.17a) shows that, as expected from its conformal weight, T is a conserved current. Up
to this point t(1) is instead an arbitrary tensor (but we still have to consider the residual gauge
symmetry), while all other tensors in (9.C.15) are not independent. In the other branch the only
independent tensor is instead Φ, whose number of independent components is the same as those
of T plus t(1).
The residual gauge symmetry is generated by
ΛzkIs−k−1 = z
Θ++k ξ
(k)
Is−k−1(x
J) +O(zΘ++k+2) , (9.C.19)
or
ΛzkIs−k−1 = z
Θ−+k ε
(k)
Is−k−1(x
J) +O(zΘ−+k+2) . (9.C.20)
In the following we shall often denote ξ(0) by ξ and ε(0) by ε. As for the fields, the trace constraint
(9.C.10b) imposes that all tensors in (9.C.19) and (9.C.20) be traceless. For gauge parameters the
11If one performs a dilatation xµ → λxµ the tensor ϕI1···Is transforms as ϕI′s = λ−sϕIs , while on the right-hand
side of (9.C.15a) or (9.C.16a) one has z′∆± = λ∆±z∆± . As a result, T and Φ must transform as TI′s = λ−(∆++s)TIs
and ΦI′s = λ
−(∆−+s)ΦIs , from where one reads the conformal dimensions. To obtain a direct matching between the
exponents ∆± and the conformal dimensions, one can contract all indices with the (inverse) vielbein eµM = z−1 δµM
as e.g. in [159].
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divergence constraint (9.C.10a) has instead the same form in both branches:
ξ
(k+1)
Is−k−2 = −
1
k + 2
∂ · ξ(k)Is−k−2 , 0 ≤ k ≤ s− 1 , (9.C.21a)
ε
(k+1)
Is−k−2 =
1
d+ 2s− k − 5 ∂ · ε
(k)
Is−k−2 , 0 ≤ k ≤ s− 1 . (9.C.21b)
This means that only the tensors ξIs−1 and εIs−1 are independent.
The components of the field transform as
δϕzkIs−k = k
[
∂z +
2s− k − 1
z
]
Λzk−1Is−k + (s− k)
[
∂IΛzkIs−k−1−
s− k − 1
z
ηIIΛzk+1Is−k−2
]
.
(9.C.22)
In the Θ+ branch the first contribution is leading and gives
δϕzkIs−k = k(d+ 2s− 3)zd−3+kξ(k−1)Is−k +O(zd−1+k) . (9.C.23)
These gauge transformations act naturally on vevs, where they induce
δTIs = 0 , δt(1)Is−1 = (d+ 2s− 3)ΛIs−1 . (9.C.24)
The tensor t(1) is thus a Stueckelberg field that can be eliminated using the residual symmetry
generated by ξ and the solution is fully specified by the conserved current T .
In the Θ− branch the coefficient of the leading contribution vanishes, and one obtains
δϕzkIs−k =
z2−2s+k
d+ 2s− 5
[
kε(k−1)Is−k + (s− k)(d+ 2(s− k)− 5) ∂Iε
(k)
Is−k−1
− (s− k)(s− k − 1)(d+ 2s− k − 5) ηIIε(k+1)Is−k−2
]
+O(z4−2s+k) ,
(9.C.25)
where we used the second-order equation (9.C.11) to express the subleading contributions in
Λzk−1Is−k in terms of the leading ones. These gauge transformations act naturally on sources,
where they induce
δΦIs = s ∂IεIs−1 −
s(s− 1)
(d− 1) + 2(s− 2) ηII∂ · εIs−2 (9.C.26)
and similar transformations on the φ(k) = φ(k)(Φ). To obtain (9.C.26) we used (9.C.21b) to
eliminate ε(1). This gauge freedom reduces the number of independent components of ΦIs such
that it becomes identical to that of the conserved current TIs . Moreover, the gauge transformations
(9.C.26) leave invariant the coupling ΦIsTIs .
To summarise, the solutions of the field equations are specified asymptotically either by a
traceless and conserved current TIs or by a traceless tensor ΦIs subjected to the gauge symmetry
(9.C.26). These tensors enter the components transverse to z as in (9.C.15a) and (9.C.16a), while
all other components of the spin-s field are expressed in terms of them via the field equations (or
set to zero by the residual gauge symmetry (9.C.22)).
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9.D Conformal Killing tensors
In this appendix we recall the structure of the general solution of the conformal Killing equations
(9.3.22) and we present it explicitly in the rank-2 case. We also prove the identities (9.2.34) and
(9.2.38), that we used in the analysis of asymptotic symmetries in the spin-3 example.
General solution of the rank-2 conformal Killing equation
When d − 1 > 2, the solutions of the conformal Killing tensor equation (9.3.22) are in one-to-
one correspondence with rectangular traceless Young tableaux with two rows of s− 1 boxes in
d + 1 dimensions [99], that we denote by {s, s}. For instance, a generic conformal Killing vector,
vI = aI−ωI|JxJ +λxI +bK
(
2xIx
K − δIKx2
)
, can be cast in the form vI = ΦMV
M |N ΨIN , where
underlined indices take value in the (d+ 1)-dimensional ambient space R2,d−1 and
V I|J =
 0 2bJ λ−2bI ωI|J −aI
−λ aJ 0
 , ΦI =
 −x2/2xI
1
 , ΨIJ =
 −xIδIJ
0
 . (9.D.1)
A similar characterisation of traceless conformal Killing tensors exists for any value of the rank [99].
In particular, the pattern of tensors in d− 1 dimensions that specify the solution follows from the
decomposition of a traceless {s, s} tensor in d+ 1 dimensions (using the branching rules discussed
e.g. in § 8.8.A of [20]). In the rank-2 case one obtains
{2, 2}o(d+1) = ({2, 2}+ 2 {2, 1}+ 3 {2}+ {1, 1}+ 2 {1}+ 1)o(d−1) . (9.D.2)
Correspondingly, the general solution of (9.2.30) is
χIJ = aIJ +
(
b(IxJ) − 1
d− 1 ηIJ b · x
)
+ ωIJ|K xK + λ
(
xIxJ − 1
d− 1 ηIJ x
2
)
+ ρK|(IxJ)xK +
(
2 cK(IxJ)x
K − cIJ x2 − 2
d− 1 ηIJcKLx
KxL
)
+ ΩIJ|KL xKxL
+
(
2 b˜KxIxJx
K− b˜(IxJ)x2 − 1
d− 1 ηIJ(b · x)x
2
)
+
(
2 ω˜KL|(IxJ)xKxL+ ω˜IJ|KxKx2
)
+ c˜KL
(
4xIxJx
KxL − 4 δK(IxJ)xLx2 + δKIδLJ x4
)
. (9.D.3)
All tensors in this expression are irreducible and traceless, so that e.g. ωIJ|K is symmetric in its
first two indices and satisfies ω(IJ|K) = 0.
When d− 1 = 2, the general solution depends instead on two chiral functions for any value of
the rank. Introducing the light-coordinates x± = t± φ, eqs. (9.3.22) are solved by
χ+···+ = χ(x+) , χ+···+−···− = 0 , χ−···− = χ˜(x−) . (9.D.4)
Proof of eqs. (9.2.34) and (9.2.38)
We wish to prove that the rank-2 conformal Killing equation (9.2.30) implies the identities (9.2.34)
and (9.2.38), which entail the cancellation of the first two subleading orders in δϕIJK . The following
proof is independent on the space-time dimension, but when d > 3 one could also verify these
identities by acting with the differential operators they involve on (9.D.3).
As a first step, one can act with a derivative on the conformal Killing equation, and rewrite
the result as follows
0 = ∂M
(
∂(IχJK) − 2
d+ 1
η(IJ ∂ · χK)
)
= 2
(
∂(M∂IχJK) − 2
d+ 1
η(MI ∂J∂ · χK)
)
− ∂(I∂JχK)M − 1
d+ 1
(
η(IJ|∂M∂ · χ|K) − 2 ηM(I∂J∂ · χK) − η(IJ∂K)∂ · χM
)
.
(9.D.5)
The first term on the right-hand side vanishes since it is the symmetrisation of the left-hand side.
As a result, one discovers that the second line vanishes as well.
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To prove (9.2.34) one needs another identity obtained in a similar fashion:
0 = 3 ∂M∂N
(
∂(IχJK) − 2
d+ 1
η(IJ ∂ · χK)
)
= 10
(
∂(M∂N∂IχJK) − 2
d+ 1
η(MN ∂I∂J∂ · χK)
)
− ∂I∂J∂KχMN (9.D.6)
+
2
d+ 1
{
η(IJ|∂M∂N∂ · χ|K) − 2
(
ηM(I∂J|∂N∂ · χ|K) + ηN(I∂J|∂M∂ · χ|K)
)
− η(IJ∂K)∂(M∂ · χN) + 2
(
ηM(I∂J∂K)∂ · χN + ηN(I∂J∂K)∂ · χM
)
+ ηMN∂(I∂J∂ · χK)
}
.
The first term on the right-hand side – with a symmetrisation over five indices – vanishes again
because it is the symmetrisation of the left-hand side. To reach this expression we also used the
identity derived from (9.D.5).
One can finally contract the result with ηMN obtaining (recall that χMN is traceless):
(d− 1) ∂(I∂J∂ · χK) − η(IJ|
{
∂|K)∂ · ∂ · ∂ · χ− ∂ · χ|K)
}
= 0 . (9.D.7)
By computing two divergences of the conformal Killing equation (9.2.30) one also obtains
 ∂ · χI = −d− 3
2d
∂I ∂ · ∂ · χ , (9.D.8)
so that (9.D.7) implies (9.2.34) for d > 1.
To prove the identity (9.2.38), it is convenient to compute two gradients of (9.2.34) and to
manipulate the resulting expression as in the previous subsection:
0 = 3 ∂M∂N
(
∂(I∂J∂ · χK) − 3
2d
η(IJ∂K)∂ · ∂ · χ
)
= 5
(
∂(M∂N∂I∂J∂ · χK) − 3
2d
η(MN∂I∂J∂K)∂ · ∂ · χ
)
− 2 ∂I∂J∂K∂(M∂ · χN) (9.D.9)
+
3
4d
{
ηMN∂I∂J∂K + 3
(
ηM(I∂J∂K)∂N + ηN(I∂J∂K)∂M
)− 3 η(IJ∂K)∂M∂N} ∂ · ∂ · χ .
The first term on the right-hand side vanishes. Contracting the remaining addenda with ηMN and
taking into account (9.2.36) one obtains (9.2.38).
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9.E Spin-s charges
This appendix is dedicated to provide the reader with some details of the computation of the
asymptotic charges in the general case of spin s. As mentioned in section 9.3, taking into account
the boundary conditions on canonical variables and deformation parameters (9.3.19)–(9.3.21) one
sees that the finite contributions to the charges come from the terms
lim
r→∞Q1[ξ] =
∫
dd−2x
{
A1(Π) +B1(α)
}
, lim
r→∞Q2[λ] =
∫
dd−2x
{
A2(Π˜) +B2(ϕ)
}
, (9.E.1)
where
A1(Π) ≡ s ξΠr , (9.E.2a)
B1(α) ≡ s√g
[ s−12 ]∑
n=1
n
2
(
s− 1
2n
){
ξ[n]
[
∇rα[n−1] + 2(n− 1)∇ · αr[n−2]
]
− α[n−1]
[
∇rξ[n] + 2(n− 1)∇ · ξr[n−1] − Γrξ[n]
]}
, (9.E.2b)
A2(Π˜) ≡ (3− s)λ[1]Π˜r , (9.E.2c)
B2(ϕ) ≡ √g
[ s2 ]∑
n=0
n
(
s
2n
){
λ[n−1]
[
n∇rϕ[n] + (n− 2)(2n− 1)∇ · ϕr[n−1]
]
− ϕ[n]
[
n∇rλ[n−1] + (n− 1)
(
(2n− 1)∇ · λr[n−2] + Γrλ[n−1]
)]}
. (9.E.2d)
At this stage, differently from (9.3.24), the omitted indices in the expressions above still include all
coordinates except time as in (9.3.16). Along the way we shall show that the contributions from
radial components are actually subleading; eventually all omitted indices can thus be considered
to be valued on the d− 2 sphere at infinity as indicated in section 9.3.3.
The contribution of the terms in B1 and B2 is computed in a straightforward fashion using the
boundary conditions (9.3.19) and (9.3.21). As an example, let us consider the first term in B1,
that is
√
g ξ[n]∇rα[n−1]. Displaying explicitly the free indices on each tensor as in Appendix 9.C,
one obtains
√
g grrξis−2n−1∇rαis−2n−1 =
√
g grr
s−2n−1∑
k=0
(
s− 2n− 1
k
)
ξrkαs−k−1∇rαrkαs−k−1 . (9.E.3)
We recall that small Latin indices include all coordinates except time, while Greek indices from
the beginning of the alphabet do not include neither time nor radial directions. We also resorted
to a collective notation for the radial indices as in (9.C.5). Expanding the covariant derivative and
using the boundary conditions one gets
∇rαrkαs−k−1−2n ∼ −2(3− d− k − s) r1−d−3k−2n , (9.E.4)
and so √
g grrξrkαs−k−1−2n∇rαrkαs−k−1−2n ∼ −2(3− d− k − s) r−2k . (9.E.5)
Clearly the only finite contribution when r →∞ comes from the term k = 0 in (9.E.3). This is a
general feature that one also encounters in the analysis of the other contributions in B1 (and more
generally in (9.E.1)). One can compute them along similar lines and find
B1 = C
[ s−12 ]∑
n=1
n(s− 1)!
(2n)!(s− 2n− 1)! χ
2n︷︸︸︷
0···0αs−2n−1T00···0︸︷︷︸
2n
αs−2n−1 , (9.E.6)
with C ≡ s(d+ 2s− 5).
Now let us turn to A1: from (9.3.20) and (9.3.21) one sees that, similarly to e.g. (9.E.5), the
only finite contribution in ξΠr comes from the term ξαs−1Π
rαs−1 . Its computation is however less
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direct since one has to take into account the definition (9.3.7) of the momentum. To illustrate this
point, consider the first term in Πrα1···αs−1 :
Πrαs−1 =
√
g
f
[ s2 ]∑
n=0
(
s
2n
)
(2n− 1)(s− 2n)(gαα)n
[
∇rNαs−2n−1
+ (s− 2n− 1)∇αNrαs−2n−2
]
D1(n) + · · · ,
(9.E.7)
where we have introduced the degeneracy factor D1(n) ≡ 1(2n+1)!!
(
s
2n+1
)−1
, which counts the
number of equivalent terms after the symmetrisation over free indices. Expanding the covariant
derivative and taking advantage of the trace constraint in (9.3.22) one finds
∇rNαs−2n−1 ∼ (4− d− s) r2−d−2n T00···0︸︷︷︸
2n
αs−2n−1 , (9.E.8a)
∇αNrαs−2n−2 ∼ − r2−d−2n T00···0︸︷︷︸
2n
αs−2n−2 , (9.E.8b)
so that
Πrαs−1 ∼
[ s2 ]∑
n=0
(
s
2n
)
(2n− 1)(s− 2n)D1(n)(5− d− 2s+ 2n) r−2 (gαα)nT00···0︸︷︷︸
2n
as−2n−1 . (9.E.9)
Repeating the analysis for the other relevant terms in Πrα1···αs−1 one gets
Πrαs−1 ∼ − s(d+ 2s− 5) r−2
[s/2]∑
n=0
D1(n)
(
s− 1
2n
)
(n− 1) (gαα)nT00···0︸︷︷︸
2n
αs−2n−1 (9.E.10)
and after contracting with the deformation parameter
s ξαs−1Π
rαs−1 ∼ −C
[s/2]∑
n=0
D1(n)I1(n)
(
s− 1
2n
)
(n− 1)χ
2n︷︸︸︷
0···0αs−2n−1T00···0︸︷︷︸
2n
αs−2n−1 , (9.E.11)
where C is the same factor as in (9.E.6), while I1(n) =
(
s−1
2n
)
(2n − 1)!! is a different degeneracy
factor that takes into account the number of non-equivalent terms in Πrαs−1 that give the same
contribution after contraction with ξαs−1 – owing to the complete symmetric character of the latter.
Then by adding up (9.E.6) and (9.E.11) one gets
lim
r→∞Q1 = C
∫
dd−2x
[(s−1)/2]∑
n=0
(
s− 1
2n
)[
n− (n− 1)2
nn!(2n− 1)!!
(2n)!
]
χ
2n︷︸︸︷
0···0αs−2n−1T00···0︸︷︷︸
2n
αs−2n−1
(9.E.12)
thus recovering (9.3.25a) thanks to the identity (2n)! = 2nn!(2n− 1)!! (and taking into account
the trace constraints defined in (9.3.18) and (9.3.22)).
A similar analysis yields
Π˜rαs−4 ∼ − C
2
r−2(s−4)−1
[ s+12 ]∑
n=2
D2(n)
(
s− 1
2n− 1
)
n− 1
s− 2n+ 1(g
αα)n−2(T [n])αs−2n (9.E.13)
from where one obtains
λis−4Π˜
ris−4 ∼ C
[(s+1)/2]∑
n=2
(
s− 1
2n− 1
)
D2(n)I2(n)
(n− 1)
s− 2n+ 1 χ
2n−1︷︸︸︷
0···0αs−2nT0···0︸︷︷︸
2n
αs−2n , (9.E.14)
In the expressions above we have introduced the combinatorial factors
D2(n) =
2n−2(n− 2)!(s− 2n+ 1)!
(s− 3)! , I2(n) =
(
s− 4
2n− 4
)
(2n− 5)!! , (9.E.15)
and (9.E.14) allows one to finally derive (9.3.25b), again taking into account the trace constraints
in (9.3.18) and (9.3.22).
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Chapter 10
Fermi fields
We are now going to extend the results of the previous chapter to fermions. In a completely
similar fashion, we first need to cast the Fang-Fronsdal action in Hamiltonian form. Given that the
action is of first order in the derivatives, this step essentially requires to distinguish the dynamical
variables from the Lagrange multipliers enforcing the first-class constraints that generate the gauge
symmetry. In flat space this analysis has been performed in [7] for fields of arbitrary half-integer
spins and revisited in the spin-5/2 case in [37] and more recently in [56] (see our chapter 5).
Hamiltonian actions involving a different field content – inspired by the frame formulation of
general relativity – have also been considered for higher-spin fermions in both flat [8] and (A)dS
backgrounds [214]. Here we extend the presentation of the spin-5/2 action in [7, 56] to AdS and
(partly) to higher spins.
Once the constraints have been determined, we build the canonical generators of gauge trans-
formations, which contain boundary terms. These boundary terms are non-vanishing in the case
of “improper gauge transformations” [30] – i.e., transformations that take the form of gauge trans-
formations but produce a non-trivial effect on the physical system because they do not go to zero
fast enough at infinity – and are identified with the higher-spin surface charges. Improper gauge
transformations are determined by boundary conformal Killing spinor-tensors (precisely defined
in the text by definite equations), up to proper gauge transformations. Hence, to each conformal
Killing spinor-tensor of the boundary is associated a well-defined higher-spin surface charge.
To illustrate the logic of the procedure, in section 10.1 we first detail the rewriting in canonical
form of the AdS Fang-Fronsdal action for a spin-5/2 Dirac field. We then provide boundary con-
ditions on the dynamical variables and on the parameters of the gauge transformations preserving
them. We finally use this information to evaluate the charges at spatial infinity and we conclude
by discussing the peculiarities of the three-dimensional case. In section 10.2 we move to arbitrary
half-integer spin: first of all we observe that, for the sake of computing charges, it is sufficient
to know the form of the constraints in flat space. We therefore bypass a detailed Hamiltonian
analysis of the AdS theory and we build surface charges from flat-space constraints. We then
present boundary conditions on the dynamical variables inspired by the behaviour at spatial infin-
ity of the solutions of the free equations of motion (recalled in Appendix 10.B) and we verify that
they guarantee finiteness of the charges. We conclude with a summary of our results and with a
number of appendices. Appendix 10.A recalls our conventions while Appendix 10.C discusses the
conformal Killing spinor-tensors which play a crucial role in the study of charges and asymptotic
symmetries.
10.1 Spin-5/2 example
To apply the techniques developed within the canonical formalism to compute surface charges, we
begin by rewriting the AdS Fang-Fronsdal action in a manifestly Hamiltonian form. The charges
are then identified with the boundary terms that enter the canonical generator of improper gauge
transformations. Finally, we propose boundary conditions on the dynamical variables and on the
deformation parameters that give finite asymptotic charges.
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10.1.1 Hamiltonian and constraints
Our starting point is the Fang-Fronsdal action1 for a massless spin-5/2 Dirac field on AdSd [104],
described by a complex-valued spinor-tensor ψαµν which is symmetric in its base-manifold indices
µ, ν (see also e.g. the review [114] and our section 1.2.2):2
S = −i
∫
ddx
√−g¯
{
ψ¯µν /Dψµν + 2 ψ¯µνγ
νγλγρDλψρ
µ − 1
2
ψ¯ /Dψ + ψ¯µνγ
µDνψ + ψ¯D· /ψ
− 2 (ψ¯µνDµ/ψν + ψ¯µνγµD· ψν)+ d
2L
(
ψ¯µνψµν − 2 ψ¯µνγνγρψµρ − 1
2
ψ¯ψ
)}
. (10.1.1)
Spinor indices will always be omitted, while D stands for the AdS covariant derivative (10.A.3),
L is the AdS radius,3 slashed symbols denote contractions with γµ and omitted indices signal a
trace, so that e.g. /ψµ = γ
νψµν and ψ = g
µνψµν . In the previous formulae we employed “curved”
γ matrices, which are related to “flat” ones as γµ = eµAγˆ
A, where eµA is the inverse vielbein. Our
conventions are also detailed in Appendix 10.A. The action (10.1.1) is invariant under the gauge
transformations
δψµν = 2
(
D(µν) +
1
2L
γ(µν)
)
(10.1.2)
generated by a γ-traceless spinor-vector. In (10.1.2) and in the following, parentheses denote a
symmetrisation of the indices they enclose and dividing by the number of terms in the sum is
understood.
Being of first order, the action (10.1.1) is almost already in canonical form. However, one would
like to distinguish the actual phase-space variables from the Lagrange multipliers that enforce the
first-class constraints associated to the gauge symmetry (10.1.2). In flat space the rewriting in
canonical form of the Fang-Fronsdal action for a spin-5/2 Majorana field in d = 4 has been
presented in [7,37,56] (see our chapter 7); to extend it to Dirac fields on Anti de Sitter backgrounds
of generic dimension, we parameterise the AdS metric with the static coordinates
ds2 = −f2(xk)dt2 + gij(xk)dxidxj . (10.1.3)
We also choose the local frame such that the non-vanishing components of the vielbein and the
spin connection are
e0 = fdt , ei = ej
idxj , ω0i = eij∂jfdt . (10.1.4)
To separate dynamical variables and Lagrange multipliers within the components of ψµν , we recall
that time derivatives of the gauge parameter can only appear in the gauge variations of Lagrange
multipliers (see e.g. § 3.2.2 of [145], and our section 2.3.1). This criterion allows one to identify the
dynamical variables with the spatial components ψij of the covariant field and with the combination
Ξ = f−2ψ00 − 2 γ0γiψ0i . (10.1.5)
The remaining components of ψµν play instead the role of Lagrange multipliers. The covariant
gauge variation (10.1.2) breaks indeed into
δψij = 2
(
∇(ij) + 1
2L
γ(ij)
)
, (10.1.6a)
δΞ = − 2 /∇/ + d+ 1
L
/ , (10.1.6b)
δψ0i = ˙i + f
2γ0
(
∇i/ − 1
2
/Γi − Γi / − 1
2L
(i + γi/)
)
, (10.1.6c)
1Actions for spin-5/2 gauge fields in four dimensional Minkowski space have also been presented independently
in [200,31].
2The sign in front of the mass-like term is conventional. One can change it provided one also changes the sign
of the L−1 terms in the gauge transformation (10.1.2), consistently with the option to send γµ → −γµ. See section
10.1.6 for a discussion of the effect of this transformation (when d = 3).
3All results of this subsection apply also to de Sitter provided that one maps L→ iL.
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where we remark that Latin indices are restricted to spatial directions, while ∇ is the covariant
derivative for the spatial metric gij and Γi denotes the Christoffel symbol Γ
0
0i. The latter depends
on g00 as
Γi = f
−1∂if . (10.1.7)
Moreover, from now on slashed symbols denote contractions involving only spatial indices, e.g.
/ = γii. The cancellation of time derivatives in (10.1.6b) follows from Fronsdal’s constraint on
the gauge parameter:4
γµµ = 0 ⇒ 0 = f2γ0γii . (10.1.8)
The previous splitting of the fields is confirmed by the option to cast the action (10.1.1) in the
following canonical form:
S =
∫
ddx
{
1
2
(
Ψ†A ωABΨ˙B − Ψ˙†A ωABΨB
)
− ψ†0k Fk[Ψ]−F†k [Ψ†]ψ0k −H[Ψ,Ψ†]
}
, (10.1.9)
where we collected the phase-space variables by defining
ΨA =
(
ψkl
Ξ
)
, ωAB =
(
ωkl|mn ωkl|•
ω•|mn ω•|•
)
. (10.1.10)
The kinetic term is specified by the symplectic 2-form5 ωAB with components
ωkl|mn = i
√
g
(
gk(mgn)l − 2 γ(kgl)(mγn) − 1
2
gklgmn
)
, (10.1.11a)
ωkl|• = ω•|kl = − i
2
√
g gkl , (10.1.11b)
ω•|• =
i
2
√
g , (10.1.11c)
where
√
g involves only the determinant of the spatial metric. The symplectic 2-form satisfies
ωAB = − (ωBA)† and its inverse ωAB – which enters the definition of the Dirac brackets given
below – reads
ωkl|mn =
i√
g
(
− gk(mgn)l + 2
d
γ(kgl)(mγn) +
1
d
gklgmn
)
, (10.1.12a)
ωkl|• = ω•|kl =
i
d
√
g
gkl , (10.1.12b)
ω•|• = − i√
g
d+ 1
d
. (10.1.12c)
The constraints enforced by the Lagrange multipliers ψ0k are instead
Fk = i√g
{
2
(∇· ψk − γk∇· /ψ − /∇/ψk)−∇kψ + γk /∇ψ −∇kΞ− γk /∇Ξ
+
d
2L
(2 /ψk + γkψ − γkΞ)
}
,
(10.1.13)
while the Hamiltonian reads
H = i f√g
{(
ψ¯kl /∇ψkl + 1
2
Γmψ¯klγ
mψkl
)
− 3
2
(
Ξ¯ /∇Ξ + 1
2
ΓkΞ¯γ
kΞ
)
+ 2
(
ψ¯klγ
kγmγn∇mψnl + 1
2
Γmψ¯klγ
kγmγnψn
l
)
− 1
2
(
ψ¯ /∇ψ + 1
2
Γkψ¯γ
kψ
)
− 2 (ψ¯kl∇k /ψl + ψ¯klγk∇· ψl + Γmψ¯klγkψlm)+ (ψ¯klγk∇lψ + ψ¯∇· /ψ + Γkψ¯ /ψk)
− (Ξ¯∇· /ψ + ψ¯klγk∇lΞ + ΓkΞ¯/ψk)+ 1
2
(
Ξ¯ /∇ψ + ψ¯ /∇Ξ + ΓkΞ¯γkψ
)
− 3
4
Γk
(
Ξ¯γkψ − ψ¯γkΞ)+ d
4L
(
2 ψ¯klψ
kl − 4 /¯ψk /ψk − ψ¯ψ − 3 Ξ¯Ξ + Ξ¯ψ + ψ¯Ξ
)}
.
(10.1.14)
4The rewriting of the gauge variations in (10.1.6) also relies on the identities ωt0kγˆk = f Γkγ
k and Γk00 = f
2gklΓl,
that hold thanks to (10.1.3) and (10.1.4), while Γ000 = Γ
0
kl = Γ
k
0l = 0.
5With respect to section 2.3.1 – which recalls some general facts about first-order Grassmanian actions like
(10.1.9) – the symplectic 2-form has here implicit spinor indices and should incorporate a spatial delta function:
ΩAB (~x, ~x′) = ωABδ (~x− ~x′).
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Note that integrating by parts withinH generates contributions in Γk due to the overall dependence
on f(xk). The terms collected within each couple of parentheses in (10.1.14) give an hermitian
contribution to the action thanks to this mechanism.
Following the steps outlined in section 2.3.1 (to which we refer for more details), the knowledge
of the symplectic 2-form allows to derive the Dirac brackets between fields:
{ψkl(~x), ψ†mn(~x ′)}D =
i√
g
(
− gk(mgn)l + 2
d
γ(kgl)(mγm) +
1
d
gklgmn
)
δ(~x− ~x ′) , (10.1.15a)
{ψkl(~x),Ξ†(~x ′)}D = {Ξ(~x), ψ†kl(~x ′)}D =
i
d
√
g
gkl δ(~x− ~x ′) , (10.1.15b)
{Ξ(~x),Ξ†(~x ′)}D = − i√
g
d+ 1
d
δ(~x− ~x ′) . (10.1.15c)
These are the same expressions as in flat space (compare e.g. with sect. 3 of [56] or with our
Chapter 7). This was to be expected since the AdS action differs from the Minkowski one only
through its mass term and its covariant derivatives (which are modified only by the addition of
algebraic terms), neither of which modifies the kinetic term, containing one time derivative.
10.1.2 Gauge transformations
The action (10.1.1) is invariant under (10.1.2) for a γ-traceless µ and this induces the variations
(10.1.6a) and (10.1.6b) for the variables which are dynamically relevant. The constraints (10.1.13)
that we have just obtained are of first class on AdS (see (10.1.20) below), and they generate these
gauge transformations through their Dirac brackets with the fields.
The canonical generator of gauge transformations is indeed
G[λk, λ† l] =
∫
dd−1x
(
λ† kFk + F†k λk
)
+Q[λk, λ† l] , (10.1.16)
where Q is the boundary term one has to add in order that G admit well defined functional
derivatives, i.e. that its variation be again a bulk integral [30]:
δG =
∫
dd−1x
(
δψ†klAkl + δΞ†B +A†klδψkl +B†δΞ
)
. (10.1.17)
The gauge variations of the dynamical variables are recovered from the Dirac brackets with the
constraint, including its surface addition, as follows:
δψkl = {ψkl,G}D = ωkl|mnAmn + ωkl|•B , (10.1.18a)
δΞ = {Ξ,G}D = ω•|klAkl + ω•|•B , (10.1.18b)
where the ωAB are the components of the inverse of the symplectic 2-form, given in (10.1.12).
Inserting into (10.1.16) the constraints (10.1.13), one obtains
Akl = i
√
g
{
2
(
∇(kλl) − γ(k∇l)/λ− γ(k /∇λl)
)
+ gkl
(
/∇/λ−∇·λ)− d
2L
(
2 γ(kλl) + gkl/λ
)}
,
B = i
√
g
{
−∇ · λ− /∇/λ+ d
2L
/λ
}
. (10.1.19)
Substituting the values of ωAB from (10.1.12), one gets back the gauge transformations (10.1.6)
(for ψkl and Ξ) with the identification λ
k = k.
The variations (10.1.18) leave the constraints and the Hamiltonian invariant up to the con-
straints themselves:
δFi = 0 , δH = −
(
δψ†0k − ˙†k
)
Fk −F† k
(
δψ0k − ˙k
)
. (10.1.20)
On the one hand, when combined with the variation of the kinetic term, these relations just reflect
the gauge invariance of the Fang-Fronsdal action (10.1.1) on AdS.6 On the other hand, given the
6The variation of the constraints vanishes provided that the spatial metric be of constant curvature. To reproduce
the variation of H in (10.1.20) one has instead to impose that the full space-time metric be of constant curvature.
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link between gauge transformations and Dirac brackets recalled above, they also imply that both
the constraints and the Hamiltonian are of first class and that there are no secondary constraints.
This is confirmed by the associated counting of local degrees of freedom (see e.g. § 1.4.2 of [145]
or our chapter 2):
# d.o.f. = 2[
d
2 ]
(
(d− 1)d
2
+ 1︸ ︷︷ ︸
dynamical variables
− 2 (d− 1)︸ ︷︷ ︸
1st class constr.
)
= 2[
d−2
2 ](d− 3)(d− 2) . (10.1.21)
In d = 4 the right-hand side is equal to four as expected, and in arbitrary d it reproduces the
number of degrees of freedom of a spin-5/2 Dirac fermion (compare e.g. with [192]).
The boundary term Q[λk, λ† l] will be of crucial importance in the following, since it gives the
asymptotic charges. Its variation has to cancel the boundary terms generated by the integrations
by parts putting the variation of G[λk, λ† l] in the form (10.1.17). Being linear in the fields, these
variations are integrable and yield:7
Q[λk, λ† l] = −i
∫
dd−2Sk
√
g
{
2λ†jψjk − 2λ†jγjγlψlk − 2λ†jγkγlψjl − λ†kψ
+ λ†jγjγkψ − λ†k Ξ− λ†jγjγk Ξ
}
+ h.c.
(10.1.22)
In the definition of Q, we also adjusted the integration constant so that the charge vanishes for the
zero solution. Note that, since the constraint (10.1.13) contains a single derivative, the expression
above for the boundary term on AdS is the same as that one we would have obtained in Minkowski.
For clarity, in this example we displayed the complete Hamiltonian form of the AdS Fang-Fronsdal
action; still knowledge of the constraints in flat space suffices to compute charges. In section 10.2
we shall follow this shortcut when dealing with arbitrary half-integer spins.
10.1.3 Boundary conditions
The previous considerations remain a bit formal in the sense that the surface integrals (10.1.22)
might diverge. This is where boundary conditions become relevant. In fact, for generic theories, the
problem of cancelling the unwanted surface terms that appear in the variation of the Hamiltonian
and the problem of defining boundary conditions are entangled and must be considered simulta-
neously, because it is only for some appropriate boundary conditions that the requested charges
are integrable and that one can perform the cancellation. The reason why we got above (formal)
integrability of the charges without having to discuss boundary conditions is that the constraints
are linear. One can then construct formal expressions for the charges first since integrability is
automatic.
To go beyond this somewhat formal level and to evaluate the asymptotic charges, however,
we have to set boundary conditions on the dynamical variables. In analogy with the strategy we
employed for Bose fields in the previous chapter, we propose to use as boundary conditions the
falloffs at spatial infinity of the solutions of the linearised field equations in a convenient gauge.
We check in section 10.1.5 that these conditions make the charges finite.
In Appendix 10.B we recall the behaviour at the boundary of AdS of the solutions of the Fang-
Fronsdal equations of motion; in spite of being of first order, these equations admit two branches
of solutions, related to different projections that one can impose asymptotically on the fields.8 In
a coordinate system in which the AdS metric reads
ds2 =
dr2
r2
+ r2 ηIJdx
IdxJ , (10.1.23)
7Here dd−2Sk ≡ dd−2x nˆk, where nˆk and dd−2x are respectively the normal and the product of differentials of
the coordinates on the d− 2 sphere at infinity (e.g. d2x = dθdφ for d = 4).
8The existence of two branches of solutions associated to different projections on the boundary values of the
fields is not a peculiarity of higher spins. For spin-3/2 fields on AdS it has been noticed already in [143], while for
spin-1/2 fields it has been discussed e.g. in [147,131].
147
the solutions in the subleading branch behave at spatial infinity (r →∞) as
ψIJ = r
5
2−dQIJ(xK) +O(r 32−d) , (10.1.24a)
ψrI = O(r−d− 12 ) , (10.1.24b)
ψrr = O(r−d− 72 ) . (10.1.24c)
We remark that capital Latin indices denote all directions which are transverse to the radial one
(including time) and that here and in the following we set the AdS radius to L = 1. The field
equations further impose that QIJ satisfies the following conditions:
∂JQIJ = γˆJQIJ = 0 , (10.1.25a)
(1 + γˆr)QIJ = 0 , (10.1.25b)
where a hat indicates “flat” γ matrices, that do not depend on the point where the expressions are
evaluated. For instance, γˆr = δrAγˆ
A. Eqs. (10.1.24) and (10.1.25) define our boundary conditions.
In the case of spin 3/2 included in the discussion of section 10.2.2, the boundary conditions
dictated by the subleading solution of the linearised e.o.m. agree with those considered for N = 1
AdS supergravity in four dimensions [143].9 This theory is known in closed form, and finiteness of
the charges and consistency have been completely checked. Moreover, the agreement in the spin-
3/2 sector extends a similar matching between the subleading falloffs of linearised solutions and
the boundary conditions generally considered in literature for gravity (see the previous chapter).
These are our main motivations to adopt the boundary conditions defined by subleading linearised
solutions for arbitrary values of the spin. See also section 10.1.6, where we show how the conditions
above allow one to match results previously obtained in the Chern-Simons formulation of three-
dimensional higher-spin gauge theories [73,136,128,210,78,66].
Since the action is of first order, the constraints (10.1.13) only depend on the dynamical vari-
ables ψij and Ξ, that somehow play both the role of coordinates and momenta. The boundary
conditions (10.1.24) and (10.1.25), obtained from the covariant field equations, can therefore be
easily converted in boundary conditions on the canonical variables:
ψαβ = r
5
2−dQαβ +O(r 32−d) , Ξ = − r 12−dQ00 +O(r−d− 12 ) , (10.1.26a)
ψrα = O(r−d− 12 ) , ψrr = O(r−d− 72 ) . (10.1.26b)
In the formulae above we displayed explicitly only the terms which contribute to the charges
(see section 10.1.5) and we used Greek letters from the beginning of the alphabet to indicate
the coordinates that parameterise the d − 2 sphere at infinity. Furthermore, we used the γ-trace
constraint (10.1.25a) to fix the boundary value of Ξ.
10.1.4 Asymptotic symmetries
In order to specify the deformation parameters that enter the charge (10.1.22), we now identify
all gauge transformations preserving the boundary conditions of section 10.1.3. We begin by
selecting covariant gauge transformations compatible with the fall-off conditions (10.1.24), and
then we translate the result in the canonical language.
Asymptotic symmetries contain at least gauge transformations leaving the vacuum solution
ψµν = 0 invariant. These are generated by γ-traceless Killing spinor-tensors of the AdS background,
which satisfy the conditions
D(µν) +
1
2
γ(µν) = 0 , γ
µµ = 0 , (10.1.27)
and generalise the Killing spinors that are considered in supergravity theories (see [171] for a
discussion of the Killing spinors of AdSd along the lines we shall follow for higher spins). We
are not aware of any classification of γ-traceless Killing spinor-tensors of AdS spaces of arbitrary
9This is actually true up to a partial gauge fixing allowing one to match the falloffs of the radial component. We
refer to section 10.2.2 for more details.
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dimension, but they have been discussed for d = 4 [67] and they are expected to be in one-to-one
correspondence with the generators of the higher-spin superalgebras classified in [221]. In section
10.C we shall also show that the number of independent solutions of (10.1.27) is the same as that
of its flat limit, whose general solution is given by (10.C.7). These arguments indicate that – as
far as the free theory is concerned – non-trivial asymptotic symmetries exist in any space-time
dimension and we are going to classify them from scratch in the current spin-5/2 example. Along
the way we shall observe that, when d > 3, asymptotic and exact Killing spinor-tensors only differ
in terms that do not contribute to surface charges.
To identify the gauge transformations that preserve the boundary conditions (10.1.24), one has
to analyse separately the variations of components with different numbers of radial indices. In the
coordinates (10.1.23), if one fixes the local frame as
er
A = −1
r
δr
A , eI
J = ωI
rJ = r δI
J , ωµνr = ωI
JK = 0 , (10.1.28)
one obtains the conditions
δψIJ = 2
(
∂(IJ) +
r
2
γˆ(I| (1− γˆr) |J)
)
+ 2 r3 ηIJr = O(r 52−d) , (10.1.29)
δψrI =
1
r
(
r∂r − 4 + γˆr
2
)
I +
(
∂I +
r
2
γˆI (1− γˆr)
)
r = O(r−d− 12 ) , (10.1.30)
δψrr =
2
r
(
r∂r +
2− γˆr
2
)
r = O(r−d− 72 ) . (10.1.31)
Fronsdal’s γ-trace constraint / = 0 implies instead
γˆrr = r
−2 γˆII , (10.1.32)
thus showing that the radial component of the gauge parameter, r, is not independent. It is
anyway convenient to start analysing the conditions above from (10.1.31), which is a homogeneous
equation solved by
r = r
− 12 λ+(xk) + r−
3
2 λ−(xk) +O(r−d− 52 ) , with γˆrλ± = ±λ± . (10.1.33)
Substituting in (10.1.30) one obtains
I = r
5
2 ζ+I + r
3
2 ζ−I +
r
1
2
2
(
∂Iλ
+ + γˆIλ
−)+ r− 12
2
∂Iλ
− +O(r 12−d) , (10.1.34)
where the new boundary spinor-vectors that specify the solution satisfy
γˆrζ±I = ± ζ±I . (10.1.35)
The gauge parameter is further constrained by (10.1.29) and (10.1.32). The latter equation
implies
/ζ
+ ≡ γˆIζ+I = 0 , λ+ = /ζ− , (10.1.36)
and the differential conditions
/∂λ+ = −(d+ 1)λ− , /∂λ− = 0 . (10.1.37)
As shown in Appendix 10.C.3, the relations (10.1.37) are however not independent from the
constraints imposed by (10.1.29), so that we can ignore them for the time being. We stress that
in the equations above and in the rest of this subsection, contractions and slashed symbols only
involve sums over transverse indices and flat γ matrices, so that /∂λ± = γˆI∂Iλ±. Eq. (10.1.29)
implies instead
δψIJ = 2 r
5
2
(
∂(IζJ)
+ + γˆ(IζJ)
− + ηIJλ+
)
+ 2 r
3
2
(
∂(IζJ)
− + ηIJλ−
)
+ r
1
2
(
∂I∂Jλ
+ + 2 γˆ(I∂J)λ
−)+ r− 12 ∂I∂Jλ− = O(r 52−d) . (10.1.38)
149
The cancellation of the two leading orders requires
λ+ = − 1
d− 1
(
∂ · ζ+ + /ζ−
)
= −1
d
∂ · ζ+ , λ− = − 1
d− 1 ∂ · ζ
− , (10.1.39)
plus the differential conditions presented below in (10.1.41). In Appendix 10.C.3 we prove that
these constraints also force the cancellation of the second line in (10.1.38) when d > 3. At the
end of this subsection we shall instead comment on how to interpret the additional terms that one
encounters when d = 3.
To summarise: parameterising the AdSd background as in (10.1.23) and fixing the local frame
as in (10.1.28), linearised covariant gauge transformations preserving the boundary conditions
(10.1.24) are generated by
I = r
1
2 ζ+I + r−
1
2 ζ−I − r
− 32
2d
(
∂I∂ · ζ+ + d
d− 1 γˆ
I∂ · ζ−
)
− r
− 52
2(d− 1) ∂
I∂ · ζ−
+O(r− 32−d) , (10.1.40a)
r = −r
3
2
d
∂ · ζ+ − r
1
2
d− 1 ∂ · ζ
− +O(r−d− 12 ) , (10.1.40b)
where the spinor-vectors ζ±I are subjected the chirality projections (10.1.35) and satisfy
10
∂(IζJ)
+ − 1
d− 1 ηIJ ∂ · ζ
+ = − γˆ(IζJ)− + 1
d− 1 ηIJ γˆ · ζ
− , (10.1.41a)
∂(IζJ)
− − 1
d− 1 ηIJ ∂ · ζ
− = 0 , (10.1.41b)
γˆ · ζ+ = 0 , (10.1.41c)
γˆ · ζ− = −1
d
∂ · ζ+ . (10.1.41d)
The left-hand sides of (10.1.41a) and (10.1.41b) have the same structure as the bosonic conformal
Killing-vector equation in d−1 space-time dimensions. For this reason we call here the solutions of
(10.1.41) “conformal Killing spinor-vectors”. When d > 3 there are 2[
d−1
2 ](d− 2)(d+ 1) indepen-
dent solutions that we display in Appendix 10.C, while when d = 3 the space of solutions actually
becomes infinite dimensional (see section 10.1.6).
As discussed in section 10.1.2, Fang-Fronsdal’s gauge parameters coincide with the deforma-
tion parameters entering the charge (10.1.22). Asymptotic symmetries are therefore generated by
deformation parameters behaving as
λα = r
1
2 ζ+α +O(r− 12 ) , λr = O(r 32 ) . (10.1.42)
As in (10.1.26), Greek letters from the beginning of the alphabet denote coordinates on the d− 2
sphere at infinity and we specified only the terms that contribute to surface charges.
To conclude this subsection, we remark that an infinite number of solutions is not the unique
peculiarity of the three-dimensional setup: in this case one indeed obtains
δψIJ = −r
− 12
2
∂I∂J∂ · ζ− +O(r− 32 ) (10.1.43)
even considering gauge parameters that satisfy (10.1.40) and (10.1.41). One can deal with this
variation in two ways: if one wants to solve the Killing equation (10.1.27), one has to impose the
cancellation of ∂I∂J∂ · ζ− and the additional condition is satisfied only on a finite dimensional
subspace of the solutions of (10.1.41). If one is instead interested only in preserving the boundary
conditions (10.1.26), which is the only option when the background is not exact AdS space, a shift
of ψIJ at O(r− 12 ) is allowed. In analogy with what happens for Bose fields [63] (see the previous
chapter), the corresponding variation of the surface charges is at the origin of the central charge
that appears in the algebra of asymptotic symmetries. In d = 3 the spinor-vector ζ−I entering
the variation (10.1.43) indeed depends on the spinor-vector ζ+I entering the charges (see section
10.1.6).
10These conditions also allow (10.1.40) to satisfy the γ-trace constraint (10.1.32), which is not manifest in the
parameterisation of the solution we have chosen.
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10.1.5 Charges
Having proposed boundary conditions on both canonical variables (see (10.1.26)) and deforma-
tion parameters (see (10.1.42)), we can finally obtain the asymptotic charges. In the coordinates
(10.1.23), the normal to the d − 2 sphere at infinity is such that nˆr = 1 and nˆα = 0. At the
boundary the charge (10.1.22) thus simplifies as
lim
r→∞Q[λ
k, λ† l] = i
∫
dd−2x
√
g
{
2λ†αγrγβψαβ − λ†αγαγr (ψ − Ξ)
}
+ h.c. (10.1.44)
The terms which survive in the limit give a finite contribution to the charge; one can make this
manifest by substituting their boundary values (where we drop the label + on ζ+I to avoid confu-
sion) so as to obtain
Q = 2i
∫
dd−2x
{
ζ¯IQ0I + Q¯0I ζI
}
. (10.1.45)
This presentation of Q relies on the γ-trace constraints on both QIJ and ζI and on the chirality
conditions (1 + γˆr)QIJ = 0 and (1 − γˆr)ζI = 0. Remarkably, the result partly covariantises in
the indices transverse to the radial direction. The boundary charge thus obtained is manifestly
conserved: it is the spatial integral of the time component of a conserved current since
JI ≡ 2i Q¯IJζJ + h.c. ⇒ ∂ · J = 2i
(
∂IQ¯IJζJ + Q¯IJ∂(IζJ)
)
+ h.c. = 0 , (10.1.46)
where conservation holds thanks to (10.1.25a) and (10.1.41a). Eq. (10.1.45) naturally extends
the standard presentation of the bosonic global charges of the boundary theories entering the
higher-spin realisations of the AdS/CFT correspondence (see e.g. sect. 2.5 of [64]).
10.1.6 Three space-time dimensions
We conclude our analysis of the spin-5/2 example by evaluating the charge (10.1.45) in three
space-time dimensions, where several peculiarities emerge and we can compare our findings with
the results obtained in the Chern-Simons formulation of supergravity [13, 137] and higher-spin
theories [73,136,128,210,78,66].
To proceed, it is convenient to introduce the light-cone coordinates x± = t±φ on the boundary.
Two inequivalent representations of the Clifford algebra, characterised by γˆ0γˆ1 = ±γˆ2, are available
in d = 3. Since we conventionally fixed e.g. the relative sign in the gauge variation (10.1.2), we
shall analyse them separately by choosing
γˆ± =
(
0 2
0 0
)
, γˆ∓ =
(
0 0
−2 0
)
, γˆr =
(
1 0
0 −1
)
. (10.1.47)
Equivalently, one could fix the representation of the Clifford algebra once for all and analyse the
effects of a simultaneous sign flip in the gauge variation (10.1.2) and in the chirality projections
(10.1.25b) and (10.1.35).
One can exhibit the peculiar form of surface charges in d = 3 by studying the general solutions
of the conditions (10.1.25) and (10.1.41) on QIJ and ζI . The constraints on QIJ are solved by
Q∓∓ =
(
0
Q(x∓)
)
, Q+− = Q±± =
(
0
0
)
, (10.1.48)
where the signs are selected according to the conventions in (10.1.47). Note that the divergence
constraint is satisfied by suitable left or right-moving functions as for bosons, but the interplay
between the γ-trace constraint (10.1.25a) and the chirality projection (10.1.25b) forces one of the
two chiral functions to vanish. Similarly, the constraints on ζ±I are solved by
ζ(+)∓ =
(
ζ(x∓)
0
)
, ζ(−)∓ =
1
3
(
0
∂∓ζ(x∓)
)
, ζ(+)± = ζ(−)± =
(
0
0
)
, (10.1.49)
where we enclosed between parentheses the label denoting the chirality, which appears in the
covariant ζ±I of section 10.1.4.
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When considering the representation of the Clifford algebra with γˆ0γˆ1 = ±γˆ2, the charge
(10.1.45) therefore takes the form
Qd=3 = 2i
∫
dφ ζ∗(x∓)Q(x∓) + c.c. , (10.1.50)
so that a single Fang-Fronsdal field is associated to infinitely many asymptotic conserved charges,
corresponding to the modes of an arbitrary function which is either left or right-moving. On
the contrary, a bosonic Fronsdal field is associated to both left and right-moving charges [63,
64]. From the Chern-Simons perspective, the counterpart of this observation is the option to
define supergravity theories with different numbers of left and right supersymmetries [3]. One
can similarly define higher-spin gauge theories in AdS3 by considering the difference of two Chern-
Simons actions based on different supergroups (modulo some constraints on the bosonic subalgebra
– see e.g. sect. 2.1 of [61]), while models with identical left and right sectors are associated to an
even numbers of Fang-Fronsdal fields.
10.2 Arbitrary spin
We are now going to generalise the results of the previous section to a spin s + 1/2 Dirac field,
omitting the details that are not necessary to compute surface charges. As discussed at the end of
section 10.1.2, these can be directly computed from the flat-space Hamiltonian constraints (which
differ from the AdSd ones through algebraic terms) and the boundary conditions of fields and gauge
parameters. We will focus on these two elements.
10.2.1 Constraints and gauge transformations
Our starting point is again the Fang-Fronsdal action for a massless spin s + 1/2 Dirac field on
AdSd [104]:
S = −i
∫
ddx
√−g¯
{
1
2
ψ¯ /Dψ +
s
2
/¯ψ /D/ψ − 1
4
(
s
2
)
ψ¯′ /Dψ′ +
(
s
2
)
ψ¯′D · /ψ − s ψ¯D/ψ
+
d+ 2(s− 2)
4L
(
ψ¯ψ − s /¯ψ/ψ − 1
2
(
s
2
)
ψ′ψ′
)}
+ h.c.
(10.2.1)
The conventions are the same as in the spin-5/2 example (we will use the same static parametri-
sation of AdSd, etc., from section 10.1), except that we will now leave all indices (tensorial and
spinorial) implicit. The field is a complex-valued spinor-tensor ψαµ1···µs = ψ
α
(µ1···µs), which is fully
symmetric in its s base-manifold indices µ1, . . . , µs. It will generally be denoted by ψ and its
successive traces will be indicated by primes or by an exponent in brackets: ψ[k] is the kth trace,
while we often use ψ′ to denote a single trace.
The novelty of the general case is that there is an algebraic constraint on the field in addition to
that on the gauge parameter: its triple γ-trace is required to vanish, /ψ′ = 0. The only algebraically
independent components of the field have therefore zero, one or two tensorial indices in the time
direction: ψk1···ks , ψ0k2···ks and ψ00k3···ks .
The action (10.2.1) is invariant under gauge transformations
δψ = s
(
D+
1
2L
γ 
)
(10.2.2)
generated by a γ-traceless spinor-tensor of rank s−1. In (10.2.2) and in the following, a symmetri-
sation of all free indices is implicit, and dividing by the number of terms in the sum is understood.
Similarly to the spin-5/2 analysis, we note that the action (10.2.1) is almost already in canonical
form. To identify the Lagrange multipliers which enforce the first-class constraints associated to
the gauge symmetry (10.2.2), one can again select combinations whose gauge variation contains
time derivatives of the gauge parameter. This leads to identify the dynamical variables with the
spatial components ψk1...ks of the covariant field and with the combination
Ξk1···ks−2 = f
−2ψ00k1···ks−2 − 2 γ0γjψ0jk1···ks−2 . (10.2.3)
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The remaining independent components of the covariant fields, ψ0k1···ks−1 ≡ Nk1···ks−1 , play instead
the role of Lagrange multipliers. The covariant gauge variation (10.2.2) breaks indeed into (with
all contractions and omitted free indices being from now on purely spatial):
δψ = s
(
∇+ 1
2L
γ
)
, (10.2.4a)
δΞ = − 2 /∇/ − (s− 2)∇′ + 1
2L
[ 2 (d+ 1 + 2 (s− 2)) / − (s− 2) γ′ ] , (10.2.4b)
δN = ˙+ f2γ0
[
(s− 1)∇/ − 1
2
/Γ− (s− 1) Γ / − 1
2L
(+ (s− 1) γ/)
]
. (10.2.4c)
This choice of variables is further confirmed by injecting it back into the action (10.2.1), and using
the Fronsdal constraint that sets the triple γ-trace of the field to zero, which leads to the following
identities
ψ0···0k2n+1···ks = f
2n
[
nΞ
[n−1]
k2n+1···ks + 2nγ
0 /N
[n−1]
k2n+1···ks − (n− 1)ψ[n]k2n+1···ks
]
, (10.2.5a)
ψ0···0k2n+2···ks = f
2n
[
nγ0/Ξ
[n−1]
k2n+2···ks + (2n+ 1)N
[n]
k2n+2···ks − nγ0/ψ
[n]
k2n+2···ks
]
. (10.2.5b)
This brings the action into the canonical form
S =
∫
ddx
{
1
2
(
Ψ†A ωABΨ˙B − Ψ˙†A ωABΨB
)
−N†F [Ψ]−F†[Ψ†]N −H[Ψ,Ψ†]
}
, (10.2.6)
where we collected the phase-space variables by defining
ΨA =
(
ψk1...ks
Ξk3...ks
)
, ωAB =
(
ωk1···ks|l1···ls ωk1···ks|• i3···is
ω•j3...js|l1...ls ω•j3...js|• i3...is
)
. (10.2.7)
We will not exhibit all terms (symplectic 2-form, Hamiltonian, etc.) of this action, but only those
which are necessary to compute surface charges, that is the constraints. These have s− 1 implicit
spatial indices symmetrised with weight one and read
F = −i
√
g
2
[s/2]∑
n=0
(
s
2n
){
2nγ gn−1
[
/∇Ξ[n−1] + (s− 2n)∇/Ξ[n−1] + 2 (n− 1)∇· /Ξ[n−2]
− /∇ψ[n] + (s− 2n)∇/ψ[n] + 2n∇ · /ψ[n−1]
]
+ (s− 2n) gn
[
2n∇· Ξ[n−1]
+ (s− 2n− 1)∇Ξ[n] + 2 (n− 1)∇· ψ[n] + (s− 2n− 1)∇ψ[n+1] + 2 /∇/ψ[n]
]}
+ · · ·
(10.2.8)
The dots stand for algebraic contributions coming from the mass term in the action and possible
contributions in Γi, which do not contribute to the surface charge.
Through their Dirac brackets (built from the inverse of the symplectic 2-form), these constraints
generate the gauge transformations (10.2.4a) and (10.2.4b), under which the Hamiltonian and the
constraints are invariant (which confirms that they are first class). The canonical generator of
gauge transformations is again
G[λ, λ†] =
∫
dd−1x
(
λ†F + F†λ)+Q[λ, λ†] , (10.2.9)
where Q is the boundary term one has to add in order that G admits well defined functional
derivatives, i.e. that its variation be again a bulk integral:
δG =
∫
dd−1x
(
δψ†A+ δΞ†B +A†δψ +B†δΞ
)
. (10.2.10)
To compute surface charges we are only interested in Q (whose expression is independent of
the terms we omitted in the constraint (10.2.8)). Its variation has to cancel the boundary terms
generated by the integrations by parts putting the variation of G in the form (10.2.10). Being linear
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in the fields, these variations are integrable and yield (we display explicitly the index k contracted
with dd−2Sk.):
Q[λ, λ†] =
i
2
∫
dd−2Sk
√
g
[s/2]∑
n=0
(
s
2n
){
2n
[
/λ
†[n−1]
γk
(
Ξ[n−1] − ψ[n]
)
+ (s− 2n) /λ†[n−1]k
(
/ψ
[n]
+ /Ξ
[n−1])
+ 2 (n− 1) /λ†[n−1]/Ξ[n−2]k + 2n /λ†[n−1]/ψ[n−1]k
]
+ (s− 2n)
[
(s− 2n− 1)λ†[n]k
(
Ξ[n] + ψ[n+1]
)
+ 2nλ†[n]Ξ[n−1]k
+ 2 (n− 1)λ†[n]ψ[n]k + 2λ†[n]γk /ψ[n]
]}
+ h.c.
(10.2.11)
In the definition of Q, we again adjusted the integration constant so that the charge vanishes for
the zero solution.
10.2.2 Boundary conditions and asymptotic symmetries
As in the spin-5/2 example, we derive boundary conditions on the dynamical variables from the
falloff at spatial infinity of the solutions of the Fang-Fronsdal equations in a convenient gauge,
adopting the subleading branch. As shown in Appendix 10.B, with the parameterisation (10.1.4)
of the local frame the relevant solutions behave at spatial infinity (r →∞) as
ψI1···Is = r
5
2−dQI1···Is(xM ) +O(r
3
2−d) , (10.2.12a)
ψr···rI1···Is−n = O(r
5
2−d−3n) , (10.2.12b)
where capital Latin indices denote directions transverse to the radial one as in section 10.1.3.
From now on we also set again L = 1. The boundary spinor-tensor QI1···Is is fully symmetric as
the Fang-Fronsdal field and satisfies
∂ · Q = /Q = 0 , (10.2.13a)
(1 + γˆr)Q = 0 , (10.2.13b)
where we omitted free transverse indices. Eqs. (10.2.12) and (10.2.13) define our boundary condi-
tions. For s = 1 and d = 4 the requirements on ψI agree with those proposed for non-linear N = 1
supergravity in eq. (V.1) of [143]. Our ψr decays instead faster at infinity, but the leading term
that we miss in (10.2.12b) can be eliminated using the residual gauge freedom parameterised by
the function a(t, θ, φ) in eq. (V.5) of [143]. In conclusion, on a gravitino our boundary conditions
agree with those considered in non-linear supergravity up to a partial gauge fixing that does not
affect the charges.
The covariant boundary conditions (10.2.12) fix the behaviour at spatial infinity of the dynam-
ical variables as
ψα1···αs = r
5
2−dQα1···αs +O(r
3
2−d) , (10.2.14a)
ψr···rα1···αs−n = O(r
5
2−d−3n) , (10.2.14b)
Ξα1···αs−2 = − r
1
2−dQ00α1···αs−2 +O(r−d−
1
2 ) , (10.2.14c)
Ξr···rα1···αs−n−2 = O(r
1
2−d−3n) , (10.2.14d)
where Greek indices from the beginning of the alphabet denote angular coordinates in the d − 2
sphere at infinity. Moreover, we displayed only the dependence on the boundary values of the fields
in the terms that actually contribute to surface charges.
The next step in the procedure we illustrated in section 10.1 requires to identify all gauge
transformations that do not spoil the boundary conditions (10.2.14). We are now going to provide
necessary conditions for the preservation of the asymptotic form of the fields, which generalise those
given for s = 2 in (10.1.40) and (10.1.41). A proof that they are also sufficient (along the lines of the
proof presented for s = 2 in Appendix 10.C.3) will be given elsewhere. We stress, however, that
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the rank-s counterparts of (10.1.40) and (10.1.41) also characterise the exact γ-traceless Killing
spinor-tensors of AdSd, which satisfy
D+
1
2
γ  = 0 , / = 0 . (10.2.15)
The general solution of these equations is provided in Appendix 10.C for s = 2. It shows that the
number of independent solutions is the same as in the flat-space limit, where Killing spinor-tensors
are easily obtained (see (10.C.9)). In the following we assume that this concurrence holds for
arbitrary values of the spin and, hence, that the conditions we are going to present admit as many
independent solutions as integration constants in (10.C.9).
To characterise the gauge parameters which generate asymptotic symmetries, one has to analyse
separately the variations of components with different numbers of radial indices. We continue to
omit transverse indices and we denote them as
ψn ≡ ψr···rI1···Is−n . (10.2.16)
Similarly, we denote by n the component of the gauge parameter with n radial indices. With the
choice (10.1.4) for the local frame, the variations of the field components must satisfy
δψn =
n
r
(
r∂r − 2(2s− 3n+ 1) + γˆ
r
2
)
n−1 + (s− n)
(
∂ +
r
2
γˆ (1− γˆr)
)
n
+ 2
(
s− n
2
)
r3η n+1 = O(r 52−d−3n) .
(10.2.17)
The constraint /ψ′ = 0 actually implies that one can focus only on the variations of ψ0, ψ1 and ψ2,
since all other components are not independent. One also has to consider the constraint / = 0,
which implies
γˆrn+1 = r
−2/n (10.2.18)
and shows that the only independent component of the gauge parameter is the purely transverse
one, that is 0 ≡ I1···Is−1 .
The equations (10.2.17) require11
0 = r
2(s−1)
(
r
1
2 ζ+ + r−
1
2 ζ−
)
+
s−1∑
k=1
r2(s−k−1)
(
r
1
2αk + r
− 12 βk
)
+O(r 12−d) (10.2.19)
together with the chirality projections
(1∓ γˆr)ζ± = 0 (10.2.20)
and similar restrictions on the subleading components: (1− γˆr)αk = (1 + γˆr)βk = 0. The γ-trace
constraint on the gauge parameter is then satisfied by
2n = (−1)n
s−n−1∑
k=n
r2(s−2n−k−1)
(
r
1
2α
[n]
k + r
− 12 β[n]k
)
+O(r 12−d−6n) , (10.2.21a)
2n+1 = (−1)n
s−n−2∑
k=n
r2(s−2n−k)−5
(
r
1
2 /β
[n]
k − r−
1
2 /α
[n]
k
)
+O(r−d− 52−6n) . (10.2.21b)
11This can be shown e.g. by considering the redundant variation of ψs ≡ ψr···r, which gives a homogeneous
equation for s−1 ≡ r···r as in section 10.1.4. One can then fix recursively the r-dependence of all other components
of the gauge parameter.
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Substituting these expressions in (10.2.17) one obtains
δψ0 = s r
2(s−1)
{
r
1
2
[
∂ζ+ + γζ− + (s− 1) η /ζ−
]
+ r−
1
2
[
∂ζ− − (s− 1) η /α1
]}
+ s
s−1∑
k=1
r2(s−k−1)
{
r
1
2 [∂αk + γβk + (s− 1) η /βk] + r− 12
[
∂βk − (s− 1) η /αk+1
]}
, (10.2.22a)
δψ1 =
s−1∑
k=1
r2(s−k)−3
{
r
1
2 [−2k αk + (s− 1) (∂/βk−1 − γ/αk)− (s− 1)(s− 2) η α′k]
+ r−
1
2
[−2k βk − (s− 1) (∂/αk + (s− 2)η β ′k)]} . (10.2.22b)
In complete analogy with the analysis of section 10.1.4, the cancellation of the first line in
(10.2.22a) requires
∂ζ+ − s− 1
d+ 2s− 4 η ∂ · ζ
+ + γˆ ζ− = 0 , (10.2.23a)
∂ζ− − s− 1
d+ 2s− 5 η ∂ · ζ
− = 0 , (10.2.23b)
γˆ · ζ+ = 0 , (10.2.23c)
γˆ · ζ− + 1
d+ 2s− 4 ∂ · ζ
+ = 0 . (10.2.23d)
These conditions generalise the conformal Killing equations (10.1.41) to arbitrary values of the
rank. Their general solution is given below in (10.2.28) when d = 3, while for d > 3 it will be given
elsewhere. Still, as anticipated, the detailed analysis of the s = 2 case presented in Appendix 10.C
makes us confident that the equations (10.2.23) admit a number of independent solutions equal to
the number of integration constants in (10.C.9).
The subleading orders in (10.2.22) allow instead to fix the subleading components of the gauge
parameter in terms of ζ±. For instance, one can manipulate these expressions to obtain the
recursion relations presented in Appendix 10.C.3. Let us stress that, in analogy with what we
observed for s = 2, (10.2.22a) and (10.2.22b) provide a set of equations that are compatible only if
one takes into account the constraints (10.2.23). We do not have yet a proof of the latter statement,
but the analysis given for s = 2 in Appendix 10.C gives strong indications that this is a robust
assumption.
The deformation parameters that generate gauge transformations preserving the boundary
conditions can then be related to Fang-Fronsdal’s gauge parameters by comparing the Lagrangian
field equations with their rewriting in (2.3.15) and (2.3.18). In particular, the Dirac brackets with
the constraints can be inferred from the terms with Lagrange multipliers contained in the equations
expressing the time derivatives of the dynamical variables in terms of the spatial derivatives of ψµν .
This shows that the gauge parameter can be identified with the canonical deformation parameter
also for arbitrary values of the spin. As a result, the latter behaves at spatial infinity as
λα1···αs−1 = r
1
2 ζ+α1···αs−1 +O(r− 12 ) , λr···rα1···αs−n−1 = O(r 12+n) , (10.2.24)
where ζ+ satisfies the conformal Killing equations (10.2.23) and, as in (10.2.14), Greek indices
from the beginning of the alphabet denote angular coordinates in the d− 2 sphere at infinity.
10.2.3 Charges
Having proposed boundary conditions on both canonical variables (see (10.2.14)) and deformation
parameters (see (10.2.24)), we can finally evaluate the asymptotic charges. The charge (10.2.11)
simplifies at the boundary as
lim
r→∞Q[λ, λ
†] = i
∫
dd−2x
√
g
[s/2]∑
n=0
(
s
2n
){
n /λ
†[n−1]
γr
(
Ξ[n−1] − ψ[n]
)
+ (s− 2n)λ†[n]γr /ψ[n]
}
+ h.c. ,
(10.2.25)
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where all implicit indices are now purely spatial and transverse and we dropped the label + on ζ+
to avoid confusion.
The terms which survive in the limit give a finite contribution to the charge; one can make this
manifest by substituting their boundary values so as to obtain
Q = s i
∫
dd−2x
{
ζ¯I2...IsQ0I2...Is + Q¯0I2...Is ζI2...Is
}
, (10.2.26)
where we used the γ-trace constraints on both Q and ζ and the chirality conditions (1 + γˆr)Q = 0
and (1− γˆr)ζ = 0. The result partly covariantises in the indices transverse to the radial direction
as in the spin-5/2 example, thus making the conservation of the charge manifest. It is indeed the
spatial integral of the current JI = ζ¯K2...KsQIK2...Ks + h.c., which is conserved thanks to (10.2.13a)
and (10.2.23).
In three space-time dimensions the charge (10.2.26) is actually given by a left or right-moving
function also for arbitrary half-integer values of the spin. As in section 10.1.6, one can deal
with the two inequivalent representations of the Clifford algebra by choosing the γ matrices as in
(10.1.47). The constraints on Q are then solved by
Q∓···∓ =
(
0
Q(x∓)
)
, Q±···± = Q+···+−···− =
(
0
0
)
, (10.2.27)
where different signs correspond to the choices γ0γ1 = ±γ2. Similarly, the conformal Killing
equations (10.2.23) are solved by
ζ(+)∓···∓ =
(
ζ(x∓)
0
)
, ζ(−)∓···∓ =
1
2s− 1
(
0
∂∓ζ(x∓)
)
, (10.2.28a)
ζ(±)±···± = ζ(±)+···+−···− =
(
0
0
)
, (10.2.28b)
where we enclosed again between parentheses the label denoting the chirality of the spinor-tensors.
The charge (10.2.26) takes therefore the form
Qd=3 = s i
∫
dφ ζ∗(x∓)Q(x∓) + c.c. , (10.2.29)
which generalises the result for the spin-5/2 case discussed in section 10.1.6.
10.3 Summary and further developments
We have explicitly constructed higher-spin charges for fermionic gauge fields of arbitrary spin on
AdS backgrounds in any number of spacetime dimensions, extending our analogous work on bosonic
gauge fields [64] (see the previous chapter). We have followed Hamiltonian methods. The charges
appear as the surface integrals that must be added to the terms proportional to the constraints
in order to make the generators of gauge transformations well-defined as phase-space generators.
These integrals are finite with the boundary conditions that we have given, which crucially involve
chirality-type projections generalising those of [143]. Improper gauge transformations – associated
to non-vanishing surface integrals – are determined by conformal Killing spinor-tensors of the
boundary, and the corresponding charges take a simple, boundary-covariant expression in terms of
them – even though the intermediate computations are sometimes rather involved. While bosonic
higher-spin charges have been derived also following other approaches [15,225,91], to our knowledge
our treatment provides the first presentation of fermionic higher-spin charges that applies to any
number of space-time dimensions
We confined our analysis to the linearised theory, which suffices to derive the charges. In this
context, however, the charges are abelian and their Dirac brackets vanish (modulo possible central
extensions in d = 3). To uncover a non abelian algebra, one must evaluate the brackets in the
non-linear theory, since the bulk terms do play a role in that computation. A similar situation
occurs for Yang-Mills gauge theories, where the surface terms giving the charges coincide with
those of the abelian theory. The non-abelian structure appears when one computes the algebra
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of the charges, a step which involves the full theory (or, generically, at least the first non-linear
corrections in a weak field expansion [63]).
By working within the linearised theory, we have been able to associate conserved charges to
any gauge field of given spin, although the spectra of interacting higher-spin theories are typically
very constrained. We also worked with Dirac fields, that can be defined for any d, but the Majorana
and/or Weyl projections that one may need to consistently switch on interactions can be easily
implemented in our approach. In general, we have not found obstructions to define non-trivial
higher-spin charges in any number of space-time dimensions and for arbitrary multiplicities of
any value of the spin, consistently with the chance to define higher-spin algebras with fermionic
generators in any dimension [67,221]. Possible constraints could emerge from interactions, but let
us point out that once one starts considering half-integer higher spins, more exotic options than
standard supersymmetry may become available. For instance, one can define higher-spin theories
with increasing multiplicities for the fermionic fields without introducing any obvious pathology –
apart from difficulties in identifying a superconformal subalgebra within their algebra of asymptotic
symmetries (see e.g. [67, 66]) – or try to define “hypersymmetric” theories (see e.g. [56]) – with
fermionic gauge symmetries but without any gravitino at all. To analyse these phenomena it
will be very interesting to combine our current results with those obtained for Bose fields [64],
and to analyse the effect of interactions on the algebra of surface charges, e.g. introducing them
perturbatively in a weak field expansion (see [41, 166, 63] for related work restricted to bosonic
models).
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Appendix
10.A Notation and conventions
We adopt the mostly-plus signature for the space-time metric gµν and we often distinguish among
time and spatial components by breaking space-time indices as µ = (0, i). Tangent-space indices
are collectively denoted by capital Latin letters, but when we separate time and spatial directions
we use the same letters as for the indices on the base manifold, i.e. A = (0, i). The γ matrices then
satisfy
{γˆA, γˆB} = ηAB , (γˆ0)† = − γˆ0 , (γˆi)† = γˆi , (10.A.1)
where the hat differentiates them from their curved counterparts involving the inverse vielbein:
γµ = eµA γˆ
A . (10.A.2)
For instance, with the choice (10.1.4) for the local frame one has γˆ0 = fγ0. Similarly, the Dirac
conjugate is defined as ψ¯ = ψ†γˆ0, while the γ matrices displayed explicitly in the Fronsdal action
(see e.g. (10.1.1) or (10.2.1)) are curved ones.
The space-time covariant derivative acts on a spin s+ 1/2 field as
Dρψµ1···µs = ∂ρψµ1···µs +
1
8
ωρ
AB [γˆA, γˆB ]ψµ1···µs − sΓλρ(µ1ψµ2···µs)λ , (10.A.3)
and it satisfies Dµγν = 0. In the definition we omitted spinor indices as in the rest of the chapter.
Moreover, indices between parentheses are meant to be symmetrised with weight one, i.e. one
divides the symmetrised expression by the number of terms that appears in it. The spatial covariant
derivative ∇ is defined exactly as in (10.A.3), but with indices constrained to take values only along
spatial directions. It also satisfies ∇iγj = 0.
On an (A)dS background the commutator of two covariant derivatives reads
[Dµ, Dν ]ψρ1···ρs =
s
L2
(
gν(ρ1ψρ2···ρs)µ − gµ(ρ1ψρ2···ρs)ν
)− 1
2L2
γµνψρ1···ρs , (10.A.4)
where γµν =
1
2 [γµ, γν ]. This relation defines the (A)dS radius L and suffices to fix the mass term
in the Fronsdal action (10.2.1).
When expanding tensors in components, we actually distinguish among four types of indices,
depending on whether the time and/or radial coordinates are included or not. Greek letters from
the middle of the alphabet include all coordinates, small Latin letters include all coordinates except
t, capital Latin letters include all coordinates except r, while Greek letters from the beginning of
the alphabet denote the angular coordinates on the unit d− 2 sphere. In summary:
µ, ν, . . . ∈ {t, r, φ1, . . . , φd−2} , i, j, . . . ∈ {r, φ1, . . . , φd−2} ,
I, J, . . . ∈ {t, φ1, . . . , φd−2} , α, β, . . . ∈ {φ1, . . . , φd−2} . (10.A.5)
Slashed symbols always denote a contraction with a γ matrix, whose precise meaning depends
on the context: the contraction may be with the full γµ or with its spatial counterpart γi. In
section 10.1 omitted indices denote a trace that, similarly, may result from a contraction with the
full space-time metric gµν or with the spatial metric gij . In most of section 10.2 we omit instead
all indices, which are always assumed to be fully symmetrised according to the conventions given
above. Traces are instead denoted by an exponent between square brackets, so that, for instance,
ψ[n] ≡ ψµ1···µs−2nλ1···λnλ1···λn , Dψ ≡ D(µ1ψµ2···µs+1) , γ ψ ≡ γ(µ1ψµ2···µs+1) . (10.A.6)
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In Appendix 10.B we reinstate indices with the following convention: repeated covariant or con-
travariant indices denote a symmetrisation, while a couple of identical covariant and contravariant
indices denotes as usual a contraction. Moreover, the indices carried by a tensor are substituted
by a single label with a subscript indicating their total number. For instance, the combinations in
(10.A.6) may also be presented as
ψ[n] = ψµs−2n , Dψ = Dµψµs , γ ψ ≡ γµψµs . (10.A.7)
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10.B Covariant boundary conditions
In this appendix we recall the falloff at the boundary of AdSd of the solutions of the Fang-Fronsdal
equations of motion (see also [181]). To achieve this goal we partially fix the gauge freedom, and
we also exhibit the falloffs of the parameters of the residual gauge symmetry (which include the
γ-traceless Killing spinor-tensors of AdSd).
We set the AdS radius to L = 1 and we work in the Poincare´ patch parameterised as
ds2 =
1
z2
(
dz2 + ηIJdx
IdxJ
)
. (10.B.1)
We also fix the local frame as
eµ
A =
1
z
δµ
A , ωI
zJ =
1
z
δI
J , ωz
µν = ωI
JK = 0 , (10.B.2)
where we take advantage of the form of the vielbein to identify “flat” and “curved” indices. In
these coordinates the spatial boundary is at z → 0. All results can be easily translated in the
coordinates (10.1.3) used in the main body of the text, in which the boundary is at r → ∞. We
denote by capital Latin indices all directions transverse to the radial one (including time).
10.B.1 Falloff of the solutions of the free equations of motion
We wish to study the solutions of the Fang-Fronsdal equation on a constant-curvature background
of dimension d [104] which, in the index-free notation of section 10.2, reads
i
(
/Dψ − sD/ψ + d+ 2(s− 2)
2
ψ +
s
2
γ /ψ
)
= 0 . (10.B.3)
To this end it is convenient to partially fix the gauge freedom (10.2.2) by setting to zero the γ-trace
of the field (see [79] or sect. 2.2 of the review [192] for a discussion of this partial gauge fixing in
flat space). This leads to the system of equations
i
(
/D +
d+ 2(s− 2)
2
)
ψ = 0 , (10.B.4a)
/ψ = 0 . (10.B.4b)
These conditions also imply that the divergence of the field vanishes: taking the γ-trace of the first
equation one indeed obtains
0 = γµ /Dψµ = − /D/ψ + 2D · ψ , (10.B.5)
that implies D · ψ = 0 thanks to the second equation. Imposing (10.B.4b) does not fix completely
the gauge freedom: eqs. (10.B.4) admit a residual gauge symmetry with parameters constrained
as (
/D +
d+ 2(s− 1)
2
)
 = 0 , (10.B.6a)
D ·  = 0 , (10.B.6b)
/ = 0 , (10.B.6c)
where the cancellation of the divergence follows from the other two conditions as above.12
To analyse the falloff at z → 0 of the solutions of (10.B.4) one has to treat separately field
components with a different number of indices along the z direction. We denote them as
ψznIs−n ≡ ψz···zI1···Is−n . (10.B.7)
12Eqs. (10.B.6) manifestly guarantee that gauge transformations of the form (10.2.2) preserve the γ-trace con-
straint (10.B.4b). The divergence constraint (10.B.5) is also preserved thanks to
δ D · ψ =
(
+ 1
2
/D − (s− 1)(2d+ 2s− 5)
2
)
 =
(
/D − d+ 2s− 3
2
)(
/D +
d+ 2(s− 1)
2
)
 .
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The γ-trace constraint (10.B.4b) then gives
γˆz ψzµs−1 + γˆ · ψµs−1 = 0 , (10.B.8)
where here and below contractions only involve indices transverse to z. Using (10.B.8), the com-
ponents of the equation of motion (10.B.4a) read
γˆz
(
z ∂z − d− 2(s− n)− 1
2
)
ψznIs−n +
d+ 2(s− 2)
2
ψznIs−n
+ z γˆJ∂JψznIs−n − (s− n) γˆIψzn+1Is−n−1 = 0 ,
(10.B.9)
where here and in the rest of this appendix repeated covariant or contravariant indices denote a
symmetrisation. To analyse these equations it is convenient to begin from the divergence constraint
they imply, (
z ∂z − d+ 3
2
)
ψzµs−1 + z ∂ · ψµs−1 = 0 , (10.B.10)
which entails ψznIs−n ∼ z∆+n. Even if the equations are of first order, two values of ∆ are
admissible due to the dependence on γˆz in (10.B.9). Asymptotically one can indeed split each
component of the field as
ψznIs−n = ψ
+
znIs−n + ψ
−
znIs−n , (10.B.11)
where the ψ± are eigenvectors of γˆz, i.e.
γˆzψ±znIs−n = ∓ψ±znIs−n . (10.B.12)
Substituting this ansatz in (10.B.9), the terms in the second line are subleading for z → 0 and the
first line vanishes provided that
ψ±z···z I1···Is−n ∼ z∆±+n with
{
∆+ = d− 52
∆− = 32 − 2s
. (10.B.13)
This implies that asymptotically one has to force a projection as already noticed for s = 3/2 and
d = 4 [143] (see also [69, 226] for the extension to arbitrary d and [147, 131] for s = 1/2). A
comparison with the fall-off conditions for Bose fields recalled in (C.9) of [64] shows that
∆Fermi± = ∆
Bose
± ±
1
2
, (10.B.14)
while for s = 0 one recovers the asymptotic behaviour of a Dirac fermion of mass m2 = −2(d− 3).
10.B.2 Residual gauge symmetry
The fall-off conditions of the parameters of the residual gauge symmetry are fixed by eqs. (10.B.6).
The divergence and trace constraints give(
z ∂z − d+ 3
2
)
zµs−2 + z ∂ · µs−2 = 0 , (10.B.15)
γˆz zµs−2 + γˆ · µs−2 = 0 , (10.B.16)
and the first condition implies znjs−n−1 ∼ zΘ+n. By using these identities in (10.B.6a) one obtains
γˆz
(
z ∂z − d− 2(s− n) + 1
2
)
znIs−n−1 +
d+ 2(s− 1)
2
znIs−n−1
+ z γˆJ∂JznIs−n−1 − (s− n− 1) γˆIzn+1Is−n−2 = 0 .
(10.B.17)
This equation has the same form as (10.B.9), apart from the shift s→ s− 1 and a modification in
the mass terms. As a result, by decomposing the gauge parameters as  = + + − with
γz±znIs−n−1 = ∓ ±znIs−n−1 (10.B.18)
162
and following the same steps as above one obtains
±z···z I1···Is−n−1 ∼ zΘ±+n with
{
Θ+ = d− 12
Θ− = 32 − 2s
. (10.B.19)
A comparison with the fall-off conditions in (C.12) of [64] shows that
ΘFermi± = Θ
Bose
± ±
1
2
(10.B.20)
also for gauge parameters.
One can compare these results with the conditions satisfied by a gauge transformation preserv-
ing the AdS background, for which
δψ = s
(
D+
1
2
γ 
)
= 0 , / = 0 . (10.B.21)
These constraints also imply D ·  = 0. Expanding (10.B.21) one obtains(
z ∂z + (2s− n− 2) + 1
2
γˆz
)
znIs−n−1 = O(zΘ+n+1) . (10.B.22)
This equation is analysed more in detail in section 10.2.2; here it is worth noting that the solutions
in the Θ− branch of (10.B.19) also solve (10.B.22).
10.B.3 Initial data at the boundary
In this subsection we display the constraints on the initial data at the boundary imposed by the
equations of motion and the γ-trace constraint, and how the number of independent components
is further reduced by the residual gauge symmetry. First of all, note that the solutions of (10.B.4)
are generically of the form
ψzmIs−m =
∞∑
n=0
z∆++m+nq
(m,n)
Is−m (x
k) or ψzmIs−m =
∞∑
n=0
z∆−+m+nρ
(m,n)
Is−m (x
k) , (10.B.23)
where all spinor-tensors in the series have a definite (alternating) chirality:13
γˆzq(m,n) = (−1)n+1q(m,n) , γˆzρ(m,n) = (−1)nρ(m,n) . (10.B.24)
The γ-trace constraint (10.B.8) then allows one to solve all components ψznIs−n with n ≥ 1 in
terms of the purely transverse one, ψIs . The equation of motion (10.B.9) finally fixes the subleading
components of ψIs in terms of the leading one.
Within the admissible fall-off conditions, the ∆+ branch is the one which is relevant for the
analysis of surface charges. We denote its leading contributions in ψIs as
ψIs = z
∆+Q−Is(xK) + z∆++1Q+Is(xK) +O(z∆++2) , (1∓ γˆz)Q±Is = 0 . (10.B.25)
For completeness, we shall also analyse the constraints imposed on the leading contributions in the
∆− branch, denoted as
ψIs = z
∆−Ψ+Is(x
K) + z∆−+1Ψ−Is(x
J) +O(z∆−+2) , (1∓ γˆz)Ψ±Is = 0 . (10.B.26)
The spinor-tensors Q−Is and Ψ+Is are boundary fields of opposite chirality (or, when the dimension
of the boundary is odd, Dirac fields with different eigenvalues of γˆz) of conformal dimensions,
respectively, ∆c = d + s − 52 and ∆s = 32 − s. They thus correspond to the fermionic conserved
currents and shadows fields of [181].14
13The components of e.g. the q
(m,n)
Is−n can be considered as spinors defined on the (d− 1)-dimensional boundary of
AdS. When d is odd, (10.B.24) is a chirality projection. When d is even, a priori the boundary values of ψIJ would
be collected in a couple of Dirac spinors and (10.B.24) selects one of them.
14If one performs a dilatation xµ → λxµ then ψI′s = λ−sψIs , while on the right-hand side of (10.B.25) or (10.B.26)
one has z′∆± = λ∆±z∆± . As a result, both Q and Ψ must transform as QI′s = λ−(∆++s)QIs , from where one reads
the conformal dimensions. To compare them with eqs. (5.8) and (6.6) of [181], consider that dhere = (d+ 1)there.
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Combining the e.o.m. (or, equivalently, the divergence constraint) and the γ-trace constraint
gives
∂JQ−JIs−1 = 0 , γˆJQ−JIs−1 = ηJKQ+JKIs−2 = 0 . (10.B.27)
Eq. (10.B.9) also allows one to fix the γ-traceless component of Q+ as(Q+Is)Tr ≡ Q+Is − sd+ 2s− 3 γˆI /Q+Is−1 = − 1d+ 2s− 3 /∂Q−Is . (10.B.28)
The γ-trace of Q+ remains free as the divergenceless part of Q−. In the ∆− branch the γ-trace
constraint similarly imposes
γˆJΨ+JIs−1 = η
JKΨ−JKIs−2 = 0 . (10.B.29)
The full γ-traceless Ψ+ remains instead unconstrained, while all Ψ− is now fixed as
Ψ−Is = −
1
d+ 2s− 5
(
/∂Ψ+Is −
s
d+ 2s− 4 γˆI ∂ ·Ψ
+
Is−1
)
. (10.B.30)
Note that, in analogy with Bose field [64], the total number of independent data that asymptotically
can be chosen arbitrarily15 is the same in both branches, even if they are distributed in different
ways in (10.B.25) and (10.B.26).
The number of independent initial data is further reduced by the residual gauge symmetry.
The components of the field vary as
z δψznIs−n = n
(
z ∂z + 2s− n− 1 + γˆ
z
2
)
zn−1Is−n +
s− n
2
γˆI(1− γˆz) znIs−n−1
+ (s− n) (z ∂IznIs−n−1 − (s− n− 1)ηIIzn+1Is−n−2) . (10.B.31)
Gauge transformations generated by
znIs−n−1 = z
Θ++n ξ
(n)
Is−n−1(x
K) +O(zΘ++n+1) , (1 + γˆz) ξ(n)Is−n−1 = 0 , (10.B.32)
naturally act on the ∆+ branch of solutions of the e.o.m.: they allow to set to zero the ψznIs−n
components with n ≥ 1 (and therefore also /Q+), while they leave Q− invariant. On the other
hand, gauge transformations generated by
znIs−n−1 = z
Θ−+n ε
(n)
Is−n−1(x
K) +O(zΘ−+n+1) , (1− γˆz) ε(n)Is−n−1 = 0 , (10.B.33)
naturally act on the ∆− branch and they affect the leading contribution as
δΨ+Is = s ∂IεIs−1 −
s
d+ 2s− 3
(
γˆI/∂εIs−1 + (s− 1)ηII∂ · εIs−2
)
, (10.B.34)
where we defined ε ≡ ε(0) and the variation is γ-traceless as it should. This gauge freedom reduces
the number of independent components Ψ+ such that it becomes identical to that of the conserved
current Q−. It also leaves the coupling i(Ψ¯+Q− + Q¯−Ψ+) invariant.
15Of course, regularity in the bulk should fix the vev in terms of the source. We do not discuss this issue here as
we focus on the asymptotic behaviour of the theory. Integration in the bulk necessitates the full theory beyond the
linear terms.
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10.C Conformal Killing spinor-tensors
In this appendix we present the general solution of the conformal Killing equations (10.1.41)
for spinor-vectors in d > 3 (for d = 3 see section 10.1.6). We then estimate the number of
independent solutions of the conformal Killing equations (10.2.23) for spinor-tensors of arbitrary
rank. We conclude by proving the identities that we used in section 10.1.4 to show that asymptotic
symmetries are generated by parameters satisfying only the conditions (10.1.40) and (10.1.41).
We also display recursion relations that, for arbitrary values of the rank, allow one to express
all subleading components of the parameters generating asymptotic symmetries in terms of the
leading ones.
10.C.1 Conformal Killing spinor-vectors
Ignoring the spinorial index, eq. (10.1.41b) has the same form as the conformal Killing vector
equation in Minkowski space. It is therefore natural to consider the ansatz
ζ+I = v
+
I −
(
xJ γˆ
J
)
v−I , ζ
−
I = v
−
I , (10.C.1)
where the v±I have the same dependence on x
I as conformal Killing vectors:
v±I ≡ a±I + ω±IJ xJ + b± xI + c±J
(
2xIx
J − x2δIJ
)
, (1∓ γˆr)v±I = 0 . (10.C.2)
Eqs. (10.C.1) generalise the general solution of the conformal Killing spinor equations [171] and,
indeed, they solve (10.1.41a) and (10.1.41b) for constant spinor-tensors a±I , ω
±
IJ , b
± and c±I only
subjected to the chirality projections inherited from ζ±I . The γ-trace conditions (10.1.41c) and
(10.1.41d) impose relations between these spinor-tensors, that one can conveniently analyse by
decomposing them in γ-traceless components. For instance, the γ-traceless projections of a±I and
of the antisymmetric ω±IJ are defined as
aˆ±I ≡ a±I −
1
d− 1 γˆI /a
± , (10.C.3a)
ωˆ±IJ ≡ ω±IJ +
2
d− 3 γˆ[I γˆ
Kω±J]K −
1
(d− 2)(d− 3) γˆIJ γˆ
KLωKL . (10.C.3b)
The constraints relate the γ-traces of a±I , ω
±
IJ and c
±
I to other spinor-tensors in (10.C.2), such that
the general solution of the full system of equations (10.1.41) is given by
ζ+I = aˆ
+
I + x
J
{
ωˆ+IJ − γˆ(I aˆ−J) +
d+ 1
d− 3 γˆ[I aˆ
−
J] +
d
d− 1 ηIJb
+ − d
(d− 1)(d− 2) γˆIJb
+
}
+ xJxK
{
2(d− 2)
d− 3 ηI(J cˆ
+
K) −
d− 1
d− 3 ηJK cˆ
+
I −
2
d− 3 γˆI(J cˆ
+
K) + γˆ(J ωˆ
−
K)I
− d
d− 2
(
ηI(J γˆK)b
− − 1
d− 1 ηJK γˆIb
−
)}
+ xJxKxL
{
η(JK γˆL)cˆ
−
I − 2 ηI(J γˆK cˆ−L)
} (10.C.4)
and
ζ−I = aˆ
−
I −
1
d− 1 γˆIb
+ + xJ
{
ωˆ−IJ −
4
d− 3 γˆ[I cˆ
+
J] + ηIJb
− +
2
(d− 1)(d− 2) γˆIJb
−
}
+ xJxK
{
2 ηI(J cˆ
−
K) − ηJK cˆ−I
}
.
(10.C.5)
10.C.2 Comments on arbitrary rank
In the previous subsection we have seen that, in the rank-1 case, the general solution of the
conformal Killing equations (10.2.23) in d − 1 dimensions depends on the integrations constants
collected in the γ-traceless spinor-tensors aˆ±I , ωˆ
±
IJ , b
± and cˆ±I . Hence, in analogy with what
happens for “bosonic” conformal Killing tensors [99], there are as many integration constants as
independent γ-traceless Killing spinor-tensors of a Minkowski space of dimensions d. The equations
δ(flat)ψµν = 2 ∂(µν) = 0 , γ
µµ = 0 (10.C.6)
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are indeed solved by
µ = Aµ +Bµνx
ν , γµAµ = γ
µBµν = B(µν) = 0 , (10.C.7)
and the number of independent components of the constants Aµ and Bµν in d dimensions equates
that of aˆ±I , ωˆ
±
IJ , b
± and cˆ±I in d − 1 dimensions. This indicates that the number of independent
γ-traceless Killing spinor-tensors on AdS and Minkowski backgrounds is the same (at least up to
rank 1).
The pattern of independent spinor-tensors entering (10.C.2) can be understood from the branch-
ing rules for representations of the orthogonal group (see e.g. § 8.8.A of [20]). Denoting a Young
tableau with s boxes in the first row and k boxes in the second by {s, k}, a γ-traceless {s, k}-
projected spinor-tensor in d+1 dimensions decomposes in a sum of two-row projected spinor-tensors
in d dimensions as16
{s, k}d =
s∑
r=k
k∑
l=0
n(d){r, l}d−1 , (10.C.8)
where the multiplicity factor n(d) is equal to 1 when d is odd and to 2 when d is even. Applying
this rule to Aµ and Bµν , one recovers the spinor-tensors entering (10.C.2). When d is odd, the
± doubling in (10.C.2) allows to reproduce the components of a Dirac µ from two sets of Weyl
spinor-tensors. When d is even, the doubling accounts for the factor n(d) in (10.C.8).
A full derivation of the solutions of the conformal Killing equations (10.2.23) will be given
elsewhere (see also [153] for related work based on superspace techniques). Here we assume that the
pattern emerged in the rank 0 and 1 examples extends to arbitrary values of the rank. Accordingly,
we assume that, for d > 3, the number of independent γ-traceless Killing spinor-tensors on AdS
and Minkowski backgrounds is the same. In the limit L→∞ the solutions of the Killing equations
(10.2.15) are given by
µ1···µs =
s∑
k=0
Aµ1···µs|ν1···νkx
ν1 · · ·xνk , γρAρ µ2···µs|ν1···νk = A(µ1···µs|µs+1)ν1···νk−1 = 0 . (10.C.9)
Their number is therefore equal to the number of components of a γ-traceless (Weyl) spinor-tensor
in d+ 1 dimensions with the symmetries of a rectangular {s, s} Young tableau, that is to
dimO(d+1){s, s} = 2[
d
2 ] (d+ s− 2)!(d+ s− 3)!(d+ 2s− 1)
s!(s+ 1)!(d− 1)!(d− 3)! . (10.C.10)
10.C.3 Independent conditions on asymptotic symmetries
Identities involving conformal Killing spinor-vectors
In order to verify that the conditions (10.1.40) and (10.1.41) on the gauge parameter µ fully
characterise asymptotic symmetries for spin-5/2 fields, one has to prove that (10.1.37) holds and
that the second line in (10.1.38) vanishes. This requires
d− 1
d
/∂∂ · ζ+ + (d+ 1) ∂ · ζ− = 0 , (10.C.11)
/∂∂ · ζ− = 0 , (10.C.12)
d− 1
d
∂I∂J∂ · ζ+ + 2 γˆ(I∂J)∂ · ζ− = 0 , (10.C.13)
∂I∂J∂ · ζ− = 0 . (10.C.14)
We wish to prove that the identities above follow from (10.1.41). One can obtain scalars
from these equations only by computing a double divergence or a divergence and a γ-trace (since
16This rule can be also checked by considering that the number of components of a {s, k}-projected γ-traceless
Dirac spinor-tensor in d dimensions is (see e.g. (A.39) of [58])
dimO(d){s, k} = 2[
d
2 ]
(s− k + 1)
(s+ 1)!k!
(d+ s− 3)!(d+ k − 4)!
(d− 2)!(d− 4)! (d+ s+ k − 2) .
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the Killing equations are traceless). Eliminating /ζ
±
via (10.1.41c) and (10.1.41d), the double
divergences of (10.1.41a) and (10.1.41b) become, respectively,
d− 1
d
∂ · ζ+ + /∂∂ · ζ− = 0 , (10.C.15)
d− 2
d− 1 ∂ · ζ
− = 0 . (10.C.16)
Computing a divergence and a γ-trace one obtains instead
d− 1
d
/∂∂ · ζ+ + (d+ 1)∂ · ζ− = 0 , (10.C.17)
d− 1
d
∂ · ζ+ − (d− 3)/∂∂ · ζ− = 0 . (10.C.18)
Eq. (10.C.17) directly shows that (10.C.11) is not independent from (10.1.41). Moreover, combining
(10.C.15) and (10.C.18), for d > 2 one obtains
∂ · ζ+ = ∂ · ζ− = /∂∂ · ζ− = 0 , (10.C.19)
so that (10.C.12) is not independent as well. All in all, this implies that the γ-trace constraint
(10.1.37) is satisfied when the conformal Killing equations (10.1.41) hold.
One can prove (10.1.41b)⇒ (10.C.14) by acting with a gradient on (10.1.41b) and manipulating
the result as in Appendix D of [64]:
0 = 2 ∂K
(
∂(IζJ)
− − 1
d− 1 ηIJ ∂ · ζ
−
)
= 3
(
∂(I∂JζK)
− − 2
d− 1 η(IJ∂K)∂ · ζ
−
)
− ∂I∂JζK− + 4
d− 1 ηK(I∂J)∂ · ζ
−
= 3
(
∂(I∂JζK)
− − 1
d− 1 η(IJ∂K)∂ · ζ
−
)
− ∂I∂JζK− + 2
d− 1 ηK(I∂J)∂ · ζ
−
− 1
d− 1 ηIJ∂K∂ · ζ
− .
(10.C.20)
The terms between parentheses in the last step vanish independently because they are the sym-
metrisation of the first line. Contracting the other three terms with ∂K one then obtains (for
d > 1)
(d− 3)∂I∂J∂ · ζ− + ηIJ∂ · ζ− = 0 . (10.C.21)
The last addendum vanishes thanks to (10.C.16) (double divergence of (10.1.41b)), so that (10.C.14)
is satisfied when d > 3. In d = 3 the missing cancellation originates the variation of surface charges
discussed at the end of section 10.1.4.
One can prove that (10.C.12) is not independent in a similar way. First of all, let us manipulate
(10.1.41a) (here combined with (10.1.41d)) as in (10.C.20):
0 = 2 ∂K
(
∂(IζJ)
+ − 1
d
ηIJ ∂ · ζ+ + γˆ(IζJ)−
)
= 3
(
∂(I∂JζK)
+ − 2
d
η(IJ∂K)∂ · ζ+ + 2 γˆ(I∂JζK)−
)
− ∂I∂JζK+ + 4
d
ηK(I∂J)∂ · ζ+
− 2 γˆ(I∂J)ζK− − 2 γˆK∂(IζJ)−
= 3
(
∂(I∂JζK)
+ − 1
d
η(IJ∂K)∂ · ζ+ + γˆ(I∂JζK)−
)
− ∂I∂JζK+ + 2
d
ηK(I∂J)∂ · ζ+
− 1
d
ηIJ∂K∂ · ζ+ + γˆ(I|∂Kζ|J)− − γˆ(I∂J)ζK− − γˆK∂(IζJ)− .
(10.C.22)
The terms between parentheses in the last step vanish because they are the symmetrisation of the
first line. The remaining contributions thus yield another vanishing combination, whose contraction
with ∂K gives
d− 2
d
∂I∂J∂ · ζ+ + γˆ(I∂J)∂ · ζ− −γˆ(IζJ)− + /∂∂(IζJ)− = 0 . (10.C.23)
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One can show that /∂∂(IζJ)
− vanishes using first (10.1.41b) and then (10.C.19). The term γˆ(IζJ)−
is instead proportional to the second contribution, since the divergence of (10.1.41b) implies
ζI− = −d− 3
d− 1 ∂I∂ · ζ
− . (10.C.24)
All in all, (10.C.23) becomes
d− 2
d− 1
(
d− 1
d
∂I∂J∂ · ζ+ + 2 γˆ(I∂J)∂ · ζ−
)
= 0 , (10.C.25)
thus completing the proof that (10.C.13) is not independent from (10.1.41). Note that – in contrast
with the proof of (10.C.14) – this is true also in d = 3, as it is necessary to obtain a variation of
ψIJ satisfying the boundary conditions of section 10.1.3.
Asymptotic Killing spinor-tensors
In order to show that asymptotic symmetries are generated by gauge parameters of the form
(10.2.19) that are fully characterised by ζ±, one should express the spinor-tensors αk and βk in
terms of the former. This can be done by imposing the cancellation of the variations (10.2.22).
The first variation vanishes provided that
∂αk + γ βk + (s− 1) η /βk = 0 , (10.C.26a)
∂βk−1 − (s− 1) η /αk = 0 , (10.C.26b)
while δψ1 vanishes provided that
2k βk + (s− 1) (∂/αk + (s− 2) η β ′k) = 0 , (10.C.27a)
2k αk − (s− 1) (∂/βk−1 − γ /αk − (s− 2) η α′k) = 0 . (10.C.27b)
The last two equations allow one to fix recursively all αk and βk in terms of α0 = ζ
+ and β0 = ζ
−
(considering also that the γ-trace constraint (10.2.18) implies /α
[k]
k = β
[k+1]
k = 0). Consistency with
(10.C.26) is not manifest; yet, in analogy with what we proved above for s = 2, it must follow from
(10.2.23). Assuming compatibility of the full system of equations, one can first solve (10.C.26b)
by taking successive traces so as to obtain
/α
[n]
k =
k−n−1∑
j=0
C(n, j) ηj
{
2(n+ j + 1) ∂ · β[n+j]k−1 + (s− 2(n+ j + 1)) ∂β[n+j+1]k−1
}
, (10.C.28)
C(n, j) =
(−1)j n!(s− 2n− 2)!(d+ 2(s− n)− 2j − 7)!!
2j+1(n+ j + 1)!(s− 2n− 2j − 2)!(d+ 2(s− n)− 5)!! . (10.C.29)
Combining this result with (10.C.27b) one gets
αk =
s− 1
2k
{
∂/βk−1 − 1
2(d+ 2s− 5) γ
(
2 ∂ · βk−1 + (s− 2) ∂β ′k−1
)}
+
k−1∑
j=1
A(j, k)
{
ηj
[
2j ∂ · /β[j−1]k−1 + /∂β[j]k−1 + (s− 2j − 1) ∂/β[j]k−1
]
− (2j + 1)(s− 2j − 1)
2(j + 1)(d+ 2s− 2j − 5) η
jγ
[
2(j + 1) ∂ · β[j]k−1 + (s− 2j − 2) ∂β[j+1]k−1
]}
(10.C.30)
with
A(j, k) =
(−1)j(s− 1)!(d+ 2s− 2j − 5)!!
k 2j+1j!(s− 2j − 1)!(d+ 2s− 5)!! . (10.C.31)
In a similar fashion, (10.C.27a) gives directly
βk =
k∑
j=0
B(j, k) ηj
{
2j ∂ · /α[j−1]k + (s− 2j − 1) ∂/α[j]k
}
, (10.C.32)
B(j, k) =
(−1)j+1(s− 1)!
2j+1(s− 2j − 1)!∏jl=0 [l(d+ 2s− 2l − 5) + k] . (10.C.33)
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Conclusion
We have covered, in this work, a series of topics revolving around the Hamiltonin analysis of free
higher spin gauge fields, gathering a few results along the way. Let us go through them one last
time:
• We have obtained a complete set of (linearized) conformal invariants for three-dimensional
bosonic fields of arbitrary spin, in the form of the Cotton tensor, whose properties we proved:
it is a symmetric, traceless and divergenceless tensor, and it fully captures conformal cur-
vature, as a necessary and sufficient condition for a higher spin field to be conformally flat
is for its Cotton tensor to vanish; equivalently, any conformally invariant local function of a
higher spin field is a function of its Cotton tensor and derivatives thereof. Finally, we showed
that any tensor sharing the algebraic and differential properties of the Cotton tensor is the
Cotton tensor of some higher spin field. This study should be extended to higher dimensions
and to fields of mixed symmetry, and also to fermionic fields.
• This construction allowed us to perform the Hamiltonian analysis of any bosonic higher spin
gauge field over a flat background space-time in four dimensions. Beginning from Fronsdal’s
action, momenta, Hamiltonian and constraints were identified. The constraints were then
solved through the introduction of prepotentials, which happen to exhibit conformal gauge
invariance. Incidentally, this gauge freedom, together with explicit SO(2) electric-magnetic
duality invariance, completely fixes the Hamiltonian action written in terms of the prepo-
tentials. Here too, an extension of this analysis to fields of mixed symmetry in arbitrary
dimension and to fermions would be quite interesting.
• This Hamiltonian action can actually also be seen as the one directly associated to a rewriting
of higher spins equations of motion as twisted self-duality conditions. These conditions first
appear as sth order covariant equations, but a complete first order subset of them can be
extracted, equating the electric field of the particle to the magnetic field of its dual, and
reciprocally (up to a sign). This kind of formalism could also be largely generalized.
• We have modestly begun to expand these investigations to fermions, with a Hamiltonian
study of four-dimensional (free) hypergravity, which selects as the superpartner of the gravi-
ton a spin 5/2 field. The Hamiltonian analysis of this first fermionic higher spin was realized
and its constraints solved, leading to a prepotential also enjoying conformal gauge invariance.
The prepotential formalism turned out, as expected, to provide the appropriate framework
to study how supersymmetry and electric-magnetic duality (a symmetry of the graviton’s
action) combined. The study of fermionic fields of arbitrary spin would be natural next step.
• We have also begun to go beyond the realm of fully symmetric bosonic fields, by studying a
chiral (2, 2)-form in six dimensions, which appears to be an essential part of the maximally
extended supersymmetric (4, 0) theory. We rewrote the equations of motion of this mixed-
symmetry field as twisted self-duality conditions, first in a manifestly covariant form and
then in a first order form, which led us to the prepotential Hamiltonian action of this field,
again exhibiting conformal gauge invariance. The rest of the fields intervening in the (4, 0)
theory should be submitted to the same treatment, to improve our grasp on this fascinating
theory.
• Finally, we turned our attention to AdS in a computation of the surface charges of higher
spin gauge fields over a constantly curved space-time of arbitrary dimension, through the
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Hamiltonian analysis of these theories. Explicit expressions were written down for these
charges, for both bosonic and fermionic fields, in terms of the asymptotic values of the fields
and of the parameters of improper gauge transformations. These charges could prove to be
useful in the study of the thermodynamic properties of some possibly black hole-like exact
solutions of Vasiliev’s equations.
As this final overview hopefully suggests, higher spins remain, more than ever, a fascinating
and open field of research in mathematical physics.
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