Extended Okounkov bodies and multi-point Seshadri constants by Shin, Jaesun
EXTENDED OKOUNKOV BODIES AND MULTI-POINT SESHADRI
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Abstract. Based on the work of Okounkov ([33, 34]), Kaveh-Khovanskii ([22]) and Lazarsfeld-
Mustat¸aˇ ([30]) independently associated a convex body, called the Okounkov body, to a big
divisor on a normal projective variety with respect to an admissible flag. Although the Okounkov
bodies carry rich positivity data of big divisors, they only provide information near a single point.
The purpose of this paper is to introduce a convex body of a big divisor that is effective in
handling the positivity theory associated with multi-point settings. These convex bodies open
the door to approach the local positivity theory at multiple points from a convex-geometric
perspective. We study their properties and shapes, and describe local positivity data via them.
Finally, we observe the irrationality of Seshadri constants with the help of a relation between
Nakayama constants and Seshadri constants.
1. Introduction
After the advent of Okounkov bodies in projective geometry, the main question is how to
connect them with the geometry of an underlying polarized variety. Thanks to [30, Proposition
4.1] and [21, Theorem A], it is expected that we should be able to gain information about line
bundles in terms of Okounkov bodies. (See [35] for an infinitesimal version in case of surfaces.) In
addition to the numerical data ([4, 5, 6, 20, 24, 25, 26, 27, 28]) that Okounkov bodies have, they
also provide a useful tool in analyzing higher syzygies on polarized abelian surfaces ([23, 36]).
Despite the usefulness of Okounkov body in projective geometry, it can only provide local
positivity data around a point: more precisely, for an admissible flag Y• : X = Y0 ⊇ · · · ⊇ Yn =
{x}, the Okounkov body ∆Y•(D) of a big divisor D has local positivity data near x. In other
words, it is difficult to address the positivity problems associated with multi-point settings using
the Okounkov body.
The purpose of this paper is to introduce a convex body of a linear series, which we call the
extended Okounkov body, to address this problem. As one might expect, this is a generalization
of Okounkov bodies and shares many of their useful properties. Moreover, we can approach many
positivity data which cannot be handled by the theory of Okounkov bodies with the theory of
extended Okounkov bodies.
We start by constructing the extended Okounkov body. Let X be a smooth projective variety
of dimension n, and let Y i• : X = Y i0 ⊇ Y i1 ⊇ · · · ⊇ Y in = {xi} be admissible flags for i = 1, . . . , r,
where xi /∈ Y j1 for all j 6= i. Given a big line bundle D on X, one defines a function
νY 1• ,...,Y r• : H
0(X,OX(D))→ Znr ∪ {∞}, s 7→ (ν(1)1 (s), . . . , ν(1)n (s) ; . . . ; ν(r)1 (s), . . . , ν(r)n (s))
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2 JAESUN SHIN
as follows. First, set ν
(i)
1 (s) = ordY i1
(s). After choosing local equations for Y i1 ’s in X, s determines
a section
s¯1 ∈ H0(X,OX(D − ν(1)1 (s)Y 11 − · · · − ν(r)1 (s)Y r1 )).
By restricting s¯1 to each Y
i
1 , we get r sections
s
(i)
1 ∈ H0(Y i1 ,OY i1 ((D − ν
(1)
1 (s)Y
1
1 − · · · − ν(r)1 (s)Y r1 )|Y i1 )).
For each s
(i)
1 , we take ν
(i)
2 (s) = ordY i2
(s
(i)
1 ) and continue in this manner to define νY 1• ,...,Y r• (s).
Next, define the semi-group
ΓY 1• ,...,Y r• (D) = {(νY 1• ,...,Y r• (s),m) | 0 6= s ∈ H0(X,OX(mD)), m ∈ N}
of Nnr × N ⊆ Rnr × R. Then the extended Okounkov body of D with respect to Y 1• , . . . , Y r• is
the convex body
∆Y 1• ,...,Y r• (D) = Cone(ΓY 1• ,...,Y r• (D)) ∩ (Rnr × {1}).
As a first step, we study the variation of these bodies as functions of big divisors. It is easy
to check that ∆Y 1• ,...,Y r• (pD) = p ·∆Y 1• ,...,Y r• (D) for every integer p, so there is a naturally defined
∆Y 1• ,...,Y r• (D) for any big rational class D. In the theory of Okounkov bodies, there exists a closed
convex cone that observes the variation of Okounkov bodies, which is called the global Okounkov
body ([30, Theorem B]). The existence of such a closed convex cone implies that each Okounkov
body fits together nicely: they vary continuously in the cone of big R-divisors. Moreover, this
yields a natural definition of ∆Y 1• ,...,Y r• (D) for any big R-divisor D on X (cf. Remark 3.1). As
one might expect, a similar situation occurs in the theory of extended Okounkov bodies:
Theorem 1.1. Let X be a normal projective variety of dimension n, and let Y 1• , . . . , Y r• be ad-
missible flags centered at x1, . . . , xr ∈ X. Then there exists a closed convex cone ∆Y 1• ,...,Y r• (X) ⊆
Rnr ×N1(X)R characterized by the property that in the commutative diagram
∆Y 1• ,...,Y r• (X)
&&
  // Rnr ×N1(X)R
pr2ww
N1(X)R,
pr−12 (D) ∩∆Y 1• ,...,Y r• (X) = ∆Y 1• ,...,Y r• (D) for any big class D ∈ N1(X)Q.
Next, we connect Seshadri constants at multiple points with these convex bodies. After
Seshadri’s criterion for ampleness ([18, Theorem 7.1]), one tried to measure the extent of its
positivity. This leads to the definition of Seshadri constant, introduced by Demailly [8], which
measures the local positivity of an ample line bundle at a point ([1]), and its extension, the
moving Seshadri constant, was introduced by Nakamaye ([32]). For this invariant, Ku¨ronya and
Lozovanu presented a nice convex geometric description ([25, Theorem C]). Motivated by their
result, it is natural to ask what can be stated about the Seshadri constants at multiple points
(Definition 5.6) in terms of convex geometry.
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To fix terminology, let x1, . . . , xr be r distinct points on a smooth projective variety X, and
denote by pi : X˜ = Bl{x1,...,xr}(X)→ X the blow-up of X at x1, . . . , xr. When Y 1• , . . . , Y r• are in-
finitesimal over x1, . . . , xr ([25, Definition 2.1]), ∆Y 1• ,...,Y r• (pi
∗D) will be denoted by ∆˜Y 1• ,...,Y r• (D).
Moreover, let (ν
(1)
1 , . . . , ν
(1)
n ; . . . ; ν
(r)
1 , . . . , ν
(r)
n ) be the standard coordinate of Rnr. For a
(ξ1, . . . , ξr) ∈ Rr, denote by v(ξ1,...,ξr)j =
∑r
i=1 ξi ·ν(i)j . Finally, let us define the inverted standard
slice simplex of size (ξ1, . . . , ξr) ∈ Rr≥0 in Rnr: this is the convex body
∆−r(ξ1,...,ξr)
def
= convex hull of {0, v(ξ1,...,ξr)1 ,v(ξ1,...,ξr)1 + v(ξ1,...,ξr)2 , . . . , v(ξ1,...,ξr)1 + v(ξ1,...,ξr)n } ⊆ Rnr.
It follows from our argument that infinitesimal extended Okounkov bodies over points where
the big R-divisor D is locally ample always contain the inverted standard slice simplices of size
(m1a, . . . ,mra) for some a, depending on m1, . . . ,mr. For all such infinitesimal flags Y
1• , . . . , Y r• ,
the supremum of a satisfying ∆−r(m1a,...,mra) ⊆ ∆˜Y 1• ,...,Y r• (D) is called the largest inverted slice
simplex constant with multi-weight m = (m1, . . . ,mr) and will be denoted by ξm(D;x1, . . . , xr).
As a result of our efforts, we obtain a description of multi-weight moving Seshadri constants in
the following form.
Theorem 1.2. Let D be a big R-divisor on X. Then
m(‖D‖;x1, . . . , xr) = ξm(D;x1, . . . , xr)
for any m ∈ Nr and any x1, . . . , xr ∈ X.
One of the most important aspects of the Okounkov bodies is that they encode interesection
theory of D as Euclidean volumes of these convex sets. In this regard, we propose the following
conjecture and obtain a partial answer. Before we proceed, we denote by S(m1,...,mr) the slice
{(ν(1)1 , . . . , ν(1)n ; . . . ; ν(r)1 , . . . , ν(r)n ) ∈ Rrn |
ν
(1)
1
m1
= · · · = ν
(r)
1
mr
, . . . ,
ν
(1)
n
m1
= · · · = ν
(r)
n
mr
} ∼= Rn.
Conjecture 1.3. Let pi : Blr(X)→ X be the blow-up of X at r general points x1, . . . , xr, and
let D be a big R-divisor on X. Then
volRn(∆˜Y 1• ,...,Y r• (D) ν(1)1
m1
=···= ν
(r)
1
mr
,...,
ν
(1)
n
m1
=···= ν
(r)
n
mr
) =
(
√
r)n−2
n!
· volX(D)
for all infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr and any (m1, . . . ,mr) ∈ Nr, where Rn =
S(m1,...,mr).
For the mono-graded case, we have a positive answer to Conjecture 1.3 (Proposition 6.4). As a
result, we obtain a relation between (L;x1, . . . , xr) and the Nakayama constant µ(L;x1, . . . , xr)
for a polarized surface (S,L) (Proposition 6.6).
An interesting by-product of Proposition 6.6 is about the irrationality of Seshadri constants
on general rational surfaces. In [10], Dumnick, Ku¨ronya, Maclean, and Szemberg show for s ≥ 9,
the SHGH conjecture implies the existence of an ample line bundle on Blr(P2) with irrational
Seshadri constant. Motivated by their result, Hanumanthu and Harbourne ([19]) show that
the (−1)-curve conjecture which is weaker than assuming the SHGH conjecture is sufficient to
draw the same (or even a stronger) conclusion. From Proposition 6.6, we generalize their results
(Theorem 6.12): under a weaker assumption (Conjecture 6.9, Lemma 6.11), we draw a stronger
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conclusion than [10, 19]. An important point of our proof is that even the full Conjecture 6.9 is
not needed for the irrationality of Seshadri constants, e.g. Corollary 6.14.
Notation. We work over the complex numbers, and let N = {1, 2, . . . }. Denote by 0 the origin
in an Euclidean space Rk for some k ∈ N. We denote X a smooth projective variety of dimension
n ≥ 2 unless specified. A divisor means a Q-Cartier Q-divisor. For a subset ∆ ⊆ Rrn, Conv(∆)
is the smallest closed convex set containing ∆.
Moreover, let (ν
(1)
1 , . . . , ν
(1)
n ; . . . ; ν
(r)
1 , . . . , ν
(r)
n ) be the standard coordinate of Rnr. By abuse
of notation, we also denote by ν
(i)
j the ((i− 1)n+ j)-th standard basis vector of Rnr for each i,
j. For a (ξ1, . . . , ξr) ∈ Rr, denote by v(ξ1,...,ξr)j =
∑r
i=1 ξi · ν(i)j . Finally, for (m1, . . . ,mr) ∈ Rr,
S(m1,...,mr) denotes the slice
{(ν(1)1 , . . . , ν(1)n ; . . . ; ν(r)1 , . . . , ν(r)n ) ∈ Rrn |
ν
(1)
1
m1
= · · · = ν
(r)
1
mr
, . . . ,
ν
(1)
n
m1
= · · · = ν
(r)
n
mr
} ∼= Rn.
Organization of the paper. Concerning the organization of the paper, we begin in Section
2 by defining the extended Okounkov bodies of big divisors. We observe their basic properties
and their relationship with the Okounkov bodies. Section 3 revolves around the variational
theory of extended Okounkov bodies. Section 4 is devoted to examples. We treat the case
of curves, and provide possible descriptions of extended Okounkov bodies of big divisors on
surfaces and on toric varieties. Section 5 is the main part of this paper: the characterization of
asymptotic base loci and the description of multi-weight moving Seshadri constants in terms of
extended Okounkov bodies are given. Lastly, in Section 6, we observe volumes of slices of the
extended infinitesimal Okounkov bodies, the relation between Nakayama constants and Seshadri
constants, and the irrationality of Seshadri constants.
Acknowledgements. I want to express my gratitude to my advisor Yongnam Lee for his
advice, encouragement and teaching. I also wish to thank Joaquim Roe´ for his comments on
Nagata’s conjecture and multi-weight Seshadri constants, Atsushi Ito for correcting some of my
misunderstandings about extended Okounkov bodies, and Dong-Hwi Seo for helpful discussions
on proving Proposition 6.4. This work was supported by NRF(National Research Foundation
of Korea) Grant funded by the Korean Government(NRF-2016-Fostering Core Leaders of the
Future Basic Science Program/Global Ph.D. Fellowship Program).
2. Construction of the extended Okounkov body
Let X be a normal projective variety of dimension n, and let Y i• : X = Y i0 ⊇ Y i1 ⊇ · · · ⊇ Y in =
{xi} admissible flags centered at xi with r distinct points x1, . . . , xr. Furthermore, we always
assume that xi /∈ Y j1 for each i = 1, . . . , r and all j 6= i. We begin by defining a function νY 1• ,...,Y r•
with respect to Y 1• , . . . , Y r• .
Definition 2.1. Let D be a big line bundle on X. Given 0 6= s ∈ H0(X,OX(D)), we denote
ν
(i)
1 (s) = ordY i1
(s).
After choosing local equations for Y i1 ’s in X, s determines a section
s¯1 ∈ H0(X,OX(D − ν(1)1 (s)Y 11 − · · · − ν(r)1 (s)Y r1 )).
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By restricting s¯1 to each Y
i
1 , we get r sections
s
(i)
1 ∈ H0(Y i1 ,OY i1 ((D − ν
(1)
1 (s)Y
1
1 − · · · − ν(r)1 (s)Y r1 )|Y i1 )).
For each s
(i)
1 , we take
ν
(i)
2 (s) = ordY i2
(s
(i)
1 ).
Repeating this process, we define a function νY 1• ,...,Y r• with respect to Y
1• , . . . , Y r• as follows:
νY 1• ,...,Y r• : H
0(X,OX(D))→ Znr ∪ {∞}, s 7→ (ν(1)1 (s), . . . , ν(1)n (s) ; . . . ; ν(r)1 (s), . . . , ν(r)n (s)).
Remark 2.2. Since xi /∈ Y j1 for each i = 1, . . . , r and all j 6= i, we may suppose that each Y 1i
is mutually disjoint after replacing X by an open set containing all of the xi’s. Thus we have
H0(Y i1 ,OY i1 ((D − ν
(1)
1 (s)Y
1
1 − · · · − ν(r)1 (s)Y r1 )|Y i1 )) = H
0(Y i1 ,OY i1 ((D − ν
(i)
1 (s)Y
i
1 )|Y i1 ))
for all i = 1, . . . , r so that νY 1• ,...,Y r• (s) = νY 1• (s) × · · · × νY 1• (s) for all 0 6= s ∈ H0(X,OX(D)),
where νY i• is the valuation-like function attached to Y
i• ([30, Subsection 1.1]).
Note 2.3. By the construction, νY 1• ,...,Y r• shares the following properties:
(i) νY 1• ,...,Y r• (s) =∞ if and only if s = 0.
(ii) Given non-zero sections s ∈ H0(X,OX(D)) and t ∈ H0(X,OX(E)),
νY 1• ,...,Y r• (s⊗ t) = νY 1• ,...,Y r• (s) + νY 1• ,...,Y r• (t).
For a subset Σ ⊆ Rm, Cone(Σ) ⊆ Rm is the closed convex cone spanned by Σ. The extended
Okounkov body of D is defined as the base of some closed convex cone:
Definition 2.4. (1) The extended graded semigroup of D is the sub-semigroup
ΓY 1• ,...,Y r• (D) = {(νY 1• ,...,Y r• (s),m) | 0 6= s ∈ H0(X,OX(mD)), m ∈ N}
of Nnr × N ⊆ Rnr × R.
(2) The extended Okounkov body of D with respect to Y 1• , . . . , Y r• is the convex body
∆Y 1• ,...,Y r• (D) = Cone(ΓY 1• ,...,Y r• (D)) ∩ (Rnr × {1}).
As in [30, Proposition 4.1] and [21], one has the numerical invariance and the homogeneity of
∆Y 1• ,...,Y r• (−) immediately. This yields a natural definition of ∆Y 1• ,...,Y r• (D) for any big rational
class D on X, viz. ∆Y 1• ,...,Y r• (D) =
1
m∆Y 1• ,...,Y r• (mD), where mD is integral for some m ∈ N.
One of the basic properties of ∆Y 1• ,...,Y r• (D) is that the Okounkov bodies ∆Y i• (D) are appeared
by its projections. This is the reason why we impose the condition that xi /∈ Y j1 for each
i = 1, . . . , r and all j 6= i.
Note 2.5. (1) Let pri : Rnr → Rn, (ν(1)1 , . . . , ν(1)n ; . . . ; ν(r)1 , . . . ν(r)n ) 7→ (ν(i)1 , . . . , ν(i)n ) be a
projection map for each i = 1, . . . , r. Then ∆Y i• (D) = pri(∆Y 1• ,...,Y r• (D)) for all i.
(2) For each i = 1, . . . , r, let ∆i(D) = (0, . . . , 0) × · · · × ∆Y i• (D) × · · · × (0, . . . , 0) ⊂ Rnr for
admissible flags Y i• , where (0, . . . , 0) is an n-tuple of zeroes. Then
∆Y 1• ,...,Y r• (D) ⊆ ∆1(D) + · · ·+ ∆r(D) ⊆ r · Conv(
r⋃
i=1
∆i(D)).
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From Note 2.5-(1), it is natural to ask whehter
∆i(D) = (0, . . . , 0)× · · · ×∆Y i• (D)× · · · × (0, . . . , 0) ⊆ Rnr
is contained in ∆Y 1• ,...,Y r• (D) when x1, . . . , xr /∈ B+(D):
Question 2.6. Let D be a big R-divisor on X, and let Y 1• , . . . , Y r• be admissible flags centered
at x1, . . . , xr /∈ B+(D). For each i = 1, . . . , r, write
∆i(D) = (0, . . . , 0)× · · · ×∆Y i• (D)× · · · × (0, . . . , 0) ⊆ Rnr.
Then, would the inclusion
∆i(D) ⊆ ∆Y 1• ,...,Y r• (D)
be established for all i = 1, . . . , r?
See Section 3 for the definition of ∆Y 1• ,...,Y r• (D) of a big R-divisor D. When x1, . . . , xr are
very general, we have a positive answer.
Proposition 2.7. For a big R-divisor D on X and any admissible flags Y 1• , . . . , Y r• centered at
very general points x1, . . . , xr ∈ X, we have
Conv(
r⋃
i=1
∆i(D)) ⊆ ∆Y 1• ,...,Y r• (D).
Proof. First, we assume that D is a big Q-divisor. Fix infintesimal flags Y 1• , . . . , Y r• centered
x1, . . . , xr. [9, Corollary 1.2] or [25, Lemma 1.8] gives that all interior points of ∆Y i• (D) ∩ Qn
are valuative ([25, Definition 1.7]). For each i = 1, . . . , r, there are countably many sections
s
(j)
i ∈ H0(X˜,OX˜(mjD)) for some mj ∈ N, depending on j ∈ N whose valuations along Y i• form
all of the interior points of ∆Y i• (D)∩Qn. Since x1, . . . , xr are very general, we may assume that
for each i = 1, . . . , r and all j ∈ N, the zero loci of s(j)i do not contain all of the xk’s with k 6= i,
that is, for each i = 1, . . . , r, we have ∆i(D) ⊆ ∆Y 1• ,...,Y r• (D). Since ∆Y 1• ,...,Y r• (D) is convex, the
conclusion holds for big Q-divisors.
The big R-divisor cases follow immediately by the above arguments and the continuity of
extended Okounkov bodies (Theorem 1.1). 
3. Variation of extended Okounkov bodies
This section is devoted to the proof of Theorem 1.1: we construct a closed convex cone
∆Y 1• ,...,Y r• (X) ⊆ Rnr ×N1(X)R
such that the fiber of ∆Y 1• ,...,Y r• (X) over any big rational class D on X is ∆Y 1• ,...,Y r• (D).
Proof of Theorem 1.1. Let ρ(X) = dimRN
1(X)R, and fix divisors D1, . . . , Dρ(X) on X whose
classes form a Zρ(X)-basis of N1(X) and Eff(X) lies in the positive orthant of Rρ(X). We define
the multigraded semigroup of X with respect to Y 1• , . . . , Y r• to be the additive sub-semigroup of
Nnr × Nρ(X) given by
ΓY 1• ,...,Y r• (X;D1, . . . , Dρ(X))
def
= {(νY 1• ,...,Y r• (s), a1, . . . , aρ(X)) ∈ Nnr × Nρ(X) |
0 6= s ∈ H0(X,OX(a1D1 + · · ·+ aρ(X)Dρ(X)))}.
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Then we simply take
∆Y 1• ,...,Y r• (X)
def
= Cone(ΓY 1• ,...,Y r• (X;D1, . . . , Dρ(X))) ⊆ Rnr ×N1(X)R.
By its construction, everything is clear except that pr−12 (D) ∩∆Y 1• ,...,Y r• (X) = ∆Y 1• ,...,Y r• (D) for
any big Q-divisor D on X. First, we focus on the case when D is integral. The main ingredient
of the proof is [30, Proposition 4.9].
We claim that Γ(X) = Γ(X;D1, . . . , Dρ(X)) generates Znr×Zρ(X) as a group. SinceD1, . . . , Dρ(X)
generate Zρ(X), it is enough to show that for any big divisor D = Di with i = 1, . . . , ρ(X),
ΓY 1• ,...,Y r• (D) ⊂ Nnr+1 generates Znr+1 as a group. Fix such a big divisor D = Di. As in the
proof of [30, Lemma 2.2], we can write D = A1−B1 as the difference of two very ample divisors
such that (by adding a further very ample divisor to both A1 and B1, if necessary)
νY 1• ,...,Y r• (s
(1)
0 ) = νY 1• ,...,Y r• (t
(1)
0 ) = (0, . . . , 0 ; . . . ; 0, . . . , 0) ∈ Rnr,
(ν
(1)
1 (t
(1)
i ), . . . , ν
(1)
n (t
(1)
i )) = ei ∈ Rn
for s
(1)
0 ∈ H0(X,OX(A1)) and t(1)i ∈ H0(X,OX(B1)) with i = 0, . . . , n, where ei ∈ Zn is the
i-th standard basis vector and ν
(1)
j (−) is as in the definition of νY 1• ,...,Y r• (−). Since A1, B1 are
sufficiently positive very ample divisors, there are sufficiently many sections satisfying the above
properties by Bertini theorem. Since not passing through the other points x2, . . . , xr is just an
open condition, we may further assume that x2, . . . , xr are not contained in any zero loci of t
(1)
i ,
i.e. for each i = 0, . . . , n,
νY 1• ,...,Y r• (t
(1)
i ) = (ei ; 0, . . . , 0 ; . . . ; 0, . . . , 0).
Similarly, we can construct very ample divisors A1, . . . , Ar, B1, . . . , Br with sections s
(j)
0 , t
(j)
i for
each j = 1, . . . , r and i = 0, . . . , n such that
νY 1• ,...,Y r• (s
(j)
0 ) = νY 1• ,...,Y r• (t
(j)
0 ) = (0, . . . , 0 ; . . . ; 0, . . . , 0) ∈ Rnr,
νY 1• ,...,Y r• (t
(j)
i ) = e
(j)
i ∈ Rnr,
where e
(j)
i is the ((j − 1)n+ i)-th standard basis vector of Znr.
Since D is big, there eixsts m0 ∈ Z such that mD − Bj is linearly equivalent to an effective
divisor F
(j)
m for all m ≥ m0 and j = 1, . . . , r, i.e. mD = Bj +F (j)m . If f (j)m ∈ Znr is the valuation
vector of a section defining F
(j)
m , then the valuative property of νY 1• ,...,Y r• with the valuations of
t
(j)
i gives that
(f (j)m ,m), (f
(j)
m + e
(j)
1 ,m), . . . , (f
(j)
m + e
(j)
n ,m) ∈ ΓY 1• ,...,Y r• (D)
for each j = 1, . . . , r. Moreover, (m + 1)D = Aj + F
(j)
m and so ΓY 1• ,...,Y r• (D) also contains
(f
(j)
m ,m+ 1). Hence ΓY 1• ,...,Y r• (D) ⊂ Nnr+1 generates Znr+1 as a group, that is, Γ(X) generates
Znr × Zρ(X) as a group, which proves the claim.
Since Supp(Γ(X)) (see [30, Proposition 4.9] for a definition) is the closed convex cone spanned
by (a1, . . . , aρ(X)) ∈ Zρ(X) such that H0(X,OX(a1D1 + · · · + aρ(X)Dρ(X))) 6= 0, (a1, . . . , aρ(X))
lies in the interior of Supp(Γ(X)) if and only if OX(a1D1 + · · ·+ aρ(X)Dρ(X)) is big. For such a
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vector a = (a1, . . . , aρ(X)) ∈ Zρ(X), we can apply [30, Proposition 4.9] so that
∆Y 1• ,...,Y r• (a1D1 + · · ·+ aρ(X)Dρ(X)) = Cone(Γ(X) ∩ (Nnr × N · a)) ∩ (Rnr × {a})
= Cone(Γ(X)) ∩ (Rnr × {a})
= ∆Y 1• ,...,Y r• (X) ∩ (Rnr × {a})
= ∆Y 1• ,...,Y r• (X) ∩ pr−12 (a1D1 + · · ·+ aρ(X)Dρ(X)),
which verifies the theorem for any big integral divisors on X. The case of rational classes follows
since both ∆Y 1• ,...,Y r• (D) and pr
−1
2 (D) ∩∆Y 1• ,...,Y r• (X) scale linearly with D. 
We refer to ∆Y 1• ,...,Y r• (X) in Theorem 1.1 as the global extended Okounkov body of X with
respect to Y 1• , . . . , Y r• .
Remark 3.1. For any D,D′ ∈ Big(X)R,
(1) ∆Y 1• ,...,Y r• (D)
def
= ∆Y 1• ,...,Y r• (X) ∩ pr−12 (D), and
(2) ∆Y 1• ,...,Y r• (D) + ∆Y 1• ,...,Y r• (D
′) ⊆ ∆Y 1• ,...,Y r• (D +D′).
4. Descriptions of extended Okounkov bodies
This section is devoted to some examples and computations. We start with curves. Let L be
a big R-divisor on a smooth curve C, and let Y i• : C ⊇ {pi} be admissible flags for i = 1, . . . , r.
Then it is easy to see that
∆Y 1• ,...,Y r• (L) = {a1e1 + · · ·+ arer ∈ Rr |
r∑
i=1
ai ≤ degL, ai ≥ 0 for all i = 1, . . . , r},
where ei is the i-th standard basis vector.
4.1. Surfaces. We observe a possible description on surface cases. Let D be a big R-divisor on
a smooth projective surface S, and let Y i• : X ⊇ Ci ⊇ {pi} be admissible flags, where pi /∈ Cj
for all i 6= j. For each t1, . . . , tr ∈ R≥0, where D −
∑r
i=1 tiCi is big, we write
D −
r∑
i=1
tiCi = Pt1,...,tr +Nt1,...,tr
for its Zariski decomposition. We set
∆ = {(ν(1)1 , ν(1)2 ; · · · ; ν(r)1 , ν(r)2 ) ∈ R2r | D −
r∑
i=1
(si + ν
(i)
1 )Ci is big, αi(ν
(1)
1 , . . . , ν
(r)
1 ) ≤ ν(i)2 ≤ βi(ν(1)1 , . . . , ν(r)1 )
for each i = 1, . . . , r},
where αi(ν
(1)
1 , . . . , ν
(r)
1 ) = ordpi(Ns1+ν(1)1 ,...,sr+ν
(r)
1
|
Ci
) and βi(ν
(1)
1 , . . . , ν
(r)
1 ) = αi(ν
(1)
1 , . . . , ν
(r)
1 ) +
(P
s1+ν
(1)
1 ,...,sr+ν
(r)
1
.Ci) for each i = 1, . . . , r. Note that αi(ν
(1)
1 , . . . , ν
(r)
1 ) and βi(ν
(1)
1 , . . . , ν
(r)
1 ) are
piecewise linear (cf. [2]).
Proposition 4.1. With the above notation, the following inclusion holds:
∆Y 1• ,...,Y r• (D) ⊆ (s1, 0; · · · ; sr, 0) + ∆,
where si = ordCi(N0,...,0) and ∆ denotes its closure.
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Proof. The proof of Lemma 5.10 implies that
∆Y 1• ,...,Y r• (D) = (s1, 0; · · · ; sr, 0) + ∆Y 1• ,...,Y r• (D − s1C1 − · · · − srCr)
sicne the Zariski decomposition of D is P0,...,0 +N0,...,0 and si = ordCi(N0,...,0) for all i = 1, . . . , r.
Note that any Ci’s do not appear in the negative part of D − s1C1 − · · · − srCr.
It remains to show that ∆Y 1• ,...,Y r• (D − s1C1 − · · · − srCr) ⊆ ∆. For a sufficiently large and
divisible m 0, let ν(i)1 = α(i) for all 2 ≤ i ≤ r such that mD−ms1C1−
∑r
i=2(msi+mα
(i))Ci is
big and integral. Since all the sections in H0(X,OX(mD)), vanishing along C1 with multiplicity
≥ ms1 and vanishing along Ci with multiplicity exactly msi +mα(i) for all i ≥ 2, are contained
in H0(X,OX(mD −ms1C1 −
∑r
i=2(msi +mα
(i))Ci)) naturally, we have:
∆Y 1• ,...,Y r• (D − s1C1 −
r∑
i=2
(si + ν
(i)
1 )Ci)
ν
(i)
1 =α
(i) for all i≥2
⊆ ∆Y 1• (D − s1C1 −
r∑
i=2
(si + ν
(i)
1 )Ci)
by Remark 2.2. The above assertion with [30, Theorem 6.4] implies that ν
(1)
2 satisfies the
inequality α1(ν
(1)
1 , . . . , ν
(r)
1 ) ≤ ν(1)2 ≤ β1(ν(1)1 , . . . , ν(r)1 ). By repeating the same process for ν(i)2
for other i 6= 1, we conclude that
∆Y 1• ,...,Y r• (D − s1C1 − · · · − srCr) ⊆ ∆.

Remark 4.2. We expect that two convex bodies in Proposition 4.1 are actually the same.
4.2. Toric varieties. We describe the extended Okounkov bodies of toric varieties with respect
to certain flags. The key point for its proof is the technique used in [30, Subsection 6.1].
We start by fixing some notation. Let XΣ be a smooth projective toric variety induced by a
fan Σ ⊆ NR ∼= Rn. Let D =
∑
ρ : ray aρDρ be a torus invariant divisor on XΣ and write
PD = {m ∈MR | < m,uρ >≥ −aρ for all rays ρ ∈ Σ},
where M is the dual lattice of N and uρ is the ray generator of ρ. Note that PmD = mPD for
m ∈ Z>0 and H0(XΣ,OXΣ(D)) =
⊕
m∈PD∩M
C · χm by [7, Proposition 4.3.3], where χm is the
character map associated to m.
Suppose that σ1, . . . , σr ∈ Σ are maximal cones such that σ1 ∩ · · · ∩ σr = {0}. (This is for the
assumption on the flags needed to define the extended Okounkov bodies). For such σ1, . . . , σr,
define the flags Y i• : XΣ = Y i0 ⊇ Y i1 ⊇ · · · ⊇ Y in consisting of torus invariant subvarieties of XΣ:
For each i = 1, . . . , r, we can order the prime torus invariant divisors D
(i)
1 , . . . , D
(i)
n such that
Y ij = D
(i)
1 ∩ · · · ∩ D(i)j . Moreover, for each ray generator v(i)j of the ray corresponding to D(i)j ,
{v(i)1 , . . . , v(i)n } form a basis of N and they generate a cone σi since the fan Σ is smooth.
Finally, we define a map φ¯ : M → Znr, u 7→ ((< u, v(1)j >)1≤j≤n; · · · ; (< u, v
(r)
j >)1≤j≤n) and
it determines an R-linear map φ¯R : MR → Rnr naturally. Note that φ¯ is injective.
Proposition 4.3. With the above notation, let L be a big R-divisor on XΣ. Suppose that there
exists a torus invariant divisor D such that L⊗k ∼= OXΣ(D) for some k and D|Uσi = 0 for all
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i = 1, . . . , r, where Uσi is the affine toric variety associated to σi. Then
∆Y 1• ,...,Y r• (L) =
1
k
· φ¯R(PD).
Proof. Consider u ∈ PD ∩M . Under the isomorphism H0(XΣ,OXΣ(D)) =
⊕
m∈PD∩M
C · χm, the
zero locus corresponding to u is D +
∑
ρ: ray < u, uρ > Dρ, where uρ is the ray generator of
ρ. Since D|Uσi = 0 for all i = 1, . . . , r, and σ1 ∩ σr = {0}, νY 1• ,...,Y r• (χ
u) = φ¯(u). Moreover,
since φ is injective and there exists h0(L⊗k) lattice points in PD ∩ M (by the isomorphism
H0(XΣ, L
⊗k) =
⊕
m∈PD∩M
C · χm), we have
φ¯(PD ∩M) = Image of ((H0(XΣ, L⊗k)− {0})
ν
Y 1• ,...,Y r•−→ Znr).
Note that for a sufficiently large and divisible m  0, mPD has all its vertices in M so that
(the convex hull of 1m φ¯(mPD ∩ M)) = φ¯R(PD). By the homogeneity of extended Okounkov
bodies and the fact that PmD = mPD, we conclude that ∆Y 1• ,...,Y r• (L) =
1
k · φ¯R(PD). 
5. Asymptotic base loci and multi-weight moving Seshadri constant via
extended infinitesimal Okounkov bodies
This section is the core of the paper. We define the extended infinitesimal Okounkov bodies
and discuss the asymptotic base loci and the multi-weight moving Seshadri constants in terms
of extended infinitesimal Okounkov bodies. First, we recall the definition of infinitesimal flags.
Definition 5.1. ([25, Definition 2.1]) Let φ : Blx(X) → X be the blow-up of X at a point
x with exceptional divisor E. An infinitesimal flag Y• over x is an admissible flag Y• : Y0 =
Blx(X) ⊃ Y1 = E ⊃ · · · ⊃ Yn, where each Yi is a linear subspace of E ∼= Pn−1 of dimension n− i
for each i = 2, . . . , n.
Definition 5.2. Let pi : X˜ = Bl{x1,...,xr}(X) → X be the blow-up of X at x1, . . . , xr ∈ X,
and let Y i• be an infinitesimal flag over xi for each i = 1, . . . , r. The extended infinitesimal
Okounkov body of a big R-divisor D with respect to Y 1• , . . . , Y r• is the extended Okounkov body
∆Y 1• ,...,Y r• (pi
∗D). We simply write it ∆˜Y 1• ,...,Y r• (D).
The inverted standard slice simplex ∆−r(ξ1,...,ξr) of size (ξ1, . . . , ξr) ∈ Rr≥0 in Rnr is the convex
hull of the set
{0, v(ξ1,...,ξr)1 ,v(ξ1,...,ξr)1 + v(ξ1,...,ξr)2 , . . . , v(ξ1,...,ξr)1 + v(ξ1,...,ξr)n } ⊆ Rnr.
In particular, when ξ1 = · · · = ξr = ξ, then ∆−r(ξ,...,ξ) will be denoted by ∆−rξ .
Remark 5.3. ∆−r(ξ1,...,ξr) can be viewed as an inverted standard simplex of size
√∑r
i=1 ξ
2
i in
Sξ1,...,ξr
∼= Rn.
A major difference between the infinitesimal Okounkov bodies and the non-infinitesimal ones
is that the infinitesimal Okounkov bodies are contained in some inverted standard simplex in a
very natural way ([25, Proposition 2.6]). We can say the similar thing in the case of extended
Okounkov bodies.
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Lemma 5.4. Let D be a big R-divisor on X with x1, . . . , xr ∈ X. Then there exists a constant
µ(D;x1, . . . , xr) > 0 such that
∆Y 1• ,...,Y r• (pi
∗D) ⊆ r · Conv(
r⋃
i=1
pri(∆
−r
µ(D;x1,...,xr)
))
for any infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr, where pri is a projection map in Note 2.5.
Proof. Let µ(D;xi) = sup{s > 0 | pi∗D − sEi is big}, and set µ(D;x1, . . . , xr) = maxi=1,...,r{µ(D;xi)}.
Then the result follows from [25, Proposition 2.6] and Note 2.5. 
5.1. Restricted base loci via extended Okounkov bodies. One defines the restricted base
locus of a big R-divisor D as
B−(D)
def
=
⋃
A
B(D +A),
where the union is taken over all ample divisors A, such that D+A is a Q-divisor ([11, Definition
1.12]). This locus is a countable union of closed subvarieties of X ([11, Proposition 1.19]).
Proposition 5.5. Let D be a big R-divisor on X. Then the following are equivalent.
(1) x1, . . . , xr /∈ B−(D).
(2) There exist infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr such that 0 ∈ ∆˜Y 1• ,...,Y r• (D).
(3) For every infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr, one has 0 ∈ ∆˜Y 1• ,...,Y r• (D).
Proof. (1) ⇒ (3) Suppose not, i.e. there exist infinitesimal flags Y i• over xi such that 0 /∈
∆˜Y 1• ,...,Y r• (D). Let pri : R
nr → Rn be a projection as in Note 2.5. Then there exists i such
that (0, . . . , 0) /∈ pri(∆˜Y 1• ,...,Y r• (D)), that is, (0, . . . , 0) /∈ ∆˜Y i• (D). However, it contradicts [25,
Theorem 3.1].
The implication (3) ⇒ (2) is obvious, so we only need to check (2) ⇒ (1). It is a direct
consequence of Note 2.5 and [25, Theorem 3.1], so we are done. 
5.2. Moving multi-weight Seshadri constants and augmented base loci via extended
Okounkov bodies. We recall the necessary information about multi-weight moving Seshadri
constants and connect them with the extended Okounkov bodies.
The augmented base locus of a big R-divisor D is defined by
B+(D)
def
=
⋂
A
B(D −A),
where the intersection is taken over all ample divisors A, such that D − A is a Q-divisor ([11,
Definition 1.12]).
Definition 5.6. ([17, 32, 38])
(1) The multi-weight Seshadri constant of an ample R-divisor A on X with weight m =
(m1, . . . ,mr) ∈ Nr at x1, . . . , xr ∈ X is the real number
m(A;x1, . . . , xr)
def
= sup{a ∈ R | pi∗A− a ·
r∑
i=1
miEi is ample on X˜}.
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(2) The multi-weight moving Seshadri constant of a big R-divisor D on X with weight m =
(m1, . . . ,mr) ∈ Nr at x1, . . . , xr ∈ X is the real number
m(‖D‖;x1, . . . , xr) = sup
f∗L=A+E
m(A; f
−1(x1), . . . , f−1(xr)) if x1, . . . , xr /∈ B+(D)
= 0 otherwise
where the supremum is taken over all projective resolutions f : Y → X with f an isomor-
phism around x1, . . . , xr and over all decompositions f
∗D = A + E, where A is an ample
Q-divisor and E is effective with f−1(xi) /∈ Supp(E) for all i.
When m = (1, . . . , 1), we write it simply (‖D‖;x1, . . . , xr).
Lemma 5.7. Let D be a big R-divisor on X, m = (m1, . . . ,mr) ∈ Nr, and x1, . . . , xr /∈ B−(D).
For any infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr,
∆−r(η1,...,ηr) ⊆ ∆˜Y 1• ,...,Y r• (D),
where ηi = mi · m(‖D‖;x1, . . . , xr).
Proof. Once we show it for big line bundles, the general one follows easily by the continuity
of the extended Okounkov bodies. So we only deal with a big line bundle D on X. First, we
consider the mono-graded case, i.e. m = (1, . . . , 1).
Assume that D is ample. Choose and fix a rational number 0 <  < (D;x1, . . . , xr) and an
infinitesimal flag Y i• over xi for each i = 1, . . . , r. It is enough to show that ∆−r ⊆ ∆˜Y 1• ,...,Y r• (D).
We write
K = pi
∗D −  ·
r∑
i
Ei.
Note that Ei ∼= Pn−1 for all i = 1, . . . , r, and Ei’s are all disjoint. Moreover,
degEi((mK)|Ei) = degEi((mpi∗D −mEi)|Ei) = ((mpi∗D −mEi)|Ei .OEi(1)n−2) = m
for all sufficiently divisible m > 0.
For all sufficiently divisible m 0, a short exact sequence
0→ OX˜(mK − E1 − · · · − Er)→ OX˜(mK)→ OE1unionsq···unionsqEr(mK|E1unionsq···unionsqEr)→ 0
induces an exact sequence
0→ H0(X˜,OX˜(mK − E1 − · · · − Er))→ H0(X˜,OX˜(mK))
ν→ H0(E1 unionsq · · · unionsq Er,OE1unionsq···unionsqEr (mK|E1unionsq···unionsqEr ))→ 0
since K is ample and m 0. Note that
H0(E1 unionsq · · · unionsq Er,OE1unionsq···unionsqEr(mK|E1unionsq···unionsqEr)) ∼= H0(E1,OE1(m))⊕ · · · ⊕H0(Er,OEr(m)).
Consider a non-zero section (s
(1)
1 , . . . , s
(1)
r ) whose s
(1)
i ∈ H0(Ei,OEi(mK|Ei)) = H0(Ei,OEi(m))
is a section such that νEi•(s
(1)
i ) = (m, 0, . . . , 0) for each i = 1, . . . , r, where νEi• is the valuation-
like function attached to Ei• ([30, Subsection 1.1]). By the surjectivity of ν, (s
(1)
1 , . . . , s
(1)
r ) can
be lifted to s¯(1) ∈ H0(X˜,OX˜(mK)) and it induces a section s(1) ∈ H0(X˜,OX˜(mpi∗D)) that
satisfies
νY 1• ,...,Y r• (s
(1)) = (m,m, 0, . . . , 0 ; . . . ; m,m, 0, . . . , 0).
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Similarly, we can construct s(0), . . . , s(r) ∈ H0(X˜,OX˜(mpi∗D)) such that
νY 1• ,...,Y r• (s
(0)) = (m, 0, . . . , 0 ; . . . ; m, 0, . . . , 0),
νY 1• ,...,Y r• (s
(1)) = (m,m, 0, . . . , 0 ; . . . ; m,m, 0, . . . , 0),
...
νY 1• ,...,Y r• (s
(r)) = (m, 0, . . . , 0,m ; . . . ; m, 0, . . . , 0,m).
It implies that v
(,...,)
1 ,v
(,...,)
1 +v
(,...,)
2 , . . . ,v
(,...,)
1 +v
(,...,)
n are contained in ∆˜Y 1• ,...,Y r• (D). Since
0 ∈ ∆˜Y 1• ,...,Y r• (D), we have ∆−r(D;x1,...,xr) ⊆ ∆˜Y 1• ,...,Y r• (D).
Next, assume that D is big. If one of the xi’s is contained in B+(D), then (‖D‖;x1, . . . , xr) =
0. However, since x1, . . . , xr /∈ B−(D), ∆˜Y 1• ,...,Y r• (D) contains the origin (Proposition 5.5), so we
are done in this case. So let x1, . . . , xr /∈ B+(D). Then we can find a projective resolution f
and a decomposition f∗D = A + E as in Definition 5.6. Fix any such f , A, and E. Then we
have the commutative diagram:
Bl{f−1(x1),...,f−1(xr)}(Y )
piY

φ
// Bl{x1,...,xr}(X) = X˜
pi

Y
f
// X.
Since f is an isomorphism around x1, . . . , xr, there are induced infinitesimal flags Y˜
1• , . . . , Y˜ r•
over f−1(x1), . . . , f−1(xr) by the strict transforms of Y 1• , . . . , Y r• . It is easy to see that
∆˜Y 1• ,...,Y r• (D) = ∆˜Y˜ 1• ,...,Y˜ r• (f
∗D).
Choose a non-zero section s whose support is E. Then, for any non-zero section tm ∈ H0(Y,OY (mA)),
tm ⊗ s⊗m ∈ H0(Y, f∗OY (mD)). Since f−1(x1), . . . , f−1(xr) /∈ E,
∆˜Y˜ 1• ,...,Y˜ r• (A) ⊆ ∆˜Y˜ 1• ,...,Y˜ r• (f
∗D).
Since we proved the conclusion for ample line bundles in the mono-graded case, we have
∆−r
(A;f−1(x1),...,f−1(xr))
⊆ ∆˜Y˜ 1• ,...,Y˜ r• (A) ⊆ ∆˜Y˜ 1• ,...,Y˜ r• (f
∗D) = ∆˜Y 1• ,...,Y r• (D).
Since we choose arbitrary f , A, and E in Definition 5.6, ∆−r(‖D‖;x1,...,xr) ⊆ ∆˜Y 1• ,...,Y r• (D), which
proves in the mono-graded case.
For a general m ∈ Nr, by changing K = pi∗D −  ·
∑r
i=1Ei (respectively degEi((mK)|Ei) =
m) to K = pi
∗D −  ·∑ri=1miEi (respectively degEi((mK)|Ei) = mmi) and using the same
argument, we can draw the conclusion. 
We recall the relation between multi-weight moving Seshadri constants and jet separations.
Main references are [29, Chapter 5], [20], [12], and [38].
Definition 5.8. Let D be a line bundle on X.
(i) We say that D separates m-jets at x1, . . . , xr if the natural map
H0(X,OX(D))→ H0(X,OX(D)⊗ (⊕ri=1OX/mmi+1xi ))
is surjective, where mxi is the ideal sheaf of xi.
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(ii) Denote by sm(D;x1, . . . , xr) the largest real number s such that D separates ds ·me-jets
at x1, . . . , xr, where ds ·me := (ds ·m1e, . . . , ds ·mre).
Lemma 5.9. ([20, 38]) Let D be a big Q-divisor on X.
(1) supk∈N
sm(kD;x1,...,xr)
k = lim supk→∞
sm(kD;x1,...,xr)
k = limk→∞
sm(kD;x1,...,xr)
k .
(2) m(‖D‖;x1, . . . , xr) = limk→∞ sm(kD;x1,...,xr)k .
(3) The multi-weight moving Seshadri constant (‖−‖;x1, . . . , xr) is continuous on Big(X)R.
In order to study the multi-weight moving Seshadri constants via extended infinitesimal Ok-
ounkov bodies, we follow the steps of the proof of [25, Proposition 4.10]. For them, we mimic
the proofs of [30, Theorem 4.24] and [25, Proposition 4.9] with some modifications.
Lemma 5.10. Let D be a big R-divisor on X. For any infinitesimal flags Y 1• , . . . , Y r• over
x1, . . . , xr, and a,m1, . . . ,mr ≥ 0 such that pi∗D − a ·
∑r
i=1miEi is big,
∆Y 1• ,...,Y r• (D)ν(1)1 ≥am1,...,ν(r)1 ≥amr
= ∆Y 1• ,...,Y r• (pi
∗D − a ·
r∑
i=1
miEi) + (am1, 0, . . . , 0 ; . . . ; amr, 0, . . . , 0).
Proof. By the continuity of the extended Okounkov bodies (Theorem 1.1), we may assume that
D is a big Q-divisor. Multiplying some scalars to both sides if necessary, we may assume that
a ∈ N and that D is integral. Note that
H0(X˜,OX˜(mpi∗D −ma ·
r∑
i=1
miEi)) = {s ∈ H0(X˜,OX˜(mpi∗D)) | ordEi(s) ≥ mami for all i}
= {s ∈ H0(X˜,OX˜(mpi∗D)) | ν(i)1 (s) ≥ mami for all i}.
In view of νY 1• ,...,Y r• ,
ΓY 1• ,...,Y r• (pi
∗D)
ν
(1)
1 ≥am1,...,ν(r)1 ≥amr
= φ(am1,...,amr)(ΓY 1• ,...,Y r• (pi
∗D − a ·
∑
miEi)),
where φ(am1,...,amr) : Nnr × N→ Nnr × N, (s,m) 7→ (s+mam1ν(1)1 + · · ·+mamrν(r)1 ,m).
Passing to cones,
Cone(ΓY 1• ,...,Y r• (pi
∗D)
ν
(1)
1 ≥am1,...,ν(r)1 ≥amr
) = φ(am1,...,amr),R(Cone(ΓY 1• ,...,Y r• (pi
∗D − a ·
∑
miEi)),
where φ(am1,...,amr),R : Rnr × R → Rnr × R is a natural map induced by φ(am1,...,amr). Cutting
them by Rnr × {1}, the conclusion holds. 
Proposition 5.11. Let D be a big line bundle on X. Assume that there exists  ∈ R>0 and
k ∈ N such that ∆−r(n+km1+,...,n+kmr+) ⊆ ∆˜Y 1• ,...,Y r• (D) for all infinitesimal flags Y 1• , . . . , Y r• over
x1, . . . , xr. Then KX +D separates k ·m-jets at x1, . . . , xr, where m = (m1, . . . ,mr).
Proof. First, we deal with the mono-graded case, i.e. m1 = · · · = mr = 1. Projection formula
implies that it suffices to show that
H0(X˜,OX˜(pi∗(KX +D)))→ H0(X˜,OX˜(pi∗(KX +D))⊗ (⊕ri=1OX˜/OX˜(−(k + 1)Ei)))
is surjective. Let B := pi∗D−∑ri=1(n+ k)Ei. Since ∆−rn+k+ ⊆ ∆˜Y 1• ,...,Y r• (D), B is big on X˜. So
by Lemma 5.10,
∆Y 1• ,...,Y r• (B) = ∆˜Y 1• ,...,Y r• (D)ν(1)1 ,...,ν
(r)
1 ≥n+k
− (n+ k, 0, . . . , 0 ; . . . ; n+ k, 0, . . . , 0).
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Moreover, since ∆Y 1• ,...,Y r• (B) contains the origin, so is ∆Y i• (B) for each i = 1, . . . , r. Since
it holds for any infinitesimal flags Y i• , any point z in Ei is not contained in B−(B) by [27,
Theorem 2.1], that is, B−(B) ∩ Ei = ∅ for all i = 1, . . . , r. Then [11, Corollary 2.10] gives that
Zeroes(J (X, ||B||)) ∩ Ei = ∅ for all i = 1, . . . , r.
Note that KX˜ = pi
∗KX +
∑r
i=1(n− 1)Ei. Thus we have the short exact sequence
0→OX˜(KX˜ +B)⊗ J (X˜, ||B||)→ OX˜(pi∗(KX +D))→ F → 0,
where F = OX˜(pi∗(KX+D))⊗(OZeroes(J (X˜,||B||))⊕O(k+1)E1⊕· · ·⊕O(k+1)Er) since Zeroes(J (X˜, ||B||)),
E1, . . . , Er are all mutually disjoint. Since B is big, by [29, Theorem 11.2.12-(ii)],
H1(X˜,OX˜(KX˜ +B)⊗ J (X, ||B||)) = 0,
that is,
H0(X˜,OX˜(pi∗(KX +D)))→ H0(X˜,F)
is surjective. Hence the desired surjectivity holds.
For a general m ∈ Nr, the proof is the same except B = pi∗D −∑ri=1(n+ kmi)Ei. 
We are in a position to connect the multi-weight moving Seshadri constants with the extended
Okounkov bodies.
Definition 5.12. The largest inverted slice simplex constant ξm(D;x1, . . . , xr) of a big R-divisor
D at x1, . . . , xr with multi-weight m = (m1, . . . ,mr) ∈ Nr is the real number
ξm(D;x1, . . . , xr)
def
= sup
Y i•
{a ≥ 0 | ∆−r(m1a,...,mra) ⊆ ∆˜Y 1• ,...,Y r• (D)},
where the supremum is taken over all infinitesimal flags Y i• over xi. When xi ∈ B−(D) for some
i, we let ξm(D;x1, . . . , xr) = 0.
Remark 5.13. (1) ξm(D;x1, . . . , xr) can be interpreted as follows:
ξm(D;x1, . . . , xr) = sup
Y i•
{a ≥ 0 | ∆−1m1a × · · · ×∆−1mra ⊆ ∆˜Y 1• ,...,Y r• (D)},
where the supremum is taken over all infinitesimal flags Y i• over xi. This follows from
the following easy fact: for a big R-divisor D on X and any infinitesimal flags Y 1• , . . . , Y r•
over x1, . . . , xr, we have Conv(
⋃r
i=1 ∆(‖D‖;xi)(D)) ⊆ ∆Y 1• ,...,Y r• (D), where ∆(‖D‖;xi)(D) =
(0, . . . , 0)× · · · ×∆−1(‖D‖;xi) × · · · × (0, . . . , 0) ⊆ Rnr for each i = 1, . . . , r.
(2) From [25, Proposition 4.7], we raise the following question:
Let D be a big R-divisor on X, and fix any infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr /∈
B+(D). For a vector m = (m1, . . . ,mr) ∈ Nr, write
ξm;Y 1• ,...,Y r• (D;x1, . . . , xr)
def
= sup{a ≥ 0 | ∆−r(m1a,...,mra) ⊆ ∆˜Y 1• ,...,Y r• (D)}.
Then, does ξm(D;x1, . . . , xr) = ξm;Y 1• ,...,Y r• (D;x1, . . . , xr) hold?
Now, we are ready to prove our main result (Theorem 1.2).
Proof of Theorem 1.2. We may assume that D is a Q-divisor since both invariants are con-
tinuous. Moreover, if xi ∈ B−(D) for some i, the result is trivial. So we may assume that
xi /∈ B−(D) for all i.
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First, we deal with the mono-graded case. For notational convenience, we omit the subscript
(1, . . . , 1). The inequality (‖D‖;x1, . . . , xr) ≤ ξ(D;x1, . . . , xr) follows from Lemma 5.7 and
Proposition 5.5. For the reverse inequality, it is sufficient to show that (‖D‖;x1, . . . , xr) ≥ α,
where α is any rational number that satisfies ξ(D;x1, . . . , xr) > α. Choose t ∈ N so that tα and
tD are integral. Since ξ(D;x1, . . . , xr) > α, ξ(mtD;x1, . . . , xr) > mtα for any m ∈ N. Also,
Proposition 5.11 gives that s(KX + mtD;x1, . . . , xr) ≥ mtα − n. By choosing m  0, we may
assume that KX +mtD is big. Then the superadditivity of s(k(KX +mtD);x1, . . . , xr) (see the
proof of [20, Lemma 3.7]) induces the inequality
s(k(KX +mtD);x1, . . . , xr)
k
≥ mtα− n
for any k ≥ 1 and m 0. By Lemma 5.9,
(‖KX +mtD‖;x1, . . . , xr) = lim
k→∞
s(k(KX +mtD);x1, . . . , xr)
k
≥ mtα− n.
Let βm =
1
m so that the above arguments can be rephrased as
(‖βm ·KX + tD‖;x1, . . . , xr) ≥ tα− nβm
for all 0 < βm  1. Again, by Lemma 5.9,
(‖tD‖;x1, . . . , xr) = lim
βm→0
(‖βm ·KX + tD‖;x1, . . . , xr) ≥ tα.
Then the homogeneity of (−;x1, . . . , xr) gives the inequality (‖D‖;x1, . . . , xr) ≥ ξ(D;x1, . . . , xr).
For a general m ∈ Nr, the inequality m(‖D‖;x1, . . . , xr) ≤ ξm(D;x1, . . . , xr) follows from
Lemma 5.7. For the reverse inequality, it is also sufficient to show that m(‖D‖;x1, . . . , xr) ≥ α,
where α is any rational number that satisfies ξm(D;x1, . . . , xr) > α. Choose t ∈ N such that
tα and tD are integral. Since ξm(D;x1, . . . , xr) > α, the inequality ξm(mtD;x1, . . . , xr) > mtα
holds for any m ∈ N. That is, we have
∆−r(mtαm1,...,mtαmr) ⊆ ∆˜Y 1• ,...,Y r• (mtD)
for any infinitesimal flags Y i• over xi. Let  := mini{(mi − 1)n}. Since mtαmi ≥ n + (mtα −
n)mi + , Proposition 5.11 gives the inequality:
sm(KX +mtD;x1, . . . , xr) ≥ mtα− n.
The rest of the arguments are exactly the same as in the mono-graded case, so we omit it. 
Theorem 1.2 immediately gives the characterization of augmented base loci in terms of ex-
tended infinitesimal Okounkov bodies.
Corollary 5.14. Let D be a big R-divisor on X. Then the following are equivalent.
(1) x1, . . . , xr /∈ B+(D).
(2) For any m = (m1, . . . ,mr) ∈ Nr and every infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr,
there is ξm > 0, depending on m, such that ∆
−r
(m1ξm,...,mrξm)
⊆ ∆˜Y 1• ,...,Y r• (D).
The existence of an effective divisor with prescribed vanishing behavior is an interesting
problem in itself, and the presence of valuative points gives an answer to this question. However,
from the definition of (extended) Okounkov bodies, it is quite unclear which rational points are
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valuative ([25, Definition 1.7]), and the problem is much more difficult when it comes to boundary
points, e.g. [25, Corollary D] or [30, Question 7.3]). A by-product of our result is about the
existence of valuative boundary points.
Corollary 5.15. Let D be a big R-divisor on X, Y 1• , . . . , Y r• infinitesimal flags over x1, . . . , xr,
and m = (m1, . . . ,mr) ∈ Nr. If ∆−r(m1ξ,...,mrξ) ⊆ ∆˜Y 1• ,...,Y r• (D) for a rational ξ 6= m(‖D‖;x1, . . . , xr),
then all vertice points of ∆−r(m1ξ,...,mrξ) are valuative.
Proof. Fix a rational number ξ that satisfies the above condition. By Theorem 1.2, ∆−r(m1ξ,...,mrξ) ⊆
∆˜Y 1• ,...,Y r• (D) means that ξ < m(‖D‖;x1, . . . , xr). Then this is an immediate consequence of
the proof of Lemma 5.7. 
6. Applications
6.1. Nagata’s conjecture and volumes. In this subsection, we see how the Nagata conjecture
is interpreted in terms of convex bodies and study volumes of slices of the extended infinitesimal
Okounkov bodies. In his work ([31]), Nagata made the following conjecture:
Conjecture 6.1. (Nagata) Let pi : Blr(P2)→ P2 be the blow-up of P2 at r ≥ 9 general points.
If pi∗OP2(d)−
∑r
i=1miEi is effective, then
d ≥ 1√
r
·
r∑
i=1
mi.
Taking this into account, it is clear that Conjecture 6.1 is equivalent to saying that
(OP2(1); r) =
1√
r
if r ≥ 9. It still remains open, apart from the case when the number of blown up points r is
a square, which was settled by Nagata himself. Note that the inequality (OP2(1); r) ≤ 1√r is
obvious, so the Nagata conjecture implies that OP2(1) has its possible maximal positivity at r
general points. Some results on this conjecture can be found in [3, 15, 16, 37, 39].
For homogeneous linear systems, the Nagata conjecture reads as follows.
Conjecture 6.2. (Homogeneous Nagata) Let pi : Blr(P2) → P2 be the blow-up of P2 at r ≥ 9
general points. If pi∗OP2(d)−
∑r
i=1mEi is effective, then
d ≥ √r ·m.
Now, we look at the Nagata conjecture in terms of convex geometry. In this viewpoint, it is
equivalent to saying that the inverted standard simplex ∆−rξ can be embedded into ∆˜Y 1• ,...,Y r• (OP2(1))
in its possible maximal size for all infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr.
Proposition 6.3. Let pi : Bl{x1,...,xr}(P2) → P2 be the blow-up of P2 at r ≥ 9 general points
x1, . . . , xr with exceptional divisors E1, . . . , Er. Let µr = sup{m > 0 | pi∗OP2(1)−m·
∑r
i=1Ei is big}.
Then the following are equivalent.
(1) The Nagata conjecture holds for r.
(2) ∆−rµr ⊆ ∆˜Y 1• ,...,Y r• (OP2(1)) for all infinitesimal flags Y 1• , . . . , Y r• over x1, . . . , xr.
Moreover, if either (1) or (2) holds, then
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(3) volR2(∆˜Y 1• ,...,Y r• (OP2(1))ν(1)1 =···=ν(r)1 , ν(1)2 =···=ν(r)2 ) =
1
2 for all infinitesimal flags Y
1• , . . . , Y r•
over x1, . . . , xr, where R2 = S(1,1) ⊂ R2r.
Proof. Put H = pi∗OP2(1). First, we prove (2)⇒ (1). Note that (OP2(1); r) ≥ µr by combining
(2) with Theorem 1.2. Moreover, since µr is the possible maximal number ξ such that ∆
−r
ξ can
be embedded into ∆˜Y 1• ,...,Y r• (OP2(1)) for all infinitesimal Y i• over xi, we have (OP2(1); r) = µr.
For a contradiction, suppose that (OP2(1); r) < 1√r . Then the above argument gives that
H − 1√
r
·∑ri=1Ei is not pseudo-effective. So there exists an ample divisor A = eH −∑ri=1 niEi
such that (A.H − 1√
r
·∑ri=1Ei) < 0. Since A2 > 0, we have e2 >∑ri=1 n2i . Moreover,
e2 > (
r∑
i=1
|ni|2) · (
r∑
i=1
(
1√
r
)
2
) ≥ (
r∑
i=1
|ni|√
r
)
2
,
where | • | is the absolute value of •. Since A is ample, we have e > 0 so that e > ∑ri=1 |ni|√r ≥
1√
r
·∑ri=1 ni. Hence
0 > (A.H − 1√
r
·
r∑
i=1
Ei) = e− 1√
r
·
r∑
i=1
ni > 0,
which is a contradiction.
Furthermore, the above argument gives that µr = (OP2(1); r) = 1√r holds under the Nagata
conjecture. Now, the converse direction (1)⇒ (2) is clear by Theorem 1.2.
Finally, we are left with checking the implication (1)⇒ (3). Note that the Nagata conjecture
implies (OP2(1); r) = µr = 1√r ; in fact, since (OP2(1); r) = 1√r , H − 1√r ·
∑r
i=1Ei is nef
but not ample. Since (H − 1√
r
·∑ri=1Ei)2 = 0, its nefness implies that it is not big, that is,
1√
r
= (OP2(1); r) = µr. By Theorem 1.2 and the Nagata conjecture,
volR2(∆˜Y 1• ,...,Y r• (OP2(1))ν(1)1 =···=ν(r)1 , ν(1)2 =···=ν(r)2 ) ≥
√
r · (OP2(1); r)2
2
2
=
1
2
.
Moreover, Lemma 5.4 gives that
volR2(∆˜Y 1• ,...,Y r• (OP2(1))ν(1)1 =···=ν(r)1 , ν(1)2 =···=ν(r)2 ) ≤
√
r · µr22
2
=
1
2
.
Hence, we have (3) as wanted. 
From (3) in Proposition 6.3, we propose Conjecture 1.3 that not only provides a great help
in dealing with the multi-weight moving Seshadri constants, but also connects the extended
Okounkov bodies with intersection theory. For this conjecutre, we have a positive answer when
m1 = · · · = mr = 1. For notational convenience, we write
∆˜Y 1• ,...,Y r• (D)(m1,...,mr)
= ∆˜Y 1• ,...,Y r• (D) ν(1)1
m1
=···= ν
(r)
1
mr
,...,
ν
(1)
n
m1
=···= ν
(r)
n
mr
.
Proposition 6.4. For any infinitesimal flags Y 1• , . . . , Y r• over general points x1, . . . , xr ∈ X,
(1) volRn(∆˜Y 1• ,...,Y r• (D)(1,...,1)) =
(
√
r)n−2
n! · volX(D), and
(2) volR2(∆˜Y 1• ,...,Y r• (D)(m1,...,mr)
) ≤ 12 · volX(D) when dimX = 2.
EXTENDED OKOUNKOV BODIES AND MULTI-POINT SESHADRI CONSTANTS 19
Proof. (1) Let prj be the j-th projection map defined in Note 2.5, and let ∆j(D) be the
multipoint Okounkov body of D at xj ([38]). Since x1, . . . , xr are general, it is easy to see
that F (∆j(D)) = prj(∆˜Y 1• ,...,Y r• (D)(1,...,1)), where F : R
n → Rn, (y1, . . . , yr) 7→ (y1 + · · · +
yn, y1, . . . , yn−1), and all the volumes of F (∆j(D)) coincide for all j. Moreover, note that
volRn(∆˜Y 1• ,...,Y r• (D)(1,...,1)) = (
√
r)n · volRn(prj(∆˜Y 1• ,...,Y r• (D)(1,...,1))
= (
√
r)n · volRn(F (∆j(D))).
Since F is bijective and its Jacobian is 1, [13, Theorem 3.3.2, p.96] implies that volRn(∆j(D)) =
volRn(F (∆j(D))). Now the result is an immediate consequence of [38, Theorem A].
(2) Let W
(m1,...,mr)
k,j := {s ∈ H0(X, kD) − {0} | 1mj νpj (s) < 1mi νpi(s) for all i 6= j}, where
νpj (s) is the leading term exponent at pj with respect to a total additive order on Zn (cf. [38]).
We define a convex body ∆
(m1,...,mr)
j (D) :=
⋃
k≥1{ν
pj (s)
k , s ∈W
(m1,...,mr)
k,j } ⊆ Rn. Note that
F (∆
(m1,...,mr)
j (D)) = prj(∆˜Y 1• ,...,Y r• (D)(m1,...,mr)
), and that
volR2(∆˜Y 1• ,...,Y r• (D)(m1,...,mr)
) = (
√
m21 + · · ·+m2r
mj
)2 · volR2(prj(∆˜Y 1• ,...,Y r• (D)(m1,...,mr))
=
m21 + · · ·+m2r
m2j
· volR2(∆(m1,...,mr)j (D)).
Since it is easy to see that
∑r
j=1 volR2(∆
(m1,...,mr)
j (D)) ≤ 12 · volX(D), we are done. 
6.2. Eff(Blr(S))R and Nef(Blr(S))R for a surface S. We observe a general relation between
Eff(Blr(S))R and Nef(Blr(S))R for a surface S.
Definition 6.5. Let pi : Bl{x1,...,xr}(X)→ X. The Nakayama constant of a big R-divisor D on
X at x1, . . . , xr is the real number
µ(D;x1, . . . , xr) = sup{a ≥ 0 | pi∗D − a ·
r∑
i=1
Ei is big}.
Proposition 6.6. Let S be a smooth projective surface, L an ample R-divisor on S, and
x1, . . . , xr ∈ S. Then
µ(L;x1, . . . , xr)−
√
µ(L;x1, . . . , xr)
2 − 1
r
· L2 ≤ (L;x1, . . . , xr) ≤ L
2
r · µ(L;x1, . . . , xr) .
In particular, (L;x1, . . . , xr) =
√
L2
r if and only if µ(L;x1, . . . , xr) =
√
L2
r .
Proof. Let  = (L;x1, . . . , xr) and µ = µ(L;x1, . . . , xr). Note that a similar argument to the
proof of [26, Proposition 4.2] says that ((R.H.S) in Proposition 4.1) ∩S(1,...,1) is contained in the
convex hull of the set {0, v(
√
r,...,
√
r)
1 + v
(
√
r,...,
√
r)
2 , v
(
√
rµ,...,
√
rµ)
1 , v
(
√
rµ,...,
√
rµ)
1 + v
(
√
r,...,
√
r)
2 } in
S(1,...,1), denoted by ∆. Thus ∆˜Y 1• ,...,Y r• (L)(1,...,1) ⊆ ∆ in S(1,...,1). By Proposition 6.4,
L2
2
= volR2(∆˜Y 1• ,...,Y r• (L)(1,...,1)) ≤ volR2(∆) =
1
2
r2 + r(µ− ).
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So µ −
√
µ2 − 1r · L2 ≤ . Furthermore, for very general infinitesimal flags Y 1• , . . . , Y r• over
x1, . . . , xr, it is easy to see that the convex hull of the set {0, v(
√
r,...,
√
r)
1 +v
(
√
r,...,
√
r)
2 , v
(
√
rµ,...,
√
rµ)
1 }
in S(1,...,1). So we have
L2
2 ≥ r2 · µ, i.e.  ≤ L
2
rµ . 
Remark 6.7. If Conjecture 1.3 holds for arbitrary (m1, . . . ,mr) ∈ Nr, then we can induce
a general relation between Eff(Blr(S))R and Nef(Blr(S))R by using m(L;x1, . . . , xr) and the
multi-weight version of Nakayama constants.
6.3. Irrationality of Seshadri constant, Eff(Bls(P2))R and Nef(Bls(P2))R. From Proposi-
tion 6.6, we can draw a stronger conclusion than [10, 19] under a weaker assumption.
Let r = 1 and S = Bls(P2). Then Proposition 6.6 reads as follows:
µ(L;x)−
√
µ(L;x)2 − L2 ≤ (L;x) ≤ L
2
µ(L;x)
.
Definition 6.8. A line bundle F = dH −∑si=1miEi on Bls(P2) is in standard form if
(i) m1 ≥ · · · ≥ ms ≥ 0, and
(ii) d ≥ m1 +m2 +m3.
From SHGH Conjecture ([10]), we present the following conjecture:
Conjecture 6.9. Let D be a line bundle in standard form on Bls(P2) for s ≥ 1. If D2 < 0,
then D is not effective.
Recall the (−1)-curve conjecture:
Conjecture 6.10. ((-1)-curve conjecture) A prime divisor C on Bls(P2) with C2 < 0 is a
(−1)-curve.
Lemma 6.11. The (−1)-curve conjecture implies Conjecture 6.9.
Proof. Assume Conjecture 6.10. LetD be a line bundle in standard form on Bls(P2) withD2 < 0.
Suppose that D is effective. Then we can consider its Zariski decomposition D = P +N , where
P and N are effective Q-divisors. By choosing a sufficiently divisible m > 0, we may assume
that mP and mN are integral. So we may let mN = C1 + · · ·+Ct, where Ci is a prime divisor
on Bls(P2) for 1 ≤ i ≤ t. (Note that some of them may be the same.)
Since D is effective and P is nef, (D.mD−C1−· · ·−Ct) = (D.mP ) ≥ 0 so that 0 > m(D2) ≥
(D.C1 + · · · + Ct). Hence (D.Ci) < 0 for some i. Moreover, the negative-definiteness of the
intersection matrix of N implies that C2i < 0 for all i. Since Ci’s are prime with C
2
i < 0, they
are all (−1)-curves by Conjecture 6.10. However, since any line bundles in standard form have
non-negative intersection with any (−1)-curves, (D.Ci) ≥ 0 for all i. This contradicts the above
argument that (D.Ci) < 0 for some i. Hence D is not effective. 
Theorem 6.12. [10, Main Theorem] and [19, Theorem 2.4] hold, assuming only Conjecture
6.9. More precisely, assume Conjecture 6.9 for s+ 1 points, and let L = dH −∑si=1miEi be an
ample line bundle on Bls(P2) satisfying
(i) m1 ≥ · · · ≥ ms ≥ 0, and
(ii) m1 +m2 +m3 ≤ d < (m1+m2)
2+
∑s
i=1m
2
i
2(m1+m2)
.
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Then (L;x) =
√
L2 for a general point x ∈ Bls(P2).
Proof. Let φ : Bls+1(P2)→ Bls(P2) be the blow-up of Bls(P2) at a general point x ∈ Bls(P2) with
an exceptional divisor E. Let α be a rational number such that α >
√
d2 −∑si=1m2i = √L2 and
that |α −
√
d2 −∑si=1m2i | is sufficiently small. We claim that Lm,α = mdH −m∑si=1miEi −
mαE is not effective for all sufficiently large and divisible m  0. Since L2m,α < 0 and
the Conjecture 6.9 holds for s + 1, it is enough to show that Lm,α is in standard form. If√
d2 −∑si=1m2i < m3, then we are done by choosing √d2 −∑si=1m2i < α < m3. So assume
that
√
d2 −∑si=1m2i ≥ m3. Now, it suffices to show that d > m1 +m2 +√d2 −∑si=1m2i : if so,
we may choose a rational α satisfying d > m1 +m2 +α > m1 +m2 +
√
d2 −∑si=1m2i . However,
it holds by our assumption d <
(m1+m2)2+
∑s
i=1m
2
i
2(m1+m2)
, which proves the claim.
Now, it is a direct consequence of Proposition 6.6. 
Remark 6.13. The condition on d in Theorem 6.12 implies that s ≥ 9: in order to guarantee
the existence of d, the inequality
m1 +m2 +m3 <
(m1 +m2)
2 +
∑s
i=1m
2
i
2(m1 +m2)
should hold. Note that it is equivalent to the inequality 2m1m2+2m2m3+2m3m1 < m
2
3+· · ·+m2s.
Since m1 ≥ · · · ≥ ms, it implies the inequality m23 + · · · + m28 ≤ 2m1m2 + 2m2m3 + 2m3m1 <
m23 + · · ·+m2s. Thus we have s ≥ 9.
One advantage of Theorem 6.12 is that the proof is simple compared to the importance of its
conclusion: in fact, assumptions for the full Conjecture 6.9 are not required for the existence of
irrational Seshadri constants. Moreover, it provides a useful tool in computing lower bounds of
Seshadri constants on general rational surfaces under Conjecture 6.9. For example, the following
result holds:
Corollary 6.14. Let s ≥ 9, L = dH − c ·∑si=1Ei an ample line bundle on Bls(P2), and
x ∈ Bls(P2) a general point. Suppose Conjecture 6.9 for quasi-homogeneous forms on s + 1
points.
(1) If cd ≥ 4r+4 , then (L;x) =
√
L2.
(2) If cd <
4
r+4 , then (L;x) ≥ d− 2c.
Proof. Keeping the notation of Theorem 6.12, note that m1 = · · · = ms = c. Since s ≥ 9,
m1 +m2 +m3 = 3c ≤
√
s · c < d since (OP2(1); s) ≤ 1√s and L is ample. Hence the inequality
m1 +m2 +m3 ≤ d holds automatically in this case. Moreover,
(m1 +m2)
2 +
∑s
i=1m
2
i
2(m1 +m2)
=
c(s+ 4)
4
.
So d <
(m1+m2)2+
∑s
i=1 m
2
i
2(m1+m2)
is equivalent to cd >
4
s+4 . Thus (1) is a consequence of Theorem 6.12
when cd >
4
s+4 .
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If cd =
4
s+4 ,
√
L2 = d− 2c, so we are left with checking (2) when cd ≤ 4s+4 . Choose a rational
d′ satisfying
c · √s+ 1 < d′ < (s+ 4
4
)c ≤ d.
It is possible since s ≥ 9. Then L can be written as (d − d′)H + (d′H − c ·∑Ei), so let
L′ = d′H − c ·∑Ei. By our choice of d′ with [37, Theorem 2], L′ is an ample Q-divisor on
Bls(P2). Choose a sufficiently divisible m > 0 so that mL′ is integral. Then (1) implies that
(mL′;x) =
√
m2L′2 = m
√
(d′)2 − sc2,
that is, L−√(d′)2 − sc2 is nef. Moreover, ((d− d′)H;x) = d− d′ holds so that
(dH − c ·
s∑
i=1
Ei;x) ≥ (d− d′) +
√
(d′)2 − sc2.
Let f(d′) = (d − d′) +√(d′)2 − sc2. Since f ′(d′) = −1 + d′√
(d′)2−sc2 > 0, f(d
′) is an increasing
function on d′. Since d′ is a rational number smaller than ( s+44 )c and the nef cone is closed,
(dH − c ·
s∑
i=1
Ei;x) ≥ (d− (s+ 4
4
)c) +
√
(
s+ 4
4
)2c2 − sc2 = d− 2c
as desired. 
As another by-product of Proposition 6.6, we obtain the complete characterization of nef
R-divisors lying on the boundary of Eff(Bls(P2))R.
Corollary 6.15. Let L = dH−∑si=1miEi be a R-divisor lying on the boundary of Eff(Bls(P2))R.
Then L is nef if and only if L2 = 0. In particular, homogeneous Nagata’s conjecture implies
Nagata’s conjecture.
Proof. One direction is clear, so we focus on the reverse one. We may assume that m1 ≥ · · · ≥
ms > 0. By Proposition 6.6, it is sufficient to show that dH −
∑s
i=2miEi is nef. For its nefness,
we will use [14, Theorem 2.1].
Note that
d2 − t+ 3
t+ 2
(m22 + · · ·+m2t+1) = m21 −
1
t+ 2
(m22 + · · ·+m2t+1) +m2t+2 + · · ·+m2s
=
1
t+ 2
(m21 + · · ·+m21)−
1
t+ 2
(m22 + · · ·+m2t+1) +m2t+2 + · · ·+m2s > 0
for any 2 ≤ t ≤ s− 1. So the condition (4) in [14, Theorem 2.1] is checked.
For (3) in [14, Theorem 2.1], note that
3
√
m21 + · · ·+m2s > 2m2 +m3 + · · ·+m8
⇐⇒ 9(m21 + · · ·+m2s) > 4m22 +m23 + · · ·+m28 + 4m2(m3 + · · ·+m8) + 2m3(m4 + · · ·+m8)+
2m4(m5 + · · ·+m8) + · · ·+ 2m7m8
⇐⇒ 9m21 + 5m22 + 8m23 + · · ·+ 8m2t − 4m2(m3 + · · ·+m8)− 2m3(m4 + · · ·+m8)− · · · − 2m7m8 > 0.
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Using m1 ≥ . . .ms ≥ 0,
9m21 + 5m
2
2 + 8m
2
3 + · · ·+ 8m2t − 4m2(m3 + · · ·+m8)− 2m3(m4 + · · ·+m8)− · · · − 2m7m8
≥ 8m21 + 4m23 + 4m24 + · · ·+ 4m28 − 2m3(m4 + · · ·+m8)− · · · − 2m7m8
≥ 7m21 + 3m24 + · · ·+ 3m28 − 2m4(m5 + · · ·+m8)− · · · − 2m7m8
≥ 6m21 + 2m25 + · · ·+ 2m28 − 2m5(m6 +m7 +m8)− · · · − 2m7m8
≥ 5m21 +m26 +m27 +m28 − 2m6(m7 +m8)− 2m7m8
≥ 4m21 − 2m7m8 > 0,
which satisfies (3) in [14, Theorem 2.1].
We are left with checking (1) d ≥ m2 + m3 and (2) 2d ≥ m2 + · · · + m6. For (1), suppose
that d < m2 + m3. For α > 0, consider (L − α(H − E2 − E3))2 = α(2(m2 + m3 − d) − α). By
chossing a sufficiently small 0 < α 1, (L− α(H − E2 − E3))2 > 0 since m2 +m3 − d > 0. So
L−α(H−E2−E3) = (d−α)H−m1E1−(m−α)E2−(m−α)E3−
∑s
i=4miEi is big by Riemann-
Roch theorem. However, since L and H − E2 − E3 lie on the boundary of (Eff(Bls(P2))R),
L− α(H − E2 − E3) cannot be big for any α > 0. Thus d ≥ m2 +m3.
Finally, for (2), suppose that 2d < m2 + · · · + m6. Again, consider 2H − E2 − · · · − E6 and
L−α(2H−E2−· · ·−E6) for α > 0. The argument similar to the above leads to a contradiction.
Hence 2d ≥ m2 + · · ·+m6. 
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