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Abstract
We describe how eight copies of the Best code can be imbedded in the binary Hamming
graph of length 10 in such a way that they form part of a partition design 1. We study those
isometries of the binary Hamming graph which stabilize 1.
A partition design 2, coarser than 1, will be the subject of the second part of this work. Let
M be the adjacency matrix of 2. We will show that M is extreme in some sense. Namely, 2
has the following interesting property: 2 is the unique partition design with adjacency matrix
M . c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The binary Hamming graph of length n has 2n vertices that are labeled with the
vectors of Zn2, and two vertices are adjacent if their respective vectors di;er only
in one coordinate. If n is even then this graph admits a second labeling using the
vectors of Zn=24 . Note that if we extend coordinatewise the function  : Z4 → Z22
de=ned by
(0)= 00; (1)= 01; (2)= 11; (3)= 10; (1)
we get a mapping from Zn=24 to Zn2. This induces a distance in Z
n=2
4 known as the Lee
distance. We say that a coordinate of a vector of Zn=24 is of type e if it is even and of
type d if it is odd. We will work with Zn2 or with Z
n=2
4 according to the circumstances.
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For convenience, vectors will be considered vertices of the binary Hamming graph.
The set of all vectors of Zn2 with weight i (i non-zero coordinates) will be denoted by
Wi, for 06 i6 n.
This work consists of two parts. First we will study the Best code. Among all binary
codes of length 10 and minimum distance 4, it is the only one that has 40 codewords;
moreover, this is the maximum possible. This code was discovered by Best [1] and
its uniqueness was proved by Litsyn and Vardy [4]. Conway and Sloane in [3] have
given a nice description of this code in terms of Z4. From their description we obtain
more information. We see that it is possible to embed up to eight disjoint copies of
the Best code into the binary Hamming graph of length 10 in such a way that they
form part of a partition design. A coarser partition design  will be the subject of
the second part of this work. It will be proved that there is no other partition design
with the same parameters as . This uniqueness tells us that the parameters are in
some way extremal. That arithmetical regularity implies uniqueness is remarkable for
non-trivial examples, whereas it is not diHcult to =nd cases where an adjacency matrix
corresponds to non-equivalent partition designs.
2. Partition designs
Let G be a graph and  a partition of the vertex set into the cells C0; : : : ; Cr . We
say that  is an r-partition design if every vertex in Ci has a constant number mij of
neighbors (vertices at distance 1) in Cj, for 06 i; j6 r. The adjacency matrix of  is
the (r + 1)× (r + 1) matrix M =(mij). The entries of the adjacency matrix are called
the parameters of the partition design. The quotient graph of G over , denoted by
G=, is a directed graph that has as vertices the cells of  and has mij edges from Ci
to Cj. Each vertex will be drawn as a box surrounding the number of elements in the
cell. For convenience this graph will be drawn as an undirected graph with an edge
between Ci and Cj if mij ¿ 0. This edge will be labeled at the side of Ci with the
number mij and at the side of Cj with mji. Observe that the number of edges of G
that have one vertex in Ci and the other in Cj can be counted in two di;erent ways
giving the following equality:
|Ci|mij = |Cj|mji: (2)
The facts that follow are true for distance-regular graphs, but in this work we assume
that G is a binary Hamming graph of length n.
Let us introduce some notation followed by two results of [2]. In order to describe
our notation we =x one of the cells, let us say Ci. For any given vertex x of G we
de=ne Aij(x) to be the number of paths of length j joining x to some element of Ci. By
Bij(x) we will denote the number of elements of Ci at distance j from x. The number
of paths of length j joining any two points at distance k will be denoted by skj. For
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all x we have that
Aij(x)=
n∑
k=0
skjBik(x): (3)
This is Proposition 2:2 in [2]. Theorem 3:1 from [2] tells us that Aij(x) and A
i
j(y)
are equal for all j whenever x and y belong to the same cell and that
(Mj)ki =Aij(x) (4)
for all x∈Ck . We will de=ne Bi(x) as (Bi0(x); : : : ; Bin(x)) (the outer distribution matrix
of Ci is a matrix whose rows are indexed by all the vertices of the binary Ham-
ming graph and the row corresponding to x is Bi(x)). The matrix S will be (skj)
for 06 k; j6 n. The (n + 1) × (n + 1) matrix S is upper triangular and skk = k! for
06 k6 r. Thus S is non-singular. From Eqs. (3) and (4) it follows that
Bi(x)= ((M 0)ki; : : : ; (Mn)ki)S−1; (5)
for all x∈Ck . Therefore, Bi(k) will denote Bi(x) for any element x∈Ck . From Eq. (5)
we can, for a given M , compute Bi(k) for 06 i; k6 r.
3. The Best code
Following [3], we will describe the Best code as a Z4 code (i.e., as a subset of ver-
tices of Z54). Remember that through  de=ned in (1) we transform this Z4 code into a
binary code (i.e., a subset of Z102 ). We de=ne the subsets of Z54 eeeee; eeeed; : : : ; ddddd
where for instance, ddeee denotes the set of 32 vectors with the =rst two coordinates
odd and the last three even.
We will use
→
x to denote the set of all cyclic shifts of the vector x∈Z54. For example,→
01112 denotes the set {01112; 20111; 12011; 11201; 11120}. If C ⊂ Z54 then
→
C denotes
the set with all cyclic shifts of vectors from C. In [3] there are given some subsets of
elements of Z54 that are equivalent to the Best code:
B0 =
−−−−→
01112 ∪
−−−−→
21132 ∪
−−−−→
21310 ∪
−−−−→
01330 ∪
−−−−→
03110 ∪
−−−−→
23130 ∪
−−−−→
23312 ∪
−−−−→
03332 ;
B1 =
−−−−→
01030 ∪
−−−−→
01012 ∪
−−−−→
03210 ∪
−−−−→
03232 ∪
−−−−→
23030 ∪
−−−−→
23012 ∪
−−−−→
21210 ∪
−−−−→
21232 ;
B2 =
−−−−→
21110 ∪
−−−−→
01130 ∪
−−−−→
01312 ∪
−−−−→
21332 ∪
−−−−→
23112 ∪
−−−−→
03132 ∪
−−−−→
03310 ∪
−−−−→
23330 ;
B3 =
−−−−→
03010 ∪
−−−−→
03032 ∪
−−−−→
01230 ∪
−−−−→
01212 ∪
−−−−→
21010 ∪
−−−−→
21032 ∪
−−−−→
23230 ∪
−−−−→
23212 :
The next diagram describes a 15-partition design of Z54 (i.e., it has sixteen cells).
Each of the boxes corresponds to a cell of the partition. Inside each box we =nd an
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explicit description of that cell and its size. We use the following notation for any
T ⊂ Z54:
s(T )= {vwxyz ∈T : v− w= z − y (mod 4)};
a(T )= {vwxyz ∈T : v− w = z − y (mod 4)}:
To simplify the picture we have not included numbers over the lines. A thin line means
that the smallest value of both sides is 1. A thick line means that the smallest value
of both sides is 2. Taking into account the sizes of both cells and Eq. (2) we can
compute the value at the other side. The adjacency matrix M is completely described
that way.
Let us de=ne some isometries of Z54:
 : (v; w; x; y; z) → (w; x; y; z; v);
−1 : (v; w; x; y; z) → (−v;−w;−x;−y;−z);
 : (v; w; x; y; z) → (y; v; x; z; w);
1+ : (v; w; x; y; z) → (1 + v; 1 + w; 1 + x; 1 + y; 1 + z);
c : (v; w; x; y; z) → (−v; 2− w; x; 2− y;−z):
Let us explain how these isometries interchange the boxes in our picture. The isometry
 stabilizes all boxes, −1 only interchanges B3 with B1 and 1+(B0) with 1+(B2),  
acts as the reLection through the horizontal line that passes through the center, 1+
acts as the reLection through the vertical line that passes through the center, and c
will mix up together
−−−−→
s(deded); 1+(B3) and 1+(B1) (note that
−−−−→
s(deded)∪ 1+(B3) ∪
1+(B1)=
−−−−→
deded), as well as
−−−−→
s(deeed); 1+(B0) and 1+(B2) (also
−−−−→
s(deeed)∪ 1+(B0) ∪
1+(B2)=
−−−−→
deeed).
In [3] it is shown that the automorphism group of B0 (i.e., the Best code) is generated
by ; −1, (1+ ◦  )2 and c. The orbits under this group are
{ddddd; eeeee;
−−−−→
ddedd;
−−−−→
eedee ;
−−−−→
deded ;
−−−−→
deeed ;
−−−−→
s(edede) ;
−−−−→
s(eddde) ;
−−−−→
a(edede)(=B3 ∪ B1); B2; B0}:
These orbits form a 10-partition design. If we consider the group generated
by , −1,  , 1+, and c we get three orbits that correspond to the following partition
design:
C0 = eeeee ∪ ddddd; C1 =
−−−−→
eedee ∪
−−−−→
ddedd;
C2 =
−−−−→
eddde ∪
−−−−→
deeed ∪
−−−−→
deded ∪
−−−−→
edede :
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4. Reconstructing the partition design {C0; C1; C2} from its parameters
It can be checked easily that the adjacency matrix and the quotient graph of the
partition design {C0; C1; C2} are
M =


0 10 0
2 0 8
0 4 6

 ; (6)
In this section we will prove that {C0; C1; C2} is the only partition design, up to
equivalence, with adjacency matrix M . Two partition designs are equivalent if there
is an isometry of the Hamming graph that maps one into the other. The group of
isometries of the binary Hamming graph is generated by the subgroup of isometries
induced by permuting the coordinates, and the subgroup of translations of the vector
space Zn2.
There are some trivial examples of partition designs that are unique with respect to
their adjacency matrix:
(i) The partition design {W0; W1; W2; : : : ; Wn}.
(ii) {W0 ∪Wn;W1 ∪Wn−1; W2 ∪Wn−2; : : : ; W(n=2)−1 ∪W(n=2)+1; Wn=2}, when n is even,
and {W0 ∪Wn;W1 ∪Wn−1; W2 ∪Wn−2; : : : ; W(n−1)=2 ∪W(n+1)=2}, when n is odd.
(iii) Also {W0 ∪W2 ∪W4 ∪ · · · ; W1 ∪W3 ∪W4 ∪ · · ·}.
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These three cases are trivial because from their adjacency matrices and B0(0) we can
reconstruct completely the =rst cell and then the second cell using B1(0) and so on
without any problem.
For other partition designs it becomes much more diHcult to =nd out if they are
unique with respect to their adjacency matrices. This uniqueness seems to happen rarely.
The fact that our example has this property is probably related to the uniqueness of
the Best code. From our proof of the uniqueness of {C0; C1; C2} with respect to its
adjacency matrix it can be deduced that the partition design
{eeeee; ddddd;
−−−−→
eedee ;
−−−−→
ddedd;
−−−−→
eddde ∪
−−−−→
deded ;
−−−−→
deeed ∪
−−−−→
edede }
also has the same property. The uniqueness of the 15-partition design is most probably
true but would be much more lengthy to prove.
Let us get back to our example. From the matrix M given by (6) and Eq. (5) we
obtain that for a partition design {C0; C1; C2} with adjacency matrix M the values of
Bi(j) are:


B0(0)
B1(0)
B2(0)

=


1 0 5 0 10 32 10 0 5 0 1
0 10 0 40 80 60 80 40 0 10 0
0 0 40 80 120 160 120 80 40 0 0

 ;


B0(1)
B1(1)
B2(1)

=


0 2 0 8 16 12 16 8 0 2 0
1 0 21 32 58 96 58 32 21 0 1
0 8 24 80 136 144 136 80 24 8 0

 ;


B0(2)
B1(2)
B2(2)

=


0 0 4 8 12 16 12 8 4 0 0
0 4 12 40 68 72 68 40 12 4 0
1 6 29 72 130 164 130 72 29 6 1

 :
It is important to note that Bik(j)= t means that any vertex of Cj has exactly t vertices
of Ci at distance k. This exactness for any vertex of Cj will be essential in our
arguments. We note this because for a general code C there is a vector (a0; a1; : : : ; an)
called the inner distribution of C, and ai = t means that for a vertex in C there are on
average t vertices of C at distance i.
Our =rst step will be reconstructing half of C0
(i) We =x 00000 as a vertex of C0. Then |Ci∩Wj|=Bij(0) since the weight of a vertex
equals its distance to 00000. So |W1|=10=B11(0)= |C1∩W1|, which implies that
W1 ⊂ C1.
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(ii) The supports (non-zero coordinates) of the =ve vertices of C0 ∩W2 expressed in
Z102 coordinates have to be disjoint. If not, there would be a vertex of C1 of weight
1 with three neighbors in C0, one of weight 0 and two of weight 2. But this is not
possible because B01(1)= 2. So we permute the ten coordinates in such a way that
the vertices of C0 ∩ W2 expressed in Z54 are: 20000; 02000; 00200; 00020; 00002.
These are the =ve vertices of W2 that belong to eeeee. From now on we assume
that C0 ∩W2 = {20000; 02000; 00200; 00020; 00002}.
(iii) Each of the elements of C0∩W2 has =ve vertices of C0 at distance 2, which must
belong to W0; W2 or W4. But W2 is not possible because the distance between two
di;erent vertices in W2 ∩C0 is always 4. So for each vertex of C0 ∩W2 there are
=ve vertices at distance 2 that belong to C0 of which one is 00000∈W0 and the
other four are in W4.
(iv) As a consequence of (iii), 5 × 4 is the number of pairs (x; y) where
x∈C0 ∩ W2, y∈C0 ∩ W4, and the distance between x and y is 2. On the
other hand, for a =xed y the number of pairs of this type cannot be greater
than two because the supports of the vertices in C0 ∩W2 are disjoint. Note that
on average the number of pairs for a =xed y∈C0 ∩ W4 is 5 × 4=|C0 ∩ W4|=
20=B04(0)= 20=10=2. From these two remarks we conclude that each vertex
of C0 ∩ W4 has exactly two vertices of C0 ∩ W2 at distance 2. This implies
that C0 ∩ W4 ⊂ eeeee ∩ W4. Since |C0 ∩ W4|=10= |eeeee ∩ W4| then
C0 ∩W4 = eeeee ∩W4.
(v) We now know 16 vertices of C0, but in fact all their complementaries in Z102
are as well in C0 because B010(0)= 1. Observe that the set of these 32 vertices is
equal to the set eeeee.
The other half of C0 consists of 32 vertices that belong to W5. The distance between
any element of eeeee, which has even weight, and any element of C0∩W5 must be odd.
Since B01(0)=B
0
3(0)=B
0
7(0)=B
0
9(0)= 0, 5 is the only possible odd distance between
elements of C0. So, all the vertices of C0 ∩W5 are at distance 5 from any vertex of
type eeeee. The set of vectors of type ddddd has this property and it has 32 vertices
as required. On the other hand, for any vector which is not of type ddddd it is easy
to =nd a vector of type eeeee which is at distance ¡ 5 and therefore we conclude
that it does not belong to C0 ∩W5. Since B11(0)= 10 all the vertices ‘surrounding’ (at
distance 1) C0 are in C1, and these are all the vertices of C1 because B01(1)= 2 (i.e.,
each vertex of C1 is adjacent to some vertex of C0). Since C0 = eeeee ∪ ddddd then
C1 =
−−−−→
eedee ∪ −−−−→ddedd. The cell C2 contains the rest of the vertices: C2 =Z102 \ (C0 ∪
C1)=
−−−−→
eddde∪ −−−−→deeed ∪ −−−−→deded∪ −−−−→edede.
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