Abstract: Short-term load forecasting (STLF) in buildings differs from its broader counterpart in that the load to be predicted does not seem to be stationary, seasonal and regular but, on the contrary, it may be subject to sudden changes and variations on its consumption behaviour. Classical STLF methods do not react fast enough to these perturbations (i.e., they are not robust) and the literature on building STLF has not yet explored this area. Hereby, we evaluate a well-known post-processing method (Learning Window Reinitialization) applied to two broadly-used STLF algorithms (Autoregressive Model and Support Vector Machines) in buildings to check their adaptability and robustness. We have tested the proposed method with real-world data and our results state that this methodology is especially suited for buildings with non-regular consumption profiles, as classical STLF methods are enough to model regular-profiled ones.
Introduction
Load forecasting is an essential part of the scheduling, management and operation of a power system. Since electrical energy cannot be stored, it is important to deliver an accurate prediction in order to avoid dispatch problems due to unexpected loads. Moreover, energy market stakeholders also require trustworthy information in order to be more competitive when purchasing electricity. In addition, the use of the data recorded in smart-meters and software tools may help prevent demand peaks in a reliable and efficient fashion.
Short-term load forecasting (STLF) is the prediction of energy demand in a time-span ranging from minutes to several days, being crucial for several smart grid applications. As discussed above, it is important for the economic and secure operation of power grids, but several factors should be considered as well. For instance, the publication of the energy consumption and its conversion to equivalent CO 2 emissions decreases the load that affects future predictions due to its influence on social consciousness. Moreover, it also helps the energy retailer in order to negotiate a better price. In the end, an accurate forecast results in higher savings while helping to maintain the security of the grid.
There exists a large bibliography on STLF (see [1] [2] [3] for a comprehensive survey). Most of the methods used can be divided into two main groups depending on the strategy followed: Statistical Methods, which estimate the present value of a given variable depending on the values in the past (i.e., consumption records [2, 4, 5] ), and Artificial Intelligence methods, which have been applied successfully to a wide variety of real-world applications, demonstrating their ability to learn the relationships between input and output variables. Moreover, the later have been proven to be ideal when dealing with risk and uncertainty (the main aspects behind prediction). This approach, however, involves the need of an expert whose knowledge can be incorporated into the system capable of making accurate forecasts. The most popular algorithms, according to their efficiency, are Support Vector Machines (SVM) [6, 7] and Neural Networks (NN) [8, 9] . Note that in this paper we will only use SVM since we have not been able to replicate the results from the literature involving NNs. Moreover, our tests have proven that NNs are slower and do not obtain better results than other techniques (see for example [10] ).
Despite the accuracy they provide on forecasting, Artificial Intelligence methods suffer from a great number of disadvantages such as difficult parametrisation, non-obvious selection of variables and the requirement of more historical data to learn than any of the Statistical Methods [2] . Furthermore, they rely on a tedious trial-and-error process to tune them up properly. This paper focuses on building STLF, a particular case dealing with issuing day-ahead energy consumption predictions in non-residential buildings such as schools, universities, public buildings or companies' facilities. The ideal to reach is the so-called zero energy building, (i.e., any construction presenting annually zero net energy consumption and carbon emissions), and, with this objective in mind, there are a number of technologies that must be integrated:
• Weatherproofing, insulation and automatic HVAC (heating, ventilation, and air conditioning).
• Energy re-utilisation (as in co-or tri-generation).
• Use of renewable energy sources and energy storage systems.
• Demand response controllers attached to the HVAC and other loads.
Clearly, STLF is crucial in the last two points. Indeed, maximising the efficiency of the demand response controller requires an accurate forecast for both energy consumption and energy generation (as well as a reliable storage controller).
This branch presents different features. For instance, in normal country-wide STLF, the non-linearity of the load becomes smoothed: expected consumption that does not take place is compensated by non-expected consumption that does (i.e., the consumption curve tends to be seasonal and regular). In contrast, the load profile of a building is more chaotic coinciding with the times it is used. Hence, there is no consumption at night (or it is negligible) and there exists a notable difference between idle and active times. Furthermore, some of these buildings are not yet fully-automated: either the HVAC is manually controlled or it is switched on and off remotely, issues that affect greatly on energy consumption. Another critical aspect is that there is usually scarce (if any) historical data on hourly load and the load profile is sure to vary and evolve over time (just think of the gadgets an office used to have ten years ago compared with nowadays fully-equipped on-line ones). This makes it very difficult to extract the trend component and/or use forecasting methods that need long learning windows (such as ARIMA and their derivatives).
While operating in real environment, it is vital that the forecasting method adapts to changing conditions. If the system cannot react to these changes, the predictions obtained from the system will fail. In order to achieve an optimal prediction, we need a method that evolves over time and is not subject to fixed laws so as to conform to recent data. This is the reason that explains why some models present very good records in a certain situation but fail in others. Meta-learning models address this issue: they belong to a well-established procedure for improving forecasting accuracy [11] and have already been applied in other disciplines (see [12] for a broad survey).
Analysing the buildings' electricity consumption series, we can observe the presence of atypical values that digress from the typical model. They significantly degrade the accuracy of conventional day-ahead estimation even if they appear in a reduced number. These atypical values present two natures:
New Pattern: Some days show a different consumption pattern due to reasons of diverse nature (e.g., long weekends, sport events, election polls, strikes, etc.). In the end, the load of these days consists of a new day-type on its own (see Section 3 for more details) and it should be removed from the learning set or classified beforehand. Scaled Pattern: On the other hand, some days follow profiles similar to those from existing day-types but scaled down or up. Again, these changes can be due to diverse causes (e.g., sudden weather changes, long weekends, special events, works, etc.). The load in these days does not consist of a new day-type but can be just an extreme statistical fluctuation or simply represent an underline change in the building (such as new equipment) that may be extended along the time. In the first case, there should be no action, but in the second one, the learning window should be restarted.
Thus, the data series should be treated in a robust way, namely, the forecasting method should recognise these atypical values and treat them accordingly in order to avoid burst errors that worsen the overall forecast.
Against this background, we present here a comparison of several robust methods based on threshold values over the errors. We aim at assessing them in order to evaluate whether they can correctly distinguish between the two types of anomalies explained above and fulfil the premises required by a robust algorithm.
The remainder of the paper is organised as follows. Section 2 discusses the related work. Section 3 presents the different algorithms used in the prediction, the features of the used datasets, an explanation of the method and its validation. Section 4 describes the datasets used. Section 5 details the tests and comments the obtained results. Finally, Section 6 summarises our contribution and draws the avenues of future works.
Related Work
As previously mentioned, there exists a remarkable work on STLF but, comparatively, not so much related to buildings and the use of meta-learning to provide an appropriate solution in this scope. We have previously researched on this field [13] . Nevertheless, it was not focused on the robustness of the prediction but on the evaluation of model combination and other model-selection methods.
STLF in buildings provides a whole new overview on the paradigm, giving way to several important works such as using a SVM to predict the load of a building complex [14, 15] , where a NN is tuned up by Automatic Relevance Determination in order to optimise the selected input. In addition, [8] used the temperature data in a feedback NN obtaining a remarkable Mean Absolute Percentage Error (MAPE) of 1.945% (Section 4.3 details the mathematical definition of this type of error measure), but this result was obtained measuring only a single week in a whole year, which is not statistically representative. Finally, all artificial intelligence methods waste most of their efforts in modelling non-linear behaviour of the work calendar [16, 17] .
In the case of meta-models for normal STLF, research has taken two main directions. The first uses a meta-heuristic to calculate the best set of parameters of a SVM or a NN [18] [19] [20] , but these works suffer from the same flaw in the single models. The second area has explored the optimal way of combining the output of the single models, usually by assigning weights (see [21] for different approaches to this end). For instance, a very simple but effective approach consists in defining equal weights, which has shown to be surprisingly effective [22, 23] . More sophisticated approaches include linear combination [24] , dynamic optimal weight combination [25] , a genetic algorithm as best model selector [26] or rule-based best model selection [27] .
Assessing the robustness of STLF has received very little attention [9, 28] and all the efforts focus on the detection of outliers (new patterns of atypical values in our nomenclature) in the time series of national loads.
Adaptive STLF in Buildings

Overall Methodology
In order to ensure the required standard of security and quality in a power system, we need a very reliable and robust forecast. This paper focuses on assessing an adaptive forecasting that tries to mimic the consumption behaviour. Since all methods need a learning period of time, new consumption habits lead to prediction inaccuracies that increase both economic and technical costs.
In this work, we have used the following methodology; we repeat the next steps for every day in the dataset except for the first day of every day-type. Figure 1 shows a sequence diagram of the methodology.
Please note that the meter is virtually connected to a real-time processing network as described in [29] , to which we will refer from now on as the Platform. 
Data Distribution Service (DDS):
A meter sends a new measure to the Platform through the DDS bus. This measure is stored to then be used to issue a forecast. Classificator: In this step, the Platform sends the new data to the Classificator and queries it for the prediction of the day-type for the next day. In previous works [30] , we have compared several clustering techniques with the use of the local work calendar. Our results conclude that the best option is to use the work calendar if it is available. Hence, buildings may present different number of day-types. Specifically, in our tests, there are buildings presenting:
-Two day-types: (Weekday and Weekends) such as c59 or ashrae (see Section 4 for more information on the datasets). This building is characterised by the lack of consumption on Saturdays. An example of this behaviour can be seen in Figure 2 . -Three day-types: (Weekday, Saturdays and Sundays) such as the four donosti datasets, bilbao 1 , bilbao 3 or bilbao 4 . They present a very similar consumption to commercial or service buildings. An example of this behaviour can be seen in Figures 3 and 4 . -Four day-types: (Weekday, Saturdays, Sundays and Bank Holidays) such as bilbao 2 . This building shows a special behaviour in Bank Holidays. In Figure 5 can be seen an example of this behaviour.
Forecasters: In the next step, the Platform sends the data of the previous days of the same day-type to the Forecasters. They will adjust the model parameters and then issue a forecast. Note that we have a different model for every day-type, and therefore we must re-train the model for every day.
In this work, we have used AR and SVM models, since according to our experiments [10, 30] they produce the best results using this methodology. Moreover, in these works we have optimised the free parameters by means of a grid search following the advice given in [31] and we used the results of these test here. -Bias Correction: some models produce forecast that are systematically biased. We can measure that bias and compensate it. In [10] we have assessed the performance of this post-process. -Model Selection: some models issue a more reliable forecast at certain hours or day-types than others. In [13] , we presented a comparison of different strategies to select the best model in every moment. -Model Combination: another option is to group all the predictions issued by the forecasters in order to build a more robust forecast. We have addressed this strategy in [13, 32] .
Please note that in this work we have not used these three post-processes as we have assessed their performance in previous works. In Section 3.2 we will present two more examples of post-processes that we will analyse in this paper. 
Proposed Post-Process Methods
Despite all the post-process methods, we have detected that some days in the datasets are very different from what their normal profile should be according to their day-type. This abnormal behaviour causes burst errors to appear in the forecast until the algorithms manage to adapt to these changes. Thus, we need a faster method in order to avoid large errors in such days.
In this paper, we introduce two post-process methods that check whether the prediction error is bigger than a given threshold value k. Please note that we can use whatever error we define provided that the threshold value is in the same units as the error. As in this paper we are using MAPE error (see Section
where Q denotes the set of days in the learning window at that moment, q is the number of days in the learning window, e d,h denotes the residuals of the model in day d and hour h andê denotes the mean error of the model in the entire learning window. Note that this value is just the variance of the residuals multiplied by the fixed constant c. Please note that this value should be tailored specifically to every dataset. In this work we have made a grid search for this value and found that the best option is c := 3.
In case the error in one day is above the threshold value k, one of the two post-processes acts.
Learning Window Re-Initialization: In this case, we reboot the learning windows in order to avoid anomalies of the scaled pattern type (i.e., we completely delete the data in the dataset and replace it with the newest value). Since the learning windows are very short (just three days in this test, see [10, 13] for a broad comparison in this matter) and the models used are sufficiently robust to tailor this degenerated training set, we are able to issue a new forecast in this situation. Moreover, the forecast produced is the obvious one, just the values observed the previous day (i.e., acts like a Random Walk Model), so this adjustment quickly adapts to changes in the dataset. Skipping Anomalies: In this case we avoid introducing the new pattern in the training data in order to avoid anomalies of the new pattern type.
Note that we have not used both methods simultaneously. Moreover, we only present here the results of the Learning Windows Re-Initialization method without using the adaptive threshold value, as both the Skipping Anomalies and the Adaptive Threshold Methods produce much worse results (in any combination).
Forecasting Models
All models used can be classified as regression models. Namely, they follow the equation:
where h ∈ [0, 23) denotes time, LOAD(h) denotes the load at time h, f is the model used and ε is a random variable.
3.3.1Time Series Model
The first model is an Autoregressive Model commonly used for modelling univariate time series. For every day-type d we have:
where
are the model parameters and r d (h, i) denote the real load measured at time h of the i-th previous day of day-type d. Namely, in the adjusting step, we have retrieved the q last values of the same day type (e.g., with q = 3, from a Tuesday, the previous Monday, Friday, Thursday) and not the q last chronological values (e.g., from a Tuesday, the previous Monday, Sunday, and Saturday) and then we have made a convex combination with the model coefficients ϕ d . In order to give a higher priority to the latest data against the oldest values, the model coefficients are drawn by a polynomial or an exponential method. The polynomial method produces the following parameters
whereas the exponential method produces
where q is the length of learning window and l can take integer values. In this work, we has chosen the exponential method with parameter l := 2. This value has been taken based on empirical experience. Please note that, with this nomenclature, we have fixed the number of learning days to q := 3 as previously stated.
3.3.2Support Vector Machines Model
A SVM constructs a hyperplane, or a set of hyperplanes, in a high or infinite dimensional space, which can be used for classification or regression. SVMs have been previously used for load forecasting in buildings [14] . Here, we have used a ν-SVR. Note that, as we have explained before in Equation (2), the function we regress is the load curve of all day taking only the time as input. As in the previous case, we take a model for every day-type and train every model with the last q days of the same type. The rest of the free parameters are: radial basis function as kernel, threshold ν := 0.9, soft margin parameter C := 10 and kernel parameter γ := 1. The explanation of these parameters is out of the scope of this paper; we encourage the reader to see [33] for an in-depth explanation.
Datasets
This study comprises several datasets in order to provide the most representative result possible: ten datasets from seven different buildings' consumption data records and five from Transmission System Operators (TSO) records from different countries. Tables 1 and 2 summarise the main characteristics of these datasets. These tables also contain an estimation of the expected value of the error for every dataset under the hypothesis that ε follows a Gaussian Random Variable (column Expected MAPE), which according to our experiments is a fair assumption. Please note that in [32] we present a detailed description of the estimation process. Moreover, some TSOs publish their own STLF so we can calculate their error in the same way as with our predictions. Column MAPE from Operator of Table 2 contains this value. 
4.1.1University of Deusto
We have recorded the energy consumption of several buildings of the University of Deusto in both of its campuses: Donostia-San Sebastián and Bilbao (Basque Country). We have downloaded these data directly from the meter, placed by the Spanish law (54-1997) directly at the transformer, using the IEC 60870-5-102 standard protocol [34] .
These buildings present different patterns as each one has its own special features. For example, we have measurements from the Donostia-San Sebastián building complex since March 2009 but it presents three different periods. From March to September, there was only one building with a regular and homogeneous consumption since (among other things) its heating system is not regulated according to the weather: from autumn to spring, it is manually turned on every day at approximately the same time and it works until the building closes at night; therefore, meteorological conditions do not show notable influence on the electricity consumption (season, on the contrary, does) or it is somehow dissolved in the data. These data forms the dataset donosti 1 .
On July 2009, the construction of two more buildings started but this event did not have an impact on the load profile until September 2009 due to the summer holidays. As the behaviour of these three building together are essentially different (a lot more noisy), we have split the dataset and created the donosti 2 dataset.
Finally, we created the third and fourth dataset (donosti 3 and donosti 4 ) with the rest of the data. Both datasets present the same characteristics but there is a big gap in the records since the utility changed the meter from a GSM based one to an IP based one. The new buildings have an HVAC system for cooling so weather changes might influence the consumption, explaining in this way the high spikes in their loads; however our previous experiments do not show any relationship [30] . The donosti 3 dataset has a length of 12 months (September 2010-September 2011) while the donosti 4 dataset has a length of 8 months (April 2012-January 2013)
All builds show quite a regular profile in working days with consumption from 7:00 a.m. to 10:00 p.m. (opening hours go from 8:00 a.m. to 9:00 p.m.). On Saturdays, it shows a peak at noon and on Sundays it is almost flat.
On the other hand, we have also measured the electrical consumptions from four different buildings in the Bilbao Campus of the University of Deusto from September 2012 to January 2013. Three of them, bilbao 1 , bilbao 3 and bilbao 4 , gather the records from standard university buildings (i.e., classrooms and offices), while bilbao 2 contains the data of the campus main library. It presents a more hectic activity until late at night as well as during Saturdays and this fact is reflected in the load profile. The rest of the buildings present a similar profile as the ones in the Donostia Campus.
4.1.2Ashrae competition
The Ashrae competition ( [35] dataset ashrae in Figure 2b ) comes from an unknown building; the data present a quite similar profile as the dataset donosti 1 and has a length of only 6 months (September 1989 to February 1990) with consumption from 9 a.m. to 9 p.m.
4.1.3Casaccia Research Centre
Dataset c59 contains the consumptions records from the C59 Building in the Casaccia Research Centre, Rome, Italy, during the months of September to November 2009 [36] . As with the ASHRAE competition data, no information has been provided about the building but the profile is also quite similar to the donosti 1 dataset, except that there is no consumption on Saturdays.
Regions
We have also downloaded public data from several TSO in order to contrast whether this post-process methodology works well when forecasting large regions. We have taken the information from: REE: the Spanish TSO [37] , from January 2007 until October 2011. AP : the Pennsylvania, Jersey, and Maryland Interconnection (PJM) [38] , more accurately from the Allegheny Power (AP) zone, from November 2008 until December 2010. N Y C and N ORT H: the New York Independent System Operator (NYISO) [39] , more accurately from the NYC and NORTH substations. The former contains data from February 2005 until October 2011, the latter from June 2001 to October 2011. EU N IT E: from the Eastern Slovakian TSO (Eunite competition dataset [40] ), from January 1997 to December 1998.
As it can be seen in Figure 6 , these datasets are essentially different from those of the buildings; they present homoscedasticity and only have two slightly-different patterns: one for weekdays and another for holidays. Table 2 presents a summary of the regions' characteristics. 
Test-Bed and Validation Measurements
In this study, we have tailored the Leave-One-Out Cross-Validation (LOOCV) procedure [41] that tries to mimic the performance in real conditions. In this spirit, for each day in the dataset we have issued a prediction using the last q days' values. Normally, this method cannot be used for the first q days of every day-type but, as we have explained in Section 3, we can already forecast with only one training day.
We use MAPE as error measurement to evaluate performance of the models since it is unit free, which allows comparisons between forecasting errors from different measurement units. Moreover, it is the error measurement most widely used in forecasting despite their problems (see [42] and references therein for an extensive discussion and several solutions to these problems). It is calculated as follows:
where p(h, i) is the predicted value of the load for the hour h of the day i, r(h, i) refers to the real value and days represents the amounts of days in that particular datasets.
Regarding the validation of the post-process, we follow two steps to check the performance of the method. First, we validate the dataset computing the MAPE committed in the whole dataset. The robust method is compared with the normal one in order to assess which one works better over time. Second, we take a closer view by measuring the errors only in the days where the post-process has worked.
Experimental Results
The experiments have been carried out on a Core i7 2600 CPU with 16 GB RAM and a Gentoo Linux up-to-date. The AR model has been implemented by means of a home-made java class, whereas the SVM model uses the libSVM library [43] .
Please note that this format has been chosen to assess the suitability of the post-process methods defined in Section 3.2 with the two proposed forecasting algorithms, not to compare the AR and SVM models (for such a comparison we refer the readers to [10, 13, 30, 32] ). Figure 7 shows the percentage of days detected as anomalous by the AR and SVM model. These days represent the number of days whose MAPE error is larger than the threshold value k. As expected, the higher the margin error, the lower the amount of anomalous days detected. Further, we can observe a big difference between the number of anomalous days in the two types of datasets: TSO-based ones show much less anomalies than building-based ones. This behaviour stems from their smoother load profile. Note that we cannot expect the method to improve the forecast when it is used often. Finally, as the AR model produces more accurate forecast than the SVM model, it has less anomalies. Table 3 displays the MAPE results for the day-ahead forecast. The best result for each dataset is shown in bold; grey values correspond to experiments that obtained the same result as the normal method because the dataset did not contain any anomalous days with that parameter configuration. As expected by our previous results, AR outperforms the SVN method globally. In the building datasets, the post-process (slightly) improves the results in almost all of the cases (80% of the cases when using the AR method and 60% when using the SVM). In contrast, only in two of the TSO datasets does the post-process method improve, mainly because these datasets are very regular and large. Still, the difference between the two methods is very small. Note that these tables present the MAPE results for the whole datasets; therefore, the results are dominated by the number of normal days, and the differences are hence not very significant. In addition, we can observe that the MAPE values start increasing below some threshold value k because the post-process considered a normal statistical fluctuation as an error when it was not. Finally, for large values of the k threshold, the error obviously converge to the errors without the post-process as there would not be any anomalous day. Table 4 displays the MAPE results solely taking into account the records registered when the post-process is working, (i.e., the next two days of the same day-type after an anomalous day is detected). The Post-process column lists the MAPE results of the anomalous days when using the post-process method whereas the Normal column presents the MAPE result when using the normal method (i.e., without applying any post-process). We only show the results where there has been any improvement. As we can see, regarding anomalous days alone, the differences become larger. In this case, the post-processing method performs significantly better, especially in datasets whose loads present large variations as donosti 3 , where we reduce the error by 50% in those days.
Conclusions
In this work, we have assessed a new robust post-processing method for STLF in buildings based on checking whether the prediction error is bigger than a given threshold value. The methodology consists of the use of the work schedule as a helping tool, plus the reinitialisation of the learning set when the MAPE error is bigger than a given threshold value.
We have shown that this methodology prevents burst-errors and manages to adapt quickly to changes in the load curve. Moreover, we have empirically proven that this method improves the building consumption forecast. These results become clearer when examining the error of anomalous days. Unfortunately, this method does not scale very well and our experiments show that the forecasting performance on TSO load curves does not improve (but also does not worsen). Thus, we may conclude that this methodology only pays off in building STLF and other units with non-regular profiles.
Given these results, further works will include trying to improve the results by the combination of STLF algorithms for building, like the ones described in [13] , with the robust method explained herewith and test its adaptability to very short-term load forecasting.
