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Resumo
Categorizac¸a˜o de textos e´ um problema que tem recebido muita atenc¸a˜o nos u´ltimos anos
devido ao aumento expressivo no volume de informac¸o˜es textuais. O processo manual de
categorizar documentos de texto e´ cansativo, tedioso, demorado e muitas vezes impra-
tica´vel quando o volume de dados e´ muito grande. Portanto, existe uma grande demanda
para que esse processo seja realizado de maneira automa´tica atrave´s de me´todos computa-
cionais. Embora va´rios me´todos ja´ tenham sido propostos, muitos sofrem com o problema
da maldic¸a˜o da dimensionalidade ou apresentam alto custo computacional, inviabilizando
seu uso em cena´rios reais. Diante disso, esta tese apresenta um me´todo de categorizac¸a˜o de
texto baseado no princ´ıpio da descric¸a˜o mais simples, nomeado MDLText, que e´ eficiente,
ra´pido, escala´vel e multiclasse. Ele possui aprendizado ra´pido, incremental e e´ suficiente-
mente robusto para evitar o problema de sobreajustamento, o que e´ altamente deseja´vel
em problemas reais, dina^micos, online e de grande porte. Experimentos realizados com
bases de dados reais, grandes e pu´blicas, seguidos por ana´lises estat´ısticas dos resultados,
indicam que o MDLText oferece um excelente balanceamento entre poder preditivo e custo
computacional. Diante desses bons resultados, foi proposta uma generalizac¸a˜o inicial do
me´todo para lidar tambe´m com problemas na˜o-textuais, o que resultou em um me´todo de
classificac¸a˜o, nomeado MDLClass, que e´ simples, ra´pido e pode ser aplicado em problemas
bina´rios e multiclasse. A ana´lise estat´ıstica dos resultados indicou que ele e´ equivalente a`
maioria dos me´todos considerados o estado-da-arte em classificac¸a˜o.
Palavras-chaves: aprendizado de ma´quina; reconhecimento de padro˜es; categorizac¸a˜o de
texto; classificac¸a˜o; princ´ıpio da descric¸a˜o mais simples.
Abstract
Text categorization has received attention in recent years because of the ever-increasing
volume of text information. For a large number of documents, a manual classification
is tiresome, tedious, time-consuming, and impractical, making computational methods
attractive to deal with this task. The available methods that address this problem suf-
fer from their computational burden and the curse of dimensionality, undermining their
applicability in real scenarios. To overcome this limitation, we propose a simpler, faster,
scalable and more efficient classification method based on the minimum description length
principle, named MDLText. Its incremental and faster learning process makes it suitable
to cope with data overfitting, which is desirable for real and large-scale problems. Exper-
iments performed on real, public, and large-scale datasets followed by statistical analyses
indicate that the MDLText provides an excellent trade-off between predictive capability
and computational cost. Motivated by these results, we propose a generalized method,
named MDLClass, to encompass non-textual problems. Similar to MDLText, this extension
is simple and fast, and can also be applied to binary and multiclass classification prob-
lems. Statistical analyses show that MDLClass is equivalent to most of the state-of-the-art
classification methods.
Keywords: machine learning; pattern recognition; text categorization; classification; min-
imum description length principle.
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𝑣𝑛𝑗 verdadeiros negativos relativos a` 𝑗-e´sima classe
𝑓𝑛𝑗 falsos negativos relativos a` 𝑗-e´sima classe
𝑝⋆ probabilidade total de concorda^ncia entre a classe verdadeira e a classe pre-
dita pelo classificador
𝑝∘ probabilidade de concorda^ncia ao acaso entre a classe verdadeira e a classe
predita pelo classificador
mc𝑖,. soma dos elementos da 𝑖-e´sima linha da matriz de confusa˜o
mc.,𝑖 soma dos elementos da 𝑖-e´sima coluna da matriz de confusa˜o
𝒟 conjunto de dados
|𝒟| quantidade de insta^ncias
𝒯 conjunto de atributos obtidos apo´s aplicar OHE. No contexto de catego-
rizac¸a˜o de texto, e´ o conjunto de termos
𝑡𝑖 𝑖-e´simo atributo apo´s aplicar OHE. No contexto de categorizac¸a˜o de texto,
e´ o 𝑖-e´simo termo
|𝒯 | quantidade de atributos obtidos apo´s aplicar OHE. No contexto de catego-
rizac¸a˜o de texto, e´ a quantidade de termos
𝑤(𝑡𝑖, 𝑑) peso do 𝑖-e´simo termo do documento 𝑑
?^?(𝑡𝑖, 𝑑) peso do 𝑖-e´simo termo do documento 𝑑 apo´s a normalizac¸a˜o L2
𝑇𝐹 (𝑡𝑖, 𝑑) log(1 + 𝑇𝐹 (𝑡𝑖, 𝑑)), isto e´, a freque^ncia do 𝑖-e´simo termo normalizada
𝑇𝐹 (𝑡𝑖, 𝑑) freque^ncia do 𝑖-e´simo termo
𝐷𝐹𝑡𝑖 nu´mero de documentos de treinamento que conte´m o 𝑖-e´simo termo
𝑋 varia´vel aleato´ria discreta
𝒳 alfabeto
𝑥𝑖 𝑖-e´simo elemento do alfabeto 𝒳
𝐻(𝑋) entropia de 𝑋
𝑝(𝑥𝑖) probabilidade de 𝑥𝑖
𝐼(𝑥𝑖) valor da informac¸a˜o de 𝑥𝑖
𝑍 seque^ncia de s´ımbolos
C(𝑥𝑖) co´digo correspondente a` 𝑥𝑖
𝒜 alfabeto bina´rio
𝒜* todas as seque^ncias que podem ser formadas usando o alfabeto 𝒜
𝐿C(𝑥𝑖) tamanho de C(𝑥𝑖)
𝑀𝑖 𝑖-e´simo modelo
𝒞 conjunto de todas as poss´ıveis classes
𝐿(𝑑|𝑐𝑗) tamanho da descric¸a˜o de 𝑑 em relac¸a˜o a` 𝑗-e´sima classe
𝑆(𝑑, 𝑐𝑗) penalidade dada para a classe 𝑐𝑗
|𝑑| quantidade de termos no documento 𝑑
𝐿(𝑡𝑖|𝑐𝑗) tamanho da descric¸a˜o do 𝑖-e´simo termo em relac¸a˜o a` 𝑗-e´sima classe
𝐾(𝑡𝑖) penalidade aplicada ao 𝑖-e´simo termo
𝑛 varia´vel que armazena a soma dos pesos de cada termo em 𝒯 para cada
classe em 𝒞
?^? varia´vel que armazena a soma dos pesos em 𝑛 para cada classe em 𝒞
|Ω| porc¸a˜o do tamanho de descric¸a˜o para termos que nunca apareceram em 𝒟⋆
𝑆(𝑑, 𝑐𝑗) similaridade de cosseno
𝑐𝑗 vetor proto´tipo da 𝑗-e´sima classe
|?^?𝑐𝑗 | quantidade de documentos de treinamento pertencentes a` 𝑗-e´sima classe
?^?(:, 𝑑) todos os pesos normalizados dos termos do documento d
|?^?| varia´vel que armazena o nu´mero de documentos para cada classe em 𝒞
𝜇 constante usada para evitar que o denominador seja 0
𝐹 (𝑡𝑖) pontuac¸a˜o de contribuic¸a˜o do 𝑖-e´simo termo
𝜑 freque^ncia de cada termo em 𝒯 para cada classe em 𝒞
¯|𝑑| quantidade me´dia de termos por documento
𝜏 ı´ndice da classe mais frequente
𝑝(𝑐𝑗|𝑡𝑖) probabilidade condicional da 𝑗-e´sima classe, dada a presenc¸a do 𝑖-e´simo
termo
𝑝(𝑡𝑖|𝑐𝑗) probabilidade condicional da ause^ncia do 𝑖-e´simo termo, dada a 𝑗-e´sima
classe
𝑝(𝑡𝑖|𝑐𝑗) probabilidade condicional do 𝑖-e´simo termo
𝑝(𝑡𝑖|𝑐𝑗) probabilidade condicional da ause^ncia do 𝑖-e´simo termo
𝜓 mediana de termos por documento
𝑘 quantidade de modelos ou grupos avaliados na ana´lise estat´ıstica
𝑞 quantidade de observac¸o˜es consideradas na ana´lise estat´ıstica
𝑅𝑗 me´dia dos rankings do 𝑗-e´simo modelo ou grupo avaliado na ana´lise es-
tat´ıstica
𝛼 intervalo de confianc¸a
ℬ conjunto de atributos catego´ricos
|ℬ| quantidade de atributos catego´ricos
𝑏𝑖 𝑖-e´simo atributo catego´rico
|𝑏𝑖| quantidade de poss´ıveis valores do 𝑖-e´simo atributo catego´rico
𝑣𝑖(𝑏𝑗) 𝑖-e´simo valor do 𝑗-e´simo atributo catego´rico
𝑒 para^metro que ajusta a velocidade de crescimento da func¸a˜o de penalidade
𝐾 no me´todo MDLClass
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1 Introduc¸a˜o
Me´todos de aprendizado de ma´quina buscam entre um espac¸o de potenciais
modelos aquele que melhor se ajusta aos dados. Para atingir tal propo´sito, eles fazem uso
do conhecimento pre´vio obtido pela observac¸a˜o de dados que lhes foram apresentados.
Nesse sentido, e´ deseja´vel obter modelos que se ajustem adequadamente aos dados co-
nhecidos, mas que ao mesmo tempo consigam reproduzir bem o comportamento de dados
ainda na˜o observados. Isso e´ conhecido como capacidade de generalizac¸a˜o do modelo.
Uma vez que existe um grande nu´mero de modelos candidatos, cada me´todo de
aprendizado de ma´quina adota uma estrate´gia de selec¸a˜o, bem como uma forma distinta
para representar cada modelo. Uma maneira simples de realizar essa selec¸a˜o e´ privilegiar
o modelo que oferece a descric¸a˜o mais compacta dos dados de observac¸a˜o. Neste caso,
a estrate´gia de selec¸a˜o e´ baseada no princ´ıpio da parcimo^nia, tambe´m conhecido como
princ´ıpio da navalha de Occam (Occam’s razor). Esse princ´ıpio foi formulado por William
de Occam, na Idade Me´dia, como uma cr´ıtica a` filosofia escola´stica que utilizava teorias
complexas para explicar a realidade. Hoje em dia, o princ´ıpio da navalha de Occam e´
vastamente usado em metodologia cient´ıfica, sugerindo que entre duas ou mais hipo´teses
que possam explicar um mesmo feno^meno, provavelmente a hipo´tese mais simples seja a
mais adequada (DOMINGOS, 1999).
Em Teoria da Informac¸a˜o, uma formalizac¸a˜o do princ´ıpio da navalha de Occam
foi desenvolvida por Rissanen (1978). Ela ficou conhecida como princ´ıpio da descric¸a˜o mais
simples (MDL –minimum description length), cuja ideia principal e´ que entre dois ou mais
modelos candidatos deve-se escolher aquele que possui o menor tamanho de descric¸a˜o. Isso
significa que modelos menos complexos sa˜o prefer´ıveis.
O princ´ıpio MDL tem suas ra´ızes na complexidade de Kolmogorov, que e´ de-
finida como o tamanho do menor programa que descreve um objeto representado por
uma seque^ncia bina´ria (KOLMOGOROV, 1965; LI; VITA´NYI, 2008). Quanto menor a
complexidade de Kolmogorov de uma determinada seque^ncia, mais regularidade ela apre-
senta. Portanto, o menor programa que consegue imprimir uma determinada seque^ncia e´
tambe´m o que mais a compreendeu e tem mais conhecimento sobre ela, logo ele deve ser
escolhido para representa´-la.
O princ´ıpio MDL incorpora os fundamentos da navalha de Occam, da com-
plexidade de Kolmogorov e, ao mesmo tempo, procura selecionar o modelo que melhor
representa os dados. Consequentemente, ele gera um balanceamento entre a complexi-
dade do modelo e a qualidade do ajuste aos dados de observac¸a˜o. Tais caracter´ısticas
sa˜o bastante deseja´veis na a´rea de aprendizado de ma´quina, pois naturalmente evitam
o problema de sobreajustamento (overfitting). Uma hipo´tese altamente complexa, que se
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ajusta extremamente bem aos dados observados, normalmente comete muitos erros em
dados na˜o conhecidos, ou seja, possui baixa capacidade de generalizac¸a˜o.
Os fundamentos teo´ricos do princ´ıpio MDL, bem como suas caracter´ısticas,
tornam a sua aplicac¸a˜o atraente para a a´rea de aprendizado de ma´quina, principalmente
em problemas complexos e dina^micos como categorizac¸a˜o de textos, que frequentemente
possui alta dimensionalidade. Existem evide^ncias de que a aplicac¸a˜o do princ´ıpio MDL
nesses cena´rios pode obter resultados promissores (ALMEIDA et al., 2010; ALMEIDA;
YAMAKAMI, 2012). Isto deve-se ao fato da sua robustez aos seguintes problemas que
afetam a maioria dos me´todos de classificac¸a˜o tradicionais:
1. maldic¸a˜o da dimensionalidade: o desempenho de alguns me´todos de aprendizado
tende a ser inferior em problemas de alta dimensa˜o, pois va´rios desafios surgem
em aplicac¸o˜es que envolvem problemas com essa caracter´ıstica. Por exemplo, eles
tendem a selecionar modelos mais complexos do que quando o espac¸o de atributos
e´ de baixa dimensa˜o (HAYKIN, 2008). Modelos mais complexos tendem a usar ca-
racter´ısticas particulares dos dados de observac¸a˜o e, portanto, costumam ter baixa
capacidade de generalizac¸a˜o. O 𝑘-vizinhos mais pro´ximo (KNN – 𝑘-nearest neigh-
bours) e o Bayes inge^nuo (NB - na¨ıve Bayes) sa˜o alguns me´todos afetados pela
maldic¸a˜o da dimensionalidade (ALMEIDA et al., 2011; FRIEDMAN, 1997).
2. o alto custo computacional necessa´rio para o treinamento, o que impede a aplicac¸a˜o
desses me´todos em problemas de aprendizado online: alguns me´todos de classificac¸a˜o,
como o me´todo de a´rvores de classificac¸a˜o e regressa˜o (CART – classification and
regression trees) (BREIMAN et al., 1984b) e as ma´quinas de vetores de suporte
(SVM – support vector machines) (CORTES; VAPNIK, 1995), na˜o podem ser na-
turalmente treinados de maneira incremental. Portanto, em problemas onde existe
a necessidade de atualizac¸a˜o constante do modelo de predic¸a˜o, a cada nova amos-
tra, estes me´todos devem ser retreinados com todos os exemplos anteriores. O custo
computacional do retreinamento, somado a` necessidade de manter todos os exem-
plos de treinamento na memo´ria, inviabilizam o uso desses me´todos em problemas
de classificac¸a˜o de grande porte.
Idealmente, um me´todo de categorizac¸a˜o de texto deveria oferecer um aprendi-
zado ra´pido, tal como o NB, e robustez contra o problema de sobreajustamento, tal como
o SVM. Pore´m, enquanto em algumas aplicac¸o˜es o desempenho do NB decai quando
a dimensionalidade aumenta, o SVM frequentemente apresenta custo computacional de
treinamento muito elevado, principalmente se o nu´mero de classes do problema e´ grande
e se o espac¸o de atributos tem alta dimensa˜o (ALMEIDA et al., 2011; WITTEN et al.,
2011).
Alguns me´todos de aprendizado de ma´quina tradicionais (e.g., o SVM com
func¸o˜es de kernel tradicionais) na˜o podem ser aplicados em problemas de categorizac¸a˜o
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de texto reais e de grande porte, pois eles requerem que todos os exemplos sejam arma-
zenados na memo´ria ou sejam apresentados simultaneamente, em um processo conhecido
como aprendizado offline ou aprendizado em batelada. A soluc¸a˜o e´ empregar me´todos
de aprendizado de ma´quina que possuem um processo de aprendizado online. Em geral,
este tipo de me´todo e´ mais simples e ra´pido que os me´todos offline, pois processam um
exemplo por vez. Pore´m, quando os me´todos de aprendizado offline podem ser aplicados,
eles geralmente obte^m melhores desempenhos que os me´todos online (CRAMMER et al.,
2012).
Diante do exposto, esta tese apresenta um me´todo de categorizac¸a˜o de textos
que emprega selec¸a˜o de modelo com base no princ´ıpio MDL. O me´todo proposto, chamado
MDLText, possui baixo custo computacional, mesmo para problemas com grande nu´mero
de documentos e com espac¸o de atributos de alta dimensionalidade. Ele tambe´m pode
ser naturalmente aplicado em problemas multiclasse sem a necessidade de te´cnicas de
decomposic¸a˜o de problemas multiclasse em problemas bina´rios, tais como a te´cnica um-
contra-um e variantes (HSU; LIN, 2002). Ale´m disso, o me´todo apresentado pode ser
usado em cena´rios online e dina^micos, pois possui aprendizado incremental.
Objetivos e contribuic¸o˜es
Este manuscrito apresenta um me´todo gene´rico de categorizac¸a˜o de texto ba-
seado no princ´ıpio MDL. O me´todo proposto pode ser acoplado a` qualquer te´cnica que
seja capaz de determinar uma pontuac¸a˜o aos atributos com base em seu poder discrimi-
nativo. Isso torna o me´todo flex´ıvel e pode aumentar as chances de sucesso em diferentes
aplicac¸o˜es de categorizac¸a˜o de texto. Ale´m disso, ele e´ simples, ra´pido e pode ser utilizado
em problemas reais, dina^micos e de grande escala, que requerem aprendizado online.
Em resumo, este trabalho oferece as contribuic¸o˜es detalhadas a seguir.
∙ Foi proposto um novo me´todo de categorizac¸a˜o de textos baseado no princ´ıpio MDL,
o MDLText, que suporta aprendizado online e offline e pode ser utilizado em proble-
mas textuais bina´rios e multiclasse.
∙ O me´todo proposto foi avaliado na classificac¸a˜o de documentos de 45 bases de da-
dos textuais pu´blicas e de grande porte, que representam diferentes aplicac¸o˜es de
categorizac¸a˜o de texto.
∙ Foi proposta uma generalizac¸a˜o da te´cnica de fatores de confide^ncia (CF – confi-
dence factors) (ASSIS et al., 2006) para que ela possa ser aplicada em problemas
multiclasse e ser usada como uma func¸a˜o de pontuac¸a˜o para os termos dos docu-
mentos.
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∙ Te´cnicas geralmente usadas na literatura para a selec¸a˜o de atributos foram acopladas
ao MDLText e adaptadas para retornar uma pontuac¸a˜o global para os termos dos
documentos.
∙ O MDLText tambe´m foi avaliado em um problema de classificac¸a˜o de documentos
de texto curtos e ruidosos. Neste problema, o me´todo proposto foi usado em con-
junto com te´cnicas de normalizac¸a˜o le´xica e indexac¸a˜o sema^ntica. Ale´m disso, foi
proposta uma nova abordagem de classificac¸a˜o que combina os termos originais dos
documentos com os termos gerados por te´cnicas de processamento de texto.
∙ O MDLText foi adaptado para ser capaz de processar amostras representadas por
qualquer tipo de atributo. O me´todo resultante, chamado MDLClass, foi avaliado
em experimentos que usaram 23 bases de dados grandes e pu´blicas em um cena´rio
de aprendizado offline.
Organizac¸a˜o do trabalho
Para facilitar a leitura e a compreensa˜o deste trabalho, ele foi estruturado
como descrito a seguir.
∙ No Cap´ıtulo 2, sa˜o apresentados conceitos ba´sicos de aprendizado de ma´quina e sa˜o
abordados os principais paradigmas de aprendizado. Tambe´m, sa˜o introduzidos os
conceitos de classificac¸a˜o e regressa˜o, ale´m de serem descritos os principais tipos de
problemas de classificac¸a˜o. Sa˜o discutidas tambe´m as diferenc¸as entre as abordagens
de aprendizado online e offline. Por fim, sa˜o apontadas as principais medidas de
desempenho para avaliar me´todos de classificac¸a˜o.
∙ No Cap´ıtulo 3, sa˜o abordados os conceitos ba´sicos que envolvem a categorizac¸a˜o
de texto, tais como a representac¸a˜o dos documentos de textos e as te´cnicas de pre´-
processamento que podem ser empregadas.
∙ No Cap´ıtulo 4, e´ feita uma introduc¸a˜o a` Teoria da Informac¸a˜o, apresentando con-
ceitos relacionados a` medida da informac¸a˜o e da incerteza, ale´m de conceitos sobre
codificac¸a˜o e compressa˜o. Posteriormente, e´ introduzido o princ´ıpio MDL e trabalhos
que o aplicam no contexto de aprendizado de ma´quina.
∙ No Cap´ıtulo 5, e´ apresentado o me´todo de categorizac¸a˜o de texto baseado no
princ´ıpio MDL, o MDLText. E´ descrita a base matema´tica do me´todo, os algorit-
mos de treinamento e classificac¸a˜o e o estudo da complexidade computacional.
∙ No Cap´ıtulo 6, sa˜o descritas as configurac¸o˜es adotadas nos experimentos realizados
para avaliar o MDLText. Tambe´m, sa˜o apresentados os resultados nos cena´rios de
aprendizado offline e online.
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∙ No Cap´ıtulo 7, e´ introduzida uma proposta inicial de adaptac¸a˜o do MDLText para
problemas de classificac¸a˜o na˜o-textuais. Apo´s apresentar as bases matema´ticas do
me´todo gerado por essa adaptac¸a˜o, sa˜o descritas as configurac¸o˜es dos experimentos,
as bases de dados utilizadas e os resultados obtidos.
∙ Finalmente, no Cap´ıtulo 8, sa˜o apresentadas as concluso˜es e direcionamentos para
trabalhos futuros.
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2 Aprendizado de ma´quina
Aprendizado de ma´quina e´ uma sub-a´rea da Intelige^ncia Artificial que estuda
e desenvolve me´todos computacionais que usam a experie^ncia adquirida pela ana´lise e
observac¸a˜o de conjuntos de dados para melhorar o seu desempenho e fazer predic¸o˜es
(MOHRI et al., 2012; MITCHELL, 1997). Aprendizado de ma´quina tambe´m pode ser
definido como uma a´rea de estudo que habilita o computador a aprender sem ser ex-
plicitamente programado (SAMUEL, 1959). O conceito de aprendizado esta´ associado a
ideia de que o sistema consiga melhorar o seu desempenho em alguma tarefa atrave´s da
experie^ncia (MITCHELL, 1997).
Essa a´rea de estudo recebe contribuic¸o˜es de va´rias outras a´reas tais como
cie^ncia da computac¸a˜o, probabilidade, estat´ıstica, otimizac¸a˜o e a´lgebra linear. Alguns
exemplos de problemas em que o aprendizado de ma´quina pode ser aplicado incluem: con-
trole de ve´ıculos auto^nomos (BAGNELL et al., 2010), reconhecimento de escrita (PORWAL
et al., 2013), reconhecimento de faces (WEI et al., 2011), reconhecimento de fala (ZHANG
et al., 2013), categorizac¸a˜o de textos (ROSSI et al., 2016; WU et al., 2014), traduc¸a˜o au-
toma´tica de textos (GONZA´LEZ-RUBIO; CASACUBERTA, 2014), detecc¸a˜o de fraudes
(BAHNSEN et al., 2016), diagno´stico de doenc¸as (TSENG et al., 2014), previsa˜o do tempo
(HAMIDI et al., 2015) e sistemas de recomendac¸a˜o de filmes, livros e outros produtos
(BRBIC´; ZˇARKO, 2015).
Neste cap´ıtulo, sa˜o oferecidos, de maneira sucinta, conceitos ba´sicos de apren-
dizado de ma´quina, tais como definic¸o˜es e exemplos de aprendizado supervisionado e
na˜o-supervisionado. Tambe´m, sa˜o introduzidas as definic¸o˜es de classificac¸a˜o e regressa˜o,
ale´m de serem descritos os tipos de problemas de classificac¸a˜o. Por fim, sa˜o discutidas
as diferenc¸as entre as abordagens de aprendizado online e offline e sa˜o apresentadas as
principais medidas de desempenho usadas para avaliar me´todos de classificac¸a˜o.
2.1 Selec¸a˜o de modelos
Me´todos de aprendizado de ma´quina podem ser vistos como me´todos de selec¸a˜o
de modelos pois, dado um conjunto de modelos candidatos, eles procuram escolher um
que se ajuste bem aos dados. Para isso, eles usam informac¸o˜es extra´ıdas de um conjunto
pre´-existente de dados, com o objetivo de fazer boas predic¸o˜es em dados futuros.
No processo de selec¸a˜o de modelos, um dos problemas que podem ser en-
frentados pelos me´todos de aprendizado e´ o dilema bias-varia^ncia: deseja-se selecionar
um modelo que se ajuste bem aos dados ja´ observados, mas que ao mesmo tempo seja
gene´rico o suficiente para reproduzir bem o comportamento de dados na˜o observados.
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Modelos com alta varia^ncia, geralmente sa˜o mais complexos e se ajustam muito bem aos
dados conhecidos, pore´m possuem baixa capacidade de generalizac¸a˜o e, portanto, come-
tem muitos erros em dados na˜o conhecidos (sobreajustamento ou overfitting). Modelos
com alto bias, geralmente possuem baixa complexidade e na˜o conseguem capturar regula-
ridades importantes nos dados observados que os ajudem a fazer boas predic¸o˜es em dados
futuros (subajustamento ou underfitting) (BISHOP, 2006; HASTIE et al., 2009).
Os me´todos de aprendizado de ma´quina podem adotar diferentes estrate´gias
de selec¸a˜o de modelos. Geralmente, eles fazem uso de para^metros de ajuste da comple-
xidade do modelo. Por exemplo, me´todos de aprendizado que usam func¸o˜es de kernel
podem adotar para^metros que ajustam a largura do kernel, me´todos baseados em func¸o˜es
polinomiais podem usar para^metros que ajustam o grau do polino^mio e me´todos basea-
dos em vizinhanc¸a podem usar um para^metro que ajusta o nu´mero de vizinhos que sera˜o
analisados. Pore´m, existem outros me´todos que adotam estrate´gias de selec¸a˜o de modelos
baseadas no princ´ıpio da Navalha de Occam. Portanto, eles consideram que, dado um con-
junto de modelos candidatos com capacidade de predic¸a˜o similar, o modelo mais simples
provavelmente e´ a melhor escolha (HASTIE et al., 2009).
2.2 Tipos de aprendizado
Os me´todos de aprendizado de ma´quina podem ser classificados de acordo com
o processo de construc¸a˜o do seu modelo de predic¸a˜o. Sendo assim, alguns dos principais
tipos de problemas de aprendizado de ma´quina sa˜o: aprendizado supervisionado, na˜o-
supervisionado, semi-supervisionado e por reforc¸o.
2.2.1 Aprendizado supervisionado
No aprendizado supervisionado, e´ apresentado ao me´todo de aprendizado um
conjunto de dados 𝒟⋆ = {𝑑1, 𝑑2, ..., 𝑑|𝒟⋆|}, chamado de conjunto de treinamento, onde
𝑑𝑖 ∈ 𝒟⋆ possui um atributo-alvo 𝑐(𝑑𝑖) associado, formando um conjunto de pares (𝑑𝑖, 𝑐(𝑑𝑖))
(BISHOP, 2006; MURPHY, 2012). Portanto, a principal caracter´ıstica desse tipo de
aprendizado e´ que se conhece a sa´ıda desejada ou esperada (atributo-alvo) para cada
dado que e´ apresentado ao modelo durante seu treinamento. Por exemplo, em um pro-
blema de diagno´stico me´dico, os poss´ıveis valores do atributo-alvo associados a cada dado
poderiam ser “paciente com dengue” e “paciente sem dengue”. Em um problema de reco-
nhecimento de caracteres, os valores do atributo-alvo poderiam ser as letras do alfabeto.
O atributo-alvo tambe´m pode assumir valores cont´ınuos, como na predic¸a˜o do valor das
ac¸o˜es de uma empresa na bolsa de valores.
Os dados de treinamento, juntamente com seus atributos-alvo, sa˜o usados pelos
me´todos para a construc¸a˜o de uma func¸a˜o ou modelo de predic¸a˜o ℱ que posteriormente
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pode ser utilizado para predizer os atributos-alvo de dados desconhecidos. Depois que
o modelo de predic¸a˜o e´ criado, ele pode ser testado em um outro conjunto de dados,
chamado de conjunto de teste.
Os dados de um problema podem ser chamados de exemplos ou insta^ncias.
Eles sa˜o representados por um conjunto de atributos (em ingle^s, features). Por exemplo,
em um problema de diagno´stico me´dico, um determinado paciente poderia ser descrito
pelos atributos idade, sexo, peso, pressa˜o sangu´ınea e temperatura corporal.
Os problemas de aprendizado supervisionado podem ser divididos de acordo
com os poss´ıveis valores do atributo-alvo. Se o atributo-alvo parte de um conjunto finito
com valores discretos, o problema e´ chamado de classificac¸a˜o e o atributo-alvo e´ chamado
de classe. Se o atributo-alvo pode assumir valor cont´ınuo, o problema e´ chamado de
regressa˜o (MITCHELL, 1997; BISHOP, 2006).
Os problemas de classificac¸a˜o tambe´m podem ser divididos em bina´rios, mul-
ticlasse, multilabel e hiera´rquicos.
2.2.1.1 Classificac¸a˜o bina´ria
Na classificac¸a˜o bina´ria, os dados podem ser atribu´ıdos a uma entre duas
poss´ıveis classes. Por exemplo, em um problema de classificac¸a˜o de e-mails, as mensa-
gens podem ser classificadas como spam ou na˜o-spam.
2.2.1.2 Classificac¸a˜o multiclasse
Na classificac¸a˜o multiclasse, os dados podem ser atribu´ıdos a uma entre duas
ou mais classes. Por exemplo, em um problema de reconhecimento de d´ıgitos cursivos, a
classe de um d´ıgito poderia ser qualquer valor entre zero e nove.
Muitos me´todos cla´ssicos de classificac¸a˜o na˜o podem ser aplicados em pro-
blemas multiclasse diretamente. Pore´m, existem te´cnicas que fazem a decomposic¸a˜o do
problema em va´rios problemas bina´rios. Duas te´cnicas bastantes conhecidas sa˜o a um-
contra-todos (one-against-all) e um-contra-um (one-against-one) (HSU; LIN, 2002).
A te´cnica um-contra-todos constro´i |𝒞| modelos de predic¸a˜o bina´rios, onde |𝒞|
e´ o nu´mero de classes. Cada modelo e´ treinado para separar uma das classes das demais.
Portanto, o 𝑖-e´simo modelo e´ treinado considerando que todos os exemplos da 𝑖-e´sima
classe pertencem a` classe positiva, enquanto os exemplos das outras classes pertencem a`
classe negativa. Quando um exemplo de classe desconhecida e´ apresentado, ele e´ classifi-
cado por cada um dos |𝒞| modelos de predic¸a˜o e recebe a classe relativa ao modelo que
obtiver o melhor resultado (HSU; LIN, 2002).
Na te´cnica um-contra-um, dadas |𝒞| classes, sa˜o constru´ıdos |𝒞|(|𝒞|−1)2 modelos
de predic¸a˜o, um para cada poss´ıvel par de classes. Quando um exemplo de classe desco-
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nhecida e´ apresentado, ele e´ classificado por cada um dos modelos de predic¸a˜o e recebe a
classe que for escolhida pela maioria deles (HSU; LIN, 2002).
2.2.1.3 Classificac¸a˜o multilabel
Na classificac¸a˜o multilabel, os dados podem ser atribu´ıdos a uma ou va´rias
classes. Por exemplo, em um problema de classificac¸a˜o de not´ıcias, uma amostra poderia
ser atribu´ıda a` classe de not´ıcias pol´ıticas e econo^micas.
2.2.1.4 Classificac¸a˜o hiera´rquica
Na classificac¸a˜o hiera´rquica, as classes sa˜o organizadas em uma hierarquia de
classes pre´-definidas. Portanto, os dados podem ser classificados como pertencentes a`
uma classe que e´ dividida em subclasses ou pertence a` superclasses. Por exemplo, em um
problema de classificac¸a˜o de not´ıcias, uma amostra pode ser atribu´ıda a` classe esportes e
depois a` subclasse futebol.
2.2.1.5 Me´todos de classificac¸a˜o
Existem diversos me´todos de classificac¸a˜o dispon´ıveis na literatura, sendo que
todos utilizam algum tipo de representac¸a˜o de hipo´tese e alguma estrate´gia de selec¸a˜o de
modelo. As mais tradicionais sa˜o:
∙ me´todos baseados em otimizac¸a˜o: por exemplo, as ma´quinas de vetores de suporte
(SVM – support vector machines) (CORTES; VAPNIK, 1995) e as redes neurais
artificiais (HAYKIN, 1998);
∙ me´todos baseados em a´rvores de decisa˜o (DT – decision trees): por exemplo, as
a´rvores de classificac¸a˜o e regressa˜o (CART – classification and regression trees)
(BREIMAN et al., 1984b), o ID3 (QUINLAN, 1986) e o C4.5 (QUINLAN, 1996);
∙ me´todos probabil´ısticos: por exemplo, o Bayes inge^nuo (NB - na¨ıve Bayes) (MC-
CALLUM; NIGAM, 1998);
∙ me´todos baseados em vizinhanc¸a: por exemplo, o 𝑘-vizinhos mais pro´ximo (KNN –
𝑘-nearest neighbours) (COVER; HART, 1967);
∙ me´todos que fazem a combinac¸a˜o de diversos modelos de predic¸a˜o (ensemble): por
exemplo, a floresta aleato´ria (RF – random forest) (BREIMAN, 2001), o bagging
(BREIMAN, 1996) e o boosting adaptativo (FREUND; SCHAPIRE, 1996); e
∙ me´todos baseados em similaridade: por exemplo, o Rocchio (ROCCHIO, 1971).
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2.2.2 Aprendizado na˜o-supervisionado
No aprendizado na˜o-supervisionado, os dados na˜o sa˜o rotulados, ou seja, eles
na˜o possuem um atributo-alvo ou os valores do atributo-alvo na˜o sa˜o conhecidos. Essa
classe de me´todos tem como objetivo descrever os dados atrave´s do agrupamento das
amostras que possuem padro˜es semelhantes, o que e´ conhecido como clusterizac¸a˜o, ou para
outros fins tais como descobrir regularidades nos dados ou representar os dados usando
um menor nu´mero de dimenso˜es (BISHOP, 2006). O mapa auto-organiza´vel de Kohonen
(KOHONEN, 1990) e o K-me´dias (HASTIE et al., 2009) sa˜o exemplos de me´todos de
aprendizado na˜o-supervisionado.
2.2.3 Aprendizado semi-supervisionado
No aprendizado semi-supervisionado, parte dos dados apresentados aos me´todos
de aprendizado sa˜o rotulados e parte deles na˜o possui ro´tulos. Esse tipo de aprendizado e´
indicado para problemas em que a obtenc¸a˜o de exemplos rotulados e´ muito custosa. Com
poucos exemplos rotulados, muitas vezes os me´todos supervisionados na˜o sa˜o capazes de
criar um modelo de predic¸a˜o bom o suficiente. Em alguns casos, o uso de aprendizado
na˜o-supervisionado tambe´m na˜o e´ indicado, pois pode ser dif´ıcil entender o que os gru-
pos encontrados pelo me´todo significam. Nesse tipo de problema, o uso de alguns dados
rotulados pode ajudar a identificar o ro´tulo de cada grupo (AGGARWAL, 2014).
2.2.4 Aprendizado por reforc¸o
No aprendizado por reforc¸o, os agentes aprendem a partir de reforc¸os, como
recompensas e punic¸o˜es, de acordo com as deciso˜es tomadas. Nesse tipo de aprendizado,
na˜o e´ fornecida uma resposta precisa ao me´todo, mas apenas a informac¸a˜o se a ac¸a˜o
tomada foi correta ou na˜o. Portanto, o aprendizado ocorre pela interac¸a˜o com o ambiente,
na forma de tentativa e erro, em que o objetivo do algoritmo ou agente de aprendizagem e´
aumentar a sua recompensa (BISHOP, 2006). Por exemplo, em um problema de navegac¸a˜o
auto^noma, o aprendizado pode ocorrer aplicando punic¸o˜es sempre que o agente colidir
com um obsta´culo e dando recompensas quando o agente atingir um objetivo (SMART;
KAELBLING, 2002).
2.3 Aprendizado online
Os me´todos de aprendizado de ma´quina podem construir e atualizar o modelo
de predic¸a˜o usando dois cena´rios diferentes: offline e online.
No aprendizado offline, o mais comum na literatura, todos os exemplos de
treinamento sa˜o apresentados ao me´todo de classificac¸a˜o de uma u´nica vez e este cria um
Cap´ıtulo 2. Aprendizado de ma´quina 32
modelo de predic¸a˜o global para classificar dados na˜o conhecidos. Os modelos gerados no
aprendizado offline geralmente sa˜o mais poderosos, pore´m sa˜o esta´ticos.
Nos me´todos que suportam apenas treinamento offline, como o SVM, CART e
RF, depois que e´ feito o treinamento, caso seja necessa´rio atualizar o modelo de predic¸a˜o
usando novos dados, e´ necessa´rio refazer o treinamento com todos os dados usados ante-
riormente e com os novos dados.
No aprendizado online, e´ apresentado um exemplo por vez e o modelo de
predic¸a˜o e´ atualizado de forma incremental. Portanto, me´todos de aprendizado online sa˜o
mais apropriados para problemas de larga escala, pois eles na˜o precisam armazenar todos
os exemplos na memo´ria. Eles tambe´m sa˜o apropriados para problemas dina^micos que
requerem atualizac¸a˜o frequente do modelo de predic¸a˜o. Pore´m, em cena´rios onde me´todos
offline podem ser aplicados, eles geralmente obte´m melhores resultados que os me´todos
de aprendizado online (CRAMMER et al., 2012).
Um cena´rio tradicional onde o aprendizado online pode ser aplicado e´ na fil-
tragem de spam. Nesse problema, o me´todo e´ usado em uma aplicac¸a˜o real e faz suas
predic¸o˜es usando um modelo previamente treinado. Por exemplo, quando um email e´
classificado erroneamente como na˜o-spam, indo para a caixa de emails do usua´rio, este
pode avisar ao servic¸o de email que tal mensagem e´ um spam. Enta˜o, essa informac¸a˜o e´
fornecida para o me´todo de classificac¸a˜o que usa o ro´tulo correto para treinar e atualizar
o modelo de predic¸a˜o.
Existem va´rios me´todos de aprendizado online na literatura, sendo que um
dos mais cla´ssicos e´ o perceptron (ROSENBLATT, 1958). Alguns me´todos sa˜o baseados
no crite´rio de margem ma´xima, como o algoritmo de margem ma´xima online relaxada
(ROMMA – relaxed online maximum margin algorithm) (LI; LONG, 2002). Outros sa˜o
baseados no gradiente descendente, como o gradiente descendente online (OGD – online
gradient descent) (ZINKEVICH, 2003) e o gradiente descendente estoca´stico (SGD –
stochastic gradient descent) (ZHANG, 2004). Existem ainda me´todos probabil´ısticos, tais
como o NB.
2.4 Medidas de desempenho
Para calcular o desempenho de um me´todo de classificac¸a˜o, e´ comum empregar
medidas baseadas na matriz de confusa˜o. Essa matriz tem tamanho |𝒞| × |𝒞|, onde |𝒞|
representa o nu´mero de classes do problema. As colunas da matriz representam as classes
verdadeiras do problema, enquanto as linhas representam as classes preditas pelo me´todo
de classificac¸a˜o. Um exemplo de matriz de confusa˜o e´ apresentado na Tabela 3, onde mc𝑖𝑗
e´ o nu´mero de exemplos classificados como pertencentes a` classe 𝑐𝑖, mas que na verdade
pertencem a` classe 𝑐𝑗.
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Tabela 3 – Matriz de confusa˜o para problemas multiclasse.
Classe verdadeira
𝑐1 𝑐2 . . . 𝑐|𝒞|
Classificado como 𝑐1 mc11 mc12 . . . mc1|𝒞|
Classificado como 𝑐2 mc21 mc22 . . . mc2|𝒞|
... ... ... . . . ...
Classificado como 𝑐|𝒞| mc|𝒞|1 mc|𝒞|2 . . . mc|𝒞||𝒞|
Dada uma classe 𝑐𝑗, usando-se os valores apresentados na matriz de confusa˜o,
pode-se calcular os seguintes valores:
∙ verdadeiros positivos → 𝑣𝑝𝑗 = mc𝑗𝑗: quantidade de exemplos corretamente classifica-
dos como pertencentes a` classe 𝑐𝑗;
∙ falsos positivos → 𝑓𝑝𝑗 = ∑︀|𝒞|𝑘=1|𝑘 ̸=𝑗 mc𝑗𝑘: quantidade de exemplos incorretamente
classificados como pertencentes a` classe 𝑐𝑗;
∙ verdadeiros negativos → 𝑣𝑛𝑗 = ∑︀|𝒞|𝑖=1|𝑖 ̸=𝑗∑︀|𝒞|𝑘=1|𝑘 ̸=𝑗 mc𝑖𝑘: quantidade de exemplos cor-
retamente classificados como na˜o pertencentes a` classe 𝑐𝑗;
∙ falsos negativos → 𝑓𝑛𝑗 = ∑︀|𝒞|𝑘=1|𝑘 ̸=𝑗 mc𝑘𝑗: quantidade de exemplos da classe 𝑐𝑗 incor-
retamente classificados como pertencentes a outra classe.
Uma vez obtida a quantidade de verdadeiros (falsos) positivos, verdadeiros
(falsos) negativos, e´ poss´ıvel calcular diferentes medidas de desempenho. Algumas delas
sa˜o definidas apenas para problemas bina´rios, onde existe uma classe alvo que e´ chamada
de classe positiva. A outra e´ chamada de classe negativa. Por exemplo, em um problema
de classificac¸a˜o de spam, a classe positiva e´ a classe spam e a negativa e´ a classe ℎ𝑎𝑚
(na˜o-spam). Considerando, por exemplo, que em um problema bina´rio, a classe 𝑐1 e´ a
classe positiva, algumas poss´ıveis medidas de desempenho que podem ser utilizadas para
avaliar a qualidade da classificac¸a˜o sa˜o apresentadas a seguir (SOKOLOVA; LAPALME,
2009; ALMEIDA et al., 2011; WITTEN et al., 2011).
∙ Acura´cia: e´ uma das medidas mais usadas na literatura. Ela representa a taxa de
acerto global do me´todo de classificac¸a˜o, ou seja, a proporc¸a˜o de predic¸o˜es corretas
em relac¸a˜o ao tamanho do conjunto de dados. Ela na˜o e´ aconselhada para proble-
mas que possuem classes desbalanceadas, pois ela e´ dominada pelo desempenho do
classificador na predic¸a˜o das amostras da classe mais frequente. A acura´cia pode ser
calculada da seguinte forma:
acura´cia = 𝑣𝑝1 + 𝑣𝑛1
𝑣𝑝1 + 𝑣𝑛1 + 𝑓𝑝1 + 𝑓𝑛1
. (2.1)
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∙ Sensitividade, recall ou taxa de verdadeiros positivos: proporc¸a˜o de amostras da
classe positiva identificada corretamente. Indica o qua˜o bom o classificador e´ em
amostras da classe positiva. A sensitividade pode ser calculada pela seguinte equac¸a˜o:
sensitividade = 𝑣𝑝1
𝑣𝑝1 + 𝑓𝑛1
. (2.2)
∙ Especificidade ou taxa de verdadeiros negativos: proporc¸a˜o de amostras da classe
negativa identificada corretamente. Indica o qua˜o bom o classificador e´ em amostras
da classe negativa. A especificidade pode ser calculada da seguinte maneira:
especificidade = 𝑣𝑛1
𝑣𝑛1 + 𝑓𝑝1
. (2.3)
∙ Taxa de falsos positivos: proporc¸a˜o de amostras da classe negativa identificada in-
corretamente. Ela pode ser calculada por:
taxa de falsos positivos = 𝑓𝑝1
𝑓𝑝1 + 𝑣𝑛1
. (2.4)
∙ Precisa˜o: porcentagem de amostras classificadas como pertencentes a` classe positiva
e que realmente pertencem a` classe positiva. Ela pode ser calculada da seguinte
maneira:
precisa˜o = 𝑣𝑝1
𝑣𝑝1 + 𝑓𝑝1
. (2.5)
∙ F-medida: me´dia harmo^nica entre precisa˜o e sensitividade. Ela pode variar entre
zero e um, sendo que valores pro´ximos de um indicam que o classificador obteve
bons resultados tanto na precisa˜o, quanto na sensitividade. A F-medida e´ calculada
pela seguinte equac¸a˜o:
F-medida = 2× precisa˜o× sensitividadeprecisa˜o + sensitividade . (2.6)
∙ Coeficiente de correlac¸a˜o de Matthews (MCC – Matthews correlation coefficient):
medida amplamente utilizada em problemas de classificac¸a˜o bina´ria que tem como
principal caracter´ıstica levar em conta o desbalanceamento entre as classes. O MCC
pode ser calculado da seguinte forma:
MCC = 𝑣𝑝1 × 𝑣𝑛1 − 𝑓𝑝1 × 𝑓𝑛1√︁
(𝑣𝑝1 + 𝑓𝑝1)× (𝑣𝑝1 + 𝑓𝑛1)× (𝑣𝑛1 + 𝑓𝑝1)× (𝑣𝑛1 + 𝑓𝑛1)
. (2.7)
O MCC retorna um valor que varia entre -1 e +1. Um valor pro´ximo de +1 indica
uma boa predic¸a˜o. Por outro lado, um valor pro´ximo de -1 indica que o classificador
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faz predic¸o˜es inversas. Por fim, um MCC igual a zero significa que o me´todo de
classificac¸a˜o tem desempenho equivalente a um preditor aleato´rio (ALMEIDA et
al., 2011).
Para problemas bina´rios sem uma classe-alvo ou para problemas multiclasse,
normalmente sa˜o utilizadas medidas de desempenho que consideram a me´dia entre os
resultados relativos a` cada classe do problema. As duas principais estrate´gias para obter
a me´dia de desempenho entre as classes sa˜o a me´dia macro e a me´dia micro.
Na me´dia macro, o resultado final e´ a me´dia dos resultados obtidos para cada
classe do problema. Ale´m disso, ela considera que todas as classes possuem a mesma
importa^ncia. Por outro lado, a me´dia micro acumula a quantidade de verdadeiros (falsos)
positivos e verdadeiros (falsos) negativos para calcular o desempenho do classificador.
Nessa estrate´gia, o resultado final e´ dominado pelas classes mais frequentes, o que pode
ser um problema quando as classes sa˜o muito desbalanceadas. A seguir, sa˜o apresentadas
algumas medidas de desempenho que usam tais estrate´gias (SOKOLOVA; LAPALME,
2009):
∙ macro sensitividade = 1|𝒞| ×
∑︀|𝒞|
𝑗=1
𝑣𝑝𝑗
𝑣𝑝𝑗+𝑓𝑛𝑗 ;
∙ macro precisa˜o = 1|𝒞| ×
∑︀|𝒞|
𝑗=1
𝑣𝑝𝑗
𝑣𝑝𝑗+𝑓𝑝𝑗 ;
∙ macro F-medida = 2× macro precisa˜o×macro sensitividademacro precisa˜o+macro sensitividade ;
∙ micro sensitividade =
∑︀|𝒞|
𝑗=1 𝑣𝑝𝑗∑︀|𝒞|
𝑗=1 𝑣𝑝𝑗+𝑓𝑛𝑗
;
∙ micro precisa˜o =
∑︀|𝒞|
𝑗=1 𝑣𝑝𝑗∑︀|𝒞|
𝑗=1 𝑣𝑝𝑗+𝑓𝑝𝑗
;
∙ micro F-medida = 2× micro precisa˜o×micro sensitividademicro precisa˜o+micro sensitividade .
Outra medida de desempenho que pode ser usada para problemas multiclasse
e´ o coeficiente Kappa, que e´ calculado pela seguinte equac¸a˜o:
coeficiente Kappa = 𝑝⋆ − 𝑝∘1− 𝑝∘ , (2.8)
onde 𝑝⋆ =
∑︀|𝒞|
𝑖=1
mc𝑖,𝑖
𝑣𝑝𝑖+𝑣𝑛𝑖+𝑓𝑝𝑖+𝑓𝑛𝑖 e´ a probabilidade total de concorda^ncia entre a classe
verdadeira e a classe predita pelo classificador e 𝑝∘ =
∑︀|𝒞|
𝑖=1
mc𝑖,.
𝑣𝑝𝑖+𝑣𝑛𝑖+𝑓𝑝𝑖+𝑓𝑛𝑖 ×
mc.,𝑖
𝑣𝑝𝑖+𝑣𝑛𝑖+𝑓𝑝𝑖+𝑓𝑛𝑖
e´ a probabilidade de concorda^ncia ao acaso. Nesta equac¸a˜o, mc𝑖,. e´ a soma dos elementos
da 𝑖-e´sima linha da matriz de confusa˜o e mc.,𝑖 e´ a soma dos elementos da 𝑖-e´sima coluna.
Quando o coeficiente Kappa e´ positivo, significa que o classificador e´ melhor que um
classificador aleato´rio. Se o valor e´ igual a zero, significa que o classificador e´ equivalente a
um classificador aleato´rio. Se o valor e´ negativo, o classificador e´ inferior a um classificador
aleato´rio (BEN-DAVID, 2008).
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2.5 Considerac¸o˜es finais
Neste cap´ıtulo, foram introduzidos os conceitos ba´sicos da a´rea de aprendizado
de ma´quina, incluindo os paradigmas de aprendizado. Foi dada e^nfase ao aprendizado
supervisionado, pois este e´ o tipo de aprendizado abordado neste trabalho.
Foram mostradas tambe´m as poss´ıveis categorias de aprendizado supervisio-
nado, que sa˜o classificac¸a˜o e regressa˜o. Nesta tese, os problemas abordados sa˜o problemas
de classificac¸a˜o, mais especificamente problemas bina´rios e multiclasse. Ale´m disso, sa˜o
consideradas duas dina^micas de aprendizado: offline e online. Portanto, neste cap´ıtulo,
foram apresentadas as duas formas de aprendizado e alguns dos me´todos tradicionais de
cada uma delas.
Por fim, tambe´m foram apresentadas medidas de desempenho tradicionais que
podem ser usadas para avaliar a qualidade dos me´todos de classificac¸a˜o. Neste estudo,
a principal medida empregada na ana´lise dos resultados foi a macro F-medida, pois ela
e´ uma das mais empregadas em problemas multiclasse, combina as medidas precisa˜o e
sensitividade e, ainda, a me´dia macro trata todas as classes igualmente, o que e´ u´til em
problemas onde as classes sa˜o desbalanceadas (SOKOLOVA; LAPALME, 2009; MAN-
NING et al., 2009; YANG, 1999; LIU et al., 2009; ESCALANTE et al., 2015; ZHANG;
ZHONG, 2016).
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3 Categorizac¸a˜o de textos
O volume de informac¸o˜es digitais armazenadas na forma textual vem crescendo
desenfreadamente. Atualmente, livros, jornais de not´ıcias, revistas, artigos cient´ıficos, en-
tre outros, sa˜o geralmente publicados em meio digital, fato que na˜o ocorria ha´ alguns
anos. Ate´ mesmo documentos antigos esta˜o sendo digitalizados com o intuito de facilitar
o acesso e controle. Somado a isso, existem outros inu´meros servic¸os, tais como e-mail,
mensagens de texto compartilhadas atrave´s de celulares e redes sociais e comenta´rios em
sites e blogs, que aumentam de forma significativa a quantidade de informac¸a˜o textual
que precisa ser analisada com o intuito de prover acesso, seguranc¸a, organizac¸a˜o e demais
tipos de ac¸o˜es que colaborem positivamente para a experie^ncia do usua´rio.
Quando se tem uma grande quantidade de documentos dispon´ıveis, e´ necessa´rio
agrupa´-los em categorias para facilitar a ana´lise e extrac¸a˜o de conhecimento, bem como a
busca e o manuseio. Os humanos te^m uma grande facilidade para realizar esse trabalho.
Ao ler uma not´ıcia, um livro ou um artigo cient´ıfico, uma pessoa normalmente consegue
saber que tipo de assunto e´ abordado no documento e associa´-lo a um grupo adequado.
Pore´m, quando o nu´mero de documentos e´ muito grande, a categorizac¸a˜o manual se torna
invia´vel, pois requer muito tempo e uma quantidade muito grande de ma˜o-de-obra.
Uma das formas de automatizar o processo de categorizac¸a˜o de documentos
e´ por meio de me´todos de classificac¸a˜o. Esse tipo de me´todo recebe um documento e
o classifica em alguma categoria predefinida. Algumas aplicac¸o˜es que ve^m empregando
me´todos de classificac¸a˜o de texto: ana´lise de sentimentos (MUHAMMAD et al., 2016;
KATZ et al., 2015), classificac¸a˜o de not´ıcias (GUTLEIN et al., 2009; ROSSI et al., 2016;
APHINYANAPHONGS et al., 2014; WU et al., 2014; JIANG et al., 2016), documen-
tos cient´ıficos (ROSSI et al., 2012; APHINYANAPHONGS et al., 2014; JIANG et al.,
2016; VO; OCK, 2015), emails (UYSAL; GUNAL, 2012; ROSSI et al., 2016; YU; XU,
2008; ALMEIDA et al., 2011; KUMAR et al., 2016) e pa´ginas Web (ROSSI et al., 2012;
APHINYANAPHONGS et al., 2014). Recentemente, algumas pesquisas tambe´m te^m uti-
lizado me´todos de classificac¸a˜o em aplicac¸o˜es que envolvem a comunicac¸a˜o atrave´s de
mensagens curtas, tais como detecc¸a˜o de spam em servic¸os de mensagens curtas (SMS
– short message service) (UYSAL et al., 2012; AHMED et al., 2015; GOSWAMI et al.,
2016; ALMEIDA et al., 2016), blog spam (CHAN et al., 2015; ALSALEH et al., 2015),
problemas relacionados a`s redes sociais (ALBERTO et al., 2015) e detecc¸a˜o de avaliac¸o˜es
online fraudulentas (CHAN et al., 2015).
Neste cap´ıtulo, sa˜o apresentados os conceitos ba´sicos que envolvem a cate-
gorizac¸a˜o de texto, tais como a forma de representac¸a˜o dos documentos de textos e as
te´cnicas de pre´-processamento tradicionalmente empregadas.
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3.1 Preparac¸a˜o do texto
Os me´todos de aprendizado de ma´quina geralmente na˜o conseguem processar
documentos de texto diretamente, pois estes na˜o possuem uma forma sistematizada. Por-
tanto, e´ necessa´rio criar uma representac¸a˜o estruturada, como por exemplo, apresentando-
os como um conjunto de atributos (SEBASTIANI, 2002; WEISS et al., 2004).
Antes dessa etapa e´ necessa´rio fazer a coleta dos documentos. Se, por exemplo,
um documento de texto precisa ser extra´ıdo de uma pa´gina Web, e´ necessa´rio encontrar
a parte de interesse do texto no co´digo HTML da pa´gina. Por exemplo, em um problema
de classificac¸a˜o de not´ıcias, a parte de interesse do texto que pode ajudar a identificar a
categoria a` qual a not´ıcia pertence e´ o t´ıtulo e o conteu´do da mesma. Portanto, deve-se
procurar as marcac¸o˜es (tags) HTML que identificam onde essas partes de interesse esta˜o
inseridas. Ale´m disso, as marcac¸o˜es HTML que esta˜o inseridas junto ao conteu´do, como
por exemplo as que definem estilos de formatac¸a˜o do texto (negrito, ita´lico, etc), podem
ser descartadas. Esse processo e´ conhecido como parsing. Alguns documentos podem ainda
estar armazenados no formato de documento porta´til (PDF – portable document format),
linguagem de marcac¸a˜o extens´ıvel (XML – extensible markup language), valores separados
por v´ırgulas (CSV –comma separated values), entre outros.
Na Figura 1 e´ apresentado um exemplo de documento de texto da base de
dados Reuters-215781. Nesse documento, as informac¸o˜es relevantes para serem usadas no
processo de treinamento de um me´todo de classificac¸a˜o sa˜o: (1) a categoria do documento
que esta´ sendo informada pela tag <D> que esta´ dentro da tag <TOPICS>, (2) o t´ıtulo
que esta´ informado pela tag <TITLE> que esta´ dentro da tag <TEXT> e (3) o conteu´do do
texto que esta´ informado pela tag <BODY> que esta´ dentro da tag <TEXT>. Para extrair as
informac¸o˜es de dentro das tags citadas, precisa-se usar um analisador sinta´tico (parser).
Geralmente, a etapa de coleta e´ uma tarefa onerosa, pois cada forma de arma-
zenamento requer uma maneira diferente de extrac¸a˜o das informac¸o˜es desejadas para que
posteriormente sejam estruturadas de forma a viabilizar seu uso por parte dos me´todos de
classificac¸a˜o. Ainda, e´ dif´ıcil fazer a limpeza dos documentos para eliminar as informac¸o˜es
indesejadas, resolver problemas de codificac¸a˜o de caracteres e garantir a qualidade do
texto extra´ıdo. Muitas vezes a integridade do texto e´ comprometida no seu pro´prio arma-
zenamento por falha humana ou por outros fatores (WEISS et al., 2004; MANNING et
al., 2009).
3.1.1 Tokenizac¸a˜o
Depois que os documentos sa˜o coletados, uma etapa importante na estru-
turac¸a˜o da representac¸a˜o deles e´ a tokenizac¸a˜o. Nesta etapa, e´ feita a divisa˜o do texto em
termos (tambe´m chamados de tokens). Geralmente, um termo e´ um conjunto de caracteres
1 A base de dados Reuters-21578 esta´ dispon´ıvel em ⟨http://goo.gl/mJJTAI⟩. Acessado em: 19/01/2017.
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<REUTERS TOPICS="YES" LEWISSPLIT="TRAIN" CGISPLIT="TRAINING-SET" OLDID="17858" NEWID="
1440">
<DATE> 4-MAR-1987 09:51:38.24</DATE>
<TOPICS><D>sugar</D></TOPICS>
<PLACES><D>uk</D><D>netherlands</D><D>denmark</D><D>west-germany</D></PLACES>
<PEOPLE></PEOPLE>
<ORGS><D>ec</D></ORGS>
<EXCHANGES></EXCHANGES>
<COMPANIES></COMPANIES>
<UNKNOWN>
&#5;&#5;&#5;C T
&#22;&#22;&#1;f0234&#31;reute
b f BC-U.K.-INTERVENTION-BOA 03-04 0071</UNKNOWN>
<TEXT>&#2;
<TITLE>U.K. INTERVENTION BOARD DETAILS EC SUGAR SALES</TITLE>
<DATELINE> LONDON, March 4 - </DATELINE><BODY>A total 60,500 tonnes of current series
white sugar received export rebates of a maximum 43.147
European Currency Units (Ecus) per 100 kilos at today’s
European Community (EC) tender, the U.K. Intervention Board
said.
Out of this, traders in the U.K. Received 43,500 tonnes, in
the Netherlands 12,000, in Denmark 4,000 and in West Germany
1,000 tonnes.
Earlier today, London and Paris traders said they expected
the subsidy for the current season whites campaign for licences
to end-July to be between 43.00 and 43.45 Ecus per 100 kilos.
They had also forecast today’s total authorised sugar
tonnage export awards to be between 60,000 and 80,000 tonnes
versus 103,000 last week when the restitution was 43.699 Ecus.
REUTER
&#3;</BODY></TEXT>
</REUTERS>
Figura 1 – Exemplo de um documento de texto da base de dados Reuters-21578.
alfanume´ricos delimitado por caracteres delimitadores (“∖n”, “∖t”, “∖r”, entre outros), por
espac¸os em branco ou por caracteres na˜o alfanume´ricos (ponto, v´ırgula, asterisco, entre
outros). Nesse processo, pode ser definido um limite mı´nimo e ma´ximo de caracteres para
cada termo (MANNING et al., 2009; UYSAL; GUNAL, 2014). Por exemplo, a tokenizac¸a˜o
do texto ‘‘Esse#restaurante e´ muito bom! :)”, onde qualquer caractere na˜o-alfanume´rico
fosse usado como delimitador e o limite minimo de caracteres fosse um, identificaria os
seguintes termos: “Esse”, “restaurante”, “muito” “bom”.
3.1.2 Te´cnicas de pre´-processamento
Depois da coleta dos documentos, tambe´m e´ necessa´rio tratar os dados tex-
tuais para auxiliar o processo de treinamento ou categorizac¸a˜o dos documentos. Nesta
etapa, frequentemente, sa˜o aplicadas algumas te´cnicas de pre´-processamento, conforme
apresentado a seguir.
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∙ Conversa˜o dos termos para letras minu´sculas: evita que duas palavras ide^nticas
sejam consideradas diferentes devido suas letras maiu´sculas ou minu´sculas (UYSAL;
GUNAL, 2014).
∙ Remoc¸a˜o de stopwords: stopwords sa˜o termos muito comuns, tais como preposic¸o˜es,
conjunc¸o˜es e artigos, que fornecem pouca ou nenhuma informac¸a˜o (WEISS et al.,
2004). Portanto, e´ aconselhado que tais termos sejam removidos antes dos processos
de treinamento e de classificac¸a˜o.
∙ Remoc¸a˜o de palavras raras: remove os termos com baixa freque^ncia no conjunto de
documentos. Termos que aparecem rar´ıssimas vezes no conjunto de treinamento,
geralmente na˜o contribuem na identificac¸a˜o da categoria do documento e, portanto,
podem ser descartados (WEISS et al., 2004).
∙ Estemizac¸a˜o: reduz o termo ao seu radical (UYSAL; GUNAL, 2014). O processo de
estemizac¸a˜o varia de acordo com o idioma. Por exemplo, o algoritmo de estemizac¸a˜o
mais usado para documentos da l´ıngua inglesa e´ o algoritmo de Porter (1980). Por
outro lado, para a l´ıngua portuguesa, o algoritmo de estemizac¸a˜o mais utilizado na
literatura e´ o RSLP que foi proposto por Orengo e Huyck (2001). Para obter os
radicais dos termos, os algoritmos de estemizac¸a˜o geralmente removem os afixos e o
final das palavras (mesmo que na˜o sejam afixos) (MANNING et al., 2009). Alguns
exemplos de estemizac¸a˜o sa˜o apresentados na Tabela 4.
∙ Lematizac¸a˜o: reduz o termo a` sua forma cano^nica, tambe´m conhecida como lema.
Para obter o lema de uma palavra, e´ feita a ana´lise morfolo´gica da mesma (MAN-
NING et al., 2009). A lematizac¸a˜o e´ mais complexa que a estemizac¸a˜o, pois ela
considera a sema^ntica do termo que esta´ sendo analisado e, consequentemente, ela
tambe´m possui maior custo computacional. Alguns exemplos de lematizac¸a˜o sa˜o
apresentados na Tabela 4.
Tabela 4 – Exemplos de estemizac¸a˜o e lematizac¸a˜o de palavras da l´ıngua inglesa e portu-
guesa.
Palavra Original Estemizac¸a˜o Lematizac¸a˜o
Palavras da l´ıngua inglesa
flies fli fly
sensational sensat sensational
plotted plot plot
Palavras da l´ıngua portuguesa
felic´ıssimo felic feliz
segurados segur segurar
anoitecendo anoitec anoitecer
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∙ Normalizac¸a˜o le´xica: consiste em traduzir g´ırias, expresso˜es idioma´ticas e abre-
viac¸o˜es de palavras, geralmente usadas pelos usua´rios da Internet, para a sua forma
cano^nica. Para fazer a traduc¸a˜o dos termos sa˜o utilizados diciona´rios conhecidos
como Lingo, como por exemplo o diciona´rio NoSlang2 (ALMEIDA et al., 2016).
Problemas de categorizac¸a˜o de texto que envolvem redes sociais, mensagem de texto
ou outros conteu´dos gerados por usua´rios da Web sa˜o alguns dos exemplos que re-
querem o uso da te´cnica de normalizac¸a˜o le´xica (ALMEIDA et al., 2016; CLARK;
ARAKI, 2011). Um exemplo e´ apresentado na Tabela 5.
∙ Indexac¸a˜o sema^ntica: esta e´ uma te´cnica de extrac¸a˜o de informac¸o˜es sema^nticas que
obte´m diferentes significados para um determinado termo. O uso dessa te´cnica tende
a aumentar a quantidade de termos de um texto e por isso ela e´ considerada uma
te´cnica de gerac¸a˜o de conceitos, expansa˜o ou enriquecimento textual (ALMEIDA
et al., 2016). Para a gerac¸a˜o de conceitos, geralmente e´ utilizado algum reposito´rio
sema^ntico, como por exemplo o LDB BabelNet3. Pore´m, outras fontes de informac¸a˜o
podem ser utilizadas, como por exemplo a Wikipedia (ALMEIDA et al., 2016; VO;
OCK, 2015). Na Tabela 5, e´ apresentado um exemplo de um texto apo´s a aplicac¸a˜o
da te´cnica de indexac¸a˜o sema^ntica.
∙ Desambiguac¸a˜o: te´cnica tambe´m conhecida como word sense disambiguation. Ela e´
empregada para selecionar os conceitos mais relevantes de um termo de acordo com
o contexto do texto. Em algumas aplicac¸o˜es, tais como a proposta por Almeida et al.
(2016), a desambiguac¸a˜o e´ considerada uma etapa posterior a` indexac¸a˜o sema^ntica,
pois primeiramente sa˜o encontrados diferentes significados para o termo e depois
aqueles mais relevantes sa˜o selecionados. Um exemplo de desambiguac¸a˜o e´ apresen-
tado na Tabela 5.
Tabela 5 – Exemplo de normalizac¸a˜o le´xica, indexac¸a˜o sema^ntica e desambiguac¸a˜o. As
te´cnicas de indexac¸a˜o sema^ntica e desambiguac¸a˜o foram aplicadas apo´s a nor-
malizac¸a˜o do texto.
Texto original plz there is sth u shud knw abt ur bf.
Normalizac¸a˜o le´xica please there be something you should know about your
boyfriend
Indexac¸a˜o sema^ntica please there be something you should know knowledge
noesis about your boyfriend fellow swain young man
Desambiguac¸a˜o please there be something you should cognition about
your boyfriend
2 O diciona´rio NoSlang esta´ dispon´ıvel em: ⟨http://www.noslang.com/dictionary/full/⟩. Acessado em:
19/01/2017.
3 O LDB BabelNet esta´ dispon´ıvel em: ⟨http://babelnet.org/⟩. Acessado em: 19/01/2017.
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Algumas te´cnicas de pre´-processamento podem ser aplicadas apo´s a toke-
nizac¸a˜o. Pore´m, outras, tais como a normalizac¸a˜o le´xica, indexac¸a˜o sema^ntica e desambi-
guac¸a˜o devem ser aplicadas antes.
3.1.3 Representac¸a˜o
Apo´s a coleta dos documentos, tokenizac¸a˜o e pre´-processamento, deve-se em-
pregar uma forma mais estruturada de representac¸a˜o para que seja poss´ıvel usar a mai-
oria dos me´todos de classificac¸a˜o. Os documentos podem ser estruturados usando repre-
sentac¸o˜es em redes, grafos e baseadas em te´cnicas de redes neurais, como a Word2Vec (MI-
KOLOV et al., 2013; ROSSI et al., 2016; PAPADAKIS et al., 2016; TURIAN et al., 2010).
Pore´m, a forma de representac¸a˜o mais tradicionalmente empregada e´ o modelo espac¸o-
vetorial, que ale´m de ser simples, obte´m bons resultados na maioria das aplicac¸o˜es (SE-
BASTIANI, 2002). Nesse modelo, cada documento e´ considerado uma insta^ncia ou exem-
plo do problema de classificac¸a˜o e cada termo representa um poss´ıvel atributo (WEISS et
al., 2004).
No modelo espac¸o-vetorial, cada termo pode representar uma ou mais palavras
do texto. Quando cada um deles representa um par de palavras do texto, eles sa˜o chamados
de bigramas. Quando eles representam um u´nica palavra, sa˜o chamados de unigramas. A
representac¸a˜o do documento que usa unigramas e e´ independente da seque^ncia de palavras,
e´ frequentemente chamada de bag-of-words (SEBASTIANI, 2002; AGGARWAL, 2014).
Formalmente, seja 𝒟 = {𝑑1, 𝑑2, ..., 𝑑|𝒟|} um conjunto de |𝒟| documentos e 𝒯 =
{𝑡1, 𝑡2, ..., 𝑡|𝒯 |} o conjunto de |𝒯 | termos extra´ıdos dos documentos desse conjunto. No mo-
delo espac¸o vetorial, cada documento pode ser representado por uma matriz documento-
termo, onde cada posic¸a˜o dela apresenta um peso 𝑤(𝑡𝑖, 𝑑𝑗) associado a cada termo, con-
forme mostra a Tabela 6.
Tabela 6 – Representac¸a˜o dos documentos usando o modelo espac¸o-vetorial.
Termos
Documentos 𝑡1 𝑡2 𝑡3 . . . 𝑡|𝒯 |
𝑑1 𝑤(𝑡1, 𝑑1) 𝑤(𝑡2, 𝑑1) 𝑤(𝑡3, 𝑑1) . . . 𝑤(𝑡|𝒯 |, 𝑑1)
𝑑2 𝑤(𝑡1, 𝑑2) 𝑤(𝑡2, 𝑑2) 𝑤(𝑡3, 𝑑2) . . . 𝑤(𝑡|𝒯 |, 𝑑2)
𝑑3 𝑤(𝑡1, 𝑑3) 𝑤(𝑡2, 𝑑3) 𝑤(𝑡3, 𝑑3) . . . 𝑤(𝑡|𝒯 |, 𝑑3)
...
...
...
... . . .
...
𝑑|𝒟| 𝑤(𝑡1, 𝑑|𝒟|) 𝑤(𝑡2, 𝑑|𝒟|) 𝑤(𝑡3, 𝑑|𝒟|) . . . 𝑤(𝑡|𝒯 |, 𝑑|𝒟|)
Os valores usados para representar os termos do documento geralmente sa˜o
baseados na freque^ncia de ocorre^ncia deles e podem variar dependendo da estrate´gia de
atribuic¸a˜o de pesos que e´ aplicada, sendo que as mais comuns na literatura sa˜o apresen-
tadas a seguir.
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∙ Freque^ncia do termo (TF – term frequency): nesta representac¸a˜o, os pesos dos termos
correspondem a` quantidade de vezes que o termo apareceu no documento.
∙ Freque^ncia do termo-freque^ncia inversa dos documentos (TF-IDF – term frequency-
inverse document frequency): nesta representac¸a˜o, proposta por Salton et al. (1975),
o peso do termo e´ igual ao produto da sua freque^ncia pela freque^ncia inversa dos
documentos (IDF – inverse document frequency). A IDF e´ uma medida de quanta
informac¸a˜o um termo possui, o que depende do qua˜o frequente ele e´ no conjunto de
dados de treinamento. Um alto valor de TF-IDF e´ obtido quando o termo tem uma
alta freque^ncia no documento que esta´ sendo avaliado e uma baixa freque^ncia no
conjunto de dados de treinamento (WILBUR; KIM, 2009; RENNIE et al., 2003).
Para calcular o peso TF-IDF de um termo, pode-se aplicar a seguinte equac¸a˜o:
𝑤(𝑡𝑖, 𝑑) = 𝑇𝐹 (𝑡𝑖, 𝑑)× 𝐼𝐷𝐹𝑡𝑖
= log(1 + 𝑇𝐹 (𝑡𝑖, 𝑑))× log
(︃ |𝒟⋆|+ 1
𝐷𝐹𝑡𝑖 + 1
)︃
,
(3.1)
onde 𝑇𝐹 (𝑡𝑖, 𝑑) e´ a freque^ncia do termo 𝑡𝑖 no documento 𝑑, |𝒟⋆| e´ a quantidade
de documentos no conjunto de treinamento e 𝐷𝐹𝑡𝑖 e´ o nu´mero de documentos de
treinamento que conte´m o termo 𝑡𝑖 (WILBUR; KIM, 2009). A normalizac¸a˜o L2
(tambe´m conhecida como normalizac¸a˜o euclidiana) pode ser aplicada no peso TF-
IDF obtido na equac¸a˜o 3.1 (RENNIE et al., 2003):
?^?(𝑡𝑖, 𝑑) =
𝑤(𝑡𝑖, 𝑑)
‖𝑤(:, 𝑑)‖2 . (3.2)
∙ Bina´ria: neste tipo de representac¸a˜o, o termo recebe o valor um, caso aparec¸a no
documento, e zero, caso na˜o aparec¸a. Portanto, a freque^ncia de vezes que o termo
aparece no documento na˜o e´ considerada. Matematicamente, o peso bina´rio pode
ser calculado por:
𝑤(𝑡𝑖, 𝑑) =
⎧⎪⎨⎪⎩1, se 𝑡𝑖 aparece em 𝑑;0, se 𝑡𝑖 na˜o aparece em 𝑑. (3.3)
Depois que o modelo espac¸o-vetorial e´ criado, ele pode ser apresentado aos
me´todos de classificac¸a˜o.
Assim como em qualquer tarefa de classificac¸a˜o, primeiramente deve ser feito
o processo de treinamento, onde um conjunto de documentos com suas respectivas classes
e´ apresentado ao me´todo de classificac¸a˜o para a criac¸a˜o do modelo de predic¸a˜o. Depois,
documentos sem ro´tulo sa˜o usados para avaliar seu desempenho.
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3.1.4 Selec¸a˜o de atributos
Outra etapa bastante utilizada no processo de categorizac¸a˜o de textos e´ a
selec¸a˜o de atributos. Essa etapa tem como objetivo eliminar atributos pouco informati-
vos, redundantes ou ate´ mesmo ruidosos. Em alguns cena´rios, ela pode melhorar o desem-
penho da classificac¸a˜o, aumentando a capacidade de generalizac¸a˜o, diminuindo o tempo
de aprendizado e simplificando o modelo de predic¸a˜o (BOLO´N-CANEDO et al., 2015;
CHANDRASHEKAR; SAHIN, 2014).
As tre^s principais categorias de me´todos de selec¸a˜o de atributos sa˜o: filtros,
me´todos wrappers e me´todos embedded.
∙ Filtros: eles fazem a selec¸a˜o de atributos antes do processo de treinamento e sa˜o in-
dependentes do me´todo de classificac¸a˜o. Geralmente, os filtros utilizam informac¸o˜es
estat´ısticas do conjunto de dados de treinamento para determinar a releva^ncia dos
atributos. Depois disso, pode ser selecionado o conjunto dos 𝑘 atributos mais infor-
mativos, enquanto os outros sa˜o descartados. Outra alternativa, e´ selecionar apenas
os atributos que possuem um valor de releva^ncia maior do que um determinado
limiar (LIU; MOTODA, 1998; CHANDRASHEKAR; SAHIN, 2014).
∙ Me´todos wrappers: eles utilizam informac¸o˜es sobre o desempenho do me´todo de
aprendizado como parte de sua func¸a˜o de avaliac¸a˜o da releva^ncia dos atributos.
Eles criam diferentes subconjuntos de atributos, avaliam o desempenho do me´todo
de aprendizado usando cada um dos subconjuntos e, geralmente, selecionam aquele
que melhora os resultados. Os me´todos wrappers podem utilizar estrate´gias de busca
para explorar o espac¸o de todos os poss´ıveis subconjuntos de atributos, pois normal-
mente a quantidade de combinac¸o˜es e´ muito extensa, o que inviabiliza uma busca
exaustiva (KOHAVI; JOHN, 1997; LIU; MOTODA, 1998; CHANDRASHEKAR;
SAHIN, 2014).
∙ Me´todos embedded: eles aplicam a selec¸a˜o de atributos como parte do modelo de
predic¸a˜o e sa˜o espec´ıficos para os me´todos de aprendizado ao qual sa˜o embutidos. Por
exemplo, um me´todo embedded pode ser embutido ao modelo de predic¸a˜o como um
para^metro de regularizac¸a˜o que atribui pesos aos atributos. Nesse caso, os atributos
irrelevantes ou redundantes podem receber um peso zero para que na˜o exerc¸am
nenhuma influe^ncia na predic¸a˜o (CHANDRASHEKAR; SAHIN, 2014).
Diversos me´todos de selec¸a˜o de atributos sa˜o descritos em Liu e Motoda
(1998), Sebastiani (2002), Chandrashekar e Sahin (2014) e Bolo´n-Canedo et al. (2015).
Os me´todos de selec¸a˜o baseados em filtros sa˜o os mais simples e os mais escala´veis. Ja´
os me´todos wrappers e embedded geralmente demandam um alto custo computacional e
por isso, na˜o sa˜o apropriados para problemas de categorizac¸a˜o de texto reais e de grande
escala (LAMIREL et al., 2015; KUMAR; MINZ, 2014).
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A maioria dos me´todos de selec¸a˜o de atributos sa˜o usados em cena´rios de
aprendizado offline. A utilizac¸a˜o de me´todos de selec¸a˜o de atributos para cena´rios de
aprendizado online ainda e´ um desafio, pois esse processo requer um nu´mero suficiente de
exemplos para obter um desempenho esta´vel e aceita´vel. Ale´m disso, os poucos me´todos
de selec¸a˜o de atributos online dispon´ıveis na literatura, geralmente consideram que o
nu´mero de exemplos de treinamento e´ constante. Ainda, em problemas reais e online,
sempre que um novo exemplo e´ apresentado para um me´todo de aprendizado, e´ necessa´rio
considerar a possibilidade de (1) incluir um atributo que foi descartado anteriormente,
(2) selecionar novos atributos que esta˜o presentes no novo exemplo e que na˜o haviam
ocorrido em nenhum exemplo anterior e (3) remover atributos que foram selecionados
anteriormente, mas que depois perderam a releva^ncia (WU et al., 2010; WU et al., 2013;
BOLO´N-CANEDO et al., 2015; TANG et al., 2014).
3.2 Considerac¸o˜es finais
Neste cap´ıtulo, foram introduzidas brevemente as etapas do processo de ca-
tegorizac¸a˜o e representac¸a˜o de textos. Foi discutido o processo de coleta de documen-
tos e de tokenizac¸a˜o e foram apresentadas as principais te´cnicas de pre´-processamento
que podem facilitar o processo de categorizac¸a˜o. Na maioria dos experimentos realizados
nesta tese, as te´cnicas de pre´-processamento empregadas foram (1) conversa˜o dos termos
para letras minu´sculas, (2) remoc¸a˜o de stopwords e (3) estemizac¸a˜o. Ale´m disso, em um
cena´rio de classificac¸a˜o de documentos curtos e ruidosos, apresentado no Ape^ndice A, as
te´cnicas de normalizac¸a˜o le´xica, indexac¸a˜o sema^ntica e desambiguac¸a˜o foram aplicadas
para minimizar os problemas de representac¸a˜o e, consequentemente, auxiliar os me´todos
de classificac¸a˜o.
Tambe´m foi discutido neste cap´ıtulo como e´ constru´ıdo o modelo espac¸o-
vetorial para a representac¸a˜o estruturada dos documentos e foram apresentadas as prin-
cipais estrate´gias de atribuic¸a˜o de pesos para os termos de cada documento: TF, TF-IDF
e bina´ria. Como o desempenho de alguns me´todos de categorizac¸a˜o de texto pode ser bas-
tante afetado pela estrate´gia escolhida, nos experimentos descritos nesta tese, foi realizada
uma busca em grade (grid search) para selecionar a melhor das tre^s.
Por fim, foram introduzidos os principais tipos de me´todos de selec¸a˜o de atri-
butos e discutidos alguns desafios da aplicac¸a˜o de tais me´todos em cena´rios de aprendizado
online. Conforme mencionado, a selec¸a˜o de atributos pode melhorar o desempenho dos
me´todos de classificac¸a˜o. Portanto, para avaliar o impacto de tal estrate´gia no me´todo
proposto nesta tese, foram realizados experimentos apo´s empregar um me´todo baseado
em filtro para reduzir a dimensionalidade dos problemas de categorizac¸a˜o de texto. Esse
tipo de me´todo foi escolhido em detrimento de me´todos wrappers ou embedded, pois con-
forme mencionado, os u´ltimos possuem maior custo computacional e sa˜o dependentes do
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me´todo de classificac¸a˜o.
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4 Princ´ıpio da descric¸a˜o mais simples
Problemas de classificac¸a˜o podem ser vistos como problemas de selec¸a˜o de
modelos. Um modelo pode ser criado para cada classe do problema e cada exemplo a
ser classificado pode ser representado por um dos modelos dispon´ıveis. Essa forma de
selec¸a˜o de modelos e´ frequentemente usada por me´todos de classificac¸a˜o probabil´ısticos
(BOUCHARD; CELEUX, 2006).
Problemas de selec¸a˜o de modelos sa˜o complexos devido ao dilema bias-varia^ncia:
modelos muito simples falham em capturar regularidades importantes dos dados, en-
quanto modelos muito complexos tendem a se ajustar a caracter´ısticas particulares dos
dados conhecidos, que geralmente incluem ru´ıdos, o que gera predic¸o˜es inconsistentes
quando amostras desconhecidas sa˜o apresentadas. Portanto, sa˜o deseja´veis modelos com
baixa complexidade, mas que ao mesmo tempo se ajustem bem aos dados (BOUCHARD;
CELEUX, 2006; HASTIE et al., 2009).
Uma das estrate´gias de selec¸a˜o de modelos mais simples e´ a baseada na Navalha
de Occam. Nessa estrate´gia, modelos menos complexos sa˜o priorizados. O princ´ıpio MDL,
introduzido por Rissanen (1978), e´ um dos principais me´todos de formalizac¸a˜o da Navalha
de Occam. Ele foi proposto para o problema de selec¸a˜o de modelos com a prerrogativa de
que o melhor modelo para explicar um conjunto de dados e´ aquele que oferece uma des-
cric¸a˜o mais compacta dos dados. A descric¸a˜o mais compacta e´ oferecida pelo modelo que
mais captura regularidade nos dados, ou seja, por aquele que melhor “conhece” os dados
de observac¸a˜o (GRU¨NWALD et al., 2005). A prefere^ncia do princ´ıpio MDL por modelos
menos complexos pode ajudar a evitar o conhecido problema de sobreajustamento, o que
o torna atrativo para problemas de aprendizado supervisionado.
Neste cap´ıtulo, e´ oferecida uma introduc¸a˜o aos principais conceitos relaciona-
dos a` Teoria da Informac¸a˜o, pertinentes a` compreensa˜o do princ´ıpio MDL. Assim, sa˜o
apresentados conceitos relacionados a` medida da informac¸a˜o e da incerteza, ale´m de con-
ceitos sobre codificac¸a˜o e compressa˜o. Posteriormente, e´ apresentado o princ´ıpio MDL e
sa˜o descritos alguns trabalhos que o aplicam na resoluc¸a˜o de problemas de aprendizado
de ma´quina.
4.1 Conceitos ba´sicos
A Teoria da Informac¸a˜o e´ uma a´rea da matema´tica aplicada que teve um
grande desenvolvimento a partir das contribuic¸o˜es do matema´tico Claude Shannon (CO-
VER; THOMAS, 2006; GRAY, 2011). Essa a´rea de estudo tem influenciado va´rias outras
a´reas da cie^ncia, incluindo a a´rea de aprendizado de ma´quina (MACKAY, 2005; PRIN-
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CIPE, 2010).
Um conceito fundamental da Teoria da Informac¸a˜o e´ o de entropia. Segundo
Cover e Thomas (2006), entropia e´ a medida de incerteza de uma varia´vel aleato´ria.
Seja uma varia´vel aleato´ria discreta 𝑋, que pode assumir um dos valores do alfabeto
𝒳 = {𝑥1, 𝑥2, ..., 𝑥|𝒳 |} e que possui uma func¸a˜o de massa de probabilidade 𝑝(𝑥𝑖). Sua
entropia pode ser calculada por (SHANNON, 1948; COVER; THOMAS, 2006):
𝐻(𝑋) =
|𝒳 |∑︁
𝑖=1
𝑝(𝑥𝑖)× 𝐼(𝑥𝑖)
= −
|𝒳 |∑︁
𝑖=1
𝑝(𝑥𝑖)× log 𝑝(𝑥𝑖)
(4.1)
Na Equac¸a˜o 4.1, 𝐼(𝑥𝑖) e´ o valor da informac¸a˜o e esta´ associado a` sua releva^ncia.
Quanto menor a probabilidade de ocorre^ncia de um evento, maior sera´ sua informac¸a˜o.
Formalmente, 𝐼(𝑥𝑖) = −𝑙𝑜𝑔(𝑝(𝑥𝑖)) (COVER; HART, 1967).
Caso a varia´vel aleato´ria possa assumir apenas dois valores (𝒳 = {𝑥1, 𝑥2}),
sendo que a probabilidade de 𝑋 = 𝑥1 e´ 𝑝(𝑥1) e a probabilidade de 𝑋 = 𝑥2 e´ 1− 𝑝(𝑥1), a
entropia pode ser calculada da seguinte forma:
𝐻(𝑋) = −𝑝(𝑥1)× log 𝑝(𝑥1)− [1− 𝑝(𝑥1)]× 𝑙𝑜𝑔(1− 𝑝(𝑥1)). (4.2)
Nas Equac¸o˜es 4.1 e 4.2, quando o logaritmo esta´ na base 2, o valor da entropia
representa a medida de incerteza em bits. Quando e´ usado o logaritmo natural, e´ dito que
a medida e´ dada em nats (COVER; THOMAS, 2006).
A Figura 2 apresenta o gra´fico da func¸a˜o 𝐻(𝑋) quando a varia´vel aleato´ria 𝑋
pode assumir apenas dois poss´ıveis valores. Neste caso, a entropia atinge o maior valor (em
bits) quando 𝑝(𝑥1) e´ igual a 0,5, o que indica ma´xima incerteza. Ale´m disso, quando 𝑝(𝑥1)
e´ igual a zero ou um, a entropia e´ igual a zero, o que significa que na˜o existe incerteza.
4.1.1 Co´digo e compressa˜o
O princ´ıpio MDL esta´ associado a` ideia de compressa˜o de dados. A ideia fun-
damental e´ que quanto mais se consegue comprimir um dado, mais conhecimento se tem
sobre ele. Supondo que o dado seja uma seque^ncia de s´ımbolos, pode-se definir compressa˜o
como o ato de reduzir a quantidade de bits necessa´rios para representar essa seque^ncia.
Pode-se dizer tambe´m que a compressa˜o reproduz a informac¸a˜o contida em uma seque^ncia
de s´ımbolos usando uma codificac¸a˜o mais compacta.
Codificac¸a˜o e´ a ac¸a˜o de descrever uma seque^ncia de s´ımbolos de algum alfa-
beto por uma outra seque^ncia de s´ımbolos de outro alfabeto. Essa nova representac¸a˜o e´
denominada co´digo, enquanto o alfabeto e´ um conjunto finito e conta´vel, cujos elementos
sa˜o chamados de s´ımbolos (COVER; THOMAS, 2006).
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Figura 2 – Entropia de uma varia´vel aleato´ria 𝑋, cujo alfabeto possui apenas dois valores
(𝒳 = {𝑥1, 𝑥2}).
Suponha que deseje-se transmitir uma determinada seque^ncia 𝑍, cujos s´ımbolos
sejam tomados de um alfabeto 𝒳 = {𝑥1, 𝑥2, ..., 𝑥|𝒳 |}, usando uma representac¸a˜o bina´ria,
cujo alfabeto e´ 𝒜 = {0,1}. Para atingir esse objetivo, e´ necessa´rio mapear cada s´ımbolo do
alfabeto 𝒳 para uma seque^ncia bina´ria finita e u´nica, que pode ser chamada de palavra-
co´digo. Formalmente, o co´digo que mapeia 𝒳 para uma representac¸a˜o bina´ria 𝒜* pode
ser definido como uma func¸a˜o C : 𝒳 → 𝒜*, onde 𝒜* representa todas as seque^ncias que
podem ser formadas usando o alfabeto 𝒜. Ale´m disso, C(𝑥𝑖) e´ a palavra-co´digo correspon-
dente a` 𝑥𝑖 e 𝐿C(𝑥𝑖) e´ o tamanho de C(𝑥𝑖). Considerando que a probabilidade de ocorre^ncia
de cada s´ımbolo 𝑥𝑖 ∈ 𝒳 e´ 𝑝(𝑥𝑖), o tamanho de co´digo esperado para codificar os s´ımbolos
do alfabeto 𝒳 e´:
𝐿(C) =
|𝒳 |∑︁
𝑖=1
𝑝(𝑥𝑖)× 𝐿C(𝑥𝑖). (4.3)
Por exemplo, considere que o alfabeto de uma seque^ncia qualquer seja 𝒳 = {𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓}
e que deseja-se codificar os s´ımbolos dessa seque^ncia usando um alfabeto 𝒜 = {0,1}.
Enta˜o, o co´digo para 𝒳 , definido sobre 𝒜, pode ser: C(𝑎) = 000, C(𝑏) = 010, C(𝑐) = 001,
C(𝑑) = 011, C(𝑒) = 111 e C(𝑓) = 1111. Nesse exemplo, 𝐿C(𝑎) = 3, 𝐿C(𝑏) = 3, 𝐿C(𝑐) = 3,
𝐿C(𝑑) = 3, 𝐿C(𝑒) = 3 e 𝐿C(𝑓) = 4. Se for considerado que 𝑝(𝑎) = 0,15, 𝑝(𝑏) = 0,25,
𝑝(𝑐) = 0,1, 𝑝(𝑑) = 0,2, 𝑝(𝑒) = 0,1 e 𝑝(𝑓) = 0,2, o tamanho do co´digo para 𝒳 , definido
sobre 𝒜 e calculado pela Equac¸a˜o 4.3, e´: 𝐿(C) = 3× 0,15 + 3× 0,25 + 3× 0,1 + 3× 0,2 +
3× 0,1 + 4× 0,2 = 3,2. (COVER; THOMAS, 2006).
Dado que cada s´ımbolo do alfabeto 𝒳 e´ mapeado para uma representac¸a˜o u´nica
(co´digo), enta˜o uma func¸a˜o de decodificac¸a˜o e´ capaz de recuperar qualquer seque^ncia
original a partir do co´digo C. Pore´m, a func¸a˜o de decodificac¸a˜o precisara´ conhecer toda a
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seque^ncia bina´ria para determinar qual s´ımbolo da seque^ncia original ela representa. Uma
forma de evitar esse problema e tornar a decodificac¸a˜o instanta^nea e´ o uso de co´digos
prefixos.
4.1.1.1 Co´digos prefixos
O princ´ıpio MDL utiliza apenas co´digos prefixos (GRU¨NWALD, 2005). Nesse
tipo de co´digo, nenhuma palavra-co´digo e´ prefixo de outra. Portanto, ele pode ser de-
codificado de maneira instanta^nea, pois o fim do co´digo e´ imediatamente reconhecido.
Por exemplo, o co´digo C1, dado por C1(𝑎) = 0, C1(𝑏) = 10, C1(𝑐) = 110, C1(𝑑) = 1110
e C1(𝑒) = 1111, e´ prefixo para 𝒳 = {𝑎, 𝑏, 𝑐, 𝑑, 𝑒} com alfabeto 𝒜 = {0,1}. Ja´, o co´digo
C2, dado por C2(𝑎) = 111, C2(𝑏) = 011, C2(𝑐) = 010, C2(𝑑) = 001 e C2(𝑒) = 1111 na˜o e´
um co´digo prefixo, pois 111 e´ prefixo de 1111. Um co´digo prefixo pode ser representado
por meio de a´rvores, onde cada no´ folha e´ um co´digo e o percurso entre a ra´ız e um dos
no´s folha identifica os s´ımbolos que fazem parte do co´digo. Um exemplo e´ ilustrado pela
Figura 3.
𝐶(𝑎) = 0
0
𝐶(𝑏) = 10
0
𝐶(𝑐) = 110
0
𝐶(𝑑) = 1110
0
𝐶(𝑒) = 1111
1
1
1
1
Figura 3 – A´rvore bina´ria associada ao co´digo prefixo definido por 𝐶(𝑎) = 0, 𝐶(𝑏) = 10,
𝐶(𝑐) = 110, 𝐶(𝑑) = 1110 e 𝐶(𝑒) = 1111.
Para um co´digo prefixo C que utilize um alfabeto bina´rio, como no exemplo
acima, os tamanhos dos co´digos ou tamanhos de descric¸a˜o 𝐿C(𝑥1), 𝐿C(𝑥2), ..., 𝐿C(𝑥𝑛) devem
satisfazer a desigualdade de Kraft, definida por:
|𝒳 |∑︁
𝑖=1
2−𝐿C(𝑥𝑖) ≤ 1. (4.4)
Portanto, dado um co´digo qualquer, se a soma dos tamanhos dos co´digos que o compo˜e
satisfaz a desigualdade de Kraft, pode-se garantir que esse co´digo e´ um co´digo prefixo.
Segundo Cover e Thomas (2006), para demonstrar a inequac¸a˜o acima, considere que 𝐿𝑚𝑎𝑥
e´ o tamanho do co´digo mais longo. Agora, considere todos os no´s folhas da a´rvore que
esta˜o no n´ıvel 𝐿𝑚𝑎𝑥, como no exemplo ilustrado pela Figura 3. Alguns dos no´s folhas
sa˜o co´digos, outros sa˜o descendentes de co´digos e outros na˜o sa˜o nem co´digos e nem
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descendentes de co´digos. Um co´digo no n´ıvel 𝐿C(𝑥𝑖) tera´ 2𝐿𝑚𝑎𝑥−𝐿C(𝑥𝑖) descendentes no
n´ıvel 𝐿𝑚𝑎𝑥. Esses descendentes, para serem co´digos prefixos, precisam ser disjuntos. Ale´m
disso, como o nu´mero total de co´digos de comprimento 𝐿𝑚𝑎𝑥 e´ 2𝐿𝑚𝑎𝑥 , tem-se:
|𝒳 |∑︁
𝑖=1
2𝐿𝑚𝑎𝑥−𝐿C(𝑥𝑖) ≤ 2𝐿𝑚𝑎𝑥, (4.5)
que corresponde a` Equac¸a˜o 4.4.
Dado que C e´ um co´digo prefixo em 𝒳 com tamanho 𝐿C, enta˜o:
∀𝑥 ∈ 𝒳 : 𝑝(𝑥) := 2−𝐿C(𝑥). (4.6)
Como 𝑝(𝑥) e´ sempre positivo e menor ou igual a um, ele pode ser interpretado
como uma func¸a˜o de probabilidade que define a distribuic¸a˜o correspondente a C. Por outro
lado, se uma distribuic¸a˜o 𝑝 obedece a` inequac¸a˜o de Kraft, existe um co´digo prefixo que
satisfaz:
∀𝑥 ∈ 𝒳 : 𝐿C(𝑥) := ⌈− log 𝑝(𝑥)⌉, (4.7)
onde ⌈.⌉ e´ a operac¸a˜o de arredondamento de um nu´mero real para um inteiro maior mais
pro´ximo. Esse arredondamento e´ necessa´rio, pois o tamanho do co´digo, por definic¸a˜o,
precisa ser um inteiro. Tambe´m e´ importante observar que − log 𝑝(𝑥) corresponde ao
co´digo de Shannon-Fano.
Outro ponto importante e´ que, para uma determinada seque^ncia 𝑍, qualquer
co´digo que satisfaz a desigualdade de Kraft possui um comprimento me´dio maior ou igual
a` entropia dessa seque^ncia:
𝐿(C) ≥ 𝐻(𝑍). (4.8)
A igualdade so´ ocorre na equac¸a˜o acima se 𝐿C(𝑥𝑖) = − log 𝑝(𝑥𝑖) e, nesse caso,
o co´digo e´ dito ser ideal. Pore´m, como 𝐿C(𝑥𝑖) deve ser um nu´mero inteiro e, normalmente,
𝑝(𝑥𝑖) possui um valor real, a igualdade geralmente na˜o ocorre. E´ importante notar que
quanto maior a probabilidade do s´ımbolo 𝑥𝑖, menor sera´ o tamanho do co´digo que o
representa.
A associac¸a˜o entre compressa˜o e probabilidade por meio da desigualdade de
Kraft e´ muito importante para o princ´ıpio MDL, pois a escolha do modelo com o menor
tamanho de descric¸a˜o pode ser feita analisando-se as distribuic¸o˜es de probabilidade de
cada um deles.
4.2 O princ´ıpio MDL
O princ´ıpio da descric¸a˜o mais simples (MDL) possui a prerrogativa de que
em um problema de selec¸a˜o de modelos que tenha dois ou mais candidatos, deve-se es-
colher aquele que possui o menor tamanho de descric¸a˜o (RISSANEN, 1978; RISSANEN,
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1983). Isso significa que modelos menos complexos sa˜o prefer´ıveis (BARRON et al., 1998;
GRU¨NWALD et al., 2005). A simplicidade no princ´ıpio MDL e´ interpretada como o ta-
manho de descric¸a˜o do modelo quando ele e´ usado para representar o dado.
O princ´ıpio MDL e´ similar ao princ´ıpio da mı´nima mensagem (MML - mini-
mum message length) (WALLACE; BOULTON, 1968; WALLACE; FREEMAN, 1987),
pois as duas abordagens sa˜o baseadas na ideia de que quanto mais um dado pode ser
comprimido, mais conhecimento se tem em relac¸a˜o ao mesmo. Pore´m, elas possuem di-
ferenc¸as importantes que sa˜o apresentadas em Gru¨nwald et al. (1998), Baxter e Oliver
(1994) e Hansen e Yu (2001). Por exemplo, segundo Hansen e Yu (2001), o princ´ıpio MML
tem focado na estimac¸a˜o de para^metros, enquanto o princ´ıpio MDL abrange a modelagem
estat´ıstica em geral.
O conceito por tra´s do princ´ıpio MDL, de escolher modelos menos complexos,
e´ uma formalizac¸a˜o do princ´ıpio da navalha de Occam. Essa ideia tambe´m esta´ associada
a` complexidade de Kolmogorov que, em termos gerais, e´ o tamanho do menor programa
que descreve um objeto representado por uma seque^ncia bina´ria (KOLMOGOROV, 1965;
SOLOMONOFF, 1964; CHAITIN, 1969). Uma seque^ncia bina´ria que possui bastante
regularidade tem uma complexidade de Kolmogorov menor do que uma seque^ncia com
menos regularidade, pois pode ser descrita por um programa menor. O menor programa
que consegue descrever uma seque^ncia bina´ria e´ o que mais detectou regularidades nela, o
que no contexto de aprendizado pode ser entendido como o programa que possui o maior
poder preditivo sobre ela.
A Figura 4 apresenta duas seque^ncias bina´rias. A primeira seque^ncia, clara-
mente possui mais regularidade que a segunda. Ela e´ formada por 𝑘 repetic¸o˜es de 0001, en-
quanto a segunda e´ aleato´ria e, portanto, na˜o possui regularidade. Diante disso, e´ poss´ıvel
criar um programa que imprime a seque^ncia A de forma compacta, com um tamanho
de descric¸a˜o menor do que a seque^ncia original, como no exemplo ilustrado na Figura 5.
Por outro lado, como a seque^ncia B na˜o possui regularidade, qualquer programa usado
para descreve^-la tera´ aproximadamente o mesmo tamanho de descric¸a˜o dela, pois tera´ que
imprimi-la usando uma representac¸a˜o literal.
A. 00010001000100010001...0001000100010001000100010001
B. 01110100110100100110...1010111010111011000101100010
Figura 4 – Seque^ncias bina´rias (Fonte: Gru¨nwald (2007, pa´g. 4)).
E´ importante mencionar que na˜o e´ poss´ıvel determinar o tamanho de todos
os poss´ıveis programas que podem descrever todos os conjuntos de seque^ncias bina´rias e,
portanto, a complexidade de Kolmogorov na˜o e´ computa´vel (LI; VITA´NYI, 2008).
Dado que o MDL incorpora o princ´ıpio da navalha de Occam, a complexidade
de Kolmogorov e, ao mesmo tempo, procura selecionar o modelo que melhor representa
os dados, ele gera um balanceamento entre a complexidade do modelo e a qualidade do
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for i in range(k): print(‘0001’,end =‘’)
(a) Programa em Python que imprime a seque^ncia bina´ria A da Figura 4.
print(‘01110100110100100110...1010111010111011000101100010’)
(b) Programa em Python que imprime a seque^ncia bina´ria B da Figura 4.
Figura 5 – Programas em Python que imprimem as seque^ncias bina´rias da Figura 4.
seu ajuste aos dados de observac¸a˜o. Tais caracter´ısticas sa˜o bastante desejadas na a´rea
de aprendizado de ma´quina, pois naturalmente evitam o problema de sobreajustamento,
ja´ que uma hipo´tese altamente complexa que se ajusta extremamente bem aos dados
observados, normalmente comete muitos erros em dados na˜o conhecidos.
Matematicamente, dado um conjunto de potenciais modelos 𝑀1,𝑀2, ...,𝑀𝑘, o
MDL seleciona aquele, tal que:
𝑀𝑚𝑑𝑙 = argmin
𝑀
[𝐿(𝑀) + 𝐿(𝑌 |𝑀)], (4.9)
sendo que 𝐿(𝑀) corresponde ao tamanho da descric¸a˜o do modelo 𝑀 , representando sua
complexidade, e 𝐿(𝑌 |𝑀) ao tamanho da descric¸a˜o do dado 𝑌 quando codificado com 𝑀 ,
representando qua˜o bem 𝑀 descreve 𝑌 . Rissanen (1978) mostrou que 𝐿(𝑌 |𝑀) pode ser
calculado atrave´s do co´digo de Shannon-Fano (SHANNON, 1948) e, portanto, 𝐿(𝑌 |𝑀) =
− log 𝑝(𝑌 |𝑀), onde 𝑝(𝑌 |𝑀) e´ a probabilidade condicional de 𝑌 dado 𝑀 .
O MDL definido na Equac¸a˜o 4.9 foi proposto por Rissanen (1978) e Rissanen
(1983) e e´ conhecido como crude MDL. De acordo com Gru¨nwald (2005), um problema do
crude MDL e´ encontrar uma boa codificac¸a˜o para os modelos 𝑀 , pois existe um risco de
que 𝐿(𝑀) se torne arbitra´rio, uma vez que ele pode ser muito grande para um determinado
co´digo e muito pequeno para outro.
Rissanen (1996) contornou o problema do crude MDL propondo uma nova
versa˜o do MDL que usa co´digos universais para medir o tamanho da descric¸a˜o de cada
modelo. Basicamente, nessa nova versa˜o, e´ empregada apenas uma parte do co´digo com
tamanho ?¯?(𝑌 |𝑀), ou seja, o modelo e os dados sa˜o codificados conjuntamente.
4.3 Trabalhos correlatos
Existem na literatura va´rios trabalhos referentes ao emprego do princ´ıpio MDL,
principalmente na a´rea de Teoria da Informac¸a˜o. As principais refere^ncias para o estudo
das bases teo´ricas podem ser encontradas nos livros de Gru¨nwald et al. (2005) e Gru¨nwald
(2007), ale´m dos trabalhos de Barron et al. (1998) e de Hansen e Yu (2001).
Os trabalhos existentes interpretam e aplicam o princ´ıpio MDL de maneiras
distintas, pois na˜o existe um procedimento padra˜o para calcular o tamanho de descric¸a˜o
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de um modelo. Na literatura, os autores usam o princ´ıpio MDL como uma espe´cie de
guarda-chuva para todos os me´todos de infere^ncia indutiva baseada na compressa˜o de
dados, mesmo que na˜o possa ser diretamente interpretada em termos de minimizac¸a˜o do
tamanho de descric¸a˜o. Para outros autores, o princ´ıpio MDL e´ qualquer me´todo baseado
na ideia de encontrar o modelo com menor tamanho de descric¸a˜o que represente os dados.
Muitos autores tambe´m usam o MDL para descrever um crite´rio de selec¸a˜o de modelos
que e´ equivalente ao Bayesian information criterion (BIC), ou ate´ mesmo usando uma
interpretac¸a˜o Bayesiana, como por exemplo em Duda et al. (2000) e MacKay (2005). Ha´
ainda trabalhos que associam o MDL ao me´todo maximum a posteriori (MAP), como por
exemplo Russell e Norvig (2010) e Mitchell (1997).
Apesar de existirem diversos me´todos de aprendizado de ma´quina que usam o
princ´ıpio MDL como mecanismo auxiliar ou estrate´gia secunda´ria, na˜o ha´ conhecimento
da existe^ncia de nenhum me´todo de classificac¸a˜o, especialmente voltado para problemas
multiclasse, que use o princ´ıpio MDL como o recurso principal do seu modelo de predic¸a˜o.
Um dos primeiros trabalhos a usar o princ´ıpio MDL em aplicac¸o˜es pra´ticas de
aprendizado de ma´quina foi o de Quinlan e Rivest (1989). Neste trabalho, ele foi usado
na gerac¸a˜o de a´rvores de decisa˜o. Kohonenko (1998) tambe´m utilizou o princ´ıpio MDL na
construc¸a˜o de a´rvores de decisa˜o, pore´m, diferentemente do trabalho anterior, que usou o
princ´ıpio MDL para auxiliar a construc¸a˜o dos no´s de decisa˜o da a´rvore, ele propo^s usa´-lo
para auxiliar o processo de poda. Mehta et al. (1996) tambe´m propuseram um algoritmo
de poda baseado no princ´ıpio MDL que foi usado em um me´todo de classificac¸a˜o baseado
em a´rvores de decisa˜o chamado de SLIQ.
O princ´ıpio MDL tambe´m foi utilizado no aprendizado de redes Bayesianas.
Por exemplo, Lam e Bacchus (1994) propuseram um me´todo para aprendizado de redes
Bayesianas que usa o princ´ıpio MDL e apontaram a relac¸a˜o deste com o me´todo de
entropia cruzada mı´nima. Segundo eles, isso permitiu a criac¸a˜o de um algoritmo heur´ıstico
de busca para redes que minimiza a entropia cruzada. Essas redes diminuem o tamanho
da codificac¸a˜o dos dados e consequentemente, a complexidade da rede, o que possibilita
a obtenc¸a˜o de modelos melhores na perspectiva do princ´ıpio MDL. De acordo com os
autores, o algoritmo proposto gera um balanceamento entre a complexidade das redes e
a acura´cia obtida pelas mesmas.
Selec¸a˜o de atributos e´ outro problema cla´ssico de aprendizado de ma´quina
que tambe´m ja´ foi beneficiado por me´todos baseados no princ´ıpio MDL. Em Bosin et al.
(2006), o princ´ıpio MDL e´ utilizado como crite´rio para a selec¸a˜o de atributos relevantes de
bases de dados de microarranjos (micro-array) que possuem um grande espac¸o de atribu-
tos e poucos exemplos. Nesse mesmo contexto, Chaitankar et al. (2009) propuseram um
algoritmo de infere^ncia que incorpora informac¸a˜o mu´tua, informac¸a˜o mu´tua condicional
e o princ´ıpio MDL para detectar redes de regulac¸a˜o ge^nica em dados de microarranjos de
DNA. A informac¸a˜o mu´tua e a informac¸a˜o mu´tua condicional sa˜o usadas para determinar
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as relac¸o˜es regulato´rias entre os genes, enquanto o princ´ıpio MDL e´ usado para determi-
nar o melhor limiar de informac¸a˜o mu´tua sem a necessidade de um para^metro de ajuste
fino especificado pelo usua´rio. Um problema semelhante foi abordado por Tabus e Astola
(2001). Eles propuseram um algoritmo para o problema de predic¸a˜o ge^nica que usa o
princ´ıpio MDL para selecionar o tamanho adequado da janela de predic¸a˜o e tambe´m para
comparar preditores com diferentes complexidades. O problema abordado pelos autores
foi o processamento de microarranjos cDNA valorizado terna´rio para encontrar grupos de
genes que provavelmente podem determinar a atividade de um gene alvo.
Problemas relacionados a` morfologia tambe´m ja´ foram tratados por abordagens
que usam o princ´ıpio MDL. Por exemplo, Creutz e Lagus (2002) propuseram um me´todo
baseado no princ´ıpio MDL e outro baseado na otimizac¸a˜o de ma´xima verossimilhanc¸a
aplicados para a segmentac¸a˜o na˜o supervisionada de palavras em morfemas. Segundo os
autores, os me´todos propostos obtiveram bons resultados, se comparados aos me´todos
estado-da-arte. Em outro trabalho, Goldsmith (2006) propo^s um algoritmo que usa o
princ´ıpio MDL e e´ aplicado ao aprendizado na˜o supervisionado de morfologia com e^nfase
em linguagens tipologicamente similares a`s linguagens europeias e que na˜o possuem um
nu´mero me´dio muito alto de morfemas por palavra.
Outra a´rea de estudo que foi beneficiada com o uso do princ´ıpio MDL foi
em ana´lise de imagens, com o trabalho de Potapov (2012). Ele propo^s uma extensa˜o do
princ´ıpio MDL chamada de MDL representacional (RMDL – representational MDL) que
torna poss´ıvel a construc¸a˜o de me´todos de ana´lise de imagem com alta capacidade de
aprendizado atrave´s da otimizac¸a˜o automa´tica de representac¸o˜es.
O princ´ıpio MDL tambe´m ja´ foi aplicado em problemas que envolvem a clas-
sificac¸a˜o de se´ries temporais. Em Begum et al. (2013), foi proposto um crite´rio livre de
para^metros baseado no princ´ıpio MDL para classificac¸a˜o semi-supervisionada de se´ries
temporais que foi aplicado em va´rias bases de dados me´dicas, incluindo bases de dados
de eletrocardiogramas.
Em Ince e Klawonn (2013), foi proposta uma abordagem para escolher au-
tomaticamente o n´ıvel de granularidade de atributos catego´ricos para um me´todo de
classificac¸a˜o na¨ıve Bayes (NB). Nesta abordagem, o classificador NB e´ apresentado para
o princ´ıpio MDL como um modelo. Caso o classificador NB classifique corretamente todas
as insta^ncias, no ca´lculo do tamanho da descric¸a˜o que sera´ usado pelo princ´ıpio MDL, e´
necessa´rio conhecer apenas o classificador NB e os valores dos atributos de cada registro.
Se o NB classificar corretamente a maioria das insta^ncias, enta˜o e´ suficiente conhecer o
classificador NB e as classes daqueles registros que ele classificou incorretamente. Enta˜o,
o princ´ıpio MDL escolhe o modelo que tiver o menor tamanho de descric¸a˜o.
Outra aplicac¸a˜o pra´tica do princ´ıpio MDL foi em problemas que envolvem
s´ımbolos e glifos (letras, caracteres ou s´ımbolos individuais) e pode ser conferido nos
trabalhos de Tataw et al. (2013) e Li et al. (2014). No primeiro, os autores propuseram um
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me´todo de clusterizac¸a˜o de glifos baseado no princ´ıpio MDL que e´ capaz de ignorar alguns
dos dados dispon´ıveis, tais como palavras raras ou caracteres degradados. No segundo,
foi proposto um framework iterativo para o aprendizado na˜o supervisionado de s´ımbolos
gra´ficos manuscritos, que possui como limitac¸a˜o o fato de poder ser aplicado apenas em
bases de dados de s´ımbolos matema´ticos.
Robinet et al. (2011) propuseram um modelo computacional de como os hu-
manos indutivamente identificam e agregam conceitos a partir de est´ımulos de baixo
n´ıvel aos quais sa˜o expostos. Eles implementaram um mecanismo de chunking dina^mico
e hiera´rquico em que a decisa˜o sobre se um novo chunk deve ser criado e´ feita a partir de
um crite´rio baseado no princ´ıpio MDL. O modelo proposto foi chamado de MDLChunker
e foi testado em um experimento onde os participantes foram apresentados a s´ımbolos
sem sentido e foram encorajados a criar conceitos de auto n´ıvel e agrupa´-los. Segundo os
autores, o modelo proposto conseguiu fazer predic¸o˜es quantitativas precisas sobre os tipos
de chunks criados pelos participantes e o momento em que essas criac¸o˜es ocorreram.
Kim e Kweon (2006) propuseram um novo crite´rio para a classificac¸a˜o e selec¸a˜o
de palavras visuais (determinar a palavra relacionada a uma imagem), que usa uma ex-
tensa˜o do princ´ıpio MDL. Segundo os autores, o crite´rio proposto e´ capaz de fornecer
palavras visuais o´timas com uma acura´cia suficiente na classificac¸a˜o.
Por fim, Almeida et al. (2010) e Almeida e Yamakami (2012) propuseram
um me´todo de classificac¸a˜o bina´ria para a filtragem de spam em emails formado pela
combinac¸a˜o do princ´ıpio MDL com fatores de confide^ncia, que foi chamado de MDL-CF.
Segundo os autores, o me´todo proposto obteve melhores resultados que os demais me´todos
da literatura. Esse me´todo foi usado nesta tese como inspirac¸a˜o para o desenvolvimento de
um me´todo de categorizac¸a˜o de textos gene´rico, baseado no princ´ıpio MDL, que possa ser
usado em problemas bina´rios e multiclasse e em cena´rios de aprendizado online e offline.
4.4 Considerac¸o˜es finais
Neste cap´ıtulo, foram apresentados os conceitos ba´sicos sobre Teoria da In-
formac¸a˜o com o objetivo de relacionar como o princ´ıpio MDL esta´ associado a` codificac¸a˜o
e compressa˜o de dados. Foi mostrado que pela inequac¸a˜o de Kraft e´ poss´ıvel associar o ta-
manho de descric¸a˜o de co´digos prefixos com sua distribuic¸a˜o de probabilidade. Portanto,
a ideia do princ´ıpio MDL de selecionar o modelo com menor tamanho de descric¸a˜o pode
ser generalizada para problemas que na˜o esta˜o associados diretamente a` compressa˜o de
dados, como por exemplo problemas de classificac¸a˜o que tambe´m envolvem selec¸a˜o de
modelos.
Adicionalmente, foram apresentados os fundamentos matema´ticos do princ´ıpio
MDL e alguns trabalhos de aprendizado de ma´quina que o aplicam. Pore´m, na˜o existe um
modo padra˜o de calcular o tamanho de descric¸a˜o de um modelo e, portanto, os autores te^m
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aplicado o princ´ıpio MDL usando diferentes interpretac¸o˜es. Ale´m disso, na˜o ha´ nenhum
me´todo de classificac¸a˜o para problemas multiclasse que use o princ´ıpio MDL como recurso
principal de seu modelo de predic¸a˜o.
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5 O me´todo MDLText
Neste cap´ıtulo, e´ apresentado um novo me´todo de categorizac¸a˜o de textos ba-
seado no princ´ıpio MDL. O me´todo proposto, nomeado MDLText, foi inspirado no me´todo
de classificac¸a˜o bina´ria inicialmente proposto por Almeida et al. (2010) e Almeida e Ya-
makami (2012) para o problema de detecc¸a˜o de spam em emails. O me´todo proposto tem
a vantagem de poder ser utilizado em problemas de classificac¸a˜o de texto multiclasse e ser
combinado com qualquer te´cnica capaz de determinar a releva^ncia dos termos, o que o
torna mais flex´ıvel para ser aplicado com sucesso em diferentes cena´rios. Ainda, ele possui
uma func¸a˜o que calcula a similaridade entre o documento que esta´ sendo classificado e as
poss´ıveis classes do problema, o que aumenta seu poder de predic¸a˜o.
Primeiramente, e´ apresentada a base matema´tica do me´todo, onde e´ descrito
como a ideia de selecionar o menor tamanho de descric¸a˜o foi interpretada e usada no
modelo de predic¸a˜o. Em seguida, sa˜o apresentados os algoritmos de treinamento e classi-
ficac¸a˜o e o estudo da complexidade computacional. Por fim, sa˜o apresentadas diferentes
te´cnicas que podem ser usadas para determinar a pontuac¸a˜o de releva^ncia para os termos,
que e´ usada no ca´lculo do tamanho de descric¸a˜o.
5.1 Base matema´tica
Dado um documento de texto 𝑑 na˜o rotulado, o MDLText utiliza a equac¸a˜o prin-
cipal do princ´ıpio MDL (Equac¸a˜o 4.9) para predizer a classe a` qual o documento pertence.
O conjunto de classes 𝒞 = {𝑐1, 𝑐2, . . . , 𝑐|𝒞|} representa o conjunto de potenciais modelos
𝑀 , enquanto 𝑑 representa o dado 𝑌 . Ale´m disso, 𝑑 recebe o ro´tulo 𝑗 correspondente a`
classe 𝑐𝑗 que possui o menor tamanho de descric¸a˜o em relac¸a˜o a` 𝑑:
𝑐(𝑑) = argmin
∀𝑐
𝐿(𝑑|𝑐𝑗). (5.1)
Nesta proposta, foi ignorado o tamanho de descric¸a˜o das potenciais classes
(modelos), pois como mencionado na Sec¸a˜o 4.2, ele pode se tornar arbitra´rio e dif´ıcil
de ser calculado (RISSANEN, 1996). Portanto, foi empregada uma aplicac¸a˜o direta do
princ´ıpio MDL que leva em conta apenas o tamanho de descric¸a˜o do documento 𝑑 para
cada potencial classe.
O tamanho da descric¸a˜o de 𝑑 em relac¸a˜o a` classe 𝑐𝑗 e´ calculado multiplicando-
se (1) uma penalidade 𝑆(𝑑, 𝑐𝑗) para a classe 𝑐𝑗, (2) a soma do tamanho da descric¸a˜o de
todos os termos de 𝑑 e (3) uma penalidade 𝐾(𝑡𝑖) para cada termo, conforme a equac¸a˜o a
seguir:
𝐿(𝑑|𝑐𝑗) = 𝑆(𝑑, 𝑐𝑗)×
⎡⎣ |𝑑|∑︁
𝑖=1
𝐿(𝑡𝑖|𝑐𝑗)×𝐾(𝑡𝑖)
⎤⎦ . (5.2)
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onde |𝑑| corresponde a` quantidade de termos no documento 𝑑 e 𝐿(𝑡𝑖|𝑐𝑗) e´ o tamanho de
descric¸a˜o do termo 𝑡𝑖 dada a classe 𝑐𝑗. Para calcular 𝐿(𝑡𝑖|𝑐𝑗), e´ usada a seguinte equac¸a˜o,
inspirada no co´digo Shannon-Fano:
𝐿(𝑡𝑖|𝑐𝑗) = ⌈− log2 𝛽(𝑡𝑖|𝑐𝑗)⌉. (5.3)
O fator 𝛽(𝑡𝑖|𝑐𝑗) e´ calculado com base no peso TF-IDF normalizado do termo
𝑡𝑖 de cada documento do conjunto de treinamento, usando a seguinte equac¸a˜o:
𝛽(𝑡𝑖|𝑐𝑗) =
𝑛𝑐𝑗 ,𝑡𝑖 + 1|Ω|
?^?𝑐𝑗 + 1
, (5.4)
onde 𝑛𝑐𝑗 ,𝑡𝑖 =
∑︀
∀𝑑 ?^?(𝑡𝑖, 𝑑|𝑐𝑗) (soma dos pesos TF-IDF normalizados do termo 𝑡𝑖 nos do-
cumentos de treinamento da classe 𝑐𝑗) e ?^?𝑐𝑗 e´ a soma de 𝑛𝑐𝑗 ,𝑡𝑖 para todos os termos que
aparecem em documentos pertencentes a` classe 𝑐𝑗. O para^metro |Ω| e´ usado para preservar
uma porc¸a˜o do tamanho de descric¸a˜o para termos que nunca apareceram no conjunto de
treinamento 𝒟⋆ e que possuem, portanto, 𝑛𝑐𝑗 ,𝑡𝑖 = 0.
A Equac¸a˜o 5.4 e´ calculada da mesma maneira que um modelo de probabilida-
des e´ constru´ıdo por meio da estimativa de ma´xima verossimilhanc¸a. Pore´m, em vez de
usar a freque^ncia dos termos, foi usado o peso TF-IDF. Segundo Rennie et al. (2003), o
desempenho dos me´todos que utilizam a estimativa de ma´xima verossimilhanc¸a pode ser
melhorado quando o peso TF-IDF e´ usado no lugar do peso TF dos termos. A Equac¸a˜o 5.4
tambe´m e´ similar a` estimativa feita pelo me´todo NB sem considerar as probabilidades a
priori das classes e calculando a soma dos logaritmos das probabilidades em vez de calcular
o produto delas.
Como e´ mostrado na Figura 6, quando o valor de |Ω| e´ alto, o peso condicional
do termo e´ baixo e, portanto, o tamanho da descric¸a˜o do termo, quando 𝑛𝑐𝑗 ,𝑡𝑖 = 0, e´
alto. Enta˜o, pode-se afirmar que o para^metro |Ω| regula como os termos com 𝑛𝑐𝑗 ,𝑡𝑖 = 0
ira˜o contribuir no tamanho de descric¸a˜o de um documento em relac¸a˜o a uma classe 𝑐𝑗. A
Figura 6 tambe´m mostra que se ?^?𝑐𝑗 e´ alto, o tamanho de descric¸a˜o do termo em relac¸a˜o
a uma classe 𝑐𝑗 tambe´m sera´ alto quando 𝑛𝑐𝑗 ,𝑡𝑖 = 0.
Dado que 𝐿(𝑑|𝑐𝑗) e´ claramente sens´ıvel ao valor de |Ω|, e´ recomenda´vel usar
uma busca em grade (grid search) para encontrar o melhor valor para este para^metro,
que pode variar de acordo com a aplicac¸a˜o.
A Figura 7 ilustra como 𝐿(𝑡𝑖|𝑐𝑗) varia de acordo com 𝛽(𝑡𝑖|𝑐𝑗). Se o valor de
𝛽(𝑡𝑖|𝑐𝑗) e´ alto, enta˜o 𝐿(𝑡𝑖|𝑐𝑗) e´ baixo. E´ importante notar que na pra´tica 𝛽(𝑡𝑖|𝑐𝑗), em
geral, tem um valor mais pro´ximo de zero do que de um (regia˜o cinza da Figura 7a),
pois problemas de categorizac¸a˜o de texto normalmente possuem uma grande quantidade
de amostras com alta dimensionalidade e representadas por vetores altamente esparsos
(considerando que os documentos sa˜o representados usando o modelo espac¸o-vetorial).
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Figura 6 – Impacto de |Ω| e ?^?𝑐𝑗 no valor de 𝐿(𝑡𝑖|𝑐𝑗) para os termos com 𝑛𝑐𝑗 ,𝑡𝑖 = 0.
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Figura 7 – Impacto de 𝛽(𝑡𝑖|𝑐𝑗) no valor de 𝐿(𝑡𝑖|𝑐𝑗). A Figura 7b mostra a regia˜o cinza da
Figura 7a.
Na Equac¸a˜o 5.2, a func¸a˜o de penalidade 𝑆(𝑑, 𝑐𝑗) e´ baseada na similaridade de
cosseno (cosine similarity) entre o documento e um vetor proto´tipo da classe:
𝑆(𝑑, 𝑐𝑗) = − log2
(︂1
2 × 𝑆(𝑑, 𝑐𝑗)
)︂
. (5.5)
A similaridade de cosseno 𝑆(𝑑, 𝑐𝑗) mede o qua˜o similar um documento 𝑑 e´
de um vetor proto´tipo 𝑐𝑗, de uma maneira ana´loga ao que e´ feito no me´todo Rocchio
(ROCCHIO, 1971; MANNING et al., 2009). A similaridade 𝑆(𝑑, 𝑐𝑗) varia entre zero e
um e valores mais pro´ximos a um indicam que existe grande similaridade. A func¸a˜o
𝑆(𝑑, 𝑐𝑗) ≥ 1 penaliza a classe com menor similaridade em relac¸a˜o ao documento. Quanto
menor a similaridade, maior e´ o valor obtido em 𝑆(𝑑, 𝑐𝑗) (veja a Figura 8) e, portanto,
maior e´ o tamanho de descric¸a˜o do documento 𝑑 dada a classe 𝑐𝑗.
Cap´ıtulo 5. O me´todo MDLText 61
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
S(d,cj )
0
1
2
3
4
5
6
7
8
9
10
Sˆ
(d
,c
j
)
Figura 8 – Variac¸a˜o de 𝑆(𝑑, 𝑐𝑗) de acordo com 𝑆(𝑑, 𝑐𝑗).
A similaridade de cosseno pode ser calculada por:
𝑆(𝑑, 𝑐𝑗) =
∑︀|𝑑|
𝑖=1 ?^?(𝑡𝑖, 𝑑|𝑐𝑗)× 𝑐𝑗(𝑡𝑖)
‖?^?(:, 𝑑)‖2 × ‖𝑐𝑗‖2 (5.6)
e o vetor proto´tipo 𝑐𝑗 e´ formado pela me´dia dos pesos dos termos. Portanto, para cada
termo 𝑡𝑖, 𝑐𝑗(𝑡𝑖) e´:
𝑐𝑗(𝑡𝑖) =
𝑛𝑐𝑗 ,𝑡𝑖
|?^?𝑐𝑗 |
(5.7)
onde |?^?𝑐𝑗 | e´ a quantidade de documentos de treinamento da classe 𝑐𝑗.
Na Equac¸a˜o 5.2, a func¸a˜o de penalidade 𝐾(𝑡𝑖) associada a cada termo pode
ser calculada da seguinte maneira:
𝐾(𝑡𝑖) =
1
(1 + 𝜇)− 𝐹 (𝑡𝑖) , (5.8)
onde 0 ≤ 𝐹 (𝑡𝑖) ≤ 1 corresponde a` pontuac¸a˜o de contribuic¸a˜o do termo 𝑡𝑖 e 𝜇 > 0 e´
uma constante usada para evitar que o denominador possa tornar-se igual a zero. Neste
trabalho, empiricamente determinou-se que 𝜇 = 10−3. A Figura 9 mostra como a func¸a˜o
de penalidade 𝐾(𝑡𝑖) varia de acordo com 𝐹 (𝑡𝑖).
O principal objetivo ao usar a func¸a˜o de penalidade 𝐾(𝑡𝑖) e´ aumentar a habi-
lidade do classificador em detectar as classes do problema. A ideia por tra´s dessa func¸a˜o
e´ fazer com que os termos com alta releva^ncia contribuam mais com 𝐿(𝑑|𝑐𝑗). Especifica-
mente, suponha que um termo 𝑡⋆ com alta pontuac¸a˜o de contribuic¸a˜o aparec¸a em va´rios
documentos de uma determinada classe (por exemplo, 𝑗 = 1), pore´m em poucos docu-
mentos das outras classes (𝑗 > 1). Enta˜o, 𝐿(𝑡⋆|𝑐1) sera´ menor que qualquer 𝐿(𝑡⋆|𝑐𝑗) para
𝑗 > 1. 𝐹 (𝑡⋆) e´ alto, portanto 𝐾(𝑡⋆) tambe´m e´ alto. Consequentemente, 𝐿(𝑡⋆|𝑐1) ×𝐾(𝑡⋆)
sera´ bem menor que 𝐿(𝑡⋆|𝑐𝑗)×𝐾(𝑡⋆) para 𝑗 > 1. Para termos com baixa representativi-
dade (𝐾(𝑡𝑖) pequeno), sua contribuic¸a˜o no valor de 𝐿(𝑑|𝑐𝑗) sera´ reduzida. E´ importante
notar que um termo com alta pontuac¸a˜o de contribuic¸a˜o na˜o possui necessariamente uma
alta freque^ncia.
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Figura 9 – Variac¸a˜o em 𝐾(𝑡𝑖) de acordo com 𝐹 (𝑡𝑖). A Figura 9b mostra a regia˜o cinza da
Figura 9a.
Qualquer te´cnica que retorne valores entre zero e um, tal como as te´cnicas mos-
tradas na Sec¸a˜o 5.1.2, pode ser usada para calcular 𝐹 (𝑡𝑖), desde que leve em considerac¸a˜o
a freque^ncia 𝜑𝑐𝑗 ,𝑡𝑖 do termo 𝑡𝑖 para cada classe 𝑐𝑗 obtida do conjunto de treinamento.
Os Algoritmos 5.1 e 5.2, respectivamente, sumarizam os esta´gios de treina-
mento e teste do MDLText. Em ambos, considera-se que os documentos de entrada sa˜o
representados por modelos espac¸o-vetoriais usando pesos TF-IDF.
O esta´gio de treinamento do MDLText (Algoritmo 5.1) consiste apenas na coleta
de informac¸o˜es dos documentos de treinamento, referentes aos pesos TF-IDF dos termos
e da freque^ncia de vezes em que eles aparecem em cada classe. Tais informac¸o˜es sa˜o
guardadas nas varia´veis 𝒯 , 𝑛, ?^?, 𝜑 e |?^?|, que formam o modelo de predic¸a˜o. A varia´vel 𝒯
armazena a lista dos termos que aparecem nos documentos de treinamento; 𝑛 armazena
os valores de 𝑛𝑐𝑗 ,𝑡𝑖 para todas as classes em 𝒞 e todos os termos em 𝒯 ; ?^? armazena os
valores de ?^?𝑐𝑗 para todas as classes em 𝒞; 𝜑 armazena a freque^ncia 𝜑𝑐𝑗 ,𝑡𝑖 para todos os
termos em 𝒯 e todas as classes em 𝒞; e |?^?| armazena os valores de |?^?𝑐𝑗 | para todas as
classes em 𝒞. Depois do treinamento, essas informac¸o˜es sa˜o usadas para a classificac¸a˜o de
dados na˜o rotulados, baseada no Algoritmo 5.2, onde e´ selecionada a classe com o menor
tamanho de descric¸a˜o.
As varia´veis 𝒯 , 𝑛, ?^?, 𝜑 e |?^?| compo˜em o modelo de predic¸a˜o, mas sa˜o entradas
opcionais no esta´gio de treinamento (Algoritmo 5.1), pois o me´todo proposto e´ natural-
mente adaptado para o aprendizado online e incremental. Portanto, se as varia´veis do
modelo de predic¸a˜o sa˜o dadas como entrada no Algoritmo 5.1, elas sa˜o atualizadas com
as informac¸o˜es obtidas pela ana´lise dos novos documentos de treinamento.
O co´digo fonte do me´todo MDLText, assim como todas as bases de dados tex-
tuais usadas nos experimentos, esta˜o dispon´ıveis publicamente na plataforma GitHub no
seguinte enderec¸o Web: ⟨https://github.com/renatoms88/MDLText⟩.
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Pseudoco´digo 5.1 Esta´gio de treinamento do me´todo MDLText
1: func¸a˜o mdl treinamento(𝒟⋆, 𝒞, 𝒯 , 𝑛, ?^?, 𝜑, |?^?|)
2: Entradas: 𝒟⋆ (conjunto de treinamento), 𝒞 (conjunto de todas as poss´ıveis classes),
𝒯 (lista de termos), 𝑛 (soma dos pesos de cada termo em 𝒯 para cada classe em 𝒞),
?^? (soma dos pesos em 𝑛 para cada classe em 𝒞), 𝜑 (freque^ncia de cada termo em
𝒯 para cada classe em 𝒞) e |?^?| (nu´mero de documentos para cada classe em 𝒞). Os
para^metros 𝒯 , 𝑛, ?^?, 𝜑 e |?^?| sa˜o opcionais.
3: Sa´ıdas: 𝒯 , 𝑛, ?^?, 𝜑 e |?^?|.
4: se 𝒯 , 𝑛, ?^?, 𝜑 e |?^?| na˜o forem apresentados enta˜o
5: 𝒯 ← ∅ ◁ Crie uma diciona´rio vazio.
6: |?^?∀𝑐| ← 0 ◁ Inicialize o nu´mero de documentos para cada classe em 𝒞.
7: fim se
8: para cada documento 𝑑 em 𝒟⋆ fac¸a
9: 𝑐← classe de 𝑑
10: |?^?𝑐| ← |?^?𝑐|+ 1 ◁ Nu´mero de documentos da classe 𝑐.
11: para cada termo 𝑡𝑖 in 𝑑 fac¸a
12: se 𝑡𝑖 na˜o estiver em 𝒯 enta˜o
13: 𝒯 ← 𝒯 ∪ 𝑡𝑖 ◁ Insira o termo 𝑡𝑖 no diciona´rio.
14: 𝑛∀𝑐,𝑡𝑖 ← 0 ◁ Inicialize a soma dos pesos de 𝑡𝑖 para cada classe em 𝒞.
15: ?^?∀𝑐 ← 0 ◁ Inicialize a soma dos pesos em 𝑛 para cada classe em 𝒞.
16: 𝜑∀𝑐,𝑡𝑖 ← 0 ◁ Inicialize a freque^ncia de 𝑡𝑖 para cada classe em 𝒞.
17: fim se
18: 𝑛𝑐,𝑡𝑖 ← 𝑛𝑐,𝑡𝑖 + ?^?(𝑡𝑖, 𝑑) ◁ Soma dos pesos de 𝑡𝑖 na classe 𝑐 (𝑛𝑐,𝑡𝑖 e´ uma
posic¸a˜o de 𝑛).
19: ?^?𝑐 ← ?^?𝑐 + 𝑛𝑐,𝑡𝑖 ◁ Soma dos pesos em dos pesos em 𝑛 para a classe 𝑐 (?^?𝑐 e´
uma posic¸a˜o de ?^?).
20: 𝜑𝑐,𝑡𝑖 ← 𝜑𝑐,𝑡𝑖 + 1 ◁ Freque^ncia do termo 𝑡𝑖 na classe 𝑐 (𝜑𝑐,𝑡𝑖 e´ uma posic¸a˜o
de 𝜑).
21: fim para
22: fim para
23: retorne 𝒯 , 𝑛, ?^?, 𝜑 e |?^?|
24: fim func¸a˜o
5.1.1 Ana´lise da complexidade computacional
O esta´gio de treinamento (Algoritmo 5.1) requer apenas uma passagem com-
pleta para cada documento. Portanto, com |𝒟⋆| documentos e ¯|𝑑| termos, onde ¯|𝑑| cor-
responde ao nu´mero me´dio de termos por documento, a complexidade e´ de ordem linear
𝒪(|𝒟⋆| × ¯|𝑑|).
No esta´gio de classificac¸a˜o (Algoritmo 5.2), para cada documento na˜o rotulado
𝑑, o MDLText calcula 𝐾(𝑡𝑖) examinando a freque^ncia de cada termo em 𝑑 para cada classe.
Em seguida, o valor de cada termo em cada classe e´ usado para calcular o tamanho
de descric¸a˜o de 𝑑. Finalmente, o valor de cada termo para cada classe e´ tambe´m usado
para calcular 𝑆(𝑑, 𝑐𝑗) e para penalizar o tamanho de descric¸a˜o de 𝑑. Consequentemente,
Cap´ıtulo 5. O me´todo MDLText 64
Pseudoco´digo 5.2 Esta´gio de classificac¸a˜o do me´todo MDLText
1: func¸a˜o mdl classificac¸a˜o(𝑑, 𝒞, 𝒯 , 𝑛, ?^?, 𝜑 e |?^?|)
2: Entradas: 𝑑 (documento na˜o rotulado), 𝒞 (conjunto de todas as poss´ıveis classes),
𝒯 (diciona´rio dos termos obtido no esta´gio de treinamento), 𝑛 (soma dos pesos de
cada termo em 𝒯 para cada classe em 𝒞), ?^? (soma dos pesos em 𝑛 para cada classe
em 𝒞), 𝜑 (freque^ncia de cada termo em 𝒯 para cada classe em 𝒞) e |?^?| (nu´mero de
documentos para cada classe em 𝒞).
3: Sa´ıda: 𝑐(𝑑) (a classe predita para o documento 𝑑).
4: para cada termo 𝑡𝑖 em 𝑑 fac¸a
5: se 𝑡𝑖 estiver em 𝒯 enta˜o
6: 𝐹 (𝑡𝑖)← pontuac¸a˜o do termo(𝑡𝑖, 𝜑∀𝑐,𝑡𝑖)
7: sena˜o
8: 𝐹 (𝑡𝑖)← 0
9: fim se
10: Baseado em 𝐹 (𝑡𝑖), use a Equac¸a˜o 5.8 para calcular 𝐾(𝑡𝑖).
11: fim para
12: para cada classe 𝑐𝑗 em 𝒞 fac¸a
13: 𝐿(𝑑|𝑐𝑗)← 0
14: para cada termo 𝑡𝑖 em 𝑑 fac¸a
15: se 𝑡𝑖 na˜o estiver em 𝒯 enta˜o
16: 𝑛𝑐𝑗 ,𝑡𝑖 ← 0
17: ?^?𝑐𝑗 ← 0
18: fim se
19: Baseado em 𝑛𝑐𝑗 ,𝑡𝑖 e ?^?𝑐𝑗 , use a Equac¸a˜o 5.4 para calcular 𝛽(𝑡𝑖|𝑐𝑗).
20: Baseado em 𝛽(𝑡𝑖|𝑐𝑗), use a Equac¸a˜o 5.3 para calcular 𝐿(𝑡𝑖, 𝑐𝑗).
21: 𝐿(𝑑|𝑐𝑗)← 𝐿(𝑑|𝑐𝑗) + 𝐿(𝑡𝑖, 𝑐𝑗)×𝐾(𝑡𝑖). ◁ Acumule a soma
dos tamanhos de descric¸a˜o dos termos penalizado pelas suas pontuac¸o˜es. Esta linha
de co´digo e´ uma parte da Equac¸a˜o 5.2.
22: Baseado em 𝑛𝑐𝑗 ,𝑡𝑖 e |?^?𝑐𝑗 |, use a Equac¸a˜o 5.7 para calcular 𝑐𝑗(𝑡𝑖) (essa varia´vel
e´ uma posic¸a˜o do vetor proto´tipo 𝑐𝑗).
23: fim para
24: fim para
25: para cada classe 𝑐𝑗 em 𝒞 fac¸a
26: Calcule a similaridade 𝑆(𝑑, 𝑐𝑗) entre 𝑑 e 𝑐𝑗 usando a Equac¸a˜o 5.6.
27: Baseado em 𝑆(𝑑, 𝑐𝑗), use a Equac¸a˜o 5.5 para calcular 𝑆(𝑑, 𝑐𝑗).
28: 𝐿(𝑑|𝑐𝑗)← 𝑆(𝑑, 𝑐𝑗)× 𝐿(𝑑|𝑐𝑗) ◁ Essa linha de co´digo e´ uma parte da
Equac¸a˜o 5.2 iniciada na linha 21.
29: fim para
30: 𝑐(𝑑) = argmin∀𝑐 𝐿(𝑑|𝑐𝑗) ◁ O ro´tulo da classe com o menor tamanho de descric¸a˜o.
31: retorne 𝑐(𝑑)
32: fim func¸a˜o
a complexidade computacional e´ da ordem de 𝒪(|𝒞| × ¯|𝑑| + |𝒞| × ¯|𝑑| + |𝒞| × ¯|𝑑|) ou
𝒪(3×|𝒞|× ¯|𝑑|), onde |𝒞| corresponde ao nu´mero de classes. Dado que 3× |𝒞| e´ constante,
a complexidade do esta´gio de classificac¸a˜o e´ assintoticamente de ordem linear 𝒪( ¯|𝑑|).
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5.1.2 Te´cnicas para calcular a pontuac¸a˜o dos termos
Conforme mencionado anteriormente, o MDLText pode ser combinado com
te´cnicas de atribuic¸a˜o de releva^ncia de termos. Elas retornam um valor que tenta refletir
a importa^ncia de cada termo na separac¸a˜o das classes do problema.
As te´cnicas avaliadas foram as seguintes: fatores de confide^ncia (CF – con-
fidence factors) (ASSIS et al., 2006), seletor de atributos distintivos (DFS – distin-
guishing feature selector) (UYSAL; GUNAL, 2012), ganho de informac¸a˜o (IG – informa-
tion gain) (SEBASTIANI, 2002; YANG; PEDERSEN, 1997), chi-quadrado (chi-square)
ou 𝜒2 (SEBASTIANI, 2002; YANG; PEDERSEN, 1997), coeficiente NGL (Ng-Goh-Low)
(NG et al., 1997), coeficiente GSS (Galavotti-Sebastiani-Simi) (GALAVOTTI et al., 2000)
e raza˜o de chances (OR – odds ratio) (SEBASTIANI, 2002; YANG; PEDERSEN, 1997).
Cada uma dessas func¸o˜es esta´ sumarizada na Tabela 7.
Tabela 7 – Func¸o˜es de ca´lculo de releva^ncia de atributos.
Te´cnica Equac¸a˜o
CF 𝐹 (𝑡𝑖) = 1|𝒞|−1 ×
∑︀
∀𝑗|𝑗 ̸=𝜏
⎛⎝(𝜑𝑐𝜏 ,𝑡𝑖−𝜑𝑐𝑗,𝑡𝑖)2+(𝜑𝑐𝜏 ,𝑡𝑖×𝜑𝑐𝑗,𝑡𝑖)− 𝜆1𝜑𝑐𝜏 ,𝑡𝑖+𝜑𝑐𝑗,𝑡𝑖
(𝜑𝑐𝜏 ,𝑡𝑖+𝜑𝑐𝑗,𝑡𝑖)
2
⎞⎠𝜆2
1+
(︁
𝜆3
𝜑𝑐𝜏 ,𝑡𝑖
+𝜑𝑐𝑗,𝑡𝑖
)︁
DFS 𝐹 (𝑡𝑖) =
∑︀
∀𝑗
𝑝(𝑐𝑗 |𝑡𝑖)
𝑝(𝑡𝑖|𝑐𝑗)+𝑝(𝑡𝑖|𝑐𝑗)+1
IG 𝐹 (𝑡𝑖) =
∑︀
∀𝑗 𝑝(𝑡𝑖, 𝑐𝑗)× log 𝑝(𝑡𝑖,𝑐𝑗)𝑝(𝑡𝑖)×𝑝(𝑐𝑗) + 𝑝(𝑡𝑖, 𝑐𝑗)× log
𝑝(𝑡𝑖,𝑐𝑗)
𝑝(𝑡𝑖)×𝑝(𝑐𝑗)
𝜒2 𝐹 (𝑡𝑖, 𝑐𝑗) = |𝒟
⋆|×[𝑝(𝑡𝑖,𝑐𝑗)×𝑝(𝑡𝑖,𝑐𝑗)−𝑝(𝑡𝑖,𝑐𝑗)×𝑝(𝑡𝑖,𝑐𝑗)]2
𝑝(𝑡𝑖)×𝑝(𝑡𝑖)×𝑝(𝑐𝑗)×𝑝(𝑐𝑗)
NGL 𝐹 (𝑡𝑖, 𝑐𝑗) =
√
|𝒟⋆|×[𝑝(𝑡𝑖,𝑐𝑗)×𝑝(𝑡𝑖,𝑐𝑗)−𝑝(𝑡𝑖,𝑐𝑗)×𝑝(𝑡𝑖,𝑐𝑗)]√
𝑝(𝑡𝑖)×𝑝(𝑡𝑖)×𝑝(𝑐𝑗)×𝑝(𝑐𝑗)
GSS 𝐹 (𝑡𝑖, 𝑐𝑗) = 𝑝(𝑡𝑘, 𝑐𝑖)× 𝑝(𝑡𝑘, 𝑐𝑖)− 𝑝(𝑡𝑘, 𝑐𝑖)× 𝑝(𝑡𝑘, 𝑐𝑖)
OR 𝐹 (𝑡𝑖, 𝑐𝑗) = 𝑝(𝑡𝑖,𝑐𝑗)×[1−𝑝(𝑡𝑖,𝑐𝑗)][1−𝑝(𝑡𝑖,𝑐𝑗)]×𝑝(𝑡𝑖,𝑐𝑗)
Na Tabela 7, na func¸a˜o da te´cnica CF, 𝜏 corresponde ao ı´ndice da classe mais
frequente; 𝑗 = 1, . . . , |𝒞| sa˜o os ı´ndices das |𝒞| classes; 𝜑𝑐𝜏 ,𝑡𝑖 e´ o nu´mero de documentos
que possuem o termo 𝑡𝑖 e que pertencem a` classe mais frequente e 𝜑𝑐𝑗 ,𝑡𝑖 e´ a quantidade
de documentos que possuem o termo 𝑡𝑖 e que pertencem a` classe 𝑐𝑗; e 𝜆1, 𝜆2, 𝜆3 sa˜o cons-
tantes que ajustam a velocidade de decaimento do fator de confide^ncia. Os valores usados
neste trabalho foram 𝜆1 = 0,25, 𝜆2 = 10,0, e 𝜆3 = 8,0, conforme proposto originalmente
por Assis et al. (2006). E´ importante ressaltar que a te´cnica CF foi originalmente con-
cebida apenas para problemas bina´rios, mas neste trabalho ela foi estendida para tratar
problemas multiclasse.
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Nas demais func¸o˜es, 𝑝(𝑐𝑗|𝑡𝑖) corresponde a` probabilidade condicional da classe
𝑐𝑗, dada a presenc¸a do termo 𝑡𝑖; 𝑝(𝑡𝑖|𝑐𝑗) e´ a probabilidade condicional da ause^ncia de
𝑡𝑖, dada a classe 𝑐𝑗; 𝑝(𝑡𝑖|𝑐𝑗) corresponde a` probabilidade condicional do termo 𝑡𝑖, dadas
as classes diferentes de 𝑐𝑗; 𝑝(𝑡𝑖|𝑐𝑗) corresponde a` probabilidade condicional da ause^ncia
do termo 𝑡𝑖, dadas as classes diferentes de 𝑐𝑗; e |𝒟⋆| e´ a quantidade de documentos de
treinamento.
A seguir, sa˜o apresentadas as faixas de valores que podem ser retornadas pelas
func¸o˜es apresentadas na Tabela 7.
∙ CF e IG: retornam valores entre zero e um. Valores mais pro´ximos de um indicam
que o termo tem boa contribuic¸a˜o na identificac¸a˜o da classe do problema.
∙ DFS : retorna valores entre 0 e 0,5. Valores mais pro´ximos de 0,5 significam que o
termo contribui mais para a identificac¸a˜o da classe do que termos com valores mais
pro´ximos de 0.
∙ 𝜒2: tem valor pro´ximo de zero quando o termo 𝑡𝑖 aparece frequentemente em muitas
classes e tem valor zero quando o termo 𝑡𝑖 e a classe 𝑐𝑗 sa˜o independentes. Por outro
lado, quando a ocorre^ncia do termo 𝑡𝑖 e da classe 𝑐𝑗 e´ altamente dependente, o 𝜒2
tem valor alto;
∙ NGL e GSS : se o termo 𝑡𝑖 aparece com freque^ncia em documentos da classe 𝑐𝑗, o
valor sera´ positivo. Se o termo aparece com freque^ncia para as outras classes, o valor
sera´ negativo.
∙ OR: gera valores entre zero e +∞. O valor um e´ neutro e valores pro´ximos ao
+∞ indicam que o termo 𝑡𝑖 aparece com freque^ncia para a classe 𝑐𝑗, enquanto
aparece com pouca freque^ncia em documentos de outras classes. Por outro lado,
valores pro´ximos a zero indicam que o termo 𝑡𝑖 aparece com pouca freque^ncia em
documentos da classe 𝑐𝑗, enquanto ocorre com freque^ncia nas outras classes. Para
que a OR na˜o gere valor infinito, no ca´lculo das probabilidades, somou-se um ao
nu´mero de documentos de treinamento de cada classe e a` freque^ncia de aparecimento
do termo em cada classe.
As te´cnicas 𝜒2, NGL, GSS e OR na˜o atribuem um valor global para cada
termo. Elas atribuem um valor para o termo 𝑡𝑖 relativo a cada classe. Diante disso, para
essas te´cnicas foi calculada uma pontuac¸a˜o global para o termo, selecionando o maior
valor, o que pode ser representado pela seguinte equac¸a˜o:
𝐹 (𝑡𝑖) =
|𝒞|max
𝑖=1
𝐹 (𝑡𝑖, 𝑐𝑗), (5.9)
Conforme mencionado anteriormente, o valor de 𝐹 (𝑡𝑖) deve estar no intervalo
0 ≤ 𝐹 (𝑡𝑖) ≤ 1. Para as te´cnicas que retornam um valor fora desse intervalo, foi realizada
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uma normalizac¸a˜o. Para isso foi usada a seguinte equac¸a˜o:
𝐹 (𝑡𝑖) =
𝐹 (𝑡𝑖)−𝑚𝑖𝑛𝐹
𝑚𝑎𝑥𝐹 −𝑚𝑖𝑛𝐹 , (5.10)
onde 𝑚𝑎𝑥𝐹 e 𝑚𝑖𝑛𝐹 sa˜o, respectivamente, o maior e o menor valor que poderia ser retor-
nado por 𝐹 (𝑡𝑖), dada a quantidade de exemplos de treinamento de cada classe.
Com o intuito de oferecer uma explicac¸a˜o dida´tica das diferenc¸as entre os
diversos me´todos de atribuic¸a˜o de pontuac¸a˜o para os termos, a Tabela 8 apresenta a
pontuac¸a˜o de 10 termos em um problema de classificac¸a˜o de 4 classes, cada uma com
100 documentos. As primeiras quatro colunas apresentam a freque^ncia de cada termo
(𝑡𝑖,∀𝑖 ∈ {1 . . . 10}) nos documentos de cada classe (𝑐𝑗,∀𝑗 ∈ {1 . . . 4}). E´ importante notar
que as freque^ncias foram atribu´ıdas empiricamente.
Tabela 8 – Pontuac¸a˜o dos termos calculada pelas te´cnicas CF, DFS, IG, 𝜒2, OR, NGL e
GSS.
𝑐1 𝑐2 𝑐3 𝑐4 CF DFS IG 𝜒2 OR NGL GSS
𝑡1 100 0 0 0 0.926 1.000 0.811 1.000 1.000 1.000 1.000
𝑡2 100 100 0 0 0.617 0.500 1.000 0.333 0.362 0.577 0.667
𝑡3 100 100 100 0 0.309 0.200 0.811 1.000 0.182 0.333 0.333
𝑡4 100 100 100 100 0.000 0.000 0.000 0.000 0.000 0.000 0.000
𝑡5 50 50 50 50 0.000 0.000 0.000 0.000 0.126 0.000 0.000
𝑡6 10 0 0 0 0.554 0.053 0.051 0.077 0.587 0.277 0.100
𝑡7 1 0 0 0 0.006 0.005 0.005 0.008 0.299 0.087 0.010
𝑡8 100 50 20 10 0.019 0.305 0.445 0.407 0.409 0.638 0.733
𝑡9 100 50 20 1 0.231 0.359 0.534 0.446 0.433 0.668 0.763
𝑡10 80 50 20 10 0.010 0.179 0.243 0.222 0.361 0.471 0.533
Pode ser observado que todos os me´todos atribuem uma pontuac¸a˜o alta para
termos que aparecem em muitos documentos de uma u´nica classe (𝑡1). Ale´m disso, as
te´cnicas CF e OR favorecem termos que aparecem em poucos documentos que pertencem
a uma u´nica classe (𝑡6), enquanto as te´cnicas DFS, IG, 𝜒2 e GSS retornam uma baixa
pontuac¸a˜o para o mesmo caso. A te´cnica NGL gera um valor intermedia´rio nesta situac¸a˜o,
se comparada a`s outras te´cnicas. Em resumo, enquanto as te´cnicas CF e OR favorecem a
exclusividade de um termo em documentos de uma dada classe, as te´cnicas DFS, IG, 𝜒2
e GSS tentam balancear a exclusividade e a freque^ncia de um termo em documentos que
pertencem a mesma classe.
Outro ponto a ser notado e´ que a te´cnica IG atribui a pontuac¸a˜o ma´xima
para termos que aparecem com bastante freque^ncia em metade das classes, enquanto
aparecem com pouca freque^ncia na outra metade (𝑡2). Ja´, os termos que aparecem com
exclusividade para uma u´nica classe, recebem uma pontuac¸a˜o inferior ao que e´ atribu´ıdo
pelas outras te´cnicas (𝑡1). Ale´m disso, a te´cnica IG e a 𝜒2 atribuem uma pontuac¸a˜o alta
para termos que aparecem com freque^ncia na maioria das classes, mas aparecem com
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pouca freque^ncia em apenas uma classe (𝑡3), ou seja, elas consideram que a ause^ncia do
termo e´ uma informac¸a˜o importante.
Os cena´rios representados pelos termos 𝑡4 e 𝑡5 tambe´m merecem destaque. A
maioria das te´cnicas atribu´ıram a mesma pontuac¸a˜o para esses termos. Pore´m, a te´cnica
OR atribuiu uma pontuac¸a˜o zero para o termo 𝑡4, enquanto deu uma pontuac¸a˜o maior
para o termo 𝑡5. Isso mostra que a te´cnica OR so´ considera um termo irrelevante quando
ele aparece em todos os documentos de treinamento e na mesma quantidade de vezes para
todas as classes. Por outro lado, para as demais te´cnicas, se a freque^ncia de ocorre^ncia do
termo e´ igual para todas as classe, ele e´ considerado irrelevante e recebe pontuac¸a˜o zero,
mesmo que na˜o tenha ocorrido em todos os documentos.
5.2 Considerac¸o˜es finais
Neste cap´ıtulo, foi apresentado o MDLText, um novo me´todo de categorizac¸a˜o
de texto baseado no princ´ıpio MDL. O me´todo proposto e´ multiclasse e pode ser usado
em problemas reais e dina^micos, ja´ que seu aprendizado e´ incremental. Ale´m disso, ele e´
simples de ser implementado e tambe´m e´ ra´pido, pois possui complexidade linear, tanto
no esta´gio de treinamento, quanto na predic¸a˜o.
O me´todo proposto realiza selec¸a˜o de modelo com base no princ´ıpio MDL, ou
seja, prioriza aquele que apresenta o menor tamanho de descric¸a˜o. Os poss´ıveis modelos
avaliados pelo MDLText sa˜o as poss´ıveis classes do problema. O tamanho da descric¸a˜o de
cada classe leva em conta a (1) similaridade entre o documento que esta´ sendo classificado
e um proto´tipo da classe, (2) uma penalidade para cada termo do documento baseado em
quanto cada termo pode ajudar na identificac¸a˜o da classe e (3) um peso condicional de
cada termo relativo a todos os outros termos que ja´ apareceram em documentos da classe.
As penalidades atribu´ıdas a`s classes com base na similaridade entre os proto´tipos
delas e do documento que sera´ classificado (𝑆(𝑑, 𝑐𝑗)) torna o me´todo mais robusto, pois o
ca´lculo do tamanho de descric¸a˜o deixa de considerar que os atributos sa˜o independentes.
A penalidade dada a cada termo (𝐾(𝑡𝑖)) faz com que os termos mais relevantes
tenham maior contribuic¸a˜o no ca´lculo do tamanho de descric¸a˜o das classes e ao mesmo
tempo na˜o menospreza as informac¸o˜es carregadas por termos menos relevantes. Ale´m
disso, o me´todo proposto flexibiliza o ca´lculo da pontuac¸a˜o de cada termo que e´ usada
para o ca´lculo da penalidade 𝐾(𝑡𝑖).
A interac¸a˜o entre as tre^s partes que compo˜e o ca´lculo do tamanho de descric¸a˜o
das classes no MDLText (Equac¸a˜o 5.2) pode fazer o me´todo ter maior sucesso em diferentes
problemas de categorizac¸a˜o de texto. Por exemplo, em problemas onde a similaridade entre
as classes e o documento que esta´ sendo classificado contenha pouca informac¸a˜o que ajude
na predic¸a˜o da classe, os pesos condicionais dos termos e as penalidades dos termos podem
ser suficientes para a identificac¸a˜o da classe correta. Em outros problemas, a similaridade
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entre as classes e o documento-alvo pode ser suficiente para a classificac¸a˜o correta, mesmo
que os pesos condicionais dos termos e as penalidades atribu´ıdas aos termos na˜o ajudem.
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6 Avaliac¸a˜o experimental
Neste cap´ıtulo, sa˜o detalhados os experimentos realizados para avaliar o desem-
penho do MDLText. Primeiramente, sa˜o descritas as configurac¸o˜es adotadas e as bases de
dados utilizadas. Em seguida, sa˜o apresentados os resultados nos cena´rios de aprendizado
offline e online.
Inicialmente, foi analisado o desempenho do MDLText usando diferentes te´cnicas
para calcular a pontuac¸a˜o dos termos. Posteriormente, a melhor te´cnica foi usada como
para^metro do MDLText e seus resultados foram comparados aos obtidos por me´todos tradi-
cionais de aprendizado offline e online, treinados por documentos de texto representados
pelos tre^s principais esquemas de pesos: TF, TF-IDF e bina´rio (Sec¸a˜o 3.1.3).
6.1 Metodologia
Foram realizados experimentos com 45 bases de dados consideradas bench-
marks na a´rea de categorizac¸a˜o de textos. Elas sa˜o pu´blicas, de grande porte e abragem
diversos domı´nios, tais como documentos me´dicos e cient´ıficos, ana´lise de sentimentos,
not´ıcias, emails, pa´ginas Web, entre outros (ROSSI et al., 2016; ZHANG et al., 2016). As
bases de dados utilizadas e as principais estat´ısticas sobre elas sa˜o apresentadas na Ta-
bela 9, onde |𝒟| e´ a quantidade de documentos de cada base, |𝒯 | corresponde ao nu´mero
de atributos (tamanho do vocabula´rio), |𝑆| indica o grau de esparsidade (porcentagem de
valores iguais a zero no modelo espac¸o-vetorial usado para representar os documentos),
𝜓 e IQR sa˜o, respectivamente, a mediana do nu´mero de termos por documento e a am-
plitude interquartil (do ingle^s, interquartile range) do nu´mero de termos por documento
e |𝒞| e´ o nu´mero de classes. A u´ltima coluna apresenta a quantidade de documentos de
cada classe.
Tabela 9 – Bases de dados textuais usadas nos experimentos (Continua).
Base de dados |𝒟| |𝒯 | |𝑆| 𝜓 IQR |𝒞| Tamanho das classes
20Newsgroups 18.828 45.433 99,8% 56,0 51,0 20 628, 775, 799, 910, 940, 961, 972, 973, 980, 981,
982, 985, 987, 990, 990, 991, 994, 994, 997, 999
7sectors 4.581 41.718 99,7% 102,0 105,0 7 300, 355, 399, 515, 949, 964, 1.099
ACM 3.493 60.767 98,8% 712,0 261,0 40 50, 69, 70, 71, 71, 71, 71, 72, 74, 75, 80, 81, 82,
82, 83, 84, 85, 86, 87, 89, 90, 91, 91, 92, 93, 93,
95, 96, 96, 98, 98, 98, 101, 102, 103, 104, 104,
104, 105, 106
CSTR 299 1.725 96,9% 52,0 31,8 4 25, 46, 100, 128
Dmoz-Business 18.500 8.302 99,9% 11,0 7,0 37 500 (cada classe)
Dmoz-Computers 9.500 5.010 99,8% 10,0 7,0 19 500 (cada classe)
Dmoz-Health 6.500 4.216 99,7% 12,0 6,0 13 500 (cada classe)
Dmoz-Science 6.000 4.820 99,8% 11,0 7,0 12 500 (cada classe)
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Tabela 9 – Bases de dados textuais usadas nos experimentos (Continuac¸a˜o).
Base de dados |𝒟| |𝒯 | |𝑆| 𝜓 IQR |𝒞| Tamanho das classes
Dmoz-Sports 13.500 5.681 99,8% 12,0 5,0 27 500 (cada classe)
Enron 13.199 18.193 99,7% 27,0 43,0 20 309, 339, 367, 370, 379, 397, 407, 420, 489,
526, 609, 657, 715, 715, 897, 1.022, 1.108, 1.122,
1.159, 1.192
Fbis 2.463 2.000 92,0% 112,0 110,8 17 38, 43, 46, 46, 46, 48, 65, 92, 94, 119, 121, 125,
139, 190, 358, 387, 506
Industry-Sector 8.817 21.489 99,6% 57,0 84,0 12 100, 282, 354, 397, 495, 505, 557, 635, 947, 959,
991, 2.595
Irish economic 1.660 8.658 98,7% 106,0 72,0 3 431, 574, 655
La1S 3.204 13.195 98,9% 104,0 155,5 6 273, 341, 354, 555, 738, 943
La2S 3.075 12.432 98,8% 112,0 157,0 6 248, 301, 375, 487, 759, 905
Latimes 6.279 10.019 99,6% 30,0 45,0 6 521, 642, 729, 1.042, 1.497, 1.848
NFS 10.524 3.887 99,8% 6,0 3,0 16 130, 201, 307, 345, 355, 402, 442, 524, 603, 647,
739, 889, 990, 1.202, 1.339, 1.409
New3s 9.558 26.832 99,1% 160,0 164,0 44 104, 105, 106, 110, 110, 115, 116, 120, 123, 124,
126, 130, 136, 139, 139, 141, 153, 159, 161, 171,
171, 174, 179, 181, 187, 196, 198, 211, 218, 238,
243, 253, 270, 276, 278, 281, 306, 326, 328, 330,
369, 493, 568, 696
Oh0 1.003 3.182 98,3% 52,0 27,0 10 51, 56, 57, 66, 71, 76, 115, 136, 181, 194
Oh10 1.050 3.238 98,3% 55,0 25,0 10 52, 60, 61, 70, 87, 116, 126, 148, 165, 165
Oh15 913 3.100 98,1% 59,0 25,0 10 53, 56, 56, 66, 69, 98, 98, 106, 154, 157
Oh5 918 3.012 98,2% 54,0 23,0 10 59, 61, 61, 72, 74, 85, 93, 120, 144, 149
Ohscal 11.162 11.465 99,5% 60,0 26,0 10 709, 764, 864, 1.001, 1.037, 1.159, 1.260, 1.297,
1.450, 1.621
Opinosis 6.457 2.692 99,7% 7,0 5,0 51 45, 45, 48, 51, 52, 56, 57, 59, 59, 60, 62, 64, 64,
67, 73, 76, 79, 80, 82, 86, 87, 88, 89, 90, 92, 96,
103, 104, 110, 111, 112, 116, 119, 125, 130, 142,
145, 153, 155, 157, 159, 166, 171, 181, 191, 241,
266, 284, 304, 377, 528
Pubmed-Cancer 65.991 28.328 99,7% 71,0 24,0 12 104, 433, 557, 926, 2.220, 2.407, 2.848, 6.676,
7.390, 9.177, 15.603, 17.650
Pubmed-Cancer-2000 18.355 14.424 99,6% 67,0 31,0 12 139, 483, 631, 1.102, 2.000, 2.000, 2.000, 2.000,
2.000, 2.000, 2.000, 2.000
RCV1 23.983 60.355 99,8% 81,0 81,0 4 2.032, 5.746, 6.262, 9.943
RCV2-Italian 13.555 18.937 99,7% 55,0 22,0 4 281, 1.581, 3.827, 7.866
RCV2-Portuguese 3.974 9.341 99,1% 74,0 45,0 4 50, 129, 842, 2.953
RCV2-Spanish 12.388 19.472 99,7% 56,0 23,0 4 30, 1.038, 1.324, 9.996
Re0 1.504 2.886 98,2% 34,0 50,5 13 11, 15, 16, 20, 37, 38, 39, 42, 60, 80, 219, 319,
608
Re1 1.657 3.758 98,6% 41,0 38,0 25 10, 13, 15, 17, 18, 18, 19, 19, 20, 20, 27, 31, 31,
32, 37, 42, 48, 50, 60, 87, 99, 106, 137, 330, 371
Re8 7.674 8.900 99,6% 25,0 28,0 8 51, 144, 271, 293, 326, 374, 2.292, 3.923
Reuters 8.246 20.529 99,7% 43,0 32,0 10 116, 143, 158, 161, 285, 307, 361, 408, 2.362,
3.945
Reviews 4.069 22.926 99,2% 175,0 140,0 5 137, 412, 999, 1.133, 1.388
Techtc300-1092-135724 1.008 30.903 99,4% 120,0 178,0 2 499, 509
Techtc300-1092-789236 1.097 31.623 99,3% 97,0 143,0 2 509, 588
Tr11 414 6.429 95,6% 145,0 176,0 9 6, 11, 20, 21, 29, 52, 69, 74, 132
Tr12 313 5.804 95,3% 149,0 167,0 8 9, 29, 29, 30, 34, 35, 54, 93
Tr21 336 7.902 94,1% 248,0 248,0 6 4, 9, 16, 35, 41, 231
Tr23 204 5.832 93,4% 169,5 188,0 6 6, 11, 15, 36, 45, 91
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Tabela 9 – Bases de dados textuais usadas nos experimentos (Conclusa˜o).
Base de dados |𝒟| |𝒯 | |𝑆| 𝜓 IQR |𝒞| Tamanho das classes
Tr31 927 10.128 97,3% 173,0 153,8 7 2, 21, 63, 111, 151, 227, 352
Tr41 878 7.454 97,4% 149,0 147,0 10 9, 18, 26, 33, 35, 83, 95, 162, 174, 243
Tr45 690 8.261 96,6% 199,0 189,0 10 14, 18, 36, 47, 63, 67, 75, 82, 128, 160
Trec7-3000 6.000 100.463 99,8% 57,0 88,0 2 3.000 (cada classe)
Para dar credibilidade aos resultados e tornar os experimentos reprodut´ıveis,
abaixo sa˜o apresentadas as configurac¸o˜es adotadas, incluindo o pre´-processamento, ajuste
de para^metros, treinamento, classificac¸a˜o e medidas de desempenho.
6.1.1 Pre´-processamento e tokenizac¸a˜o
Os documentos das bases de dados 7sectors sa˜o pa´ginas HTML. Por isso, foi
feita a extrac¸a˜o do conteu´do dessas pa´ginas (parser) por meio da biblioteca Beautiful
Soup1 dispon´ıvel para Python.
Para a base de dados Reuters-21578 foram removidos os documentos que na˜o
sa˜o rotulados e tambe´m aqueles que sa˜o rotulados como pertencentes a mais de um to´pico
ou classe. Enta˜o, foram selecionados os documentos dos dez to´picos mais frequentes.
As bases de dados RCV1 e RCV2 conte´m documentos organizados em tre^s
categorias: industry, region, e codes. Apenas a categoria codes foi analisada. Essa cate-
goria e´ organizada em quatro grupos hiera´rquicos: CCAT (Corporate/Industrial), ECAT
(Economics), GCAT (Government/Social) e MCAT (Markets). Foram removidos os do-
cumentos que na˜o sa˜o atribu´ıdos a nenhum grupo hiera´rquico ou aqueles associados a
mais de um grupo. Ale´m disso, para a base de dados RCV1, foram selecionados apenas
os documentos publicados entre 20 de agosto de 1996 e 04 de setembro de 1996.
Para as bases de dados 7sectors, TechTC-300, Reuters-21578, RCV1 e RCV2,
todos os textos foram convertidos para letras minu´sculas. Ale´m disso, foi aplicada es-
temizac¸a˜o e foram removidas as stopwords, utilizando-se a biblioteca NLTK (Natural
Language Toolkit)2 dispon´ıvel para Python. Na etapa de tokenizac¸a˜o, os delimitado-
res utilizados foram quaisquer caracteres na˜o alfanume´ricos.
As demais bases de dados foram descritas e preprocessadas por Rossi et al.
(2013) e Rossi et al. (2016). Elas foram disponibilizadas pelos autores na forma de modelos
espac¸o-vetoriais gerados apo´s aplicarem estemizac¸a˜o e removerem as stopwords.
1 A biblioteca Beautiful Soup esta´ dispon´ıvel em ⟨http://www.crummy.com/software/BeautifulSoup/
⟩. Acessado em: 19/01/2017.
2 A biblioteca NLTK (Natural Language Toolkit) esta´ dispon´ıvel em ⟨http://www.nltk.org/⟩. Aces-
sado em: 19/01/2017.
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6.1.2 Avaliac¸a˜o
O MDLText foi testado em duas tarefas de classificac¸a˜o: aprendizado offline e
aprendizado online. No aprendizado offline, todos os exemplos de treinamento sa˜o apre-
sentados ao me´todo de classificac¸a˜o de uma u´nica vez e este cria um modelo de predic¸a˜o
global para classificar dados na˜o conhecidos. Por outro lado, no aprendizado online, e´
apresentado um exemplo por vez e o modelo de predic¸a˜o e´ criado de forma incremental.
O objetivo desses experimentos foi verificar o desempenho geral do MDLText
e, portanto, os resultados do me´todo proposto foram comparados com os resultados de
va´rios me´todos estado-da-arte em categorizac¸a˜o de texto em ambos os cena´rios.
Para comparar os resultados, foi usada a macro F-medida que e´ amplamente
utilizada na literatura em problemas de classificac¸a˜o multiclasse. Para maiores detalhes
dessa medida de desempenho, consulte a Sec¸a˜o 2.4.
6.1.3 Me´todos de aprendizado offline
Neste trabalho, os resultados obtidos pelo MDLText foram comparados com os
resultados obtidos pelos seguintes me´todos consolidados de aprendizado offline: NB mul-
tinomial (M.NB) (MCCALLUM; NIGAM, 1998), NB Bernoulli (B.NB) (MCCALLUM;
NIGAM, 1998), Rocchio (ROCCHIO, 1971; MANNING et al., 2009), SVM (BOSER et al.,
1992; CORTES; VAPNIK, 1995), KNN (COVER; HART, 1967), DT (CART) (BREIMAN
et al., 1984a) e RF (BREIMAN, 2001). Eles sa˜o amplamente utilizados como baseline em
trabalhos de categorizac¸a˜o de texto e outros tipos de problemas bina´rios e multiclasse
(LEWIS; RINGUETTE, 1994; JOACHIMS, 1998; YU; XU, 2008; ALMEIDA et al., 2011;
WU et al., 2014; APHINYANAPHONGS et al., 2014; ROSSI et al., 2016; ALMEIDA et
al., 2016). Ale´m disso, a maioria deles foi listada entre os mais influentes me´todos de
aprendizado de ma´quina (WU et al., 2008).
O me´todo proposto nesta tese tambe´m foi comparado com uma versa˜o simpli-
ficada dele, onde as func¸o˜es 𝑆(𝑑, 𝑐𝑗) e 𝐾(𝑡𝑖) foram removidas da Equac¸a˜o 5.2. Esse me´todo
simplificado sera´ chamado apenas de MDL no decorrer desta tese. O objetivo e´ verificar
se as func¸o˜es 𝑆(𝑑, 𝑐𝑗) e 𝐾(𝑡𝑖) aumentam a capacidade de predic¸a˜o do MDLText.
Os me´todos M.NB, B.NB, Rocchio, KNN, DT e RF foram implementados em
Python usando a biblioteca scikit-learn Library3. Os me´todos MDL e MDLText foram
implementados em C++. Ja´, o me´todo SVM foi implementado usando a biblioteca LibSVM4
para C++. Ale´m disso, a func¸a˜o de kernel usada no me´todo SVM foi a linear pois, como a
dimensionalidade do espac¸o de atributos e´ normalmente muito alta, em geral, o me´todo
3 A biblioteca scikit-learn Library esta´ dispon´ıvel em ⟨http://scikit-learn.org/⟩. Acessado em:
23/01/2017.
4 A biblioteca LibSVM esta´ dispon´ıvel em ⟨https://www.csie.ntu.edu.tw/∼cjlin/libsvm/⟩. Acessado em:
23/01/2017.
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SVM com kernel linear obte´m os melhores resultados, se comparado a`s outras func¸o˜es de
kernel dispon´ıveis (HSU; LIN, 2002).
O desempenho de alguns me´todos de categorizac¸a˜o de texto pode ser bastante
afetado pelo tipo de peso escolhido para representar os documentos. Portanto, para os
me´todos DT, M.NB, KNN, RF e SVM foi feita uma busca em grade usando validac¸a˜o
cruzada k-fold estratificada (variac¸a˜o do k-fold tradicional que preserva a proporc¸a˜o de
exemplos em cada classe) com 𝑘 = 5 para encontrar o melhor esquema de pesos (bina´rio,
TF ou TF-IDF). Para os me´todos MDL, MDLText e Rocchio foi usada apenas a repre-
sentac¸a˜o TF-IDF, enquanto para o me´todo B.NB foi usada a representac¸a˜o textual bina´ria,
pois esses esquemas de representac¸a˜o ja´ sa˜o intr´ınsecos a esses me´todos.
O desempenho dos me´todos KNN, RF, SVM, MDL e MDLText tambe´m pode ser
bastante afetado pela escolha dos seus para^metros. Diante disso, foi realizada uma busca
em grade para encontrar o melhor valor para o custo, que e´ o para^metro de regularizac¸a˜o do
SVM, para o nu´mero de vizinhos do KNN, para o nu´mero de a´rvores usadas pelo RF e para
o para^metro |Ω| usado pelo MDL e pelo MDLText. Para os outros me´todos avaliados, foram
usados os para^metros padro˜es de suas respectivas bibliotecas, com excec¸a˜o do me´todo
Rocchio, onde em vez de usar a medida de dista^ncia padra˜o, que e´ a dista^ncia euclidiana,
foi usada a dista^ncia de cosseno.
Essas configurac¸o˜es foram adotadas para assegurar que, para cada base de
dados, a melhor representac¸a˜o textual e os melhores para^metros fossem selecionados para
cada me´todo. Enta˜o, para cada base de dados, o objetivo foi obter o melhor desempenho
dos me´todos avaliados nos experimentos.
6.1.4 Me´todos de aprendizado online
O desempenho do MDLText tambe´m foi comparado aos seguintes me´todos bem
conhecidos de aprendizado online: M.NB (MCCALLUM; NIGAM, 1998), B.NB (MC-
CALLUM; NIGAM, 1998), Perceptron (FREUND; SCHAPIRE, 1999), SGD(ZHANG,
2004), ROMMA (LI; LONG, 2002) e OGD (ZINKEVICH, 2003).
Assim como nos experimentos com aprendizado offline, no cena´rio online, o
desempenho do MDLText foi comparado ao desempenho do me´todo MDL, que e´ uma
versa˜o simplificada do me´todo apresentado nesta tese, conforme explicado na Sec¸a˜o 6.1.3.
Os me´todos M.NB, B.NB, Perceptron e SGD foram implementados em Python
usando a biblioteca scikit-learn. Os me´todos OGD e ROMMA foram implementados
em MATLAB usando func¸o˜es da biblioteca LIBOL5 (foram usadas as verso˜es multiclasse dos
dois me´todos que esta˜o dispon´ıveis na biblioteca LIBOL) (HOI et al., 2014). Ja´, o MDL e
o MDLText foram implementados em C++.
5 A biblioteca LIBOL esta´ dispon´ıvel em: ⟨http://libol.stevenhoi.org/⟩. Acessado em: 19/01/2017.
Cap´ıtulo 6. Avaliac¸a˜o experimental 75
Uma busca em grade tambe´m foi usada para encontrar o melhor esquema de
representac¸a˜o dos textos, assim como foi feito nos experimentos com aprendizado offline.
Para os me´todos MDL e MDLText foi usado o esquema de representac¸a˜o TF-IDF em
todos os experimentos e uma busca em grade foi usada para encontrar o melhor valor
do para^metro |Ω|. Por fim, para o me´todo B.NB, foi usado o esquema de representac¸a˜o
bina´ria.
Todos os experimentos foram executados em um computador com processador
Intel Core i7 2.93 GHz, memo´ria RAM de 8 GB e sistema operacional Ubuntu 14.04.
6.2 Experimentos e resultados
Nesta sec¸a˜o, sa˜o descritos os resultados obtidos nos experimentos com apren-
dizado offline e aprendizado online.
6.2.1 Aprendizado offline
Antes de comparar o MDLText a outros me´todos de aprendizado offline, foi
analisado o seu desempenho usando diferentes te´cnicas para calcular a pontuac¸a˜o dos
termos (Sec¸a˜o 5.1.2).
6.2.1.1 Avaliac¸a˜o do MDLText usando diferentes te´cnicas de pontuac¸a˜o de termos
A Tabela 10 mostra os resultados obtidos pelo MDLText para cada uma das
45 bases de dados usando diferentes te´cnicas para calcular a pontuac¸a˜o dos termos. Os
resultados foram obtidos usando validac¸a˜o cruzada 5-fold estratificada e calculados pela
me´dia da macro F-medida obtida nos experimentos com os cinco folds. Para facilitar a
comparac¸a˜o dos resultados, os valores sa˜o apresentados usando um mapa de calor em tons
de cinza onde, para cada base de dados, quanto melhor e´ a macro F-medida, mais escura
e´ a ce´lula da tabela. Ale´m disso, os valores em negrito indicam o melhor resultado.
Tabela 10 – Macro F-medida obtida pelo me´todo MDLText usando diferentes te´cnicas para
o ca´lculo da pontuac¸a˜o dos termos em um cena´rio de classificac¸a˜o offline. Os
valores sa˜o apresentados usando um mapa de calor em tons de cinza onde,
para cada base de dados, quanto melhor e´ a macro F-medida, mais escura e´ a
ce´lula da tabela. Os valores em negrito indicam o melhor resultado por base
de dados (Continua).
MDLText MDLText MDLText MDLText MDLText MDLText MDLText
CF DFS GSS IG NGL OR 𝜒2
20Newsgroups 0,920 0,918 0,921 0,920 0,919 0,920 0,919
7Sectors 0,912 0,912 0,908 0,904 0,906 0,908 0,909
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Tabela 10 – Macro F-medida obtida pelo me´todo MDLText usando diferentes te´cnicas para
o ca´lculo da pontuac¸a˜o dos termos em um cena´rio de classificac¸a˜o offline. Os
valores sa˜o apresentados usando um mapa de calor em tons de cinza onde,
para cada base de dados, quanto melhor e´ a macro F-medida, mais escura e´ a
ce´lula da tabela. Os valores em negrito indicam o melhor resultado por base
de dados (Continuac¸a˜o).
MDLText MDLText MDLText MDLText MDLText MDLText MDLText
CF DFS GSS IG NGL OR 𝜒2
ACM 0,827 0,823 0,829 0,829 0,824 0,829 0,830
CSTR 0,884 0,883 0,887 0,893 0,891 0,898 0,871
Dmoz-Business 0,696 0,693 0,694 0,690 0,693 0,692 0,690
Dmoz-Computers 0,710 0,701 0,701 0,702 0,699 0,703 0,700
Dmoz-Health 0,828 0,814 0,819 0,815 0,818 0,820 0,821
Dmoz-Science 0,740 0,731 0,736 0,735 0,737 0,735 0,737
Dmoz-Sports 0,888 0,875 0,875 0,875 0,878 0,881 0,875
Enron 0,719 0,719 0,720 0,719 0,718 0,719 0,719
Fbis 0,786 0,785 0,782 0,789 0,793 0,793 0,794
Industry-Sector 0,813 0,803 0,806 0,807 0,804 0,806 0,798
Irish economic 0,670 0,672 0,670 0,666 0,679 0,664 0,666
La1S 0,875 0,875 0,870 0,870 0,877 0,873 0,873
La2S 0,885 0,882 0,884 0,880 0,877 0,877 0,882
Latimes 0,848 0,846 0,844 0,846 0,847 0,846 0,847
NFS 0,848 0,843 0,843 0,839 0,847 0,846 0,843
New3S 0,857 0,861 0,857 0,855 0,858 0,860 0,860
Oh0 0,920 0,923 0,910 0,912 0,917 0,915 0,909
Oh10 0,831 0,812 0,801 0,819 0,796 0,813 0,815
Oh15 0,852 0,845 0,858 0,856 0,858 0,857 0,856
Oh5 0,911 0,915 0,892 0,902 0,892 0,906 0,892
Ohscal 0,780 0,775 0,775 0,773 0,774 0,774 0,772
Opinosis 0,669 0,670 0,662 0,657 0,662 0,664 0,657
Pubmed-Cancer 0,926 0,922 0,910 0,909 0,913 0,915 0,911
Pubmed-Cancer-2000 0,847 0,835 0,824 0,824 0,825 0,831 0,824
RCV1 0,926 0,926 0,927 0,926 0,925 0,927 0,925
Rcv2-Italian 0,799 0,791 0,791 0,790 0,795 0,794 0,795
Rcv2-Portuguese 0,789 0,780 0,781 0,789 0,798 0,780 0,780
Rcv2-Spanish 0,821 0,832 0,845 0,803 0,857 0,842 0,850
Re0 0,811 0,822 0,822 0,803 0,816 0,799 0,800
Re1 0,815 0,810 0,816 0,796 0,802 0,809 0,804
Re8 0,919 0,912 0,911 0,908 0,911 0,913 0,907
Reuters 0,916 0,911 0,910 0,909 0,912 0,914 0,914
Reviews 0,902 0,899 0,896 0,901 0,902 0,900 0,901
Techtc300-1092-135724 0,977 0,976 0,973 0,969 0,973 0,971 0,974
Techtc300-1092-789236 0,990 0,974 0,978 0,978 0,977 0,979 0,977
Tr11 0,849 0,855 0,839 0,841 0,860 0,848 0,829
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Tabela 10 – Macro F-medida obtida pelo me´todo MDLText usando diferentes te´cnicas para
o ca´lculo da pontuac¸a˜o dos termos em um cena´rio de classificac¸a˜o offline. Os
valores sa˜o apresentados usando um mapa de calor em tons de cinza onde,
para cada base de dados, quanto melhor e´ a macro F-medida, mais escura e´ a
ce´lula da tabela. Os valores em negrito indicam o melhor resultado por base
de dados (Conclusa˜o).
MDLText MDLText MDLText MDLText MDLText MDLText MDLText
CF DFS GSS IG NGL OR 𝜒2
Tr12 0,877 0,903 0,891 0,883 0,883 0,866 0,870
Tr21 0,865 0,860 0,880 0,831 0,859 0,878 0,880
Tr23 0,933 0,926 0,929 0,918 0,911 0,912 0,898
Tr31 0,823 0,831 0,827 0,828 0,828 0,828 0,826
Tr41 0,892 0,924 0,920 0,933 0,920 0,922 0,903
Tr45 0,904 0,906 0,908 0,905 0,906 0,909 0,894
Trec7-3000 0,981 0,976 0,978 0,977 0,975 0,978 0,977
Conforme mostrado na Tabela 10, o MDLText, em geral, obteve melhores resul-
tados quando a te´cnica CF foi utilizada. Pore´m, na maioria das bases de dados, a diferenc¸a
entre os valores da macro F-medida obtidos pelas diferentes te´cnicas foi pequena. Em ge-
ral, a diferenc¸a entre a melhor macro F-medida e a pior e´ inferior a 0,02.
Para facilitar a comparac¸a˜o dos resultados e verificar se alguma das te´cnicas
avaliadas foi significativamente melhor que as demais, foi realizada uma ana´lise estat´ıstica
usando o teste na˜o parame´trico de Friedman, seguindo cuidadosamente a metodologia
descrita em Demsˇar (2006). Para cada te´cnica, a Figura 10 apresenta o ranking me´dio de
cada me´todo de acordo com a macro F-medida, onde rankings com me´dias mais baixas
indicam melhor desempenho.
Seja 𝑘 o nu´mero de modelos ou grupos avaliados, 𝑞 o nu´mero de observac¸o˜es e
𝑅𝑗 a me´dia dos rankings do 𝑗-e´simo modelo ou grupo avaliado. O teste de Friedman verifica
se a hipo´tese nula, que afirma que todos os me´todos possuem desempenhos equivalentes,
pode ser rejeitada. Para isso, e´ empregada a seguinte equac¸a˜o:
𝜒2𝐹 =
12× 𝑞
𝑘 × (𝑘 + 1) ×
𝑘∑︁
𝑗=1
(︃
𝑅2𝑗 −
𝑘 + 1
2
)︃2
. (6.1)
A hipo´tese nula e´ rejeitada se o valor cr´ıtico na distribuic¸a˜o 𝜒2, com 𝑘 − 1
graus de liberdade, e´ menor que 𝜒2𝐹 (DEMSˇAR, 2006). Para um intervalo de confianc¸a
𝛼 = 0,05, 𝑘 = 7 e 𝑞 = 45, o valor cr´ıtico e´ 1,640. Portanto, como 𝜒2𝐹 = 32,036, a hipo´tese
nula pode ser rejeitada.
Uma vez que a hipo´tese nula po^de ser rejeitada, foi realizado o teste post-
hoc para comparar o desempenho individual das te´cnicas. Para isso, foi usado o teste de
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Figura 10 – Me´dia dos rankings do MDLText usando diferentes te´cnicas de pontuac¸a˜o de
termos em um cena´rio de classificac¸a˜o offline e diferenc¸as cr´ıticas calculadas
usando o teste post-hoc de Bonferroni-Dunn.
Bonferroni-Dunn que afirma que os desempenhos de dois me´todos sa˜o significativamente
divergentes se a diferenc¸a entre as me´dias dos rankings deles for maior ou igual a uma
diferenc¸a cr´ıtica calculada pela seguinte equac¸a˜o (GARCI´A et al., 2009; DEMSˇAR, 2006):
𝐶𝐷 = 𝑞𝛼 ×
√︃
𝑘 × (𝑘 + 1)
6× 𝑞 , (6.2)
onde 𝑞𝛼 corresponde ao valor cr´ıtico apresentado em Demsˇar (DEMSˇAR, 2006, pa´g. 12).
Para um intervalo de confianc¸a 𝛼 = 0,05, a diferenc¸a cr´ıtica foi igual a 1,202.
Na Figura 10, a diferenc¸a cr´ıtica e´ ilustrada pelas barras verticais que esta˜o
abaixo e acima dos rankings me´dios. Pode ser observado que o limite superior da barra
referente ao MDLText (CF) esta´ abaixo do ranking me´dio das te´cnicas DFS, GSS, NGL,
𝜒2 e IG. Isso significa que a diferenc¸a entre o ranking me´dio do MDLText (CF) e de
cada uma dessas te´cnicas e´ maior do que a diferenc¸a cr´ıtica. Portanto, existe evide^ncia
estat´ıstica suficiente para poder afirmar que o desempenho do MDLText usando a te´cnica
CF foi superior ao desempenho obtido quando as te´cnicas DFS, GSS, NGL, 𝜒2 e IG
foram usadas. Pore´m, na˜o existe evide^ncia estat´ıstica para afirmar que o desempenho
obtido usando a te´cnica CF foi superior ao desempenho obtido com a te´cnica OR. Apesar
disso, como o MDLText obteve o menor ranking me´dio quando foi usada a te´cnica CF, ela
foi utilizada em todos os experimentos posteriores.
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6.2.1.2 Comparac¸a˜o do MDLText com outros me´todos de classificac¸a˜o
A Tabela 11 apresenta os resultados obtidos pelos me´todos para cada uma das
45 bases de dados. Os resultados foram calculados usando a macro F-medida e validac¸a˜o
cruzada 5-fold estratificada. Os valores tambe´m sa˜o apresentados usando um mapa de
calor em tons de cinza e os valores em negrito indicam o melhor resultado.
Tabela 11 – Macro F-medida obtida por cada me´todo na classificac¸a˜o dos textos de cada
base de dados usando validac¸a˜o cruzada 5-fold estratificada (Continua).
B.NB DT KNN M.NB MDL MDLText RF Rocchio SVM
20Newsgroups 0,813 0,686 0,864 0,895 0,913 0,920 0,860 0,867 0,927
7Sectors 0,548 0,810 0,920 0,855 0,889 0,912 0,890 0,885 0,957
ACM 0,653 0,643 0,776 0,774 0,828 0,827 0,843 0,814 0,883
CSTR 0,722 0,668 0,871 0,885 0,852 0,884 0,763 0,883 0,863
Dmoz-Business 0,665 0,488 0,683 0,698 0,648 0,696 0,632 0,649 0,703
Dmoz-Computers 0,682 0,529 0,685 0,705 0,670 0,710 0,656 0,667 0,710
Dmoz-Health 0,795 0,718 0,813 0,821 0,793 0,828 0,799 0,793 0,850
Dmoz-Science 0,700 0,557 0,695 0,737 0,696 0,740 0,676 0,707 0,732
Dmoz-Sports 0,830 0,816 0,835 0,851 0,811 0,888 0,882 0,854 0,908
Enron 0,523 0,578 0,692 0,709 0,722 0,719 0,681 0,689 0,734
Fbis 0,609 0,644 0,713 0,739 0,739 0,786 0,783 0,789 0,858
Industry-Sector 0,462 0,506 0,695 0,740 0,778 0,813 0,693 0,746 0,903
Irish economic 0,659 0,503 0,611 0,653 0,656 0,670 0,647 0,672 0,676
La1S 0,763 0,728 0,825 0,857 0,878 0,875 0,843 0,864 0,899
La2S 0,782 0,753 0,858 0,876 0,873 0,885 0,856 0,869 0,904
Latimes 0,792 0,697 0,805 0,828 0,841 0,848 0,795 0,824 0,849
NFS 0,655 0,698 0,782 0,827 0,815 0,848 0,780 0,782 0,840
New3S 0,473 0,703 0,797 0,802 0,816 0,857 0,854 0,852 0,909
Oh0 0,711 0,793 0,888 0,873 0,860 0,920 0,895 0,919 0,902
Oh10 0,667 0,721 0,776 0,765 0,771 0,831 0,820 0,812 0,813
Oh15 0,677 0,739 0,813 0,822 0,784 0,852 0,840 0,864 0,851
Oh5 0,737 0,828 0,853 0,863 0,806 0,911 0,891 0,908 0,910
Ohscal 0,720 0,676 0,724 0,737 0,723 0,780 0,793 0,779 0,801
Opinosis 0,204 0,577 0,581 0,578 0,522 0,669 0,617 0,673 0,626
Pubmed-Cancer 0,667 0,936 0,598 0,762 0,684 0,926 0,841 0,903 0,944
Pubmed-Cancer-2000 0,645 0,862 0,598 0,730 0,658 0,847 0,850 0,831 0,872
RCV1 0,835 0,858 0,922 0,928 0,929 0,926 0,926 0,891 0,963
Rcv2-Italian 0,739 0,754 0,845 0,804 0,809 0,799 0,820 0,770 0,868
Rcv2-Portuguese 0,694 0,680 0,795 0,793 0,782 0,789 0,723 0,797 0,838
Rcv2-Spanish 0,678 0,725 0,828 0,705 0,841 0,821 0,844 0,788 0,875
Re0 0,280 0,619 0,760 0,712 0,711 0,811 0,714 0,823 0,865
Re1 0,237 0,742 0,718 0,693 0,671 0,815 0,682 0,807 0,780
Re8 0,604 0,822 0,865 0,907 0,884 0,919 0,850 0,883 0,943
Reuters 0,472 0,845 0,889 0,907 0,884 0,916 0,874 0,874 0,953
Reviews 0,769 0,840 0,905 0,907 0,894 0,902 0,884 0,894 0,933
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Tabela 11 – Macro F-medida obtida por cada me´todo na classificac¸a˜o dos textos de cada
base de dados usando validac¸a˜o cruzada 5-fold estratificada (Conclusa˜o).
B.NB DT KNN M.NB MDL MDLText RF Rocchio SVM
Techtc300-1092-135724 0,896 0,954 0,953 0,960 0,982 0,977 0,948 0,968 0,975
Techtc300-1092-789236 0,892 0,972 0,976 0,976 0,985 0,990 0,968 0,960 0,977
Tr11 0,338 0,684 0,646 0,698 0,754 0,849 0,675 0,789 0,749
Tr12 0,481 0,794 0,780 0,806 0,801 0,877 0,774 0,896 0,854
Tr21 0,355 0,649 0,754 0,582 0,651 0,865 0,442 0,886 0,648
Tr23 0,273 0,843 0,827 0,794 0,871 0,933 0,650 0,931 0,888
Tr31 0,531 0,774 0,783 0,784 0,795 0,823 0,818 0,822 0,833
Tr41 0,546 0,861 0,918 0,908 0,880 0,892 0,833 0,905 0,934
Tr45 0,607 0,839 0,821 0,807 0,854 0,904 0,836 0,880 0,871
Trec7-3000 0,698 0,970 0,977 0,973 0,975 0,981 0,990 0,954 0,995
Os resultados indicam que o me´todo SVM obteve os melhores resultados na
maioria das bases de dados. Pore´m, o MDLText obteve um desempenho superior a todos
os outros me´todos, com excec¸a˜o do SVM, em 21 bases de dados. Ale´m disso, o MDLText
foi bastante superior ao MDL e foi o me´todo mais consistente como o segundo melhor
me´todo de classificac¸a˜o.
As diferenc¸as entre a macro F-medida do MDL e do MDLText foram maiores
nas bases de dados com alto desbalanceamento entre as classes. Por exemplo, nas bases
de dados PubMed-Cancer, Tr21, PubMed-Cancer-2000, Opinosis e Re1, a diferenc¸a ab-
soluta entre a macro F-medida dos dois me´todos foi 0,242, 0,214, 0,189, 0,147 e 0,144,
respectivamente. Para verificar se tais diferenc¸as foram causadas pelo fato de que o MDL
tem desempenho ruim na predic¸a˜o das classes raras, foi calculada a micro F-medida (para
maiores detalhes sobre esse medida de desempenho, consulte a Sec¸a˜o 2.4). As diferenc¸as
entre os valores da micro F-medida obtidos pelo MDL e MDLText foram, respectivamente,
0,152, 0,130, 0,167, 0,135 e 0,076. Dado que a micro F-medida e´ dominada pela classe
majorita´ria, tais diferenc¸as indicam que o me´todo MDL foi mais negativamente afetado
pelo desbalanceamento entre as classes do que o MDLText.
Tambe´m pode ser observado que foram em experimentos com bases de dados
altamente desbalanceadas que o MDLText obteve os piores resultados em comparac¸a˜o ao
SVM. Por exemplo, nas base de dados Industry-Sector, RCV2-Italian, RCV2-Spanish
e RCV2-Portuguese a diferenc¸a absoluta entre a macro F-medida dos dois me´todos foi
0,090, 0,069, 0,054 e 0,049, respectivamente. Portanto, pode-se concluir que o me´todo
proposto e´ mais negativamente influenciado pelo desbalanceamento das classes do que o
SVM. Pore´m, o MDLText foi mais robusto ao problema de desbalanceamento do que os
me´todos B.NB, DT, KNN, M.NB, RF e Rocchio em va´rias classes, tais como a Enron,
Fbis, Industry-Sector, Latimes, NFS, New3S, Ohscal, Re1, Re8, Reuters, Tr11, Tr23, Tr31
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e Tr45.
Para certificar que os resultados reportados na Tabela 11 na˜o foram obtidos ao
acaso, foi realizada uma ana´lise estat´ıstica usando o teste na˜o parame´trico de Friedman.
A Figura 11 apresenta o ranking me´dio de cada me´todo avaliado.
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Figura 11 – Ranking me´dio de cada me´todo em um cena´rio de classificac¸a˜o offline e dife-
renc¸as cr´ıticas calculadas usando o teste post-hoc de Bonferroni–Dunn.
Para um intervalo de confianc¸a 𝛼 = 0,05, 𝑘 = 9 e 𝑞 = 45, o valor cr´ıtico
calculado pelo teste de Friedman foi 2,730. Portanto, como 𝜒2𝐹 = 207,670, a hipo´tese
nula, que afirma que todos os me´todos sa˜o equivalentes, foi rejeitada.
Uma vez que a hipo´tese nula po^de ser rejeitada, foi feita uma comparac¸a˜o par-
a-par entre os me´todos avaliados usando o teste post-hoc de Bonferroni-Dunn. Para um
intervalo de confianc¸a 𝛼 = 0,05, 𝑘 = 9 e 𝑞 = 45, a diferenc¸a cr´ıtica foi 1,579. Portanto,
na˜o ha´ evide^ncia estat´ıstica suficiente para afirmar que o desempenho do me´todo SVM
foi superior ao do MDLText. Pore´m, existe evide^ncia estat´ıstica suficiente para segura-
mente afirmar que o desempenho do me´todo MDLText foi significativamente superior ao
desempenho dos me´todos MDL, M.NB, B.NB, 𝑘-NN, DT, RF e Rocchio
Apesar de ser estatisticamente equivalente ao SVM, o MDLText possui carac-
ter´ısticas que o tornam vantajoso em aplicac¸o˜es que envolvem cena´rios reais e problemas
de categorizac¸a˜o de texto de grande escala. Algumas dessas caracter´ısticas incluem seu
ra´pido processo de treinamento e sua capacidade de aprendizado de forma incremental.
Na Sec¸a˜o 5.1.1, ja´ foi mostrado que o MDLText tem complexidade linear tanto
no processo de treinamento quanto na predic¸a˜o, o que o torna ta˜o eficiente quanto qualquer
outro me´todo de complexidade linear. Apesar disso, para oferecer uma melhor ana´lise, a
Figura 12 compara o tempo computacional me´dio, em segundos, dos me´todos MDLText
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e SVM no treinamento e classificac¸a˜o das dez maiores bases de dados analisadas nesse
trabalho. Em me´dia, o SVM foi 56 vezes mais lento que o MDLText.
(a) (b)
Figura 12 – Me´dia do tempo computacional (em segundos) demandado no treinamento e
classificac¸a˜o das dez maiores bases de dados. A Figura 12b ilustra a regia˜o
cinza da Figura 12a.
Ale´m de apresentar um custo computacional bem maior que o me´todo apre-
sentado nesta tese, o SVM tradicional na˜o suporta treinamento incremental. Portanto, em
um problema que necessite de aprendizado online, o esta´gio de treinamento do SVM deve
ser refeito de tempo em tempo, o que pode demandar um tempo impratica´vel quando
ha´ um grande aumento no nu´mero de exemplos e atributos. Por outro lado, o MDLText
e´ naturalmente multiclasse, ra´pido e pode ser treinado incrementalmente, o que torna
poss´ıvel sua aplicac¸a˜o em problemas reais, online e dina^micos.
6.2.1.3 Selec¸a˜o de atributos
Nesta sec¸a˜o, foi avaliado se a selec¸a˜o de atributos impacta o desempenho dos
me´todos de classificac¸a˜o. O objetivo principal e´ verificar se o MDLText, que usa uma func¸a˜o
de pontuac¸a˜o para os termos, e´ afetado negativamente se o nu´mero de termos for reduzido.
Foram realizados experimentos com um me´todo de selec¸a˜o baseado em filtro,
pois, conforme foi mencionado na Sec¸a˜o 3.1.4, me´todos baseados em filtros geralmente sa˜o
mais simples e escala´veis do que me´todos wrappers e embedded e, ainda, sa˜o independentes
do me´todo de classificac¸a˜o. O me´todo utilizado foi o IG que, de acordo com Yang e
Pedersen (1997), e´ o mais efetivo. Ale´m disso, ele e´ um dos me´todos de selec¸a˜o de atributos
mais empregados na literatura (LEWIS; RINGUETTE, 1994; ROGATI; YANG, 2002;
SAIF et al., 2012; KILINC¸ et al., 2015).
Nas Figuras 13 a 22, sa˜o apresentados os resultados obtidos na classificac¸a˜o das
dez bases de dados com maior nu´mero de atributos. O IG foi usado para selecionar 20%,
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Figura 13 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados 20Newsgroups.
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Figura 14 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados 7Sectors.
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Figura 15 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados ACM.
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Figura 16 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados Industry-Sector.
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Figura 17 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados New3S.
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Figura 18 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados PubMed-Cancer.
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Figura 19 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados RCV1.
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Figura 20 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados Reviews.
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Figura 21 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados TechTC300-1092-135724.
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Figura 22 – Macro F-medida obtida por cada me´todo apo´s a selec¸a˜o de atributos – base
de dados TechTC300-1092-789236.
40%, 60% e 80% dos melhores atributos. Os resultados foram comparados com aqueles
obtidos sem a aplicac¸a˜o de selec¸a˜o de atributos (100%). Os experimentos, para cada
porcentagem de selec¸a˜o de atributos, seguiram o mesmo procedimento descrito na Sec¸a˜o
6.1. Os resultados mostrados nos gra´ficos foram calculados usando a macro F-medida e
validac¸a˜o cruzada 5-fold estratificada.
Conforme pode ser observado nas Figuras 13 a 22, o desempenho do MDLText
foi pouco influenciado pela selec¸a˜o de atributos. A maior variac¸a˜o ocorreu nos experi-
mentos com a base de dados 20Newsgroups, pore´m a diferenc¸a entre o melhor e o pior
resultado foi menor que 0,03. Tambe´m, e´ poss´ıvel observar que o B.NB foi o u´nico me´todo
que obteve uma melhoria significativa no desempenho apo´s a selec¸a˜o de atributos. O KNN
tambe´m apresentou resultado bastante superior com a selec¸a˜o de atributos nos experimen-
tos com a base de dados PubMed-Cancer. Os demais me´todos, de maneira geral, foram
pouco impactados com a selec¸a˜o de atributos.
6.2.2 Aprendizado online
Nestes experimentos, foi considerado o seguinte cena´rio: um pequeno nu´mero
de amostras (20% dos documentos de cada classe) e´ usado na busca em grade realizada
para definir o melhor esquema de pesos. Depois elas sa˜o disponibilizadas para o treina-
mento inicial dos me´todos. Em seguida, um exemplo por vez e´ apresentado ao classificador
para que este fac¸a sua predic¸a˜o. Apo´s isso, o classificador recebe um feedback e, caso o
erro seja maior que zero, o modelo de predic¸a˜o e´ atualizado com a classe correta. Todo o
processo e´ descrito no Algoritmo 6.1, onde foi considerado que os documentos de entrada
sa˜o representados por um modelo espac¸o-vetorial usando o esquema de pesos TF. Caso o
esquema de representac¸a˜o de pesos escolhido na busca em grade seja o TF-IDF, o processo
de conversa˜o tambe´m e´ aplicado incrementalmente, pois esse tipo de representac¸a˜o precisa
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de informac¸o˜es sobre os documentos apresentados no processo de treinamento, e nestes
experimentos, deseja-se reproduzir um cena´rio real e dina^mico, em vez de um esta´tico.
Pseudoco´digo 6.1 Framework para o aprendizado online
1: func¸a˜o aprendizado online(𝒟, 𝑙𝑖𝑠𝑡𝑎 𝑑𝑒 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠)
2: 𝒟𝑡𝑟𝑒𝑖𝑛𝑜 ← selecione aleatoriamente 20% dos exemplos de cada classe contidos em 𝒟
3: 𝒟𝑡𝑒𝑠𝑡𝑒 ← selecione o restante dos documentos contidos em 𝒟
4:
5: se quantidade de esquemas em 𝑙𝑖𝑠𝑡𝑎 𝑑𝑒 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 > 1 enta˜o
6: 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 ← use uma busca em grade com os exemplos contidos em 𝒟𝑡𝑟𝑒𝑖𝑛𝑜 para
selecionar o melhor esquema em 𝑙𝑖𝑠𝑡𝑎 𝑑𝑒 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠
7: sena˜o
8: 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 ← 𝑙𝑖𝑠𝑡𝑎 𝑑𝑒 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠
9: fim se
10:
11: se 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 = “TF-IDF” enta˜o
12: 𝐷𝐹 ← quantidade de documentos de treinamento em que cada termo aparece
13: 𝑛𝑡𝑟𝑒𝑖𝑛𝑜 ← quantidade de documentos em 𝒟𝑡𝑟𝑒𝑖𝑛𝑜
14: 𝒟𝑡𝑟𝑒𝑖𝑛𝑜 ← converte os documentos de 𝒟𝑡𝑟𝑒𝑖𝑛𝑜 para TF-IDF usando 𝐷𝐹 e 𝑛𝑡𝑟𝑒𝑖𝑛𝑜
15: sena˜o se 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 = “bina´rio” enta˜o
16: 𝒟𝑡𝑟𝑒𝑖𝑛𝑜 ← converte os documentos de 𝒟𝑡𝑟𝑒𝑖𝑛𝑜 para bina´rio
17: fim se
18:
19: 𝑚𝑜𝑑𝑒𝑙𝑜← inicializa o modelo
20: 𝑚𝑜𝑑𝑒𝑙𝑜← atualiza o modelo usando 𝒟𝑡𝑟𝑒𝑖𝑛𝑜
21: 𝑖← 1
22: para cada documento 𝑑 em 𝒟𝑡𝑒𝑠𝑡𝑒 fac¸a
23:
24: se 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 = “TF-IDF” enta˜o
25: 𝑑← co´pia de 𝑑 antes de converte^-lo para TF-IDF
26: 𝑑← converte 𝑑 para TF-IDF usando 𝐷𝐹 e 𝑛𝑡𝑟𝑒𝑖𝑛𝑜
27: sena˜o se 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 = “bina´rio” enta˜o
28: 𝑑← converte 𝑑 para bina´rio
29: fim se
30:
31: 𝑐𝑖 ← o classificador faz a predic¸a˜o da classe do documento
32: 𝑐𝑖 ← classe verdadeira do documento
33: 𝑒𝑟𝑟𝑜← o classificador calcula o erro de predic¸a˜o
34: se 𝑒𝑟𝑟𝑜 > 0 enta˜o
35:
36: se 𝑒𝑠𝑞𝑢𝑒𝑚𝑎 𝑑𝑒 𝑝𝑒𝑠𝑜𝑠 = “TF-IDF” enta˜o
37: 𝐷𝐹 ← atualiza DF
38: 𝑛𝑡𝑟𝑒𝑖𝑛𝑜 ← 𝑛𝑡𝑟𝑒𝑖𝑛𝑜 + 1
39: 𝑑← converte 𝑑 para TF-IDF usando 𝐷𝐹 e 𝑛𝑡𝑟𝑒𝑖𝑛𝑜
40: fim se
41:
42: modelo ← atualiza o modelo usando a classe 𝑐𝑖
43: fim se
44: 𝑖← 𝑖+ 1
45: fim para
46: retorna 𝑐 e 𝑐
47: fim func¸a˜o
Antes de comparar o MDLText com outros me´todos de aprendizado online, foi
analisado o seu desempenho usando as diferentes te´cnicas para o ca´lculo da pontuac¸a˜o
dos termos.
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6.2.2.1 Avaliac¸a˜o do MDLText usando diferentes te´cnicas de pontuac¸a˜o dos termos
A Tabela 12 mostra os resultados obtidos pelo MDLText para cada uma das
45 bases de dados usando diferentes te´cnicas para o ca´lculo da pontuac¸a˜o dos termos. Os
valores mostrados na tabela sa˜o as me´dias da macro F-medida obtidas em dez rodadas
do experimento descrito no Algoritmo 6.1.
Tabela 12 – Me´dia da macro F-medida obtida pelo MDLText usando diferentes te´cnicas
para o ca´lculo da pontuac¸a˜o dos termos em um cena´rio de classificac¸a˜o online
(Continua).
MDLText MDLText MDLText MDLText MDLText MDLText MDLText
CF DFS GSS IG NGL OR 𝜒2
20Newsgroups 0,896 0,894 0,894 0,895 0,897 0,896 0,896
7Sectors 0,897 0,898 0,899 0,893 0,895 0,894 0,894
ACM 0,806 0,808 0,805 0,805 0,803 0,806 0,805
CSTR 0,831 0,840 0,845 0,828 0,839 0,836 0,841
Dmoz-Business 0,668 0,664 0,665 0,666 0,665 0,664 0,663
Dmoz-Computers 0,677 0,673 0,671 0,673 0,675 0,675 0,671
Dmoz-Health 0,808 0,803 0,800 0,801 0,805 0,803 0,802
Dmoz-Science 0,694 0,686 0,692 0,687 0,689 0,691 0,685
Dmoz-Sports 0,873 0,867 0,865 0,864 0,866 0,868 0,866
Enron 0,721 0,719 0,717 0,719 0,718 0,719 0,717
Fbis 0,790 0,784 0,787 0,778 0,782 0,788 0,785
Industry-Sector 0,782 0,778 0,781 0,780 0,781 0,780 0,776
Irish economic 0,645 0,638 0,637 0,642 0,645 0,641 0,647
La1S 0,873 0,874 0,871 0,870 0,871 0,869 0,871
La2S 0,879 0,879 0,877 0,881 0,879 0,876 0,879
Latimes 0,836 0,836 0,833 0,834 0,834 0,835 0,837
NFS 0,810 0,804 0,806 0,806 0,806 0,808 0,805
New3S 0,858 0,857 0,857 0,857 0,855 0,858 0,858
Oh0 0,885 0,882 0,887 0,884 0,882 0,884 0,880
Oh10 0,796 0,784 0,778 0,783 0,789 0,786 0,785
Oh15 0,826 0,824 0,818 0,815 0,822 0,826 0,824
Oh5 0,867 0,874 0,871 0,860 0,869 0,868 0,864
Ohscal 0,776 0,772 0,771 0,772 0,772 0,775 0,773
Opinosis 0,643 0,636 0,629 0,631 0,633 0,636 0,630
Pubmed-Cancer 0,924 0,924 0,913 0,914 0,917 0,918 0,914
Pubmed-Cancer-2000 0,836 0,830 0,824 0,825 0,825 0,829 0,826
RCV1 0,926 0,926 0,925 0,925 0,925 0,926 0,926
Rcv2-Italian 0,821 0,823 0,823 0,823 0,824 0,822 0,824
Rcv2-Portuguese 0,806 0,808 0,801 0,811 0,811 0,809 0,812
Rcv2-Spanish 0,822 0,823 0,838 0,827 0,813 0,826 0,823
Re0 0,787 0,780 0,791 0,781 0,793 0,784 0,770
Re1 0,753 0,752 0,757 0,746 0,748 0,753 0,745
Re8 0,914 0,905 0,905 0,910 0,909 0,907 0,908
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Tabela 12 – Me´dia da macro F-medida obtida pelo MDLText usando diferentes te´cnicas
para o ca´lculo da pontuac¸a˜o dos termos em um cena´rio de classificac¸a˜o online
(Conclusa˜o).
MDLText MDLText MDLText MDLText MDLText MDLText MDLText
CF DFS GSS IG NGL OR 𝜒2
Reuters 0,917 0,916 0,917 0,916 0,915 0,914 0,914
Reviews 0,910 0,911 0,912 0,910 0,913 0,914 0,909
Techtc300-1092-135724 0,972 0,970 0,967 0,968 0,972 0,971 0,972
Techtc300-1092-789236 0,982 0,975 0,976 0,978 0,976 0,977 0,975
Tr11 0,795 0,786 0,796 0,799 0,792 0,791 0,795
Tr12 0,839 0,843 0,848 0,842 0,841 0,841 0,836
Tr21 0,856 0,822 0,856 0,857 0,825 0,827 0,858
Tr23 0,883 0,869 0,879 0,872 0,862 0,867 0,866
Tr31 0,818 0,818 0,815 0,816 0,811 0,817 0,813
Tr41 0,922 0,927 0,927 0,926 0,919 0,919 0,920
Tr45 0,904 0,900 0,894 0,898 0,896 0,895 0,899
Trec7-3000 0,984 0,984 0,983 0,983 0,983 0,983 0,984
Os resultados indicam que, assim como nos experimentos com aprendizado
offline, para a maioria das bases de dados, o MDLText obteve melhor desempenho quando
a te´cnica CF foi usada para calcular a pontuac¸a˜o dos termos. Ale´m disso, o desvio padra˜o
entre os resultados obtidos pelo MDLText usando as diferentes te´cnicas foi pequeno.
Para verificar se alguma das te´cnicas avaliadas foi significativamente melhor
que as demais, foi realizada uma ana´lise estat´ıstica usando o teste na˜o parame´trico de
Friedman, considerando os rankings me´dios mostrados na Figura 23.
Para um intervalo de confianc¸a 𝛼 = 0,05, 𝑘 = 7 e 𝑞 = 45, o valor cr´ıtico
calculado pelo teste de Friedman foi 1,640. Portanto, como 𝜒2𝐹 = 30,460, a hipo´tese nula
de igualdade entre as te´cnicas pode ser rejeitada.
Diante disso, foi feita uma comparac¸a˜o par-a-par usando o teste post-hoc de
Bonferroni-Dunn. Para um intervalo de confianc¸a 𝛼 = 0,05, 𝑘 = 7 e 𝑞 = 45, a diferenc¸a
cr´ıtica foi igual a 1,202. Portanto, pode-se afirmar com seguranc¸a que o desempenho do
MDLText usando a te´cnica CF foi estatisticamente superior ao desempenho obtido com as
demais te´cnicas. Sendo assim, ela foi usada em todos os experimentos subsequentes.
6.2.2.2 Comparac¸a˜o do MDLText com outros me´todos de classificac¸a˜o
A Tabela 13 apresenta os resultados de cada me´todo para cada uma das 45
bases de dados. Os valores mostrados sa˜o a me´dia da macro F-medida obtida por cada
me´todo de classificac¸a˜o em dez rodadas do experimento descrito no Algoritmo 6.1.
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Figura 23 – Me´dia dos rankings do MDLText usando diferentes te´cnicas de pontuac¸a˜o de
termos em um cena´rio de classificac¸a˜o online e diferenc¸as cr´ıticas calculadas
usando o teste post-hoc de Bonferroni–Dunn.
Tabela 13 – Me´dia da macro F-medida obtida por cada me´todo na classificac¸a˜o online em
cada base de dados (Continua).
B.NB M.NB MDL MDLText OGD Perceptron ROMMA SGD
20Newsgroups 0,807 0,884 0,876 0,896 0,816 0,831 0,801 0,878
7Sectors 0,718 0,827 0,846 0,897 0,845 0,858 0,723 0,898
ACM 0,655 0,725 0,791 0,806 0,726 0,686 0,556 0,751
CSTR 0,673 0,833 0,779 0,831 0,787 0,712 0,628 0,761
Dmoz-Business 0,612 0,670 0,607 0,668 0,623 0,550 0,571 0,605
Dmoz-Computers 0,628 0,673 0,623 0,677 0,635 0,570 0,122 0,612
Dmoz-Health 0,773 0,806 0,756 0,808 0,764 0,724 0,761 0,773
Dmoz-Science 0,650 0,697 0,629 0,694 0,660 0,589 0,608 0,641
Dmoz-Sports 0,803 0,850 0,784 0,873 0,854 0,820 0,839 0,863
Enron 0,554 0,693 0,706 0,721 0,633 0,660 0,005 0,694
Fbis 0,599 0,725 0,721 0,790 0,636 0,705 0,639 0,743
Industry-Sector 0,479 0,721 0,719 0,782 0,607 0,756 0,016 0,802
Irish economic 0,640 0,638 0,612 0,645 0,601 0,560 0,533 0,596
La1S 0,805 0,844 0,854 0,873 0,814 0,795 0,801 0,817
La2S 0,814 0,863 0,860 0,879 0,829 0,803 0,768 0,849
Latimes 0,780 0,812 0,805 0,836 0,764 0,737 0,741 0,780
NFS 0,634 0,789 0,761 0,810 0,754 0,704 0,742 0,760
New3S 0,501 0,775 0,799 0,858 0,797 0,802 0,785 0,854
Oh0 0,727 0,841 0,802 0,885 0,815 0,780 0,768 0,843
Oh10 0,678 0,745 0,713 0,796 0,733 0,662 0,680 0,715
Oh15 0,668 0,775 0,714 0,826 0,764 0,686 0,650 0,764
Oh5 0,730 0,826 0,760 0,867 0,815 0,756 0,737 0,820
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Tabela 13 – Me´dia da macro F-medida obtida por cada me´todo na classificac¸a˜o online em
cada base de dados (Conclusa˜o).
B.NB M.NB MDL MDLText OGD Perceptron ROMMA SGD
Ohscal 0,714 0,729 0,705 0,776 0,769 0,698 0,692 0,746
Opinosis 0,231 0,579 0,493 0,643 0,610 0,501 0,591 0,553
Pubmed-Cancer 0,666 0,786 0,703 0,924 0,812 0,891 0,819 0,947
Pubmed-Cancer-2000 0,666 0,743 0,659 0,836 0,841 0,790 0,016 0,823
RCV1 0,849 0,926 0,923 0,926 0,880 0,921 0,892 0,945
Rcv2-Italian 0,718 0,817 0,815 0,821 0,690 0,805 0,816 0,828
Rcv2-Portuguese 0,625 0,802 0,791 0,806 0,485 0,745 0,739 0,772
Rcv2-Spanish 0,655 0,726 0,807 0,822 0,526 0,757 0,747 0,780
Re0 0,308 0,710 0,654 0,787 0,680 0,654 0,658 0,746
Re1 0,248 0,657 0,593 0,753 0,636 0,659 0,648 0,716
Re8 0,584 0,891 0,850 0,914 0,745 0,859 0,885 0,916
Reuters 0,458 0,875 0,861 0,917 0,799 0,877 0,898 0,930
Reviews 0,796 0,890 0,877 0,910 0,843 0,870 0,799 0,906
Techtc300-1092-135724 0,939 0,957 0,965 0,972 0,917 0,942 0,798 0,946
Techtc300-1092-789236 0,962 0,974 0,976 0,982 0,933 0,957 0,801 0,962
Tr11 0,439 0,676 0,647 0,795 0,613 0,650 0,605 0,753
Tr12 0,547 0,750 0,731 0,839 0,567 0,762 0,648 0,813
Tr21 0,311 0,679 0,503 0,856 0,294 0,775 0,725 0,800
Tr23 0,316 0,750 0,681 0,883 0,547 0,758 0,600 0,850
Tr31 0,580 0,782 0,776 0,818 0,689 0,782 0,708 0,817
Tr41 0,549 0,872 0,853 0,922 0,803 0,860 0,698 0,909
Tr45 0,642 0,798 0,790 0,904 0,795 0,846 0,728 0,897
Trec7-3000 0,903 0,978 0,980 0,984 0,909 0,978 0,388 0,989
O MDLText tambe´m obteve bons resultados nos experimentos com aprendizado
online. Para a maioria das bases de dados (33 de 45), ele foi superior a todos os demais
me´todos comparados. Ale´m disso, ele obteve melhores resultados que o MDL em todas as
bases de dados.
Foi realizada uma ana´lise estat´ıstica baseada na me´dia dos rankings de cada
me´todo de classificac¸a˜o (Figura 24). De acordo com o teste na˜o-parame´trico de Friedman,
com 𝛼 = 0,05, 𝑘 = 8 e 𝑞 = 45, o valor cr´ıtico foi 2,170. Dado que 𝜒2𝐹 = 185,683,
foi rejeitada a hipo´tese nula de que todos os me´todos comparados nos experimentos com
aprendizado online sa˜o equivalentes. Tambe´m, foi feita uma comparac¸a˜o par-a-par usando
o teste post-hoc de Bonferroni–Dun. Para um intervalo de confianc¸a 𝛼 = 0,05, a diferenc¸a
cr´ıtica foi igual a 1,389 e, portanto, pode-se afirmar com seguranc¸a que o desempenho
do MDLText foi significativamente melhor que o desempenho de todos os demais me´todos
comparados.
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Figura 24 – Ranking me´dio de cada me´todo em um cena´rio de classificac¸a˜o online e dife-
renc¸as cr´ıticas calculadas usando o teste post-hoc de Bonferroni–Dunn.
6.2.2.3 Avaliac¸a˜o do MDLText na classificac¸a˜o de documentos de texto curtos e ruidosos
O MDLText tambe´m foi avaliado em um cena´rio desafiador para os me´todos tra-
dicionais: a classificac¸a˜o de documentos de texto curtos e ruidosos. O objetivo foi analisar
se o desempenho e´ afetado em aplicac¸o˜es que envolvem um baixo nu´mero de termos por do-
cumento, agravado pela presenc¸a de ru´ıdos como g´ırias, expresso˜es idioma´ticas, s´ımbolos,
emoticons e abreviac¸o˜es. Problemas de classificac¸a˜o de texto com tais caracter´ısticas sa˜o
altamente desafiadores, pois com um baixo nu´mero de termos, menos informac¸o˜es esta˜o
dispon´ıveis para serem utilizadas pelo modelo de predic¸a˜o. Ainda, os ru´ıdos mencionados
dificultam a extrac¸a˜o dos atributos e a gerac¸a˜o do modelo espac¸o-vetorial (ALMEIDA et
al., 2016).
Alguns problemas que envolvem a classificac¸a˜o de documentos de texto curtos
e ruidosos incluem a ana´lise de sentimentos em comenta´rios de redes sociais, detecc¸a˜o
de comenta´rios ofensivos, detecc¸a˜o de pedofilia em mensagens instanta^neas (IM – instant
messages) e detecc¸a˜o de spam em servic¸o de mensagens curtas (SMS - short message
service), IM, comenta´rios em Blogs e sites de compartilhamento de v´ıdeo e avaliac¸o˜es
online de produtos.
Para avaliar o MDLText neste cena´rio, foram realizados experimentos com as
seguintes bases de dados de documentos de texto curtos publicamente dispon´ıveis:
∙ SMS Spam Collection (ALMEIDA et al., 2011): composta por 5.574 mensagens SMS
extra´ıdas de diferentes fontes;
∙ Blog Spam Collection (MISHNE et al., 2005): composta por 1.024 comenta´rios de
texto extra´ıdos de 50 posts aleato´rios de blogs. Os comenta´rios foram manualmente
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rotulados;
∙ Review Spam Collection (OTT et al., 2011; OTT et al., 2013): composta por 1.600
avaliac¸o˜es sobre os 20 hote´is mais populares da cidade de Chicago;
∙ YouTube Spam Collection (YSC) (ALBERTO et al., 2015): colec¸a˜o composta por
cinco bases de dados, cada uma contendo comenta´rios de texto extra´ıdos dos v´ıdeos
mais visualizados do Youtube (Eminem, Katy Perry, LMFAO, Psy e Shakira).
As estat´ısticas das bases de dados utilizadas nos experimentos sa˜o apresentadas
na Tabela 14, onde |𝒟| e´ a quantidade de documentos de texto de cada base de dados, |𝒯 |
corresponde ao nu´mero de atributos (tamanho do vocabula´rio), |𝑆| e´ o grau de esparsidade
da base de dados, 𝜓 e´ a mediana do nu´mero de termos por documento, IQR e´ a amplitude
interquartil do nu´mero de termos por documento e |𝒞| e´ o nu´mero de classes. A u´ltima
coluna apresenta a quantidade de documentos de cada classe.
Tabela 14 – Bases de dados de documentos de texto curtos e ruidosos usadas nos experi-
mentos.
Base de dados |𝒟| |𝒯 | |𝑆| 𝜓 IQR |𝒞| Tamanho das classes
Blog 1.024 8.163 99,6% 22.0 35.5 2 332, 692
Review 1.600 9.571 99,0% 84.0 51.0 2 800, 800
SMS 5.574 8.706 99,8% 11.0 13.0 2 747, 4.827
YSC - Eminem 448 1.601 99,0% 7.0 13.5 2 203, 245
YSC - Katy Perry 350 1.755 99,1% 11.0 12.0 2 175, 175
YSC - LMFAO 438 954 99,1% 6.0 5.0 2 202, 236
YSC - Psy 350 1.429 99,1% 9.0 9.0 2 175, 175
YSC - Shakira 370 1.357 98,9% 6.0 12.0 2 174, 196
Como pode ser observado na Tabela 14, a mediana do nu´mero de termos por
documento e´ abaixo de 20 na maioria das bases de dados, o que comprova que elas sa˜o
compostas por documentos de texto curtos. Somado a isso, todas essas bases de dados sa˜o
compostas por documentos gerados por usua´rios. Portanto, eles sa˜o repletos de ru´ıdos,
como abreviac¸o˜es e erros ortogra´ficos. A Tabela 15 apresenta alguns documentos curtos e
ruidosos das bases de dados usadas nos experimentos.
Em cena´rios como esses, e´ recomendado empregar te´cnicas de normalizac¸a˜o
le´xica e indexac¸a˜o sema^ntica para minimizar os problemas de representac¸a˜o e, consequen-
temente, auxiliar os me´todos de classificac¸a˜o. Pore´m, nesta sec¸a˜o, essas te´cnicas na˜o foram
aplicadas, pois o objetivo principal na˜o foi obter os melhores resultados de classificac¸a˜o,
mas avaliar o desempenho do MDLText neste problema, sem o aux´ılio de tais te´cnicas
(consulte o Ape^ndice A para conferir os resultados obtidos apo´s o uso das te´cnicas de
normalizac¸a˜o le´xica e indexac¸a˜o sema^ntica). A u´nica te´cnica de pre´-processamento apli-
cada foi a conversa˜o para letras minu´sculas. Ale´m disso, na etapa de tokenizac¸a˜o, os
delimitadores utilizados foram quaisquer caracteres na˜o alfanume´ricos.
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Tabela 15 – Exemplos de documentos de texto curtos e ruidosos.
Ok i msg u b4 i leave my house.
U dun say so early hor... U c already then say...
Are you unique enough? Find out from 30th August. www.areyouunique.co.uk
FREE entry into our $250 weekly competition just text the word WIN to 80086 NOW. 18 T&C
www.txttowin.co.uk
You have won ?1,000 cash or a ?2,000 prize! To claim, call09050000327
OMG LISTEN TO THIS ITS SOO GOOD!! :D
subscribe me if u love eminem!
Hey plz check out my music video. Thanks!! :-)
Free itunes $25 giftcard codes: http://shhort.com/a?r=00CnjqU2b
She kinda let herself go, huh?
Plz help me getting 1.000 Subscribers tonight/today. Thanks to all who sub me :)
Plizz withing my channel
thumbs up if u checked this video to see hw views it got
Very useful comments - good to read<a href=“http://www.online-casinos-choice.com”>online casinos
(online casino) choice</a>
check out the real poker online at this cool site.
Na Tabela 16, sa˜o mostrados os resultados de cada me´todo avaliado para cada
uma das bases de dados apresentadas na Tabela 14, onde os valores correspondem a`
me´dia da macro F-medida obtida por cada me´todo de classificac¸a˜o em dez rodadas do
experimento descrito no Algoritmo 6.1.
Tabela 16 – Me´dia da macro F-medida obtida por cada me´todo na classificac¸a˜o online
dos documentos de texto curtos e ruidosos em 10 rodadas.
B.NB M.NB MDL MDLText OGD Perceptron ROMMA SGD
Blog 0,803 0,858 0,819 0,841 0,815 0,784 0,762 0,809
Review 0,843 0,841 0,770 0,835 0,802 0,789 0,712 0,804
SMS 0,892 0,955 0,921 0,949 0,718 0,917 0,902 0,928
YSC - Eminem 0,913 0,891 0,887 0,907 0,790 0,874 0,862 0,894
YSC - Katy Perry 0,911 0,900 0,867 0,902 0,855 0,865 0,847 0,873
YSC - LMFAO 0,924 0,906 0,897 0,899 0,807 0,886 0,856 0,901
YSC - Psy 0,940 0,941 0,897 0,939 0,905 0,896 0,862 0,911
YSC - Shakira 0,875 0,909 0,898 0,911 0,885 0,896 0,891 0,901
O MDLText obteve bons resultados na classificac¸a˜o dos documentos curtos e
ruidosos. Nos experimentos com a base de dados YSC - Shakira ele obteve desempenho
superior a todos os outros me´todos. Ale´m disso, ele foi um dos tre^s melhores me´todos
para todas as outras bases de dados.
Para uma melhor ana´lise dos resultados, a Figura 25 apresenta os rankings
me´dios obtidos por todos os me´todos avaliados. Conforme pode ser observado, o MDLText
obteve o segundo melhor ranking me´dio.
Foi realizada uma ana´lise estat´ıstica dos resultados usando o teste de Friedman
com um intervalo de confianc¸a 𝛼 = 0,05. Essa ana´lise indicou que a hipo´tese nula de igual-
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Figura 25 – Ranking me´dio obtido por cada me´todo na classificac¸a˜o de documentos cur-
tos e ruidosos e diferenc¸as cr´ıticas calculadas usando o teste post-hoc de
Bonferroni–Dunn.
dade entre os me´todos pode ser descartada. Diante disso, foi feita uma ana´lise estat´ıstica
par-a-par entre os me´todos usando o teste post-hoc de Bonferroni–Dunn, com um intervalo
de confianc¸a 𝛼 = 0,05. Para esse intervalo de confianc¸a, a diferenc¸a cr´ıtica calculada pelo
me´todo foi igual a 3,001. Portanto, a ana´lise estat´ıstica indicou que o MDLText obteve
um desempenho significativamente superior aos me´todos Perceptron, OGD e ROMMA.
Pore´m, ele foi considerado estatisticamente equivalente aos demais.
6.3 Considerac¸o˜es finais
Neste cap´ıtulo, foram apresentados os experimentos realizados para avaliar o
desempenho do MDLText em cena´rios de aprendizado offline e online.
Os experimentos foram realizados usando 45 bases de dados grandes, reais e
pu´blicas e os resultados obtidos pelo MDLText foram comparados aos obtidos por me´todos
de aprendizado tradicionais da literatura. Para assegurar uma comparac¸a˜o justa, foi usada
uma busca em grade para encontrar o melhor esquema de pesos e os melhores para^metros
para cada me´todo.
Em ambos cena´rios de aprendizado (offline e online) foi verificado que o
MDLText obteve melhor desempenho quando a te´cnica CF foi usada para calcular a pon-
tuac¸a˜o dos termos que e´ usada na func¸a˜o que calcula o tamanho de descric¸a˜o das classes.
Portanto, essa te´cnica foi usada em todas as comparac¸o˜es feitas entre o MDLText e os
outros me´todos de classificac¸a˜o.
No cena´rio de aprendizado offline, a ana´lise estat´ıstica dos resultados mostrou
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que o MDLText obteve um desempenho melhor que os me´todos M.NB, B.NB, KNN, DT,
RF e Rocchio. A mesma ana´lise indicou que na˜o houve uma diferenc¸a significativa entre
o MDLText e o SVM. Pore´m, a ana´lise do tempo computacional entre os dois me´todos
mostrou que o MDLText e´ muito mais ra´pido que o SVM em problemas de grande porte.
Tambe´m, foi analisado o impacto da selec¸a˜o de atributos no desempenho dos
me´todos e verificou-se que a maioria deles, incluindo o MDLText, foi pouco afetada.
Posteriormente, foram realizados experimentos em um cena´rio de aprendizado
online. A ana´lise estat´ıstica dos resultados mostrou que o MDLText obteve desempenho
significativamente melhor que todos os demais me´todos comparados.
O me´todo proposto tambe´m foi avaliado em um problema de classificac¸a˜o de
textos curtos e ruidosos. Assim como nos outros cena´rios, ele apresentou bom desempenho,
pois seu ranking me´dio foi o segundo melhor. Portanto, mesmo com a grande presenc¸a
de ru´ıdos e com poucas informac¸o˜es para serem extra´ıdas, devido a` baixa quantidade
de termos por documento, a capacidade de predic¸a˜o do MDLText foi pouco afetada, se
comparada aos outros me´todos avaliados.
De forma geral, o MDLText mostrou ser eficiente e robusto, mesmo em cena´rios
desafiadores. Ele obteve resultados melhores que a maioria dos me´todos avaliados tanto
em problemas com alta dimensionalidade, quanto em problemas em que a quantidade de
termos por documento e´ baixa. Ale´m disso, ele apresentou bom desempenho nas bases de
dados altamente desbalanceadas. A quantidade de classes tambe´m na˜o afetou o desempe-
nho geral do me´todo proposto. Por fim, o MDLText apresentou baixo custo computacional
e alto poder de predic¸a˜o, associado a` flexibilidade de ser usado tanto em cena´rios de
classificac¸a˜o offline, quanto online.
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7 O me´todo MDLClass
Neste cap´ıtulo, e´ apresentada uma proposta inicial de um me´todo de classi-
ficac¸a˜o baseado no princ´ıpio MDL. Trata-se de uma generalizac¸a˜o do MDLText para lidar
com problemas de classificac¸a˜o na˜o-textuais, cujas insta^ncias possam ser representadas
por atributos cont´ınuos ou catego´ricos.
Primeiramente, e´ apresentada a base matema´tica do me´todo proposto. Depois,
e´ apresentado o estudo da sua complexidade computacional. O desempenho do MDLClass e´
comparado aos resultados de me´todos tradicionais de classificac¸a˜o offline, usando 23 bases
de dados pu´blicas e bem conhecidas, compostas por atributos nume´ricos ou catego´ricos.
7.1 Base matema´tica
Cada exemplo de treinamento 𝑑 em uma base de dados 𝒟 pode ser definido
como um conjunto de |ℬ| atributos catego´ricos ℬ = {𝑏1, 𝑏2, ..., 𝑏|ℬ|}. Cada atributo 𝑏𝑖
possui |𝑏𝑖| valores distintos {𝑣1(𝑏𝑖), 𝑣2(𝑏𝑖), ..., 𝑣|𝑏𝑖|(𝑏𝑖)}. No me´todo proposto, cada poss´ıvel
valor de um atributo 𝑏𝑖 e´ transformado em um atributo bina´rio. Esse processo e´ chamado
de codificac¸a˜o de um bit por estado (OHE – one-hot encoding) e gera uma quantidade de
atributos bina´rios igual ao nu´mero de valores distintos do atributo original. O atributo
bina´rio correspondente ao valor do atributo atual, recebe o valor um, enquanto os demais
recebem o valor zero. Portanto, cada exemplo 𝑑 pode ser definido por um novo conjunto
de atributos 𝒯 = {𝑏1 = 𝑣1(𝑏1), ..., 𝑏1 = 𝑣|𝑏1|(𝑏1), 𝑏2 = 𝑣1(𝑏2), ..., 𝑏2 = 𝑣|𝑏2|(𝑏2), ..., 𝑏|ℬ| =
𝑣1(𝑏|ℬ|), ..., 𝑏|ℬ| = 𝑣|𝑏|ℬ||(𝑏|ℬ|)}. Por simplicidade, o novo conjunto de atributos sera´ repre-
sentado por 𝒯 = {𝑡1, 𝑡2, ..., 𝑡|𝒯 |}.
Se os valores do atributo sa˜o nume´ricos, antes de aplicar a codificac¸a˜o OHE,
eles sa˜o discretizados por meio do me´todo proposto por Fayyad e Irani (1993) que e´
amplamente empregado na literatura.
Assim como e´ feito no MDLText, dado um exemplo 𝑑 na˜o-rotulado, o MDLClass
utiliza a equac¸a˜o principal do princ´ıpio MDL (Equac¸a˜o 4.9) para predizer a classe a` qual
o exemplo na˜o-rotulado pertence. Portanto, 𝑑 recebe o ro´tulo 𝑗 correspondente a` classe
𝑐𝑗 que possui o menor tamanho de descric¸a˜o em relac¸a˜o a` 𝑑:
𝑐(𝑑) = argmin
∀𝑐
𝐿(𝑑|𝑐𝑗). (7.1)
O tamanho da descric¸a˜o 𝐿(𝑑|𝑐𝑗) corresponde a` soma do tamanho da descric¸a˜o
de todos os atributos de 𝑑 maiores que zero, gerados apo´s aplicar OHE, multiplicado por
uma penalidade 𝐾(𝑡𝑖) atribu´ıda a cada um deles:
𝐿(𝑑|𝑐𝑗) =
∑︁
∀𝑖|𝑡𝑖>0
𝐿(𝑡𝑖|𝑐𝑗)×𝐾(𝑡𝑖), (7.2)
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onde 𝐿(𝑡𝑖|𝑐𝑗) = ⌈− log2 𝛽(𝑡𝑖|𝑐𝑗)⌉. O termo 𝛽(𝑡𝑖|𝑐𝑗) corresponde a` probabilidade condicional
do atributo 𝑡𝑖 dada a classe 𝑐𝑗, que pode ser calculada da seguinte maneira:
𝛽(𝑡𝑖|𝑐𝑗) =
𝑛𝑐𝑗 ,𝑡𝑖 + 1|Ω|
𝑛𝑐𝑗 + 1
, (7.3)
onde 𝑛𝑐𝑗 ,𝑡𝑖 corresponde ao nu´mero de exemplos de treinamento da classe 𝑐𝑗 em que 𝑡𝑖 > 0
e 𝑛𝑐𝑗 e´ a soma de 𝑛𝑐𝑗 ,𝑡𝑖 para todos os atributos dos exemplos de treinamento pertencentes
a` classe 𝑐𝑗. O para^metro |Ω| e´ usado para preservar uma porc¸a˜o do tamanho de descric¸a˜o
para os atributos em que 𝑛𝑐𝑗 ,𝑡𝑖 = 0. Ele tambe´m regula o quanto tais atributos ira˜o
contribuir para o tamanho de descric¸a˜o do exemplo dada a classe 𝑐𝑗. A influe^ncia exercida
por esse para^metro no valor de 𝐿(𝑡𝑖|𝑐𝑗) e´ semelhante ao MDLText, conforme ilustrado pela
Figura 6.
A func¸a˜o de penalidade 𝐾(𝑡𝑖) e´ calculada pela seguinte equac¸a˜o:
𝐾(𝑡𝑖) = log
(︃
1
(1 + 𝜇)− 𝐹 (𝑡𝑖)
)︃𝑒
+ 1, (7.4)
onde 0 ≤ 𝐹 (𝑡𝑖) ≤ 1 e´ uma pontuac¸a˜o dada ao atributo 𝑡𝑖, 𝑒 ≥ 1 e´ um para^metro que
ajusta a velocidade de crescimento de 𝐾(𝑡𝑖) e 𝜇 > 0 e´ uma constante usada para evitar
que o denominador seja zero. O valor usado nesta tese foi 𝜇 = 10−3.
Como pode ser observado, a equac¸a˜o que calcula o valor de 𝐾(𝑡𝑖) no MDLClass
possui um para^metro a mais do que foi usado no MDLText. Esse novo para^metro (𝑒 ≥ 1)
tem a finalidade de tornar o me´todo mais flex´ıvel e ajustar a penalidade para problemas
na˜o textuais. A Figura 26 mostra como a func¸a˜o de penalidade 𝐾(𝑡𝑖) varia de acordo com
𝐹 (𝑡𝑖) para diferentes valores de 𝑒.
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Figura 26 – Variac¸a˜o de 𝐾(𝑡𝑖) de acordo com 𝐹 (𝑡𝑖) para diferentes valores de 𝑒.
A func¸a˜o de penalidade𝐾(𝑡𝑖) usada no MDLClass tem a finalidade de aumentar
a capacidade de separac¸a˜o das classes e, assim como no MDLText, ela retorna valores mai-
ores para atributos mais discriminativos. Quando a freque^ncia do atributo e´ semelhante
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para todas as classes, ele tende a receber uma pontuac¸a˜o baixa. Quando a freque^ncia do
atributo e´ alta em relac¸a˜o a uma classe e baixa em relac¸a˜o a`s outras, sua pontuac¸a˜o tende
a ser alta.
Para calcular 𝐹 (𝑡𝑖) pode ser usada qualquer func¸a˜o que retorne uma pontuac¸a˜o
0 ≤ 𝐹 (𝑡𝑖) ≤ 1. Portanto, as te´cnicas apresentadas na Sec¸a˜o 5.1.2 tambe´m podem ser
aplicadas para calcular a pontuac¸a˜o dos atributos no MDLClass.
Os algoritmos de treinamento e predic¸a˜o do MDLClass sa˜o semelhantes aos
Algoritmos 5.1 e 5.2 referentes ao MDLText e, portanto, dispensam apresentac¸a˜o.
7.1.1 Ana´lise da complexidade computacional
No esta´gio de treinamento, cada atributo de cada exemplo de treinamento
necessita ser visitado uma u´nica vez. Portanto, dados |𝒟⋆| exemplos de treinamento e |ℬ|
atributos, a complexidade computacional desse esta´gio e´ de ordem linear 𝒪(|𝒟⋆| × |ℬ|).
No esta´gio de predic¸a˜o, para cada exemplo que precisa ser classificado, e´ ne-
cessa´rio calcular a pontuac¸a˜o 𝐾(𝑡𝑖) de cada atributo que, posteriormente, e´ usada para
calcular o tamanho de descric¸a˜o relativo a cada classe. Portanto, a complexidade compu-
tacional e´ 𝒪(|𝒞|×|ℬ|+ |𝒞|×|ℬ|) ou 𝒪(2×|𝒞|×|ℬ|), onde |𝒞| e´ o nu´mero de classes. Como
2× |𝒞| e´ constante, a complexidade computacional do esta´gio de predic¸a˜o do MDLClass e´
de ordem linear 𝒪(|ℬ|).
E´ importante notar que a esparsidade inversa dos vetores de atributos gerados
apo´s aplicar OHE e´ igual ao nu´mero original de atributos (|ℬ|). Portanto, na ana´lise da
complexidade do MDLClass, foi considerado o nu´mero original de atributos do problema.
7.2 Metodologia
Para avaliar o desempenho do MDLClass, foram realizados experimentos com 23
bases de dados pu´blicas e bem conhecidas, cujos exemplos sa˜o representados por atributos
catego´ricos ou nume´ricos. As estat´ısticas dessas bases sa˜o apresentadas na Tabela 17, onde
|𝒟| e´ a quantidade de exemplos de cada base de dados, |ℬ| corresponde ao nu´mero de
atributos e |𝒞| e´ o nu´mero de classes. A u´ltima coluna apresenta a quantidade de exemplos
em cada classe.
As bases de dados WEBSPAM-UK2006 e WEBSPAM-UK20071 sa˜o formadas
por pa´ginas Web de diversos hosts. Elas foram disponibilizadas por meio de tre^s conjuntos
de atributos: o primeiro e´ composto por 96 atributos baseados no conteu´do das pa´ginas
Web (ABC) (CASTILLO et al., 2007), o segundo e´ composto por 41 atributos baseados
nos links das pa´ginas Web (ABL) (BECCHETTI et al., 2006) e o terceiro e´ composto
1 Yahoo! Research: “Web Spam Collections”. Dispon´ıvel em ⟨http://chato.cl/webspam/⟩. Acessado em:
19/01/2017.
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Tabela 17 – Bases de dados usadas nos experimentos.
Base de dados |𝒟| |ℬ| |𝒞| Tamanho das classes
Balance-scale 625 4 3 288, 288, 49
Binary alphadigits 1.404 320 36 39 (cada classe)
Breast cancer Wisconsin 699 9 2 458, 241
Car evaluation 1.728 6 4 1.210, 384, 69, 65
King+Rook vs King+Pawn 3.196 36 2 1.669, 1527
Monks 556 6 2 278 (cada classe)
SPECT 267 22 2 212, 55
Tic-tac-toe 958 9 2 626, 332
UK2006-ABC 8.487 96 2 6.509, 1.978
UK2006-ABL 8.487 41 2 6.509, 1.978
UK2006-ABLT 8.487 138 2 6.509, 1.978
UK2006-ABL+ABC 8.487 137 2 6.509, 1.978
UK2006-ABL+ABLT 8.487 179 2 6.509, 1.978
UK2006-ABLT+ABC 8.487 234 2 6.509, 1.978
UK006-ABL+ABLT+ABC 8.487 275 2 6.509, 1.978
UK2007-ABC 5.797 96 2 5.476, 321
UK2007-ABL 5.797 41 2 5.476, 321
UK2007-ABLT 5.797 138 2 5.476, 321
UK2007-ABL+ABC 5.797 137 2 5.476, 321
UK2007-ABL+ABLT 5.797 179 2 5.476, 321
UK2007-ABLT+ABC 5.797 234 2 5.476, 321
UK2007-ABL+ABLT+ABC 5.797 275 2 5.476, 321
Voting records 435 16 2 267, 168
por 138 atributos baseados nos links transformados (ABLT) (CASTILLO et al., 2007).
Tambe´m, foram feitos experimentos com todas as poss´ıveis combinac¸o˜es entre os tre^s tipos
de atributos (ABC, ABL e ABLT). Todos os exemplos que possuem uma classe indefinida
ou que na˜o sa˜o rotulados foram removidos.
As outras bases de dados usadas nos experimentos e apresentadas na Tabela
17 foram extra´ıdas do reposito´rio UCI2 que e´ amplamente conhecido pela comunidade de
aprendizado de ma´quina.
7.3 Avaliac¸a˜o
Os resultados obtidos pelo MDLClass foram comparados aos resultados de ou-
tros me´todos amplamente usados como baseline em trabalhos de classificac¸a˜o: M.NB (MC-
CALLUM; NIGAM, 1998), B.NB (MCCALLUM; NIGAM, 1998), SVM (BOSER et al.,
1992; CORTES; VAPNIK, 1995), KNN (COVER; HART, 1967), DT (CART) (BREIMAN
2 O reposito´rio UCI (UC Irvine Machine Learning Repository) esta´ dispon´ıvel em ⟨http://archive.ics.
uci.edu/ml/⟩. Acessado em: 19/01/2017.
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et al., 1984a) e RF (BREIMAN, 2001).
Os me´todos M.NB, B.NB, KNN, DT e RF foram implementandos em Python
usando a biblioteca scikit-learn Library. O MDLClass foi implementado em MATLAB.
Ale´m disso, em todos os experimentos com o MDLClass, a te´cnica CF foi usada para
calcular a pontuac¸a˜o dos atributos e o para^metro |Ω| foi usado com o valor de 230. O
me´todo SVM foi implementado usando a biblioteca LibSVM para C++. O kernel utilizado
nos experimentos com o SVM foi o RBF.
O desempenho de alguns me´todos de classificac¸a˜o em problemas que possuem
atributos nume´ricos pode ser melhorado com a discretizac¸a˜o dos valores dos atributos.
Portanto, foram realizados experimentos com (1) os atributos normalizados pela norma-
lizac¸a˜o Z-score e com (2) os atributos discretizados pelo me´todo de Fayyad e Irani (1993).
O desempenho dos me´todos KNN, RF, SVM e MDLClass pode ser bastante
afetado pela escolha dos seus para^metros. Portanto, foi realizada uma busca em grade
usando a validac¸a˜o cruzada 5-fold estratificada para encontrar o melhor valor para o
nu´mero de vizinhos (KNN), o nu´mero de a´rvores (RF), o para^metro 𝑒 (MDLClass) e os
para^metros custo e 𝛾 (SVM).
7.4 Resultados
A Tabela 18 apresenta os resultados obtidos por cada me´todo avaliado para
cada uma das 23 bases de dados. Os resultados foram calculados usando a macro F-medida
e validac¸a˜o cruzada 5-fold estratificada. Os valores em negrito indicam o melhor resultado.
Os resultados indicam que o MDLClass obteve resultados melhores que os
me´todos M.NB, B.NB e DT na maioria dos experimentos. Pore´m, em geral, ele obteve
resultados inferiores aos me´todos RF, SVM e KNN. Apesar disso, o me´todo proposto tem
como vantagem o fato de ter complexidade computacional linear. Portanto, o MDLClass
pode ser uma boa alternativa em problemas que demandam respostas ra´pidas.
Para uma ana´lise mais confia´vel dos resultados foi feita uma ana´lise estat´ıstica
considerando os rankings me´dios apresentados na Figura 27.
Primeiramente, foi usado o teste na˜o-parame´trico de Friedman para verificar
se existe diferenc¸a estat´ıstica entre os me´todos avaliados. Para 7 me´todos e 23 bases
de dados, usando um intervalo de confianc¸a 𝛼 = 0,05, o teste de Friedman indicou que a
hipo´tese nula de que todos os me´todos sa˜o equivalentes pode ser rejeitada. Em seguida, foi
feita uma ana´lise par-a-par usando o teste post-hoc de Bonferroni–Dun. Para um intervalo
de confianc¸a 𝛼 = 0,05, a diferenc¸a cr´ıtica foi igual a 1,681. Portanto, na˜o ha´ uma diferenc¸a
significativa entre o desempenho do MDLClass e o desempenho dos me´todos KNN, M.NB,
B.NB e DT. Pore´m, ha´ evide^ncia estat´ıstica suficiente para afirmar que o me´todo proposto
foi inferior aos me´todos SVM e RF.
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Tabela 18 – Macro F-medida obtida por cada me´todo usando validac¸a˜o cruzada 5-fold
estratificada.
B.NB DT KNN M.NB MDLClass RF SVM
Balance-scale 0,634 0,554 0,593 0,633 0,622 0,585 0,951
Binary Alphadigits 0,682 0,477 0,709 0,664 0,617 0,719 0,775
Breast cancer Wisconsin 0,970 0,922 0,945 0,972 0,968 0,959 0,968
Car evaluation 0,741 0,949 0,774 0,669 0,737 0,904 0,989
King+Rook vs King+Pawn 0,874 0,995 0,956 0,879 0,884 0,991 0,994
Monks 0,787 0,973 0,956 0,787 0,775 1,000 1,000
SPECT 0,738 0,663 0,712 0,435 0,778 0,717 0,691
Tic-tac-toe 0,652 0,923 0,971 0,648 0,670 0,988 0,994
UK2006-ABC 0,752 0,769 0,825 0,759 0,772 0,848 0,848
UK2006-ABL 0,796 0,797 0,828 0,803 0,810 0,859 0,849
UK2006-ABLT 0,789 0,799 0,847 0,796 0,810 0,857 0,851
UK2006-ABL+ABC 0,832 0,821 0,865 0,830 0,849 0,887 0,886
UK2006-ABL+ABLT 0,801 0,801 0,842 0,805 0,821 0,856 0,861
UK2006-ABLT+ABC 0,830 0,820 0,867 0,832 0,844 0,885 0,887
UK2006-ABL+ABLT+ABC 0,836 0,817 0,864 0,837 0,848 0,889 0,888
UK2007-ABC 0,632 0,647 0,689 0,631 0,625 0,732 0,736
UK2007-ABL 0,584 0,552 0,555 0,560 0,577 0,610 0,559
UK2007-ABLT 0,583 0,545 0,534 0,590 0,562 0,545 0,530
UK2007-ABL+ABC 0,639 0,619 0,678 0,635 0,627 0,727 0,730
UK2007-ABL+ABLT 0,587 0,536 0,533 0,591 0,569 0,550 0,570
UK2007-ABLT+ABC 0,633 0,626 0,674 0,641 0,624 0,722 0,676
UK2007-ABL+ABLT+ABC 0,620 0,622 0,637 0,639 0,615 0,724 0,673
Voting records 0,899 0,938 0,915 0,902 0,915 0,961 0,953
SV
M RF
KN
N
M
DL
Cl
as
s
M
.N
B
B.
NB D
T
1
2
3
4
5
6
7
R
a
n
ki
n
g
 m
é
d
io
2
.2
0
2
.2
8
3
.9
3 4
.6
5
4
.7
6
4
.8
3 5
.3
5
Ranking médio Diferença crítica
Figura 27 – Rankings me´dios usados na ana´lise estat´ıstica e diferenc¸as cr´ıticas calculadas
usando o teste post-hoc de Bonferroni–Dunn.
7.5 Considerac¸o˜es finais
Neste cap´ıtulo, foi apresentada uma proposta de generalizac¸a˜o do MDLText,
chamada MDLClass. Ele e´ capaz de classificar insta^ncias na˜o textuais, compostas por
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atributos cont´ınuos ou catego´ricos.
O MDLClass foi comparado a alguns me´todos amplamente utilizados como
baseline em problemas de classificac¸a˜o. A ana´lise estat´ıstica dos resultados mostrou que o
me´todo proposto foi estatisticamente equivalente aos me´todos M.NB, B.NB e DT, apesar
de ter obtido um ranking me´dio melhor. Contudo, ele foi estatisticamente inferior aos
me´todos RF e SVM.
Como o MDLClass ainda esta´ em fase inicial e e´ uma simples proposta de ge-
neralizac¸a˜o direta do MDLText, esses resultados sa˜o animadores, pois foram compara´veis
aos obtidos por me´todos tradicionais da literatura. Ale´m disso, o me´todo proposto tem
vantagens sobre alguns me´todos cla´ssicos, como o SVM, pois ele pode ser aplicado em pro-
blemas multiclasse sem decompo^-los em problemas bina´rios. Algumas melhorias precisam
ser feitas para que resultados ainda mais expressivos possam ser obtidos. Por exemplo,
na˜o foi poss´ıvel deduzir uma boa func¸a˜o de similaridade entre o documento a ser classifi-
cado e as poss´ıveis classes do problema. Como o MDLClass usa um vetor de atributos com
valores bina´rios, os proto´tipos das classes obtidos pelo MDLText na˜o ajudaram a melhorar
a predic¸a˜o das classes no novo me´todo. Portanto, podem ser encontradas novas alterna-
tivas para a gerac¸a˜o de proto´tipos para as classes que sejam ao mesmo tempo ra´pidas e
eficientes.
Outro problema em aberto e´ que, diferentemente do MDLText, atualmente o
MDLClass so´ pode ser aplicado em problemas de classificac¸a˜o offline. O principal motivo
para isso e´ que em problemas que possuem atributos nume´ricos, ele faz um processo de
discretizac¸a˜o dos valores. Ainda e´ desafiador encontrar uma forma de alterar os intervalos
de discretizac¸a˜o de maneira online e ao mesmo tempo atualizar a freque^ncia de vezes
em que cada atributo obteve um valor maior que zero para cada classe do problema.
Uma alternativa seria usar uma te´cnica de discretizac¸a˜o mais simples, como por exemplo,
dividindo-se o intervalo de valores em 𝑘 partic¸o˜es iguais. Pore´m, te´cnicas de discretizac¸a˜o
mais simples podem diminuir o desempenho da classificac¸a˜o. Outra possibilidade seria na˜o
aplicar a discretizac¸a˜o, mas empregar diretamente aproximac¸o˜es de func¸o˜es de distribuic¸a˜o
de probabilidade dos atributos atrave´s de estimativa de densidade de kernel.
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Nesta tese, foi apresentado um novo me´todo de classificac¸a˜o multinomial de
textos baseado no princ´ıpio MDL, o MDLText. O me´todo proposto tem caracter´ısticas
deseja´veis, tais como simples implementac¸a˜o, aprendizado incremental, baixo custo com-
putacional e robustez na prevenc¸a˜o do problema de sobreajustamento. Ele possui alto
poder preditivo, ao mesmo tempo que e´ eficiente, o que possibilita que ele seja aplicado
em problemas de categorizac¸a˜o de texto reais, online e de grande escala.
Para avaliar o desempenho do me´todo proposto, foram conduzidos experimen-
tos com 45 bases de dados reais, pu´blicas e de grande porte, considerando dois diferentes
cena´rios: aprendizado offline e online. Os resultados obtidos foram comparados aos de
me´todos considerados estado-da-arte em problemas de classificac¸a˜o. Para assegurar uma
comparac¸a˜o justa, foram realizadas buscas em grade exaustivas para determinar o melhor
esquema de pesos para os termos dos documentos e os melhores para^metros para cada
me´todo quando aplicado a cada uma das bases de dados usadas nos experimentos. Dessa
maneira, foi garantido que o desempenho do me´todo apresentado nesta tese foi comparado
ao melhor desempenho que poderia ser obtido pelos demais me´todos.
Os resultados indicaram que o MDLText oferece um excelente balanceamento
entre poder preditivo e eficie^ncia computacional. A ana´lise estat´ıstica dos resultados mos-
trou que ele foi superior aos me´todos M.NB, B.NB, KNN, DT, RF e Rocchio e equivalente
ao SVM. Contudo, o MDLText possui aprendizado muito mais eficiente em termos de ve-
locidade de processamento (em me´dia, foi 56 vezes mais ra´pido do que o me´todo SVM).
Nos experimentos conduzidos em cena´rio de aprendizado online, o MDLText foi
comparado a me´todos de classificac¸a˜o incrementais tradicionais: M.NB, B.NB, Percep-
tron, SGD, ROMMA e OGD. A ana´lise estat´ıstica dos resultados mostrou que o me´todo
proposto obteve desempenho superior a todos os outros me´todos. Um bom desempenho
tambe´m foi obtido em um cena´rio de classificac¸a˜o de textos curtos e ruidosos, onde ele
obteve o segundo melhor ranking me´dio.
O MDLText pode ser considerado simples, pois seu modelo de predic¸a˜o e´ baseado
apenas em informac¸o˜es do nu´mero de ocorre^ncias de cada termo e no peso TF-IDF deles.
Ele tambe´m pode ser considerado robusto, pois obteve desempenho superior a` maioria dos
me´todos tradicionais de classificac¸a˜o avaliados nesta tese em uma variedade de cena´rios
(classificac¸a˜o online e offline, bases de dados com classes desbalanceadas, problemas com
alta dimensionalidade, problemas bina´rios e multiclasses e textos curtos e ruidosos). Esses
bons resultados, aliados ao baixo custo computacional do MDLText, o que e´ atestado pelo
fato de que ele possui complexidade linear e foi em me´dia 56 vezes mais ra´pido que o
SVM, mostraram que ele tambe´m e´ eficiente.
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Nesta tese, tambe´m foi apresentada uma proposta inicial de generalizac¸a˜o do
MDLText, capaz de ser aplicada em problemas na˜o textuais. Esse novo me´todo, nomeado
MDLClass, pode ser aplicado naturalmente em problemas multiclasse e possui complexi-
dade linear. Para avaliar seu desempenho, foram conduzidos experimentos com 23 bases
de dados reais, grandes, pu´blicas e que possuem atributos catego´ricos ou nume´ricos. Os
resultados obtidos foram comparados ao desempenho de me´todos estado-da-arte de clas-
sificac¸a˜o. A ana´lise estat´ıstica mostrou que o MDLClass e´ estatisticamente equivalente
aos me´todos KNN, M.NB, B.NB e DT. Pore´m, ele obteve um desempenho inferior aos
me´todos SVM e RF. Apesar dos resultados obtidos pelo MDLClass terem sido compara´veis
aos me´todos tradicionais da literatura, por tratar-se de uma proposta inicial, ele ainda e´
pass´ıvel de muitas melhorias, que podem aprimorar ainda mais o seu desempenho. Uma
func¸a˜o de similaridade, ana´loga a que foi usada no MDLText, adaptada para problemas
na˜o-textuais, pode tornar o MDLClass mais robusto. Ale´m disso, alterac¸o˜es podem ser
feitas para tornar seu aprendizado incremental, como por exemplo: (1) criar um me´todo
de discretizac¸a˜o mais eficaz e incremental ou (2) calcular a distribuic¸a˜o de probabilidade
dos atributos por meio de estimativa de densidade de kernel.
8.1 Trabalhos futuros
Durante a elaborac¸a˜o e apo´s a conclusa˜o deste estudo, foram verificados di-
versos pontos em que este trabalho pode ser melhorado e complementado. A seguir, sa˜o
apresentados direcionamentos para trabalhos futuros:
∙ adaptac¸a˜o do MDLText para problemas de categorizac¸a˜o de texto multilabel;
∙ proposic¸a˜o e avaliac¸a˜o de novas te´cnicas de atribuic¸a˜o de pontuac¸a˜o para os atri-
butos que superem a te´cnica CF em problemas de categorizac¸a˜o de texto gerais ou
problemas com caracter´ısticas particulares;
∙ aplicac¸a˜o do MDLText em problemas de categorizac¸a˜o de texto em domı´nios es-
pec´ıficos, como por exemplo ana´lise de sentimento, detecc¸a˜o de pla´gio, detecc¸a˜o de
pedofilia em redes sociais, detecc¸a˜o de comenta´rios racistas, entre outros;
∙ adaptac¸a˜o do MDLClass para problemas de classificac¸a˜o online;
∙ proposic¸a˜o de te´cnica para a gerac¸a˜o de proto´tipos para as classes, para que possam
ser usados em uma func¸a˜o de penalidade baseada em similaridade, com o objetivo
de melhorar a predic¸a˜o do MDLClass;
∙ estudo de te´cnicas de discretizac¸a˜o mais eficientes e incrementais para serem aco-
pladas ao MDLClass; e
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∙ aplicac¸a˜o do MDLClass em outros problemas de classificac¸a˜o, como por exemplo
previsa˜o de resultados de jogos, detecc¸a˜o de fraudes em transac¸o˜es pela internet,
detecc¸a˜o de corrupc¸a˜o de agentes pu´blicos, entre outros.
8.2 Publicac¸o˜es
A seguir sa˜o listados os trabalhos provenientes dos resultados de pesquisa re-
portados nesta tese.
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APE^NDICE A – Aplicac¸a˜o do MDLText na
classificac¸a˜o de documentos de texto curtos e
ruidosos com o aux´ılio de te´cnicas de
normalizac¸a˜o le´xica e indexac¸a˜o sema^ntica
Classificac¸a˜o de documentos de texto curtos e ruidosos e´ uma tarefa que vem
ganhando cada vez mais notoriedade no mundo atual. Usua´rios da Web te^m gerado um
grande volume de textos nas redes sociais, blogs, sites de not´ıcias, sites de vendas e
aplicativos de smartphones, por meio de comenta´rios e mensagens instanta^neas. Esses
textos precisam ser analisados para prover seguranc¸a aos usua´rios, facilitar o estudo do
comportamento das pessoas, agilizar a detecc¸a˜o de movimentos culturais, melhorar os
servic¸os prestados pelas empresas por meio da ana´lise dos comenta´rios dos usua´rios sobre
seus produtos e seu atendimento, entre outras aplicac¸o˜es.
Categorizar documentos de texto curtos e´ uma tarefa desafiadora devido ao
baixo nu´mero de termos existentes no texto, o que consequentemente faz com que a re-
presentac¸a˜o torne-se muito esparsa e pode resultar na reduc¸a˜o dra´stica do desempenho
dos me´todos tradicionais de classificac¸a˜o. Somado a isso, tais documentos costumam ser
repletos de g´ırias, s´ımbolos e abreviac¸o˜es que dificultam ate´ mesmo a extrac¸a˜o dos atri-
butos e a gerac¸a˜o do modelo espac¸o-vetorial para ser usado no processo de classificac¸a˜o
(ALMEIDA et al., 2016).
Nesse cena´rio, o objetivo do estudo apresentado neste ape^ndice e´ analisar o
desempenho do MDLText na classificac¸a˜o de documentos de texto curtos e ruidosos. Adici-
onalmente, e´ analisado se o uso de te´cnicas de normalizac¸a˜o le´xica e indexac¸a˜o sema^ntica
podem ser bene´ficas para a classificac¸a˜o.
O cena´rio considerado neste ape^ndice e´ o de aprendizado online, pois muitas
aplicac¸o˜es que envolvem textos curtos, tais como redes sociais e aplicativos de mensagens
instanta^neas, precisam de modelos de predic¸a˜o dina^micos, que possam ser atualizados
constantemente. Me´todos de aprendizado offline, cujos modelos de predic¸a˜o sa˜o esta´ticos,
na˜o sa˜o apropriados para este problema.
Inicialmente sa˜o apresentados os principais conceitos sobre normalizac¸a˜o le´xica
e indexac¸a˜o sema^ntica. Em seguida, e´ proposta uma nova te´cnica que combina as predic¸o˜es
obtidas pelos me´todos de classificac¸a˜o usando documentos de texto originais e suas va-
riac¸o˜es obtidas apo´s aplicar normalizac¸a˜o e incluir informac¸o˜es sema^nticas. Posterior-
mente, sa˜o detalhadas as bases de dados, me´todos, medidas de desempenho e outras in-
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formac¸o˜es importantes usadas nos experimentos. Por fim, sa˜o apresentados os resultados
e concluso˜es.
A.1 Normalizac¸a˜o do texto e indexac¸a˜o sema^ntica
Os documentos de texto gerados por usua´rios da Web e de smartphones, sa˜o
geralmente curtos e repletos de g´ırias, expresso˜es idioma´ticas, s´ımbolos, emoticons e abre-
viac¸o˜es. Tais caracter´ısticas degradam o desempenho dos me´todos de classificac¸a˜o de texto
tradicionais. Pore´m, em um estudo recente, Almeida et al. (2016) demonstraram que os
me´todos de classificac¸a˜o podem ter seu desempenho melhorado quando sa˜o auxiliados
por te´cnicas de normalizac¸a˜o le´xica e indexac¸a˜o sema^ntica. Os autores propuseram a fer-
ramenta TextExpansion1, que e´ um framework para normalizac¸a˜o e expansa˜o de textos
curtos.
Basicamente, me´todos de expansa˜o combinam te´cnicas estado-da-arte de nor-
malizac¸a˜o le´xica e detecc¸a˜o de contexto usando diciona´rios sema^nticos. Cada exemplo de
texto puro (sem pre´-processamento) e´ processado em tre^s diferentes esta´gios, cada um
gerando uma nova representac¸a˜o em ciclos (ALMEIDA et al., 2016): normalizac¸a˜o le´xica,
indexac¸a˜o sema^ntica e desambiguac¸a˜o (consulte a Sec¸a˜o 3.1.2).
Na TextExpansion, a normalizac¸a˜o le´xica emprega o diciona´rio NoSlang2 para
converter g´ırias, s´ımbolos, abreviac¸o˜es e acro^nimos para sua forma cano^nica na l´ıngua
inglesa. A indexac¸a˜o sema^ntica e desambiguac¸a˜o usam o reposito´rio sema^ntico LDB Ba-
belNet3.
A TextExpansion expande a amostra textual em tre^s esta´gios: normalizac¸a˜o,
indexac¸a˜o sema^ntica e desambiguac¸a˜o. Enta˜o, dada uma regra de expansa˜o, as amostras
resultantes em cada esta´gio sa˜o unidas para formar um u´nico exemplo que pode ser
processado por uma te´cnica de aprendizado de ma´quina. A Figura 28 ilustra o processo.
Apo´s processar um documento de texto usando a TextExpansion, dez novas
verso˜es expandidas desse documento podem ser geradas, uma para cada poss´ıvel regra de
expansa˜o, definida pela combinac¸a˜o de quatro para^metros: (1) manter os termos originais,
(2) aplicar normalizac¸a˜o le´xica, (3) obter conceitos por indexac¸a˜o sema^ntica e (4) aplicar
desambiguac¸a˜o. Todas as regras de expansa˜o sa˜o apresentadas na Tabela 19. Para maiores
detalhes, consulte Almeida et al. (2016).
1 A ferramenta TextExpansion esta´ dispon´ıvel em: ⟨http://lasid.sor.ufscar.br/expansion⟩. Acessado em:
19/01/2017.
2 O diciona´rio NoSlang esta´ dispon´ıvel em: ⟨http://www.noslang.com/dictionary/full/⟩. Acessado em:
19/01/2017.
3 O reposito´rio LDB BabelNet esta´ dispon´ıvel em: ⟨http://babelnet.org/⟩. Acessado em: 19/01/2017.
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Figura 28 – O documento de texto original e´ processado por diciona´rios sema^nticos e
te´cnicas de detecc¸a˜o de contexto, criando-se novos documentos expandidos e
normalizados. Dada uma regra de expansa˜o, os documentos normalizados e
expandidos sa˜o unidos formando um documento final (Fonte: Almeida et al.
(2016)).
Tabela 19 – Poss´ıveis regras de expansa˜o utilizadas na ferramenta TextExpansion.
Os termos originais Foi aplicada Foi aplicada indexac¸a˜o Foi aplicada
foram mantidos? normalizac¸a˜o? sema^ntica? desambiguac¸a˜o?
Expansa˜o 1 X X
Expansa˜o 2 X X
Expansa˜o 3 X X
Expansa˜o 4 X X X
Expansa˜o 5 X X X
Expansa˜o 6 X
Expansa˜o 7 X
Expansa˜o 8 X
Expansa˜o 9 X X
Expansa˜o 10 X X
A.1.1 Combinac¸a˜o das predic¸o˜es obtidas por diferentes regras de expansa˜o
Dado que e´ poss´ıvel criar dez novos documentos de texto para cada documento
original, pode ser feita uma combinac¸a˜o das predic¸o˜es obtidas pelos me´todos de classi-
ficac¸a˜o usando cada um deles como entrada, em vez de usa´-los individualmente. Assim,
esta tese apresenta uma te´cnica ensemble que combina as predic¸o˜es individuais obtidas
usando o documento de texto original e os documentos gerados pela TextExpansion (Fi-
gura 29).
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Figura 29 – Te´cnica ensemble que combina os classificadores usando os documentos ori-
ginais e os documentos gerados pelas regras de expansa˜o.
Conforme ilustrado na Figura 29, ha´ um modelo preditivo gerado usando os
documentos de treinamento originais e dez outros modelos preditivos gerados usando os
documentos pre´-processados pela ferramenta TextExpansion (um modelo preditivo para
cada regra de expansa˜o apresentada na Tabela 19). Estes modelos de predic¸a˜o podem ser
gerados usando qualquer me´todo de classificac¸a˜o online. Quando um documento de texto
com classe desconhecida e´ apresentado, cada modelo preditivo faz uma predic¸a˜o. Enta˜o, a
classe final que sera´ atribu´ıda ao documento e´ aquela que foi mais votada pelos modelos.
Se o erro de predic¸a˜o de um modelo preditivo for maior que zero, enta˜o a classe verdadeira
do documento e´ apresentada ao modelo de predic¸a˜o e ele e´ atualizado.
Como e´ de se esperar, a te´cnica ensemble demanda um alto custo compu-
tacional, pois ela cria e atualiza onze modelos preditivos simultaneamente. Pore´m, este
problema pode ser minimizado se os modelos preditivos forem processados paralelamente.
A.2 Metodologia
Para simular cena´rios reais, neste estudo foram feitos experimentos conside-
rando um cena´rio online, similar ao que foi apresentado na Sec¸a˜o 2.3. Para a te´cnica en-
semble, o processo de classificac¸a˜o online foi adaptado para corresponder ao fluxograma
apresentado na Figura 29.
APE^NDICE A. Aplicac¸a˜o do MDLText na classificac¸a˜o de documentos de texto curtos e ruidosos com o
aux´ılio de te´cnicas de normalizac¸a˜o le´xica e indexac¸a˜o sema^ntica 124
Os resultados obtidos pelo MDLText no cena´rio apresentado neste ape^ndice
foram comparados aos resultados obtidos pelos me´todos apresentados na Sec¸a˜o 6.1.4,
usando as mesmas configurac¸o˜es. As bases de dados usadas nos experimentos foram as
mesmas apresentas na Sec¸a˜o 6.2.2.3.
A.2.1 Pre´-processamento e tokenizac¸a˜o
Em todos os experimentos, os textos foram convertidos para letras minu´sculas
e, depois, os caracteres na˜o-alfanume´ricos foram usados como delimitadores no processo
de tokenizac¸a˜o.
Para cada base de dados, a ferramenta TextExpansion foi usada para criar dez
bases expandidas. Depois, para cada me´todo de classificac¸a˜o, foram realizados os seguintes
experimentos:
1. usando apenas os documentos originais;
2. usando os documentos expandidos individualmente;
3. usando o documento original e os documentos expandidos combinados pela te´cnica
ensemble.
A Tabela 20 sumariza as principais estat´ısticas das bases de dados originais e
daquelas geradas por cada regra de expansa˜o mostrada na Tabela 19, onde |𝒯 | corresponde
ao nu´mero de termos (tamanho do vocabula´rio), enquanto 𝜓 e IQR sa˜o, respectivamente,
o nu´mero de termos por documentos e a amplitude interquartil do nu´mero de termos
por documento. Apesar da quantidade de exemplos por classe ser a mesma para as bases
de dados originais e expandidas, o tamanho do vocabula´rio, a mediana e o IQR variam
bastante.
E´ interessante notar que a regra de expansa˜o 4 gerou o maior vocabula´rio e
consequentemente a maior mediana e IQR de termos por documento. Por outro lado,
para a maioria das bases de dados, a expansa˜o 8 gerou o menor tamanho de vocabula´rio
e a menor mediana e IQR. Quanto a`s bases de dados originais, os exemplos da base
de dados Review Spam Collection sa˜o as maiores, com uma mediana de 84 termos por
documento, enquanto as bases de dados SMS e YouTube tem uma mediana de 11 termos
por documento.
A.3 Resultados
A Tabela 21 apresenta as me´dias da macro F-medida obtidas em dez rodadas
dos experimentos com aprendizado online usando o processo descrito no Algoritmo 6.1.
Para cada me´todo e base de dados avaliados sa˜o apresentados os resultados obtidos com
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Tabela 20 – Estat´ısticas das bases de dados originais e expandidas.
SMS Blog Review YSC - Eminem
Tamanho das classes Tamanho das classes Tamanho das classes Tamanho das classes
747 4.827 692 332 800 800 245 203
|𝒯 | 𝜓 IQR |𝒯 | 𝜓 IQR |𝒯 | 𝜓 IQR |𝒯 | 𝜓 IQR
Base de dados original 8.706 11,00 13,00 8.163 22,00 35,50 9.571 84,00 51,00 1.601 7,00 13,50
Expansa˜o 1 16.798 43,00 56,00 16.645 88,00 171,00 18.835 333,00 221,00 4.953 37,00 72,00
Expansa˜o 2 9.897 14,00 17,00 9.352 28,00 46,50 11.004 107,00 64,00 1.997 9,00 16,50
Expansa˜o 3 9.201 14,00 15,00 8.814 27,00 40,50 10.356 102,00 61,00 1.773 9,00 16,00
Expansa˜o 4 17.041 46,00 58,00 17.015 92,00 172,00 19.304 341,00 224,00 5.038 37,00 74,00
Expansa˜o 5 10.326 17,00 20,00 9.934 33,00 51,00 11.682 125,00 75,00 2.155 10,00 21,00
Expansa˜o 6 14.610 42,00 54,00 14.598 85,00 165,00 15.554 315,00 209,00 4.564 37,00 72,00
Expansa˜o 7 7.236 12,00 14,00 6.711 23,00 34,00 6.714 82,00 46,50 1.461 8,00 15,00
Expansa˜o 8 7.223 12,00 13,00 6.931 22,00 33,00 7.292 82,00 47,00 1.424 8,00 14,00
Expansa˜o 9 15.252 43,00 55,00 15.302 87,00 167,50 16.449 323,00 213,50 4.721 37,00 73,00
Expansa˜o 10 8.381 15,00 17,00 8.080 29,00 45,00 8.661 105,00 62,00 1.810 9,00 17,50
YSC - Katy Perry YSC - LMFAO YSC - Psy YSC - Shakira
Tamanho das classes Tamanho das classes Tamanho das classes Tamanho das classes
175 175 236 202 175 175 174 196
|𝒯 | 𝜓 IQR |𝒯 | 𝜓 IQR |𝒯 | 𝜓 IQR |𝒯 | 𝜓 IQR
Base de dados original 1.755 11,00 12,00 954 6,00 5,00 1.429 9,00 9,00 1.357 6,00 12,00
Expansa˜o 1 4.977 39,00 57,00 3.174 33,50 25,00 4.100 38,50 50,00 4.211 23,00 54,00
Expansa˜o 2 2.109 13,00 14,00 1.192 7,00 6,00 1.734 12,00 13,00 1.692 7,00 14,00
Expansa˜o 3 1.896 13,00 14,00 1.068 6,00 6,00 1.574 11,50 13,00 1.501 7,00 12,00
Expansa˜o 4 5.035 40,00 57,00 3.227 34,00 25,00 4.195 41,00 51,00 4.283 23,50 56,00
Expansa˜o 5 2.260 15,00 17,00 1.098 7,00 7,00 1.871 14,00 16,00 1.823 8,00 16,00
Expansa˜o 6 4.631 38,00 55,00 2.973 33,00 24,00 3.834 38,00 49,00 3.863 22,00 52,00
Expansa˜o 7 1.666 12,00 13,00 932 6,00 5,00 1.354 10,50 11,00 1.033 6,00 12,00
Expansa˜o 8 1.604 11,00 12,00 889 6,00 5,00 1.307 10,00 11,00 1.023 6,00 12,00
Expansa˜o 9 4.768 38,00 55,00 3.061 33,00 25,00 3.953 38,00 49,00 4.025 23,00 53,00
Expansa˜o 10 1.974 14,00 16,00 1.101 7,00 7,00 1.610 13,00 14,00 1.551 7,50 14,00
(1) os documentos originais, (2) os documentos expandidos em que a melhor macro F-
medida foi obtida e (3) a te´cnica ensemble. Os resultados esta˜o ordenados pela macro
F-medida. Os valores em negrito indicam o melhor resultado para cada base de dados.
Tabela 21 – Resultados me´dios obtidos pelos me´todos em 10 rodadas da classificac¸a˜o on-
line de documentos de texto curtos e ruidosos. Os resultados esta˜o ordenados
pela macro F-medida e os valores em negrito indicam o melhor resultado para
cada base de dados (Continua).
Base de dados original Expansa˜o textual Ensemble
SMS
SGD 0,928 0,935 0,961
Perceptron 0,917 0,929 0,955
M.NB 0,955 0,952 0,888
MDLText 0,949 0,950 0,905
MDL 0,921 0,929 0,884
B.NB 0,892 0,925 0,912
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Tabela 21 – Resultados me´dios obtidos pelos me´todos em 10 rodadas da classificac¸a˜o on-
line de documentos de texto curtos e ruidosos. Os resultados esta˜o ordenados
pela macro F-medida e os valores em negrito indicam o melhor resultado para
cada base de dados (Continuac¸a˜o).
Base de dados original Expansa˜o textual Ensemble
ROMMA 0,902 0,901 0,860
OGD 0,718 0,784 0,741
Blog
M.NB 0,858 0,849 0,838
MDLText 0,841 0,843 0,815
SGD 0,809 0,810 0,836
MDL 0,819 0,828 0,801
Perceptron 0,784 0,786 0,822
OGD 0,815 0,801 0,766
B.NB 0,803 0,815 0,808
ROMMA 0,762 0,772 0,743
Review
B.NB 0,843 0,842 0,850
M.NB 0,841 0,849 0,846
SGD 0,804 0,809 0,848
MDLText 0,835 0,842 0,792
Perceptron 0,789 0,783 0,838
OGD 0,802 0,791 0,747
MDL 0,770 0,787 0,752
ROMMA 0,712 0,733 0,701
YSC - Eminem
SGD 0,894 0,890 0,918
B.NB 0,913 0,909 0,905
Perceptron 0,874 0,887 0,912
MDLText 0,907 0,911 0,868
MDL 0,887 0,903 0,874
M.NB 0,891 0,890 0,901
ROMMA 0,862 0,852 0,808
OGD 0,790 0,798 0,765
YSC - Katy Perry
B.NB 0,911 0,915 0,926
SGD 0,873 0,882 0,920
MDLText 0,902 0,917 0,880
M.NB 0,900 0,904 0,905
Perceptron 0,865 0,869 0,895
MDL 0,867 0,886 0,833
OGD 0,855 0,866 0,830
ROMMA 0,847 0,860 0,801
YSC - LMFAO
SGD 0,901 0,904 0,930
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Tabela 21 – Resultados me´dios obtidos pelos me´todos em 10 rodadas da classificac¸a˜o on-
line de documentos de texto curtos e ruidosos. Os resultados esta˜o ordenados
pela macro F-medida e os valores em negrito indicam o melhor resultado para
cada base de dados (Conclusa˜o).
Base de dados original Expansa˜o textual Ensemble
B.NB 0,924 0,923 0,924
Perceptron 0,886 0,889 0,921
M.NB 0,906 0,911 0,909
MDL 0,897 0,901 0,900
MDLText 0,899 0,899 0,879
ROMMA 0,856 0,869 0,811
OGD 0,807 0,856 0,846
YSC - Psy
MDLText 0,939 0,948 0,896
SGD 0,911 0,914 0,946
M.NB 0,941 0,936 0,944
B.NB 0,940 0,931 0,938
Perceptron 0,896 0,909 0,939
MDL 0,897 0,914 0,872
OGD 0,905 0,906 0,867
ROMMA 0,862 0,896 0,834
YSC - Shakira
SGD 0,901 0,903 0,923
MDLText 0,911 0,920 0,888
Perceptron 0,896 0,891 0,912
M.NB 0,909 0,911 0,912
MDL 0,898 0,903 0,874
ROMMA 0,891 0,883 0,839
OGD 0,885 0,872 0,844
B.NB 0,875 0,882 0,869
E´ importante destacar que, para cada me´todo de classificac¸a˜o e base de dados,
a coluna Expans~ao textual da Tabela 21 reporta apenas o resultado com a regra de ex-
pansa˜o em que a melhor macro F-medida foi obtida. Conforme recomendado por Almeida
et al. (2016), neste trabalho optou-se por na˜o apresentar os resultados de todas as dez
bases de dados expandidas porque nenhuma regra de expansa˜o obteve o melhor resultado
para todos os me´todos e bases de dados. Segundo Almeida et al. (2016), as regras de
expansa˜o sa˜o estatisticamente equivalentes e, portanto, a escolha da melhor regra para
cada me´todo de classificac¸a˜o pode ser feita usando-se uma busca em grade.
O MDLText obteve a melhor macro F-medida nos experimentos com a base
de dados YSC - Psy e foi um dos quatro melhores me´todos na maioria das bases de
dados avaliadas. Individualmente, usando-se as mensagens de texto originais, o MDLText
obteve a melhor macro F-medida na base de dados YSC - Shakira. Nos experimentos
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com expansa˜o, ele obteve a melhor macro F-medida na base de dados YSC - Eminem. No
entanto, nos experimentos com a te´cnica ensemble, ele na˜o obteve o melhor resultado em
nenhuma base de dados.
Para certificar que os resultados na˜o foram obtidos por acaso, foi realizada uma
ana´lise estat´ıstica usando o teste de Friedman. A Figura 30a mostra o ranking me´dio dos
me´todos baseado na macro F-medida obtida por eles. A Figura 18b apresenta o ranking
me´dio obtido nos experimentos usando os documentos de texto originais, com expansa˜o
e com a te´cnica ensemble.
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Figura 30 – Rankings me´dios usados na ana´lise estat´ıstica e diferenc¸as cr´ıticas calculadas
usando o teste post-hoc de Bonferroni–Dunn. A Figura 30a mostra o ranking
me´dio para cada me´todo. A Figura 30b mostra o ranking me´dio obtido nos
experimentos usando os documentos de texto originais, a expansa˜o e a te´cnica
ensemble.
Para um intervalo de confianc¸a 𝛼 = 0,05, o teste de Friedman indicou que a
hipo´tese nula de igualdade entre os me´todos pode ser seguramente descartada. Portanto,
foi realizada uma comparac¸a˜o par-a-par usando o teste post-hoc de Bonferroni–Dunn.
Para um intervalo de confianc¸a 𝛼 = 0,05, a diferenc¸a cr´ıtica calculada pelo
teste post-hoc de Bonferroni–Dunn foi igual a 1,732. Portanto, ha´ evide^ncia estat´ıstica
suficiente para afirmar que o desempenho geral do MDLText foi significativamente melhor
que o desempenho geral dos me´todos MDL, perceptron, OGD e ROMMA. Pore´m, ele foi
estatisticamente equivalente aos me´todos M.NB, SGD e B.NB.
Comparando-se os resultados obtidos com as bases de dados originais, as bases
de dados expandidas e a te´cnica ensemble, a Tabela 21 mostra que, na maioria das bases
de dados, o melhor resultado foi obtido nos experimentos com a te´cnica ensemble. Pore´m,
em geral, o desempenho dos me´todos de aprendizado online foram melhores usando a
expansa˜o textual. Isto pode ser confirmado pelos rankings me´dios mostrados na Figura
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30b. Para certificar-se que tais diferenc¸as foram significativas, tambe´m foi realizada uma
ana´lise estat´ıstica.
De acordo com o me´todo na˜o-parame´trico de Friedman, para um intervalo de
confianc¸a 𝛼 = 0,05, a hipo´tese nula de igualdade entre os resultados obtidos usando as
bases originais, a expansa˜o e a te´cnica ensemble pode ser descartada. De acordo com a
comparac¸a˜o par-a-par usando o teste post-hoc de Bonferroni–Dunn, para um intervalo
de confianc¸a 𝛼 = 0,05, a diferenc¸a cr´ıtica entre os me´todos foi 0,396. Portanto, pode-se
afirmar que o desempenho obtido usando os documentos de texto apo´s a aplicac¸a˜o da ex-
pansa˜o textual foi estatisticamente superior ao desempenho obtido usando os documentos
de texto originais e a te´cnica ensemble. Estes resultados esta˜o em consona^ncia com o que
foi apresentado por Almeida et al. (2016).
A.4 Considerac¸o˜es finais
Neste ape^ndice, foi apresentado o estudo do desempenho do MDLText na clas-
sificac¸a˜o de documentos de texto curtos e ruidosos, com o aux´ılio de te´cnicas de norma-
lizac¸a˜o le´xica e indexac¸a˜o sema^ntica. Para isso, foram feitos experimentos com oito bases
de dados reais e pu´blicas de diferentes mı´dias. Os resultados obtidos pelo me´todo proposto
foram comparados com os resultados de me´todos tradicionais de aprendizado online. A
ana´lise estat´ıstica dos resultados mostrou que o MDLText foi superior aos me´todos MDL,
ROMMA, perceptron e OGD.
Tambe´m foi avaliado se a aplicac¸a˜o de normalizac¸a˜o le´xica e indexac¸a˜o sema^ntica
pode trazer benef´ıcios a` classificac¸a˜o de documentos de texto curtos e ruidosos. Neste caso,
a ana´lise estat´ıstica mostrou que os me´todos de classificac¸a˜o tiveram melhor desempenho
quando tais te´cnicas foram aplicadas.
Por fim, foi proposta e avaliada uma te´cnica ensemble que combina as predic¸o˜es
obtidas pelos me´todos de classificac¸a˜o usando os documentos de texto originais e expan-
didos. Os resultados obtidos foram os melhores na maioria das bases de dados, pore´m
estatisticamente inferior aos resultados individuais obtidos pelos me´todos de classificac¸a˜o
apo´s a aplicac¸a˜o das te´cnicas de expansa˜o.
