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Abstract
A scheme for remote weak signal sensor is proposed in which a coupled resonator optical waveg-
uide (CROW), as a transmitter, couples to a hybrid optomechanical cavity and an observing cavity,
respectively. The non-Markovian theory is employed to study the weak force sensor by treating the
CROW as a non-Markovian reservoir of the cavity fields, and the negative-effective-mass (NEM)
oscillator is introduced to cancel the back-action noise. Under certain conditions, dissipationless
bound states can be formed such that weak signal can be transferred in the CROW without dis-
sipation. Our results show that ultrahigh sensitivity can be achieved with the assistance of the
bound states under certain parameters regime.
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I. INTRODUCTION
Optomechanical system, involving the coupling between mechanical motion and cavity
field, provides us a high sensitive device to detect weak force, tiny mass and displacement
of the mechanical motion [1, 2]. With the advance of micro-nano technology, micro-cavity
optomechanical systems with high mechanical frequency, high quality factor and strong
optomechanical coupling are realized in several kinds of systems such as whispering-gallery-
mode resonator [3–7], levitated nano-sphere [8, 9] and optomechanical crystal [10, 11]. These
progresses push optomechanical systems in the precision detection further into application.
Approaches to force detection [12, 13] based on nano-mechanical systems are well-established
and have been used for measuring displacement [14]. Increasingly, it is believed that next-
generation mechanical biosensor may be realized in nano-mechanical systems, because they
are particularly matched in size with molecular interactions, and provide a basis for biological
probes with single-molecule sensitivity [15, 16]. For the biosensing and medical diagnoses or
other detection scenario, the local detection scheme might not meet the needs of practical
demand, it is necessary to construct waveguide-optomechanical coupling system so as to
perform remote detection. To our knowledge, this remote force detection has not yet been
investigated.
The sensitivity of optomechanical detector is limited by the noise. Various proposals
have been put forward for reducing noise, including squeezing of mechanical oscillator [17–
20] frequency-dependent squeezing of optical field [21–23], two-tone measurements, dual
mechanical oscillator configurations [24, 25], and atomic assistance detection [26–28]. Es-
pecially, it has been shown that quantum back-action (QBA) noise can be cancelled when
the prob field couples to positive and negative-effective-mass (NEM) oscillators simultane-
ously [26, 29, 30]. The QBA free proposal has been realized in a hybrid cavity optomechanical
system in which a spin ensemble plays the role of the negative-mass oscillator [31].
For remote detection, the waveguide is usually employed to connect the sensor and the
detector. Using tapered fibers coupling to sensing cavity has been investigated in [14, 32].
In the purpose of integrating the system on chip and improving the detection precision, the
waveguide integrated in the sensing cavity has been realized in microcavity regime [33, 34].
Theoretically, the waveguide can be treated as structured reservoirs [35–39], and the the-
ory of non-Markovian quantum open system is an effective method to study the dynamics
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of the objects coupling to the reservoir. In cavity quantum electrodynamics regime, the
structured reservoir can be photonic crystals or waveguides [37, 40–44]. It has been shown
that the bound states without dissipation can be formed when system coupled to band
gaps or finite band spectrum [36, 45] which is easily satisfied in photonic crystals or waveg-
uides [35, 36, 41, 46, 47]. The dissipationless of bound state benefits the transfer of the
signals.
Since the QBA evading in hybrid optomechanical system had been realized in experiment
[31], in the paper, we put forward a proposal by generating QBA evading measurement to
remote force detection. Using non-Markovian theory, we solve the dynamics and obtain the
output signal of the hybrid system. We carefully investigate the surviving condition of the
bound state and show that the output fields can be transferred in the presence of bound
state. A high precision and minimized weak force sensor can be achieved. Different from
the researches [12, 13, 48], we consider a remote weak force detection, which may be more
suitable in some cases. In order to avoid the photon consumption of the waveguide, we
investigated the condition of the bound state, which should be meaningful for experimental
realization.
This paper is arranged as follows. In Sec. II, we present the model and Hamiltonian of our
proposal. We study the effective non-Markovian reservoir and the bound states in Sec. III.
The sensitivity and the mechanism of suppressing the noise are discussed in Sec. IV. Finally,
Sec. V gives a summary of this work.
II. MODEL AND HAMILTONIAN
FIG. 1. The sketch of hybrid optomechanical system where a waveguide couples to the optome-
chanical cavity S and an observing cavity O. The atomic ensemble in a static magnetic field with
specific direction can be regarded as a NEM spin oscillator (detail structure see [31]).
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In order to detect remote weak signal, we employ a hybrid cavity optomechanical system,
shown in Fig. 1. In the cavity S, the movable mirror works as a sensor, and the fixed
mirror of the cavity S is connected to a CROW so that the signal can be transmitted to
the observing cavity O and be read out by homodyne detector. In addition, an atomic
ensemble whose spin direction ~J can be manipulated by a magnetic field ~B is placed in
cavity S. Employing the same procedure as in [26, 31], the spin of the atomic ensemble can
be effectively equivalent to an oscillator with effective-negative-mass; therefore, the noise of
quantum back-action can be evaded. The Hamiltonian of the system can be written as
H = HOM +Hcrow, (1)
with
HOM =
p21 − p22
2m
+
m
2
ω2m
(
q21 − q22
)
+ ~ga†sas(q1 + q2) + ~ωsa†sas + fq1. (2)
The first and the second terms express the Hamiltonian of the mechanical oscillator and the
NEM oscillator (the detailed description of the atom ensemble equivalence to NEM oscillator
can be referred in [31]) where q1 (p1) is the position (momentum) operator of the mechanical
oscillator, q2 (p2) is the position (momentum) operator of NEM oscillator. To cancel the
back-action noise, we let the two oscillators have the same mass (m) and frequencies (ωm) as
had reported by Ref. [31]. The third term describe the coupling between the two oscillators
and the cavity S where the NEM oscillator couples to the field with the same form as the
optomechanical interaction [49]. as (a
†
s) is the creation (annihilation) operator of the sensing
cavity S, and g is the coupling strength. The fourth term is the energy of the cavity S, and
the last term describes the weak force f coupling to the mechanical oscillator.
When defining collective position Q = (q1 +q2) and collective momentum P =
1
2
(p1 +p2),
relative position Φ = 1
2
(q1 − q2) and relative momentum Π = p1 − p2, the Hamiltonian can
be transformed into
HOM =
PΠ
m
+mω2mQΦ + ~ga†sasQ+ f(Q+ 2Φ) + ~ωsa†sas. (3)
We have the commutation [Q,Π] = 0 and [P,Φ] = 0. Therefore, the collective posi-
tion Q (momentum P ) and relative momentum Π (position Φ) are a pair of observable
operators which can be simultaneously measured with arbitrary precision.
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As shown in Fig. 1, the CROW consists of N -cavity chain, and the CROW couple to the
optomechanical sensing cavity S and observing cavity O, respectively. The Hamiltonian of
the CROW can be written as
Hcrow =
N∑
n=1
~ωwa†nan −
N−1∑
n=1
~ξw(a†nan+1 + a
†
n+1an) + ~ξs(a
†
1as + a
†
sa1)
+ ~ξo(a†Nao + a
†
oaN) + ~ωoa†oao + i~Eo
(
a†oe
−iωdt − aoeiωdt
)
,
(4)
where the first term is the energy of CROW, the second term stands for the hopping between
the nearest neighbor cavity with rate ξw, the third and the fourth terms describe the coupling
of the cavity S and the cavity O to the 1st and Nth cavity of CROW respectively, where
ao (a
†
o) is the annihilation and creation operator of cavity O, the fifth term is the energy
of cavity O, the last term represents the classical driven of cavity O with frequency ωd and
strength Eo. Performing the Fourier transformation [41]
ak =
√
2
pi
N∑
n=1
sin(nk)an (0 < k < pi), (5)
then we can rewrite the Hamiltonian Hcrow as
Hcrow
/
~ =ωoa†oao +
∑
k
ωka
†
kak +
∑
j=s,o
∑
k
Vj(k)(a
†
j
ak + a
†
kaj) + iEo
(
a†oe
−iωdt − aoeiωdt
)
, (6)
where ωk = ωw − 2ξw cos k, Vj(k) = ξj
√
2
pi
sin(njk) (ns = 1, no = N). The Hamiltonian
Eq. (6) implies that the CROW can be regarded as a structured reservoir of the cavity
S (O). In order to exactly solve the dynamics of the system, the non-Markovian treatment
should be employed. The coupled cavity chain or waveguide is equivalent to a structured
reservoir has been investigated in [41]. Here, we employ the coupled cavity chain to transmit
information of weak signal from the sensor to the detector. For simplicity, we assume that
the CROW is ideal without coupling to additional environment.
After switching into a frame rotating with respect to H0 = ~ωd(a†oao + a†sas +
∑
k a
†
kak),
and nondimensionalizing operators with transform: g → g√mωm/~, f → f√~ωmm, Q →
Q
√
~/mωm, Φ → Φ
√
~/ωmm, P → P
√
~ωmm and Π → Π
√
~ωmm, the Hamiltonian can
be changed into time-independent form as
H
/
~ =ωm(PΠ +QΦ) + ga†sasQ+ f(Q+ 2Φ) + ∆sa†sas + ∆oa†oao + iEo
(
a†o − ao
)
+
∑
k
∆ka
†
kak +
∑
j=s,o
∑
k
Vj(k)(a
†
jak + a
†
kaj),
(7)
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where ∆j = ωj − ωd (j = s, o, k). We will use Eq. (7) to calculate the output of the weak
signal (weak force f).
III. THE EFFECTIVE NON-MARKOVIAN RESERVOIR AND THE BOUND
STATES
As we have pointed out that the coupled cavity chain is equivalent to a structured reser-
voir, we now need to solve the dynamics with non-Markovian theory.
Using the Hamiltonian Eq. (7), we can obtain the Heisenberg equations as
Q˙ =ωmΠ, (8a)
Π˙ =− ωmQ− 2f − γm
2
Π +
√
γmΠ
in, (8b)
a˙s =− i∆sas − κs
2
as − igasQ− i
∑
k
Vsak +
√
κsa
in
s , (8c)
a˙o =− i∆oao − κo
2
ao − i
∑
k
Voak + Eo +
√
κoa
in
o , (8d)
a˙k =− i∆kak − i
∑
j=s,o
Vjaj , (8e)
where κj and a
in
j (j = s, o) are the damping rate and noise operator of the cavities S and O,
the negative and positive oscillators have same damping γm, and Π
in = pin1 − pin2 is thermal
noise of the oscillator, in which pin1 (p
in
2 ) is noise operator of normal (NEM) oscillator, and the
correlation function has the relation 〈pin1 pin2 〉 = 0, then 〈Πin(t)Πin(t′)〉 = 2coth
( ~ωm
2kBT
)
δ(t− t′).
From Eqs. (8a) and (8b), it is obvious that the collective position Q and relative momentum
Π form a QBA free system. Due to [Q,Π] = 0, the collective position Q and relative
momentum Π can be simultaneously measured with arbitrary precision. The variance of
Q (Π) does not affect the variance of Π (Q) although the Π is related with Q (see Eq. (8b)).
Since the cavity S (O) works as a sensor (detector), the dissipation should be included
because it is an open system in order to sense (output) signal, while the cavity chain functions
as a transmitter, and it is reasonable to ignore the loss of the chain for high quality cavities.
Through integrating Eq. (8e), the formal solution of ak(t) can be obtained
ak(t) =ak(0)e
−i∆kt − i
∫ t
0
dτ e−i∆k(t−τ)
∑
j=s,o
Vjaj(τ). (9)
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Inserting Eq. (9) into Eqs. (8c) and (8d), we obtain
a˙s =− i(∆s − iκs
2
)as − igasQ+ Ains −
∫ t
0
dτ
∫
dω
∑
j=s,o
Jsj(ω)aj(τ)e
−iω(t−τ), (10)
a˙o =− i(∆o − iκo
2
)ao + Eo + A
in
o −
∫ t
0
dτ
∫
dω
∑
j=s,o
Joj(ω)aj(τ)e
−iω(t−τ), (11)
where Ainj = a˜
in
j +
√
κja
in
j is the noise operator, and a˜
in
j = −i
∑
k Vjak(0)e
−i∆kt is the noise op-
erator of the structured reservoir. With the transform
∑
k →
∫
dω dk/dω =
∫
dω %(ω) [41]
in which ω means relative frequency ∆k = ωk − ωd, that is ω = ∆w − 2ξw cos(k) with
∆w = ωw − ωd, we can obtain the spectrum function as
Jij(ω) = %(ω)V
∗
i (ω)Vj(ω), (12)
where
%(ω) =
1√
(2ξw)
2 − (∆w − ω)2
, (13)
and
Vi(ω) =
√
2
pi
ξi sin
ni arcsin
√1− (ω −∆w
2ξw
)2. (14)
Considering the sensing cavity pumping with classical field, we can expand the cavity
field as aj → αj + aj (j = s, o), which means that the cavity field can be decomposed to
the classical mean value αj plus its quantum part, so that the dynamical equation can be
linearized. In strong non-Markovian regime, αj does not mean the steady-state values of
the cavity field aj. From Eqs. (8a) and (8b), it is easy to verify that 〈Q〉 is independent
of the cavity fields due to the interference between the two oscillator, which indicates that
the self-sustained oscillation of optomechanical system which is an obstacle of linearization
is suppressed. The situation is different from the generic optomechanical system [48, 50]
where the zero point of the mechanical oscillator is displaced due to the radiation pressure.
According to Eq. (10) and (11), we have
α˙ = −i∆˜ ·α− E +
∫ t
0
dτ
∫
dω J(ω) ·α(τ)e−iω(t−τ), (15)
where
J(ω) =
Jso(ω) Jss(ω)
Joo(ω) Jos(ω)
 , (16)
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α(t) = [αs(t), αo(t)]
T, ∆˜ = diag[∆˜s, ∆˜o] with ∆˜s = ∆s − iκs2 + g〈Q〉, ∆˜o = ∆o − iκo2 and
E = [0, Eo]
T. We perform the Laplace transformation O(z) =
∫∞
0
dtO(t)eizt to solve the
dynamic evolution αj, with initial values α(0) = 0, we can obtain
zα(z) = ∆˜ ·α(z)− 1
z
E + σ(z) ·α(z), (17)
where σ(z) =
∫
dω J(ω)
z−ω is the self-energy matrix. In order to obtain a simple and clear
meaning of the solution of above equation, we first assume Eo absence to obtain a Green’s
function α¯j(τ). Then, we have
α¯s(z) = i
σso
D(z) , (18)
where
D(z) = [z − ∆˜s − σss(z)][z − ∆˜o − σoo(z)]− σso(z)σos(z), (19)
and for more details seeing Appendix A. With the relation αj(t) = Eo
∫ t
0
dτ α¯j(τ) and the
inverse Laplace transform, we obtain the solution in the long-time limit
αs(t→∞) =
Nb∑
n′=1
iEo
ωrn′
Zn′e−iωrn′ t − Eo
Np∑
n=1
iZn
ωrn
+ INE, (20)
where Nb is the number of poles on the first Riemannian sheet, and Np is the number of
poles on the first and second Riemannian sheet. We can find all the poles of α¯s(z) denoted
as ωrn through solving D(z) = 0. The poles are classical by its position. It can be proof that
when the poles on first Riemannian sheet where Re(ωrn) < ∆w−2ξw or Re(ωrn) > ∆w +2ξw
the poles must be on the real axis. (for more details seeing Appendix A and B). We denote
this pole as ωrn′ which is real number, the first term in Eq. (20) will be exponent oscillation
term without dissipation, and this state is called bound state. Zn′ is the residues of at poles
ωrn′ . All the poles on the first and second Riemannian sheet with residues Zn contribute to
the second terms. The last term is non-exponential decay, and it is studied in Appendix C.
Since the cavity chain is equivalent to a reservoir, the reservoir will induce dissipation for
the cavity S and O. In order to transmit weak signal, we expect that the cavity chain can
transfer the signal without dissipation. Fortunately, the bound state is exponent oscillator
without dissipation and can fulfil the task. In other word, bound state is important and
play the special role in the remote weak signal detection. We now discuss the parameter
region in which the bound state exists.
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(e)
FIG. 2. The frequency ωr as the function of ξw (a), ξs (b), ∆s (c) and ∆o (d); the blue curves
stand for the bound states, while the red curves for the poles leading to exponential decay. The
black and cyan dashed lines in (a) represent ∆s and ∆o, respectively. The inset of (b), (c) and (d)
for zoom-in of the cross point. (e) The diagram of cavity mode and its sideband in optomechanical
system, where the red peaks with large width labeled as ωo and ωs represent the bare cavity
modes, and the green area corresponds to ∆w − 2ξw < ω < ∆w + 2ξw (without bound states).
The frequencies of bound states are adjustable. The parameters which are unspecified before, are
∆w = 8ωm, ∆s = 4ωm, ∆o = 2ωm, ξw = 3ωm, ξs = 4ωm, ξo = 2ωm, Eo = 2× 105ωm, κs = 0.01ωm,
κo = 0.05ωm g = 0.002ωm, and N = 30.
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We numerically calculate the poles of α¯s(z) and plot the real part of pole vs several
parameters shown in Fig. 2. In the green area, the condition ∆w − 2ξw < ωr < ∆w +
2ξw (determined by making positivity of the radicand of Eq. (13)) is satisfied, which stands
for the second Riemannian sheet. Beyond the green area, we call it first Riemannian sheet.
As it is shown in Fig. 5 in the Appendix A, the poles on the first Riemannian sheet can keep
the oscillation well, while the poles on the second Riemannian sheet can turn the oscillation
into exponential decay because of the large imaginary part. Therefore, the poles in the
first Riemannian sheet is superior than the ones in the second Riemannian sheet in against
dissipation.
The blue curves in the Fig. 2(a) represent the poles on the first Riemannian sheet, while
the red ones represent the poles on the second sheet. With the increasing of ξw, the blue
curves converge to the border of the light-green area, or vanish, which means that small value
of ξw is favor of surviving of bound states. As we can see from Eq. (12), ξw determines the
width of spectrum, the larger ξw, the weaker non-Markovianity. This phenomenon reflects
that with a large width of spectrum the system converge to a Markovian system where
poles converge to ∆s and ∆o. In other word, strong non-Markovianity does not need strong
nearest-neighbor coupling of cavities.
In Fig. 2(b), we study the poles as the function of ξs. When ξs is small, we can obtain
two poles with the same value of ξs, but only one pole is in the first Riemannian sheet,
and the other poles is in the second Riemannian sheet. With the increasing of the value
of ξs, the two poles are both in first Riemannian sheet, and a high-frequency bound state
is generated. Therefore, small ξw and large ξs are benefit to obtain the bound states. In
addition, one of the poles almost is not affected by the value of ξs, only the other pole strongly
depend on the value of ξs, which means that the bound states are mainly determined by the
coupling between the cavity S (O) and the common environment, respectively. However,
it is interesting to find from the inset in Fig. 2(b) that the frequencies of bound states
sharply change when the two bound states have very close frequencies. In this case, small
disturbance can make a jump between the two bound states.
In Fig. 2(c) and (d), we study the poles as the function of ∆s and ∆o. In Fig. 2(c), we find
that a bound state will disappear when ∆s ≈ 7ωm, and poles in second Riemannian sheet
will appear when ∆s is increasing to ∆s ≈ 4ωm. To generate bound states, the frequency of
cavity field should keep away from the center frequency of CROW (∆w = 8ωm). The same
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result can be obtained for ∆o. The “cross point” in Fig. 2(c) and (d) are similar with the
one in Fig. 2(b) where frequencies of bound states sharply change with the parameters. In
addition, we would like to mention the special points in (c) and (d) because we will use the
special points in Fig. 3. See Fig. 2(c), when ∆s = 2.4ωm, the frequencies of the two bound
states are ωr1 ≈ 0 and ωr2 ≈ ωm. In Fig. 2(d), when ∆s = 2.4ωm, and ∆o = 0.8ωm, we have
ωr1 ≈ ωr2 ≈ 0.
In the plotting Figs. 2(a) to (d), the optomechanical interaction is ignored because it only
appears in ∆˜s = ∆s − iκs2 + g〈Q〉, and the displacement resulted from radiation pressure is
extremely small, compared with ∆s − iκs2 , so here we choose 〈Q〉 = 0 [31]. Therefore, the
bound states actually are formed by the three-body interaction among the cavity S, O and
the CROW. In order to make the frequencies of bound state matching the frequency of the
sensing oscillator, we choose the parameters of Fig. 2 in the unit of ωm and summarize the
relation of the several frequencies of the fields in Fig. 2(e). Since the cavity S (O) couple
to a common reservoir CROW, the effective decay rates of cavity S (O) are enhanced by
the coupling strength ξs (ξo), which is represented by the two red peaks with large width.
Fortunately, the bound states is free of this problem. When the bound states couple to
mechanical oscillator, we can select special bound states, for instance, when ωr1 ≈ ωr2 ≈ ωm,
the sidebands are coincident; when ωr1 ≈ 0 and ωr2 ≈ ωm, one bound state resonates with
driven field, and the other resonates with oscillator; when ωr1 ≈ ωr2 ≈ 0, two bound states
resonates with driven field. We will show that in this way the output signal can be enhanced.
IV. THE SENSITIVITY OF WEAK SIGNAL
We now study the sensitivity of weak signal detection. As we have pointed out that
the bound state means the long-life oscillation, it benefits the transmission of the signal.
Under this condition, the coupling between the mechanical oscillator and the cavity mode
as is of the form G = αsg = G0 +
∑Nb
n=1 Gne
−iωrn t where Gn = −igEoZn/ωrn corresponds
to bound states ωrn and G0 = g(INE − E0
∑Np
n=1
iZn
ωrn
). The Heisenberg-Langevin equations
after linearized can be obtained as
a˙s =− i∆˜sas − iGQ+ Ains −
∫ t
0
dτ
∫
dω
∑
j=s,o
Jsj(ω)aj(τ)e
−iω(t−τ), (21a)
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a˙o =− i∆˜oao + Aino −
∫ t
0
dτ
∫
dω
∑
j=s,o
Joj(ω)aj(τ)e
−iω(t−τ), (21b)
Q˙ =ωmΠ, (21c)
Π˙ =− ωmQ− 2f − γm
2
Π +
√
γmΠ
in. (21d)
Without back-action evading technique, the back-action force Ga†s + G
∗as will act on
Eq. (21d) [48], and it adds a noise channel. The above equations can be changed into
frequency domain
ωas(ω) =∆˜sas(ω) +L [GQ] +
∑
j=s,o
σsjaj(ω) + iA
in
s (ω), (22a)
ωao(ω) =∆˜oao(ω) +
∑
j=s,o
σojaj(ω) + iA
in
o (ω), (22b)
−iωQ(ω) =ωmΠ(ω), (22c)
−iωΠ(ω) =− ωmQ(ω)− 2f(ω)− γm
2
Π(ω) +
√
γmΠ
in(ω). (22d)
We let L [GQ] =
∑Nb
n=0GnQ(ω − ωrn), by setting ωr0 = 0 ( ωr0 is a denotation not a bound
state). According to Eq. (22a) and (22d), we obtain
Q(ω) = χm(ω)[2f(ω)−√γmΠin(ω)], (23)
where χm(ω) = ωm(ω
2 − ω2m + i2γmω)−1 is the response function. The solution of ao in
frequency domain can be obtained as
ao(ω) =iα¯o(ω)A
in
o (ω) + α¯s(ω)
[
Nb∑
n=0
GnQ(ω − ωrn) + iAins (ω)
]
, (24)
in which α¯j(ω) (j = s, o) is Green function α¯j(t) in frequency domain, where α¯j is given in
Eq. (A2). The output of the observing cavity is given by aouto = a
in
o −
√
κoao. According to
Eq. (24), the status of the oscillator is monitored by the cavity field. Therefore, the weak
signal can be read out through homodyne detection by measuring the quadrature [2]
M = aouto e
−iθ + aout†o e
iθ (25)
where θ is an adjustable phase. In the frequency domain, the relation between signal and
the quadrature can be obtained
M(ω) =
√
κoe
−iθ
{
aino (ω)√
κo
− iα¯o(ω)Aino (ω) + iα¯s(ω)Ains (ω)
+ α¯s(ω)
[
Nb∑
n=0
Gnχm(ω − ωrn)
(
2f(ω − ωrn)−
√
γmΠ
in(ω)
)]}
+H.c..
(26)
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From above equation, we can see that the response function χm and α¯o joint together to
response the weak signal. If both of them achieve their maximum values, then we can achieve
the optimized response. It is why we discuss the bound state in Fig. 2. In addition, due
to the introducing of a NEM oscillator, the back-action noise of the cavity S is eliminated,
only the thermal noise of Πin exists, which is different from our early work [48] where the
additional noise contains the back-action noise proportional to the optomechanical coupling
G. We would like to amplify the signal f while the noise can be suppressed as low as possible.
Therefore, the level of the noise is very important in the weak signal detection. We employ
the definition of noise force (additional force) [26] as
Fadd(ω) =
M(ω)
∂M(ω)/∂f
∣∣∣∣
f=0
. (27)
According Eq. (26), the addition force can be obtained as
Fadd(ω) = Fo(ω)−
√
γm
2
Πin(ω), (28)
where
Fo(ω) =
A(ω)e−iθ√
κo
{
aino (ω) + i
√
κo[−α¯o(ω)Aino (ω) + α¯s(ω)Ains (ω)]
}
+H.c. (29)
is noise induced by the cavity fields in which
A(ω) =
[
2
Nb∑
n=0
e−iθα¯s(ω)Gnχm(ω − ωrn) +H.c.
]−1
. (30)
The noise spectrum can defined as
Sadd(ω) =
1
2
∫
dω′
〈
Fadd(ω)Fadd(ω
′) + (ω ↔ ω′)
〉
. (31)
If the signal is more weak than the noise, it definitely can not be detected from the back-
ground noise. Therefore, the noise level determines the accuracy of the weak signal detection.
So, it is reasonable to define the force sensitivity using
Fs(ω) =
√
~mωmSadd(ω), (32)
where ~mωm is introduced to recover the units because we have nondimensionalized the
Hamiltonian basing on ωm and ~ [51]. The thermal noise operator Πin is the incoherent
superposition of the thermal noise of the positive and negative oscillators. Considering
13
the same frequency and damping rate of positive and negative oscillators, the correlation
function in frequency domain can be obtained as
〈Πin(ω′)Πin(ω)〉 = 2 coth
(
~ωm
2kBT
)
δ(ω + ω′), (33)
where T is temperature and kB is the Boltzmann constant [52]. The noise operator of cavity
fields consist of two parts whose correlation functions are
〈aini (ω)ain†j (ω′)〉 = δijδ(ω + ω′), (34)
and
〈a˜ini (ω)a˜in †j (ω′)〉 = Jij(ω)δ(ω + ω′). (35)
We can obtain the additional noise spectrum as
Sadd(ω) =
1
2
{
γm coth
(
~ωm
2kBT
)
+ |A(ω)|2
[
1
κo
+ κo|α¯o(ω)|2 + κs|α¯s(ω)|2 + B(ω)
]
+ ω ↔ −ω
}
,
(36)
where
B(ω) = α¯(ω) · J(ω)α¯†(−ω) (37)
stands for the noise induced by the non-Markovian reservoir. When ω < ∆w − 2ξw or ω >
∆w + 2ξw which is out of the definition of the spectrum, B(ω) will vanish, the corresponding
noise is eliminated. However, the disappearance of B(ω) does not mean the lowest noise
because the other noise in Eq. (36) may be amplified when B(ω) vanishes.
We now investigate the optical noise Fso which is the sensitivity Fs when we temporally
ignore the thermal noise of the oscillator. In Fig. 3(a), the green curve with ξw = 12ωm
corresponds to no bound state, and that with ξw = 2.4ωm, 3ωm correspond to the bound
states. The red curve reaches to an ultrahigh sensitivity which is smaller than the zero-point
fluctuation of oscillator (grey dashed line), when the bound states resonate with mechanical
oscillator, i.e., around ω/ωm = 1. Notice for the three values of ξw, the sensitivity is not
monotonously affected by ξw. For larger value of ξw, there is no bound state but stronger
field input, while for small ξw, the CROW can not efficiently transfer the information. The
results corresponds to Fig. 2(a). The blue curve as well as the red one has at least two dips.
The blue curve exhibits more sideband because the bound states do not resonate with the
oscillator.
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FIG. 3. The sensitivity of the sensor (the thermal noise absent) affected by several parameters where
(a): ξw = 2.4ωm (blue solid), 3ωm (red dashed) and 12ωm (green dotted), (b): ξs = 6ωm (blue solid),
4ωm (red dashed) and 8ωm (green dotted), (c): ∆s = 2ωm (blue solid), 2.4ωm (red dashed), and
8ωm (green dotted), and (d): ∆o = 0.8ωm (blue solid), 2ωm (red dashed), and 6ωm (green dotted),
where ∆s = 2.4ωm in (d). The grey dashed line in (a) represents the sensitivity corresponding
to zero-point fluctuation noise. Here,γm = 10
−5ωm, ωm/2pi = 0.5GHz, m = 1.4 × 10−18kg and
θ = pi/2. Other parameters which are unspecified are same with Fig. 2.
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We next study the additional noise Fso affected by ξs, shown in Fig. 3(b). Though a large
ξs ensures the existence of bound state, an overlarge ξs will increase the effective lose of cavity
field. This is because ξs is the coupling between the cavity S and the CROW (reservoir),
meaning more photons are lost and the linearized optomechanical coupling is decreased.
Therefore, the green curve is above the red one, in Fig. 3(b). For ξs = 4ωm, ωr1 ≈ ωr2 ≈ ωm
leads to the linearized cavity field as with the frequency ωr1 (ωr2). Then the cavity field
will resonate to the sensing mechanical oscillator; therefore we can achieve high sensitivity,
see the red curve in Fig. 3(b). When ξs = 6ωm, the high sensitivity can be reached at the
sidebands, though it is worse than the red curve where the two bound states resonate with
oscillator. When bound states do not resonate with oscillator, we can realize a wideband
detection, though it decreases the sensitivity slightly.
In Fig. 3(c), we show the effect of the detuning ∆s on the sensitivity. For the green
curve, a bound state vanishes and a pole corresponding to exponential decay appears, which
is demonstrated in Fig. 2(c). Therefore, the sensitivity without bound state is worse than
that with bound states (blue and red curves). When ∆s = 2ωm (corresponding to the blue
curve in Fig. 3(c)), we can find the ωr1 ≈ −0.29ωm (relative to the frequency of pump field
ωd) and ωr2 ≈ ωm (see Fig. 2(c)). Since one of frequency of the bound states is different
from ωm, we can observe several dips. For ∆s = 2.4ωm, we have ωr1 ≈ 0 and ωr2 ≈ ωm (see
Fig. 2(c)). Under this case, the red curve shows us an ultrahigh sensitivity where in wide
range of frequency the sensitivity is better than that of red curve, as shown in Fig. 3(a) and
(b). ωr1 ≈ 0 means that the bound state resonates with driven field, the classical part of the
cavity is increased. When ωr1 is very close to zero, αs(∞) is amplified greatly, and then the
effective optomechanical coupling is enhanced because the effective optomechanical coupling
G is proportional to αs(∞). Meanwhile, the other bound state with ωr2 ≈ ωm is resonant
with optomechanical oscillator. Therefore, we can achieve ultrahigh sensitivity.
In Fig. 3(d), we investigate the sensitivity with different ∆o where we choose ∆s = 2.4ωm.
The blue curve with ∆o = 0.8ωm corresponds to ωr1 ≈ ωr2 ≈ 0 which we have mentioned
in the discussion of Fig. 2(d). In this case, although the effective optomechanical coupling
can be enhanced, the sensitivity is not so good as that shown in red curve where ∆o = 2ωm
leads to ωr1 ≈ 0 and ωr2 ≈ ωm. For the green curve, only one bound state exists, and the
sensitivity is decreased.
From Fig. 3, we conclude that we can obtain high sensitivity in three cases. The first
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case is ωr1 ≈ ωr2 ≈ ωm, which realizes the sideband coupling between bound states and
mechanical oscillator. However, the bound states can not be well driven, and the linearized
optomechanical coupling is not effectively enhanced. The second case is ωr1 ≈ 0 and ωr2 ≈
ωm, which not only the linearized optomechanical coupling is enhanced, but also the bound
stat can sideband couple with oscillator. The third case is ωr1 ≈ ωr2 ≈ 0, where two
bound states resonate with driven field. The last case reach the best sensitivity, due to the
extremely high driving efficiency and the absence of back-action noise.
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FIG. 4. The sensitivity for different temperature. The parameters are ∆w = 8ωm, ξw = 3ωm,
∆s = 2.4ωm, ξs = 4ωm, ∆o = 0.8ωm, ξo = 2ωm, and θ = pi/2. The black dashdot line represents
the SQL of optomechanical detection where thermal noise with T = 300K is included. The dashed
curve corresponds to the green curve in Fig. 3(a). Other parameters which are unspecified are the
same as in Fig. 2
Taking the thermal noise into account, we plot the total the sensitivity Fs in Fig. 4.
When detect signal in room temperature, without bound state (blue dashed curve), Fso(ω)
is much larger than the thermal noise Fth ≈
√
mγmkBT ≈ 4 × 10−18N/
√
Hz except the
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frequency around ωm, and the optimized Fso(ω) in our scheme (blue solid curve) is limited
by Fth. In weak force sensing with general optomechanical system (without back-action eva-
sion), photon shot noise and quantum back-action leads to the so called standard quantum
limit (SQL), (see [26]). As shown in Fig. 4, the level of SQL is higher than thermal noise
of room temperature. With back-action evasion, we can see that the optical induced noise
is almost zero because at the lowest point, the sensitivity is only limited by the thermal
noise. That is to say, our proposal is better than generic optomechanical sensors even in
room temperature. When T = 3K, the thermal noise dominates the sensitivity as well. We
can calculate the sensitivity Fs ≈ 4 × 10−19N/
√
Hz, shown in Fig. 4. When T = 30mK,
the optical noise significantly impacts the additional noise, especially in the high-frequency
regime. Cooling to 3mK where the thermal phonon number nth ≈ 2.5, the sensitivity is
very close to that in zero temperature.
In the optomechanical crystal regime, high quality factor of cavity and oscillator and
the strong optomechanical coupling have been realized [1]. The optomechanical systems
with embedded spin have also been reported [53], which may be applied to on-chip back-
action-free force sensor. If pre-cooling the bath of oscillator [54], the thermal noise can be
suppressed, our proposal can reach an ultrahigh sensitivity. Even in room temperature,
in wide region of frequency, our proposal is better than generic optomechanical sensors,
in which a higher sensitivity can be achieved under same driven field, so that the optical
induced heating can be suppressed. Our scheme provide a guideline for remotely sensing
quantum signal or weak force.
V. CONCLUSION
In conclusion, we provide a proposal for high sensitivity remote weak force sensor in which
the hybrid optomechanical system is back-action free through coupling to NEM oscillator.
A CROW as a non-Markovian reservoir is employed for transfer the output field from the
sensing cavity to the observing cavity. In order to non-dissipatively transfer the weak signals,
we carefully investigate the condition of bound states. By tuning the detuning of the cavity,
we can choose optimized bound states. With the assistance of bound states, an ultrahigh
sensitivity with the optical noise smaller than the zero-point fluctuation, can be achieved.
In frequency domain, a high sensitivity detection not only can be achieved at ω ≈ ωm but
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also in a wide range of frequency. Even in room temperature, the optimized sensitivity with
bound state is much lower than that without bound state. When the temperature is near
3mK, the sensitivity reaches 10−20N/
√
Hz. In our investigation, we do not included the
squeezing oscillator technique and omit the loss of CROW. If we introduce the squeezing
technique and take account of the loss of the CROW, the noise of CROW may be canceled
by the suppressed noise with squeezing technique.
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Appendix A: Green’s function and bound state
In this section, we study the Green’s function of the cavity field, and the position of the
poles of the Green’s function.
The cavity field αj(t) (j = s, o) can be calculated through
αj(t) = Eo
∫ t
0
dτ α¯j(τ) (A1)
where the α¯j(τ) is the corresponding Green’s function. The Green’s function α¯j obeys Dyson
equation
α¯(t) = −i∆˜α¯−
∫ t
0
dτ
∫
dω J(ω)α¯(τ)e−iω(t−τ) (A2)
where α¯(t) = [α¯s(t), α¯o(t)]
T. With the Laplace transform, we can obtain
α¯s(z) =i
σso(z)
D(z) , (A3)
α¯o(z) =i
z − ∆˜s − σss(z)
D(z) , (A4)
where
D(z) = [z − ∆˜s − σss(z)][z − ∆˜o − σoo(z)]− σso(z)σos(z). (A5)
The α¯(t) can be solved through an inverse Laplace transformation
O(t) =
∫ iλ+∞
iλ−∞
dz
2pi
e−iztO(z). (A6)
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FIG. 5. The Bromwich path for inverse Laplace transformation
The integral on complex plane should be calculated through contour integral technique
around the Bromwich path which is presented in Fig.5. For our system, α¯(t) is not analytic
on complex plane where ∆w−2ξw < z < ∆w+2ξw is the branch cut. The contour path crosses
the branch cut at ∆w − 2ξw from the first Riemannian sheet I to the second Riemannian
sheet II and back from II to I at ∆w+2ξw for guaranteeing that the integrand is analytic. On
the second Riemannian sheet we define the analytic continuation of σij(z) as the previous
papers pointed [36].
For a CROW non-Markovian model, the poles on the first Riemannian sheet are located
on real axis [36]. These poles have real part but without imaginary part that presents the
dissipation or gain, which correspond to the bound states. The nature of bound state is that
the modes corresponded the poles on the first Riemannian sheet can not exponentially leak
to the reservoir in which the frequencies of poles are out of the cut-off frequency. Because
the CROW both couple to cavity O and S in our proposal, the solution of Eq. (A5) is
very complicated, and we can not analytically solve it. The mechanism of bound states is
same, that is the mode with poles on first Riemannian sheet is prevented from exponentially
leaking to the reservoir. The poles on first Riemannian sheet should be on the real axis in our
proposal. The numerical solution supports that deduction as well. There is another sort of
poles located on the second Riemannian sheet. These poles stand for exponential decay with
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an effective decay rate and effective frequency shift, which can be easily obtained after the
Weisskopf-Wigner approximation in open quantum system regime. When the environment
spectrum tends to an infinity flat spectrum that is to say a typical Markovian condition, the
poles on the second Riemannian sheet corresponds to the exponential decay of system.
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FIG. 6. The frequency ωr as the function of ∆w (a) and ξo (b). Other parameters are same with
Fig. 2
We have discussed the ωr as the function of ξw, ξs, ∆s and ∆o, in main body. As shown
in Fig. 6(a), the bound state only exist when the frequency of cavity S and O significantly
mismatches the frequency of the cavity of CROW. When ∆w > 6ωm, there are two bound
states, and the difference of their frequency increases with ∆w. With the changing of ∆w,
the exponential decay will disappear suddenly, while the bound states continually change.
As shown in Fig. 6(b), all the poles are on the first Riemannian sheet. For the CROW
system, when |∆w −∆o|  ξw, it is strong non-Markovian, where the bound states will be
generated [36].
Appendix B: Long-time solution of classical mean value
With the inverse Laplace transform of Eq. (A3) and contour integral technique, we obtain
α¯s(t) =
∑
n
Zne−iωrn +
(∫ ω1
ω1−i∞
−
∫ ω2
ω2−i∞
)
dz
2pi
e−izt
[
α¯IIs (z)− α¯IIs (z)
]
, (B1)
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where Zn is the residues of α¯s(z) corresponding to the pole at z = ωrn on the first and the
second Riemannian sheet, and the last term describes the non-exponential decay.
According to Eqs. (B1) and (A1), we can obtain αs(t). Especially, we focus on the long-
time limit αs(t→∞) which plays a key role in our proposal. The fast decay term of αs(t)
are negligible, thus we can obtain
αs(t→∞) =
∑
n′
iE
ωrn′
Zn′e−iωrn′ t − iE
∑
n
Zn
ωrn
+ INE,
where only the poles corresponding to bound state contribute to the first term with notation
n′, the second term takes all the poles into consideration with notation n, and the last term
INE =Es
∫ t
0
dτ
(∫ ω1
ω1−i∞
−
∫ ω2
ω2−i∞
)
dz
2pi
e−izτ
[
α¯Is(z)− α¯IIs (z)
]
, (B2)
is contributed by the non-exponential decay.
The bound states may exist or not. If no bound states G = αsg is time-independent,
otherwise G = G0 +
∑
j Grje
−ωrj t.
Appendix C: non-exponential decay
In the non-Markovian system, the non-exponential decay appears frequently, which results
from the violation of Weisskopf-Wigner approximation. Here, it reflects in the second term
of Eq. (B1) which is the integral through vertical path, as shown in Fig. 5:
I¯1(t) =
∫ ω1
ω1−i∞
dz
2pi
e−izt
[
α¯Is(z)− α¯IIs (z)
]
, (C1)
with the transformation x = i(z − ω1), we obtain
I¯1(t) =
ie−iω1t
2pi
∫ ∞
0
dx e−xt
[
α¯Is(ω1 − ix)− α¯IIs (ω1 − ix)
]
, (C2)
The third term of Eq. (B1) can be obtained by similar operation as
I¯2(t) = −ie
−iω2t
2pi
∫ ∞
0
dx e−xt
[
α¯Is(ω2 − ix)− α¯IIs (ω2 − ix)
]
. (C3)
In general, I¯1(t) and I¯2(t) indicate the non-exponential decay in non-Markovian dynamic.
As the Eqs. (C2) and (C3) indicating, the two integrals are convergent. The influence of non-
exponential decay can be taken into consideration through numerical calculating the I¯1(t)
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and I¯2(t). In general, the non-exponential decay can decrease the loss of photon number of
sensing cavity, comparing the exponential decay.
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