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This article examines the inﬂuences of situational factors on user behaviour in usability tests. Sixty participants
carried out two tasks on a computer-simulated prototype of a mobile phone. Employing a 3 6 2 mixed
experimental design, laboratory set-up was varied as a between-subjects variable (presence of facilitator and two
non-interactive observers, presence of facilitator or no person present) while task diﬃculty was manipulated as a
within-subjects variable (low vs. high). Performance data, subjective measures and physiological parameters (e.g.
heart rate variability) were taken. The results showed that the presence of non-interactive observers during a
usability test led to a physiological stress response, decreased performance on some measures and aﬀected the
emotional state of test participants. The presence of a facilitator (i.e. a participating observer) also inﬂuenced the
emotional state of the test participant. Practitioners involved in usability testing need to be aware of undue
inﬂuences of observers, in particular, if the observers are non-interactive. The ﬁndings presented in this paper have
implications for the practice of usability testing. They indicated a considerable inﬂuence of observers on test
participants (physiology and emotions) and on the outcomes of usability tests (performance measures). This should
be considered when selecting the set-up of a usability testing procedure.
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1. Introduction
This study is concerned with the impact that observers
in usability tests may have on the test outcomes.
Usability tests are a widely used method in product
development to identify usability problems, with a
view to maximise the usability of the ﬁnal product
(Lewis 2006). To identify usability problems, a
prototype of the product is tested with future users,
who perform a range of typical tasks in a usability
laboratory, which represents an artiﬁcial testing
environment that models the context of future product
usage. The testing environment can vary with regard to
a number of features, such as the technical equipment
being used, size of the facilities and the number of
persons being present during the test. In addition to
the test facilitator, who guides the test participant
through the test and is therefore considered a
participating observer, one or several non-interactive
observers (e.g. members of the product design team)
may attend the session to monitor the testing process.
In practice, the laboratory set-up can vary quite
considerably (Rubin 1994). Although there have been
concerns that the presence of other people during
usability testing represents a source of stress (Schrier
1992, Salzman and Rivers 1994, Patel and Loring
2001), no attempt has yet been made to evaluate the
impact of the testing situation on the outcomes of a
usability test in a controlled study.
1.1. Set-up of usability laboratories
The set-up of usability laboratories can range from a
simple low-cost laboratory to a rather sophisticated
testing environment. Rubin (1994) distinguishes
between three diﬀerent testing conﬁgurations: single-
room set-up; electronic observation room set-up;
classic testing laboratory set-up (see Figure1a-c). All
set-ups have in common that the user is placed in front
of the product to be tested, for software evaluation
typically facing a computer while a video camera is
available to record the testing procedure. However, the
set-ups diﬀer with regard to the number of people who
are in the same room as the test participant.
The single-room set-up (see Figure 1a) represents
the common minimum standard for a usability test. It
consists of a single room where the test facilitator and
the non-interactive observers are present to observe the
participant’s behaviour directly. Participating as well
as non-interactive observers are usually positioned
behind the test participant to minimise distraction.
In the electronic observation room set-up (see Figure
1b), the test facilitator is still in the same room as
the test participants while the non-interactive observers
are placed in a separate room, allowing them to
observe the testing procedure on a closed circuit
television screen. In the classic testing laboratory set-
up (see Figure 1c), the participant is alone in the testing
room while the facilitator and the non-interactive
observers are in the observation room, from which
they can monitor the testing procedure through closed
circuit television and/or a two-way mirror.
There are various factors to take into account when
selecting a particular laboratory set-up. These have
been widely discussed in the usability literature (for an
overview, see Rubin 1994). However, most recommen-
dations in the usability literature about the advantages
and disadvantages of diﬀerent set-ups are based on
practitioners’ experience rather than scientiﬁc research.
Therefore, there is a need for a more controlled
examination of the multiple eﬀects of the set-ups
referred to above. This should include a range of
measures that assess the eﬀects of diﬀerent set-ups at
several levels: physiological response, performance and
subjective evaluation. This corresponds to the three
levels of workload assessment used in the work domain
(Wickens and Hollands 2000).
1.2. Multi-level analysis of test outcomes
1.2.1. Psychophysiological response
Any testing situation may result in a change in
psychophysiological parameters due to the arousal
that is typically associated with the evaluation of a
person (Kirschbaum et al. 1993). The presence of
observers is expected to increase user arousal even
further, as can be predicted by the theory of social
facilitation (Geen 1991). Arousal may be primarily
observed in physiological parameters such as heart rate
and heart rate variability (HRV). While heart rate is
inﬂuenced by the physical eﬀort expended during task
completion (Boucsein and Backs 2000), HRV is
considered to be a good indicator for mental stress
and negatively toned aﬀect (Kettunen and
Keltikangas-Ja¨rvinen 2001). Of the diﬀerent frequency
bands that can be derived from spectral analyses
(high 0.15–0.4 Hz; low 0.04–0.15 Hz; very low
0.003–0.04 Hz; Task Force of the European Society
of Cardiology and the North American Society of
Pacing and Electrophysiology 1996), two of them
appear to be highly relevant for measuring mental and
physical stress responses. The high frequency (HF)
band of HRV is considered to be a suitable indicator
(similar to heart rate) of the physical demands of task
completion (Berntson and Cacioppo 2004). The low
frequency (LF) band is generally considered to be a
suitable measure for mental demands (Boucsein and
Backs 2000). However, Nickel and Nachreiner (2003)
have argued that the LF band indicates general
activation rather than task-speciﬁc mental demands.
Social stressors (e.g. observers being present during a
usability test) may have such an activating inﬂuence
since some work has demonstrated that social stress
(induced by an observer while the participant
completed a memory task) led to a decrease of HRV in
the LF band (Pruyn et al. 1985). In addition to the LF
band, the Task Force of the European Society of
Cardiology and the North American Society of Pacing
and Electrophysiology (1996) proposes the
computation of the LF/HF power ratio to increase the
reliability of physiological measures reﬂecting
psychological phenomena. It is acknowledged that
there has been some controversy in the literature about
the sensitivity and diagnosticity of HRV and how the
diﬀerent types of stressors are related to HRV on the
diﬀerent frequency bands (e.g. Nickel and Nachreiner
2003, Berntson and Cacioppo 2004). Despite the
ongoing debate, the research presented above provides
some justiﬁcation for using the LF frequency band and
the LF/HF ratio as indictors of stress. For the purpose
of this study, it is assumed that a decrease in either of
the two measures represents an increase in individual
stress levels (Task Force of the European Society of
Figure 1. Set-up of usability laboratories (P ¼ Participant; F ¼ Facilitator; O ¼ Observer): (a) Single-room set-up;
(b) Classic testing laboratory set-up; (c) Electronic observation room set-up.
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Cardiology and the North American Society of Pacing
and Electrophysiology 1996, Nickel and Nachreiner
2003). While there is a considerable body of scientiﬁc
work on the use of psychophysiological data to deter-
mine operator stress in a work context, until now there
has been no research that examined the eﬀects of
observers on physiological responses of test partici-
pants in consumer product usability tests, perhaps due
to the diﬃculties associated with data collection and
analysis.
1.2.2. Performance
An important measure in any usability test is the
performance shown by the test participant, which has
been typically measured with regard to eﬀectiveness and
eﬃciency (Jordan 1998). Eﬀectiveness refers to the
extent to which a task goal or task steps are successfully
achieved with the product (e.g. percentage of users that
complete a task) while eﬃciency is a straight productiv-
ity measure that is concerned with the level of resources
deployed to achieve a task goal (e.g. task completion
time, number of user inputs). These measures proved to
be useful, in particular, for summative usability evalua-
tions (i.e. comparative evaluation of product against
another product or a reference standard).
User performance in the diﬀerent laboratory set-ups
may be moderated by the kind of task given. Social
facilitation theory predicts diﬀerential eﬀects as a
function of task diﬃculty because of the role of arousal
(Geen 1991). Social facilitation theory postulates that
the optimal level of arousal for performing a given task
is inversely related to the diﬃculty of that task. On easy
tasks, increased arousal is expected to lead to enhanced
performance; whereas on complex tasks, increased
arousal results in impaired performance (Guerin 1986).
1.2.3. Subjective evaluation
1.2.3.1. Perceived usability. As the collection of
performance data, the measurement of user satisfac-
tion represents a standard procedure in usability tests,
usually in the form of perceived usability (Jordan
1998). The collection of subjective usability in addi-
tion to objective usability data based on performance
is of high importance since the two types of usability
data may not always be in accord (e.g. Jordan 1998, see
also Wickens and Hollands 2000 in the context of
work). A wide range of standardised instruments is
available that can be employed for measuring perceived
usability and its facets (for an overview, see Lewis
2006). Criteria for selecting one of the instruments are
clearly degree of speciﬁcity (generic vs. highly speciﬁc to
a certain product), length (ranges from 10-item SUS
(Brooke 1996) to 71-item Questionnaire for User
Interface Satisfaction (QUIS; Chin, Diehl and
Norman 1988) and type of facets covered (e.g. ISO
standard). Most of the instruments have acceptable
psychometric properties and are therefore applicable
from a methodological point of view.
1.2.3.2. Emotion. While the measurement of
perceived usability of a product has a long tradition in
usability testing, more recently the evaluation of
emotional responses to products has gained increasing
attention in product design (Marcus 2003). Emotions
are important in usability tests because they may have
an inﬂuence on action regulation, such as information
seeking and user judgements (Do¨rner and Sta¨udel
1990, Forgas and George 2001). For example, it was
found that the aﬀective dimension of a product has a
stronger inﬂuence on consumer decision making than
cognitive components (Shiv and Fedorikhin 1999).
This may be because emotions represent a more
immediate reaction to an object than a pure cognitive
evaluation (Khalid 2006). The reliable and valid
measurement of emotions during and after product
usage is also important because emotions are not only
inﬂuenced by product features but also by situational
factors such as laboratory set-up. It is therefore vital to
separate diﬀerent sources of inﬂuences (product
features, testing procedure, etc.) because the primary
question of interest in a usability test concerns the
emotions that are triggered by the product features
rather than circumstantial factors (cf. Seva et al. 2007).
1.2.3.3. Attractiveness. Product features that trigger
oﬀ emotions may refer to attractive and innovative
functions or to the aesthetic appeal of the product. For
example, work has shown that user emotions were
more positively aﬀected by the operation of an
attractive product than by a less appealing one (Sauer
and Sonderegger 2009). Furthermore, there is evidence
for a positive relationship between product aesthetics
and perceived usability of a product (e.g. Tractinsky
et al. 2000). This suggests that product aesthetics is an
important aspect in a usability test. While there is some
research on the eﬀects on aesthetics on various
outcome variables, much less is known about factors
that inﬂuence attractiveness ratings.
1.3. The present study
Although there have been indications that the set-up of
usability tests has an inﬂuence on test participants (cf.
Schrier 1992), this aspect has not been given much
consideration in usability practice and research. In
particular, no controlled study has yet attempted to
measure the eﬀects of this factor. Against this
background, the main research question aims to
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examine the extent to which the presence of observers
inﬂuences the test results, employing the multi-level
analysis of test outcomes. To answer this question,
usability tests were conducted in three diﬀerent
laboratory settings using a computer-based prototype
of amobile phone. The laboratory settings corresponded
to the settings outlined in Figure 1. During the usability
test, participants completed typical tasks of mobile
phone users.
With the ﬁrst level of analysis being concerned with
the psychophysiological response, instantaneous heart
rate was measured during the usability test, allowing for
the calculation of HRV. It was hypothesised that with
an increasing number of observers in a usability test, the
power on the LF band as well as the LF/HF ratio
decreases. It was expected that all three conditions were
signiﬁcantly diﬀerent from each other. This assumption
was based on the research evidence that the presence of
observers represents a social stressor that evokes a
change in psychophysiological parameters (e.g. Pruyn
et al. 1985). The present authors are aware that stress
responses diﬀer as a function of gender (e.g. Stroud et al.
2002). Therefore, an equal number of males and females
were assigned to each experimental condition.
At the second level of analysis, performance was
measured on four dependent variables (e.g. task
completion time, interaction eﬃciency). It was hy-
pothesised that an increasing number of observers in a
usability test will lead to performance decrements on
diﬃcult tasks but to performance increments on easy
tasks. The predicted interaction between ‘laboratory
set-up’ and ‘task diﬃculty’ was based on the assump-
tion of the theory of social facilitation (Geen 1991).
At the third level of analysis, subjective user
responses to the testing situation were measured. It
was hypothesised that an increasing number of
observers in a usability test will lead to an increased
intensity of negative user emotions and a decreased
intensity of positive user emotions. It was expected that
all three conditions were signiﬁcantly diﬀerent from
each other. This is due to the social stress induced by
the presence of observers in an evaluation context,
which has been found to be linked with negative aﬀect
(Lazarus 1993).
In addition to these dependent variables, perceived
usability, attractiveness and heart rate were also
measured (although they were not referred to in any
of the hypotheses) to explore their relationship with the
manipulated independent variables.
2. Method
2.1. Participants
The sample of this study consisted of 60 students (74%
female) of the University of Fribourg, aged between 18
and 31 years (mean 23.4, SD 3.1). Participants were
not paid for their participation.
2.2. Experimental design
In a 3 6 2 mixed design, test situation was used as a
between-subjects variable, being varied at three levels.
According to the diﬀerent set-ups of usability
laboratories described in section 1, the usability tests
were conducted either in the single-room set-up (in the
following referred to as multi-observer set-up), the
classic testing laboratory set-up (i.e. single-observer
set-up) or the electronic observation room set-up (i.e.
no-observer set-up). As a within-subjects variable, task
diﬃculty was varied at two levels: low and high.
2.3. Measures and instruments
2.3.1. Heart rate data
The heart rate of the participants was continuously
recorded during the whole experiment. To measure the
eﬀect that usability test situations have on participants,
the heart rate and HRV during the tests were
compared with a heart rate and HRV baseline taken
prior to task completion while the participant was
relaxing. According to recommendations of the Task
Force of the European Society of Cardiology and the
North American Society of Pacing and
Electrophysiology (1996), for each phase a minimum
recording of 5 min was used for the analysis, excluding
the ﬁrst and last 2 min of an activity. For the
relaxation phase, the period from min 2–7 (out of a
total measurement period of 10 min) was included in
the data analysis; while for the testing phase, the
period from min 2–7 was employed (out of a total
measurement period of 10–15 min). The changes in
HRV between testing phase and relaxation phase were
calculated and used for data analysis. Since a minimum
recording time of 5 min was required for the
calculation of the HRV data, an analysis of the
physiological data on task level was not possible.
2.3.2. User performance
Four measures of user performance were recorded: (a)
task completion rate refers to the percentage of
participants who were able to complete the task within
5 min; (b) task completion time indicated the time
needed to complete the task successfully; (c) the
interaction eﬃciency index measured the ratio of
minimum number of user inputs required divided by
actual number of user inputs; (d) the number of error
messages referred to the number of times that
participants left the optimal dialogue path by more
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than two clicks (in which case the error message
‘wrong path, please go back’ was displayed).
2.3.3. Subjective evaluation
2.3.3.1. Perceived usability. To measure the user’s
satisfaction with the system usability, the Post Study
System Usability Questionnaire (PSSUQ; Lewis 1995)
was translated into German and employed in this
study. The PSSUQ was chosen over alternative
instruments (e.g. SUMI (Kirakowski 1996), SUS)
because it was especially developed for usability tests
in laboratory settings. On a 7-point Likert scale
(1 ¼ strongly agree; 7 ¼ strongly disagree) users
rated 16 items (example item: ‘I could eﬀectively
complete the tasks and scenarios using this system’).
The overall internal consistency of the questionnaire
(Cronbach’s a 4 0.90) is high.
2.3.3.2. Emotions. To measure the two independent
dimensions of mood (positive and negative aﬀect), the
German version of the ‘Positive and Negative Aﬀect
Schedule’ (PANAS; Watson et al. 1988) was employed.
The German-language questionnaire enjoys good
psychometric properties (Cronbach’s a ¼ 0.84; Krohne
et al. 1996). The instrument consists of 20 adjectives
describing diﬀerent aﬀective states (e.g. active,
interested, excited, strong). The intensity of each aﬀect
is rated on a 5-point Likert scale (very slightly or not at
all, a little, moderately, quite a bit, extremely).
2.3.3.3. Attractiveness. The attractiveness rating of the
mobile phone was made on a one-item 5-point Likert
scale, with the item being phrased: ‘The design of the
mobile phone is appealing’ (scale: agree; partly agree;
neither agree nor disagree; partly disagree; disagree).
2.4. Materials
2.4.1. Heart rate monitor and video camera
The heart rate was recorded continuously throughout
the experiment with a Polar S810iTM heart rate monitor
(Polar S810iTM, Kempele, Finland). A video camera
(PanasonicTMNV-MS5EG; Panasonic Corp., Kadoma,
Japan) was positioned next to the user’s workspace.
2.4.2. Computer prototype
Based on a SonyEricssonTM SE W800i mobile phone
(Sony Ericsson Mobile Communications, London,
UK), a computer simulation of the dialogue structure
was developed using html and JavaScript. The inter-
action data were recorded by a PHP-script. The
simulation was run on an ApacheTM (Apache Software
Foundation, Delaware, USA) server (XAMPP)
installed on a Toshiba PortegeTM M200 TabletPC
(Toshiba Corp., Tokyo, Japan) equipped with a touch
screen. This speciﬁc screen enabled the user to interact
directly with the computer prototype instead of having
to use a mouse. This ensured that a similar kind of
interface is used for the computer prototype compared
to the real product. The computer prototype allowed
the user to carry out a range of tasks in a similar way
as with the real product. The dialogue structure was
modelled in full depth for the task-relevant menu
items. For the functions that were irrelevant for task
completion, only the two top levels of the dialogue
structure were modelled in the simulation. If the user
selected a menu item that was not modelled in the
menu structure (i.e. more than two clicks away from
the optimal dialogue path), an error message was
displayed (‘Wrong path, please go back’). It is
acknowledged that displaying this error message
indicates to the test participant that the technical is
not yet fully operational. Furthermore, it represented
some support to the participant by pointing out
deviations from the optimal dialogue path. In total,
124 diﬀerent menu conﬁgurations were modelled in the
prototype.
2.4.3. User tasks
For the usability test, two user tasks were chosen. The
ﬁrst task (‘text message’) was to send a prepared text
message to another phone user. This represents a task
frequently carried out by users and was considered to
be of low diﬃculty. The second task (‘phone number
suppression’) was to suppress one’s own phone number
when making a call. This was a low-frequency task that
required a higher number of clicks to be completed (15
clicks) compared to the ﬁrst (nine clicks) and was
therefore considered to be more diﬃcult. To prevent
participants from accidentally discovering the solution
for the easy task during completion of the diﬃcult
task, the order of task completion was ﬁxed, with the
easy task always being presented ﬁrst.
2.5. Procedure
The study was conducted in a usability laboratory at
the University of Fribourg. Each participant was
randomly assigned to one of the three experimental
conditions. The two experimenters welcomed the
participant and explained that the purpose of the
experiment was to determine the usability of a
computer-simulated prototype of a mobile phone. To
measure heart rate, the electrode of the Polar T61TM
transmitter was moistened and attached to the
participant’s chest and the Polar S810iTM heart rate
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monitor system was fastened at the participant’s wrist.
Subsequently, the ﬁrst experimenter guided the
participant to a relaxation room where he/she was
asked to remain seated for 10 min in a comfortable
armchair listening to relaxing music. During that time
period, a 5-min recording of physiological data was
made, which later served as a baseline for a comparison
of the changes in HRV in the usability test.
After 10 min, the participant was guided to the
usability laboratory, where the second experimenter
(here: test facilitator) explained the steps in the testing
procedure. First, the participant completed a short
warm-up task (unrelated to the use of a mobile phone)
to become familiar with the touch screen. The
participant began completing the experimental tasks
about 5 min after he/she had been seated, which
provided suﬃcient time for physiological adaptation
following the physical movement from the relaxation
room to the usability laboratory (the two rooms were
situated adjacent to each other). In all three laboratory
set-ups, the entire testing procedure was videotaped. In
the one-observer set-up, the test facilitator (i.e. second
experimenter) was present but did not provide any
assistance to the participant when help was requested
during task completion. In this case, the facilitator
deﬂected the question and asked participants to
proceed with the task as well as they could. In the
multiple-observer set-up, a test facilitator and two non-
interactive observers taking notes were present. Again,
the facilitator did not provide any assistance to the
participant during task completion. The two non-
interactive observers (both male, aged 25 and 63 years)
were introduced to the participant as two designers of
a company involved in the development and evaluation
of the mobile phone to be tested. In the no-observer
set-up, the test facilitator left the room as the testing
procedure began and the test participant was alone in
the laboratory. There was no two-way mirror in the
laboratory. The display of the user was mirrored
through a VNC server-software to a computer in a
separate room. This allowed the experimenter to
monitor the testing procedure without the test parti-
cipant becoming aware of it. After the two tasks had
been completed, the mood of the participant was
measured with the PANAS. This was followed by the
presentation of the PSSUQ and the attractiveness
scale. At the end of the experiment, the participant had
the opportunity to give feedback to the second
experimenter about the prototype and the testing
procedure.
2.6. Analysis of heart rate data and statistical data
The recorded heart rate data were controlled for
eliminating artefacts (as proposed by Berntson and
Stowell 1998), using the Polar Precision PerformanceTM
software for automatic and Microsoft ExcelTM
(Microsoft Corporation, Redmond, WA, USA) for
manual artefact correction. The data were further
processed using the HRV-analysis software (V1.1),
developed by the Biosignal Analysis and Medical
Imaging Group from the University of Kupio in
Finland (Niskanen et al. 2004). Using the Fast Fourier
Transformation Method, HRV was calculated in the
LF band (0.04–0.15 Hz) and the HF band
(0.15–0.4 Hz).
For physiological measures and subjective user
ratings, a one-factorial ANOVA was carried out,
followed by a priori multiple planned pair comparisons
(one-tailed). For performance measures, a two-
factorial ANOVA was conducted, with task diﬃculty
being the second independent variable. Again, one-
tailed planned pair comparisons were carried to test for
signiﬁcant diﬀerences between cell means. For
explorative post-hoc comparisons, the Tukey HSD
method was applied, if appropriate.
3. Results
3.1. Physiological measures
3.1.1. Heart rate variability
Considered to be a sensitive indicator of participant
stress, HRV in the LF band was compared to the
baseline levels (i.e. during relaxation phase). A
decrease in power in the LF band is assumed to
indicate an increase in participant’s stress level and vice
versa. The results showed a decrease of power in the
LF band in the two test set-ups with observers,
whereas in the no-observer set-up the power in the LF
band increased (see Table 1). An overall diﬀerence
among the laboratory set-ups was found (F ¼ 3.23;
degrees of freedom (df) ¼ 2, 57; p 5 0.05). Planned
contrasts revealed signiﬁcant diﬀerences between
multi-observer and no-observer set-up (t ¼ 2.48;
df ¼ 38; p 5 0.01) and between multi-observer and
single-observer set-up (t ¼ 1.74; df ¼ 38; p 5 0.05).
These ﬁndings indicate increased stress levels for test
participants in the presence of non-interactive
observers. The comparison between single-observer
set-up and no-observer set-up was not signiﬁcant
(t 5 1). In contrast to the data for the LF band,
changes in the HF band did not diﬀer signiﬁcantly
between the laboratory set-ups (F 5 1; see Table 1).
As for the HRV in the LF band, the LF/HF ratio
represents an indicator of participants’ stress, with a
decrease in ratios representing an increase in stress
levels compared to the baseline measurement (see
Table 1). The analysis revealed that the changes in the
LF/HF ratio diﬀered signiﬁcantly between the
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laboratory set-ups (F ¼ 3.41; df ¼ 2, 57; p 5 0.05).
Planned contrasts showed a signiﬁcant diﬀerence
between the decrease of LF/HF ratio in the multi-
observer set-up and the increase in the no-observer set-
up, indicating higher stress levels in the set-up
condition with non-interactive observers being present
(t ¼ 2.6; df ¼ 57; p 5 0.05). No signiﬁcant diﬀerence
was found among the other conditions (t 5 1).
3.1.2. Heart rate
Analogous to the analysis of HRV data, for the heart
rate the diﬀerence between the baseline measure and
the beginning of the testing phase (2–4 min into the
task) was calculated. The main eﬀect of laboratory
set-up on heart rate was signiﬁcant (F ¼ 4.01; df ¼ 2,
57; p 5 0.05). The mean heart rate showed an
overall increase from the relaxation phase (mean
73.9 beats per min (bpm)) to the testing phase (mean
80.4 bpm). However, the size of the increase was
much higher in the presence of observers (see Table 1).
Planned pair contrasts showed that in the multi-
observer set-up, heart rate showed a signiﬁcantly higher
increase compared to the baseline than in the no-
observer set-up (t ¼ 1.71; df ¼ 38; p 5 0.05). The
contrasts between the other conditions were not
signiﬁcant.
To test whether psychophysiological changes oc-
curred during the course of the testing phase, a post-
hoc analysis was carried out, comparing the heart rate
at the beginning and at the end of task completion by
calculating the mean value during two 2-min periods
(2–4 min into the task vs. ﬁnal 2 min of task
completion). The results showed a signiﬁcant reduction
in heart rate over the course of the testing phase (from
80.4 bpm to 74.7 bpm; F ¼ 43.4; df ¼ 1, 58;
p 5 0.01). There was no signiﬁcant diﬀerence among
the groups with regard to the magnitude of the
reduction of heart rate during the testing phase (no-
observer: 73.2 bpm; one-observer: 76.9 bpm; multi-
observer 77.0 bpm; F ¼ 2.2; df ¼ 2, 57; p 4 0.05),
suggesting a general calming-down eﬀect of the
participants during the testing phase.
For HRV, a time-on-task eﬀect could not be
examined since the task completion time was not
suﬃciently long for conducting data analysis. It would
have required two data collection periods of a
minimum duration of 5 min each (Jorna 1992, Task
Force of the European Society of Cardiology and the
North American Society of Pacing and
Electrophysiology 1996).
3.2. User performance
3.2.1. Task completion rate
The data of the measure of eﬀectiveness are presented
in Table 2. The data showed no signiﬁcant diﬀerence
among conditions of laboratory set-up (F ¼ 2.01;
df ¼ 2, 57; p 4 0.05). Furthermore, there was no
signiﬁcant interaction of test situation and task
diﬃculty on task completion rate (F ¼ 2.01; df ¼ 2,
57; p 4 0.05). The main eﬀect of task diﬃculty on task
completion rate was signiﬁcant (F ¼ 37.9; df ¼ 2, 57;
p 5 0.001), with users showing higher eﬀectiveness in
the easy task than in the diﬃcult one. Because all test
users completed the easy task (100% task completion
rate), planned contrasts were only calculated for the
diﬃcult one. These comparisons revealed that subjects
were most eﬀective in the single-observer set-up. Test
users in this condition were signiﬁcantly more eﬀective
than those in the multi-observer set-up (t ¼ 1.97;
df ¼ 38; p 5 0.05). The other comparisons were not
signiﬁcant.
3.2.2. Task completion time
The data of task completion time are presented in
Table 2. The analysis revealed a main eﬀect of the test
situation on this measure (F ¼ 3.42; df ¼ 2, 57;
p 5 0.05), with users requiring more time in the
multi-observer set-up than in the other two set-ups.
However, no signiﬁcant interaction of laboratory set-
up and task diﬃculty on task completion time was
found (F 5 1). This was in contrast to the predictions
of social facilitation theory. Planned comparisons
Table 1. Changes in physiological parameters (testing phase compared to baseline in relaxation phase) as a function
of laboratory set-up.
Multi-observer set-up
Mean* (SD)
Single-observer set-up
Mean* (SD)
No-observer set-up
Mean* (SD)
LF power (ms2) 7149.4 (534.1) 750.2 (306.1) þ177.4 (371.6)
HF power (ms2) 7332.4 (660.9) 7120.1 (322.8) 7195.0 (546.5)
LF/HF ratio 70.7 (2.7) þ0.5 (2.5) þ1.4 (2.2)
Heart rate (bpm) þ9.5 (8.0) þ6.3 (5.2) þ3.7 (4.5)
*Negative values denote a decrease in that parameter.
LF ¼ low frequency; HF ¼ high frequency; bpm ¼ beats per min.
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revealed that, for the easy task, participants needed
signiﬁcantly more time in the multi-observer set-up than
in the single-observer set-up (t ¼ 2.68; df ¼ 38;
p 5 0.01) and in the no-observer set-up (t ¼ 2.33;
df ¼ 38; p 5 0.05). For the diﬃcult task, no such
diﬀerences among laboratory set-ups were found
(all planned comparisons: p 4 0.05). As expected, a
main eﬀect of task diﬃculty emerged, with the com-
pletion of the diﬃcult task taking signiﬁcantly longer
than the easy task (F ¼ 202.2; df ¼ 1, 58; p 5 0.001).
3.2.3. Interaction eﬃciency index
Considering the impact of laboratory set-up and task
diﬃculty on the eﬃciency of user interaction (mini-
mum number of clicks required/actual number of
clicks), no signiﬁcant main eﬀect of laboratory set-up
(F 5 1) as well as no signiﬁcant interaction of
laboratory set-up with task diﬃculty (F 5 1) was
found (see Table 2). The main eﬀect of task diﬃculty
was signiﬁcant (F ¼ 68.1; df ¼ 1, 58; p 5 0.001),
revealing a higher interaction eﬃciency for the easy
task than for the diﬃcult task. In addition to the
analysis of counting user inputs, a separate analysis
measured the number of error messages displayed to
the participant (i.e. being two clicks oﬀ the optimal
dialogue path). Since the analysis of that error
parameter showed a very similar pattern of results to
the eﬃciency index, detailed results are not reported
here.
3.3. Subjective user ratings
3.3.1. Emotions
At a descriptive level, the data analysis revealed that
negative aﬀect was overall quite low and positive aﬀect
was slightly above midpoint on the 5-point scale (see
Table 3). The inferential statistical analysis (F ¼ 4.39;
df ¼ 2, 57; p 5 0.05) showed an inﬂuence of labora-
tory set-up on positive aﬀect. Participants in the no-
observer set-up showed higher positive aﬀect than
participants in the two other conditions (multi-
observer set-up: t ¼ 2.37; df ¼ 38; p 5 0.01; single-
observer set-up: t ¼ 2.73; df ¼ 38; p 5 0.005). For
negative aﬀect, visual inspection of the data showed a
similar eﬀect but the statistical analysis did not conﬁrm
a signiﬁcant eﬀect of laboratory set-up (F ¼ 2.5;
df ¼ 2, 57; NS).
3.3.2. Perceived usability
The data of the PSSUQ are presented in Table 3.
Regarding the inﬂuence of the laboratory set-up on the
subjective usability evaluation, no diﬀerences can be
reported for the overall evaluation of usability
(F 5 1). A separate analysis for each of the three
subscales showed the same pattern.
3.3.3. Attractiveness
Table 3 contains the data of participants’ appraisal of
the aesthetic appeal of the mobile phone. The
calculated ANOVA showed no signiﬁcant eﬀect of
laboratory set-up on the attractiveness rating of the
tested mobile phone (F 5 1).
4. Discussion
The main goal of the present study was to determine
how laboratory set-ups commonly used in usability
evaluation practice inﬂuence outcomes of usability
tests. The main results showed that the presence of
observers during a usability test had an eﬀect on
physiological measures, performance and emotion.
However, no eﬀects were recorded for perceived
usability and attractiveness.
The results showed that the presence of a facilitator
and non-interactive observers in the laboratory led to
psychophysiological changes in test participants, which
became mainly evident in the form of decreased HRV.
This ﬁnding was supported by subjective participant
Table 2. Measures of user behaviour as a function of laboratory set-up and task diﬃculty (TD).
Multi-observer set-up
Mean (SD)
Single-observer set-up
Mean (SD)
No-observer set-up
Mean (SD)
Overall
Mean (SD)
Task completion rate (%) 72.5 (0.26) 87.5 (0.22) 82.5 (0.24)
Low TD 100 100 100 100
High TD 45 (0.51) 75 (0.44) 65 (0.49) 62 (0.49)
Task completion time (s) 160 (36.4) 125.9 (48.5) 136 (41.3)
Low TD 77.8 (53.7) 44.3 (15.5) 48.6 (16.4) 56.9 (36.3)
High TD 242.1 (76.8) 207.4 (90.4) 223.4 (76.0) 224.3 (81.2)
Interaction eﬃciency (optimal number
of clicks/actual number of clicks)
0.45 (0.13) 0.54 (0.17) 0.51 (0.12)
Low TD 0.75 (0.33) 0.86 (0.22) 0.86 (0.25) 0.82 (0.27)
High TD 0.23 (0.1) 0.3 (0.21) 0.24 (0.14) 0.26 (0.16)
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reports in the debrieﬁng session, which revealed that
the presence of others had been experienced as a social
stressor. In particular, the multi-observer condition
was regarded as very stressful, with about half of the
participants explicitly referring to the two non-
interactive observers as a source of stress. This hints
at possible diﬀerential eﬀects of facilitators and non-
interactive observers on test participants. The data
from the present study indicated that non-interactive
observers may be perceived as potentially more
threatening since they did not communicate with
the test participants. This may have raised concerns
about their exact role, resulting in an increased fear
of evaluation among test participants (cf. Hembree
1988).
The changes induced by the presence of observers
in physiological parameters were paralleled by decre-
ments in various performance measures. Although the
pattern of decrement was slightly inconsistent across
task parameters (e.g. observer presence impaired
performance on the easy task for task completion
time and eﬃciency index and on the diﬃcult task for
task completion rate). The researchers did not observe
in a single parameter that presence of observers (non-
interactive or facilitator) led to performance improve-
ments. This is indicative of the adverse eﬀects of
observer presence on performance in usability tests
and, at the same time, it rejects the hypothesis based on
social facilitation theory (i.e. observer presence would
lead to improvements for easy tasks). Both tasks were
novel to the participants and both were problem-
solving tasks (i.e. current state and target state were
known but the procedure to change from one to the
other needed to be identiﬁed). To demonstrate the
eﬀects of social facilitation theory, it needs perhaps a
more extreme diﬀerence in task diﬃculty, for example,
a well-practised task or a simpler task type (e.g.
perceptual-motor task). Either of the demands is
diﬃcult to meet in usability testing since these tasks
are typically problem-solving tasks and are often
unpractised (because they are embedded in a novel
interface and dialogue structure). A general negative
eﬀect of observer presence may be assumed, although
positive beneﬁts for individual test participants may be
possible.
The results of the present study indicate that
situational factors, such as the set-up of the usability
test laboratory, can have an inﬂuence on the
participant’s emotional state. While the overall level of
negative emotions experienced during the usability test
was rather low, there was nevertheless a signiﬁcant
eﬀect of the presence of others (facilitator as well as
non-interactive observers). Test participants under
observation rated their emotional state signiﬁcantly
more negatively than those who were alone during the
usability test. Since the user’s emotional state can also
be inﬂuenced by properties of the consumer product
(Marcus 2003), it is important to separate these
respective inﬂuences, in particular as the product-
induced emotions are considered a central outcome of
product design while emotions induced by the test
environment are to be regarded as an undesirable side
eﬀect. Therefore, it is important to make eﬀorts to
ensure that the user’s aﬀective state is only inﬂuenced
by product properties and not by situational features
such as laboratory set-up.
In contrast to measures of performance and
emotion, the set-up of the usability test laboratory did
not inﬂuence the subjective appraisal of a product’s
usability. Although there were no hypotheses put
forward that predicted a relationship of this kind (i.e.
the variables were measured on an exploratory basis),
it is of some interest that no such relationship was
found. This corresponds to the results of a meta-
analysis of Nielsen and Levy (1994), which revealed
that subjective usability ratings were inﬂuenced by
product characteristics but not by situational factors.
Similarly, attractiveness ratings were not inﬂuenced by
situational factors in the present study. Product
aesthetics and the user’s response to it are clearly an
important factor in usability testing since there has
been evidence that aesthetics inﬂuences perceived
product usability (Tractinsky et al. 2000). Since the
relationship between usability and aesthetics is not yet
fully understood, negative evidence of this kind is also
helpful to discount the inﬂuence of situational factors
on attractiveness ratings.
Also of interest is the question as to what extent
any of the observed eﬀects would remain stable with
increasing duration of the usability test. While
Table 3. User ratings of emotions, usability and attractiveness.
Multi-observer set-up
Mean (SD)
Single-observer set-up
Mean (SD)
No-observer set-up
Mean (SD)
Positive aﬀect (1–5) 2.8 (0.5) 2.7 (0.58) 3.2 (0.37)
Negative aﬀect (1–5) 1.7 (0.67) 1.5 (0.56) 1.3 (0.36)
Usability rating (1–7) 4.3 (0.97) 4.3 (0.99) 4.7 (0.96)
Attractiveness (1–5) 2.6 (0.94) 2.6 (0.68) 2.4 (0.88)
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temporal stability was not included as a research
question in the experimental design, it was still worth
examining this issue since some of the collected data
could be used for that purpose. A calming-down eﬀect
was found in heart rate for all three laboratory set-ups.
Participant reports in the debrieﬁng session corrobo-
rated this ﬁnding in users; they felt less aﬀected by the
testing situation as the usability test progressed. At the
same time, about half of the participants in the multi-
observer condition stated that they had perceived the
presence of the non-interactive observers as a constant
source of stress with little habituation taking place. The
data did not provide conclusive evidence about the size
of the calming-down eﬀect (which the study never set
out to examine but was included as a post-hoc analysis).
Despite the degree of uncertainty associated with this
issue (partly due to the impossibility to determine
HRV), it appears to be safe to argue for an extension of
the calming-down period by giving the test participants
a warm-up task (which would not be part of the
usability test). Furthermore, as it is currently not clear
to what extent the eﬀects of the presence of non-
interactive observers will diminish after a certain time
period, non-interactive observers (being placed in the
same room as the test participants) should only be
employed with caution.
Using physiological measures in the present study
corresponded to the demands put forward by several
researchers, who argued that physiological scanning
technologies should be integrated more strongly into
ergonomic research (e.g. Wastell and Newman 1996,
Wilson and Sasse 2000, Hancock et al. 2002). While
previous laboratory-based experiments have shown
that cognitive stressors (such as mental arithmetic
tasks, reaction time tasks or the Stroop interference
task) resulted in an increase of HRV in the LF band
and a decrease in the HF band (Jorna 1992, Berntson
and Cacioppo 2004), the results of the present study
indicated that the presence of observers as a social
stressor inﬂuences HRV in the LF band in the opposite
direction as the cognitive stressors. No diﬀerence
between stressors was found for the HF band. These
results reiterate the need for a greater diﬀerentiation
between stressors since they may have even opposite
eﬀects on diﬀerent HRV bands. This is in line with the
argument put forward by Berntson and Cacioppo
(2004), in which they state that: ‘it is clear that no
single pattern of autonomic adjustments and asso-
ciated changes in HRV will apply universally across
distinct stressors’ (p. 59). These results indicate that
physiological reactions to mental workload and social
stressors may be diﬀerent (Pruyn et al. 1985, Jorna
1992).
The present study has a number of implications for
usability practice as well as for future research. First,
there is a need to examine the diﬀerence between
participating and non-interactive observers. The one-
observer set-up showed the same results as the no-
observer set-up for performance (visual inspection
indicated even better results for the former on all
performance parameters), which suggests the
possibility that a facilitator who has established a good
rapport with the test participant may represent a
source of support with performance-enhancing eﬀects.
Second, the study raises the question as to what extent
product-related eﬀects can be separated from other
inﬂuences on the diﬀerent test outcomes (e.g.
environmental eﬀects due to poor set-up of usability
test). Since the reason for testing is to examine the
eﬀects of user–product interaction, additional
environmental eﬀects such as laboratory set-up that
impinge upon the test results clearly represent
undesirable side eﬀects that need to be minimised. In
the present study, users were able to make a clear
distinction between the product (considered to be
usable) and the test environment (considered
inadequate if observers are present), resulting in a
product evaluation (i.e. subjective usability measures)
that was unaﬀected by the test environment. However,
performance (i.e. objective usability measures) and the
user’s emotional state were both aﬀected by the test
environment, demonstrating the inﬂuence of such
interfering variables in usability tests. Third, it is
currently unclear whether the eﬀects of the presence of
non-interactive observers will disappear after suﬃcient
exposure. Therefore, for the time being it appears
advisable to refrain from placing non-interactive
observers in the same room as the test participants.
This may favour the use of remote usability testing as a
new product evaluation method, which has gained in
importance in usability practice over recent years
(Dray and Siegel 2004). Fourth, there was evidence for
the sensitivity of HRV parameters to pick up
variations in user stress, providing support for the
utility of these measures. Despite these encouraging
results, there may be concerns about the current
suitability of HRV as an appropriate measure for the
standard usability test, given the considerable resource
requirements and the need for substantial analyst
expertise. In spite of these concerns, it appears to be
promising to pursue these research activities since, with
technical advancements in measurement technology
and in data analysis tools, the process of using HRV in
usability tests is likely to become much simpler in the
future.
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