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1.- Program ación  M atem ática  y  Teoría E conóm ica.
El problema básico de la ciencia económica consiste en adecuar la distribución de 
recursos -escasos y de usos alternativos- entre objetivos que compiten entre sí.
La Economía debe analizar la “mejor” asignación de esos bienes entre los distintos 
fines o metas que se quieren alcanzar; surge así un nuevo problema, el de “seleccionar el 
criterio” con el que llevar a cabo esta labor. Dicho criterio tiene que caracterizarse por 
ser “racional” , entendiendo por elección racional no sólo la que se realiza de forma “cohe­
rente” , sino también la “mejor” de todas ellas.
En este sentido Lange [18] establece el principio de explotación económica racional 
en sus dos vertientes:
1. El principio del efecto mayor o principio de mayor rendimiento que se cumplirá 
cuando con un gasto determinado se obtiene el grado máximo del objetivo asignado.
2. El principio del gasto mínimo o principio de ahorro de los medios disponibles, con 
el que se tra ta  de lograr un cierto grado prefijado de realización del objetivo a partir 
de un gasto mínimo de medios.
La forma de utilización de los recursos conforme a este principio es “óptima” 
respecto al aprovechamiento de los mismos. Una actividad no óptima podría dar lugar a 
un consumo de los recursos de modo que no se obtenga el grado máximo de realización del 
objetivo perseguido o a que se consiga un nivel determinado del mismo mediante un gasto 
de recursos mayor de lo necesario. Ambas situaciones implican la utilización inadecuada 
de los medios, es decir, el “despilfarro”.
La formulación matemática de esta conducta optimizadora plantea ciertos tipos 
de problemas de cuyo estudio se ocupa la Teoría de la Optimización que se define como 
la elección de valores de ciertas variables de tal modo que maximicen o minimicen una 
función sujeta a restricciones.
Muchos autores han considerado que la optimización sujeta a restricciones define
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la naturaleza esencial de la ciencia económica. Así, para Lange [18], la optimización 
constituye la teoría matemática del principio de explotación económica racional y para 
Robbins [17] la Economía es prácticamente una formulación del problema general de la 
optimización:
“La E conom ía es la ciencia que estudia  el com portam iento hum ano com o  
una relación entre fines y m edios escasos que adm iten  usos a ltern ativos” .
En términos matemáticos, cada distribución particular de los recursos viene 
determinada por la elección de un vector de variables de decisión; la escasez de los recursos 
está representada por el conjunto factible que refleja las restricciones que pesan sobre las 
decisiones; y la competitividad entre los fines está recogida en la función objetivo la cual 
indica el valor asignado a cada una de las posibles alternativas.
En el tema que presentamos, centraremos nuestra atención en aquella parte de 
la Teoría de la Optimización que se ocupa de los problemas estáticos deterministas con 
un único decisor y en los que las restricciones son del tipo de igualdad: PROGRAMACIÓN 
M a t e m á t i c a  C l á s i c a  C o n d i c i o n a d a .
Los programas matemáticos con restricciones de tipo igualdad forman parte, junto 
con los programas sin restricciones, de la denominada Teoría clásica de la Optimización. 
Especialmente importante es el papel instrumental que ha desempeñado esta teoría en 
el desarrollo de la microeconomía y en particular en el estudio del comportamiento del 
consumidor y de la empresa.
2.- Program ación  Clásica C ondicionada.
2.1.- Introducción.
El objetivo del tema es resolver el problema general de Programación Matemática 
con restricciones de igualdad.
El estudio de este problema presenta tres aspectos claramente diferenciados:
1. Obtención de condiciones (teoremas de realización) bajo las cuales podemos ase­
gurar que existe un punto que es solución del problema. Un ejemplo es el Teorema 
de Weierstrass que nos proporciona condiciones suficientes, pero no necesarias, de
P r o g r a m a c i ó n  C l á s i c a  C o n d i c i o n a d a 5
existencia de máximos globales.
2. Búsqueda de formulaciones alternativas con el objeto de hacer más fácil la deter­
minación del máximo o el estudio de sus propiedades.
Como veremos, esta cuestión se aborda introduciendo la “función lagrangiana” , que 
facilita el estudio del problema restringido al permitir extender conceptos análogos 
de los problemas libres, como son las condiciones de primer y segundo orden, que 
nos caracterizan los puntos óptimos.
3. Cálculo del punto de máximo. Proceso que, en la actualidad, se ha visto potenciado 
con la aparición de los ordenadores que han hecho posible la aplicación práctica de 
los algoritmos de resolución.
Trás esta breve introducción, y siguiendo las consideraciones que en ella hemos 
recogido, desarrollaremos el resto del tema en los siguientes epígrafes:
En primer lugar, expondremos el planteamiento matemático del problema, desta­
cando los elementos fundamentales que intervienen en él. Presentaremos, a continuación, 
los distintos métodos de resolución de un programa con restricciones de igualdad, centrán­
donos en el “Método de Lagrange” que, si bien aumenta el número de variables del pro­
grama, es uno de los más eficaces y además aporta una valiosa información sobre el grado 
de sensibilidad en el óptimo de la función objetivo respecto a cambios en las constantés de 
restricción que, como veremos, tiene interesantes interpretaciones económicas. Finalizare­
mos la exposición analizando cómo el estudio realizado proporciona la base matemática 
a las teorías neoclásicas del consumidor y de la empresa, desarrollando, como ejemplo, la 
teoría de la elección del consumidor individual.
2.2.- M odelo M atem ático.
FO R M U LA C IÓ N  DEL PR O G R A M A .
La formulación general de un programa matemático con restricciones de igualdad 
es la siguiente:
Maximizar /  (x)
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donde:
/  : D  C JRn -> M, g : D C R n ^ M m 
g =  b =  ( h , b 2 , . . . , b m)
La función / ,  es la “función objetivo”, es decir, la descripción matemática del 
objetivo final del problema planteado. La variable x, es un vector n-dimensional a cuyas 
componentes les llamaremos “instrumentos”.
Llamaremos “conjunto de oportunidades” a la intersección de los conjuntos que 
satisfacen las restricciones y del dominio de 1a. función objetivo. Sus puntos los llamaremos 
“factibles” o admisibles: M. =  j x  £ D  /  g (x) =  b j  ; siendo blt b2, . ■., bm las “cons­
tantes de restricción”.
Se supone que el número m  de restricciones de igualdad es menor que el número 
n de instrumentos, siendo la diferencia n — m  el número de grados de libertad del 
problema. Vamos, entonces, a definir máximo condicionado.
Geométricamente, cada una de las restricciones de igualdad,
5i (x )  =  6i; j  =  1 , 2 , . . .  , m
define un conjunto de puntos en el espacio Mn. Económicamente, una restricción repre­
senta la limitación de los recursos disponibles propia de las actividad económica.
En el estudio de los problemas con restricciones de igualdad se aplican técnicas 
y conceptos del cálculo diferencial por lo que es imprescindible la noción de “localidad” 
aplicada al problema en estudio.
D efinición 1.- Diremos que la función /  posee un máximo local sobre M. en un punto 
x° £ M. si existe un entorno del punto x° en el que la función toma valores menores o 
iguales que /(x ° )  para todos los puntos factibles del mismo.
Diremos que la función /  posee un máximo global sobre M. en un punto x° £ M.
cuando
/  (x) < /  (x°) V x  £ A4 
Si las desigualdades se verifican estrictamente, los máximos serán estrictos.
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La obtención de condiciones de optimalidad global y el diseño de métodos de 
cálculo que permitan localizar óptimos globales sólo es posible en programas con una 
característica muy concreta: la convexidad. La convexidad de un programa implica un 
conjunto de propiedades de las funciones y de los conjuntos que intervienen en su for­
mulación. La verificación de estas propiedades supone un conocimiento adicional, muy 
importante, del problema tratado puesto que tales propiedades garantizan que cualquier 
óptimo local es también global: Teorema local-global. Estas condiciones de convexidad 
del programa son especialmente importantes porque la mayoría de las funciones típicas a 
maximizar en Economía las satisfacen.
Por otra parte, sabemos por el Teorema de Weierstrass que, al ser la función 
objetivo continua y el conjunto de oportunidades cerrado, existe una solución óptima 
condicionada global si el conjunto de oportunidades es no vacío y acotado.
R ESO LU C IÓ N  DEL PR O G R A M A .
Conocidos los aspectos generales de un programa con restricciones de igualdad 
vamos a ocuparnos, en esta sección, de la resolución del mismo. Para resolver (II) parece 
natural intentar reducir el problema a otro problema de maximización no restringido. 
Vamos a referirnos, en primer lugar, a un método de resolución asociado directamente al 
hecho de la pérdida de grados de libertad de un problema restringido clásico.
M étodo directo de solución por eliminación de variables.
Si el jacobiano de la función g tiene rango m en M. y podemos despejar m  varia­
bles en función de las n — m restantes y sustituirlas en la función objetivo entonces (II) 
queda reducido a otro programa sin restricciones y con n — m variables cuya resolución 
podemos abordar con los resultados ya conocidos.
Este método de sustitución directa presenta importantes problemas respecto a 
la información, bien porque se pierden condiciones iniciales que aparecían implícita o 
explícitamente en el problema inicial o porque se generan otras que no son ciertas. 
Además, no puede aplicarse en muchos problemas con restricciones no lineales al no ser 
posible despejar las variables. Por otra parte, al calcular la solución -como se han elimina­
do las restricciones y se ha resuelto un problema libre- no se genera información adicional
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que permita valorar económicamente el efecto de la existencia de las restricciones. Por 
ello, si bien en ocasiones es cómodo de aplicar, estudiaremos otra alternativa mejor para
resolver ( I I ) -
M éto d o  gráfico de resolución.
Cuando tenemos un programa matemático con dos o tres variables de decisión, 
su resolución gráfica nos informa sobre la existencia o no de solución y, en caso de que 
ésta exista, de su localización y de si dicha solución es local o global.
El método de resolución gráfica presenta, un importante problema de cara a su 
aplicación: 1a, representación gráfica de las funciones que aparecen en el mismo sólo es 
posible para n =  1 , 2 .
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Cuando no es posible utilizar el método de eliminación de variables o el método 
gráfico podemos plantearnos la forma alternativa más “razonable” de abordar el problema. 
Si el sistema de ecuaciones formado por las m restricciones verifica el Teorema de la 
Función Implícita en un entorno de la solución óptima, puede realizarse una generalización 
del método de sustitución directa.
M étodo de los m ultiplicadores de Lagrange: LA F U N C IÓ N  D E L A G R A N G E .
A partir del programa (II) construimos una función que llamaremos función de 
Lagrange como:
¿  (x, Á) =  /  (x) -  Á¿ [ g (x) -  b
donde x  toma valores en M. y Á en IIIra. Hemos introducido m  nuevas variables, A¿, una 
por cada restricción, llamadas multiplicadores de Lagrange asociados a las m  restricciones.
Obsérvese que, si x  es un punto factible, coinciden los valores de la función 
objetivo y de la correspondiente función de Lagrange.
T eo rem a 1.- (Teorema de Lagrange). Sean /  y g de clase C1 en D  y sea x° un punto 
interior de D. Si el punto x° £ M. es un óptimo local de /  sobre el conjunto M. y además 
el rango de la matriz jacobiana de la función g en el punto x° es m , entonces existen 
m  únicos números A°, A°,. . . ,  A^ tales que en (x°, x%,. . . ,  x°, A°, A°,. . . ,  A^) se anula el 
gradiente de la función de Lagrange1. Es decir:
/  V x £  (x°, Á°) \
0  =  V £  (x°,A°) =
(x°, Á°)
/  771 \
v /  (x») -  y , (i;0)
j-i
\ -g (x ° )  +  b /
O n \
(1)
1£  es de clase uno por serlo /  y g.
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Obsérvese que, si calculamos el vector gradiente de esta función y lo igualamos a 
cero, obtenemos el siguiente sistema de n + m ecuaciones con n +  m incógnitas:
-&-(x) +  bj =  0 j  =  1 , 2 , . . .  ,m
d f  A  dai
(* )  -  E  <*) =  0 ¿ =  1 . 2 . - . "
1 J = 1 1
Por tanto, si un punto x° es solución de (II), es preciso que sea solución de (2) 
obteniéndose de esta forma sus multiplicadores de Lagrange asociados.
Las condiciones (1) que se obtienen en este teorema se conocen con el nombre de 
“condiciones necesarias de primer orden de Lagrange”. Los puntos x° que las verifican, 
entre los que se encuentran las soluciones de (II), se denominan ”puntos críticos” del 
programa.
Interpretación geom étrica del Teorema de Lagrange. Consideremos un programa 
clásico con dos variables de decisión, (21 , 0:2), y un grado de libertad:
La restricción genera un curva en el plano {(a?i, 3?2) £ M 2 : g(x  1, a^) =  b} . Sobre 
el mismo plano dibujaremos las curvas de nivel de la función objetivo
{(x i,x 2) 6  JR2 ■ f ( x i , z 2) =  fe}, k £ M
Obsérvese que si x° =  (x^,x°) un punto que cumple las condiciones necesarias de La- 
grange:
—  xfj  =  A°—  (x°, x°) t =  1,2
despejando A° se cumple:
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es decir, la curva de la restricción y la curva de nivel de /  que pasa por el punto x° son 
tangentes en dicho punto, como podemos observar en el gráfico.
C ondiciones suficientes de optim alidad de segundo orden.
Una vez obtenidas las condiciones necesarias para la existencia de óptimos locales 
restringidos, hemos de encontrar condiciones suficientes que nos permitan distinguir, entre 
los puntos que verifican las condiciones necesarias cuáles son óptimos y de qué tipo. Como 
veremos en el T eorem a 2, estas condiciones se reducen al cálculo del signo de una forma 
cuadrática restringida: se exige que el hessiano de la función de Lagrange, respecto a 
las variables de decisión, sea definido negativo, no en cualquier punto próximo a x° sino 
únicamente en los puntos factibles.
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es decir, 1a. curva de la restricción y la curva de nivel de /  que pasa por el punto x° son 
tangentes en dicho punto, corno podemos observar en el gráfico.
C ondiciones suficientes de optim alidad de segundo orden.
Una vez obtenidas las condiciones necesarias para la existencia de óptimos locales 
restringidos, hemos de encontrar condiciones suficientes que nos permitan distinguir, entre 
los puntos que verifican las condiciones necesarias cuáles son óptimos y de qué tipo. Como 
veremos en el Teorema 2, estas condiciones se reducen al cálculo del signo de una forma 
cuadrática restringida: se exige que el hessiano de la función de Lagrange, respecto a 
las variables de decisión, sea definido negativo, no en cualquier punto próximo a x° sino 
únicamente en los puntos factibles.
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Necesitamos, por tanto, caracterizar los movimientos a partir del punto crítico 
que no cambien el valor de la función g, es decir, que mantengan la factibilidad.
Proposición 1.- Una condición necesaria y suficiente para que g (x° +  h) =  b, con 
g (x°) = b y h suficientemente pequeño es:
J g  (x°) h =  0
Teorem a 2.- Sean /  y g funciones de clase C2 y sea x° un punto interior de D  que 
satisface las condiciones necesarias de primer orden de Lagrange del programa (II). Una 
condición suficiente para que la función objetivo /  posea un máximo local estricto en x° 
es que la forma cuadrática
m n Q2 f*
fi*«„£(*»,S°) h = E E  h¡h‘
j  = l i = 1 VdsxUdsj
restringida a
J g  ^x°) h =  0 V h /  0
sea definida negativa, siendo A° el vector de los multiplicadores de Lagrange asociado 
a x° y Tix C  (x°,Á°) la submatriz de la matriz hessiana de £  que corresponde a las 
derivadas parciales segundas respecto a las variables de decisión.
Las condiciones suficientes de optimalidad local plantean el problema de la ob­
tención del signo de una forma cuadrática sujeta a un sistema de restricciones lineales. 
Con la aplicación de lo estudiado acerca de formas cuadráticas restringidas, en el pro­
grama de Algebra Lineal, se resuelve el problema en términos de los signos de los menores 
principales de la hessiana orlada o bien de forma directa mediante el cálculo de los valores 
propios.
Proposición 2.- En las condiciones del Teorema 2 son equivalentes:
1) V h 0 , h G M n tal que J g  (x°) h =  0 se verifica
h4 U % C  (x°, A°) h < 0
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2) Los últimos n — m menores principales de la matriz hessiana orlada:
H  = Om 3%
son de signos alternos, siendo el signo del primero (—1)TO+1.
3) Si las raíces de




Tanto las condiciones necesarias de Lagrange como las que acabamos de obtener 
se apoyan en el cálculo diferencial por lo que, como ya habíamos comentado al principio, 
son condiciones de optimalidad local, que en los casos de existencia de óptimo global, nos 
conducirían a la localización del mismo a partir del análisis de todos los óptimos locales 
obtenidos tras la aplicación de estas condiciones y de los posibles óptimos de frontera. Si 
estamos interesados en localizar óptimos globales directamente e hipótesis bajo la cuales 
sean suficientes las condiciones necesarias, necesitamos que el programa sea convexo.
C ondiciones de optim alidad en programas convexos.
Teorem a 3.- Sean / ,  g y x° como en el Teorema 1. Supongamos además que /  es una 
función cóncava en D y M  =  { x e D / g  (x) =  b j es un conjunto convexo. Entonces x° 
es solución de (II) si y sólo si x° satisface las condiciones necesarias de primer orden de 
Lagrange.
La condición necesaria de este teorema es evidente a partir del Teorema de La­
grange por lo que nos faltará probar que también es suficiente:
Por ser M  convexo sabemos que
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y por tanto,
^•(x0 +  t h) =  # (x °) =  bj j  =  1 ,2 , . . . ,  m
luego
v 5j(x ° )h  =  D^gj i x0) =  0 j  =  1 , 2 , . . .  , m  (4)
Finalmente, por ser f  cóncava, por las condiciones necesarias de Lagrange y por
(4), tendremos
/(x °  +  h) -  /(x °) < V /(x °) h = Á° Vg(x°) h =  0 V h : x° +  h G .M 
esto es, x° es un máximo global de /  sobre M .
Por tanto, para programas convexos, la condición necesaria de optimalidad local 
se convierte en una condición necesaria y suficiente de optimalidad global.
El método de los multiplicadores de Lagrange, además de resolver el problema de 
optimización clásica, proporciona un análisis de post-óptimo que nos permite estudiar, a 
través del valor de cada uno de los multiplicadores, el grado de sensibilidad, en el óptimo, 
de la función objetivo frente a cambios en la constante de la restricción correspondiente; 
este análisis de sensibilidad tiene gran importancia en el contexto económico.
3.- In terpretación  económ ica de los m ultip licadores  
de Lagrange.
En los problemas económicos de optimización, las funciones que aparecen depen­
den de ciertos parámetros (precios, niveles de realización, etc.) que se mantienen cons­
tantes durante el proceso de optimización pero que cambiarán dependiendo de la situación 
económica. Surge entonces una importante cuestión: ¿Qué sucede con la solución óptima 
si la situación económica cambia?, para responder a esta pregunta vamos a analizar que 
ocurriría si suponemos que las constantes de las restricciones son parámetros variables. 
Tratamos de encontrar una medida de la variación inducida en la solución del programa
(II) debida a cambios de los valores de bj, j  =  1,2 , . . .  ,m.
Consideremos el programa (II) y supongamos que, aplicando las condiciones 
necesarias y suficientes a la función de Lagrange, obtenemos que el punto x° es solución
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óptima de dicho programa. En general, Xo dependerá de los valores de b\, b? , . . . ,  bm] se 
puede demostrar aplicando el teorema de la función implícita al sistema:
Ti (b ,A ,x) =gj ( x)  - b j  = 0 
r m+i (b, J, x) = (x) -  ¿  A,- dg’ (ii)
i=l
j  =  l , 2 , . . . , m  
=  0 i =  1, 2 , . . . ,  n
que x° y A° se pueden expresar como funciones diferenciables de b  en un entorno del 
punto óptimo:
x° = x° (b)
Xo =  Xo (b)
entonces los valores de la función objetivo y de los multiplicadores de Lagrange asociados 
a x° también dependerán de b:
/  (x“) =  /  (x“ (b )) = /" (b) (5)
donde f °  es la función objetivo indirecta.
Si derivamos2 (5), respecto a bk, k =  1 ,2 , . . .  , m
d /°  (b) _  » d f  (x° (b)) dx0{ (b) 
dbk ^  dxi dbk
k =  1 , 2 , . . . ,  m (6)
Por las condiciones necesarias de Lagrange en x° y teniendo en cuenta que:
1 j  =  k
0 j  ±  k
A  %  (x° (b )) d x °i (S )
^  d x :Í=1 dbk
obtenemos finalmente:
d f ° ( b )  d f ( x ° ( b ) )  n
m T  =  dbt  = At (b ) k =  (7)
2Como /  y x° (b) son funciones diferenciables podemos aplicar la derivación de la función compuesta: 
la regla de la cadena.
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que nos indica que los multiplicadores de Lagrange miden la sensibilidad de la función 
objetivo en el óptimo respecto a las variaciones en las constantes de las restricciones.
O bservación: Para llegar a este resultado ha sido necesario suponer que x° cumplía las 
condiciones suficientes de Lagrange, es decir, la matriz orlada
0 Jt '
n * c
es una matriz regular en el punto crítico (x°, A°) y con esto se cumplen las hipótesis del 
Teorema de la Función Implícita. Esto no siempre es así, ya que las condiciones suficientes 
no son necesarias y puede haber óptimos que no las cumplan.
A menudo, en los problemas económicos, las restricciones nos expresan limita­
ciones en las cantidades de los recursos disponibles para su utilización y la función objetivo 
representa beneficios, costes, . . . ,  por lo que suele venir definida a partir de precios o costes 
unitarios multiplicados por cantidades; esto justifica que al multiplicador de Lagrange, A 
asociado a la j-ésima restricción se le denomine precio sombra o valor marginal asociado 
a una unidad de ese recurso ya que, al medir la variación del valor de la función obje­
tivo (precio x cantidad) respecto a la constante bj (cantidad), tiene dimensión de precio 
(pseudo-precio).
Evidentemente no se tra ta de precios de mercado, sino de precios de oportunidad 
para el sistema que utiliza estos recursos limitados, en el sentido de que no reflejan lo 
que cuestan tales recursos sino lo que “valen”. Si los precios de mercado son superiores a 
estos precios, no resulta interesante añadir más cantidad del recurso analizado al proceso 
productivo, puesto que lo que obtendríamos de su utilización óptima no compensaría el 
coste adicional en el que incurriríamos.
A partir de esta interpretación económica de los multiplicadores de Lagrange, se 
obtiene que las condiciones necesarias de optimalidad:
j = l i 2 .........„
no son más que la exigencia de que, en un máximo condicionado, el “beneficio marginal”
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de cada una de las “actividades” sea igual al “costo marginal” atribuido a esa actividad.
4.- P rogram a dual.
Llamaremos al programa (II), consistente en maximizar la función objetivo some­
tida a ciertas restricciones, problema primal. Este planteamiento correspondería al 
principio de mayor rendimiento. Si nos apoyamos en el principio de gasto mínimo o de 
ahorro de los medios disponibles, podemos plantear este problema como el de minimizar 
la suma de las restricciones para obtener un valor dado de la función objetivo, que ahora 
actuará como restricción. A este nuevo programa lo llamaremos program a dual de (II) 
y tendrá la siguiente forma:
ii.
Minimizar u (x , Á) =  Xj [<¡r¿ (x) — bj]
j=i
sujeto a /  (x) =  zo
(IV)
Las restricciones representan, como ya hemos mencionado, cantidades de recursos 
o medios, por lo que vendrán expresadas en distintas unidades y, en principio, no es 
posible realizar una suma de las mismas; es necesario introducir un “peso” asociado a cada 
restricción que las unifique respecto a las unidades para poder sumarlas. Utilizaremos para 
ello los multiplicadores de Lagrange que, como hemos visto, ponderan la importancia de 
las restricciones en el programa y tienen dimensión de precios.
La función u(x, A) “mide” , en cierto modo, la cantidad total de los gastos de 
medios, x 1} x2, . . . ,  xn, necesarios para alcanzar un cierto grado de realización de la función 
objetivo, / ,  de ahí que la denominemos función de gasto de medios.
Está claro que ambos problemas, primal y dual, son las dos variantes del principio 
de explotación económica racional [18] para un mismo programa clásico condicionado. Por 
lo tanto podemos afirmar que:
“m axim izar la función objetivo  para un determ inado gasto  de m edios, 
expresada por las restricciones, es equivalente a m inim izar la función de  
gasto  de m edios para un nivel determ inado de realización de la función  
o b jetiv o ” .
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Examinando la función de gasto de medios se observa que ésta es nula para los 
puntos del conjunto factible de (II). Sólo en el caso de que no se cumplan las restricciones 
la función u es no nula.
Si gj (x) — bj >  0 diremos que el límite de disponibilidad del recurso j-ésimo se 
ha rebasado; el multiplicador Xj  imparte un peso determinado a este rebasamiento. Así, 
la función u es la suma ponderada del rebasamiento de los límites de disponibilidades 
de los recursos, siendo los multiplicadores de Lagrange los coeficientes de ponderación 
correspondientes al rebasamiento de los distintos límites.
Si u es positiva, nos indica la utilización no óptima de los recursos y, por tanto, 
podemos interpretarla como la medida del “despilfarro ” que se produce por alcanzar el 
mínimo fuera de la región factible M ..
5.- A plicación  económ ica:
LA T E O R ÍA  DEL C O N SU M ID O R .
De entre las aplicaciones de la Programación Clásica nos centraremos en la teoría 
de la conducta del consumidor. Se supone que todo consumidor, bajo las hipótesis de 
racionalidad habituales, intentará maximizar su utilidad dentro de sus posibilidades pre­
supuestarias. Un desarrollo análogo se podría hacer para la teoría de la producción donde 
el empresario pretende maximizar su beneficio condicionado por las restricciones técnicas 
impuestas por su función de producción.
Vamos a analizar la modelización de la elección del consumidor individual en­
frentado a una serie de bienes y que dispone de una renta monetaria determinada para 
gastar en su adquisición. Esta elección se estudiará en términos de un marco institucional 
específico en el que las acciones del consumidor no afectan a los precios del sistema que 
constituyen, para él, datos.
Supondremos además que el consumidor tiene libertad plena para adquirir las 
cantidades que desee de los bienes y que no existen costes de transacción3.
3La no existencia de costes de transacción implica una simplificación de la restricción presupuestaria 
que será un hiperplano al no existir ni descuentos por cantidades, ni costes por elegir entre distintas 
calidades, etc.
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La función de utilidad.
El punto de partida en la formulación del problema de la elección del consumidor 
es el postulado de su racionalidad: se supone que el consumidor escoge, entre todas 
las alternativas de consumo posibles, aquella que le proporciona la máxima satisfacción. 
Toda la información relativa a la satisfacción que el consumidor obtiene de las diferentes 
cantidades de bienes por él consumidos se halla recogida en su función de utilidad4.
Sea U  (x) =  U (xi, x2, . . . ,  x„) la función de utilidad de un consumidor que 
consume n artículos, siendo x  =  (xi, a¡2, . . . ,  xn) el vector de las cantidades consumidas 
de los n bienes.
Supondremos que:
1 . W(x°) > ¿ /(x1) si y  sólo si x° es estrictamente más deseable para el consumidor 
que x 1. U(x°) =  ¿/(x1) si y  sólo si x° y  x 1 son indiferentes, es decir, igualmente 
deseables para el consumidor.
2 . u ec\
3. Un aumento en x¿, i =  1 , 2 , . . . ,  n incrementará el valor de la función de utilidad5: 
U es monótona creciente respecto a cada una de sus variables.
4. U es estrictamente cóncava6. De esta forma los conjuntos {x/ U(5t) < ¿/(x0)} son 
convexos.
Las propiedades de la función de utilidad reflejan que se tra ta  de un indicador 
ordinal del grado de satisfacción que al consumidor le reportan las distintas combinaciones
4Hay infinitas funciones de utilidad, lo único que se precisa es una representación de las preferencias 
que preserve el orden de las mismas; el análisis del comportamiento del consumidor no se ve afectado por 
la función de utilidad elegida.
5E1 consumidor no se sacia con ningún artículo, por tanto, las utilidades marginales son positivas sobre 
el dominio, sobreentendiéndose que sus magnitudes no tienen sentido, sólo sus signos.
6Bastaría con que U fuese estrictamente cuasicóne.ava, es decir, que cumpliese:
U(Axt +  (1 -  A)x2) >  mm(W(xi),Z/(x2)), V  A G  (0,1)
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de bienes. Las propiedades 3.- y 4.- implican que las curvas de indiferencia del consumidor 
son estrictamente convexas7. Supondremos también, que estas curvas no tocan a los ejes 
de coordenadas; de esta forma evitaremos que la cantidad empleada de uno de los bienes 
sea nula.
Equilibrio del consumidor.
El consumidor busca aquella combinación x° de bienes con la que obtenga el nivel 
de satisfacción más alto: su problema es, pues, de maximización condicionado al gasto de 
la renta disponible. Si
P = (Pi,P2,---,Pn) tal quep¿ > 0 V* =  l,2,...,n
es el vector de precios de los bienes e y la renta del consumidor. Para unos valores dados 
p° e y°, el problema será:
Maximizar U (x)
s.a. p° x  = y°
(V)
cuya función auxiliar de Lagrange es:
£  (x, A) =  U  (x) -  A (p°x -  y°) (8)
siendo A el multiplicador de Lagrange. Las condiciones necesarias del problema (V ) son:
¿/¿(x) —  Ap° =  0 ¿ =  l,2 , . . . , n
(9)
. -p °  x  +  y° =  0
sistema de n +  1 ecuaciones con n +  1 incógnitas que nos permiten despejar los valores 
de equilibrio de x y A.
Las ecuaciones (9) son las condiciones de equilibrio del consumidor de las que se 
obtienen
=  ^  =  =  (10)
Vi  P j
7Principio de relación marginal de sustitución decreciente, lo que significa que las cantidades en que 
hay que disminuir X- ante aumentos iguales y sucesivos de Xj son cada vez menores para mantener el 
mismo nivel de utilidad.
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o bien
) — H i -  RSM* (x°) (11)
Ui (x°) p? j V /
KSM‘- (x°) es 1a. relación marginal de sustitución entre los bienes i-ésimo y j-ésimo en el 
punto de equilibrio.
La expresión (10) se conoce, en Microeconomía, con el nombre de “ley de la igual­
dad de utilidades marginales ponderadas” y nos dice que, en el equilibrio, la aportación que
a la utilidad total hace la última unidad monetaria gastada en la adquisición de un bien 
debe ser igual para todos ellos. Esto es evidente ya que, si el consumidor pudiese obtener 
mayor satisfacción gastando una unidad monetaria adicional en un bien X¡ en vez de 
en Xj, no estaría maximizando su utilidad. Podría aumentar su satisfacción trasladando 
parte de su gasto de Xj a X¡.
La (11) nos indica que, en el equilibrio, la relación de intercambio subjetiva entre 
dos bienes, es decir, la relación marginal de sustitución entre Xj y Xj, debe igualarse a 
la relación real de intercambio determinada por el cociente entre los precios.
En el caso de dos bienes X i y X 2 podríamos representar gráficamente las curvas 
de indiferencia del consumidor (curvas de nivel de la función de utilidad, U ( x \ , x 2) ) y 
la recta presupuestaria piX\ -f P2X2 =  y° • La relación [11] nos indica la igualdad en el 
óptimo de las pendientes de ambas:
•*» =  —R M  Si  =  - «
dxj 3 pi
es decir, su tangencia.
0
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son:
n  n




du =  Y J^ i h i =  0 h / 0 , h e l T  
í=i
Vamos a analizar algunas propiedades que se obtienen a partir del equilibrio 
obtenido:
P ro p ie d a d  1.- Aplicando la interpretación del multiplicador de Lagrange sabemos que 
el multiplicador de Lagrange representa la “utilidad marginal de la renta”.
d ^ ( * )  _  \ 
dy
P ro p ie d a d  2.- Las cantidades demandadas de cada bien y el multiplicador de Lagrange 
son funciones de los precios y de la renta monetaria en el óptimo.
Consideremos los precios y la renta como variables exógenas y x  y A como varia­
bles endógenas del modelo. Fijando los valores de las variables exógenas p° e y° en el 
máximo local x° expresaremos las condiciones de equilibrio como:
^ (x ° ,  A°, p°, y°) =  W¿(x°) -  A°p° =  0 i =  1 ,2 , . . . ,  n
( 12)
r + > ( x ° ,  A ° ,p ° , Va) =  -  S p W  +  V° =  o
i
Sabiendo que x° satisface las condiciones suficientes (Teorema 2) de las que se 
deduce la regularidad del jacobiano relevante para aplicar el Teorema de las Funciones 
Implícitas al sistema (12) en un entorno del punto (x°, A°, p°, y°) tendremos que:
Existe un entorno (n+l)-dimensional B(p°, y°) y un conjunto de funciones 
diferenciables definidas sobre 0 (po,j/°) tal que
Xi =  x j(p ,y)  ¿ = 1 , 2, . . . ,  n
A =  A(p ,y)
Puesto que p¡ es proporcional a en el equilibrio, las condiciones suficientes
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Las ecuaciones Xj =  Xj(p,?/) son las funciones de demanda del consumidor (mar- 
shallianas) que nos indican la cantidad de un bien que éste comprará en función de los 
precios de todos los bienes y de su renta.
Las funciones de demanda son homogéneas de grado cero en (p, y); si conside­
ramos nuevos precios y renta monetaria:
?:$)(»•>
como la restricción presupuestaria es la misma, las condiciones de equilibrio no resultan 
alteradas, siendo A* =  kX°. Por tanto, si todos los precios y la renta varían en la misma 
proporción, las cantidades demandas permanecen invariables.
La dualidad en el consum o.
El equilibrio del consumidor se ha planteado como el resultado de la maximización 
de la función de utilidad, U(x)  sometida a la restricción de balance. Si fijamos a priori un 
determinado nivel de utilidad, U°,  podemos plantearnos el problema dual, es decir, cuál 
será el gasto mínimo en que se habrá de incurrir para alcanzar ese nivel de utilidad. Este 
nuevo problema puede formularse como:
Minimizar p°x
- (VI)
sujeto a U (x) =  U° 
cuya función auxiliar de Lagrange es:
£ (x , A) =  p°x — A(£/(x) — U°)
y condiciones de primer orden son:
p° — XUi(x) =  0 i — 1, 2 , . . . ,  n
(13)
U{x) = U°
de donde se obtienen las condiciones (10), es decir, la ley de la igualdad de las utilidades 
marginales ponderadas.
Igual que en el problema primal, de las condiciones de optimalidad del dual se 
desprende que existirán funciones de demanda (hicksianas) del tipo:
Xi=h,-(p ,W ) ¿ =  l , 2 , . . . , n  (14)
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no observables, que nos indican las cantidades de bienes que se demandarán para alcanzar 
un nivel de satisfacción determinado a unos precios dados de forma que el gasto sea 
mínimo. Si en (14) consideramos que el coste de adquisición es la renta que el consumidor 
ha de tener para poder acceder a dicha combinación de bienes, está claro que (14) mide 
los efectos de una variación compensada de los precios o el efecto de sustitución cruzado. 
Esta es la razón por la que se llama función de demanda compensada. Al igual que en el 
caso primal, resulta evidente que las funciones de demanda compensada son homogéneas 
de grado cero respecto a los precios.
De todo lo anterior se deduce fácilmente que primal y dual utilizan la misma 
combinación de bienes para obtener sus respectivos óptimos, U° e y°, siempre que las 
relaciones sean las adecuadas, es decir, si para unos precios y rentas dados (p°, y°) el nivel 
de utilidad máxima alcanzable en el primal es ZV(x°) =  U° y para los mismos precios y 
un nivel de utilidad ZY°, el gasto mínimo en que se incurre en el dual es y°.
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D oc. 0 2 3 /1 9 9 0
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D oc. 0 3 4 /1 9 9 1
D oc. 0 3 5 /1 9 9 1
D oc. 0 3 6 /1 9 9 1
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D oc. 0 3 8 /1 9 9 1
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Doc. 040/1992
JOAQUIN LORENCES. -  M argen p r e c i o - c o s t e  v a r i a b l e  
m e d io  y  p o d e r  d e  m o n o p o l io .
MANUEL LAFUENTE ROBLEDO; ISIDRO SANCHEZ ALVAREZ. -
E l T .A .E .  d e  l a s  o p e r a c io n e s  b a n c a r ia s .
ISIDRO SANCHEZ ALVAREZ.- A m o r t i z a c ió n  y  c o s t e  de  
p r é s ta m o s  co n  h o j a s  d e  c á l c u l o .
LUIS JULIO TASCON FERNANDEZ; JEAN-MARC BUIGUES. -
Un e je m p lo  d e  p o l í t i c a  m u n ic ip a l :  p r e c i o s  y
s a l a r i o s  en  l a  c iu d a d  d e  L eó n  (1 6 1 3 -1 8 1 3 ) . 
MYRIAM GARCIA OLALLA. -  U t i l i d a d  d e  l a  t e o r í a s  de  
l a s  o p c io n e s  p a r a  l a  a d m i n i s t r a c i ó n  f i n a n c i e r a  de  
l a  e m p r e s a .
JOAQUIN GARCIA MURCIA. -  N o v e d a d e s  d e  l a
l e g i s l a c i ó n  l a b o r a l  ( o c tu b r e  1990  - e n e r o  1991) 
CANDIDO PAÑEDA,- A g r i c u l t u r a  f a m i l i a r  y  
m a n te n im ie n to  d e l  e m p le o :  e l  c a s o  d e  A s t u r i a s . 
PILAR SAENZ DE JUBERA. - La f i s c a l i d a d  d e  p l a n e s  
y  fo n d o s  d e  p e n s i o n e s .
ESTEBAN FERNANDEZ SANCHEZ.- La c o o p e r a c ió n
e m p r e s a r ia l :  c o n c e p to  y  t i p o l o g í a  (*)
JOAQUIN LORENCES.- C a r a c t e r í s t i c a s  d e  l a
p o b la c ió n  p a ra d a  en  e l  m erca d o  d e  t r a b a j o  
a s t u r i a n o .
JOAQUIN LORENCES.- C a r a c t e r í s t i c a s  d e  l a
p o b la c ió n  a c t i v a  en  A s t u r i a s .
CARMEN BENAVIDES GONZALEZ.- P o l í t i c a  e co n ó m ic a  
r e g io n a l
BENITO ARRUÑADA SANCHEZ. - La c o n v e r s ió n  c o a c t i v a  
d e  a c c i o n e s  co m u n es  en  a c c i o n e s  s i n  v o to  p a r a  
l o g r a r  e l  c o n t r o l  d e  l a s  s o c ie d a d e s  a n ó n im a s :  De 
cómo l a  in g e n u id a d  l e g a l  p r e f i g u r a  e l  f r a u d e .  
BENITO ARRUÑADA SANCHEZ.- R e s t r i c c i o n e s
i n s t i t u c i o n a l e s  y  p o s i b i l i d a d e s  e s t r a t é g i c a s . 
NURIA BOSCH; JAVIER SUAREZ PANDIELLO. - S e v e n  
H y p o th e s e s  A b o u t  P u b l i c  C h jo ic e  a n d  L o c a l  
S p e n d in g .  (A t e s t  f o r  S p a n is h  m u n ic ip a l  i  t i  e s )  . 
CARMEN FERNANDEZ CUERVO; LUIS JULIO TASCON 
FERNANDEZ.- De una o lv id a d a  r e v i s i ó n  c r í t i c a  
s o b r e  a lg u n a s  f u e n t e s  h i s t ó r i c o - e c o n ó m i c a s : l a s  
o r d e n a n z a s  d e  l a  g o b e r n a c ió n  d e  l a  c a b r e r a .
ANA JESUS LOPEZ; RIGOBERTO PEREZ SUAREZ. -  
I n d ic a d o r e s  d e  d e s ig u a ld a d  y  p o b r e z a .  N u e v a s  
a l  t e m a t i v a s .
JUAN A. VAZQUEZ GARCIA; MANUEL HERNANDEZ MUÑIZ. -
La i n d u s t r i a  a s t u r i a n a : ¿Podem os p a s a r  l a  p á g in a  
d e l  d e c l i v e ? .
INES RUBIN FERNANDEZ. - La C o n t a b i l i d a d  d e  l a  
E m presa  y  l a  C o n ta b i l i d a d  N a c io n a l .
ESTEBAN GARCIA CANAL. - La C o o p e r a c ió n  
i n t e r e m p r e s a r i a l  en  E sp a ñ a : C a r a c t e r í s t i c a s  d e
l o s  a c u e r d o s  d e  c o o p e r a c ió n  s u s c r i t o s  e n t r e  1986  





















0 4 1 /1 9 9 2  ESTEBAN GARCIA CANAL. - T e n d e n c ia s  e m p ír ic a s  en  la  
c o n c l u s ió n  d e  a c u e r d o s  d e  c o o p e r a c ió n .
0 4 2 /1 9 9 2  JOAQUIN GARCIA MURCIA. - N o v e d a d e s  en  la  
L e g i s l a c i ó n  L a b o r a l .
0 4 3 /1 9 9 2  RODOLFO VAZQUEZ CASIELLES. - E l c o m p o r ta m ie n to  d e l  
c o n s u m id o r  y  l a  e s t r a t e g i a  d e  d i s t r i b u c i ó n  
c o m e r c ia l :  Una a p l i c a c i ó n  e m p ír ic a  a l  m e rca d o  d e  
A s t u r i a s .
0 4 4 /1 9 9 2  CAMILO JOSE VAZQUEZ ORDAS. - Un m a rco  t e ó r i c o  p a r a  
e l  e s t u d i o  d e  l a s  f u s i o n e s  e m p r e s a r i a l e s .
0 4 5 /1 9 9 2  CAMILO JOSE VAZQUEZ ORDAS.-  C r e a c ió n  d e  v a l o r  en  
l a s  f u s i o n e s  e m p r e s a r ia l e s  a t r a v é s  d e  un m a yo r  
p o d e r  d e  m e rc a d o .
0 4 6 /1 9 9 2  ISIDRO SANCHEZ ALVAREZ.- I n f l u e n c i a  r e l a t i v a  de  
l a  e v o lu c ió n  d e m o g r á f ic a  en  l e  f u t u r o  a u m e n to  d e l  
g a s t o  en p e n s io n e s  d e  j u b i l a c i ó n .
0 4 7 /1 9 9 2  ISIDRO SANCHEZ ALVAREZ.- A s p e c to s  d e m o g r á f ic o s  
d e l  s i s t e m a  d e  p e n s io n e s  d e  j u b i l a c i ó n  e s p a ñ o l .
0 4 8 /1 9 9 2  SUSANA LOPEZ A R E S.- M a r k e t in g  t e l e f ó n i c o :  
c o n c e p to  y  a p l i c a c i o n e s .
0 4 9 /1 9 9 2  CESAR RODRIGUEZ GUTIERREZ.- L a s  i n f l u e n c i a s  
f a m i l i a r e s  en  e l  d e s e m p le o  j u v e n i l .
0 5 0 /1 9 9 2  CESAR RODRIGUEZ GUTIERREZ.- La a d q u i s i c i ó n  d e  
c a p i t a l  hum ano: un m o d e lo  t e ó r i c o  y  su
co n  t r a s  t a c i ó n .
0 5 1 /1 9 9 2  MARTA IBAÑEZ PASCUAL. - E l o r ig e n  s o c i a l  y  l a  
i n s e r c i ó n  l a b o r a l .
0 5 2 /1 9 9 2  JUAN TRESPALACIOS GUTIERREZ.- E s t u d i o  d e l  s e c t o r  
c o m e r c ia l  en  l a  c iu d a d  d e  O v ie d o .
0 5 3 /1 9 9 2  JULITA GARCIA D IE Z .- A u d i t o r í a  d e  c u e n ta s :  su
r e g u la c ió n  en  l a  CEE y  en  E sp a ñ a . Una e v id e n c i a  
d e  su  im p o r ta n c ia .
0 5 4 /1 9 9 2  SUSANA MENENDEZ REQUEJO.- E l r i e s g o  d e  l o s  
s e c t o r e s  e m p r e s a r ia l e s  e s p a ñ o l e s : r e n d im ie n to
r e q u e r i d o  p o r  l o s  i n v e r s o r e s .
0 5 5 /1 9 9 2  CARMEN BENAVTDES GONZALEZ.- Una v a lo r a c ió n  
e c o n ó m ic a  d e  l a  o b te n c ió n  d e  p r o d u c to s  d e r iv a d o s  
d e l  p e t r o l e o  a p a r t i r  d e l  c a r b ó n
0 5 6 /1 9 9 2  IGNACIO ALFREDO RODRIGUEZ-DEL BOSQUE RODRIGUEZ.- 
C o n s e c u e n c ia s  s o b r e  e l  c o n s u m id o r  d e  l a s  
a c t u a c i o n e s  b a n c a r ia s  a n t e  e l  n u e v o  e n to r n o  
c o m p e t í  t i v o .
0 5 7 /1 9 9 2  LAURA CABIEDES MIRAGAYA. - R e la c ió n  e n t r e  la  
t e o r í a  d e l  c o m e r c io  i n t e r n a c i o n a l  y  l o s  e s t u d i o s  
d e  o r g a n iz a c ió n  i n d u s t r i a l .
0 5 8 /1 9 9 2  JOSE LUIS GARCIA SUAREZ. -  L o s  p r i n c i p i o s  
c o n t a b l e s  en  un e n to r n o  d e  r e g u la c ió n .
0 5 9 /1 9 9 2  Ma JESUS RIO FERNANDEZ; RIGOBERTO PEREZ SUARÉZ.- 
C u a n t i f i c a c i ó n  d e  l a  c o n c e n t r a c ió n  i n d u s t r i a l : un 
e n fo q u e  a n a l í t i c o .
0 6 0 /9 4  M* JOSE FERNANDEZ ANTUÑA'. - R e g u la c ió n  y  p o l í t i c a  



















0 6 1 /9 4  CESAR RODRIGUEZ G U TIE RRE Z.- F a c t o r e s
d e t e r m i n a n te s  d e  l a  a f i l i a c i ó n  s i n d i c a l  en  
E s p a ñ a .
0 6 2 /9 4  VICTOR FERNANDEZ BLANCO. - D e te r m in a n te s  d e  la
l o c a l i z a c i ó n  d e  l a s  e m p re sa s  i n d u s t r i a l e s  en 
E s p a ñ a : n u e v o s  r e s u l t a d o s .
0 6 3 /9 4  ESTEBAN GARCIA CANAL. - La c r i s i s  d e  l a  e s t r u c t u r a
m uí t i  d i  v i  s i o n a l .
0 6 4 /9 4  MONTSERRAT DIAZ FERNANDEZ; EMILIO COSTA REPARAZ. -
M e to d o lo g ía  d e  l a  i n v e s t i g a c i ó n  e c o n o m é tr ic a .
0 6 5 /9 4  MONTSERRAT DIAZ FERNANDEZ; EMILIO COSTA REPARAZ. -
A n á l i s i s  C u a l i t a t i v o  d e  l a  f e c u n d id a d  y  
p a r t i c i p a c i ó n  fe m e n in a  en  e l  m erc a d o  d e  t r a b a jo .
0 6 6 /9 4  JOAQUIN GARCIA MURCIA.- La s u p e r v i s i ó n  c o l e c t i v a
d e  l o s  a c t o s  d e  c o n t r a t a c i ó n :  l a  L e y  2 /1 9 9 1  d e  
i n fo r m a c ió n  a l o s  r e p r e s e n t a n t e s  d e  l o s  
t r a b a j a d o r e s .
0 6 7 /9 4  JOSE LUIS GARCIA LAPRESTA; Ma VICTORIA RODRIGUEZ
U R IA .- C o h e r e n c ia  en  p r e f e r e n c i a s  d i f u s a s .
0 6 8 /9 4  VICTOR FERNANDEZ; JOAQUIN LORENCES; CESAR
RODRIGUEZ.- D i f e r e n c i a s  i n t e r t e r r i t o r i a l e s  de  
s a l a r i o s  y  n e g o c ia c ió n  c o l e c t i v a  en  E sp a ñ a .
0 6 9 /9 4  Ma DEL MAR ARENAS PARRA; M* VICTORIA RODRÍGUEZ
URIA. - P ro g ra m a c ió n  c l á s i c a  y  t e o r í a  d e l  
co n su m í d o r .
0 7 0 /9 4  Ma DE LOS ÁNGELES MENENDEZ DE LA UZ; Ma VICTORIA
RODRÍGUEZ URÍA. - T a n to s  e f e c t i v o s  en  l o s  
e m p r é s t i t o s .
0 7 1 /9 4  AMELIA BILBAO TEROL; CONCEPCIÓN GONZÁLEZ VEIGA;
Md VICTORIA RODRÍGUEZ URÍA. -  M a tr i c e s  e s p e c i a l e s .  
A p i  i c a c i o n e s  e c o n ó m ic a s .
0 7 2 /9 4  RODOLFO GUTIÉRREZ. - La r e p r e s e n t a c i ó n  s i n d i c a l :
R e s u l ta d o s  e l e c t o r a l e s  y  a c t i t u d e s  h a c ia  l o s  
s i n d i c a t o s .
0 7 3 /9 4  VÍCTOR FERNÁNDEZ BLANCO.-  E c o n o m ía s  d e
a g lo m e r a c ió n  y  l o c a l i z a c i ó n  d e  l a s  e m p re sa s  
i n d u s t r i a l e s  en  E sp a ñ a .
0 7 4 /9 4  JOAQUÍN LORENCES RODRÍGUEZ; FLORENTINO FELGUEROSO
FERNÁNDEZ.- S a l a r i o s  p a c ta d o s  en  l o s  c o n v e n io s  
p r o v i n c i a l e s  y  s a l a r i o s  p e r c i b i d o s .
0 7 5 /9 4  ESTEBAN FERNANDEZ SÁNCHEZ; CAMILO JOSE VÁZQUEZ
ORDÁS.- La i n t e r n a c i o n a l  i z a c i ó n  d e  l a  e m p re sa .
0 7 6 /9 4  SANTIAGO R. MARTÍNEZ ARGUELLES.- A n á l i s i s  d e  l o s
e f e c t o s  r e g i o n a l e s  d e  l a  t e r c i a r i z a c i ó n  d e  ram as  
i n d u s t r i a l e s  a t r a v é s  d e  t a b l a s  i n p u t - o u t p u t . E l 
c a s o  d e  l a  e co n o m ía  a s t u r i a n a .
0 7 7 /9 4  VÍCTOR IGLESIAS ARGUELLES.- T ip o s  d e  v a r i a b l e s  y
m e to d o lo g ía  a e m p le a r  en  l a  i d e n t i f i c a c i ó n  d e  l o s  
g r u p o s  e s t r a t é g i c o s . Una a p l i c a c i ó n  e m p ír ic a  a l  
s e c t o r  d e t a l l i s t a  en  A s t u r i a s .
0 7 8 /9 4  MARTA IBÁÑEZ PASCUAL; F. JAVIER MATO DÍAZ. - La
fo r m a c ió n  n o  r e g la d a  a exam en . H a c ia  un p e r f i l  d e  
s u s  u s u a r io s .
DOC.
D oc.
Doc. 0 7 9 /9 4  IGNACIO A. RODRÍGUEZ-DEL BOSQUE RODRÍGUEZ.-
P l a n i f i c a c i ó n  y  o r g a n iz a c ió n  d e  l a  f u e r z a  d e  
v e n t a s  d e  l a  e m p re sa .
0 8 0 /9 4  FRANCISCO GONZALEZ RODRÍGUEZ.- La r e a c c ió n  d e l
p r e c i o  d e  l a s  a c c io n e s  a n t e  a n u n c io s  d e  c a m b io s  
en  l o s  d i v i d e n d o s .
0 8 1 /9 4  SUSANA MEINÉNDEZ REQUEJO. - R e la c io n e s  de
d e p e n d e n c ia  d e  l a s  d e c i s i o n e s  d e  i n v e r s i ó n ,  
f i n a n c i a c i ó n  y  d i v i d e n d o s .
