Abstract. Probability Matching is one of the most successful methods for adaptive operator selection (AOS), that is, online parameter control, in evolutionary algorithms. In this paper, we propose a variant of Probability Matching, called Recursive Probability Matching (RecPM-AOS ), that estimates reward based on progress in past generations and estimates quality based on expected quality of possible selection of operators in the past. We apply RecPM-AOS to the online selection of mutation strategies in differential evolution (DE) on the bbob benchmark functions. The new method is compared with two AOS methods, namely, PM-AdapSS, which utilises probability matching with relative fitness improvement, and F-AUC, which combines the concept of area under the curve with a multi-arm bandit algorithm. Experimental results show that the new tuned RecPM-AOS method is the most effective at identifying the best mutation strategy to be used by DE in solving most functions in bbob among the AOS methods.
Introduction
In many optimisation algorithms, there are operations, such as crossover, mutation, and neighbourhood exploration, for which a discrete number of operators or strategies exist. Choosing the right operator is often key for improving the performance of the algorithm. Adaptive Operator Selection (AOS) is a framework that dynamically selects an operator at run-time from a finite set of choices. AOS methods are a subset of online tuning or parameter control methods [11] . Examples of AOS methods include PM-AdapSS [7] and F-AUC [5] , both of which were introduced in the context of selecting a mutation strategy in differential evolution (DE) [13] . In particular, PM-AdapSS uses probability matching (PM) as the method for operator selector, whereas F-AUC uses a method inspired by multi-armed bandits. PM was initially proposed in the context of classifier systems [6] and it was later adapted as a component of AOS methods [7] .
In this work, we propose a variant of PM called Recursive Probability Matching (RecPM ). PM probabilistically selects an operator to apply according to its estimated quality. The quality of each operator is calculated as the weighted sum of a reward value, which measures the impact of the most recent application of the operator on solution fitness, and its historical quality. Instead, our proposed RecPM estimates the quality of each operator according to a method inspired by the Bellman equation from reinforcement learning [16] , which takes into account not only the reward values but also the selection probabilities of other operators. By combining RecPM with a credit assignment method based on offspring survival rate, we obtain the RecPM-AOS method.
We follow previous works [4] , and apply RecPM-AOS to adaptively select a mutation strategy in DE for continuous optimisation, and compare our results with both PM-AdapSS and F-AUC. For completeness, we also include two stateof-the-art algorithms: a variant of DE, JADE [17] , and an evolution strategy with covariance matrix adaptation, CMAES [10] . As a benchmark, we use the noiseless functions from the black-box optimisation benchmark (bbob) [8] . Our results show that RecPM-AOS is competitive with other AOS methods.
Background

Adaptive Operator Selection
Adaptive Operator Selection (AOS) methods dynamically select, at each iteration t of an algorithm, one operator k out of a discrete set of K operators. The selection is based on (1 ) a credit or reward value r k,t that rewards recent performance improvements attributed to the application of the operator and (2 ) an estimated quality of the operator q k,t that accumulates historical performance or takes into account the performance of other operators. We identify two components of AOS methods: the credit assignment and the operator selection.
Credit Assignment (CA) defines the performance statistics that measure the impact of the application of an operator and assigns a reward value r k,t according to this impact. For example, the reward of a mutation operator may be defined in terms of the fitness of the solutions generated by its application. CA is applied after each application of the operator, possibly taking into account its past performance. For example, the CA of F-AUC uses a sliding window of size W to store the rank-transformed fitness obtained by the last W selected operators that generated an improved solution. A decay factor is applied to the ranks so that top-ranks are rewarded more strongly. The ranks in the window are used to compute a curve of the contribution of each operator and the area under the curve (AUC) is taken as the reward value of the operator. More details are given in the original paper [5] . On the other hand, PM-AdapSS only considers the immediate performance of the operators and calculates the reward of selected operator k at iteration t as: where N surv is the number of offspring that improved over its parent, and f (x i ), f (x parent i ), and f (x best ) are the fitness of an offspring solution generated by selected operator k, of its parent solution and of the best solution found so far, respectively. If there is no improvement or the operator was not selected at iteration t, the reward is zero.
The Operator Selector (OS) estimates the quality q i,t+1 of each operator i, based on the reward assigned to it at iteration t, and chooses one operator to use in iteration t+1 among K operators according to its quality. For example, the OS in F-AUC uses a multi-arm bandit (MAB) technique called Upper Confidence Bound (UCB) [1] to calculate:
where C is a scaling factor parameter, n i,t is the number of applications of operator i in the last W iterations that improved a solution, and r i,t is the reward assigned to operator i at iteration t. In the above equation, r i,t introduces exploitation whereas the second term introduces exploration. The operator selector greedily chooses the operator with the highest quality value. By comparison, PMAdapSS uses probability matching (PM) to map the quality of each operator to a probability value and applies roulette-wheel selection to probabilistically choose the next operator. In particular, the quality of each operator is calculated as:
where α is a parameter called adaptation rate. The selection probabilities for choosing an operator in iteration t + 1 are calculated as:
where p min is a minimum probability of selection. Initially, q i,0 = 1 and p i = 1/K, ∀i ∈ K. Thus initially all operators have the same chance of getting selected. Table 1 summarizes the components of the various AOS methods compared in this paper. The components of the proposed RecPM-AOS are described in the following Section 3. for each xi, i = 1, . . . , N P do 6:
if one or more operators not yet applied then 7: k = Uniform selection among operator(s) not yet applied 8:
k = Select mutation strategy based on selection method (AOS) 10:
Generate offspring using selected operator k 11:
Evaluate offspring population 12:
Perform credit assignment (AOS) 13:
Estimate quality for each operator (AOS) 14:
Update selection value (eg. probability) for each operator (AOS) 15:
Mutation strategies in Differential Evolution
In order to evaluate different AOS methods, we apply them to the online selection of mutation strategies in differential evolution (DE) [13] . In DE, the mutation strategy creates an offspring solution u as a linear combination of three or more parent solutions x i , where i is the index of a solution in the current population. Different strategies show a different balance between exploration and exploitation in the search space and they may be applied to the current solution, a random one or the best one. Examples of such mutation strategies [2] are:
"DE/rand/1":
where F is a parameter, and r 1 , r 2 , r 3 , r 4 , and r 5 are randomly generated indexes.
For a fair comparison, all AOS methods in this paper are integrated into the same DE algorithm and able to select from the set of mutation strategies shown above. The general framework of DE with AOS is shown in Algorithm 1.
Recursive PM (RecPM)
We propose here a novel PM variant called Recursive Probability Matching (RecPM ). The main difference between PM and RecPM is that the latter estimates the quality of each operator by adapting the Bellman equation from Markov Decision Processes (MDPs) [14, 16] . MDP is a framework from Reinforcement Learning for making decisions in a stochastic environment. MDP assumes that the current state is independent of the whole history given the previous state (Markov property). Bellman equation [14] is widely used in MDPs to calculate the expected return starting from a state. Although other AOS and parameter control methods have used techniques from MDP such as Q-learning and SARSA [11] , our proposal is the first to be based on Bellman equation, to the best of our knowledge.
In the context of AOS, a state represents the selected operator k at a time step t and the corresponding reward is the future immediate reward assigned to the operator r ′ k,t+1 , which is based on the impact of the application of the operator on the performance of the algorithm. Since the next operator is chosen probabilistically, we consider only transitions between states and rewards, and not actions, thus we follow the Bellman equation for discrete decision processes [14, p. 3094] , which is used to predict the next state according to the expected next reward given the current state. Our motivation for using the Bellman equation is to use the historical performance of operators to predict their quality in the next iteration, which is then mapped to their probability of selection.
We use the Bellman equation to estimate the quality q k,t of an operator k after its application in iteration t as the expected value (E[·]) of its total sum of discounted future rewards:
= r k,t+1 + γ
where r k,t+1 is the accumulated reward that stores all the past achievements (accumulated reward) for operator k and γ is the discount rate. In the context of AOS, we do not know the probability matrix P of size K ×K, thus we decided to calculate each entry as P k,j = p k + p j , that is, as the sum of the selection probabilities of operators k and j. The rationale behind the formula above is as follows: When estimating q k,t , operator k competes with all other operators j ∈ K, including itself, since the selection of other operators in the past has impact on the current performance of the selected operator. Thus, their probabilities are added and multiplied by by the quality estimate of operator j. These values are then aggregated in the end to get an overall estimate for operator k. The quality is an estimate not because of the expected values, which are assumed to be completely provided by the method, but because q j,t+1 is not known and the current estimate at t is used instead. When considering all operators, this forms a system of linear equations and can be re-written in the following vector form:
where Q and R = [r i ] are the K-dimensional quality and reward vectors that are updated at the end of each iteration t. The system of linear equations can be solved efficiently by matrix inversion [14] when the number of operators is small. Q is then normalised using the softmax function, which "squashes" each real value to a K-dimensional vector in the range (0, 1) using the exponential function. Once the quality is estimated for each operator, the probability vector p = [p i ] and probability matrix P are updated as in PM-AdapSS (Eq. 4) and used for the selection of an operator.
RecPM utilises the steps of Probability Matching as described in section 2.1 except for the definition of operator quality, which is estimated using the Bellman equation as shown above. However, to obtain an AOS method, we still need to specify the credit assignment method that updates the reward values after the application of the selected operators at time step t. We propose to calculate the immediate reward r ′ k,t+1 assigned to the selected operator as the number N surv t of offspring that survive to the next generation t + 1 divided by the population size N P . We define the accumulated reward r k,t assigned to an operator as the ratio of offspring that survived plus half the last accumulated reward. The remainder unselected operators receive half of their accumulated reward. Thus, each operator gets a fraction of last reward value, that stores its historical performance, and the selected one gets extra reward. The value of 0.5 as weight assigned to r k,t was chosen by intuition.
The rational behind this credit assignment is that, if the operator is unlucky and not getting selected for enough number of generations, it still receives some reward based on its past performance and it has a chance of being selected in the future. This ensures that such operator is not discarded completely and may be selected after a certain number of generations.
The combination of RecPM with the above credit assignment leads to a new AOS method named RecPM-AOS in the following. When comparing PMAdapSS and RecPM-AOS , the former uses PM as an operator selector whereas the latter uses RecPM . Both AOS methods use a credit assignment based on the number of improvements from parent to offspring (N surv ), however, PM-AdapSS uses average relative fitness improvement (Eq. 1) as immediate reward without using accumulated reward, whereas RecPM-AOS uses offspring survival rate as immediate reward combined with a fraction of its previous accumulated reward.
RecPM-AOS is integrated within DE (Algorithm 1) to make DE more efficient by adaptively selecting, at run-time, a mutation strategy among the four mutation strategies shown in section 2.2. DE combined with RecPM-AOS has five parameters: three belong to DE, namely, scaling factor (F ), population size (N P ) and crossover rate (CR), while discount factor (γ) and minimum selection probability (p min ) belong to RecPM-AOS .
Experimental analysis
In the following, we compare the performance of proposed RecPM-AOS within DE with two other algorithms, namely DE-F-AUC [5] and PM-AdapSS-DE [7] , for the online selection of mutation strategies in DE. More advanced DE variants are available in the literature, however, we want to understand and analyse the impact of the various AOS methods without possible interactions with other adaptive components of those variants. Nonetheless, for the sake of completeness, we also compare our results with two state-of-the-art algorithms JADE [17] and CMAES [10] . JADE is a DE variant that uses a mutation strategy called "current-to-pbest" and adapts the crossover probability CR and mutation factor F using the values which proved to be useful in recent generations. CMAES is an evolution strategy that samples new candidate solutions from a multivariate Gaussian distribution and adapts its mean and covariance matrix.
We use bbob (Black-box optimisation Benchmarking) [8] test suite to test the algorithms. bbob provides an easy to use tool-chain for benchmarking black-box optimisation algorithms for continuous domains and to compare the performance of numerical black-box optimisation algorithms. We evaluate all algorithms on the 24 noiseless continuous benchmark functions [9] provided by bbob, each with 15 different instances, totalling to 360 function instances. Each instance of a function is a rotation and/or translation of the original function leading to a different global optimum. These 24 functions are grouped in five classes, namely, separable, moderate, ill-conditioned, multi-modal and weak-structure functions. Each algorithm with AOS method is run to a maximum number of 10 5 · d function evaluations (FEvals), where d is the dimension of the benchmark function. In this paper, we focus on d = 20 for all functions. The solutions in the initial population for each function instance are generated with different seeds.
Parameter tuning
We tune the parameters of the DE-RecPM-AOS , DE-F-AUC and PM-AdapSS-DE using the offline automatic configurator irace [12] , which saves the hassle of manual tuning and allows for a fully specified and reproducible procedure. The input given to irace is the range of all parameters that need tuning (Table 2 ) and a set of training function instances; it then looks for good performing parameter configurations by executing the target algorithm on different training instances with a budget of 10 4 FEvals. In our case, the training set consist of only 10% of the function instances, randomly selected within each class, to avoid over-fitting.
In order to evaluate the impact of parameter tuning, we consider three parameter configurations of each algorithm. The first configuration is obtained by tuning all parameters of DE and the AOS methods. The second configuration is obtained by tuning only the parameters of the AOS methods, while the parameter values of DE are taken from [4] : CR = 1.0, F = 0.5 and N P = 200. The value CR = 1.0 means that a mutation strategy is applied to each dimension of all parents, which maximizes the impact of the mutation strategies. Finally, the third configuration (default) uses the settings suggested in [4] for DE-F-AUC and PM-AdapSS-DE, which uses the DE settings described earlier and AOS settings tuned with a different configurator. All parameter configurations are shown in Table 2 .
Comparison of AOS methods with different parameter settings
After tuning, each obtained configuration is evaluated on the full bbob benchmark set. We use plots of the Empirical Cumulative Distribution Function (ECDF) to assess their performance (Fig. 1) . The ECDF displays the proportion of problems solved within a specified budget of function evaluations (FEvals) for different targets f target = f opt +∆f , where f opt is an the optimum function value to reach with some precision ∆f ∈ [10 −8 , 10 2 ]. In the plots, FEvals is given on Results reported after this symbol use bootstrapping to estimate the number of evaluations to reach a specific target for a problem [3] . The results denoted with best 2009 correspond to the artificial best algorithm from the bbob-2009 workshop constructed from the data of the algorithm with the smallest aRT (average Run Time) for each set of problems with the same function, dimension and target. The aRT is calculated as the ratio of the number of function evaluations for reaching the target value over successful runs (or trials), plus the maximum number of evaluations for unsuccessful runs, divided by the number of successful trials. Data to generate ECDF graphs for DE-F-AUC3, PM-AdapSS-DE3, CMAES and JADE is obtained directly from the coco website. 3 The trials that reached f target within specified budget are termed as successful trials, #succ. Table 3 shows the aRT (average Run Time), calculated as the ratio of the number of function evaluations for reaching the target value over successful runs, plus the maximum number of evaluations for unsuccessful trials, divided by the number of successful trials, on four out of 24 functions only due to limited space. The runtime for a function becomes undefined if there are no successful runs. The complete table can be seen in the supplementary material [15] .
We expected to tune DE-F-AUC and PM-AdapSS-DE algorithms with the hope to replicate the original results for DE-F-AUC3 and PM-AdapSS-DE3 [5, 7] . But we could not match the results shown in these papers. Thus, we decided to use the data available online at the coco website and compare variants of proposed algorithm with DE-F-AUC3 and PM-AdapSS-DE3 only. The interested reader is referred to the supplementary material [15] to find the results of tuned DE-F-AUC and PM-AdapSS-DE algorithms. The ECDF graphs of variants of proposed algorithm with DE-F-AUC3 and PM-AdapSS3 are shown in four plots of Fig. 1 that show the performance of algorithms averaged over all 360 functions tested. From now on we only talk about the original results and not the replicated ones.
ECDF1 shows results obtained for three variants of DE-RecPM-AOS. As expected, proposed algorithm with all tuned parameters outperformed its all other variants both in terms of speed and percentage of problems solved. When all three AOS methods use the default settings (ECDF2), it is estimated that F-AUC and RecPM-AOS solves the same number of problems but within given budget all algorithms solved same number of problems with varied speed. The third graph (ECDF3) where only parameters of AOS method are tuned in proposed algorithm shows that DE-F-AUC3 and PM-AdapSS-DE3 solves maximum problems with almost same speed within given budget. But when given more FEvals, according to bootstrapping technique, DE-RecPM-AOS2 shows the same performance as DE-F-AUC3 by solving the same number of problems whereas PM-AdapSS-DE3 could not match the performance of other two algorithms. ECDF4 compares results of DE-RecPM-AOS1, DE-F-AUC3 and PM-AdapSS-DE3. The proposed method with all tuned parameters that is, parameters of DE algorithm and of RecPM-AOS method outperformed all other algorithms by solving 75% of the problems. This is clearly because of the properties the proposed AOS method has. The tuned configurations of replicated algorithms: DE-F-AUC and PM-AdapSS-DE are not better than the original results reported, which we cannot replicate.
Summing up the above discussion, it can be said that tuning all the parameters of the proposed algorithm (DE-RecPM-AOS1 ) outperformed all its variants, thus tuning on training set plays an important role. It also outperformed all other AOS methods within DE solving 75% of the total problems. Thus, historical information preserving property in the form of reward and using Bellman equation to estimate quality of operator led to efficient adaptability of operators. On the other hand both F-AUC and RecPM-AOS makes use of past performances of operators, we do that by defining reward of each operator capturing a fraction of its last reward which reduces the hassle of maintaining a window of certain size. However, F-AUC and PM-AdapSS shows similar speed in solving a fixed number of problems and DE-RecPM-AOS1 has faster convergence speed and increased percentage of problems solved. The full table showing aRT for AOS methods within DE algorithm in supplementary material shows that no one algorithm has best converging speed for all functions and DE-F-AUC3 and DE-RecPM-AOS1 shows competitive results.
Comparison of RecPM-AOS with state-of-the-art algorithms
CMAES and JADE are given a budget of 5 · 10 4 FEvals. When comparing different versions of DE-RecPM-AOS with CMAES and JADE, proposed algorithm with all tuned parameters is able to solve most functions than CMAES as seen in ECDF4 in figure 1 that is, almost 10% more than best version of DERecPM-AOS : DE-RecPM-AOS1. However, JADE manages to solve majority of the problems than any AOS methods within DE, shown in ECDF1. In the initial runs, CMAES has faster convergence speed than any other algorithm.
Conclusion and future work
We proposed a variant of probability matching, recursive-PM, as a parameter control method that gives the quality as an aggregated estimate of future performances of operators. The proposed adaptive operator selector adaptively selects a mutation strategy in Differential Evolution. The algorithm differs from classical PM in the way it assigns the quality to a strategy. The reward given to an operator depends on the short term success of that operator. It is compared with two AOS methods DE-F-AUC, PM-AdapSS-DE and two state-of-the-art algorithms CMAES, JADE. The overall performance of Recursive-PM within DE with tuned parameters shows that it outperforms other two AOS methods that is, DE-F-AUC and PM-AdapSS-DE, and CMAES by solving 75% of the problems. The proposed algorithm could not outperform JADE, but had similar convergence rate.
irace is used to find the good offline settings for the proposed AOS method, which illustrates the usefulness of offline procedures to successfully design new online adaptation methods. It is used to train the parameters on 10% of the total function instances. We plan to extend the proposed algorithm by integrating it with different definitions of credit assignment to compete with the state of the art algorithms. To make RecPM-AOS perform better, we plan to extend proposed algorithm by finding and tuning more parameters involved in the method such as the fraction of previous reward to take under consideration when designing credit assignment technique.
