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Abstract 
BioEarth is an ongoing research initiative for the development of a regional-scale Earth 
System Model (EaSM) for the U.S. Pacific Northwest.  Our project seeks to couple and 
integrate multiple stand-alone EaSMs developed through independent efforts for capturing 
natural and human processes in various realms of the biosphere: atmosphere (weather and 
air quality), terrestrial biota (crop, rangeland, and forest agro-ecosystems) and aquatic 
(river flows, water quality, and reservoirs); hydrology links all these realms.  Due to the 
need to manage numerous complex simulations, an application of automated workflows 
was essential.  In this paper, we present a case study of workflow design for the BioEarth 
project using the Kepler system to manage applications of the Regional Hydro-Ecologic 
Simulation System (RHESSys) model.  In particular, we report on the design of Kepler 
workflows to support: 1) standalone executions of the RHESSys model under serial and 
parallel applications, and 2) a more complex case of performing calibration runs involving 
multiple preprocessing modules, iterative exploration of parameters and parallel RHESSys 
executions.  We exploited various Kepler features including a user-friendly design 
interface and support for parallel execution on a cluster.  Our experiments show a 
performance speedup between 7–12x, using 16 cores of a Linux cluster, and demonstrate 
the general effectiveness of our Kepler workflows in managing RHESSys runs.  This study 
shows the potential of Kepler to serve as the primary integration platform for the BioEarth 
project, with implications for other data- and compute-intensive Earth systems modeling 
projects. 
Keywords: Kepler, scientific workflows, environmental modeling, Earth system 
modeling, data-intensive application, compute-intensive application, parallel workflows. 
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1 Introduction 
The Biosphere-relevant Earth system model (BioEarth1; Adam et al., 2014) is a regional-scale 
Earth system modeling (EaSM) framework, being developed by a multi-disciplinary team, that 
incorporates biogeochemistry and dynamic vegetation in both managed and unmanaged landscapes, 
and couples the atmospheric, hydrospheric, and anthrospheric realms to capture important feedbacks.  
The anthrosphere addresses the impacts of socio-economic activities in human-managed systems such 
as forestry and agriculture.  The models integrated within BioEarth include atmospheric models (for 
meteorology and atmospheric chemistry), land surface models (for hydrology, biogeochemical cycling, 
and dynamic vegetation), aquatic models (for reservoir operations and nutrient export via rivers), and 
economic models.  The overarching science goal of BioEarth is to improve understanding of decadal 
(and shorter) time-scale interactions among the coupled carbon (C), nitrogen (N) and water (H2O) 
cycles and human actions for the region, under global change (Adam et al., 2014; Allen et al., 2013; 
Liu et al., 2013).  We plan to achieve these goals by exploring the coupling of multiple stand-alone 
models within a modular framework to generate region-specific information about the impacts of 
changes in climate, policy and management on cropping, rangeland, and forested agro-ecosystems, 
while explicitly considering environmental impacts, water resource sustainability, and hydropower 
generation. 
BioEarth integrates multiple existing models addressing atmospheric, terrestrial, aquatic, and 
economic subsystems with varying levels of coupling (Fig. 1).  The models are as follows: regional 
climate model (Weather Research and Forecasting – WRF, Skamarock et al., 2008), air quality model 
(Community Multi-scale Air Quality – CMAQ, Byun and Schere, 2006), biogenic emission model 
(Model of Emissions of Gases and Aerosols from Nature – MEGAN, Guenther, 2012), and land 
surface/terrestrial ecosystem models.  The land surface models include i) an integrated VIC-CropSyst 
model (Rajagopalan et al., 2014, in preparation), which couples the macro-scale hydrological model 
(Variable Infiltration Capacity – VIC, Liang et al., 1994) and the agricultural model (CropSyst, 
Stockle et al., 2003), and ii) a catchment-scale biogeochemical and eco-hydrological model (Regional 
Hydro-Ecologic Simulation System - RHESSys, Tague and Band, 2004).   
Adam et al. (2014) describes two levels of integration within BioEarth for these models: one-way 
(“offline”) and two-way (“online” or “full”) coupling.  For instance, models can either be linked 
offline (run sequentially) or fully-coupled at finer (30- to 60-minute) or coarser (24-hour) time-steps.  
Many BioEarth components can be coupled at longer time-steps – e.g., the reservoir model (Columbia 
River Simulation Model ColSim, Hamlet and Lettenmaier, 1999), the nutrient transport model (Global 
Nutrient Export from Water(S)sheds – Global NEWS, Seitzinger et al., 2005), and an economic and 
land-use model.  As BioEarth is a regional EaSM, it uses simulated results from a Global Climate 
Model (Gent et al., 2011) for boundary conditions.  Software for the above models is publicly 
available and the programming languages include C, C++, Fortran, Python and Excel. 
Designing workflows for BioEarth is challenging for several reasons, first of which is the scale of 
integration required to meet project goals.  There are a large number of interacting components, as 
illustrated in Fig. 1, and several different input options.  To design complex workflows that can 
seamlessly integrate these components while remaining understandable, reusable, and modifiable is a 
significant challenge.  Furthermore, the diversity in computing platforms and programming 
environments complicates workflow design.  High performance computing (HPC) requirements 
dictate the need for a workflow to support distributed and/or parallel computing.  Also, for a project of 
this scale, having a number of dynamically evolving groups actively contributing both code and data 
makes versioning, tracking and provenance capabilities essential.  Lastly, given the diversity in 
expertise expected of the user group, usability, such as from GUI support, becomes critical.  
Consequently, in this paper we explore the Kepler workflow development tool (Altintas et al. 2004) 
                                                            
1 http://www.cereo.wsu.edu/bioearth/ 
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for its support for all these features, and report on our progress.  Specifically, this paper makes the 
following contributions.  We present the design, development and evaluation of Kepler workflows for 
implementing one of the core BioEarth models, viz. the RHESSys model.  We present workflows for 
supporting two types of RHESSys model executions: a single stand-alone execution of RHESSys, and 
calibration involving multiple parameter settings and logging features.  One of the key improvements 
we achieved, as a result of using Kepler, is support for parallelism in RHESSys executions.  
We report on this parallel design as well as experimental results relating to scalability and 
performance.  
 
Figure 1: Linkages between the atmospheric, terrestrial, aquatic, and economic components of the BioEarth 
model. Abbreviations: T=temperature, P=precipitation, U,V,W=wind components, Q=water mixing ratio, 
R=radiation, CCN=cloud condensation nuclei, O3=ozone, NO3-=nitrate, NH4+=ammonium, Hg=mercury, 
S=sulfur, VOC=volatile organic compounds, NOx=NO + NO2=nitric oxide + nitrogen dioxide, NH3=ammonia, 
N2O=nitrous oxide, CO2=carbon dioxide, LAI=leaf area index (Adam et al., 2014). 
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Following this introduction: Section 2 introduces the RHESSys model; Section 3 discusses the 
problem of managing RHESSys runs, and indeed of all such models as jointly constitute BioEarth; 
Section 4 details the Kepler workflows for RHESSys; Section 5 reviews our experimental results and 
discusses our main findings; and Section 6 concludes our report on developments to date for Kepler 
workflows for BioEarth. 
2 RHESSys Overview 
The Regional Hydrologic-Ecologic Simulation System, RHESSys (Tague and Band, 2004), is a 
computational watershed model designed to simulate climate and land-use change impacts on 
ecosystem carbon and nutrient cycling and hydrology.  RHESSys integrates a set of sub-models, for 
ecosystem carbon and nutrient cycling, within a spatially distributed hydrological model simulating 
above and below ground biogeochemical and hydrological processes for a watershed.  RHESSys has 
been used to study the effects of climate and land-use change on hydrology and ecosystem function in 
a number of different environments, including the Pacific Northwest (Christensen et al., 2008; Tague 
and Grant, 2009; Tague et al., 2013).  
In BioEarth, RHESSys will function as: 1) a land surface model for simulating terrestrial 
ecosystem feedbacks (including energy and greenhouse gases fluxes) to regional climate, and 2) an 
impact model for assessing effects of climate change and human activities on the structure and 
function of managed and natural ecosystems.  Major inputs for RHESSys include meteorology 
(temperature, precipitation, wind speed, and radiation) and atmospheric nitrogen deposition.  Required 
spatial inputs include contemporary land cover (vegetation types), soil texture and chemistry, and 
topology.  Use of RHESSys for a specific watershed requires calibration to that watershed by finding 
a set of parameters so that RHESSYs results match historic stream-flow observations.  Thus 
watershed-specific RHESSys calibration requires solving for these six parameters: Ksat, an effective 
(patch to hill-slope scale) saturated hydraulic conductivity; m, the decay of Ksat with depth; pa and 
po, pore size index and air entry pressure (for determining available water capacity); gw1, the amount 
of infiltrate water bypassing the soil matrix directly into deep groundwater; and gw2, a parameter 
controlling deep groundwater drainage. 
To prepare a RHESSys simulation, a hierarchical set of spatially explicit simulation objects must 
be delineated.  These objects organize the representation of different meteorological, ecological and 
hydrological processes.  Watersheds are subdivided into hill-slopes that drain to individual stream 
reaches; within hill-slopes, zones represent areas with similar meteorological conditions.  Vertical 
hydrological and soil and litter biogeochemical cycling are modeled within patches.  Water and 
nutrients are also transported laterally between patches, although flow is constrained from crossing 
hill-slope boundaries.  Patch definition includes strata supporting the modeling of vegetation layers, 
such as overstory and understory, and their hydrologic, carbon and nutrient cycling processes. When 
coupled with a regional climate system model (e.g., WRF), the patch-level outputs from RHESSys 
will be aggregated into WRF grid cells; when coupled offline to the NEWS model, the RHESSys 
stream-flow and runoff will be inputs for simulating the nutrient yield and export processes in riverine 
systems. 
3 Challenges in Management of Models 
BioEarth's models are currently managed with complicated shell scripts.  This leads to a variety of 
challenges.  Plug-and-play features are not supported, and any extension or modification requires 
direct editing.  The execution environment is hard-coded into the scripts, making interoperability and 
portability difficult.  These manually managed BioEarth scripts likely underutilize resources and delay 
executions.  Bookkeeping for metadata describing model runs (parameters, input and output files, and 
version control) is managed manually.  The lack of standardization in protocols further complicates 
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 Figure 2: An overview of the main steps in RHESSys application for BioEarth. Ellipses represent 
data and rectangles represent processing. 
management.  Coupling multiple models for more complex runs is also very difficult, as it requires 
more shell scripting.  Scripting also poses several challenges to human usability.  Scripts are hard to 
understand and maintain, leading to difficulty with script reuse.  The lack of a GUI also limits the ease 
of use.  Due to all these shortcomings of scripting for model management (McPhillips et al., 2009), 
we chose to pursue the use of scientific workflows using Kepler (Altintas et al., 2004). 
4 Design of Kepler workflows for RHESSys case-study 
The RHESSys model is implemented in C and takes as input: a world-file, a tec-file, an output 
directory and various parameters including the simulation period.  A world-file details a hierarchy of 
watersheds, hill-slopes, and patches.  A tec-file specifies the temporal events controlling the model.  
The RHESSys output is available for hourly, daily, monthly, or yearly time intervals for all spatial 
units; all output files are tabular.  The data flow for RHESSys execution is shown in Fig 2.  There is a 
need for handling multiple input sources to supply a wide range of input data as shown in Fig. 2, and 
each option requires specific preprocessing to generate an input for RHESSys.  Post-processing of the 
output depends upon the scientific objectives.  
Our development of Kepler workflows for executing the RHESSys model has so far resulted in 
three distinct variants of workflow, for either single execution or calibration.  The first variant is a 
standalone serial execution workflow, and is described in section 4.1.1.  The second variant is a 
standalone parallel execution, and is described in section 4.1.2.  The third variant is designed to 
perform calibration runs by iterating over the second variant, and is described in Section 4.2. 
 
4.1 RHESSys Standalone Execution 
4.1.1. Workflow for Serial Execution  
For the implementation of the serial execution RHESSys workflow, we present a layered design in 
which the basic parameter and input/output controls are provided at the highest level for easy 
accessibility, while the internal parameters and execution components are implemented within 
reusable actors that could also be optionally reconfigured by an advanced user.  RHESSys parameters 
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Figure 3: Part a) shows the serial execution workflow for RHESSys.  Part b) shows the parallel 
workflow in which the world-file is divided into multiple independent serial executions. 
fall into three categories:  1) parameters for remote system configuration include such as username, 
server, and working directory, used for setting the compute environment; 2) parameters specific to 
RHESSys; and 3) parameters for script generation and configuration of the compute cluster’s queuing 
system, which is currently defaulted to Portable Batch System (PBS).  User control for the first two 
parameter sets are provided at the highest level of the workflow, while the third set can be controlled 
from within a subsidiary actor of the workflow at a lower level.  As a whole, this design is intended to 
provide a high degree of configurability to the end-user (application scientist), while hiding most of 
the lower-level implementation details. 
A high level illustration of the serial execution workflow is shown in Fig. 3a.  The first task is to 
manage the network connections to HPC resources.  Next, a job script for running RHESSys is 
automatically generated using the user-specified input parameters.  This script contains both the 
environmental setup including the queuing system and the command to execute the RHESSys model.  
After the script is generated, it is submitted to the job scheduler, which then assigns a unique job ID.  
The final stage of the workflow uses this job ID to wait for the job to complete.  This workflow design 
is modular and is intended to allow reuse and subsequent incorporation into more complex workflows. 
4.1.2. Workflow for Parallel Execution 
In this section, we present our design of Kepler workflows to support a parallel execution of 
RHESSys.  Even though the currently available distribution of RHESSys is serial, it is amenable to 
parallelization because input watersheds (in the world-file) can be independently processed.  
Consequently, we designed a Kepler workflow for parallelizing RHESSys executions as follows (see 
Fig. 3b):  
Step 1) The world-file, which provides all input information (vegetation type, soil type, climate 
station ID, and watershed hierarchical structure, etc.) for each simulation, is analyzed (using a Python 
script) to determine the “size” of each watershed (measured in the number of patches per watershed) 
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as the runtime is dependent on this size. Let n denote the total number of all patches across 
watersheds. 
Step 2) Let p denote the number of processing cores available in the parallel platform.  The set of 
watersheds in the world-file is then partitioned into p segments such that no watershed is split across 
two different segments and the total number of patches assigned to each processing core is roughly 
O(n/p).  While such a distribution cannot be guaranteed for all inputs, the scheme is effective in 
distributing the load in a balanced manner in most of the cases.  Each segment, which represents a 
subset of watersheds, is then output into a separate world-file.   
Step 3) The Kepler workflow is then used to instantiate a parallel execution whereby each of the p 
world-files is processed by an instance of the RHESSys serial execution workflow described in 
Section 4.1.1.   
Step 4) The workflow completes when all the p segments have been processed and when the 
output of all the p RHESSys runs have been merged into a single set of output files.  Part of the output 
naming convention is specified by the user as a parameter, and the remainder is a prefix assigned from 
RHESSys, such that naming and reconstruction of the final output files can be completely automated, 
since the process is completely deterministic. 
Parallelization is required to ensure scalability as a large number of RHESSys runs will be 
conducted over the course of the project.  For example, a single RHESSys serial run over a simulation 
period of two years on a system with 10 watersheds containing 68503 patches takes 2 h 12 min. 
Additional implementation details include: i) Reuse of workflow components under the parallel 
setup is achieved by placing the serial components in single actors that are run individually until 
completion, while a blocking wait is placed outside the actors (as part of the caller module).  ii) The 
user has the option of assigning either the number of compute nodes or the number of cores as the 
value for p.  This provides for flexibility in allocating more memory per RHESSys process, or for 
supporting a multithreaded implementation of RHESSys, if such an implementation were to become 
available in the future.  iii) The parameter interface used in the parallel workflow is same as that in the 
single RHESSys execution Kepler workflow, with an addition specifying the number of cores (p).  
The output prefix file name is modified internally so the output of each run is unique and can later be 
aggregated in one set of files. 
 
4.2 Calibration Workflow 
Calibration of RHESSys parameters for watersheds being modeled is an essential step in the 
model’s application.  This step often involves exploring tens to hundreds of different parameter 
settings, and typically consumes significant compute resources, as each calibration run requires 
simulation of hundreds of years to reach the equilibrium state.  Currently, calibration runs are 
managed manually requiring significant person-hours of effort.  To manage the procedure in an 
automated fashion, to the extent possible, we designed a Kepler workflow, described as follows. 
Calibration is an iterative process which, for each watershed, involves several steps: i) defining 
parameter spaces (ranges) and assembling parameter sets to execute (this is internally controlled by an 
R script); ii) running RHESSys under each parameter set; iii) comparing output to recorded (observed) 
flows to adjust the parameters; and iv) repeating steps i through iii until an optimal parameter set has 
been identified.  All the above steps except step iii are automated in our Kepler workflow.  Step iii has 
been partially automated (to perform the necessary comparisons) so that the user is involved only at 
the refinement stage.  Note that each RHESSys execution explores a different parameter set 
independently; therefore this step exposes a second dimension for parallelization if required.  For 
instance, in our experiments we used 25 different parameter sets, automatically defining 25 parallel 
runs.  The unique parameter sets encode the parameters described in section 2 and are selected 
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randomly from uniform distributions.  Additional parameters control operation of the R script.  Due to 
the lack of space, the finer implementation details of the workflow are omitted.  
5 Experimental Results and Discussion 
The experimental setup is as follows: for our test platform, we used an in-house 25-node, 704-core 
Linux cluster with 16 compute nodes (8 Intel 2.4 GHz Xeon cores per node, 8GB per node) connected 
via a 10 Gbps Ethernet and 190TB ZFS storage.  The desktop used to run Kepler 2.4 utilizes the 
Java(TM) SE Runtime Environment 1.7.0_45, and R version 3.0.1 32-bit. The input data sets used are 
as follows.  A small dataset containing one watershed and one patch was used for validation purposes; 
its serial execution takes under a second.  The second data set (referred to as RHESSys-training) 
contains a larger watershed with a total of 70 hill-slopes and 5789 patches.  The third data set (referred 
to as RHESSys-training-2) contains 10 watersheds, 811 hill-slopes, and 68503 patches.  All runs were 
performed over the simulation period 1990-1992. 
5.1 Results 
A single execution of our Kepler version of the serial execution workflow for the RHESSys-
training input completed in ~8 min. Alternatively, the use of shell scripts to manage the runs resulted 
in a completion time of 7 min.  A majority of the additional minute can be attributed to the network 
connection latency, entering the password by the user, and the queuing system allocating resources 
and launching the task through Kepler.  This overhead is a small constant that is expected to become 
negligible as large-scale runs are performed.  On the other hand, through its automated capabilities, 
the new workflows have now made it significantly easier to manage jobs, share workflows and enable 
usage by untrained users. 
Over the RHESSys-training-2 input, the single serial execution workflow took 2 h 12 min to run.  
In contrast, the parallel execution workflow completed in ~20 min using 16 cores.  This represents a 
7x speedup, compared to the theoretical maximum achievable speedup of 10x based on the number of 
watersheds.  The marginal loss in speedup was due to two reasons, the individual time of processing 
watersheds being limited by the maximal run of 14 minutes, and the additional four and a half mins 
required to combine the separate output files. 
Executing RHESSys calibration manually is an involved task, requiring editing several files and 
scripts.  The final script that is generated does the calibration runs serially, while incrementally 
updating relevant output files, contributing to its long run time.  This script alone takes 3 h for 25 
parameter sets on RHESSys-training.  Execution of the RHESSys calibration workflow on the 
RHESSys-training input took 15 min on average to run for 25 parameter sets using 16 cores.  This 
represents a 12x speedup over the manual method.  When compared to the time of the single 
standalone execution workflow it takes 7 min longer to handle 24 more runs of RHESSys.  The reason 
for this was our using fewer than 25 nodes on which to run jobs in parallel, thus two batches had to be 
run serially.  Using more nodes we would expect to break the 10-minute mark in runtime, getting 
closer to the maximum achievable speedup of 25x. 
5.2 Discussion 
The Earth is a very complex system including atmosphere, biosphere, hydrosphere, geosphere, and 
anthrosphere (human).  Normally, Earth system models (EaSM) simulate several components of the 
Earth system using specific sub-models.  The interactions between these sub-models are implemented 
with couplers.  These couplers transfer information on energy, momentum, material flows, etc., 
handling translation between disparate temporal and spatial scales.  For the user (normally a scientist–
not a software engineer) the convenience and transparency of adjusting major parameters and 
selecting options such as spatial and temporal domains, assumptions or algorithms for major 
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processes, are the most important considerations for using the EaSM.  Repeatability of experiments 
and reproducibility of results are essential for good science, providing evidence of robust methods as 
are needed for modern research into complex systems and interdisciplinary questions.  Knowing the 
integrity of each sub-system may not guarantee a correct simulation of the Earth system as a whole, 
which also requires that the interactions and feedbacks among the sub-systems are correct.  As 
demonstrated in this study, the Kepler implementation of a critical component of one EaSM can save 
substantial time on repetitive computation tasks (i.e., RHESSys calibration) and achieve 
parallelization without the burden of recoding models, and also provide for the visualizing of 
workflows.  These workflows can be conveniently edited for reuse by other users without detailed 
knowledge of the embedded procedures (preprocessing of the input data sets, model calibrations etc.) 
for running a specific model and/or coupled models.  
BioEarth is an integrated modeling approach to investigate the interactions at the interfaces of 
various sub-systems through coupled C-N-H2O processes (Adam et al., 2013; Liu et al., 2013).  The 
Kepler workflow implementation for RHESSys will be emulated for other models and their individual 
Kepler workflows should also be flexible for both off-line (or one-way, sequential) couplings and on-
line (two-way) couplings (Liu et al., 2013).  For these model couplings, for each individual model 
included within the workflow, the encapsulation of pre-processing for inputs and post-processing for 
outputs must also handle required scaling and interpolation in spatial and temporal domains and data 
format conversion between different models. An effective way to assess the efficiency of workflow 
implementations is to measure the time-to-solution and the reductions achieved in the time to use the 
tools by the end user.  However, other measures such as memory usage, storage and stability need to 
be taken into consideration as well. 
6 Conclusion 
Our Kepler workflow case study thus far has shown promising results.  All the workflows 
developed are more user-friendly than are scripts, and can easily be reconfigured for different data 
sets.  The workflows performed with minimal overheads, and in the case of the parallel workflow 
implementation, we observed significant speedups over serial executions.  Automation also saves 
significant hours of personnel resources spent in manual management.  Our immediate goal is to 
incorporate the provenance feature of Kepler in order to perform bookkeeping of metadata associated 
with model runs, and provide a common interface to such metadata.  Another improvement is to 
develop a heuristic that automatically determines the size of compute resources (RAM size, number of 
cores, etc.) required for RHESSys runs, with the goal of improving resource utilization.  A longer 
term goal is to implement a Distributed Data-Parallel framework (Wang et al., 2012) and compare it 
to our current implementation of the data parallel RHESSys workflow. 
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