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Abstract
We will show that if 0  A,B,C and S∗S + T ∗T  1, then A  S∗BS + T ∗CT implies
that
Ar/2(S∗BsS + T ∗CsT )Ar/2

{
Ar/2(S∗BtS + T ∗CtT )Ar/2
}(s+r)/(t+r)
for t  1, t  s  0, r > 0
and
A1+r 
{
Ar/2(S∗BtS + T ∗CtT )Ar/2
}(1+r)/(t+r)
for t  1, r > 0.
These are the extensions of inequalities shown by T. Furuta [Proc. Amer. Math. Soc. 101
(1987) 85; 111 (1991) 511]. Moreover, we will give an inequality, say mixed inequality, which
includes the above inequalities and the inequality due to Hansen–Pedersen [Math. Ann. 258
(1982) 229]. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Capital letters represent matrices throughout this paper unless otherwise stated.
A  B means B–A is positive semidefinite. A continuous function f on [0,∞) is
said to be operator (or matrix) monotone if 0  A  B implies f (A)  f (B) and
operator (or matrix) concave if
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f (λA+ (1 − λ)B)  λf (A)+ (1 − λ)f (B)
for all A,B  0 and for all λ with 0 < λ < 1. Notice that these properties are also
valid for bounded self-adjoint operators on a Hilbert space: refer to [2] for these
concepts.
Hansen and Pedersen [3] showed that for a non-negative continuous function f on
[0,∞) the following conditions are equivalent:
(i) f is operator monotone;
(ii) f is operator concave;
(iii) T ∗f (A)T  f (T ∗AT ) for every (not necessarily square) matrix T with ‖T ‖ 
1 and for every A  0;
(iv) Pf (A)P  f (PAP) for every projection P and for every A  0;
(v) S∗f (A)S + T ∗f (B)T  f (S∗AS + T ∗BT ) for every pair of S, T with S∗S +
T ∗T  1 and for all A,B  0.
Here we add a simple property to the above five properties:
Lemma 1.1. The following is equivalent to the above:
(vi) f (T ∗AT )  T ∗f (A)T for every invertible T with T ∗T  1.
Proof. (iii) ⇒ (vi): Since T ∗−1T −1  1,
f (A) = f (T ∗−1T ∗AT T −1)  T ∗−1f (T ∗AT )T −1,
which implies (vi).
(vi) ⇒ (iv): Take an arbitrary A  0 and an arbitrary projection P. Since{
1
1 +  (P + )
}−2
 1 ( > 0),
by putting
T =
{
1
1 +  (P + )
}−1
and B = T −1AT −1
in (vi), we get
f (A) = f (T BT )  Tf (B)T , i.e.,
T −1f (A)T −1  f (T −1AT −1).
As  → 0 this yields Pf (A)P  f (PAP); for, in general, ‖Xn −X‖ → 0 implies
that ‖f (Xn)− f (X)‖ → 0 for a function f which is continuous in an interval in-
cluding the spectrum of X. 
The fact that f (x) = xa (0 < a  1) is operator monotone is called the Löwner–
Heinz inequality. Furuta [5,6] showed that 0  A  B implies
(Ar/2BtAr/2)(1+r)/(t+r)  Ar+1,
(Br/2AtBr/2)(1+r)/(t+r)  Br+1 (t  1, r > 0), (1)
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(Ar/2BtAr/2)(s+r)/(t+r)  Ar/2BsAr/2,
(Br/2AtBr/2)(s+r)/(t+r)  Br/2AsBr/2 (t  s > 0, r > 0). (2)
In [10] we studied a pair of functios u, v such that
u(A)  u(B) ⇒ v(A)  v(B),
that is, v(u−1(x)) is operator monotone to get new operator monotone functions:
moreover, we generalized (1) with a one parameter family of operator monotone
functions. It is known [1,4,9] that (2) also holds if A and B are invertible and logA 
logB. We [11] proved that even if A and B are infinite dimensional self-adjoint op-
erators, (2) is still valid if A and B are both injective and logA  logB.
The harmonic mean A !
λ
B of A and B is defined by
A !
λ
B = (λA−1 + (1 − λ)B−1)−1
if A and B are invertible and by the weak limit of (A+ ) !
λ
(B + ) as  → +0 if
not. We [12] (see also [7]) extended (2) as follows:
If A  B !
λ
C for A,B,C  0, then for 0 < s  t and 0 < r ,
{
Ar/2(λBt + (1 − λ)Ct )Ar/2}(s+r)/(t+r)
 Ar/2(λBs + (1 − λ)Cs)Ar/2. (3)
The aim of this paper is to extend this: for instance, we will show that if 0 
A,B,C and S∗S + T ∗T  1, then A  S∗BS + T ∗CT implies that for t  1, t 
s > 0, r > 0,{
Ar/2(S∗BtS + T ∗CtT )Ar/2
}(s+r)/(t+r)
 Ar/2(S∗BsS + T ∗CsT )Ar/2.
Since B !
λ
C  λB + (1 − λ)C, this is an extension of (3). From this inequality it fol-
lows that {Ar/2(S∗BtS + T ∗CtT )Ar/2}(1+r)/(t+r)  A1+r , which clearly includes
(1). Moreover, we will give an inequality, say mixed inequality, which includes the
above inequality and (v).
2. Generalized inequality
In this section we generalize (2). To do it we start with constructing a new family
of operator monotone functions.
Given an operator monotone function f (x)  0 on [0,∞) and real numbers t > 0
and r  0, define a function φr,t (x) on [0,∞) by
φr,t (x) = xr/(r+t)f (xt/(r+t)), i.e., φr,t (xrxt ) = xrf (xt ). (4)
We set 00 = 1 for the sake of convenience from now on. It is evident that
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φar,at (x) = φr,t (x) (a > 0), φ0,t (x) = f (x) (x  0).
By Low¨ner’s theorem φr,t (x) is operator monotone. For fixed s, t with 0  s  t put
f (x) = xs/t . Then, since φr,t (x) = x(s+r)/(t+r), (2) can be rewritten as follows: for
r > 0,
φr,t (A
r/2BtAr/2)  Ar/2f (Bt )Ar/2,
φr,t (B
r/2AtBr/2)  Br/2f (At )Br/2.
To extend (2), we will show in Theorem 2.2 that these inequalities hold for an arbi-
trary operator monotone function f  0 and for φr,t (x) defined by (4).
Lemma 2.1. Let ϕ(x)  0 be an operator monotone function on [0,∞) and k(x)
and l(x) non-negative increasing continuous functions such that
ϕ(xk(x)) = xl(x).
Then 0  H  K implies
ϕ(H 1/2k(K)H 1/2)  H 1/2l(K)H 1/2,
ϕ(K1/2k(H)K1/2)  K1/2l(H)K1/2.
Proof. Since ϕ(x) is continuous, we may assume that K and H are invertible. Then
H 1/2K−1H 1/2  1 follows from 0  H  K . By (iii) in the previous section
ϕ(H 1/2k(K)H 1/2)= ϕ(H 1/2K−1/2K k(K)K−1/2H 1/2)
 H 1/2K−1/2ϕ(K k(K))K−1/2H 1/2
= H 1/2l(K)H 1/2.
To see the second inequality we have only to use K1/2H−1K1/2  1 and (vi). 
One can also prove Lemma 2.1 by using operator mean due to Kubo–Ando [8]:
for instance, denoting by σ the connection corresponding to ϕ
H−1σk(K)  K−1σk(K) = l(K),
which is equivalent to the first inequality in Lemma 2.1.
Theorem 2.2. Let f (x)  0 be an operator monotone function on [0,∞) and de-
fine the operator monotone function φr,t for r  0, t > 0 by (4). Then 0  A  B
implies
φr,t (A
r/2BtAr/2)  Ar/2f (Bt )Ar/2, (5)
φr,t (B
r/2AtBr/2)  Br/2f (At )Br/2. (6)
Proof. Since φr,t (x) is continuous in [0,∞), we may assume that matrices A,B are
invertible. Let us fix t > 0 and prove (5) by the mathematical induction of r. The case
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of r = 0 is trivial, because A0 = 1 and φ0,t (x) = f (x). The following procedure
is similar to that in the proof of Theorem 2.3 of [12]. Suppose 0 < r  1. Since
Ar/2B−rAr/2  1, by (iii)
φr,t (A
r/2BtAr/2)= φr,t (Ar/2B−r/2Bt+rB−r/2Ar/2)
 Ar/2B−r/2φr,t (Bt+r )B−r/2Ar/2
= Ar/2f (Bt )Ar/2.
Hence, (5) holds for 0  r  1. Assume (5) holds for 0  r  2n, for every operator
monotone function f and for φr,t defined by (4). Take an arbitrary r in (2n, 2n+1].
Since r/2  2n, the assumption says
φr/2,t (A
r/4BtAr/4)  Ar/4f (Bt )Ar/4. (7)
By considering the case where f (x) = 1 and φr,t (x) = xr/(t+r) in (7) we obtain
(Ar/4BtAr/4)r/(2t+r)  Ar/2.
Denote the left-hand side in this inequality by K and the right-hand side by H. In (4),
putting
y = xr/2, k(y) = xr/2xt = y(r+2t)/r , l(y) = xr/2f (xt ) = φr/2,t (k(y)),
we get
φr,t (yk(y)) = yl(y).
By Lemma 2.1, from K  H it follows that
φr,t (H
1/2k(K)H 1/2)  H 1/2l(K)H 1/2.
Since k(K) = K(r+2t)/r = Ar/4BtAr/4, this yields
φr,t (A
r/4Ar/4BtAr/4Ar/4)  Ar/4φr/2,t (Ar/4BtAr/4)Ar/4.
Join this to (7) to get (5). Thus (5) holds for every r  0. One can see (6) as
well. 
We remark that (5) and (6) are the extensions of (2), for putting f (x) = xs/t these
reduce to (2). Notice that the above proof is valid even if A and B are operators on a
Hilbert space. We now try to extend the condition 0  A  B in the above theorem
to the condition logA  logB. If A and B are operators, then logA and logB may
be unbounded. So we state the following theorem for bounded self-adjoint operators
A and B for the completeness. However, the reader may consider them matrices.
Theorem 2.3. Let f be an operator monotone function [0,∞) and define φr,t by (4).
Suppose that bounded self-adjoint operators A and B are both injective. If logA 
logB, then (5) and (6) hold.
Proof. (1 − 1/n logA)−1 and (1 − 1/n logB)−1 are both bounded and satisfy
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0  (1 − 1
n
logA)−1  (1 − 1
n
logB)−1
for sufficiently large n. Therefore, we can apply this inequality and a function
φnr,nt (x
nrxnt ) = xnrf (xnt )
to (5). Then we get
φnr,nt ((1 − 1n logA)−nr/2(1 − 1n logB)−nt (1 − 1n logA)−nr/2)
 (1 − 1
n
logA)−nr/2f ((1 − 1
n
logB)−nt )(1 − 1
n
logA)−nr/2.
Since φnr,nt = φr,t , letting n → ∞, this yields (5). We can derive (6) as well. 
3. Mixed inequalities
The notations introduced in the previous sections remain; specifically f (x)  0
is an operator monotone function on [0,∞) and φr,t is defined by (4).
Theorem 3.1. Let S∗S + T ∗T  1 and A,B,C  0. If 0  A  S∗BS + T ∗CT,
then for t  1, r > 0,
φr,t
(
Ar/2(S∗BtS + T ∗CtT )Ar/2
)
 Ar/2(S∗f (Bt )S + T ∗f (Ct )T )Ar/2, (8)
{
Ar/2(S∗BtS + T ∗CtT )Ar/2
}(s+r)/(t+r)
 Ar/2
(
S∗BsS + T ∗CsT )Ar/2 (t  s  0), (9)
{
Ar/2(S∗BtS + T ∗CtT )Ar/2
}(1+r)/(t+r)
 A1+r . (10)
Proof. Since x1/t (t  1) is operator monotone, we have
A  S∗BS + T ∗CT  (S∗BtS + T ∗CtT )1/t .
By Theorem 2.2 this implies that
φr,t (A
r/2(S∗BtS + T ∗CtT )Ar/2)
= φr,t (Ar/2{(S∗BtS + T ∗CtT )1/t }tAr/2)
 Ar/2f (S∗BtS + T ∗CtT )Ar/2
 Ar/2(S∗f (Bt )S + T ∗f (Ct )T )Ar/2,
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here the last inequaliy follows from (v). Thus we get (8). We need only to set f (x) =
xs/t in (8) to get (9), and then set s = 1 to get (10). 
Inequalities (10) and (8) are the extensions of (1) and the first inequality of (2),
respectively. Moreover, since φ0,1 = f , we may regard (8) as an extension of (v) in
Section 1. So this paper is entitled Mixed matrix inequalities.
Corollary 3.2. Let S∗S + T ∗T  1 and A,B,C  0. If
Aa  S∗BaS + T ∗CaT (a > 0),
then (8) and (9) are valid for t  a, r > 0.
Proof. Notice that φr/a,t/a = φr,t and φr/a,t/a(xr/axt/a) = xr/af (xt/a). By the pre-
ceding theorem, for t/a  1,
φr,t (A
r/2(S∗BtS + T ∗CtT )Ar/2)
= φr/a,t/a((Aa)r/(2a)(S∗(Ba)t/aS + T ∗(Ca)t/aT )(Aa)r/(2a))
 Ar/2(S∗f (Bt )S + T ∗f (Ct )T )Ar/2.
Therefore we have (8) for t  a, r > 0. 
Theorem 3.3. Suppose A,B,C are invertible and S∗S + T ∗T = 1. If
logA  S∗(logB)S + T ∗(logC)T ,
then (8) and (9) hold for r > 0, t > 0.
Proof. For an arbitrary  > 0 there is a δ > 0 such that
log(B + )− logB  δ, log(C + )− logC  δ.
Hence
δ + logA  S∗(log(B + ))S + T ∗(log(C + ))T .
As a → 0, the following holds in the norm topology:
Aa − I
a
→ logA,
S∗(B + )aS + T ∗(C + )aT − I
a
→ S∗(log(B + ))S + T ∗(log(C + ))T .
Hence, for sufficiently small a > 0,
Aa  S∗(B + )aS + T ∗(C + )aT .
By Corollary 3.2, for t  a, (8) is valid for (B + ) and (C + ) in place of B and
C, respectively. By letting a → 0 and then  → 0, (8) holds for t > 0. 
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By putting S∗S = λI and T ∗T = µI in (9), we get
{
Ar/2(λBt + µCt)Ar/2
}(s+r)/(t+r)
 Ar/2(λBs + µCs)Ar/2 (λ+ µ  1),
which is coincident with (3) if µ = 1 − λ.
Definition. For every pair of S, T such that S∗S + T ∗T = 1 and for B,C  0,
(S∗(B + )−1S + T ∗(C + )−1T )−1
converges weakly as  → 0. We denote the limit by B !
S:T C.
Notice that if S = √λI and T = √1 − λ, it is coincident with the ordinary har-
monic mean B !
λ
C. For invertible A,B,C  0,
B !
S:T C  A ⇔ A
−1  S∗B−1S + T ∗C−1T .
Thus, Theorem 3.1 and Corollary 3.2 give:
Theorem 3.4. Suppose 0  A,B,C are invertible and S∗S + T ∗T = 1. If
Ba !
S:T C
a  Aa (a > 0),
then for t  a, t  s  0 and r > 0,{
Ar/2(Bt !
S:T C
t )Ar/2
}(s+r)/(t+r)
 Ar/2(Bs !
S:T C
s)Ar/2; (11)
in particular, if B !
S:T C  A, then for t  1 and r > 0,{
Ar/2(Bt !
S:T C
t )Ar/2
}(1+r)/(t+r)
 A1+r . (12)
Inequality (11) obviously extends the second inequality of (2), and (12) does the
second inequality of (1).
Theorem 3.5. Suppose 0  A,B,C are invertible and S∗S + T ∗T = 1. If
logA  S∗(logB)S + T ∗(logC)T ,
then (11) holds for t  s > 0 and for r > 0.
Proof. Since logA−1  S∗(logB−1)S + T ∗(logC−1)T , by Theorem 3.3 we can
obtain (11). 
From (10) and (12) we have:
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Corollary 3.6. Suppose 0  A,B,C are invertible. IfB !
λ
C A  λB+ (1 − λ)C,
then for r > 0, t  1,
{
Ar/2(Bt !
λ
Ct )Ar/2
}(1+r)/(t+r)
A1+r
{Ar/2(λBt + (1 − λ)Ct )Ar/2}(1+r)/(t+r).
A #
λ
B stands for A1/2(A−/2BA−/2)1−λA1/2 if A is invertible and for the weak
limit of (A+ ) #
λ
(B + ) as  → 0 if not. By considering the corresponding opeator
monotone functions (see [8]) we get
A !
λ
B  A #
λ
B  λA+ (1 − λ)B.
Thus we can substitute B #
λ
C for A in the inequality of Corollary 3.6.
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