A Feller-Reuter-Riley function is a Markov transition function whose corresponding semigroup maps the set of the real-valued continuous functions vanishing at infinity into itself. The aim of this paper is to investigate applications of such functions in the dual problem, Markov branching processes, and the Williams-matrix. The remarkable property of a Feller-Reuter-Riley function is that it is a Feller minimal transition function with a stable q-matrix. By using this property we are able to prove that, in the theory of branching processes, the branching property is equivalent to the requirement that the corresponding transition function satisfies the Kolmogorov forward equations associated with a stable q-matrix. It follows that the probabilistic definition and the analytic definition for Markov branching processes are actually equivalent. Also, by using this property, together with the Resolvent Decomposition Theorem, a simple analytical proof of the Williams' existence theorem with respect to the Williams-matrix is obtained. The close link between the dual problem and the Feller-Reuter-Riley transition functions is revealed. It enables us to prove that a dual transition function must satisfy the Kolmogorov forward equations. A necessary and sufficient condition for a dual transition function satisfying the Kolmogorov backward equations is also provided.
INTRODUCTION
One of the various useful forms of the Feller property for a Markov semigroup P t on a locally compact Hausdorff state space E is that P t x ∈ c 0 whenever x ∈ c 0 (1.1) governed by P t . In the special case of a countable state space E, it is the only suitable form that leads to further special and interesting properties, as observed by Jurkat [12] and systematically analysed by Reuter and Riley [17] . For a more recent discussion, see Anderson [2] . We emphasise that all the proofs in Reuter and Riley [17] are purely analytic. Note that in this paper we do not distinguish "Markov semigroups" from "transition functions." The difference, if necessary, can be seen from the context. Perhaps the most interesting result in Reuter and Riley [17] is that if a Markov semigroup P t satisfies (1.1) on a countable state space E, then the corresponding infinitesimal generator and the so-called q-matrix Q agree and this q-matrix Q is stable where Q = P 0 . Here and elsewhere throughout this paper the derivative is taken in the componentwise sense unless otherwise specified. Moreover, the corresponding transition function P t is the Feller minimal one. This important property makes it very useful in some advanced topics of continuous time Markov chains (CTMC), for instance, in the study of unstable Markov chains (see the discussions in [13, 18, 19, 24] and the more recent [4, 5] ). From now on we shall call a transition function P t satisfying (1.1) on a countable state space E a Feller-Reuter-Riley function (henceforth referred to as an FRR function) in order to emphasise the contributions made by Reuter and Riley as well as Jurkat. However, it seems that the application aspect of the FRR functions has not been investigated thoroughly. The aim of this paper is to reveal the close link between the FRR functions and some important applied as well as theoretical topics in CTMC. In the following Sections 2-4 we shall discuss applications of such functions to three somewhat separate topics, i.e., the dual problems of CTMC, the Markov branching process, and the Williams-matrix.
We shall use the terminology, notation, and basic results on CTMC in Anderson [2] without further explanation. From now on we shall consider CTMC on the countable state space E exclusively. Note that honesty for a transition function (resolvent) is not assumed throughout this paper. For convenience, the basic results obtained in Reuter and Riley [17] are summarised as follows.
Theorem 1.1. The following conditions are equivalent:
where R λ = r ij λ i j ∈ E is the resolvent of P t , i.e., R λ = ∞ 0 e −λt P t dt. Moreover, if P t is an FRR function, then its q-matrix Q = q ij i j ∈ E is stable, i.e., q i < +∞ ∀i ∈ E where q i = −q ii and P t R λ is the Feller minimal Q-function (Q-resolvent).
DUALIZATION AND THE FELLER-REUTER-RILEY FUNCTIONS
Throughout Sections 2 and 3 we assume that the state space E = Z d + , the d-dimensional lattice. For i j ∈ E, it shall be always understood that i = i 1 i 2 i d and j = j 1 j 2 j d . Thus i → +∞ means i k → +∞ ∀1 ≤ k ≤ d . Define the partial order relation on E as the natural one, i.e., for i j
in which case Y is called a "dualizee" of X. Similarly, for a given CTMC Y = Y t t ≥ 0 , if there exists another CTMC X = X t t ≥ 0 such that (2.1) holds true, then we say Y is "dualized" and X is called a "dualizer" of Y .
In Definition 2.1 neither X nor Y is assumed to be honest. Note that it is necessary to adopt different terms for X and Y since they play asymmetrical roles in satisfying (2.1). Note also that at the present stage we just say a "dualizer" (a "dualizee") since we have not shown that the dualizer (or dualizee) is unique, though this is in fact the case (see Remark 2.2 below).
Considering that dual is an important tool in CTMC and some other types of Markov processes such as interacting particle systems (see [9, 15] ), we naturally hope to find the characterisation concerning dualization. Since both X and Y are CTMCs, we are particularly interested in finding the characterisation in terms of their q-matrices. That is, we have to answer the following important questions:
(1) Do we need to bother with unstable q-matrices when considering the dual problem?
(2) If both q-matrices of X and Y are totally stable, are their transition functions Feller minimal? If not, do their transition functions satisfy the Kolmogorov forward and/or backward equations?
(3) What are the conditions regarding existence and uniqueness of dual processes? (4) How can we construct dual processes in terms of the corresponding q-matrices?
As will be seen shortly, all these questions are closely linked with the FRR functions. It seems that Anderson [1] was the first person to discover this close link. For details, see [2] . Recently, Chen and Zhang [7] gave a comprehensive discussion on this topic. See also [8, 26] . However, all these authors only consider the one-dimensional case d = 1 . We now want to generalise their results to the d-dimensional case where d > 1. It is worth noting the important differences between these two substantially different cases. First, in most practical problems, the state spaces are only partially ordered as in the case of d > 1. Thus considering the case of d > 1 has considerable significance in applications. Second, the approach adopted by the above authors in dealing with the case of d = 1 depends upon the fact that the state space is linear ordered, which is no longer true for d > 1. Thus a new approach is necessary. Finally, the case of d > 1 is more challenging. Indeed, as far as we are aware the above four basic problems remain open for d > 1. Now suppose P t = p ij t i j ∈ E and P t = P ij t i j ∈ E are the transition functions of CTMC X and Y , respectively. Then it is easy to see that X and Y satisfy (2.1) if and only if Because of (2.2) we apply all the same terms to the transition functions as if they were processes. For example, we shall say that a dualize of P t is P t . Note that the summation in both sides of (2.2) is in vector form. The following conclusion reveals the fact that duality has a close link with another important concept, monotonicity. For the interesting applications of the latter, see [21, 22] . However, see Remark 2.1 below.
Similarly, if a P t is dualized then P t is stochastically decreasing in the sense that for i j ∈ E,
Proof. Easy. Q.E.D.
Remark 2.1. If d = 1, it can be further proven that the converse of Proposition 2.1 holds true; see [2, 7, 8, 20] . However, if d ≥ 2, the converse fails. A counterexample may be easily given.
Let e i = δ ij be the unit vector on E with unity in the ith position and zero elsewhere and denote 1 = d i=1 e i . For any function E × E → R q ij i j ∈ E say, define two "difference operators" (for the first element i) as
respectively. Similarly, the meaning of i−1 i p •j t and i+1 i p •j t should be clear where P t = p ij t i j ∈ E t ≥ 0 is a transition function.
In defining (2.5), condition i ≥ 1 is necessary. If this is not true, we use the convention that "q ij = 0 if there exists a k such that i k < 0" and then (2.5) is well defined for all i j ∈ E. For example, 0−1 0 q •j = q 0j and e k −1 e k q •j = q e k j − q 0j , etc. It is now easy to understand, for example, the meaning of i−1 i q •j if i = 1 − e k . Also the following simple relations can be easily verified. That is, for any i j k ∈ E and t ≥ 0,
Although (2.7) and (2.8) are too trivial to deserve a proof here, they will greatly simplify our later discussion.
Proposition 2.2. Suppose that P t is dualizable. Then any dualizee P t of P t can be represented bỹ
Similarly, any dualizer P t of a dualized P t can be represented by
Proof. By the inclusion-exclusion principle and (2.2), we havẽ
which is (2.9). Similarly we may obtain (2.10). Q.E.D.
Remark 2.2. By (2.9) and (2.10) we see that the dual functions are uniquely determined by each other. It is now justified to refer to "the" dualizee (the dualizer) of X (of Y ) since it is unique once it exists. We may and shall say that "the pair P t and P t is a dual" to stand for the dual relations (2.9) and (2.10).
We now claim the following conclusion, which is one of the main results in this section. Theorem 2.3. Let P t and P t be a dual pair on E. Then the dualizee P t is an FRR function and thus is the Feller minimal one. Moreover, both q-matrices of P t and P t are stable.
Proof. By (2.9) we immediately get that
which means that the dualizee P t is an FRR function. It follows from Theorem 1.1 that the q-matrix of P t Q say, is stable and that P t is the Feller minimal Q-function. Let the q-matrix of the dualizer P t be Q = q ij . Noting that there are only finitely many terms in the right hand of (2.10) we immediately get from (2.10) that
As the direct consequences of (2.10) and (2.11), we have the following two relations,
Now let the q-matrices of the dual pair P t and P t be Q and Q, respectively. Noting the dual relations (2.9) and (2.10) between P t and P t , it is natural to ask whether such relations exist between their q-matrices Q and Q. More specifically, since (2.10) implies (2.11), we are interested in whether (2.9) also implies the following dual relation (2.14) , which ought to be the analogue to (2.11 
The answer is, unfortunately, no. But, see Theorem 2.5 below. By Theorem 2.3 any dualizee P t is a Feller minimal q-function and thus satisfies both the Kolmogorov backward and forward equations. On the other hand, however, a dualizer P t may not be the Feller minimal one. Indeed, even for d = 1 we can give non-trivial counter examples; see [7] . Thus there arise important questions as to whether any dualizer P t satisfies the Kolmogorov backward equations and the Kolmogorov forward equations. The following Theorems 2.4 and 2.5 answer these two questions, respectively. Proof. Let P t and P t be a dual pair with q-matrices Q = q ij and Q = q ij , respectively. We now claim that
Indeed, by (2.10) we have
as required.
Note that in the above proof, Fubini's theorem (vector form!) has been used. The justification of doing so can be easily verified and thus has been omitted.
Although any dualizer P t does satisfy the Kolmogorov forward equations by Theorem 2.4, it may not satisfy the Kolmogorov backward equations. Fortunately, we can claim the following important conclusion that gives the simple condition under which the Kolmogorov backward equations hold. We now turn to the "only if part." Note that if we can prove all the following equalities
then (2.14) follows. However, all the equalities in (2.15) are in fact true. Indeed the equalities which need to be verified in (2.15) are the second, the third, and the fourth only, since the others are trivial. The second equality follows from (2.9) while the third can be easily checked to be true (use equality d r=0 −1 r d r = 0 here!). The fourth equality in (2.15) is exactly the place where the condition that P t satisfies the Kolmogorov backward equations works. See Lemma 2.6 below. So if we are allowed to use Lemma 2.6 beforehand, our conclusion follows. Q.E.D.
The following Lemma 2.6 is not only necessary to prove the "only if part" of Theorem 2.5, but it is also useful in some other cases. We shall therefore present it here in a general form together with a detailed proof. Note that Lemma 2.6 holds true for any countable state space E (not necessarily E = Z d + ). Lemma 2.6. Let P t = p ij t i j ∈ E be a transition function (not necessarily honest) on an arbitrary countable state space E with a totally stable q-matrix Q. Suppose that P t satisfies the Kolmogorov backward equations. Then for any i ∈ E and any subset A of E, we have Proof. We only need to prove the first equality in (2.16) since the other is well known. First we prove that (2.16) holds true for A = E. Let σ i t = 1 − j∈E p ij t . It is well known that the limit lim t→0 σ i t , denoted by σ i , exists and is finite. Hence lim t→0 j∈E\i
On the other hand,
where d i ≡ − j∈E q ij is the ith non-conservative quantity. 
However, the reverse direction of inequality (2.19) is trivially true by using Fatou's Lemma again. This completes the proof. Q.E.D.
Note that Theorems 2.3-2.5 have answered Questions 1 and 2 posed in the beginning of this section satisfactorily. Based on these results, Questions 3 and 4 can also be answered. We shall, however, discuss this in a subsequent paper.
MARKOV BRANCHING PROCESSES AND FELLER-REUTER-RILEY FUNCTIONS
A d-type Markov branching process (d-type MBP) is a CTMC on the state space E = Z d + that possesses the branching property. The importance and many applications of such processes are so well known that it would be superfluous to repeat them here. Note, however, that there exists a "gap" between the probabilistic and the analytic definitions of the d-type MBP. Indeed, whether these two definitions are equivalent is still an open problem in the study of MBP. In order to make things more transparent, let us first assume that d = 1. (We shall return to general d later.) The following definitions now apply; see, for example, [3] . where Q = q ij is a stable q-matrix taking the form of
In Definitions 3.1 and 3.2, the honesty of MBP is not assumed. If one hopes to consider honest (non-explosive) MBP only, then (3.5) should be replaced by
The reason for calling Definition 3.1 "probabilistic" lies in the fact that (3.1) represents the branching property. Indeed it is easy to see that (3.1) is equivalent to
which states that different particles are independent when giving birth, the essential property of MBP. It seems better to start from (ii) P t is the Feller minimal Q-function, where Q takes the form of (3.3)- (3.5) .
(iii) P t satisfies both the Kolmogorov backward and forward equations QP t = dP t /dt = P t Q where Q takes the form of (3.3)-(3.5).
(iv) P t satisfies the Kolmogorov forward equations dP t /dt = P t Q where Q takes the form of (3.3)- (3.5) .
Proof. (ii) ⇒ (iii) is well known and (iii) ⇒ (iv) is trivial, while (iii) ⇒ (i) can be found in, for example, [11] .
(i) ⇒ (ii). By (3.1), for any i ∈ E 0 < s < 1, and any integer n ≥ 0, However, since 0 < s < 1 we have ∞ j=0 p 1j t s j < 1 ∀t > 0 and thus letting i → ∞ in (3.8) yields lim i→∞ p ij t = 0 ∀j ∈ E which means that P t is an FRR function. Hence by Theorem 1.1 the q-matrix Q of P t is stable and P t is the Feller minimal Q-function. In order to get the form of Q, just let lim t→0 p 1j t − δ 1j /t = b j , then the b j j ≥ 0 satisfy (3.4) and (3.5), for Q is already proved to be stable. Returning to (3.7), we see that
Now (3.3) follows.
(iv) ⇒ (ii). For the q-matrix Q in the form of (3.3)-(3.5), it is easy to prove that the equation V λ λI − Q = 0, 0 ≤ V λ ∈ has only a trivial solution; see, [4, Lemma 3.1] . This immediately implies that there is only one Q-function, the Feller minimal one, which satisfies the Kolmogorov forward equation. Q.E.D.
The following conclusion holds if one is only interested in the honest MBP. (ii) P t is the Feller minimal Q-function where Q takes the form of (3.3), (3.4) , and (3.6) .
(iii) P t satisfies both the Kolmogorov backward and forward equations with Q where Q takes the form of (3.3), (3.4) , and (3.6) .
(iv) P t satisfies the Kolmogorov forward equations with Q where Q takes the form of (3.3), (3.4) , and (3.6) .
Proof. Similar to the proof in Theorem 3.1, but [25, Theorem 2.7.2] The fact that the (one-dimensional) MBP is an FRR function has been given in Pakes [16] . We refer there for some further related conclusions, in particular, the related limiting behaviour.
We now return to the general d-typed MBP. Since the idea is the same as in d = 1 but just involving a little more algebra, we shall be content with stating conclusions and giving very brief explanations. For a d-type MBP, the known data will be d sequences b k j j ∈ E 1 ≤ k ≤ d , rather than a single sequence for d = 1, satisfying
For notational convenience, if j ≯ 0 (i.e., if there exists a k such that j k < 0) we define q e k j = 0 (3.12)
where q e k j is given in (3.11) together with the convention (3.12) . It is called conservative if for all 1 ≤ k ≤ d the second inequalities in (3.10) become equalities.
Theorem 3.5. Let P t be a transition function on E = Z d + . These four conditions are equivalent.
(iii) P t satisfies both the Kolmogorov backward and forward equations QP t = dP t /dt = P t Q where Q is a branching q-matrix.
(iv) P t satisfies the Kolmogorov forward equations dP t /dt = P t Q where Q is a branching q-matrix.
Proof. Again, (ii) ⇒ (iii) is well known and (iii)⇒(iv) is trivial.
and thus the proof of Theorem 3.1 still works to yield lim i→∞ p ij t = 0 which means that P t is an FRR function and hence is a Feller minimal q-function. The q-matrix of P t , Q say, then must be stable and by a little algebra, takes the form of (3.13).
(iii) ⇒ (i). Easy and similar to the case of d = 1; see [3, 11] .
(iv) ⇒ (ii). With some obvious amendments, the proof of Lemma 3.1 in [5] still works to yield the conclusion that the equation V λ λI − Q = 0, 0 ≤ V λ ∈ has a trivial solution only and the conclusion follows. Q.E.D. Theorem 3.2 and Corollaries 3.3 and 3.4 can also be generalised to the d-type MBP case, but will be omitted here.
THE WILLIAMS Q-MATRIX AND FELLER-REUTER-RILEY FUNCTIONS
In this section, the state space E is assumed to be any countable set, not necessarily E = Z d + as in Sections 2-3. Let us agree to call a matrix Q = q ij , defined on E × E, a pre-q-matrix if the following Doob-Kolmogorov conditions hold:
Williams [23] considered an important class of unstable pre-q-matrices with the property that there exists a state b and a constant δ > 0 such that lim inf q bj > δ (4.3)
Note that (4.3) forces q b = −q bb = +∞, and thus the pre-q-matrix Q is unstable. Williams [23] proved the following important and interesting conclusion.
Theorem 4.1. Suppose a pre-q-matrix Q satisfies (4.3) . Then there exists an honest Q-function P t , i.e., lim t→0 P t − I /t = Q, if and only if the following two conditions hold,
Williams' original proof is "probabilistic." Naturally a simple "analytic" proof is hoped for. This aim can now be easily achieved by, again, applying the Feller-Reuter Theorem, together with the Chung-Williams Resolvent Decomposition Theorem, a refined form of which can be seen in [4] . We emphasize here that both theorems are proved purely analytically.
Proof. Necessity. Since there exists a honest Q-resolvent R λ for the given Q, then by [4, Theorem 7.7] , the Q-resolvent R λ can be represented by
where ψ λ is a Q b -resolvent and η λ satisfies 0 ≤ η λ ∈ (4.7)
and η λ − η µ = µ − λ η µ λ (4.8)
Noting that η µ ↓ 0, and µη µ → α, where α = q bj j = b when µ → ∞ in (4.8), we obtain, by Fatou's Lemma, η λ ≥ αψ λ (4.9)
Now, by (4.7) and (4.9) we get αψ λ ∈ , i.e., By noting condition (4.3) we see that (4.11) implies that lim j→∞ k =b ψ jk λ = 0 (4.12)
Thus for any k ∈ E\b, we have lim j→∞ ψ jk λ = 0. Hence by Theorem 1.1, the Q b -resolvent λ is the resolvent of an FRR function and thus Q b is stable and the resolvent λ is nothing but the Feller minimal Q bresolvent λ = φ ij λ . Now by (4.10) we see that (4.5) holds true. Since Q b is stable, as just proved, we see that the original q-matrix Q has only one instantaneous state and thus we can apply the results obtained in [5] . In particular, since λ in (4.6) is the Feller minimal one and thus, see [5, Lemma 3.4] , the R λ in (4.6) is a Q-resolvent whose corresponding Q-function P t = p ij t satisfies dp ij t /dt = k∈E q ik p kj t ∀i = b ∀j ∈ E (4.13)
Now (4.13) together with the fact that P t is honest immediately implies that, see [25, Theorem 2.7.2] , any state i ∈ E\b is conservative. Condition (4.4) is thus proven.
Sufficiency. By (4.3) and (4.4) the given Q is a conservative uniinstantaneous pre-q-matrix, discussed in [5] . Now by [5, Theorem 4.1], condition (4.5) implies that there exists an honest Q-function P t , which end the proof. Q.E.D.
A q-matrix Q satisfying Conditions (4.3)-(4.5) is called a Williams-matrix. So for a Williams-matrix there always exists an honest transition function. Williams himself has not considered further properties, such as uniqueness and construction problems, of such an interesting class of q-processes. These aims have been achieved in [5] . In order to emphasise that FRR function theory can lead to many deep results, here we list one result, the uniqueness theorem for the Williams-matrix, obtained in [5] . The proof, together with some more results regarding the Williams-matrix, can be found in [5] . 
