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Sazˇetak:
Tema ovog zavrsˇnog rada je numericˇka integracija. U radu su ukratko pojasˇnjene trapezna
formula, Newton-Cotesove formule i Simpsonova formula te su dane njihove ocjene pogresˇki.
Glavni dio rada je usmjeren na Gaussove kvadraturne formule. Objasnit cemo ideju kojojm
su nastale i izvesti njihov opci oblik. Detaljnije ce biti pojasˇnjena Gauss-Legendreova metoda
za koju c´emo, koristec´i teoriju Peanove jezgre, dati ocjenu pogresˇke. Na kraju cemo pomocu
nekoliko konkretnih primjera usporediti sve navedene metode.
Kljucˇne rijecˇi: Numericˇa integracija, Gaussove kvadraturne formule, Gauss-Legendreove
kvadraturne formule, Peanova jezgra, ocjena pogresˇke
Abstract:
Subject of this final paper is numerical integration. In order to introduce methods for
numerical integration, we will briefly describe trapezoidal rule, Newton-Cotes formulas and
Simpson’s rule, also we will state error bound for each method. Main focus of the paper will
be Gaussian quadrature. We will explain the key idea underlying this method and derive
general form of it. Gauss-Legendre quadrature will be explained in more detail. Applying
Peano kernel theory we will obtain error bounds for this method. To sum up, there will be
given few examples to compare how each methods works.
Key words: Numerical integration, Gaussian quadratures, Gauss-Legendre quadrature,
Peano kernel, error estimates
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Uvod
Ako je funkcija f : I → R neprekidna i F : I → R bilo koja primitivna funkcija funkcije f
na I, onda za svaki segment [a, b] ⊆ I vrijedi∫ b
a
f(x)dx = F (b)− F (a).
Navedena formula se naziva Newton- Leibnizova formula i koristi se za racˇunanje Reimanovog
integrala funkcije f na segmentu [a, b]. U praksi se pokazalo da primjena Newton-Leibnizove
formule vrlo cˇesto nije moguc´a. Razlog tome je sˇto se za veliki broj funkcija ne mozˇe odrediti
primitivna funkcija na elementaran nacˇin ili ju je vrlo tesˇko pronac´i. Nadalje, cˇesto se u pri-
mjeni funkcija f zadaje u obliku tablicˇnih podataka ili kao rjesˇenje diferencijalne jednadzˇbe.
Kako bismo izracˇunali integrale takvih funkcija, dolazi do potrebe za uvodenjem numericˇkih
metoda pomoc´u kojih aproksimiramo vrijednosti tih integrala.
U nastavku navodimo primjere nekoliko funkcija cˇije integrale mozˇemo izracˇunati iskljucˇivo
primjenom numericˇkih metoda.
Primjer 0.1. U teoriji vjerojatnosti se vrlo cˇesto pojavljuju integrali koji se ne daju rjesˇiti
eksplicitno nego je potrebno koristiti neke numericˇke metode. Jedan od takvih primjera je
funkcija distribucije standardne normalne distribucije koja se racˇuna kao:
F (x) =
1√
2pi
∫ x
−∞
e−
t2
2 dt, x ∈ R
Primjer 0.2. Fresnelovi integrali, koji se oznacˇavaju kao funkcije S(x) i C(x), a primjena
im je u fizici:
S(x) =
∫ x
0
sin t2dt
C(x) =
∫ x
0
cos t2dt
Dakle, kada vrijednost integrala ne mozˇemo egzaktno izracˇunati standardnim postupcima,
koristimo numericˇke metode.
1
1. Numericˇke metode
Temeljna ideja svih metoda je izracˇunati aproksimaciju integrala∫ b
a
f(x)dx
koristec´i vrijednosti funkcije u tocˇkama xi, gdje je xi ∈ [a, b] za i = 0, 1, ..., n.
Jedan od ocˇiglednih nacˇina rjesˇavanja danog problema je aproksimiranje funkcije f s nekom
jednostavnom funkcijom koja se lako integrira, najcˇesˇc´e interpolacijskim polinomom. Oznaka
za aprokscimaciju integrala, u ovom radu, c´e biti I∗, a opc´enito ju mozˇemo zapisati kao
I∗ =
n∑
i=1
wif(xi).
Takav zapis se naziva numericˇka kvadraturna formula ili numericˇka integracijska formula.
Sljedec´i bitan pojam koji se pojavljuje je pogresˇka aproksimacije. Oznacˇavati c´emo ju s
E = I− I∗.
Za svaku metodu c´e biti definirana ocjena pogresˇke. U ovom poglavlju c´e ukratko biti
objasˇnjeno trapezno pravilo i Newton-Coteseove formule, kako bismo ih nadalje u radu mogli
usporedivati s Gaussovim kvadraturnim formulama.
1.1 Trapezna formula
Neka je zadana funkcija f : [a, b] → R. Funkciju f c´emo zamjeniti interpolacijskim polino-
mom prvog stupnja p1. Cˇvorovi interpolacije su krajnje tocˇke segmenta
x0 = a, x1 = b.
Ako tocˇke (a, f(x)) i (b, f(b)) uvrstimo u jednadzˇbu pravca, dobijemo sljedec´e:
p1(x) = f(a) +
f(b)− f(a)
b− a (x− a).
Tada je tocˇna vrijednost integrala
I =
∫ b
a
f(x)dx,
a aproksimacija
I* =
∫ b
a
p1(x)dx =
(f(b)− f(a))(b− a)
2
.
2
f(b)
f(a)
a b
g
Slika 1: Trapezno pravilo
Geometrijski promatrano, vrijednost integrala I* je povrsˇina trapeza ispod pravca, vrijednost
integrala I je povrsˇina ispod grafa funkcije f , a razlika izmedu te dvije povrsˇine je pogresˇka
metode. Kako bismo ocijenili pogresˇku, bit c´e nam potreban sljedec´i teorem.
Teorem 1.1 ([6]). Neka je zadana funkcija f ∈ C(n+1)([a, b]), razdioba segmenta a = x0 <
x1 < x2 < ... < xn = b i neka za svaki i = 0, 1, ..., n vrijedi yi = f(xi). Neka je Pn : [a, b]→ R
odgovarajuc´i interpolacijski polinom takav da Pn(xi) = yi za svaki i = 0, 1, ..., n. Onda za
svaki x ∈ [a, b] postoji c ∈< a, b > takav da je
f(x)− Pn(x) = f
(n+1)(c)
(n+ 1)!
w(x),
gdje je w(x) = (x− x0)(x− x1)...(x− xn).
Dokaz. Ako je x = xi, za neki i, onda slijedi
f(x)− pn(x) = f(xi)− pn(xi) = yi − yi = 0.
Time smo dokazali ovaj slucˇaj.
Nadalje, pretpostavimo da je x 6= xi za svaki i = 0, 1, ..., n. Definirajmo funkciju
g(x) = f(x)− pn(x)− kw(x),
gdje c´emo konstantu k odrediti tako da je g(x) = 0.
Uocˇimo kako je za svaki i = 0, 1, ..., n vrijedi g(xi) = 0. Dakle funkcija g ima n+ 2 nultocˇke,
prema Rolleovom teoremu g′ ima barem n+ 1 nultocˇku, g′′ barem n nultocˇki, itd. Na kraju
dodemo do (n+ 1)-te derivacije funkcije g, koja ima barem jednu nultocˇku, tj. barem jednu
tocˇku c ∈< a, b > tako da je gn+1(c) = 0.
Kada to uvrstimo u pocˇetnu definiciju funkcije g, dobijemo
gn+1(c) = fn+1(c)− P n+1n (c)− (kw(c))n+1 = 0.
3
Derivirajuc´i n + 1 puta, polinom Pn iscˇezava, a od polinoma w ostaje konstanta. Tako da
imamo
fn+1(c)− kwn+1(c) = 0,
odnosno
k =
fn+1(c)
(n+ 1)!
.
Odredili smo konstantu k tako da vrijedi pocˇetna jednakost
f(x)− Pn(x) = f
(n+1)(c)
(n+ 1)!
w(x).
Na osnovu Teorema 1.1 mozˇemo dati ocjenu pogresˇke za trapeznu formulu.
Teorem 1.2 ([6]). Neka je f ∈ C2([a, b]), tada postoji c ∈ [a, b] takva da je
I =
∫ b
a
f(x)dx =
(b− a)3
12
f ′′(c).
Dokaz. Prema Teoremu 1.1 postoji c ∈ [a, b] tako da je
E = I− I∗
=
∫ b
a
f(x)− p1(x)dx
=
∫ b
a
f ′′(c)
2
(x− a)(x− b)dx.
Integriranjem i sredivanjem izraza dobijemo:
E = I− I∗ = −f
′′(c)
12
(b− a)3.
Za ocjenu pogresˇke mozˇemo uzeti
I− I∗ 6 max
x∈[a,b]
|f ′′(x)|(b− a)
3
12
=M2 (b− a)
3
12
.
1.1.1 Produljena trapezna formula
Neka su pretpostavke iste kao dosad, dakle, imamo funkciju f definiranu na segmentu [a, b].
Umjesto da funkciju aproksimiramo jednim pravcem kroz krajnje tocˇke segmenta, podjelimo
taj segment na n dijelova i taj postupak ponovimo na svakom podsegmentu. Na taj nacˇin
c´emo dobiti produljenu trapeznu formulu.
Neka je podjela ekvidistantna, sa h oznacˇimo duljinu podsegmenta.
h =
b− a
n
.
Promatramo proizvoljni segment [xi−1, xi].
I∗i =
∫ xi
xi−1
(yi−1 +
yi − yi−1
xi − xi−1 )(x− xi−1)dx
=
h
2
(yi−1 + yi).
4
Konacˇna aproksimacija funkcija je suma svih I∗i
I∗ =
h
2
(y0 + y1) +
h
2
(y1 + y2) + ...+ (yn−1 + yn)
=
h
2
(y0 + 2y1 + ...+ 2yn−1 + yn).
Analogno navedenome, vrijedi da je ukupna pogresˇka jednaka zbroju pogresˇaka na svakom
podintervalu, stoga je
E = −h
2
12
(b− a)f ′′(c).
1.2 Newton-Cotesove formule
Za ovu metodu potrebno je napraviti ekvidistantnu podjelu segmenta [a, b]
a = x0 < x1 < ... < xn = b
tako da je duljina svakog dijela h = b−a
n
. Dakle, za svaki i = 0, ...n, vrijedi xi = a+ ih.
Zadanu funkciju f : [a, b]→ R interpolirati c´emo u tocˇkama (x0, f(x0)), (x1, f(x1)), ..., (xn, f(xn)).
Koristit c´emo Lagrangeov oblik interpolacijskog polinoma.
Ln(x) =
n∑
i=0
f(xi)pi(x),
gdje je
pk(x) =
n∏
i=0,i 6=k
x− xi
xk − xi
Tada vrijedi
I∗ =
∫ b
a
pn(x)dx
=
∫ b
a
n∑
i=0
f(xi)pi(x)dx
=
n∑
i=0
∫ b
a
f(xi)pi(x)dx
= (b− a)
n∑
i=0
f(xi)
1
b− a
∫ b
a
pi(x)dx.
Oznacˇimo ωi =
1
b−a
∫ b
a
pi(x)dx. Dakle aproksimacija integrala je
I* = (b− a)
n∑
i=0
ωif(xi).
Napomena 1.1. Newton-Cotesova formula u slucˇaju n = 1 je trapezna formula.
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1.3 Simpsonova formula
Poseban slucˇaj Newton-Cotesove formule, kada je n = 2 se naziva Simpsonova1 formula.
Tocˇke razdiobe su onda x0 = a, x1 =
a+b
2
, x2 = b. Polinomi ωk se izracˇunaju i dobiju konstante
w0 =
1
6
, w1 =
2
3
, w2 =
1
6
.
Kada uvrstimo podatke, dobijemo sljedec´u formulu
I∗ = (b− a)(1
6
y0 +
2
3
y1 +
1
6
y2)
=
(b− a)
6
(y0 + 4y1 + y2).
1.3.1 Generalizirana Simpsonova formula
Simpsonovo pravilo se mozˇe generalizirati tako da se segment [a, b] podijeli na n jednakih
dijelova, pri cˇemu je n paran broj. Tako dobijemo formulu
I∗ =
h
3
(y0 + 4y1 + 2y2 + 4y3 + 2y4 + ...+ 4yn−1 + yn).
Za ocjenu pogresˇke kod generalizirane Simpsonove formule vrijedi
En =
(b− a)
180
· h4 · f (4)(c)
≤ (b− a)
180
· h4M4
1.4 Ocjena pogresˇke kvadraturnih formula
Kako bi se dala ocjena za pogresˇke kvadraturnih formula, koriste se Peanove2 jezgre. Defini-
rati c´emo i kratko objasniti pojam Peanove jezgre. Za svaku dosad nabrojanu kvadraturnu
formulu se posebno racˇuna Peanova jezgra, buduc´i da je postupak dosta slozˇen, izostavit
c´emo detalje i koristiti vec´ izracˇunate Peanove jezgre.
Neka je
I(f) =
∫ b
a
f(x)dx,
I*(f) =
n∑
i=1
wif(xi).
Tada je gresˇka E(f) = I(f)− I*(f).
Teorem 1.3 ([8]). Neka je E(p)=0 ∀p ∈ Pn i neka je f ∈ C(n+2)([a, b]) tada vrijedi
E(f) =
∫ b
a
f (n+1)(t)K(t)dt,
gdje je K Peanova jezgra definirana sa
K(t) = 1
n!
Ex((x− t)n+)
1Thomas Simpson (1710. – 1761.), britanski matematicˇar
2 Giuseppe Peano (1858. – 1932.), talijanski matematicˇar
6
i(x− t)n+ =
{
(x− t)n, za x > t
0, inacˇe
Kao sˇto je vec´ navedeno, racˇunanje Peanovih jezgri mozˇe biti vrlo komplicirano stoga c´emo
navesti samo jedan jednostavan primjer kako bismo bolje objasnili postupak.
Primjer 1.1 ([5]). U cjelini 1.1. smo definirali metodu trapezne formule i dali ocjenu po-
gresˇke za nju, koja je glasila E(f) = I− I∗ = −f ′′(c)
12
(b− a)3.
Koristec´i teoriju Peanovih jezgri vrijedi
E(f) =
∫ b
a
f (2)(t)K(t)dt.
Zatim,
K(t)) = Ex(x− t)+
= I(x− t)+ − I∗(x− t)+.
Prisjetimo se
I =
∫ b
a
f(x)dx
i
I∗ =
f(a)(b− a)
2
+
f(b)(b− a)
2
.
Iz cˇega slijedi
I(x− t)+ − I∗(x− t)+ =
∫ b
a
(x− t)+dx−
1∑
i=0
αi(xi − t)+
=
1
2
(x− t)2+
∣∣∣∣a
b
− b− a
2
(a− t)+ − b− a
2
(b− t)+
=
1
2
((b− t)2+ − (a− t)2+)−
b− a
2
(a− t)+ − b− a
2
(b− t)+
=
1
2
(b− t)(a− t).
Vratimo se u pocˇetnu jednakost
E(f) =
∫ b
a
f (2)(t)K(t)dt
=
∫ b
a
f (2)(t)
1
2
(b− t)(a− t)dt
= −f
(2)
12
(b− a)3.
Uocˇimo kako smo dobili istu ocjenu pogresˇke kao i u prethodnom poglavlju.
Na kraju nam ostaje josˇ dati ocjenu pogresˇke za Newton-Cotesovu metodu.
7
Teorem 1.4 ([4]). Neka je zadana podjela segmenta [a, b] na n jednakih dijelova gdje je n
paran broj. Neka je f ∈ Cn+2([a, b]). Tada za pogresˇku Newton-Cotesove formule vrijedi
E(f) =
Kn
(n+ 2)!
f (n+2)(c), a < c < b;
gdje je
Kn =
∫ b
a
xω(x)dx < 0.
Teorem 1.5 ([4]). Neka je zadana podjela segmenta [a, b] na n jednakih dijelova gdje je n
neparan broj. Neka je f ∈ Cn+1([a, b]). Tada za pogresˇku Newton-Cotesove formule vrijedi
E(f) =
Kn
(n+ 1)!
f (n+1)(c), a < c < b;
gdje je
Kn =
∫ b
a
ω(x)dx < 0.
8
2. Gaussove kvadraturne formule
U dosadasˇnjim metodama smo pomoc´u zadanih n cˇvorova tocˇno racˇunali vrijednosti inte-
grala polinoma najviˇse n − tog stupnja. Tako npr. trapezno pravilo racˇuna tocˇno povrsˇinu
ispod pravca, a Simpsonova formula tocˇno racˇuna povrsˇinu ispod grafa polinoma 2. stup-
nja. Zanima nas mozˇemo li konstruirati formule pomoc´u kojih tocˇno racˇunamo integrale
polinoma stupnja viˇseg od interpolacijskog polinoma. Upravo to svojstvo c´e imati Gaussove
kvadrature.
2.1 Opc´i oblik kvadraturne formule
Gaussove integracijske formule, opc´enito su oblika∫ b
a
w(x)f(x)dx =
n∑
i=1
wif(xi), (1)
gdje je w tezˇinska funkcija, pozitivna ili barem nenegativna i integrabilna na [a, b], wi su
tezˇinski koeficijenti, a xi cˇvorovi integracije. U radu c´emo koristiti specijalni slucˇaj, kada je
w ≡ 1. Ovisno o izboru tezˇinske funkcije, Gaussova formula poprima drugacˇiji oblik i naziv.
Tablica 1: Tezˇinske funkcije.
tezˇinska funkcija w interval formula
1 [-1,1] Gauss-Legendre
1√
1−x2 [-1,1] Gauss-Chebyshev
e−t [0,∞〉 Gauss-Laguerre
e−t
2 〈−∞,∞〉 Gauss-Hermit
Definicija 2.1. Stupanj preciznosti kvadraturne formule je najvec´i broj m ∈ N takav da je
E(xk) = 0, za svaki k = 0, 1, ...,m, ali je E(xk + 1) 6= 0.
Vrijednost integrala I =
∫ b
a
f(x)dx aproksimiramo kvadraturnom formulom koja je opc´enito
oblika
I∗ =
n∑
i=1
wif(xi).
Zˇelimo da je ta formula stupnja preciznosti m, dakle da vrijedi∫ b
a
xkdx−
n∑
i=1
wix
k
i = 0, za svaki k = 0, 1, ...,m.
Iz gornje jednakosti, dobijemo sustav s m+1 jednadzˇbom, i 2n nepoznanica, nepoznanice su
koeficijenti wi i cˇvorovi xi. Kako bi sustav imao jedinstveno rjesˇenje, zˇelimo da broj jednadzˇbi
bude jednak broju nepoznanica. Ako uzmemo da je m = 2n − 1, dobijemo takav sustav.
Stupanj preciznosti Gaussove kvadraturne formule c´e biti 2n − 1. Uocˇimo kako, razliku od
prethodnih metoda, ovdje nemamo unaprijed zadane cˇvorove, nego ih racˇunamo iz sustava.
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Napomena 2.1. Iz linearnosti integrala slijedi da ako formula tocˇno racˇuna potencije do
m − tog onda c´e tocˇno racˇunati i njihove linearne kombinacije, tj. polinome do m − tog
stupnja.
Primjer 2.1. Neka je n = 2 , na segmentu [−1, 1] izracˇunajmo kvadraturnu formulu. Sustav
je zadan sa ∫ 1
−1
xkdx− w1xk1 − w2xk2 = 0, za k = 0, 1, 2, 3.
Za k = 0 imamo w1 + w2 = 2,
k = 1, w1x1 + w2x2 = 0,
k = 2, w1x
2
1 + w2x
2
2 =
2
3
,
k = 3, w1x
3
1 + w2x
3
2 = 0.
Rjesˇavanjem gornjeg sustavam dobijemo w1 = w2 = 1, x1 =
1√
3
, x2 =
−1√
3
Vidimo kako vec´ za n = 2 rjesˇavanje sustava nije trivijalno, tj. opc´enito sustavi nec´e biti line-
arni, stoga se umjesto standardnog rjesˇavanja sustava koristi ideja koju je uveo C.F.Gauss3.
2.2 Gauss-Legendreova formula
U tablici 1 je vidljivo kako, ovisno o izboru tezˇinske funkcije i intervala, formula poprima
drugacˇiji oblik. Koristit c´emo familiju koju cˇine Legendreovi polinomi, definirani na seg-
mentu [−1, 1]. Kako postupak opc´enito ne bi ovisio o podrucˇju integracije, koristit c´emo
supstituciju
x =
b− a
2
t+
b+ a
2
Iz cˇega slijedi ∫ b
a
f(x)dx =
b− a
2
∫ 1
−1
f(
b− a
2
t+
b+ a
2
)dt.
Uvest c´emo oznaku
φ(t) = f(
b− a
2
t+
b+ a
2
).
Koristec´i navedene oznake i formulu (1) vrijedi
I∗ =
b− a
2
n∑
i=1
wiφ(ti).
Kao sˇto smo vec´ rekli, koeficijenti wi i cˇvorovi ti su nam nepoznanice. Cˇvorove c´emo racˇunati
kao nultocˇke Legendreovih polinoma.
Napomena 2.2. Skup svih neprekidnih funkcija f na segmentu [a, b] cˇini vektorski prostor
s obzirom na standardne operacije zbrajanja i mnozˇenja funkcija skalarom. Neka su f, g :
[a, b]→ R neprekidne, definirajmo preslikavanje koje svakom paru funkcija pridruzˇuje skalar
na sljedec´i nacˇin
(f, g) = f · g =
∫ b
a
f(x) · g(x)dx.
Lako se provjeri kako ovako definirano preslikavanje zadovoljava sva svojstva skalarnog pro-
dukta.
3Carl Friedrich Gauss (1777 – 1855), njemacˇki matematicˇar
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Napomena 2.3. Za dvije funkcije, f, g : [a, b] → R, kazˇemo da su medusobno ortogonalne
ako vrijedi
f · g =
∫ b
a
f(x) · g(x)dx = 0.
Jedna od metoda konstruiranja Legendreovih polinoma je Gram-Schmidtovim postupkom
ortogonalizacije kanonske baze 1, t, t2, ...
Tako dobiveni polinomi su
P0(t) = 1
P1(t) = t− (t, P0)
(P0, P0)
· P0(t) = t
P2(t) = t
2 − (t
2, P0)
(P0, P0)
· P0(t)− (t
2, P1)
(P1, P1)
· P1(t) = ... = t2 − 1
3
P3(t) = t
2 − (t
3, P0)
(P0, P0)
· P0(t)− (t
3, P1)
(P1, P1)
· P1(t)− (t
3, P2)
(P2, P2)
· P2(t) = ... = t3 − 3t
5
Cˇvorove integracije xi racˇunamo kao nultocˇke polinoma.
−2 −1 1 2 3
−1
1
0
P0
P1
P2
P3
Slika 2: Graficˇki prikaz prva cˇetiri Legendreova polinoma
Primjer 2.2. Izracˇunajmo cˇvorove integracije za n = 3. Trazˇimo nultocˇke Legeondreovog
polinoma P3.
P3 = 0
t3 − 3t
5
= 0
t(t2 − 3
5
) = 0
Nultocˇke, odnosno cˇvorovi integracije su t1 = −
√
3
5
, t2 = 0, t3 =
√
3
5
.
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Preostalo nam je josˇ izracˇunati tezˇinske koeficijente, wi.
Neka su xi ∈ [−1, 1] i neka je
pn−1,i =
(x− x1)...(x− xi−1)(x− xx+1)...(x− xn)
(xi − x1)...(xi − xi−1)(xi − x1+1)...(xi − xn) .
pn−1, i su polinomi koji se pojavjuju u Lagrangeovoj interpolaciji, njihov stupanj je n − 1,
stoga Gaussova kvadraturna formula racˇuna tocˇno njihove integrale.∫ 1
−1
pn−1,idx =
n∑
i=1
wipn−1,i.
Vrijedi
pn−1,i(xj) = δi,j
Iz cˇega slijedi ∫ 1
−1
pn−1,idx = wi
Primjer 2.3. Za n = 3 u primjeru 2.2 smo izracˇunali cˇvorove, izracˇunajmo sada tezˇinske
koeficijente prema formuli ...
w1 =
∫ 1
−1
p2,1dx =
∫ 1
−1
(x− x2)(x− x3)
(x1 − x2)(x1 − x3)dx =
5
6
∫ 1
−1
(x2 −
√
3
5
x)dx = ... =
5
9
w2 =
∫ 1
−1
(x− x1)(x− x3)
(x2 − x1)(x2 − x3)dx =
−5
3
∫ 1
−1
(x2
3
5
)dx = ... =
8
9
w3 =
∫ 1
−1
(x− x1)(x− x2)
(x3 − x1)(x3 − x2)dx =
5
6
∫ 1
−1
(x2 −
√
3
5
x)dx = ... =
5
9
Napomena 2.4. Cˇvorovi integracije su smjesˇteni u simetricˇnim tocˇkama s obzirom na is-
hodiˇste, a koeficijenti simatricˇnih cˇvorova su jednaki.
Lema 2.1 ([8]). Svaki Legendreov polinom stupnja n ortogonalan je na polinome stupnja <
n.
Lema 2.2 ([8]). Neka su tezˇinski koeficijenti zadani formulom
wi =
∫ 1
−1
pn−1,idx.
Tada je kvadraturna formula tocˇna za polinome stupnja n-1.
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Teorem 2.1 ([8]). Neka se tezˇinski koeficijenti kvadraturne formule racˇunaju po Lemi 2.2
i neka su cˇvorovi te formule nultocˇke Legendreovog polinoma Pn(x). Tada je ta formula
egzaktna za polinome stupnja 2n− 1.
Dokaz. Neka je p2n−1 proizvoljni polinom stupnja 2n− 1.Podijelimo ga Legendreovim poli-
nomom Pn. Prema teoremu o dijeljenju s ostatkom postoje jedinstveni polinomi qn−1 i rn−1
takvi da je
p2n−1 = qn−1Pn + rn−1.
Koristec´i Lemu 1. vrijedi∫ 1
−1
p2n−1(x)dx =
∫ 1
−1
qn−1(x)Pn(x)dx+
∫ 1
−1
rn−1(x)dx
=
∫ 1
−1
rn−1(x)dx.
(2)
Kako su xi , i = 1, 2, ..., n nultocˇke polinoma Pn(x) vrijedi
n∑
i=1
wip2n−1(xi) =
n∑
i=1
wiPn(xi)qn−1(xi) +
n∑
i=1
wirn−1(xi)
=
n∑
i=1
wirn−1(xi).
(3)
Prema jednakosti 2 vrijedi da je∫ 1
−1
p2n−1(x)dx =
∫ 1
−1
rn−1(x)dx.
Prema Lemi(2) vrijedi da je ∫ 1
−1
rn−1(x)dx =
n∑
i=1
wirn−1(xi).
Na kraju iz jednakosti 3 dokazˇemo tvrdnju teorema∫ 1
−1
p2n−1(x)dx =
n∑
i=1
wip2n−1(xi).
Definicija 2.2 ([8]). Kvadraturna formula iz gornjeg teorema cˇiji su cˇvorovi korijeni Legen-
reovog polinoma Pn(x), a tezˇinski koeficijenti se biraju po ... i koja je egzaktna za polinome
stupnja 2n− 1, naziva se Gaussovom kvadraturnom formulom.
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U tablici su navedene vrijednosti cˇvorova integracije i tezˇina za nekoliko slucˇajeva.
Tablica 2: Gauss-Legendreova formula
n=2
x1 = − 1√3 w1 = 1
x2 =
1√
3
w2 = 1
n=3
x1 = −
√
3√
5
w1 =
5
9
x2 = 0 w2 =
8
9
x3 =
√
3√
5
w3 =
5
9
n=4
x1 = −0.861136 w1 = 0.347855
x2 = −0.339981 w2 = 0.652145
x3 = 0.339981 w3 = 0.652145
x4 = 0.861136 w4 = 0.347855
n=5
x1 = −0.90618 w1 = 0.236927
x2 = −0.538469 w1 = 0.478629
x3 = 0 w2 = 0.568889
x4 = 0.538469 w3 = 0.478629
x5 = 0.90618 w4 = 0.236927
Primjer 2.4. Izracˇunajmo integral funkcije f(x) =
√
1 + 3x na segmentu [0, 1] koristec´i
Gauss-Legendreovu metodu u 3 tocˇke integracije.
Racˇunamo
I =
∫ 1
0
√
1 + 3xdx.
Kako smo Gauss-Legendreovu metodu definirali na segmentu [−1, 1], napravimo supstituciju
x =
b− a
2
t+
b+ a
2
.
Tako da je
I =
∫ 1
0
√
1 + 3x · dx
=
1
2
∫ 1
−1
√
5
2
+
3
2
t · dt
≈
3∑
i=1
wi
√
5
2
+
3
2
xi.
Uvrstimo podatke iz Tablice 2 i kao rezultat dobijemo I∗ = 1.55561. Tocˇna vrijednost integrala
je I = 14
9
≈ 1.55556.
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2.3 Ocjena pogresˇke Gaussove kvadraturne formule
Teorem 2.2. Neka je zadana funkcija f ∈ C2n([a, b]). Tada postoji tocˇka c ∈ [a, b] takva da
za ocjenu pogresˇke Gauss-Legendreove metode integracije vrijedi
En =
(b− a)2n+1(n!)4
(2n+ 1)((2n)!)3
f 2n(c).
Primjer 2.5. Za n=3 vrijedi
E3 =
(b− a)7(3!)4
(7)(6!)3
f 6(c)
=
(b− a)7
2016000
f 6(c)
3. Usporedba metoda
Primjer 3.1 ([9]). Neka je zadana funkcija f(x) = x · e2x na segmentu [0, 4]. Primjenom
Newton-Leibnizove formule, dobije se
I =
∫ 4
0
x · e2x
=
7
4
e8 +
1
4
≈ 5216.92648.
Primjenit c´emo Gaussovu i Newton-Cotesovu formulu, kako bismo vidjeli nakon koliko koraka
mozˇemo dobiti rezultat s gresˇkom manjom od 1%.
n Gauss-Legendre Newton-Cotes
1 436.785 23847.66390
2 3477.54 8240.41143
3 4967.11 6819.20880
4 5197.54 5499.67970
5 5215.99 5386.62015
6 5216.9 5239.58047
7 5216.93 5231.31978
8 5216.93 5218.33122
9 5216.93 5217.84756
10 5216.93 5216.99337
Kod Gaussovih kvadraturnih formula, za n=4, imamo pogresˇku od 0.37%, dok kod Newton-
Cotesove formule se tek za n=6 postiˇze pogresˇka od manja od 1%, tj. 0.43%
Primjer 3.2. Neka je zadana funkcija f(x) = e−
x
2 na segmentu [0, 4]. Funkcija f je primjer
funkcije cˇiji se integral ne mozˇe egzaktno izracˇunati.
Koristec´i ocjene pogresˇki za produljenu trapeznu i Simpsonovu formulu, izracˇunajmo broj
potrebnih koraka za postizanje preciznosti od ε = 0.001.
Produljena trapezna formula:
En = −h
2
12
(b− a)f ′′(c) ≤ −h
2
12
(b− a)M2.
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Iz cˇega slijedi
n > (b− a)
√
M2(b− a)
12ε
= 4 ·
√
0.25 · 4
12 · 0.001 ≈ 36.51.
Najmanji n za koji se postiˇze trazˇena preciznost je n = 37.
Generalizirana Simpsonova formula:
En =
(b− a)
180
· h4 · f 4(c) ≤ (b− a)
180
· h4M4.
Iz cˇega slijedi
n > (b− a) 4
√
M4(b− a)
180ε
= 4
4
√
0.063 · 4
180ε
≈ 4.35.
Najmanji n za koji se postiˇze trazˇena preciznost je n = 5.
Gauss-Legendreova formula:
En =
(b− a)2n+1(n!)4
(2n+ 1)((2n)!)3
f 2n(c).
Za n=3 slijedi
E3 ≤ 4
7(3!)4
7(6!)3
· M6 ≈ 0.00025.
Gauss-Legendreovom metodom za n=3 postiˇzemo trazˇenu preciznost.
Vidimo kako s Gauss-Legendreovom kvadraturnom formulom, u oba slucˇaja, puno brzˇe
postizˇemo trazˇenu preciznost.
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