The implied volatility of an option as a function of strike price and time to maturity forms a volatility surface. Traders price according to the dynamics of this high dimensional surface. Recent developments that employ semiparametric models approximate the implied volatility surface (IVS) in a finite dimensional function space, allowing for a low dimensional factor representation of these dynamics. This paper presents an investigation into the stochastic properties of the factor loading times series using the vector autoregressive (VAR) framework and analyzes associated movements of these factors with movements in economic indicators.
Introduction
As undoubtedly the most important variable in finance, volatility appears consistently across a wide spectrum of theories and applications such as in asset pricing, portfolio theory, risk management, derivatives, corporate finance, investment valuation and financial econometrics. For the fact that volatility is unknown, one studies the implied volatility (IV) which is derived from the Black & Scholes (1973) formula for a cross section of options with different strike and maturities traded at the same point in time. The implied volatility is seen as a mapping from time (t), strike price (K) and expiry date (T ) to IR + :
σ : (t, K, T ) →σ t (K, T ).
(1.1)
Calculating implied volatilities at different strikes and maturities yields an implied volatility surface (IVS). Due to the IVS dynamics, one faces the problem of high complexity in the sense that for each day simultaneously several maturities and levels of strikes are observed, forming a string structure that randomly changes shape and location as the options move towards expiry.
The focus of several research work has been on finding efficient ways of modeling the IVS and to explain the driving forces behind its dynamics. An approach in the empirical finance literature for IV analysis is the utilization of factor type models, which can allow for low dimensional representation of the data. The estimation strategy involves estimating a two-dimensional IVS and applying principal component analysis on functional values. This modeling approach has been considered by Skiadopoulos, Hodges & Clewlow (1999) , Alexander (2001) , Cont & Fonseca (2002) . The models employed in the above studies are seen to disregard the specific string structure and thus tend not to capture the important features of the IVS dynamics. To overcome this problem and to ensure that the estimate is defined for the whole analyzed support, Fengler, Härdle & Mammen (2007) have proposed a dynamic semiparametric factor model (DSFM), that offers flexible modeling for IVS fitting, dimension reduction and explanation of its dynamic behavior.
For a general presentation of the DSFM model, consider the log-implied volatility Y tj , where t = 1, . . . , I is the number of the day and j = 1, . . . , J t is the number of IV observations on day t. Let X t,j = (κ tj , τ tj ) be a two-dimensional covariate where κ tj is a moneyness matrix and τ tj denotes time-to-maturity. Here, future moneyness (a monotonic function of the strike price K tj ) defined as κ tj = K tj Ste (r tj ,τ tj ) is applied, where S t is the spot price at time t and r tj is the riskless interest rate for the option specific time to maturity obtained by linear interpolation of interest rate data, compare Dummas, Fleming & Whaley (1998) .
The DSFM approximates the IVS by regressing Y tj = log {σ t,j (κ, τ )} on X t,j = (κ tj , τ tj ), expressed as
where z t,0 = 1, m k are smooth basis functions (k = 0, . . . , K) and z t,k are weights or factor loadings depending on time. This model can be seen as a regression model with inherent time evolution. The estimation involves nonparametric kernel regression method with no assumption on the functional form of the factors except smooth basis function, earning the label "dynamic semiparametric factor model".
The estimates z t,k and m k of z t,k and m k are obtained as minimizers of the following least squares criterion (z t,0 = 1):
where K h denotes a two-dimensional kernel function, chosen as a product of one-dimensional
is a one-dimensional kernel function. The optimization problem (1.3) is solved by an iterative procedure, see Borak, Härdle & Fengler (2005) . Hence, the time-dependent coefficients, z t,k , of the smooth basis functions, which we refer to as factor loadings, are unobserved but can be estimated. An alternative estimation method for the DSFM has been proposed by Borak, Härdle, Mammen & Park (2007) . Their approach uses nonparametric series estimation based on B-splines.
The choice for the number of dynamic basis function (K) is based on calculating the residual sum of squares per total variance,
where Y is the overall mean of the observation. K is chosen such that 1 − RV (K), the variance explained, is sufficiently high to give a good approximation to the IVS. For the technical details we refer to Borak et al. (2005 ), Fengler et al. (2007 , and Borak et al. (2007) .
It is worth mentioning that the DSFM differs from varying-coefficient models such as in Fan, Yao & Cai (2003) and Yang, Park, Xue & Härdle (2006) since the z t are observables approaches.
However, the DSFM methodology has some similarities to the model considered in and Connor, Hagmann & Linton (2007) which generalize the study of Fama & French (1992) on common movements of stock price returns. Here, the covariates are represented by X l,j and are time-invariant, different for different m l . The setting of these models allow for a direct application of backfitting procedures whereas the DSFM procedure can be seen as nonparametric curve estimation and backfitting for additive models. In addition, the DSFM nests linear models which allow for time varying coefficients as a special case, such as in Brumback & Rice (1998) , and the one factor linear model for individual stocks implemented in Bakshi, Kapadia & Madan (2003) .
Using transaction-based DAX index implied volatility data from January 4, 1999 to February 25, 2003 , Borak et al. (2005 obtained three factor loading series z t = (z t1 , . . . , z tK ) with K = 3 after fitting the DSFM. Hence, three basis functions are used to model the implied volatility. They capture around 96% of the variation of the IVS, what seems to be high enough for a reliable approximation. Note that the DSFM operates on daily option data (closing prices).
Hence, daily EURIBOR interest rate data have been used to define future moneyness. Figure 1 shows the IVS for the DAX trade on May 2, 2000 using a DSFM fit. The factor loadings describe the movements of the implied volatility surface such that z 1 may be interpreted as representing an overall volatility shift, z 2 represents changes in the maturity slope while z 3 represents changes in the smile curvature (moneyness slope) of the IVS.
Our analysis is guided by two aims. First, we want to provide an understanding of the dynamics and interaction of the factor loadings what may deliver insights in the behavior of the IVS.
This, in turn, can help to provide a better assessment of market risks. Second, we want to study the relationship of the loadings with economic variables in order to identify possible spillover effects with respect to different markets.
To this end, we first examine the stochastic properties of the corresponding factor loading times series from Borak et al. (2005) by using vector autoregressive (VAR) modeling techniques.
The VAR framework is fairly general in describing the dynamics and interrelations between the variables of interest. We assume that the true loading series have been generated by a VAR process. Borak et al. (2007) show that the covariance structure of the estimated loading series converges in probability to the one of the unobservable series z t if the latter is generated by a VAR process with certain properties. In a second step, we extend our VAR investigation by studying the associated movements of the factor loadings with economic indicators representing returns and volatilities in money, bond, foreign exchange, commodity and global, i.e. U.S., stock markets.
Our VAR modeling results do reveal quit a bit of interaction between z 1 and z 2 , i.e. between the volatility level and the maturity slope. This information may be used to assess market risks in a simplified way. One could develop a portfolio of stocks and (z 1 , z 2 ) only, P ort(S t , z t1 , z t2 ), with the intention to forecast its distribution in time t + ∆t. Hence, z t1 , z t2 and their interaction, representing the relevant systematic risk factors, can be used to obtain P ort(S t+∆t , z 1,t+∆t , z 2,t+∆t ).
Such an approach would avoid to simulate the whole IVS. Moreover, the cosideration of economic indicators has uncovered significant mutual links between the loadings and the U.S. stock market. This applies both to the return dimension, represented by the log-returns of the S&P 500 index as well as to the uncertainty dimension, represented by implied volatilities of call options on the S&P 500 index future. By contrast, the interaction with other markets is relatively weak (foreign exchange, money, and bond markets) or even insignificant (commodity markets).
Methodologically, we contribute to the market-spillover literature by analyzing spillover effects with respect to several dimensions of the IVS within a multivariate time series framework.
This provides a more detailed picture of interactions. Volatility spillover effects have been analyzed e.g. by Billio & Pelizzon (2003) , Veiga & McAleer (2004) Wu (2006) .
The paper is organized as follows. We briefly describe the data used in our study and analyze the order of integration of the factor loading series in Section 2. Section 3 presents results from the VAR modeling and describes the dynamic interaction between the factor loading series. In Section 4 we relate these risk factors to economic indicators and conclude in Section 5.
The Data and Unit Root Tests
We analyze time series data on factor loading series that have been obtained from a DSFM for DAX option data as specified by Borak et al. (2005) . The DSFM summarizes the IVS dynamics by K = 3 basis functions. Accordingly, we analyze three loading series for a period from January 4, 1999 to February 25, 2003 . Excluding days with no option trades we have T = 1039 observations in our sample. Corresponding time series plots are given in Figure 2 . Borak et al. (2007) have shown that under certain conditions the covariance structure of the estimated loading series converges in probability to the covariance structure of the unobservable loading series. Hence, with z t = ( z t1 , . . . , z tK ) being the vector of the estimated loading series we have
Besides a number of regularity conditions related to the estimation of the DSFM the following assumptions have to be imposed in order to obtain the convergence results.
(1) z t is bounded with probability tending to one.
(2) z t is strictly stationary with E z t γ < ∞ for some γ > 2.
(3) z t is strongly mixing with
(4) The matrix E(z t z t ) has full rank.
(5) The process z t is independent of X tj and ε tj (t = 1, . . . , T , j = 1, . . . , J t ).
As pointed out by Borak et al. (2007) , the asymptotic equivalence of the autocovariance structures carries over to classical estimation and testing procedures within the VAR model framework.
Therefore, in order to simplify notation, we will use z t = (z t1 , z t2 , z t3 ) in the following to describe the three estimated loading series obtained from Borak et al. (2005) , i.e. z t is understood to represent estimated series.
Assumption (2) is crucial for our analysis since it implies that the process z t is strictly stationary with bounded second moments. A graphical inspection of the estimated loading series may doubt that they have been generated by a stationary process. The loading series do not only show volatility characteristics typical for financial market data but there are also indications of structural breaks in the series. To be precise, we observe a sudden downward movement in z t1
in September 2001, z t2 exhibits a clear outlier in November 2001 and the third loading series z t3
shows much stronger volatility in the first part of the sample than in the second one. In addition, the graph of z t3 also points towards a number of possible outliers. In order to account for possible structural breaks we have performed a unit root and VAR analysis for the two subsamples We have not found evidence for stochastic nonstationarity using the point-optimal unit root test of Elliott, Rothemberg & Stock (1996) (ERS test). The small sample simulation results of Elliott et al. (1996) indicate that this test is superior to the augmented Dickey-Fuller procedure (cf.Fuller (1976) , Dickey & Fuller (1979) ) in case of processes affected by conditional heteroscedasticity. The latter might be a relevant feature of our data. The ERS test is based on quasi-differences of z tk which are defined by
where a represents the point alternative against which the null of a unit root is tested. We follow the suggestion of Elliott et al. (1996) for a model with a constant only and use a =ā = 1 − 7/T .
Letê t , t = 1, . . . , T , be the residuals from a regression of the time series on a quasidifferenced constant and let S(ā) and S(1) be the sums of squared residuals for the cases a =ā and a = 1 respectively. Then, the statistic testing the null hypothesis of a unit root is defined by ERS = {S(ā) − aS(1)} /ω b , whereω b is the spectral density estimator of residualŝ e t , t = 1, . . . , T , at frequency zero. We apply the autoregressive spectral density estimator as proposed by Elliott et al. (1996) . In order to determine the lag length b of the corresponding estimation regression the AIC and HQ criteria are used. 1 The limiting distribution of the test statistic is nonstandard and critical values are stated in Elliott et al. (1996) .
The ERS test results given in Table 1 clearly indicate that z t1 and z t3 are stationary. Regarding z t2 we reject the unit root null hypothesis at the the 10% level when using the HQ criterion.
The nonrejection in case of the AIC criterion could be due to the high lag length chosen for the estimation regression on which the autoregressive spectral density estimator is based. Given the unit root test results we proceed to work with the assumption that no unit root is present in the loading series.
VAR Models for Factor Loading Dynamics
VAR models are often used to investigate the dynamic relationship between the variables of interests. In our case, we use the VAR modeling framework to investigate the relationship between the factor loading times series described earlier. As before z t = (z t1 , z t2 , z t3 ) denotes the vector containing the observations of the K = 3 estimated factor loadings z t1 , z t2 and z t3 at time t. Hence, we model the dynamics underlying the factor loadings by a VAR process of order p, VAR(p),
where ν is a K × 1 vector of intercept parameters, A i , i = 1, . . . , p, are fixed K × K parameter matrices and u t = (u t1 , . . . , u tK ) , is an unobservable error term vector with mean zero and
To select the lag length p, we have applied standard information criteria as in Lütkepohl (2005, Chapter 4 ) to VAR models with a maximum lag order of p max = 12. These criteria balance the trade-off between model fit and the number of parameters to be estimated and allow a fairly parsimonious model specification. The results are given in Table 2 . The three considered information criteria suggest different lag lengths for the sample under consideration. As we want to model the dynamic relations between the factor loading series by impulse response functions we start out by a more general model with p = 7 lags as suggested by the Akaike information criterion (AIC).
Choosing the lag length by AIC may be advantageous for our purpose given the results in Brüggemann (2004) , as a fairly large model allows to capture the underlying dynamics in a more flexible way. We check the adequacy of the model by applying a number of standard diagnostic tests whose results are reported in Table 3 . While the estimated residuals do not show signs of autocorrelation, normality and conditional homoscedasticity are clearly rejected.
Both, non-normality and ARCH effects are often observed in empirical models for financial variables. In fact, these results are not surprising given the time series plots in Figure 2 . However, non-normality does not affect the asymptotic properties of the methods applied later on. The presence of conditional heteroscedasticity may distort estimators referring to second moments as e.g. confidence intervals. Hence, corresponding results should be interpreted with some care.
For instance, the empirical coverage of the reported confidence bands might be slightly lower than the nominal coverage.
The dynamic relations between the loadings is captured by the impulse response function, Lütkepohl (2005, Chapter 3) . If the VAR(p) model is stationary it has a moving average repre- Given the sample size of T = 1039 observations, the off-diagonal elements ofP u are fairly large. A common approach in this situation is to consider orthogonalized shocks obtained by a Cholesky decomposition of Σ u . However, the results of the impulse response analysis may then depend on the ordering of the variables in the system. To remove the dependence on the variable ordering we use generalized impulse responses introduced by (Pesaran & Shin 1998) .
In their approach shocks are orthogonalized by looking at a shock in variable k and integrating out the effects of other shocks using the distribution of the errors, i.e. the correlation among the components of u t is taken into account. If u t has a multivariate normal distribution, then it can be shown that
where {σ jk , j, k = 1, . . . K} denotes the elements of Σ u and e k is a K × 1 selection vector with a 1 in position k and zeros elsewhere. Hence, the response vector to a shock in variable k that occurred i periods ago is
We scale δ k such that the shocks have a size of one standard deviation, i.e. we set δ k = √ σ kk and thus report the response vectors
which gives the generalized impulse responses of the variables in z t to a shock in variable k that occurred i periods ago.
In the first column of Figure 3 , we give the responses to a positive innovation in the first loading series. This innovation has a permanent negative effect on the second factor loading z t2 and a small but positive effect on z t3 , which becomes insignificant after about 6 periods.
Similarly, we see that an innovation in the second loading factor (column 2 of Figure 3 ) has a permanent negative effect on z t1 , while the effect on z t3 is not significantly different from zero.
In contrast, a shock in the third loading series has only a short-lived positive effect on z t1 but no significant response in z t2 is observed.
To further investigate the relationship between the variables we have also conducted Granger causality tests, see e.g. Granger (1969) and Lütkepohl (2005) . The results of the tests are given in Table 4 . Granger non-causality of z t1 for z t2 and z t3 and of z t2 for z t1 and z t3 is rejected at least at the 5% significance level. Investigating the causal relationships more closely reveals that z t3 is neither Granger-caused by z t1 nor z t2 . Moreover, Granger non-causality from z t1 to z t3 and from z t2 to z t3 cannot be rejected. In other words, including z t3 does not help predicting z t1 and z t2 and predictions of z t3 are not improved by including z t1 and z t2 . This result is in line with the impulse response pattern discussed earlier. A possible conclusion is that z t3 may as well be excluded from the VAR system. In fact, using any of the sequential model reduction algorithms discussed in Brüggemann (2004, Chapter 2) leads to a model where lags of z t3 are excluded from the equations for z t1 and z t2 and moreover, z t3 only depends on its own lags.
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To sum up, the VAR model analysis has revealed that there is quite a bit of interaction between the first and second loading. A positive shock in the first loading has a permanent negative impact on the second and vice versa. Note that movements in z t1 may be interpreted as overall shifts (up or down) of the IVS whereas z t2 represents changes in the maturity slope of the IVS. Thus, an overall increase in financial market risk is associated with an upward tilt of the maturity slope. In other words, the risk of longer maturities increases relative to shorter maturities. Accordingly, a decrease in the relative risk of long-term options induces a general risk reduction (lower overall implied volatility). The third loading series is not importantly related to z t1 and z t2 . Hence, changes in the moneyness slope of the IVS are not directly linked to up-or downward shifts of the IVS or to adjustments in the relative risk of long-and short-term options.
Loadings and Economic Indicators
As a first step to analyze the relationship between economic variables and the loading series we extend our benchmark specification VAR model by including potentially important economic time series. To be precise, the log-return of the US dollar per Euro (EX t ), the log-return of the Goldman Sachs commodity price index (COM t ), the 12-months German money market interest rate (R12M t ), and the log-return of S&P 500 index (SP500 t ) from 1.04.1999 − 2.25.2003 are considered, (see Figure 4) . 3 The first three variables have been selected in order to be able to analyze possible links between the loadings, i.e. risk in the German stock market, to the foreign exchange, money as well as the commodity markets. The choice of the 12-months interest rate represents a compromise between short-and long-run rates and the return of the commodity index has been chosen because the index captures potential effects of several commodity markets.
We have also analyzed alternative interest rates and specific commodities including returns of corresponding future series. We will briefly comment on the respective results later on. SP500 t is meant to represent global stock market factors for the German stock market. Of course, global effects are also contained in the other economic indicators. However, we take care of resulting contemporaneous error term correlation by using generalized impulse responses. For an identification of a global (risk) factor via exchange rate option prices see Bakshi, Carr & Wu (2007) .
We have chosen log-returns instead of price series in order to avoid statistical and interpretational difficulties caused by the high persistency of price data. In a second step, we will use volatility data as specific measures of risk factors associated with the markets mentioned above. However, we have not obtained closer links with the loadings in general but a somewhat different structure of the relationships. We discuss this in more detail at the end of the section. Tables 2 and 3) , the best choice to analyze the the system z t = (z t1 , z t2 , z t3 ,EX t ,COM t ,R12M t ,SP500 t ) is a VAR(5).
Given the results of information criteria and diagnostic tests (compare
The dynamic characteristics of the system is exploited through the generalized impulse response technique and the results are presented in Figures 5 and 6 . Most relevant are the relations between the return of the S&P 500 index and the loadings but we also observe a number of significant impulse responses involving the 12-month interest rate and the exchange rate return. However, there is no significant link with COM t .
Clearly, all loadings respond significantly to a shock in SP500 t (compare Figure 6 : z t1 ) is permanently positively affected, z t2 permanently negatively, and z t3 positively responds one to three days after the shock. Thus, given the interpretation of the first and second loading, a positive return shock in the U.S. stock market induces higher overall risk in the German market and increases the risk of longer maturities relative to shorter maturities due to the downward tilt of the IVS. Note that changes in the third loading affect the moneyness slope and smile curvature.
Accordingly, the return shock temporarily enhances the smile curvature and raises the relative risk of options with low moneyness value. All these effects may be explained by investment shifts from the German to the U.S. stock market in response to the positive U.S. return shock.
Not surprisingly, SP500 t is much less affected by shocks in the loadings. Nevertheless, a postive overall risk shock in the German stock market and an increase in the risk of longer relative to shorter maturities lead to significant positive responses in SP500 t at impact. These responses may be interpreted as reactions of the U.S. stock market to changes in outside risk factors. The latter could be captured by the loadings since our model does not include a general measure of outside forces from the point of view of the U.S. market.
Furthermore, the 12-month interest rate responds significantly positive to a shock in z t1 in a permanent way. This response may be regarded as a change in risk compensation such that higher overall risk induces an interest rate rise. Interestingly, we also observe in Figure 6 that z t1 significantly responds to a shock in R12M t although the permanent effect is only close to significance. If we regard rising interest rates as an indicator for higher inflation and worsening economic prospects then it is likely that higher interest rates are accompanied by increasing uncertainty in the financial markets. The exchange rate has some relevance in the way that the first loading positively responds to a positive shock in EX t in a permanent way. Thus, a rise in EX t , i.e. an appreciation of the Euro, increases the volatility of the DAX options. At a first glance, this may seem surprising. However, a stronger Euro increases uncertainty about future profits of German DAX companies which may, in turn, lead to a volatility increase in the stock market. Some further responses involving R12M t and EX t are weakly significant or close to significance but given the uncertainty due to the ignored conditional heteroscedasticity we do not attempt to interpret them.
Replacing the return of the commodity index by the return of a specific commodity like oil or gold or by the return of some more specific index like energy and metals spot price index does not alter the results in any important way. Since volatility is backed-out by interest rates referring to the option specific time to maturity, the dynamic relationships between the loadings and R12M t may simply result from correlation of the level, controlled for by R12M t , and the slope of the term structure. Therefore, we have also analyzed the spread of the 12-month and 3-month money market interest rates. However, the significance of responses involving the spread is clearly lower compared to R12M t . Therefore, we conclude that the obtained links between R12M t and the loadings are of direct nature. We have also found weaker links when replacing R12M t by the 3-month interest rate or an average bond rate referring to longer maturities, e.g. five to six years. The latter might be surprising since long-term interest rates contain information on the term premia, compare Chochrane & Piazzesi (2006) . We have neither obtained more significant responses when using returns of future series of the commodity index, gold and exchange rate.
Subset VAR models with zero restrictions do not deliver qualitatively different results. Nevertheless, a few more significant responses can be observed and some responses are now associated with a slightly higher degree of significance. Both slightly larger responses and tighter confidence intervals are the reasons for the changes. Yet, we believe that the unrestricted VAR results provide a more realistic impression of the significance of the responses given the ignored conditional heteroscedasticity.
We now turn to the analysis of volatility data. To capture risk factors in foreign exchange rate, commodity, bond (money), and the U.S. markets we use the implied volatility of continuous call options on the CME Euordollar future (EXV t ), Anglogold Ltd. (GOLDV t ), the Euro-BUND future (BUNDV t ), and the CME S&P 500 index future (SP500V t ) for the sample 2.16.2000 − 2.25.2003. We have referred to future options to be able to analyze longer time series. Using corresponding put option data leads to very similar results.
We need to fit a VAR(8) model in order to obtain residuals free of autocorrelation, i.e. we have to exceed the orders suggested by the information criteria, compare Table 2 . We made three main observations compared to the responses involving the return data. First, most of the relevant interactions involve again the U.S. market measure. There is practically no significant relation between BUNDV t and the loadings in contrast to R12M t . Furthermore, z 1t does not significantly responds to a shock in EXV t compared to EX t . Second, responses in SP500V t and EXV t to shocks in the loadings are clearly more pronounced than the corresponding reactions of the returns. In other words, changes in the risk level and structure of the German market as measured by the loadings are more important for the uncertainty dimension (volatility) than the return dimension of the U.S. and the foreign exchange markets. By contrast, uncertainty shocks to the foreign exchange or U.S. market do not feed stronger into the loading dynamics than shocks to the corresponding return levels do. However, the sign of the relationships between the U.S. market and the loadings has changed and this comprises the third observation.
As can be seen in Figure 7 we now have a negative link between the overall risk level in the German market and the implied volatility of the S&P 500 index future. Moreover, the relative risk of longer and shorter maturities is oppositely related to SP500V t than to SP500 t . The same signs for the responses have been obtained when replacing EXV t , GOLDV t , BUNDV t , and SP500V t by standard deviations derived from GARCH (1,1) models fitted to the return series. 4 Since the shocks are orthogonalized, the negative link between z 1t and SP500V t may just reflect investment strategies of international investors. An isolated negative volatility shock in one market makes the other market more attractive inducing investments into the latter one. It is not obvious how larger investments affect volatility but higher market liquidity due to increased investments may lower risk.
Conclusions
In this paper, we have analyzed and modeled the stochastic properties of factors of volatility strings derived from a dynamic semiparametric model for implied volatility. The VAR modeling framework applied provides a fairly good description of the dynamics and interrelations between the factor loadings that determine the movements of the IVS. The uncovered interaction between the first two loadings, which represent changes in the volatility level and maturity slope respectively, is a very useful information for risk management. Not only the individual effects of the loadings but also their dynamic interaction is likely to be a relevant factor for assessing the effect of market risks e.g. on the performance of stock portfolios.
The relationship of the loadings to movements in economic variables was also investigated.
Our results reveal that the loading series are mutually linked to the U.S. stock market return and volatility. Hence, global return and risk factors influence German stock market risk but effects also work in the other direction. This study may be seen as a first step in associating movements in some risk factors with movements in other markets' conditions, an ingredient necessary to
give an accurate assessment of market risks. Therefore, an important outlook is then to develop useful strategies for hedging against these risk factors.
A possible extension in the direction of market spillover effects would be to analyze the inter-action of two sets of loadings that drive the IVS of different stock markets respectively. Having a set of loadings for an additional stock market would also allow to scrutinize the findings obtained for the German stock market. Moreover, since the first loading represents the level of implied volatility, it should be possible to exploit the empirical VAR framework used in the paper for volatility forecasting. Improved forecast quality could be possible if expected future volatility is an important component of implied volatility. Thereby, one may be able to complement recent advances in the volatility forecasting literature, see e.g. . Table entries give the optimal number of lags determined using standard information criteria with a maximum lag order of p max = 12. (1) is the multivariate first order ARCH test. All the tests are described in more detail in Lütkepohl (2004) . Computations are performed with JMulTi, (Lütkepohl & Krätzig 2004) . Response of Z3 to Z3
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