In this paper, we introduce a modified Mann iterative process for approximating a common fixed point of a finite family of strict pseudo-contractions in Hilbert spaces. We establish the strong convergence theorem of the general iteration scheme under some mild conditions. Our results extend and improve the recent ones announced by many others.
Introduction and preliminaries
Iterative methods for nonexpansive mappings have recently been applied to solve convex minimization problems; see, e.g., [1, 2] and from [3] to [4] and the references therein. A typical problem is to minimize a quadratic function over the set of the fixed points of a nonexpansive mapping on a real Hilbert space H:
Ax, x − x, b , (1.1) where C is the fixed point set of a nonexpansive mapping S, b is a given point in H and A is a linear bounded strongly positive operator, i.e. there is a constant γ > 0 with the property Ax, x ≥ γ x 2 ∀x ∈ C . Recall that S : H → H is nonexpansive if Sx − Sy ≤ x − y , for all x, y ∈ H. The set of fixed points of S is the set F (S) := {x ∈ H : Sx = x}. We assume that F (S) = ∅. It is well known that F (S) is closed convex. In [5, 6] , it is proved that the sequence {x n } defined by the iterative method below, with the initial guess x 0 ∈ H chosen arbitrarily, x n+1 = (I − α n A)Sx n + α n b, n ≥ 0, (1.2) strongly converges to the unique solution of the minimization problem (1.1) provided the sequence {α n } satisfies certain conditions. Recently, Marino and Xu [2] introduced a new iterative scheme by the viscosity approximation method which was first introduced by Moudafi [7] .
x 0 ∈ H, x n+1 = (I − α n A)Sx n + α n γ f (x n ), n ≥ 0.
(1. 3) They proved that the sequence {x n } generated by above iterative scheme converges strongly to the unique solution of the variational inequality
which is the optimality condition for the minimization problem min x∈F (S)
2
Ax, x − h(x), (1.4) where h is a potential function for γ f (i.e., h (x) = γ f (x) for x ∈ H.) Let K be a nonempty subset of a Hilbert space H. Recall that a mapping T : K → K is said to be a strict pseudo-contraction if there exists a constant 0 ≤ k < 1 such that Tx − Ty for all x, y ∈ K (if (1.5) holds, we also say that T is a k-strict pseudo-contraction).
Note that the class of k-strict pseudo-contractions strictly includes the class of nonexpansive mappings. That is, T is nonexpansive if and only if T is 0-strict pseudo-contractive.
Recall that the normal Mann's iterative process was introduced by Mann [8] in 1953. Since then, construction of fixed points for nonexpansive mappings via the normal Mann's iterative process has been extensively investigated by many authors.
The normal Mann's iterative process generates a sequence {x n } in the following manner
where {α n } is a sequence in (0, 1).
If T is a nonexpansive mapping with a fixed point and the control sequence {α n } is chosen so that ∞ n=0 α n (1 − α n ) = ∞, then the sequence {x n } generated by the normal Mann's iterative process (1.6) weakly converges to a fixed point of T (this is also valid in a uniformly convex Banach space with the Fréchet differentiable norm [9] , or more generally, in a uniformly convex Banach space such that its dual has the KK property as proved by Garcia Falset, Kaczor, Kuczumow and Reich in [10] ). However, this scheme has only weak convergence even in a Hilbert space [11] . Therefore, many authors try to modify normal Mann's iteration process to have strong convergence; see, e.g., [12] [13] [14] [15] [16] [17] 3, 18, 19] and the references therein.
Kim and Xu [13] introduced the following iteration process.
where T is a nonexpansive mapping of K into itself and u ∈ K is a given point. They proved the sequence {x n } defined by (1.7) strongly converges to a fixed point of T provided the control sequences {α n } and {β n } satisfy appropriate conditions.
Recently, Yao et al. [18] also modified iterative algorithm (1.2) to have strong convergence by using viscosity approximation method. To be more precisely, they considered the following iteration process.
where T is a nonexpansive mapping of K into itself and f is an α-contraction (i.e. f (x) − f (y) ≤ α x − y , 0 ≤ α < 1). They proved the sequence {x n } defined by (1.8) strongly converges to a fixed point of T provided the control sequences {α n } and {β n } satisfy appropriate conditions. In this paper, motivated by Acedo and Xu [12] , Kim and Xu [13] , Marino and Xu [2, 14] and Yao et al. [18] , we introduce a composite iteration scheme as follows:
where f is an α-contraction, γ is a suitable coefficient and A is a linear bounded strongly positive operator, T i is a k i -pseudocontraction with 0 ≤ k i < 1 and η i is a positive constant such that η 1 + η 2 + · · · + η N = 1. We prove, under certain appropriate assumptions on the sequences {α n } and {β n } that {x n } defined by (1.9) converges to a common fixed point of {T 1 , T 2 , . . . , T N }, which solves some variation inequality. Now, we consider some special cases of the iterative scheme (1.9).
(I) If η 1 = 1, N = 1 and T 1 = T in iterative process (1.9), we obtain (1.9) reduces to:
(1.10) (II) If γ = 1 and A = I in (1.10), we have that (1.10) collapses to (1.8) which was considered by Yao et al. [18] . (III) If A = I, γ = 1 and f (y) = u ∈ K for all y ∈ K in (1.10), we have that (1.10) reduces to (1.7) which was considered by Kim and Xu [13] .
(IV) If {β n } = 1 for all n, then (1.10) reduces to (1.3) which was studied by Marino and Xu [2] , for a nonexpansive map.
Our purpose, in this paper, is to introduce this general iterative algorithm for approximating a common fixed point of a finite family of strict pseudo-contractions, which solves some variational inequality. Our results improve and extend the results of Kim and Xu [13] , Marino and Xu [2] , Yao et al. [18] .
In order to prove our main results, we need the following lemmas.
Lemma 1.1. In a real Hilbert space H, there holds the inequality
Lemma 1.2 (Xu [5] ). Assume that {s n } is a sequence of nonnegative real numbers such that
where γ n is a sequence in (0,1) and {δ n } is a sequence such that
Lemma 1.3 (Marino and Xu [2]). Assume that A is a strongly positive linear bounded operator on a real Hilbert space H with
coefficientγ > 0 and 0 < ρ ≤ A −1 . Then I − ρA ≤ 1 − ργ .
Lemma 1.4 (Marino and Xu [2]). Let H be a real Hilbert space. Let A be a strongly positive linear bounded self-adjoint operator
with coefficientγ > 0. Let f be an α-contraction. Assume that 0 < γ <γ /α. [12] ). Let 
Lemma 1.6 (Acedo and Xu [12]). Let H be a real Hilbert space, K a closed convex subset of H. Given an integer
N ≥ 1, assume, for each 1 ≤ i ≤ N, T i : K → K is a k i -strict pseudo-contraction for some 0 ≤ k i < 1. Assume {η i } N i=1 is a positive sequence such that N i=1 η i = 1. Then N i=1 η i T i is a k-strict pseudo-contraction, with k = max{k i : 1 ≤ i ≤ N}.
Lemma 1.7 (Acedo and Xu
{T i } N i=1 and {η i } N i=1 be given as in Lemma 1.6. Suppose that {T i } N i=1 has a common fixed point. Then F ( N i=1 η i T i ) = ∩ N i=1 F (T i ).
Main results

Theorem 2.1. Let H be a Hilbert space and let T be a k-strict pseudo-contraction on H such that F (T ) = ∅
be the sequences defined by the composite process (1.10), i.e. 
Proof. Since α n → 0 as n → ∞ by the condition (2.1a), we may assume, with no loss of generality, that α n < A 
So, by (2.1) and the k-strict pseudocontractivity of T , it follows that
It follows that
By simple induction, we have
which gives that the sequence {x n } is bounded, so is {y n }. On the other hand, we have
It follows from the condition (2.1a) that
Step 2.
Proof of Step 2. Observing that
we have
This in turn implies that
where M 1 is an appropriate constant such that
Next, we define B n = (1 − β n )T + β n I. As shown in [20] , from the strict pseudocontractivity of T and from condition (2.1c), it follows that B n is a nonexpansive map for which
Observing that
where M 2 is an appropriate constant such that M 2 = sup n≥1 { x n + Tx n }. Substituting (2.7) into (2.6) yields
Observe that
which implies that
Observe that (2.3) and (2. [20] is proved that αI + (1 − α)T is nonexpansive for each k ≤ α < 1). From Lemma 1.4 we know that such q ∈ F (B) exists and solves the variational inequality
Step 3.
Proof of Step 3. By definition, x t solves the fixed point equation
Thus we have
It follows from Lemma 1.1 that
where
On the other hand, from B = kI + (1 − k)T , we have
From the boundedness of x t − x n and x n − Bx n , by using (2.8) we obtain lim n→∞ f n (t) = 0 ∀t ∈ (0, A −1 ).
(2.11)
Since A is a linear strongly positive operator with coefficient γ , we have
(2.12) From (2.10) and (2.12), we have
which yields
(2.13)
Let n → ∞ in (2.13). Then (2.11) yields lim sup 
Therefore, from (2.15) from boundedness of {x n }, from boundedness of the map t → x t , t ∈ (0, A −1 ) and from the relation lim t→0 + x t = q we have lim sup
Hence (2.9) holds.
Step 4. lim n→∞ x n = lim n→∞ y n = q.
Proof of Step 4. From Lemma 1.1 and relation (2.2), we have
where M 5 is an appropriate constant such that 
Then {x n } ∞ n=1 converges strongly to some fixed point q of T which also solves the following variational inequality
Remark 2.3. It is well known T is nonexpansive if and only if T is 0-strict pseudo-contractive. Corollary 2.2 mainly improves Kim and Xu [13] and Yao et al. [18] from nonexpansive mappings to strict pseudo-contractions.
Applications
In this section, we give strong convergence theorems for a finite family of pseudo-contractions. 
be the composite process defined by (1.9) . Then {x n } ∞ n=1 converges strongly to some common fixed point q of
By Lemmas 1.6 and 1.7, we conclude that
Theorem 2.1, we can obtain the desired conclusion easily.
We note that in Theorem 3.1, it is proved that the sequence {x n } defined by (1.9) converges to the unique solution q of the variational inequality
In the algorithm (1.9), the weights {η i } N i=1 are not dependent on n, the number of iterations. Below, we consider a more general setting by allowing the weights {η i } N i=1 to be step-dependent. 
Proof. In view of the condition (3.2a), we may assume that α n ≤ A −1 . Then from Lemma 1.3 it follows that
i T i , then Lemmas 1.6 and 1.7 permit us to conclude that V n is a k-strict pseudocontraction with
2) can be rewritten as
By following the same proof contained in Theorem 2.1, we conclude that the sequences {x n } and {y n } are bounded. Moreover the following holds, for p ∈ F : Step 1.
Proof of Step 1. Set B n = β n I + (1 − β n )V n . Note that by Theorem 2 of [20] , B n is a nonexpansive map and
Moreover, we observe that
Let p ∈ F (V n ) = F . We recall that every k-strict pseudocontraction is also Lipschitzian with coefficient 1+k 1−k (see Proposition 2.1(i) in [8] ). Thus
On the other hand,
Then M 1 < ∞. From the above inequalities and from (3.6), we obtain then
Moreover, following the Proof of Theorem 2.1, we have
where M 2 = sup n≥1 { γ f (x n−1 ) − Ay n−1 }. Set M = max{M 1 , M 2 }. Applying (3.7) to (3.8), we obtain
The conditions (3.2a), (3.2b) and (3.2c) permit us to apply Lemma 1.2, which yields (3.5). Observe that x n − V n x n ≤ x n − x n+1 + x n+1 − y n + y n − V n x n ≤ x n − x n+1 + x n+1 − y n + β n x n − V n x n , which implies,
(1 − β n ) x n − V n x n ≤ x n − x n+1 + x n+1 − y n .
From the condition (3.2c), (3.4) and (3.5) we conclude lim n x n − V n x n = 0.
(3.9)
Step2 The set of weak limits of {x n }, ω w (x n ) is a subset of F . Proof of Step 2 Indeed let z ∈ ω w (x n ), then x n j z for some {n j } ⊂ N.
Without loss of generality, we can assume that η (3.12)
