The rst main contribution of this work is to propose an e cient VLSI architecture obtained by augmenting the Mesh with Multiple Broadcasting (MMB) with precharged 1-bit row and column buses. The new architecture that we call Mesh with Hybrid Buses (MHB, for short) is realizable in VLSI with no increase in the area or the wiring complexity of the MMB chip. Our second main contribution is to show that the MHB is extremely well suited for solving an entire slew of digital geometry tasks. The MHB is not a recon gurable architecture. Yet, quite remarkably, for a large number of fundamental digital geometry tasks, the MHB o ers a level of performance previously attained only by recon gurable architectures. Speci cally, with a digital image pretiled onto a MHB of size p n p n one pixel per processor, we show that the problems of: computing the convex hull of the image, computing the diameter and the width of the image, deciding whether a set of digital points is a digital line, computing the maximum distance between two images, deciding whether two images are linearly separable, computing several moments and low-level descriptors of the image including the perimeter, area, center, and median row of its convex hull can be solved in O(log n) time. By contrast, the fastest possible algorithms for the problems above on the MMB run in (n 1=6 ) time. Finally, we go on to show that, with minor changes, our algorithms can be implemented to run within costoptimality on a MHB of size p n log n p n log n .
We are now in a position to better describe our contribution. As stated, we propose a novel special-purpose architecture for digital geometry that involves augmenting the MMB with precharged 1-bit row and column buses. What distinguishes these buses from the usual buses of an MMB is that they support concurrent broadcast operations. As it turns out, broadcasting involves discharging the precharged bus and, in principle, this can be done simultaneously by several processors. The new architecture that we call Mesh with Hybrid Buses (MHB, for short) is realizable in VLSI and should be further explored as technology advances.
Our architecture is NOT recon gurable. Yet, quite remarkably, for a large number of fundamental digital geometry tasks, it o ers a level of performance previously attained only by recon gurable architectures. Speci cally, with a digital image pretiled onto a MHB of size p n p n one pixel per processor, we show that the problems of:
computing the convex hull of the image, computing the diameter and the width of the image, deciding whether a set of digital points is a digital line, computing the maximum distance between two images, deciding whether two images are linearly separable, computing a number of moments and low-level descriptors of the image including { the perimeter, { area, { center, { median row of its convex hull, can be solved in O(log n) time.
By contrast, quite recently, Bokka et al. 14] proved an (n 1=6 ) time lower bound for the task of computing the logical OR of n c bits on a MMB of size n c=2 n c=2 . Their lower bound implies an (n 1=6 ) time lower bound for all the problems listed above (and, in fact, for many others). Another interesting feature of the MHB is that existing algorithmic techniques for the unenhanced mesh and the MMB adapt well to the new architecture. As we see it, this is exceedingly important, as there is a wealth of techniques and algorithms developed for these platforms 1, 2, 14, 38, 39, 40] .
The remainder of the paper is organized as follows: Section 2 discusses the details of the novel architecture; Section 3 discusses basic data movement results on the MHB that are key ingredients in our algorithms; Section 4 discusses the proposed fast algorithms for digital geometry; Next, Section 5 shows that with small changes the algorithms developed in Section 4 can be implemented with cost-optimality on a MHB of size p n log n p n log n . Finally, Section 6 o ers concluding remarks and poses open problems. 2 The Mesh with Hybrid Buses: Architecture and Model A mesh with hybrid buses of size M N consists of MN identical SIMD processors positioned on a rectangular array overlaid with a hybrid bus system. As in the regular mesh, processor P(i; j) is located in row i and column j, (1 i M; 1 j N), with P(1; 1) in the north-west corner.
Processor P(i; j) is connected to its four neighbors P(i ? 1; j), P(i + 1; j), P(i; j ? 1), P(i; j + 1), provided they exist. Each processor is assumed to know its own position within the mesh and to have a constant number of registers of size O(log MN); in unit time, every processor performs some arithmetic or Boolean operation, communicates with one of its neighbors using a local link, broadcasts a value on a bus, or reads a value from a speci ed bus. These operations involve handling at most O(log MN) bits of information.
The hybrid bus system consists of two types of buses:
1. data-buses (d-buses, for short) are buses of width O(log MN) bits. At most one processor can broadcast on any d-bus at any one time. The remaining processors connected to the bus can read the value being broadcast.
2. signal-buses (s-buses, for short) are precharged 1-bit buses that support concurrent broadcast;
as we shall argue, this poses no technological problem as any processor that wants to broadcast on the s-bus, proceeds to drain the voltage precharged on the s-bus. Clearly, more than one processor can \broadcast" in this fashion on the bus. In every row of the mesh the processors are connected to a d-bus and to an s-bus; similarly, in every column the processors are connected to a d-bus and to an s-bus as illustrated in Figure 1 .
We now brie y discuss the s-bus architecture. To implement concurrency in the s-bus broadcast,
we adopt the idea of using precharged logic from 17, 55] . For illustration consider row r of a MHB.
Every s-bus is precharged to high voltage. In phase one of a two-phase clock cycle, we allow charge to enter the wire as suggested in 55]. In the second phase, every processor P(r; c) in row r that wishes to broadcast on the s-bus sets the connection S c allowing the charge to drain to ground as illustrated in Figure 2 . Clearly, more than one processor can allow the precharged bus to drain simultaneously. Notice what happens if the charge is not drained: referring to Figure 2 , the 1-bit register R i of processor P(r; i) will record a 1 whenever the charge of the bus is high. This happens if and only if no processor \broadcasts" on the s-bus. Otherwise, the voltage on the bus is low and R i records a 0. As argued in 55], the time taken to precharge a 1-bit bus is about 0.7 ns. Similarly, draining the precharged bus in the broadcast phase takes about 2 ns. 
Preliminaries
The purpose of this section is to present a number of data movement techniques for the MHB that will be instrumental in the design of our algorithms.
Consider a linear MHB with N processors such that for every i, (1 i N), processor P(i) stores a bit b i . The \row-wise" OR problem asks to determine the logical OR of the bits b 1 ; b 2 ; : : : ; b n . To solve the problem, we mandate every processor storing a 1 to broadcast on the s-bus. Thus, we have the following result. We now describe the details of a very simple data movement that allows to compute the maximum of a sequence a 1 ; a 2 ; : : : ; a N of log n-bit numbers on a linear MHB with N processors. We assume that for every i, (1 i N), processor P(i) stores a i . Proof. Since all the a i 's are log n-bit integers, they can range in value from 0 to n ? 1. By using case, the original range is reduced by a factor of 2. Clearly, the maximum is identi ed at the end of log n such iterations.
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Lemma 3.3 has the following interesting consequence. Consider a linear MHB with N processors such that for every i, (1 i N), processor P(i) stores an item. Some of these items are marked.
We are interested in determining the leftmost processor (i.e. the one with the smallest index) storing a marked item. The indices of the processors are log N-bit integers. Thus, using Lemma 3.3, we can obtain the following result.
Lemma 3.4 The task of determining the leftmost (resp. rightmost) processor of a linear MBH of size N that stores a marked item can be solved in O(log N) time.
Consider two sequences a 1 ; a 2 ; : : : ; a N and b 1 ; b 2 ; : : : ; b N , of log n-bit numbers pretiled onto a linear MHB with N processors such that for every i, ( We now show that the task of computing the maximum of a sequence a 1 ; a 2 ; : : : ; a N of real numbers pretiled one per processor in one row or column of a MHB of size N N can be performed in O(1) time. We assume that for every i, (1 i N), processor P(1; i) stores a i , and that all the input items are distinct. Should this not the case, we can replace every item a i by the ordered pair (i; a i ). The details follow.
Step 1. Every processor P(1; j), (1 j N), broadcasts a j on the d-bus in column j.
Step 2. Every processor P(i; i), (1 i N), broadcasts a i on the d-bus in row i.
Step 3. fNotice that every processor P(i; j), (1 i; j N), knows a i and a j .g Every processor P(i; j), ( Step 4. Every processor P(i; j) with f i;j =0 , (1 i; j N), broadcasts a 1 on the s-bus in its own column. The unique processor P(1; j) that does not receive a 1 on the s-bus in its own column identi es a j as the maximum.
Thus, we have proved the following result. Further, consider a MHB of size N N and let a 1 ; a 2 ; : : : ; a N 2 be a sequence of log n-bit numbers pretiled, one per processor, onto the MHB. We are interested in computing the maximum of the sequence a 1 ; a 2 ; : : : ; a N 2 . We proceed as follows. Using Lemma 3.3 we compute the maximum in each row of the MHB in O(log n) time. We then compute the maximum of these maxima in O(1) time using Lemma 3.6. The overall computation time is bounded by O(log n). To summarize, we have proved the following result. Lemma 3.7 The maximum (resp. minimum) of a collection of N 2 log n-bit numbers stored on per processor in a MHB of size N N can be computed in O(log n) time.
Next, we describe the details of a simple data movement that allows us to compact a list by eliminating some of its elements. Suppose that the processors in the rst row of a MHB of size N N store a sequence a 1 , a 2 , : : :, a N of items with some of the items marked. Assume further that every marked item knows its rank among the marked items. We wish to obtain an ordered sublist consisting of the marked elements, stored in order, in the leftmost positions of the rst row of the mesh. This task can be performed as follows. Suppose that a i is the k-th marked element in the sequence; processor P(1; i) will broadcast a i to processor P(k; i) on the d-bus in its own column; in turn, P(k; i) will broadcast a i to P(k; k) on the d-bus in row k. Finally, P(k; k) will broadcast a i to P(1; k) on the d-bus in column k. Consequently, we have the following result. Remark: It is important to note the di erence between Lemma 3.6 and Lemma 3.9. Even though the maximum of N numbers pretiled one per processor on a MHB of size N N can be computed in O(1) time, at this writing, we do not know how to compute the corresponding pre x sums in o(log N) time.
Lemma 3.8 and Lemma 3.9, combined, allow us to rank and compact the marked elements in a sequence a 1 , a 2 , : : :, a N stored in one row (resp. column) of M. This is done as follows. Assign the value of 1 to every marked item and a value of zero to the remaining items. Now compute the pre x sums of the resulting sequence. For every marked item, the value of the pre x sum represents its rank amongst the marked items. Now Lemma 3.8 guarantees that the marked items can be compacted in the leftmost processors of the rst row of M. Thus we have the following result. We now review, in the context of the MHB, two basic results in digital geometry that will be used in our convex hull algorithm. Recall that the convex hull CH(R) of a digital region R 3, 22] is the smallest convex set containing all centers of black pixels in R. Every pixel of CH(R) is termed an extreme pixel of R. Assume that CH(R) is available. The rst problem that we consider is that of updating CH(R) in the presence of a new black pixel u added to R. We handle this problem in the special case where u lies to the left of CH(R). It is well known 22, 53] that the problem involves nding the extreme pixels of R fug. For de niteness, assume that the extreme pixels of CH(R)= v 1 ; v 2 ; : : : ; v p n , enumerated in clockwise order, are stored in the rst row of a MHB M of size p n p n and that every v i knows the coordinates of its neighbors v i?1 and v i+1 , if any. We begin by broadcasting using the d-bus the coordinates of u to all the pixels of CH(R). Next, the processor storing v i checks whether both pixels v i?1 and v i+1 are below or above the digital line uv i . It is easy to see that exactly two processors detects this condition 1 . It is now easy to mandate the corresponding pixel on the upper hull to broadcast its coordinates on the d-bus in the rst row of M. The same is repeated for the lower hull. This data movement also allows every processor holding an extreme pixel of R to determine whether the corresponding pixel is an extreme pixel of R fug. Furthermore, a simple algebraic operation allows all the extreme pixels of the convex hull of R fug to nd their rank. By Lemma 3.8 we can compact all the extreme pixels in the leftmost positions of the rst row. Thus, we have the following result.
Lemma 3.11 Let R be a digital region whose convex hull is known, and let u be a pixel to the left of CH(R). Computing the convex hull of R fug can be done in O(1) time.
Next, consider two separable digital regions R and R 0 of an image of size p n p n pretiled onto M one pixel per processor, and assume that the corresponding convex hulls CH(R) and CH(R 0 ) are available. We are interested in identifying the extreme pixels of the digital region R R 0 . For an illustration the reader is referred to Assume that CH(R)= u 1 ; u 2 ; : : : ; u p n and CH(R 0 )= v 1 ; v 2 ; : : : ; v p n are enumerated in clockwise order, with R to the left of R 0 and that the extreme pixels of CH(R) and CH(R 0 ) are stored, one pixel per processor, in two rows of M. We proceed as follows. First, we let every processor P(i; j), (1 i; j p n), obtain one copy of u i and one copy of v j . This task can be easily done by the simple data movement described in Steps 1 and 2 of Lemma 3.6. Every processor P(i; j) checks 1 One on the upper hull, the other on the lower hull of R. whether both the left and right neighbors of v j on V , that is, v j?1 and v j+1 (provided they exist), lie below or above the digital line determined by u i and v j . A processor detecting this condition, broadcasts the coordinates of v j to P(i; 1). It is crucial to note that exactly one processor on the upper hull of R R 0 and one processor on the lower hull of R R 0 detect this condition in any one row of the mesh and, hence, no broadcasting con icts can arise on any of the d-buses employed.
Further, if the processor P(i; 1) holding u i receives the coordinates of a pixel v j , then to establish whether u i and v j are extreme pixels of R R 0 , it needs only check whether both u i?1 and u i+1 (provided they exist), are below the line determined by u i and v j . Next, assume without loss of generality that the upper supporting line of R R 0 is determined by u k and v l . Note that no pixel u i with k+1 i p n belongs to the convex hull CH(R R 0 ). Similarly, no pixel v j with 1 j l?1 belongs to the new hull. Furthermore, the rank in CH(R R 0 ) of every u i , (1 i k), is i, and the rank of every v j , (l j p n), is j + 1 + k ? l.
Finally, using the ranks, a simple data movement similar to the one discussed in Lemma 3.8 allows us to compact the pixels of CH(R R 0 ) into the leftmost positions in the rst row of M, at most two pixels per processor, as discussed in 14]. In summary, we have the following result. 
The Algorithms
The purpose of this section is to show that the power and exibility of the MHB can be exploited to obtain fast algorithms for a number of fundamental problems in digital geometry and image processing. Throughout this section, we assume that a binary \black and white" image of size p n p n has been pretiled in row major order onto a MHB M of the same size, one pixel per processor. More speci cally, we assume that for every choice of i; j, the pixel of coordinates (i; j) in the image is stored by the processor P(i; j). To simplify the exposition, we shall refer to directions north, south, east, and west de ned in the obvious way. In this terminology, P(1; 1) is in the north-west corner of the mesh. As customary, back pixels are part of \ gures" while white pixels are considered \background " 3, 53] . For computational purposes, we assume that \black" pixels are represented by 1's and \white" pixels by 0's.
We now formally state the digital geometry problems that we investigate in this work. SMALLEST-WINDOW: Find the smallest window into which a given digital image will t. CONVEX-HULL: Find the convex hull of all the black pixels in the image. SEPARABILITY: Given two images decide whether they are linearly separable. DIGITAL-LINE: Determine whether or not a set A of digital points is a digital line. DIAMETER: Compute the largest distance between any two black pixels in the image (in case the image contains at most one black pixel the diameter is de ned to be 0). MAX-DISTANCE: Given two images A and B nd the largest distance between a black pixel in A and a black pixel in B.
PERIMETER: Given a binary image, compute the length of the boundary of its convex hull. AREA: Given a binary image, compute the area of its convex hull. CENTER: Given a binary image, compute the centroid of its convex hull. MEDIAN-ROW: Given a binary image, compute the median row of its convex hull. WIDTH: Given a binary image, compute the smallest distance between parallel lines of support.
Computing the Smallest Window
One of the fundamental problems that the designers of an e cient window-based graphics system have to solve is the computation of the smallest rectangular window into which a digital image will t. A basic ingredient for solving this problem is the computation of the leftmost black pixel in every row of the image. The problem is interesting in its own right and, in addition, nds many other applications in image processing, digitized geometry and computer graphics. Recently, Bokka et al. 14] showed that the leftmost black pixel computation takes (n 1=6 ) time on a MMB of size p n p n. By contrast, we exhibit a solution running in O(1) time on a MHB of the same size.
The algorithm begins by determining the rows of the image that contain black pixels. By Lemma 3.1 the leftmost processor in every row nds out in O(1) time whether the row contains any black pixels. For further reference, every processor in the rst column of the mesh sets a register to 1 or 0 depending on whether or not its row contains a black pixel.
Next, we determine the northernmost row in the image that contains at least one black pixel. In a perfectly similar way one can determine the southernmost row, the easternmost column, and the westernmost column that contain black pixels. Clearly, once this information is available, we solve in O(1) time the smallest window problem. We now proceed to show how the northernmost row of the image is computed.
The idea is based on the fact that the northernmost row must be a row that has detected a black pixel. Furthermore, among all eligible rows, we need to select the one with the smallest index. Let b 1 ; b 2 ; : : : ; b p n be the binary sequence stored by the processors in the rst column of the mesh as a result of the previous computation. We need to determine the smallest subscript i for which b i is a 1. This can be easily done by solving the minimum (resp. maximum) problem for b 1 ; b 2 ; : : : ; b p n . By Lemma 3.6 the whole task requires O(1) time. Consequently, we have the following result. 
Digital Convexity of Binary Images and Applications
The convex hull of a binary image is the smallest convex set containing all centers of black pixels 3]. A digital region R is a nite set of digital points (black pixels). R is convex if and only if the convex hull CH(R) of R contains no point of the complement of R 29].
A black pixel (i; j) of R is an extreme pixel if the convex hull of the region R 0 obtained from R by making (i; j) white is di erent from CH(R). As an illustration, pixel r in Figure 4 is not an extreme pixel, while both p and q are.
In this terminology, computing the convex hull amounts to producing the list of all the extreme pixels in clockwise order. This list must be such that: (1) every pixel on the convex hull knows its rank in the ordering, and (2) every pixel knows the identity of its left and right neighbors on the convex hull. In outline, our algorithm to compute the convex hull of a region R of interest (for simplicity we assume that R is the whole image) proceeds as follows. We begin by identifying the leftmost (resp. rightmost) black pixel in every row of the image. Similarly, we identify the topmost (resp. bottommost) pixel in every column of the image. Such pixels will be termed candidates. Clearly, a pixel cannot be extreme for the convex hull unless it is a candidate pixel. Next, we divide all the candidate pixels into two groups, according to their position and consider the computation of the extreme points of the convex hull in each of the groups separately. We describe the computation of the \western hull" as the computation is essentially the same for the others. Referring to Figure  4 , the western hull is comprised between the leftmost pixel in the southernmost row containing a black pixel and the leftmost pixel in the northernmost row containing a black pixel. In Figure 4 , for example, the corresponding pixels are p and q, respectively, and the western hull is drawn in heavy lines.
The algorithm begins by determining the position of the leftmost black pixel in every row (if any). By Lemma 3.4, this task can be performed in O(log n) time. Let c 1 ; c 2 ; : : : ; c p n be the leftmost black pixel in the rows of the MHB in top-down order, stored by the processors in the rst column of the mesh. The western hull will be computed recursively as follows. Partition the original MHB into submeshes of size p n=2 p n=2 and recursively compute the western hull of the pixels c 1 ; c 2 ; : : : ; c p n=2 in the north-western submesh, while the western hull of the pixels c p n=2+1 ; c p n=2+2 ; : : : ; c p n is computed in the south-eastern submesh. Clearly, this is possible and no broadcasting con ict will arise. Now, the two resulting hulls are merged as described in Lemma 3.12. The eastern hull is computed similarly. It is also immediate how these two artifacts are combined. Consequently, we have the following result. An important problem in a number of applications is referred to as point location. Here, we are interested in determining whether a given query point lies inside the convex hull of a digital image. The problem has numerous rami cations to robotics 56], image processing and computer vision 34, 49] , and computer graphics 45], among others. Assume that the convex hull of a digital region R has been computed as described above. In preparation for solving point location problems, every pair of consecutive extreme points (i; j) and (i 0 ; j 0 ), (i < i 0 ), on the convex hull, is broadcast on the d-buses in rows i + 1; i + 2; : : : ; i 0 to all the pixels in these rows. To avoid broadcast con icts, the points on the western hull are handled rst, followed by the points on the eastern hull. Thus, in O(1) time every pixel in the image determines whether it belongs to CH(R).
Corollary 4.4 Given a digital region along with its convex hull CH(R), pretiled on a MHB of size p n p n, for any query point one can determine in O(1) time whether or not it belongs to CH(R).
Yet another important problem in digital geometry, pattern recognition, and image processing is to determine whether a given digital region R is convex. To solve the problem, CH(R) is computed in O(log n) time. Every pixel in CH(R) that is not in R writes a 1 in a local register. We have thus reduced the convexity problem to computing the OR of a binary sequence, which by Corollary 3.2 can be solved easily in O(1) time. Consequently, we have the following result.
Theorem 4.5 The task of detecting whether a digital region pretiled one pixel per processor in a MHB of size p n p n is convex can be performed in O(log n) time.
Linear Separability of Binary Images
In many applications, pixels of a given image are labeled such that the whole image is subdivided into several subimages. Two (sub)images A and B are linearly separable if there exist a straight line that separates centers of black pixels in A from centers of black pixels in B (the separating line must not contain the center of any black pixel from A or B). Linear separability can be tested in the following way:
Step 1. Construct the convex hulls CH(A) and CH(B) of A and B, respectively. Both hulls have O( p n) edges.
Step 2. Each pixel (black or white) from the overall image determines whether it lies inside CH(A)
or not, and writes 1 into a local register if it is inside, and 0 otherwise. This is done as in Corollary 4.4 of the previous subsection.
Step 3. Analogously, each pixel (black or white) from the overall image determines whether it is inside CH(B) or not, and adds 1 to the register if it is inside, and 0 otherwise.
Step 4. Each pixel checks whether the value stored in the local register is a 2, that is, whether it is inside both CH(A) and CH(B). If so, it writes 1 in the local resister and 0 otherwise.
Step 
The usual practice is to choose the center of area (also referred to as centroid) as a standard location descriptor. In addition, the center of an image has many applications in matching the shapes of two closed contours (see 3, 22] for details). It is well-known 22, 34] that in many vision systems (natural and arti cial) the perceptually relevant features of a binary image are captured by its convex hull. It is therefore meaningful to compute moments of the convex hull of such an image as approximations of the moments of the image itself. The easiest to compute are the perimeter and area of the convex hull. For this purpose, one begins by turning black every white pixel whose center belongs to the convex hull. The new image is referred to as expanded 22] . For example, the expanded convex hull of the image in Figure 4 is featured in Figure 5 . By Corollary 4.4, the expansion task takes O(1) time once the convex hull is available.
For further reference, note that in every row of the expanded hull, the black pixels form a contiguous block. It is therefore easy to determine the number of black pixels in each row of the convex hull. This is done as follows. First, in every row every processor detects in O(1) time whether A similar computation, whose details are omitted, allows us to compute the perimeter of the convex hull of a given image. We have the following result. To compute the median row, we proceed along the same lines as before: having computed the number s i of black pixels in every row, we compute the corresponding pre x sums in O(log n) time.
The median row is now determined in one more comparison. Thus, we have the following result.
Theorem 4.10 The median row of the convex hull of a digital region of size p n p n stored in a MHB of the same size can be computed in O(log n) time.
Detecting Digital Lines
Now, we consider the problem of determining whether or not a set A of digital points is a digital The problem of detecting digital lines can be extended to higher dimensions using the digitization scheme and recognition algorithm from 52]. The method in 52] generalizes the planar case 30] and uses the criteria that a set of points in higher dimensional grid is a digital line if and only if some projections of the set of points on two dimensional grids are digital lines in plane. The solution is obtained from the planar case and the above criteria, and its complexity is O(k log n), where k is the dimension of the grid. Two particular instances of the L p metrics which are most often used in digital geometry 25, 29, 31] are the Euclidean distance corresponding to p = 2, and the Manhattan distance corresponding to p = 1.
Diameter of a Digital Image
The diameter of an image is de ned to be the largest distance function (in some metric) between two black pixels in the image. As pointed out in 31] the Euclidian distance function is usually harder to compute. In fact, it is well known that once the Euclidian distance functions are available, the Manhattan distance can be computed by using straightforward algebraic manipulations 22, 53] . With this observation in mind, in this work we shall address the problem of computing the Euclidian diameter of a digital image.
As usual, we assume a digital image of size p n p n pretiled one pixel per processor in a MHB M of the same size. It is well-known that the diameter of a digital image is achieved by pixels on the convex hull. Our algorithm, therefore, begins by identifying the convex hull of the image. Since the convex hull contains O( p n) extreme pixels, we can arrange to move all the pixels in the order in which they appear on the convex hull to the rst row of M, at most four per processor.
By using data movement similar to that detailed in Lemma 3.8, this task takes O(log n) time.
Let H = (a 1 ; a 2 ; :::; a 4 p n ) be the extreme pixels of the convex hull of the image enumerated in clockwise order. The idea of the algorithm is to compute all the distances between the extreme pixels in H and to retain the pair with the maximum distance as the diameter. Recall that, in our scheme, every processor in the rst row of the mesh stores (up to) four extreme pixels of the convex hull.
To begin, for every i; j, (1 i; j p n), the processors P(1; i) and P(1; j) send a copy of the pixels they hold to processor P(i; j). The reader should have no di culty con rming that using a simple data movement on the d-buses this task can be performed in O(1) time. Next, every processor P(i; j) computes the square of the inter-pixel distances of the (up to) eight pixels it holds, and retains the maximum of these values d i;j . Note that all the d i;j 's are O(log n)-bit integers. Now, by Lemma 3.7, d max , the maximum of the d i;j 's can be computed in O(log n) time. Finally, the diameter is computed as the square root of d max . To summarize our ndings, we state the following result.
Theorem 4.12 The diameter of a digital image pretiled one pixel per processor in a MHB of size p n p n can be computed in O(log n) time.
The width of a digital image is de ned as the smallest distance between any two black pixels in the image. The problem of computing the width of a digital image is central to path planning 27], morphology 54], and in a number of facility location problems. As it turns out 27], the width is achieved by antipodal pairs 54]. Recall that pixels p i and p j of a convex hull P are an antipodal pair if P admits parallel supporting lines through p i and p j . The set of antipodal pairs of a convex hull P is a subset of the set f(p i ; p j ) j p i and p j are a pair of extreme pixels of Pg. This guarantees that by replacing largest with smallest, the previous algorithm can be used to determine the width of a digital image. Thus, we have the following result. Theorem 4.13 The width of a digital image pretiled one pixel per processor in a MHB of size p n p n can be computed in O(log n) time.
Maximum Distance Between Images
The problem of computing the largest distance between two digital images is used in clustering 3, 22, 49], computer graphics 45], and image understanding 3, 18, 56] . To solve the problem e ciently, we parallelize the algorithm of Bhattacharya and Toussaint 12] .
Let R and R 0 be two digital regions of interest. The problem is to return the largest distance between a black pixel in R and a black pixel in R 0 . For this purpose, we compute the convex hull CH(R) and CH(R 0 ) as described in Subsection 4.2. Next, we nd p xmin , p xmax , p ymax and p ymin the westernmost, easternmost, northernmost and southernmost pixels of CH(R) (for simplicity we assume that they are unique), and compute the smallest window W containing CH(R The main goal of this section is to develop work-optimal algorithms for the problems discussed in Section 4. The input to the cost-optimal algorithms is an n-pixel binary image R pretiled on a MHB of size p n log n p n log n . In this scenario, each processor of the MHB stores log 2 n pixels in its local memory.
A Cost-Optimal Convex Hull Algorithm
Let M be a p n log n p n log n MHB and R be a p n p n image pretiled onto M, log 2 n pixels per processor. In this subsection, we propose an O(log 2 n) time algorithm for computing the convex hull of R. For simplicity, we only show how to compute the upper eastern hull of R, denoted by UEH(R). The lower eastern, the upper western, and the lower western hulls of R can be computed similarly.
Before presenting the details, it is appropriate to give the reader an outline of the algorithm.
Let I(v) and J(v) denote, respectively, the i-coordinate and j-coordinate of pixel v. Figure 6 (a) illustrates the orginal set of pixels that are input to the algorithm. We refer the reader to Figures 6 { 9 for an illustration of the various steps of the algorithm below.
Algorithm UpperEasternHull
Step 1. For each row x of R, we nd the rightmost black pixel of the row, denoted by l x . The pixels l x 's are equally partitioned into p n log n sets Q i 's, 1 i p n log n as illustrated in Figure  6 (b);
Step 2. For each i, delete from Q i every pixel l x with J(l x ) < maxfJ(l 1 ); J(l 2 ); :::; J(l x )g as Step 3. For each i, compute UEH(Q i ) and then delete from Q i all the pixels not contained in UEH(Q i ), where UEH(Q i ) is the upper eastern hull of Q i as shown in Figure 7 (d);
Step 4. i = max i<j p n= log n fm (j) i g. Therefore, we can determine Next(i) and NextHead(i) by computing max i<j p n= log n fm (j) i g.
Step 5. Similar to Step 4, we determine the values of Last(i) and LastHead(i), where Last(i) = t if and only if t is the smallest index satisfying that all the pixels in Q t ; Q t?1 ; :::; Q i are to the left of the common tangent between Q t and Q i , and LastHead(i) is the pixel in Q i lying on the common tangent as illustrated in Figure 8 (f);
Step 6. For each i, if Next(i) 6 = Last(Next(i)) all pixels in Q i are deleted from Q i as shown in Figure 9 (g); otherwise, the pixels to the left of LastHead(i) and the pixels to the right of NextHead(i) are deleted from Q i as shown in Figure 9 (h). After Step 6, the pixels in Q i 's are UEH(R).
In the following, we present the details of the above algorithm.
Lemma 5.1 Step 1 of algorithm UpperEasternHull can be implemented in O(log 2 n) time. After
Step 1, Q i is stored in P(1; i).
Proof. Each l x can be determined in O(log n) time on a linear MHB of size p n log n as follows.
Initially, each P(i) contains log n consecutive pixels of the row x of R. First, each P(i) determines the leftmost black one among the pixels contained in it, denoted by y i . Clearly, this step takes O(log n) time. Then, we nd l x by determining the leftmost one among y i 's, which by Lemma 3.3 takes O(log n) time.
Since each row of M contains log n rows of R, in O(log 2 n) time, we can compute all l x 's. After the computing, Q i is stored in P(i; 1) . By a simple data routing, we can transmit each Q i from P(i; 1) to P(1; i). Proof. The implementation details of Steps 2 through 6 follow. Recall that after Step 1, each Q i is of a size n log n and is stored in P(1; i).)
Step 2. From each Q i , processor P(1; i) deletes every pixel l x with J(l x ) < max 1 j x fJ(l j )g.
Clearly, by performing a pre x maxima computation, this step can be done in O(log n) time.
Step 3. From each Q i , processor P(1; i) deletes every pixel not contained in UEH(Q i ).
Using a stack, P(1; i) can compute UEH(Q i ) in O(log n) sequential time by using the classic Graham scan algorithm 46]. Thus, this step takes O(log n) time.
Step 4. fFor each Q i , determine the values of Next(i) and NextHead(i).g
Step 4.1. Send one copy of Q i and Q j to each P(i; j).
Step 4.2. Each P(i; j) determines the common tangent CT (j) i and the two pixels v (j) i and u (j) i .
By using binary search method, this step can be done in O(log log n) sequential time 28].
Step 4. Theorem 5.5 Let M be a q n log n q n log n MHB. Determining whether a subset A of a p n p n image R is a digital line can be done in O(log n) time on M. Initially, R is equally pretiled on M. Proof. First, check whether A is a digital arc. If it is not, A is not a digital line. Since each P(i; j) contains log n pixels of R, Step 1 can be done in O(log n) time. Assume that A is a digital arc. Let R(i 1 ; j 1 ) and R(i 2 ; j 2 ) be the two endpoints of A. Clearly, the two endpoints can be determined in O(log n) time. Without losing any generality, we assume that the slope of the straight line de ned by R(i 1 ; j 1 ) and R(i 2 ; j 2 ) is positive and smaller than or equal to 1. And we assume that i 1 is smaller than i 2 . Referring to Figure 10 let LeftLine be the straight line de ned by (i 1 ; j 1 ? 2) and (i 2 ; j 2 ? 2), and RightLine be the straight line de ned by (i 1 ; j 1 + 2) and (i 2 ; j 2 + 2). Clearly, if there is a pixel in A not lying between LeftLine and RightLine, A is not a digital line. We can check this condition in O(log n) time on M. In the following, we assume that A is a digital arc and all pixels in A lie between LeftLine and RightLine. By de nition, A is a digital line if and only if A is convex. Since all pixels in A lie between LeftLine and RightLine, in each row of M, at most two adjacent processors contain the pixels in A. Thus, we can determine the leftmost and rightmost pixels of each row of A in O(log n) time. Then, by Corollary 5.4, we compute the convex hull of A in O(log n) time. Finally, we verify whether A is convex by comparing it with the computed convex hull. Clearly, the verifying takes O(log n) time. 2 
Conclusions and open problems
With the advent of miniaturization in VLSI it has become technologically feasible and economically interesting to develop high-speed, applications-speci c, architectures for problem domains requiring real-time solutions. The main contribution of this work was to present such a special-purpose architecture. Our design, called Mesh with Hybrid Buses (MHB, for short), extends the Mesh with Multiple Broadcast (MMB) architecture by the addition of 1-bit row and column buses. Using precharged circuit technology these buses are realizable in VLSI. Theoretically, the resulting chip has essentially the same wiring and area complexity as the MMB chip.
Our second main contribution is to show that the MHB is extremely well suited for solving an entire slew of digital geometry tasks. Rather remarkably, for a large number of fundamental digital geometry tasks, the MHB o ers a level of performance previously attained only by recon gurable architectures.
Speci cally, in this paper we considered the following fundamental digital geometry problems.
SMALLEST-WINDOW: Find the smallest window into which the image will t.
CONVEX-HULL: Find the convex hull of all the black pixels in the image.
SEPARABILITY: Given two images decide whether they are linearly separable.
DIGITAL-LINE: Determine whether or not a set A of digital points is a digital line.
DIAMETER: Compute the largest distance between any two black pixels in the image.
MAX-DISTANCE: Given two images A and B nd the largest distance between a black pixel in A and a black pixel in B.
PERIMETER: Given a binary image, compute the length of the boundary of its convex hull.
AREA: Given a binary image, compute the area of its convex hull.
CENTER: Given a binary image, compute the centroid of its convex hull.
MEDIAN-ROW: Given a binary image, compute the median row of its convex hull.
WIDTH: Given a binary image, compute the length of the smallest distance between parallel lines of support.
We have demonstrated that for these problems the MHB o ers solutions whose running time is bounded by O(log n). Up to now, this level of performance was only obtained by using recongurable architectures. Recently, Bokka et al. 14] showed that these and many other similar problems have an (n 1=6 ) time lower bound on the MMB. Therefore, for a large number of fundamental digital geometry tasks, the MHB features an exponential gain in the running time when compared with the MMB.
A number of other problems remain open. For example, it would be of interest to know what other problems can be solved fast on the MHB. In particular, we are interested in investigating the possibility of nding in the same time-bound the minimum distance between two digital regions, the Hausdor distance of two regions 51], as well as the Voronoi diagram of a digital image.
This promises to be an exciting area for further research.
