We prove that approximating the size of the smallest trapping set in Tanner graphs of linear block codes, and more restrictively, LDPC codes, is NP-hard. The proof techniques rely on reductions from three NPhard problems, the set cover, minimum three-dimensional matching, and the minimum Hamming distance problem. The ramifications of our findings are that methods used for estimating the height of the error-floor of long LDPC codes, centered around trapping set enumeration, cannot provide accurate worst-case performance predictions.
I. INTRODUCTION
In the past decade, the search for efficient and nearoptimal decoding algorithms for linear block codes culminated with the rediscovery and generalization of the notion of sparse codes and iterative message passing algorithms. Iterative decoders can approach the Shannon limit of reliable communication with polynomial time complexity, provided that they operate on long, lowdensity parity-check (LDPC) codes. This is achieved by using graphical representations of codes, termed Tanner graphs, that contain a small number of edges. On such graphs, probabilistic inference of the form of iterative message passing is known to have linear complexity.
The performance of linear block codes under iterative decoding, and the performance of LDPC codes in particular, depends on the structural properties of their underlying Tanner graphs. For each channeldecoder pair, there exist vertex configurations in the code graph on which a given iterative decoder fails. For some frequently encountered Discrete Memoryless Channels (DMCs), such configurations are known as near-codewords [9] , trapping and stopping sets [3] , [12] , pseudocodewords [7] , or instantons [13] .
It is known that maximum-likelihood (ML) decoders fail when transmission errors are confined to Tanner graph configurations corresponding to codewords, while iterative decoders usually fail to make correct decisions on (strictly) larger sets of configurations. For [3] , a subset of which are the codewords themselves. For the Additive White Gaussian Noise (AWGN) channel and sum-product decoding, failures arise due to subsets of vertices in the code graph termed near-codewords. As a result, iterative decoders exhibit sub-optimal performance compared to ML decoders, and this performance loss most frequently manifests itself in terms of the appearance of error-floors in the Bit-Error-Rate (BER) curve of the code.
The error-floor phenomena is a problem of focal importance in the theory of iterative decoding, since many practical applications of codes on graphs require extremely low operational BERs. Since such low BERs are well beyond the scope of current Monte-Carlo simulation techniques, several methods were proposed for estimating the height of the error-floor based on enumerating small trapping sets and exploring dominant instantons [12] , [13] . These techniques perform fairly accurately for codes of short and moderate length, but they are time consuming, and no rigorous analytical study of the termination criteria for the search procedure is known.
Recently, it was shown that the problem of finding the smallest stopping set in an arbitrary code graph is NPhard to approximate up to a constant term [10] . In [17] , it was shown that finding the smallest k-out set, which represents a straightforward generalization of the notion of a stopping set, is NP-hard as well. The results in [17] do not capture the fact that trapping sets are usually characterized in terms of two parameters. Furthermore, the notion of a trapping set is meaningful only in conjunction with a fixed decoding method. Finally, no hardness results for approximating k-out sets or more general trapping sets are currently known.
The main contribution of our work are three-fold. First, we improve upon the hardness results of approximating stopping sets, presented in [10] . Second, we provide a set of new results regarding the hardness of finding the smallest trapping sets for the Zyablov-Pinsker (ZP) decoder [19] , [18] , and the product-sum decoder. The third, and most important result, asserts that these hardness results carry over to the case of LDPC code graphs.
The paper is organized as follows. Section II introduces the trapping set structures under investigation, as well as their corresponding decoding algorithms. Section III provides a brief overview of a class of NPhard problems that are used in the reduction proofs of our main result. Section IV contains results regarding the hardness of approximating trapping sets, while Section V specializes these results for the class of sparse code graphs. The messages passed between vertices of the Tanner graphs during iterative decoding depend on the particular choice of the transmission channel. For a detailed description of decoding procedures for signaling over the BEC channel (the well known edge removal (ER) algorithm), the BSC channel (the Zyablov-Pinsker (ZP) algorithm), and AWGN channel (the product-sum algorithm), the interested reader is referred to [3] , [19] , [18] , [12] .
Note that for the AWGN channel, and messagepassing algorithms, no precise analytic characterization of all failure modes is known. Extensive computer simulations [12] , [8] show that errors are usually confined to near codewords, that resemble codewords in so far that they result in a very small number of unsatisfied check equations. We focus our attention on three such configurations, defined below. Definition 1 (BEC Stopping Sets): Given a bipartite graph G = (L U R, E), we say S c L is a stopping-set if the degree of each vertex in F(S) in the induced graph Gs on S U F(S) is at least two. Definition 2 (BSC ZP-Trapping Sets): Let G = (L U R, E) be a regular bipartite graph with left-degree T. We say S c L is a ZP trapping set if the induced graph Gs on S U F(S) is such that all vertices in S are connected to less than f-L( -1)/2] odd degree vertices in Gs. We are concerned with the worst-case computational complexity of the following problems. 1) MINSTOP: Find the stopping set of minimum cardinality. 2) MINTzp: Find the ZP-trapping set of minimum cardinality. 3) MINT: For a given a, find a trapping set T with smallest value of the parameter b. 4) MINTe: For a given b, find an elementary trapping set Te with smallest value of the parameter a.
5) MINT,: Find the T, trapping set of minimum
cardinality. We show that all five problems described above are NP-hard. Furthermore, we show that is also NP-hard to approximate the optimal value for these problems, e.g., there exists a value a > 1 such that if there existed a polynomial-time algorithm that always returned a value at most a factor a larger (or smaller in the case of a maximization problem) than the optimum value then P = NP. Approximation algorithms is an important area of study in theoretical computer science. See [16] for further details.
III. A SET OF NP-HARD PROBLEMS Our proofs will be based on reductions from the NP-hard problems Minimum-Set-Cover [11] , Minimum-Distance [14] , [15] , [4] , and Maximum-Three-Dimensional-Matching problems [2] . We briefly describe these problems 1) MINSETCOVER: 2) MAx3DMATcH: Given a set T c X x Xx X, find a set S c T such that no elements in S agree in any co-ordinate. The problem is Approximationcomplete. Generalizations of this problem that involve the constraint that no element of X appears more than r > 3 times is also known to be Approximation-complete [5] . 3) MAxLD: Given a code C specified by an m x n parity-check matrix H (we may assume H has linearly independent rows), a vector s C F2m, and an integer w > 0, determine if there is a vector x C F27 with weight bounded from above by w, such that HxT = S. 4) MINCODEWORD: Given a code C specified by an n x k generator matrix M (we may assume M has linearly independent rows) find the smallest weight of a non-zero codeword. The problem is not approximable within an additive error that is linear in the block length of the code, n, and provided that NP i RQP, not approximable within the factor 2l0g (n), for any c > 0.
IV. RESULTS

A. Hardness ofApproximation for MINSTOP
In what follows, we provide a proof that MINSTOP is not approximable within o(logn), unless P = NP.
This results improves upon the finding in [10] , where the weaker claim that MINSTOP cannot be approximated within any positive constant was established. This improvement is a consequence of the fact that our proof relies on reduction from the MINSETCOVER, rather than the Minimum Vertex Cover problem [10] . We show next that G has stopping distance 2 + t if and only if the minimum set cover is t. The proof then follows from the claim above, and the fact that there is no polynomial algorithm returning an o(logn) approximation of MINSETCOVER, unless P = NP.
Let S be a stopping set. Consequently, 1) If (x C S or y C S), then (x C S and y C S) since otherwise dGc(z) = 1.
2) If x C S then ui C S for some i since otherwise dG,(vj) = 1 for some j C [n].
3) If ui C S then (x C S or y C S) since otherwise dG,(wi) = 1. Therefore, if S is non-empty x, y,j C S for some i. But then dGc (vj) > 2. However this means that for all j C [n], dGs\xy y (vj) > 1. Therefore, S being a stopping set implies that the included ui nodes correspond to a covering of [n].
The nodes corresponding to a covering of [n] in addition to x and y is a stopping set since every node on the right hand side (R) is in the neighborhood and has degree at least two. Hence MINSTOP(G) = 2 + MINSETCOVER(S) where MINSTOP(G) denotes the cardinality of the minimum stopping set and MINSETCOVER(S) denotes the cardinality of the minimum set cover. C We note that under the stronger assumption that NP , DTIME(nPolYlo°), the stronger results that there is no poly-time approximation algorithm for MINSTOP within 2(10g )1 for anyc > 0, was shown in [10] .
B. Hardness ofApproximation for MINTzp and MINT
We show next that the problems MINTzp and MINT are computationally at least as hard as the MINCODEWORD problem.
Theorem 2: There is no polynomial time 0(1)approximation algorithm for MINTzp, unless P = NP.
Proof: Note first that the MINCODEWORD problem is 0(1)-hard to approximate even under the restriction that the Tanner graph of the code is left regular. This follows directly from the results in [2] and [14] .
Given an Tanner graph T on L U R that is left regular say with degree L(l -1)/2] + 1, for each node u C L create I-L(l -1) Note that for each S c L, F(S) corresponds to a codeword. Hence, if we have an a-approx to the mintrapping set problem for any a, then this gives an a approx to the minimum weight codeword problem by running through all values of a and taking the minimum of the resulting b's. But, since it is hard to 0(1)-approximate MINCODEWORD, it is NP-hard to 0(1)-approximate MINT [4] . Proof: The proof is based on showing that a polynomial time algorithm for solving MINTe can be used for solving the MAx3DMATCH problem, and is based on similar arguments as those used for showing that MAxLD is NP-complete [2] . To this end, let us construct the matching incidence matrix D as follows. Let {T =j (xj,yj,Zj)}, j 1,...,t, be the collection of ordered triples in T c X x X x X, where T t, and X = n. Then D is a 3 n x t dimensional zero-one matrix, with entries I < i' < n: Di,j = 1, iff xj = i; n + I < i' < 2n: Di,j = 1, iff yj = i; 2n + 1 < i < 3n: Dij = 1, iff zi = i. Assume next that there exists a polynomial time algorithm for the MINTe problem. Construct D for a given matching problem, set b = 3 x n, and run the MINTe algorithm on D. The algorithm will produce a set of a columns, indexed by a set of triples Tji, i = 1, .... b, of T. Each row in the submatrix induced by the triples has weight one, which follows from the definition of an elementary trapping set. Consequently, these triples represent a matching for T. This implies that no polynomial time algorithm for the MINTe problem exists, unless P=NP. e D. Hardness ofApproximation for MINT,
We first prove a hardness of approximation result for the problem MINGOOD, of finding a good set of minimum cardinality. We then use this to show a hardness of approximation result for MINTC.
Our proof uses a reduction from MINCODEWORD. Let H be the n x (n -k) parity check of some code. We may assume that the code specified by H includes at least one codeword in addition to the all-zero vector (i.e., the code has dimension at least one). This El We will create a bipartite graph G = (L U R, E) by augmenting G' with gadgets that we call "Zig"s and "Or"s. These gadgets will ensure that the minimum cardinality of a good set is approximately proportional to the minimum weight of any codeword.
Before describing the proof, we state two definitions. For a subgraph G" of G we define Costs (G") = s n V(G") Discs(V(G"1)) ={v C Gs n V(G") n R: dG,(v) even} -{v C Gs n V(G") n R: dGc(V) odd}j.
Given this notation we can rephrase the problem MINGOOD as estimating, The intuition behind Zig (x) is that if x is in the trapping set then the nodes L(Zig(x)) will also be in the trapping set. This is formalized in the lemma below. For each internal node v with children u and w, we add four new nodes: all these nodes are connected to v, the first and third are connected to u and the first and second are connected to w. If v is the root of the tree we also add one more new node which is connected to v. Let R(Or(y)) be the set of such nodes and let E(Or(y)) be the set of such edges. Finally, let f (S, y) be equal to {vuiv ..vuj e L(Or(y)) Sn {u,..., u} > 1}
We have the following lemma relating S, the Oro, and the set f.
Lemma 2: For all y C Gs n R, Discs(Or(y)) < -1 with equality iff S n L(Or(y)) = f (S, y).
Theorem 5: There is no polynomial time 0(1)approximation algorithm for MINGOOD unless P = NP.
Proof: Assume that S is a good set such that S < aMINGOOD for some constant a. By Lemma 3 and Lemma 2, Eycr(snL') f(S Y) < 2n(n -k) and so by setting m sufficiently large we get a constant approximation for MINCODEWORD. But no such approximation exists unless P = NP [4] . c To finalize the proof of the hardness result for MINTS, we need to further augment our graph G with multiple "Ballast" constructions. We call the resulting graph G+. The intuition behind Ballast is that no nodes from Ballast will be chosen in S while the multiple copies of Ballast will ensure that the complement of S is also good. A Proof: Assume that S is a trapping set such that S < aMINT, for some constant a. By Lemma 5, we know that ISI < a LI and hence S does not include all LHS nodes of any copy of Ballast because doing so would imply that ISI > IL(Ballast)l = nLE. But then by Lemma 4, we may assume that no nodes from Ballast are included in S because removing all such nodes from S increases Discs (G). Consequently S must be a subset of L. Since any good subset of L is a trapping set, MINGooD(G) = MINT,(G+). But, by Theorem 5, there is no constant approximation for the problem MINGOOD, which completes the proof of the theorem. .
V. HARDNESS OF PROBLEMS FOR SPARSE CODES
The fact that a problem is NP-hard usually does not imply that a special instance of the problems is NP-hard. Since iterative decoding algorithms have both linear-time complexity and offer good decoding performance only for special classes of codes, it is important to establish the analogues of the results in Section IV for such codes. We provide next a set of results asserting the hardness of approximating the minimum distance and smallest stopping and trapping set in LDPC codes, i.e., codes for which each vertex, except for possibly a constant number, in the Tanner graph G = (L U R, E) has degree at most X, for some constant f > 2.
Theorem 7: MAxLD and MINCODEWORD are NPhard for LDPC codes.
Proof: The proof is a direct consequence of the fact that the parity-check matrix used in the reduction from the MAx3DMATCH to the MAxLD problem is sparse (it has column weight three, and the row weight can be bounded as well by invoking the constraint that every element of X cannot appear more than r > 3 times). The second result follows from the observation that there exists a polynomial-time reduction algorithm from MAxLD to MINCODEWORD problem [14] , [15] .
. As a consequence of the above finding, all trapping set problems described in Section IV, for which the hardness was established in terms of reductions from the MINCODEWORD problem, remain NP-hard for the class of LDPC codes.
Theorem 8: MINSTOP is NP-hard for LDPC codes. Proof: The proof follows along the same lines as the proof of Theorem 1, with the MINSETCOVER problem replaced by the MINKSETCOVER problem. U Theorem 9: MINTe is approximation-complete for LDPC codes.
Proof: The proof follows along the same lines as the proof of Theorem 4, with the three-dimensional matching problem replaced by its constraint version involving a bounded number f of appearances of each element in X. U Our findings imply that, despite the existence of polynomial time algorithms for finding a minimum weight codeword of LDPC codes with column-weight two [6] , no such algorithms exist for the general class of LDPC codes, provided that P + NP.
