Abstract. In the eighties, A. Connes and E. J. Woods made a connection between hyperfinite von Neumann algebras and Poisson boundaries of time dependent random walks. I will explain this connection and will present two theorems given there: the construction of a large class of states on a hyperfinite von Neumann algebra (due to A. Connes) and the ergodic decomposition of a Markov measure via harmonic functions (a classical result in probability theory). The crux of the first theorem is a model for conditional expectations on finite dimensional C*-algebras. Our proof of the second theorem hinges on the notion of cotransition probability.
Introduction.
The connection between operator algebras and ergodic theory goes back to the early days of these subjects. More recently, A. Connes and E. J. Woods have uncovered in [4] a new connection between hyperfinite von Neumann algebras and Markov chains. They have identified the flow of weights of an ITPFI factor M as the Poisson boundary of a group-invariant time-dependent Markov random walk on the real line R. They also generalize this identification to arbitrary hyperfinite factors by introducing matrix-valued random walks. In the same article, they give a partial answer to a related question in ergodic theory which goes back to G. Mackey. Given a locally compact group G, characterize the measured G-spaces X which can be constructed as the Poisson boundary of a random walk on G. A necessary condition is the amenability in the sense of Zimmer of the G-space X (Zimmer had already shown the amenability of the Poisson boundary of a time-independent random walk). Another necessary condition is its approximate transitivity, a notion introduced earlier by Connes and Woods to characterize the flow of weights of an ITPFI factor. They state that these conditions are also sufficient and show that this is the case for transitive actions and when the group is R or Z. More generally, one can ask what measured G-spaces can be constructed as the Poisson boundary of a matrix-valued random walk on G. The complete answer is given by Adams, Elliott and Giordano in [1] (see also [7] ): these are exactly the amenable G-spaces.
My purpose here is not to explain these results, but to put into light some points which are only implicit in [4] . I shall put on the front of the stage random walks on Bratteli diagrams, which is in fact another name for time-dependent Markov chains (with discrete time), and cotransition probabilities. While cotransition probabilities do not appear explicitly in the case of UHF diagrams, they become crucial when studying arbitrary Bratteli diagrams. Their importance in the study of boundaries of random walks on Bratteli diagrams is also emphasized in the recent work [18, 19] of A. Vershik. My scope will be limited to the presentation of two known theorems which play a key rôle in [4] . The first one, given here as Theorem 3.3, is Theorem 1 of [3] , which makes a direct connection between a large class of states on a hyperfinite von Neumann algebra and random walks on a Bratteli diagram. The second one (Theorem 4.4) is a classical result in probability theory [14, Proposition V-2-2] which gives the ergodic decomposition of a Markov measure via bounded harmonic functions. On the way, I will give the reduction of faithful conditional expectations on a finite dimensional C*-algebra (Theorem 2.8), a definitely well-known result which can be easily extracted from [3] , because it provides the building block of a random walk on a Bratteli diagram. The definitions of a matrix-valued random walk on a group and of its Poisson boundary will be given in the last section only, where they should appear more natural after the presentation of Theorem 3.3 and Theorem 4.4.
Conditional expectations on finite dimensional C*-algebras
Although the material of this section is not new, I have not found a reference for Theorem 2.8 below which gives a complete invariant for a faithful conditional expectation on a finite dimensional C*-algebra. The description of an inclusion of finite dimensional C*-algebras in terms of matrix units, which is a part of the theorem, and its description by a diagram, have been given by O. Bratteli in his fundamental paper [2] (see its proposition 1.7 and its section 1.8). The graphical description of a conditional expectation on a finite dimensional C*-algebra appears in section 3 (iii) of [4] but without much detail. Our proof will emphasize Cartan (or diagonal) subalgebras, which appear only implicitly in the work of Bratteli. The corresponding groupoid models are also known as path models or tail equivalence relations.
We first give the ingredients and the recipe to construct a faithful conditional expectation Q of a finite dimensional C*-algebra M onto a sub-C*-algebra M. Then, we show that every faithful conditional expectation is obtained by this recipe. Let us recall that we can associate to an equivalence relation R on a finite set X a finite dimensional C*-algebra M = C * (R): its elements are the functions (or matrices) f : R → C (here R ⊂ X × X is the graph of the equivalence relation), the product is the matrix multiplication and the involution is the usual complex conjugate of a matrix. It has a canonical matrix unit (e(x, y)) (x,y)∈R indexed by R. Consider now finite sets X, V, E, V equipped with surjections r : X → V , s : E → V , r : E → V . The triple (V, E, V ), which we call here a graph, will be ubiquitous in this survey. Define X = {(x, a) ∈ X × E : r(x) = s(a)} and the equivalence relations:
We can construct the C*-algebras C * (R) and C * (R). Moreover, the map j :
identifies C * (R) to a subalgebra of C * (R). We shall make this identification and view the elements of C * (R) as functions on R. Then (V, E, V ) is the graph of the inclusion. We leave as an exercise to the reader the proof of the following lemma: Lemma 2.1. Let R ′ be the following equivalence relation on E:
Definition 2.1. A transition probability on the graph E is a function p :
Proposition 2.2. Let X, V, E, V be as above and let p be a transition probability on E.
where the sum is over all edges c ∈ E originating from the common range of x and y, is a faithful conditional expectation onto C * (R).
Proof. This is a straighforward verification.
We are going to prove a converse to Proposition 2.2: namely all faithful conditional expectations Q : M → M, where M is a sub-C*-algebra of a finite dimensional C*-algebra M , are of that form. We first recall the notion of Cartan subalgebra which will be our main tool. It is an algebraic characterization of the canonical abelian subalgebra C(X) of the C*-algebra C * (R) of an equivalence relation R on X as above.
Definition 2.2. An abelian subalgebra A of a von Neumann algebra M is called a Cartan subalgebra if it is maximal self-adjoint, regular and there exists a faithful normal conditional expectation P : M → A. We then say that (M, A) is a Cartan pair.
Regularity means that the normalizer of A in M, which is defined here as
generates M as a von Neumann algebra. We recall the fact that the conditional expectation P is unique. The main result of [9] is that every Cartan pair (M, A) (if one assumes that M acts on a separable Hilbert space) is of the form (W
where R is a countable Borel equivalence relation on a standard measured space (X, µ), where µ is a quasi-invariant measure and τ ∈ Z 2 (R, T) is a Borel twist. When M is finite dimensional, the result of [9] is elementary: we let X be the spectrum of A and V be the spectrum of the centre Z(M) of M. The inclusion Z(M) ⊂ A gives a surjective map r : X → V . We let R be the equivalence relation admitting r as quotient map. Each x ∈ X corresponds to a minimal projection e(x) in A; e(x) and e(y) are equivalent if and only if (x, y) ∈ R. We choose a matrix unit (e(x, y)) (x,y)∈R such that for all x ∈ X, e(x, x) = e(x). This matrix unit defines an isomorphism M → C * (R) sending A to C(X). Thus, when M is finite dimensional, the twist is trivial. However, it does not admit a canonical trivialization. Note also that in a finite dimensional C*-algebra, the notions of Cartan subalgebra and of maximal abelian self-adjoint subalgebra agree. We shall need an easy lemma about extension of matrix units. Lemma 2.3. Let (M, A) be a finite dimensional Cartan pair and let (X, R) be the corresponding equivalence relation. Then every partial matrix unit (e(x, y)) (x,y)∈S in M, where S is a subequivalence relation of R, can be extended to a full matrix unit (e(x, y)) (x,y)∈R .
Proof. We fix an arbitrary full matrix unit (e(x, y), (x, y) ∈ R). There exists a function c : S → T, where T is the group of complex numbers of module 1, such that e(x, y) = c(x, y)e(x, y) for all (x, y) ∈ S. It is a cocycle. Every cocycle on S is trivial: there exists b : X → T such that c(x, y) = b(x)b(y) for all (x, y) ∈ S. Then, we define e(x, y) = b(x)e(x, y)b(y) for all (x, y) ∈ R.
The following lemma is a complement to Lemma III.1.14 of [15] .
where P is the conditional expectation from M onto A, P is the conditional expectation from M to A and Q 0 is the restriction of Q to A.
Proof. We let (X, R) be the equivalence relation defined by the pair (M, A): X is the spectrum of A, V is the spectrum of the centre Z(M) of M and r : X → V is the quotient map. We choose a matrix unit (e(x, y)) (x,y) ∈ R of M with e(x, x) = e(x) minimal projection corresponding to x. We choose a section σ for the map r : X → V . For each v ∈ V , we set M v = e(σ(v))M e(σ(v)). There exists a unique state ϕ v of the algebra
It is faithful because Q is faithful. Since self-adjoint matrices are diagonalizable, there exists a Cartan subalgebra
Then A = ⊕ x∈X A x is a Cartan subalgebra of M . It contains A because for all x ∈ X, A x contains e(x) as its unit element. By construction e(x, y) belongs to the normalizer of
On the other hand, since P v is the restriction of P to M v ,
Thus, P • Q and Q • P agree on M v Suppose now that a belongs to e(x)M e(y), where (x, y) ∈ R. We write a = e(x, v)a v e(v, y) with a v ∈ M v . Since e(x, v) and e(v, x) belong to M, Q(a) = e(x, v)Q(a v )e(v, y) and since e(x, v) and e(v, x) belong to N M (A),
On the other hand, since e(x, v) and e(v, x) belong also to N M (A), P (a) = e(x, v)P (a v )e(v, y).
. Therefore, P • Q and Q • P agree on e(x)M e(y). We deduce that they agree on M. This implies that Q(A) = A and that we have the equality Q • P = P • Q 0 where Q 0 is the restriction of Q to A. Definition 2.3. Let Q : M → M be a conditional expectation and let A, A be Cartan subalgebras of M, M respectively. We say that we have a Cartan pairs inclusion if the conditions (i) and (ii) of the lemma are satisfied; we then write (M, A) ⊂ (M, A). We say that the inclusion (M, A) ⊂ (M, A) is compatible with Q if the condition (iii) of the lemma is also satisfied.
Then the spectrum X of A is canonically identified to the fibered product X × V E, where X is the spectrum of A, E is the spectrum of M ′ ∩ A, V is the spectrum of Z(M) and the fibered product is relative to the maps r : X → V and s : E → V given by the inclusions
Proof. We let α be the action of N M (A) on X and α be the action of N M (A) on X. We let π : X → X and π : X → E be the surjections corresponding to the inclusions A ⊂ A and M ′ ∩ A ⊂ A. They satisfy r • π = s • q. Hence (π, q) maps X into the fibered product X × V E. This map is injective: let x, y ∈ X such that π(x) = π(y) and q(x) = q(y). The elements of M ′ ∩ A are exactly the functions on X which are constant under the action α of N M (A) on X. Therefore, the relation q(x) = q(y) implies the existence of u ∈ N M (A) such that y = α u (x). This implies that π(x) = π(y) = α u (π(x)), hence ue(x) = e(x) and y = x. The map is surjective. Let (x, c) ∈ X × E such that r(x) = s(c). Pick y ∈ X such that q(y) = c. Since r(π(y)) = r(x), there exists u ∈ N M (A) such that x = α u (π(y)). Then x = α u (y) does the job.
An equivalent statement of the lemma is that A is canonically identified to
e(xa)f e(yb) = e(xa)e(x)f e(yb) = e(xa)f e(x)e(yb) = 0.
ii) For c ∈ E, we denote by ǫ(c) the corresponding projection in M ′ ∩ A. According to (i), ǫ(c) = r(x)=s(c) e(xc). Suppose that f ∈ M ′ commutes with the elements of M ′ ∩ A.
Consider xa and xb with a = b. Then e(xa)f e(xb) = e(xa)ǫ(a)f e(yb) = e(xa)f ǫ(a)e(yb) = 0.
Thus e(xa)f e(yb) = 0 if xa = yb, therefore f belongs to A.
We choose a partial isometry u ∈ M such that uu * = e(xa), u * u = e(xb). Then e(y, x)ue(x, y), where (e(x, y)) (x,y)∈R is a matrix unit for R and the sum is over the y's such that r(y) = r(x) is a partial isometry in M ′ with domain ǫ(b) and range ǫ(a). 
Proof. As earlier, we denote by Q 0 the restriction of Q to A. We first check that Q 0 (ǫ(c))
Then, we observe that e(x)ǫ(c) = 0 if r(x) = s(c). Therefore e(v)Q 0 (ǫ(c)) = 0 for all v ∈ V distinct from s(c): Q 0 (ǫ(c)) is proportional to e(s(c)). The constant of proportionality is non zero because Q is supposed to be faithful. The equality e(v) = s(c)=v ǫ(c) gives the equality s(c)=v p(c) = 1.
Theorem 2.8. Let Q : M → M be a faithful conditional expectation on a finite dimensional C*-algebra and let A be Cartan subalgebra of M. We let (X, R) be the associated equivalence relation. Then,
constructed from the graph (V, E, V ) of the inclusion, the spectrum X of A and the transition probability p of Lemma 2.7.
Proof. The first assertion is Lemma 2.4. We fix a Cartan subalgebra A satisfying (i). We recall that the spectrum X of A can be identified with the fibered product X × V E and that the spectrum of M ′ ∩ A can be identified with E. We also recall from Lemma 2.
There exists a unique matrix unit (e(x, y)) (x,y)∈R for the Cartan pair (M, A) which is sent by Φ onto the canonical matrix unit of C * (R). We define e(xa, yb) = e(x, y)ǫ(a, b) if r(x) = r(y) = s(a) = s(b) and r(a) = r(b). This defines a partial matrix unit on a subequivalence relation of R. According to Lemma 2.3, it can be completed into a full matrix unit (e(xa, yb)) (xa,yb)∈R . The isomorphism Φ : M → C * (R) defined by this matrix unit extends Φ and satisfies Φ • Q = Q p • Φ.
In particular, the theorem shows that our path model of a conditional expectation gives every faithful conditional expectation. We can recover from this theorem the main result of [5] , namely every conditional expectation on a finite dimensional C*-algebra can be written as a pinching followed by slicing and averaging: one introduces an intermediate level V 1 in the inclusion graph (V, E, V ), whose vertices label the edges (thus V 1 = E). The graph (V, E, V ) is then written as the concatenation of two graphs (V, E 1 , V 1 ) and (V 1 , E 2 , V ). In the first graph, the vertices of V 1 receive a single edge. In the second graph, the vertices of V 1 emit a single edge. With the ingredient X 1 = X and (V 1 , E 2 , V ), our recipe gives the inclusion C * (R 1 ) ⊂ C * (R) where (xa, yb) ∈ R 1 if and only if a = b. The transition probability p 2 ≡ 1 gives the restriction map Q 2 : C * (R) → C * (R 1 ) as its associated conditional expectation. It is a pinching: in other words, it is of the form
The conditional expectation Q 1 :
In [3] , A. Connes uses a similar decomposition of an inclusion of type I von Neumann algebras to construct inclusions of Cartan pairs.
Random walks on discrete Bratteli diagrams.
We first recall the classical definition of a Bratteli diagram.
where the set of vertices V = ∞ n=0 V (n) and the set of edges E = ∞ n=1 E(n) are graded. For each n ≥ 1, s(E(n)) = V (n − 1) and r(E(n)) = V (n), where s(e) and r(e) are respectively the source and the range of the edge e.
We assume that each level of vertices V (n) is at most countable; we also assumes that each vertex emits finitely many but at least one edge and that each vertex of a level n ≥ 1 receives finitely many but at least one edge.
• A transition probability is a map p assigning to each vertex v ∈ V a probability measure p(v) on the set of edges E v = s −1 (v) emanating from v. We shall view p as a map p : E → R such that for all v ∈ V , s(e)=v p(e) = 1. We shall denote by p n its restriction to E(n).
• An initial probability measure is a probability measure ν 0 on the set of initial vertices V (0).
• A random walk is a pair (p, ν 0 ), where p is a transition probability and ν 0 is an initial probability measure.
We shall assume in this section that p and ν 0 have full support, in the sense that p(e) > 0 for all e ∈ E and µ 0 (v) > 0 for all v ∈ V (0). A Bratteli diagram (V, E) defines anétale equivalence relation (X, R) called the tail equivalence relation of the diagram: X is the set of infinite paths x = e 1 e 2 . . . where e n ∈ E(n) and r(e n ) = s(e n+1 ). It is a locally compact Hausdorff totally disconnected space admitting the cylinders Z(a) = {ae n+1 e n+2 . . .} where a = a 1 a 2 . . . a n is a finite path (we assume implicitly that a i ∈ E(i)), as a base of compact open subsets. Two infinite paths x = e 1 e 2 . . . and y = f 1 f 2 . . . are tail equivalent if there exists n such that e i = f i for i > n. Its graph R is a locally compact Hausdorff totally disconnected space admitting the cylinders Z(a, b) = {(ae n+1 e n+2 . . . , be n+1 e n+2 . . .)} where (a, b) is a pair of equivalent finite paths: this means that they have same length n and same range r(a) = r(b), where we define r(a 1 a 2 . . . a n ) = r(a n ) ∈ V (n). A random walk on a Bratteli diagram defines a measure on the path space X; it is a particular case of the well-known construction of Markov measures.
, there is a unique probability measure µ on X , called the Markov measure of the random walk whose values on cylinder sets is given by µ(Z(a)) = ν 0 (s(a))p(a) where, for the finite path a = a 1 a 2 . . . a n , p(a) = p 1 (a 1 )p 2 (a 2 ) . . . p n (a n ) and s(a) = s(a 1 ).
As observed in [16, Section 3.2], Markov measures are quasi-invariant under the tail equivalence relation. Let us recall that a measure µ on X is quasi-invariant under the equivalence relation R if the measures r * µ and s * µ on R are equivalent, where f d(r * µ) = y f (x, y)dµ(x) for f ∈ C c (R) and s * µ is similarly defined. Then its Radon-Nikodym
Here is a way to construct cocycles on the tail equivalence relation R of a Bratteli diagram (V, E). −1 and where, as before, q(a 1 a 2 . . . a n ) = q(a 1 )q(a 2 ) . . . q(a n ).
Since a quasi-product cocycle is locally constant, it takes at most countably many values and it is continuous. The following result, which is a simple observation, is essential here. (i) The associated Markov measure µ is quasi-invariant under the tail equivalence relation R (ii) Its Radon-Nikodym derivative D µ is the quasi-product cocycle given by the potential q = (q n ) defined by the relation ν n−1 (s(e))p n (e) = q n (e)ν n (r(e)) for e ∈ E(n).
where ν n is the distribution of the random walk on V (n), defined inductively by ν n (w) = r(e)=w p n (e)ν n−1 (s(e)) for w ∈ V (n).
Note that the Radon-Nikodym derivative depends only on the potential q. This potential q has a simple probabilitstic interpretation: it is the cotransition probability of the random walk: let e be an edge in E(n) with range r(e) = w, then q(e) is the probability that the random walk passes through e given that it is at w at time n. In his recent papers [18, 19] , A. Vershik also emphasizes the importance of cotransition probabilities in the asymptotic study of random walks on Bratteli diagrams. I thank him for the reference [6] on the subject. Cotransition probabilities are called "backward transition probabilities" in [12] . Note that the cotransition probability q depends not only on the transition probability p but also on the initial measure ν 0 . As shown by the next example, different random walks may share the same cotransition probability. 
We consider the random walk defined by the transition probability
where 0 < t < 1. Since V (0) has a single vertex, the initial measure ν 0 is the point mass at this vertex. The infinite path can be written as the infinite product X = ∞ n=1 {0, 1}. Then, the Markov measure is the product measure µ t = ∞ n=1 ((1 − t)δ 0 + tδ 1 ). An elementary computation gives the cotransition probability
It does not depend on t. For a finite path ǫ 1 ǫ 2 . . . ǫ n ending at (n, k = ǫ 1 + . . . + ǫ n ), one has
One deduces that the Radon-Nikodym of µ t is D ≡ 1. In other words, the measures µ t are invariant under the tail equivalence relation on (V, E). It is a well-known result. It is also well-known (see for example [17, Example 4.2] ) that these are the extremal invariant probability measures (one has to add µ 0 and µ 1 which we have excluded from our discussion).
We use now the construction given by Feldman and Moore in [9] : since (X, R, µ) is a countable standard measured equivalence relation, one can construct its von Neumann algebra M = W * (X, R, µ) and its state ϕ = µ • P , where P is the expectation of M onto A = L ∞ (X, µ), which is normal and faithful. By construction, M acts on the Hilbert space L 2 (R, s * µ). This representation is standard. It is known that the modular operator ∆ of ϕ is the operator of multiplication by D µ and that the modular automorphism σ 
Proof. (ii)⇒(i).
We assume that M = W * (X, R, µ) as above. We let M n be the subalgebra of M generated by the characteristic functions 1 Z(a,b) , where (a, b) is a pair of joining paths of length n. Since the Radon-Nikodym derivative D µ is constant on the cylinder sets Z(a, b), A n is stable under the automorphism group of ϕ µ . Since Z(a, b) is the disjoint union of Z(ae, be)'s where e ∈ E(n + 1) and s(e) = r(a) = r(b), we have the inclusion M n ⊂ M n+1 . The elements of the union M ∞ of the M n 's are the locally constant functions with compact support. Since M ∞ is dense in C c (R) with respect to the inductive limit topology, it is dense in the weak topology. Since C c (R) is weakly dense in M, so is M ∞ .
(i)⇒(ii).
Let (M n ) n∈N be as in (i). Without loss of generality, we may assume that M 0 = C1. Since for all n, M n is stable under σ, the modular automorphism of the restriction ϕ n to M n is the restriction σ n of σ to M n . Since for all n ≥ 1, M n−1 is invariant under σ n , there exists a faithful expectation Q n−1,n : M n → M n−1 such that ϕ n = ϕ n−1 • Q n−1,n . We use inductively Theorem 2.8, to construct an increasing sequence (A n ) of abelian subalgebras such that for all n ≥ 1, (M n−1 , A n−1 ) ⊂ (M n , A n ) is a Cartan pair inclusion compatible with the conditional expectation Q n−1,n . The construction is initialized by the only possible choice A 0 = M 0 . Thus we obtain for each n ∈ N the spectrum X n of A n and for each n ≥ 1 the graph (V (n − 1), E(n), V (n)) of the inclusion M n−1 ⊂ M n and the transition probability p n : E(n) → R * + . From the same theorem, we obtain for all n an isomorphism Φ n : M n → C * (R n ) sending A n to C(X n ), where (X n , R n ) is the equivalence relation defined by (M n , A n ), such that Φ n extends Φ n−1 and carrying the conditional expectation Q n−1,n : M n → M n−1 into the model conditional expectation
. Again, the construction is initialized by the only possible isomorphism Φ 0 : M 0 → C(X 0 ). Since the conditional expectations P n : M n → A n satisfy Q n−1,n • P n = P n−1 • Q n−1,n , we have ϕ n = ν n • P n , where ν n is the restriction of ϕ n to A n . The Bratteli diagram of the increasing sequence (M n ) of finite dimensional algebras is (V = ∞ n=0 V (n), E = ∞ n=1 E(n)). The transition probabilities p n : E(n) → R * + define a transition probability on E. The initial measure ν 0 is the point mass at the unique point of X 0 . This defines the random walk. We let X be its infinite path space, R be the tail equivalence and µ be the Markov measure of the random walk. The isomorphisms
, where M ∞ is the union of the M n 's and C 00 (R) is the * -algebra of locally constant functions with compact support. This isomorphism carries the restriction of the state ϕ to the restriction of the state µ • P , where P is the expectation of W * (R) onto L ∞ (X, µ). Since both von Neumann algebras M and W * (X, R, µ) can be obtained from the GNS representation of these states, Φ ∞ extends to a normal * -isomorphism Φ : M → W * (X, R, µ) which sends the weak closure A of the union of the A n 's to L ∞ (X, µ) and ϕ to µ • P .
Remark 3.1. The von Neumann algebra M in the theorem is a factor if and only if the Markov measure µ is ergodic under the tail equivalence relation. Its flow of weights can be computed from the Radon-Nikodym derivative D µ , or more concretely, from the cotransition probability q. For example, the above transition probability p t on the Pascal triangle gives the hyperfinite II 1 factor. We shall return to the probabilistic identification of the flow of weights in the last section.
Remark 3.2. States on AF-algebras constructed from a random walk on a Bratteli diagram are called quasi-product states in [8] . Do we have a characterization (besides condition (i) of the theorem) of the normal faithful states on a hyperfinite von Neumann algebra which can be described as quasi-product states? Necessarily, theses states are almost periodic (their modular operators are diagonalizable) and their centralizers contain a Cartan subalgebra. In part II of [3] , A. Connes shows that any faithful semifinite normal weight on a hyperfinite factor of type III 0 whose modular operator ∆ is diagonalizable and such that 1 is isolated in its spectrum and its point spectrum contained in Q satisfies condition (i) of the theorem (with M n type I ∞ rather than finite-dimensional).
Markov chains and Bratteli diagrams
In order to recover the general theory of time-dependent Markov chains (with discrete time), it is necessary to generalize the notion of Bratteli diagram. Indeed, the original definition is limited to Markov chains with at most countably many states. Generalized Bratteli diagrams have been considered before, mostly in the topological setting, and are part of the theory of topological graphs. Since we are considering objects of measuretheoretical nature, we choose the Borel setting. We assume implicitly that the Borel spaces are analytic. Definition 4.1. We say that a directed graph (V, E) is a Borel graph if the sets of edges E and the set of vertices V are endowed with a Borel structure and the source and range maps are Borel. A Borel Bratteli diagram is a Bratteli diagram which is a Borel graph.
Before extending Definition 3.2 to Borel Bratteli diagrams , we need to make precise our assumptions. Definition 4.2. Let E, V be Borel spaces and let s : E → V be a Borel surjection. A Borel s-system of probability measures p is a map assigning to each v ∈ V a probability measure p v on s −1 (v) and such that for all bounded Borel function f on E, the map v → f dp v is Borel. Given a Borel s-system p and a probability measure ν on V , we can form the probability measure µ = νp on E, defined by f d(νp) = ( f dp v )dν(v) for f bounded Borel function on E. The measure ν is the image s * (νp) of νp and µ = νp is the disintegration of µ along s. This construction requires in fact weaker assumptions on p: it suffices to have p v defined for a.e. v and the ν-measurability of the function v → f dp v for all bounded Borel function f on E. However, the disintegration theorem of measures, as stated for example in [11, Theorem 2.1], says that, conversely, given a probability measure µ on E, there exists a Borel s-system of probability measures p, where ν = s * (µ), such that µ = νp, where ν = s * (µ). It is unique in the sense that if νp = νp ′ , then p v = p ′ v for ν-a.e.v. With an abuse of language, we shall say that (ν, p) is the disintegration of µ along s.
Notation. Consider the n-th floor V (n − 1)
A probability measure µ n on E(n) admits a disintegration µ n = ν n−1 p n along s and a disintegration µ n = ν n q n along r, where ν n−1 = s * µ n and ν n = r * µ n . This establishes a bijection between pairs (ν n−1 , p n ), where ν n−1 is a probability measure on V (n − 1) and p n is a Borel system of probability measures along s and pairs (ν n , q n ),where ν n is a probability measure on V (n) and q n is a Borel system of probability measures along r , given by the equation ν n−1 p n = ν n q n .
Definition 4.3. Let (V, E) be a Borel Bratteli diagram.
• A transition probability p is a Borel system of probability measures for the source map s : E → V . It will be usually viewed as a sequence p = (p n ) of Borel systems of probability measures for s : E(n) → V (n − 1).
• A cotransition probability q is a Borel system of probability measures for the range map r : E → V . It will be usually viewed as a sequence q = (q n ) of Borel systems of probability measures for r : E(n) → V (n).
• A random walk on (V, E) is a sequence of probability measures µ n on E(n) which are compatible in the sense that for all n ≥ 1, r * µ n = s * µ n+1 .
• The measures ν n = r * µ n are called the one-dimensional distributions of the random walk.
• The measure ν 0 = s * µ 1 is called the initial distribution of the random walk.
Let (µ n ) be a random walk on the Bratteli diagram (V, E). The disintegration of µ n along s and r gives respectively a pair (ν n−1 , p n ) and a pair (ν n , q n ) as above. Then p = (p n ) [resp. q = (q n )] is called the transition [cotransition] probability of the random walk. The measures ν n are called the one-dimensional distributions of the random walk. They satisfy the relations ν n−1 = s * (ν n q n ) and ν n = r * (ν n−1 p n ) for all n ≥. We say that the sequence (ν n ) is q-compatible and p-compatible respectively.
(i) Given a transition probability p and a probability measure ν 0 on V (0), there exists a unique random walk on (V, E) admitting p as its transition probability and ν 0 as its initial distribution. (ii) Given a cotransition probability q and a sequence of probability measures ν n on V (n) such that ν n−1 = s * (ν n q n ) for all n ≥ 1, there exists a unique random walk on (V, E) admitting q as its cotransition probability and (ν n ) as its one-dimensional distribution.
Proof. This is clear. In the first case, we define inductively µ n = ν n−1 p n . In the second case, we define µ n = ν n q n . (p, ν 0 ) , where p is a transition probability and ν 0 is a probability measure on V (0); (ii) pairs (q, (ν n )), where q is a cotransition probability and ν n is a q-compatible sequence of probability measures on V (n)
Corollary 4.2. Given a Borel Bratteli diagram (V, E), there is a one-to-one correspondence between (i) pairs
given by the relation ν n−1 p n = ν n q n .
From now on, a random walk on (V, E) will designate indifferently the measures µ n on E(n) as in Definition 4.3, the pair (p, ν 0 ) or the pair (q, (ν n )) as in the above corollary. We recall the construction of the Markov measure of a random walk (see [14, V-1] ). As earlier, we introduce the infinite path space X. We let X n = E(1) * . . . * E(n) denote the space of paths e 1 . . . e n of length n endowed with the product Borel structure. Then X = lim ←− X n is the projective limit with respect to the canonical projection X n ← X n+1 . Given a random walk (p, ν 0 ), one first construct by induction a probability measure µ n on X n such that
. . e n )dp r(e n−1 ) (e n )dµ n−1 (e 1 . . . e n−1 )
The sequence of measures (µ n ) is consistent. Therefore, there exists a unique probability measure µ on X whose image in X n is µ n . Note that the one-dimensional distribution ν n on V (n) is the image of µ n by the range map r : X n → V (n). It is also the image of µ by the map r n : X → V (n) such that r n (e 1 e 2 . . .) = r(e n ).
It remains to characterize the Markov measure µ on X in terms of the cotransition probability q. We have seen that in the framework of the previous section, the Markov measure µ is quasi-invariant under the tail equivalence relation and its Radon-Nikodym derivative D is the quasi-product cocycle defined by q. We then say that µ is a D-measure. The notion of quasi-product cocycle does not admit a straightforward generalization in the general framework. However, there exists (see [17, Proposition 3.7] ) an equivalent definition of a D-measure (known in statistical mechanics as the Dobrushin-LanfordRuelle condition for Gibbs states) which can be easily extended. We let X |n be the space of infinite paths e n+1 e n+2 . . . starting at level n. The sequence of quotient maps
defines the tail equivalence relation R on X: two infinite paths x and y are tail equivalent if and only if there exist n such that π n • . . . π 2 • π 1 (x) = π n • . . . π 2 • π 1 (y). A cotransition probability q defines an inductive system of expectations
where B(Y ) is the space of bounded complex-valued Borel functions on Y and q n (f )(e n+1 e n+2 . . .) = f (e n e n+1 e n+2 . . .)dq s(e n+1 ) n (e n ).
Definition 4.4. Let q be a cotransition probability on the Borel Bratteli diagram (V, E). A q-measure is a measure on the infinite path space X which factors through all expectationsq n . . .q 2q1 .
Then we have the easy generalisation of Proposition 3.2: (i) µ is a q-measure;
(ii) µ is the Markov measure of a random walk admitting q as its cotransition probability.
Proof. Let µ be a Markov measure with transition probability p, cotransition probability q and one-dimensional distribution (ν n ). Let us show that µ factors throughq m . . .q 2q1 for all m. The measure µ |m on X |m , image of µ by π m • . . . π 2 • π 1 , is the Markov measure defined by the initial measure ν m and the transition probability (p n ), n > m. Since measures on X are uniquely determined by their values on cylinder sets, it suffices to show that for n > m, µ n = µ n |mq m . . .q 2q1 where µ n [resp. µ n |m ] is the measure of the random walk on
. But this is clear from the construction of the Markov measure. Let µ be a q-measure. We define for all n the measure ν n as the image of µ by the map r n : X → V (n) such that r n (e 1 e 2 . . .) = r(e n ). Because of the relation r n = s n •π n •. . . π 2 •π 1 , it is also the image of µ |n by the map s n : X |n → V (n) such that s n (e n+1 e n+2 . . .) = s(e n+1 ). Since µ |n−1 = µ n •q n , ν |n−1 = s * (ν n q n ): the sequence (ν n ) is q-compatible. Therefore it is the one-dimensional distribution of a Markov chain with cotransition probability q. The disintegration µ = µ |n (q n • . . . •q 1 ) gives the disintegration (π n ) * µ = ν n (q n • . . .
• q 1 ) where π n : X → X n is the projection π n (e 1 e e . . .) = e 1 . . . e n . Therefore (π n ) * µ agrees with the measure µ n of the random walk. This suffices to conclude that µ is the Markov measure of the random walk. Definition 4.5. Given a random walk with transition probability p and one-dimensional distributions (ν n ) on a Bratteli diagram (V, E), a bounded harmonic sequence is a sequence (h n ) where h n belongs to L ∞ (V (n), ν n ), h n−1 = p n (h n • r) and sup n h n ∞ < ∞.
Notation. The bounded harmonic sequences, equipped with the norm sup n h n ∞ , form a Banach space H(p, ν 0 ) which is the projective limit of the sequence
where the maps are the expectations defined by the transition probability p. More precisely, with an abuse of notation, we define p n (h) = p n (h • r) for h ∈ L ∞ (V (n), ν n ). We also note that H(p, ν 0 ) depends only on the measure class [ν 0 ] of ν 0 .
We can now give the ergodic decompostion of a Markov measure µ under the tail equivalence R on the infinite path space X of a Bratteli diagram. Recall that R is defined by the maps π n • . . . π 2 • π 1 : X → X |n . We say that a function f on X is invariant if for all n, there exists f n on X |n such that Proof. Let q be the cotransition probability of the random walk and (ν n ) be its one-
Since f is invariant, µ ′ is a q-measure. Therefore the sequence of measures ν ′ n = (r n ) * µ ′ , where the map r n : X → V (n) is the same as in the proof of Theorem 4.3, is q-compatible. Moreover, we have the inequality ν
is a positive bounded harmonic sequence of norm at least f ∞ . Conversely, let h = (h n ) be a positive bounded harmonic sequence. We define ν ′ n = h n ν n . From the relations h n−1 = p n (h n • r) and ν n−1 = s * (ν n q n ), we deduce that ν
. We set M = sup n h n ∞ . Since the sequence (ν ′ n ) is q-compatible, there exists a random walk (we no longer have probability measures but finite measures of the same mass) and a Markov measure µ ′ admitting q as cotransition probability and (ν 
where f n ∈ B(X |n ) comes from the factorization f = f n • π n • . . . π 2 • π 1 and µ |n = ν n P |n is the disintegration of µ |n along the source map s n : X |n → V (n). Remark 4.2. This terminology is not a standard one. In [4] , it is called the Poisson boundary of the time dependent random walk. There is a dual construction of the tail boundary, given in [10] , based on the inductive sequence of Banach spaces
, ν n−1 ). Its inductive limit can be written L 1 (P, m) because it is an L-space. The adjoint of q n : L 1 (V (n − 1), ν n−1 ) → L 1 (V (n), ν n ) is the map p n : L ∞ (V (n), ν n ) → L ∞ (V (n − 1), ν n−1 ) defined earlier. Therefore, the projective limit H(p, ν 0 ) of the sequence (M) is the dual of L 1 (P, m).
Matrix-valued random walks on groups
Definition 5.1. A matrix-valued random walk on a Borel group G is given by the following data: (i) a random walk (p, ν 0 ) on a Borel Bratteli diagram (V, E), (ii) a Borel map ρ : E → G.
Here is the construction of the Poisson boundary of a matrix-valued random walk. One first construct a new Bratteli diagram, called the skew-product of (V, E, ρ). This is a particular case of a construction given for graphs or higher rank graphs in [13] .
Definition 5.2. Let Γ = (V, E) be a Borel Bratteli diagram and let ρ be a Borel map from E to a Borel group G. The skew-product Γ(ρ) is the Bratteli diagram (V × G, E × G) where s(e, g) = (s(e), g) and r(e, g) = (r(e), gρ(e)).
The skew-product Γ(ρ) carries a compatible Borel structure and an automorphic action of G, given by h(v, g) = (v, hg) and h(e, g) = (e, hg). The infinite path space of Γ(ρ) can be identified with X ×G, where X is the infinite path space of Γ: we associate to (e 1 e 2 . . . , g) the path (e 1 , g)(e 2 , gρ(e 1 )), . . .. The map ρ : E → G defines a G-valued quasi-product cocycle c on the tail equivalence relation R on X of (V, E) according to Definition 3.3. The tail equivalence relation of the skew-product Bratteli diagram Γ(ρ) is the skew-product equivalence relation R(c) on X × G, as defined in [15, Definition I.1.6]. Explicitly (e 1 e 2 . . . , g) ∼ (f 1 f 2 . . . , h) ⇔ ∃N : for n ≥ N, e n = f n gρ(e 1 ) . . . ρ(e n ) = hρ(f 1 ) . . . ρ(f n ) Let µ be the Markov measure defined by the random walk (p, ν 0 ) on (V, E). Then the Markov measure defined by the random walk (p, ν 0 × λ), wherep (v,g) = p v × δ g and λ is a finite measure equivalent to the Haar measure of G, is µ × λ. Definition 5.3. Let (V, E, ρ : E → G, p, ν 0 ) be a matrix-valued random walk on a locally compact group G. Its Poisson boundary is the point realization (P, m) of
It is a measured G-space.
Example 5.1. Time-dependent random walks on a group. This is the case when (V, E) is a UHF diagram, i.e. there is only one vertex at each level. Let us assume that G is a discrete group and that (p n ) is a sequence of probability measures on G with finite support G n . The UHF diagram (V, E) is defined by E(n) = G n . The map ρ n : E(n) → G is the inclusion map. The infinite path space of (V, E) is the product space X = G n and its Markov measure is the product measure µ = p n . The one-dimensional distributions of the skew-product Bratteli diagram are the measuresν n = λ * p 1 * p 2 . . . * p n on G.
For a concrete example, let G = Z with probability measures p n = (1 − t)δ 0 + tδ 1 for all n. Then (V, E) is the UHF(2 ∞ ) diagram. Choosing δ 0 as initial measure rather than a finite measure equivalent to the counting measure on Z, one gets the random walk of Example 3.1. This is the kernel diagram rather than the skew product diagram described above. It can be checked directly that the bounded harmonic sequences are constant; in other words, the Poisson boundary of the time dependent random walk is trivial.
Example 5.2. Flow of weights of hyperfinite von Neumann algebras. Let ϕ be a faithful normal state on a von Neumann algebra M satisfying the equivalent conditions of Theorem 3.3. Thus, there exists a Bratteli diagram (V, E) and a random walk (p, ν 0 ) on it such that the pair (M, ϕ) is isomorphic to (W * (X, R, µ), µ • P ), where R is the tail equivalence relation on the infinite path space X of the diagram and µ is the Markov measure of the random walk. Since the Radon-Nikodym D µ is the quasi-product cocycle defined by the cotransition probability q : E → R * + of the random walk, the flow of weights of M is the Poisson boundary of the matrix-valued random walk on R * + defined by q.
