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Abstract
This paper is a small note on the notation : q(X) : , for the Wick ordering of polynomials q
of random variables X = (X1, . . . , Xn), as introduced by Segal in [6]. We argue that expressing
q(X) as another polynomial p of a different set of random variables Y = (Y1, . . . , Ym), does not
give rise to a different Wick ordered random variable :p(Y ) : , provided the new random variables
Yj are linear combinations of the Xi’s.
1 Introduction
The notion of Wick ordering was introduced by Houriet and Kind [4], for bosonic field operators,
and systematized and extended to mixed species of fields by Wick in [9]. The topic of interest to
us here is Wick ordering of polynomials of random variables, which in the case of Gaussian prob-
ability measures, corresponds to the purely bosonic setting through the identification of Segal’s
quantum fields with Gaussian random fields. See [3, 6, 7]. Wick ordered random variables also
appears as a tool in probability theory [2, 8].
The notation commonly used in the literature for the Wick ordering of a polynomial q(X)
of a vector of random variables X = (X1, . . . , Xn) is : q(X) : , a notation which goes back to
Wick [9] in the context of normal ordering polynomial expressions in annihilation and creation
operators. However, the construction does not just depend on q(X) as a random variable, but
on q as a polynomial in n variables and on the vector of random variables X itself. That is, a
different representation of the random variable q(X) = p(Y ), will in general lead to a different
Wick ordered random variable. However, it turns out that many natural representations of q(X)
does in fact produce the same Wick ordered random variable. The purpose of this note is to clarify
the reason for this robustness.
We end the introduction with a brief overview of the paper. In Section 2, we recall the defi-
nition of some polynomials associated with Borel probability measures on Rn. They were intro-
duced by Segal in [6], and constitute a several variable version of Appell polynomials [1]. For
brevity, we will refer to such polynomials as ‘Segal Polynomials’, although (the more cumber-
some) ‘Generalized Appell Polynomials’ may be more appropriate. We then turn to a transforma-
tion theorem for Segal polynomials, and we end Section 2 by discussing some of its consequences.
In Section 3, we recall and discuss Wick ordering of polynomials of random variables, the topic
of our modest investigation. We shall see how the transformation theorem encodes the, perhaps
surprising, robustness in Wick’s notation for Segal’s random variable version of Wick ordering.
Finally, in Section 4, we have supplied a proof of the transformation theorem.
2 Segal polynomials
Let µ be a Borel probability measure on Rn, and abbreviateN = 1+sup{k ∈ N0 | 〈|x|k〉µ <∞},
which is infinite if µ admits moments of all orders. Here 〈f〉µ =
∫
Rn
f dµ denotes expectation
1
w.r.t. the measure µ, and | · | is the 1-norm on Rn.
To such a measure, one can associate polynomials pµβ of order |β|, with |β| < N . Here β ∈ Nn0
is a multi-index and we write β! = β1! · · ·βn! and xβ = xβ11 · · ·xβnn , as usual. The polynomials
are uniquely fixed by the following two properties:
• ∀β ∈ Nn0 , with |β| < N , we have
∂pµ
β
∂xj
= βjp
µ
β−δj
.
• pµ0 = 1 and 〈p
µ
β〉µ = 0, for all β ∈ Nn0 with 0 < |β| < N .
Here δj is the multi-index with (δj)i = δij , the Kronecker delta. The only term of maximal
order |β| in pµβ is xβ , which appears with coefficient equal to 1. That is, the polynomials pµα
are monic. In the special case of one dimension, n = 1, the pµk ’s are (up to normalization)
Appell polynomials, cf. [1]. As mentioned in the introduction, we will refer to pµα as the Segal
polynomials associated with the measure µ.
As a remark, we note that: If µ is a Gaussian measure, then the Segal polynomials are orthog-
onal polynomials. If µ is Dirac’s point measure, assigning the measure 1 to {0}, then pµβ(x) = xβ
for all β. If dµ = (2π)−1/2 exp(−x2/2)dx, as a measure on R, then pµk are the (monic) Hermite
polynomials. If the measure is a product measure, that is; µ = µ1×µ2 on Rn = Rn1 ×Rn2 , then
pµβ(x) = p
µ1
β1
(x1)p
µ2
β2
(x2), where β = (β1, β2) ∈ Nn10 × N
n2
0 and x = (x1, x2) ∈ Rn1 × Rn2 .
The last claim follows from uniqueness. Finally, the coefficients of the Segal polynomial pµβ are
polynomial expressions in expectation values 〈xα〉µ with α ≤ β.
Let T : Rn 7→ Rm be a linear transformation, i.e., an m× n real matrix with matrix elements
Ti,j , where i = 1, . . .m and j = 1, . . . , n. The transformation T induces a Borel probability
measure µT on R
m
, by the usual construction µT (B) = µ(T−1(B)), where B denotes a Borel
set in Rm and T−1(B) its preimage in Rn under T . The transformed measure µT is supported on
Ran(T ), i.e. µT (C) = 0, for any Borel set C ⊆ Rm with C ∩ Ran(T ) = ∅.
The transformed measure µT has moments of orders k < N , and hence has associated to it a
family of polynomials pµTα , where α ∈ Nm0 , with |α| < N . The result on which this note hinges,
is a formula expressing pµTα , on the range of T , in terms of p
µ
β’s, with |β| = |α|.
In the following, Γ ∈Mm×n(N0) is an m× n matrix (as is T ) with entries in N0. The reader
should think of Γ as a multi-index with two labels. We write Γ! =
∏
i,j Γi,j ! and T Γ =
∏
i,j T
Γi,j
i,j ,
borrowing the standard multi-index notation. Finally, we abbreviate 1ℓ = (1, 1, . . . , 1) ∈ Rℓ.
One should think of the rows and columns of Γ as multi-indices and the usual multi-indices Γ1n
and Γt1m now contains the lengths of the multi-indices sitting in the rows and columns of Γ,
respectively. We are now ready to formulate:
Theorem 2.1. Let µ be a Borel probability measure on Rn and T : Rn 7→ Rm a linear transfor-
mation. Then for any α ∈ Nm0 and x ∈ Rn, we have
pµTα (Tx) =
∑
β∈Nn0 , |β|=|α|
Aα,β p
µ
β(x), (2.1)
where the transition coefficients Aα,β are given by the formula
Aα,β =
∑
Γ∈Mm×n(N0)
Γ1n=α, Γ
t1m=β
α!
Γ!
T Γ.
The formula in Theorem 2.1 is more natural than it, perhaps, seems at a first glance, since
(Tx)α =
∑
β∈Nn0 , |β|=|α|
Aα,β x
β . (2.2)
This identity follows from the multinomial formula. In fact, it is also a special case of our theorem,
applied with µ equal to Dirac’s point measure at zero, for which µT = µ and pµβ(x) = xβ .
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We end this section by deriving some properties of Segal polynomials, which follow easily
from Theorem 2.1. These properties may also be derived using the generating function
Gµ(ξ;x) =
∑
β∈Nn0
pµβ(x)
β!
ξβ ,
viewed as a formal power series. Note that if the characteristic function cµ(x) =
∫
Rn
exp(−rix ·
y) dµ(y) extends to an analytic function in a complex polydisc, around 0, then the formal power
series above converges absolutely on compact subsets of the same complex polydisc, around ξ =
0, times Cn, as a function of 2n complex variables. Furthermore,Gµ(ξ;x) = exp(x · ξ)/cµ(riξ).
See [2, 5, 7]. Here, however, we use instead our transformation theorem, which allows us to work
at a fixed order of moments, thus giving shorter and conceptually simpler arguments. In fact,
Theorem 2.1 itself follows from expanding both sides of the identity GµT (ξ;Tx) = Gµ(T tξ;x)
as power series in the variable ξ. Here T t denotes the transpose of the matrix T . The proof of
Theorem 2.1 we give in Section 4 does not rely on generating functions.
Scaling: Let T = diag{c1, . . . , cn} be a diagonal n× n matrix. Then Aα,β = δαβcα, where we
read c = (c1, . . . , cn) as a vector to exploit the multi-index notation. Hence
pµTα (Tx) = c
αpµα(x). (2.3)
As a consequence, if µ is a reflection invariant measure, µ(−B) = µ(B), then pµα(−x) =
(−1)|α|pµα(x).
Multinomial formula: Let T : Rn 7→ R be given, i.e., T acts by taking inner product with a
vector T = (c1, · · · , cn). Here the target space is one-dimensional, so the multi-index α is just a
number k ∈ N0. In this case Ak,β = k!β! c
β and, consequently,
pµTk (c1x1 + · · ·+ cnxn) =
∑
β∈Nn0 , |β|=k
k!
β!
cβpµβ(x). (2.4)
If n = 1 as well, where T ∈ R, then pµTk (Tx) = T kp
µ
k(x).
Partial trace: Let xβ = xβ11 · · ·xβnn be a monomial. By partially tracing out variables, we may
obtain xβ from another monomial yα = yα11 · · · yαmm , if m ∈ N and α ∈ Nm0 are such that we
can choose a function J : {1, . . . ,m} → {1, . . . , n} with βj =
∑
i:J(i)=j αi. Then, by setting
yi = xJ(i) we obtain that xβ = yα.
Let µ be a Borel probability measure on Rn. We wish to study to what extend pµβ(x) can be
obtained from another Segal polynomial pνα(y) by partially tracing out variables as above. We
build a linear transformation T : Rn 7→ Rm by setting Tej =
∑
i:J(i)=j ei. Note that Tx = y
with yi = xJ(i), T tei = eJ(i) and, hence, T tα = β.
With T being the m× n matrix just introduced, we apply Theorem 2.1 to compute pµTα (Tx)
for α ∈ Nm0 (provided moments of order |β| exists). Let α ∈ Nm0 and β ∈ Nn0 , with |α| = |β|.
To compute the transition coefficient Aα,β , we let Γ ∈ Mm×n(N0) be such that Γ1n = α and
Γt1m = β. For the product T Γ to be non-zero, we must have Γi,j = 0, if Ti,j = 0. That is,
for each i, we must require that Γi,j = 0, if j 6= j(i), and Γi,j(i) = αi, in order to ensure that
Γ1n = α. Since there is thus only one Γ = Γ(α) capable of contributing to the sum, we conclude
thatAα,β = 0, if β 6= Γt1m. Note that we can write this uniqueΓ as Γ = diag{α1, α2, . . . , αn}T ,
and hence, β = Γt1m = T tα is the only multi-index for which Aα,β 6= 0. And for this multi-
index we have T Γ = 1. We have now computed that
Aα,T tα = 1 and Aα,β = 0, if β 6= T tα.
In conclusion, just as for the monomial xβ , the Segal polynomial pµβ(x) can be written as
a partial trace of another Segal polynomial pνα(y), provided T tα = β and ν = µT . That is,
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pµTα (Tx) = p
µ
T tα(x), for all α ∈ N
m
0 (provided moments of order |α| are defined). If µ is the
point mass at zero, this just amounts to (Tx)α = xT tα, which was the monomial identity we
started with.
3 Wick ordered random variables
Let (Ω,Σ, P ) be a probability space. That is, Σ is a σ-algebra of subsets of the set Ω, and P
is a probability measure defined on Σ. By a random variable X , we understand as usual a Σ-
measurable function X : Ω 7→ R. If we have several random variables, X1, . . . , Xn, we form the
vector X = (X1, . . . , Xn) as an Rn-valued random variable.
We write E for expectation with respect to the probability measureP . Given a random variable
X : Ω 7→ Rn, let N = 1 + sup{k ∈ N0 |E[|X |k] < ∞}. That is, X admits moments of order
k < N .
Given an Rn-valued random variableX , we can form an associated Borel probability measure
µX on R
n
, by setting µX(B) = P (X−1(B)). Here X−1(B) ∈ Σ denotes the preimage of the
Borel set B ⊆ Rn. Note that if X admit moments of orders k < N , then so does µX .
The Wick ordered monomials :Xβ : are now defined for β ∈ Nn0 with |β| < N , as the new
(real-valued) random variable
:Xβ : = pµXβ (X).
This construction goes back to Segal [6, Thm 1]. See also the monographs [3, 7]. Let us pause to
discuss Wick monomials, before we extend the notation to arbitrary polynomials.
Below we consider linear transformations Y = TX of vectors of random variables. The
reason for the usefulness of Theorem 2.1 is the transformation rule (µX)T = µY for the associ-
ated Borel probability measures. Here (µX)T (B) = µX(T−1(B)) is the Borel measure on Rm
obtained by pushing forward µX .
Multinomial formula: As an example of how one can use the transformation theorem to say
something about Wick monomials, we derive the multinomial formula, hinted at in [7]. Given a
vector of real numbers T = (c1, · · · , cn), we can form a new random variable Y = c1X1+ · · ·+
cnXn : Ω 7→ R. Since µY = (µX)T , we conclude from the multinomial formula (2.4) that
:Y k : =
∑
β∈Nn0 , |β|=k
k!
β!
cβ :Xβ : , (3.5)
for any k with 0 ≤ k < N . This is the multinomial formula for Wick monomials.
Robustness of notation: The notation :Xβ : for Wick monomials suggests some robustness in
how one chooses to represent the random variable Xβ . This is in fact the issue, which led the
author to study the properties of Segal polynomials to begin with.
Scaling: As a warm up, let us consider a simple question. Let c = (c1, . . . , cn) be a vector of real
numbers, such that cβ = 1, for some multi-index β ∈ Nn0 . Putting T = diag{c1, . . . , cn} and
Y = TX , we see that Xβ = Y β . The scaling law (2.3), from the previous section, now tells us
that
:Y β : = pµYβ (Y ) = p
(µX)T
β (TX) = c
βpµXβ (X) = :X
β : .
This is a reassuring first sign of the notation :Xβ : being a healthy choice.
Partial trace: Secondly, let us try to represent the random variable Xβ on a different form by
repeating and/or removing copies of theXi’s. To do this, we proceed as in the last paragraph of the
previous section, and pick a matrix T : Rn 7→ Rm, with exactly one non-zero entry in each row,
which should be equal to 1. Then Y = TX is a vector consisting of the same random variables,
but with possible repetitions and/or omissions. Suppose α ∈ Nn0 is such that β = T tα ∈ Nm0 .
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Then we have Xβ = Y α, and we would like the two Wick ordered random variables, :Xβ : and
:Y α : , to coincide as well. We compute, using the transformation rule from the last section,
:Y α : = pµYα (Y ) = p
(µX )T
α (TX) = p
µX
T tα(X) = :X
β : .
That is, the Wick ordered monomials are not sensitive to how the monomial, into which the vector
of random variables are inserted, has been represented.
A counter example: While the above message suggests a robustness in how one reads :Xβ : , it is
not correct that Wick ordering of any other representation of Xβ , as a monomial, yields the same
random variable. Here is an obvious counter example: Let X be a random variable and define
another random variable Y = X2, such that X2 = Y 1. We would like to compute :X2 : and
: Y 1 : and see if they are equal or not. (We assume of course that X admits a second moment.)
We have
:X2 : = pµX2 (X) = X
2 − 〈x〉µXX + 〈x〉
2
µX − 〈x
2〉µX
= X2 − E[X ]X + E[X ]2 − E[X2].
On the other hand : Y 1 : = pµY1 (Y ) = Y − 〈y〉µY = Y − E[Y ] = X2 − E[X2]. Hence, we
observe that if E[X ] 6= 0, then :X2 : 6= :Y 1 : .
Extension by linearity: We may extend the notation for Wick ordering from monomials to poly-
nomials by linearity. To be precise, let X = (X1, . . . , Xn) be a vector of random variables and
q(x) =
∑
α∈Nn0
cαx
α with cα ∈ R, only finitely many of which are non-zero. Since the xα’s
form a basis for the vector space of real polynomials, we get a well-defined map : · : taking real
polynomials into random variables
:q(X) : =
∑
α∈Nn0
cα :X
α : .
The extension to polynomials, however, opens up a hornets nest of notational ambiguities.
For example, in the multinomial formula, we computed the Wick ordering of Y k = (c1X1 +
· · · cnXn)k. We may also use the usual multinomial formula to write Y k as a polynomial and
then use the extension by linearity above to assign a Wick ordered random variable to Y k. By a
stroke of good fortune, the end result (3.5) is the same!
More generally, suppose q is a polynomial of n variables and p is a polynomial of m variables
with n,m ∈ N. Suppose one can express q(x) as p evaluated at a linear combination of the
variables x1, . . . , xn. That is, q(x) = p(y) with y = Tx and T ∈ Mm×n(R). Denote by cqβ and
cpα the coefficients of the polynomials q and p respectively.
Let X = (X1, . . . , Xn) be a vector of random variables and form a new vector of random
variables Y = (Y1, . . . , Ym) by setting Y = TX . Then we may ask if the two Wick ordered
random variables :q(X) : and :p(Y ) : – as claimed in the abstract – are identical. To explore this
question we compute first using (2.2)
q(x) = p(Tx) =
∑
α
cpα(Tx)
α =
∑
|α|=|β|
cpαAα,βx
β =
∑
β
( ∑
α:|α|=|β|
cpαAα,β
)
xβ ,
such that cqβ =
∑
α:|α|=|β| c
p
αAα,β . From this equation it now follows that
:q(X) : =
∑
β
cqβ :X
β : =
∑
|α|=|β|
cpαAα,β :x
β : =
∑
|α|=|β|
cpαAα,β p
µX
β (X)
=
∑
α
cpα p
µY
α (TX) =
∑
α
cpα :Y
α : = :p(Y ) : . (3.6)
Random fields: While the above identities may seem a little contrived, they take on more urgency
when viewed through the lens of random fields. A random field is a map φ taking elements v of a
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real vector space V into random variables φ(v) on a given probability space (Ω,Σ, P ). The field
should be linear, i.e.,
∀v, w ∈ V, a ∈ R : φ(v + aw) = φ(v) + aφ(w), P -a.e.
Due to linearity, it is precisely linear combinations of random variables that are the relevant trans-
formations to consider. Let v1, . . . , vn ∈ V , and let wi = Ti,1v1,+ · · ·+ Ti,nvn, where the Ti,j’s
are real and i = 1, . . . ,m. For a real polynomial p in m variables, we may use linearity to write
p(φ(w1), . . . , φ(wm)) = q(φ(v1), . . . , φ(vn)), P -a.e., for a real polynomial q in n variables. We
can now conclude from (3.6) that
:p(φ(w1), . . . , φ(wm)) : = :q(φ(v1), . . . , φ(vn)) : , P -a.e. (3.7)
The Wiener process: As a more interesting example, take the Gaussian random field arising from
the pointwise defined Wiener process {B(x)}x≥0 with B(0) = 0, E[B(x)] = 0, E[B(x)B(y)] =
min{x, y} and continuous sample paths. We may take V to be the real vector space of continuous
functions compactly supported in R. Then φ(f) =
∫∞
0 f(x)B(x) dx for f ∈ V (as a pointwise
integral) is a (Gaussian) random field as considered above.
If supp f ⊆ (−∞, b], we define approximants to ϕ(f):
Yℓ(f) =
1
bℓ
ℓ∑
i=1
f(ib/ℓ)B(ib/ℓ)
such that we have pointwise convergence Yℓ(f) → ϕ(f) in Ω. Suppose we have functions
f1, . . . , fn ∈ V given with supp fj ⊆ (−∞, b]. Then we also have convergence of the expec-
tations E[Yℓ(f1) · · ·Yℓ(fn)] → E[ϕ(f1) · · ·ϕ(fn)]. To see this, we may assume that n is even,
since both sides vanish if n is odd. For n = 2m the left hand side is a Riemann sum for the in-
tegral of the continuous compactly supported function f1(x1) · · · fn(x2m)E[B(x1) · · ·B(x2m)].
That the expectation value is continuous follows from the identity
E[B(x1) · · ·B(x2m)] =
∑
E[B(xi1 )B(xj1 )] · · ·E[B(xim )B(xjm )],
where the sum is over all partitions of 1, . . . , 2m into pairs (i, j) with i < j. This is a special
case of Wick’s theorem for Gaussian Random Fields. It follows most easily from expanding
generating functions [7]. Put Yℓ = (Yℓ(f1), . . . , Yℓ(fn)) and Y = (ϕ(f1), . . . , ϕ(fn)). Then
for any multi-index β, we have pµYℓβ → p
µY
β . This follows since the coefficients in p
µX
β are
polynomial expressions in 〈xα〉µX = E[Xα]. Due to pointwise convergence of Y αℓ → Y α for all
α, we may finally conclude that :Y βℓ :→ :Y β : pointwise in Ω for any multi-index β ∈ Nn0 .
Since the Yℓ(fj)’s are linear combinations of B(ib/ℓ), i = 1, . . . , ℓ, we may use (3.7) to
conclude that
:Yℓ(f1) · · ·Yℓ(fn) : =
1
(bℓ)n
ℓ∑
i1,...,in=0
f1(
i1b
ℓ ) · · · fn(
inb
ℓ ) :B(
i1b
ℓ ) · · ·B(
inb
ℓ ) : .
Observing that the the right-hand side is a Riemann sum (pointwise in Ω), we may take ℓ to ∞ on
both sides and arrive at the identity
:φ(f1) · · ·φ(fn) : =
∫ ∞
0
· · ·
∫ ∞
0
f1(x1) · · · fn(xn)
× :B(x1) · · ·B(xn) : dx1 · · · dxn.
(3.8)
Note that (x1, . . . , xn) 7→ :B(x1) · · ·B(xn) : (ω) is continuous for any ω ∈ Ω.
We remark that there is nothing special about the Wiener process. Suppose we have random
variables {ϕ(x)}x∈Rd indexed by points x in Rd satisfying that x 7→ ϕ(x)(ω) is, e.g., continuous
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for all ω ∈ Ω and (x1, . . . , xk) 7→ E[ϕ(x1) · · ·ϕ(xk)] is continuous for all k (supposing moments
of order k exists). The Wiener process (extended to zero on the negative half-axis) is an example.
We can define a random field as above by setting ϕ(f) =
∫
Rd
f(x)ϕ(x) dx for f ∈ V =
C∞c (R
d;R). Repeating the argument used for the Wiener Process, we see that (3.8) remains valid
with B(xj) replaced by ϕ(xj) and the integration region replaced by Rdn.
Conclusion: The Segal polynomials pµβ , by definition, carries many of the same combinatorial
properties of ordinary polynomials. This manifests itself in Theorem 2.1, and is the reason that the
notation used for Wick ordered polynomials of random variables has such surprising flexibility in
interpretation. Furthermore, the amount of robustness in the notation fits, hand in glove, with the
linear structure of random fields.
4 Proof of the transformation theorem
In this last section, we supply an elementary proof of Theorem 2.1. The proof goes by induction
in the total order |α|. For α = 0 the identity reads 1 = 1. Let 0 < N ′ < N , and assume that the
theorem holds true for multi-indices α ∈ Nn0 , with |α| < N ′.
We begin by establishing an identity, relating the transition coefficientsAα,β at different order.
Let 1 ≤ ℓ ≤ n, α ∈ Nn0 and β ∈ Nm0 , be such that |α| = N ′ and |β| = N ′ − 1. We write Ekℓ for
the m× n matrix unit, with entries (Ekℓ)i,j = δkiδℓj . We have
(βℓ + 1)Aα,β+δℓ =
∑
Γ∈Mm×n(N0)
Γ1n=α,Γ
t1m=β+δℓ
(
Γ1,ℓ + · · ·+ Γm,ℓ
)
α!
Γ!
T Γ
=
m∑
k=1
αkTk,ℓ
∑
Γ∈Mm×n(N0),Γk,ℓ≥1
Γ1n=α,Γ
t1m=β+δℓ
(α− δk)!
(Γ− Ekℓ)!
T Γ−Ekℓ
=
m∑
k=1
αkTk,ℓ
∑
Γ∈Mm×n(N0)
Γ1n=α−δk,Γ
t1m=β
(α− δk)!
Γ!
T Γ =
m∑
k=1
αkTk,ℓAα−δk,β.
Note that only terms with αk ≥ 1 contribute on the right-hand side.
Having established the above relation, we now compute
∂pµTα ◦ T
∂tℓ
(t) =
m∑
k=1
Tk,ℓ
∂pµTα
∂tk
(T t) =
m∑
k=1
Tk,ℓαkp
µT
α−δk
(T t),
and invoke the induction hypothesis to find that
∂pµTα ◦ T
∂tℓ
(t) =
∑
β∈Nn
0
|β|=N ′−1
m∑
k=1
Tk,ℓαkAα−δk,βp
µ
β(t) =
∑
β∈Nn
0
|β|=N ′−1
(βℓ + 1)Aα,β+δℓp
µ
β(t).
On the other hand, we can compute the partial tℓ-derivative of the right-hand side of the claimed
equality (2.1), and get
∑
β∈Nm0 , |β|=N
′
Aα,β
∂pµβ
∂tℓ
(t) =
∑
β∈Nm0 , |β|=N
′
Aα,ββℓp
µ
β−δℓ
(t).
A change of summation now establishes that the gradients of the left and right-hand side in (2.1)
coincide, and hence, we have established that the two polynomials coincide up to a constant factor.
Two such polynomials in n variables are equal if and only if their expectation with respect to µ
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coincide. But by construction of the polynomials, both sides of (2.1) integrated with respect to µ
gives zero, and we are done.
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