Measurement of image quality is crucial for many imageprocessing algorithms, such as acquisition, compression, restoration, enhancement and reproduction. Traditionally, image quality assessment algorithms have focused on measuring image fidelity, where quality is measured as fidelity with respect to a 'reference' or 'perfect' image. The field of blind quality assessment has been largely unexplored. In this paper we present an algorithm for blindly determining the quality of JPEG2000 compressed images. Our algorithm assigns quality scores that are in good agreement with human evaluations. Our algorithm utilizes a statistical model for wavelet coefficients and computes features that exploit the fact that quantization produces more zero coefficients than expected for natural images. The algorithm is trained and tested on data obtained from human observers, and pelforms close to the limit on useful prediction imposed by the variability between human subjects.
INTRODUCTION
With the advent of digital content, the problem of automatically quantifying its quality has received tremendous anention in the research community. Digital images are now a part of our everyday lives, and the need to discover ways of assessing their quality in a way that is consistent with human assessment has led to several approaches towards solving the problem. One class of quality assessment schemes is the class of image fidelity metrics, which assume that a 'reference' image is available against which to compare a distorted or processed image against. However, human observers can readily judge the quality of images without explicit reference images. We were thus motivated to consider blind quality assessnienr, in which an algorithm seeks to Blind Quality Assessment is a very hard problem since many unquantifiable factors play a role in human assessment of quality, such as aesthetics, cognitive relevance, learning, context etc. These factors are not only very hard for a computer to address, but also introduce variability among human observers in judgements of image quality. However, we can work with the following philosophy for blind image quality assessment: all images ore pe@ecr, regardIess of conrent, unril disrorted by ocquisition, processing or reproducrion. Hence, the task of blind quality measurement simplifies into measuring the distortion that has possibly been intrcduced in the image during the stages of acquisition, processing or reproduction. The reference for measuring this distortion would be the statistics of 'perfect' natural images, measured with respect to a model that best suits a given distortion type or application. This philosophy effectively decouples the unquantifiable aspects of image quality mentioned above from the task of objective quality assessment. All 'perfect images' are treated equally, disregarding the amount of cognitive information in the image or its aesthetic value.
One class of image processing systems that introduces distortions in images is the class of the lossy image compression algorithms, which reduce the storage/transmission bandwidth requirements (beyond the limits of lossless compression) by throwing away information that is of least visual relevance [I] . However, once the compression ratios increase beyond a cemin limit, the distottions become perceptible, and even annoying. One very popular image compression scheme is PEG, which introduces a very distinct compression artifact, the blocking artifact, which occurs because P E G processes images as non-overlapping 8 x 8 blocks with the Discrete Cosine Transform (DCT), and hence introduces discontinuities in the image at block boundaries. Researchers have previously reported their success at measuring the blocking artifact blindly, and thereby quantifying the image quality for P E G compressed images (or DCT based compressed video) without the reference sig-nals [2, 31. In [41, a blocking measure is combined with estimates of image activity to give quality scores to images. PEG2000 is a recent standard that performs bener than the P E G algorithm by providing higher compression ratios at similar visual quality. JPEG2000 uses the Discrete Wavelet Transform instead of the DCT, but at higher compression ratios, it too introduces distortions that typically include blurring and ringing. While some previous work has reported attempts to, measure the ringing artifact in Wavelet based image coders [51, the ringing artifact meuic has not been calibrated or tested against human judgements. Also, our observations demonstrate that the ringing artifacts appear only for a n m w range of compression ratios, and in lightly textured regions around strong edges. Blumng is the more dominant artifact for JPEG2000 (and wavelet based coders), especially at lower bit rates. We believe that the work presented in this paper is the first attempt to blindly assess the quality of images compressed by PEG2000 (or any other wavelet based) image compression syslems in a way that is directly related to human perception of quality, with our algorithm calibrated and tested against human subject data.
In our research, we make use of a statistical model for natural images in the wavelet domain to quantify the loss in quality due to quantization of wavelet coefficienfs. Using this model, we extract features that capture the qumtizatiou process in the wavelet domain. Using quality judgements of 198 images (29 uncompressed images, 169 compressed images) by 25 human subjects, we train our model to assign scores to images that duectly relate to human perceptions.
SUBJECTIVE EXPERIMENTS
Twenty-nine high-resolution 24-bits/pixel RGB color images (typically 768 x 512) were compressed using PEG2000 with different compression ratios to yield a database of 198 images, 29 of which were the original (uncompressed) images. The bit rates used for compression were in the range of 0.03 to 3.2 bits per pixel, chosen such that the resulting distribution of quality scores wii roughly uniform over the entire range. Observers were asked to provide their perception of quality on a continuous linear scale that was divided into five equal regions marked with adjectives "Bad", ''Poor", "Fair", "Good" and "Excellent". The testing was done in two sessions with about 25 subjects per session evaluating about half of the images. Hence, about 25 human observers rated each image. The raw scores for each subject were normalized by the mean and variance of that subject (that is, converted to 2-scores [6] ) and then scaled and shifted by the mean and variance of' the entire subject pool to the full range (1 to 100). Mean scores were then computed for each image after removing outliers. The average standard deviation of the subject scores over all im- ages was found to be 6.8 (on a scale of 1-lOO), while the average value of the linear correlation coefficient of the subject scores with the mean score was 0.93. Figure 1 shows the variability between the human scores as a * 2 0 interval about the mean human score, in which 95% of the human subject scores lie.
STATISTICAL MODEL FOR IMAGES IN THE WAVELET DOMAIN
We have used a statistical model for natural images proposed in [7, 81 . It captures the statistics of wavelet coefficients in a given subband and their correlations with other wavelet coefficients in different subbands. We observed from our experiments that this model is suitable for measuring the effect of quantization of wavelet coefficients, since quantization pushes wavelet coefficients at finer scales towards zero. This results in a greater probability of zero coefficients in any subband than expected for natural images.
The statistical model proposed in [7, 8] for the magnitude C of the wavelet coefficient, conditioned on the magnitude P of the linear prediction of the coefficient, is given in (1) where Ad and N are assumed to be independent zero mean random variables. In [7, 81 , an empirical distribution is used for Ad and N is assumed to be Gaussian of unknown variance. In our method, as a first approximation we consider the m g i n a l distribution of the wavelet coefficients only. We divide the histogram into two regions: insignificant coefficients and significant coefficients. We found that the probability of a coefficient being in one of the regions at a certain scale and orientation is a good feature to represent the effect of quantization, and hence can he used to predict the loss of quality due to the JPEG2000 compression. The thresholds for the coefficients are determined empirically, such that the average error in the quality predictions is minimized over the training set.
FEATURES FOR QUALITY ASSESSMENT
We only work with the luminance component of the images in our algorithm, which was normalized to a constant rootmean-squared value of 1.0. Let h(C) denote the normalized histogram of the logarithm of the magnitude of wavelet coefficients at a given scale and orientation, where the edge bins extend up to infinity in both directions. We estimate the probability that the coefficient magnitude is significant (above the threshold Th). denoted by p , , from the normalized histogram: p , = Cc,Th h (C)
The feature vector that we chose for our algorithm is { p s i ] where i is an index into the wavelet subband for which the probability is being calculated. In our experiment, we chose the detail coefficients at the two finest scales for the horizontal, vertical and diagonal orientations. We reduce Figure 3 shows how the quality (as rated by human subjects) varies with the image feature. The figure suggests a saturating exponential fit, and we use (2) to relate the feature to the quality predictions, Q p , where c, denotes the elements of the first PCA basis vector, and psi denotes the elements of the mean vector.
The fitting equation is a saturating exponential, where U is a shift parameter, T denotes the decay constant, K denotes the highest quality score that the algorithm can possibly assign.
TRAINING AND TESTING
The database of 29 original images (and their corresponding compressed versions) was split randomly into two groups: The quality predictions on the test data set were svaluated using the parameters learned from the training set. These predictions were compared against the actual human evaluations. Figure 4 shows the correlations between these predictions and the human ratings on the test data for one run of the algorithm. Figure 5 shows the histogram of the rootmean-squared-error (RMSE) between the predictions and the mean human scores for the testing set for several runs of the algorithm (each time with a different, and random, training and test subsets of the database). The mean RMSE is 9.9 and the standard deviation in RMSE is 1.4. The FUvlSE values for the prediction errors should be compared with the average standard deviation of 6.8 for the human scores versus the mean score for all images. This shows that our algorithm performs close to the Iimit on useful prediction imposed by the variability within human observers. Running multiple tests with different training and test configurations shows that the algorithm's performance is stable. Table 1 gives the values of the mean thresholds from several NUS, Table 2 gives the mean PCA vectors and Table 3 gives the mean values of the parameters for the fit. Here, i goes from 1 to six to index the following subhands: horizontal, vertical and diagonal details at the second finest scale, horizontal, vertical and diagonal details at the finest scale.
CONCLUSIONS
In this paper we have presented an algorithm for blindly determining the quality of images that have been compressed by JPEGZOOO. As far as we are aware, this is the first at- Table 3 . Parameters for computing output quality from (2) tempt of its kind to design an algorithm for blindly evaluating the quality for PEG2000 compressed images. The algorithm utilizes a statistical model for wavelet coefficients and computes features that exploit the fact that quantization of wavelet coefficients produces more zero coefficients than expected for natural images. The probabilities of the coefficients being non-zero in different subbands is used as a feature, together with PCA based dimensionality reduction and non-linear curve-fitting to do predictions of image quality scores. The algorithm is trained and tested on data obtained from human observers. On a scale of 1-100, an average RMSE of approximately 9.9 between the quality predictions and human evaluations is reported, which is close to the average standard deviation of 6.8 for the quality scores assigned by human observers. More research needs to be conducted to reduce this gap. We are continuing research into using higher-order models of natural image statistics in the wavelet domain to achieve this goal. 
