In this paper, a modified orthogonal forward regression (OFR) least-squares algorithm is presented for system identification and modelling from noisy regressors. Under the assumption that the energy and signal-to-noise ratio (SNR) of the signals are known or can be estimated, it is shown that unbiased estimates of the Error reduction ratios (ERRs) and the parameters can be obtained in each forward regression step. Examples are provided to illustrate the proposed approach.
Introduction
In system identification and modelling, the orthogonal forward regression (OFR) least-squares algorithm (Billings et al. 1988 , has proved to be an effective algorithm for determining significant model terms or the model structure and the associated parameter estimates. The OFR algorithm involves a stepwise orthogonalisation of the regressors and a forward selection of the relevant terms based on the error reduction ratio (ERR) criterion (Billings et al. 1989a) . In recent years, many variants of the OFR algorithm have been introduced to improve the performance of the OFR algorithm including D-optimality OFR (Hong and Harris 2001) , variable pre-selection OFR (Wei et al. 2004) , piecewise linearization (Mao and Billings 1999) , minimal model structure detection (Mao and Billings 1997) etc. For the past two decades, the OFR algorithm and its variants have been successfully applied in a variety of fields in system identification and modelling (Billings et al. 1989a , b, Aguirre and Billings 1995a , b, Billings et al. 2000 , Coca and Billings 2001 , Liu et al. 2001 , Balikhin et al. 2005 .
Although there have been many variations and refinements of the original OFR algorithm all these are based on the assumption that any noise only affects the measured output values. This is the classical system identification formulation where it is assumed that the input, which is often designed by the user to be persistently exciting (Leontaritis and Billings 1987) , is assumed to be measured perfectly or as a noise free signal. If the outputs are corrupted by noise, which can be non-linear and coloured, the OFR algorithm can still be applied and often noise models are fitted to ensure unbiased estimates (Billings et al. 1989a) . However, there are situations where all the potential regressors, which can be made up of both input and output terms, are corrupted by noise. This arises for example in the identification of coupled map lattices Billings 2001, Guo and where the (noisy) outputs of some neighbouring nodes are considered as inputs for the identification of a model at other node locations. If the classical OFR is applied to this class of problems the ordering and the value of the ERRs can be incorrect. This means that the structure of the model cannot be determined and that the estimates of the model parameters will probably be biased. There appear to be no results in the literature relating to the applications of the OFR algorithm to this case, where there is noise on the regressors. This oversight is addressed in the present study where the effects of noise on the model regression terms are studied in detail. It is shown that if the classical OFR algorithm is applied in this case both the ERR values and the parameter estimates will be biased. The analysis of why this occurs leads to the derivation of a new modified OFR routine which overcomes these limitations. The new algorithm however requires a knowledge of the power and the SNR of the signals involved. These requirements are analysed in detail and it is shown that the ordering or ranking of the model terms should still be possible. The sensitivity of the new algorithm to the values of the power and SNR of the signals is investigated and it is shown that the new method can still work reasonably well even when the estimates of these values are not perfectly accurate.
The paper is organized as follows. Section 2 presents a brief introduction to the principle of the classical OFR algorithm. A detailed analysis of the effects of noise on ERR is given in x 3. The modified OFR algorithm for detecting the correct terms and determining the associated parameter estimates is presented in x 4. Section 5 provides a sensitivity analysis of the proposed modified OFR algorithm to the energy. Section 6 illustrates the proposed approach using numerical simulations, and finally conclusions are given in x 7.
The classical OFR least-squares algorithm
Let p 0 , p 1 , . . . , p n be independent variables and y the output response of a system. Assume that there is a subset I of f0, 1, . . . , ng such that a linear relationship
exists. Given a set of observations, the system modelling problem of interest is to determine the subset I and the values of i . The OFR algorithm for this problem involves three steps:
. orthogonalize the regressors to remove the correlations between these variables; . select significant terms using the ERR as a criterion; . estimate the corresponding parameters for the selected terms.
Formally, the classical OFR least-squares algorithm can be stated as follows (Billings et al. 1988b) . Let p 0 ðtÞ, p 1 ðtÞ, . . . , p n ðtÞ and y(t), t ¼ 1, 2, . . . , N be the series of observations. Denote Y ¼ ðyð1Þ, yð2Þ, . . . , yðNÞÞ T and P i ¼ ðp i ð1Þ, p i ð2Þ, . . . , p i ðNÞÞ T , i ¼ 0, 1, . . . , n, then the following linear regression model can be formed
where P ¼ ðP 0 , P 1 , . . . , P N Þ is the regression matrix, ¼ ð 0 , 1 , . . . , n Þ T represents the unknown parameters to be estimated, and Ä ¼ ðð1Þ, ð2Þ, . . . , ðNÞÞ T is some modelling error vector. The three steps in the OFR algorithm are 1. Orthogonalisation. The orthogonal decomposition P ¼ WA, where A is an ðn þ 1Þ Â ðn þ 1Þ upper triangular matrix with unity diagonal elements, of the regression matrix P provides an alternative representation of equation (2)
where W is an N Â ðn þ 1Þ matrix with orthogonal columns
The orthogonal least squares solution to g is given bŷ
The fraction of variance not explained by a regression of Y on Wg is
Thus the error reduction ratio (ERR) caused by term i, i ¼ 0, 1, . . . , n is defined as
The OFR least-squares algorithm selects the subset I, that is a subset of regressors in a forward-regression manner by maximizing the contribution of a regressor to the explained desired response variance, that is its ERR. 3. Parameter estimation. Once the parameters g i , i 2 I have been estimated using (4) the parameters i , i 2 I in the regression equation (1) can be calculated as
From the definition of ERR (6), it can be observed that the OFR is equivalent to maximizing the product moment correlation coefficient. In fact, the product Algorithm for system modelling 341
3. The OFR algorithm with noise on the regressors
It is worth mentioning that there are two distinct cases when applying the OFR algorithm to noisy data. The first is the classical case where only the output measurements are contaminated by noise, and the second is the case where both input and output, that is (some of) the regressors, are corrupted by noise. It has been shown that if only the outputs are corrupted by noise, the OFR algorithm can still be applied effectively. A detailed discussion can be found in Billings et al. (1989a) . In this section, the effect of noise on the regressors upon the OFR algorithm is analysed. The problem can be formalised as follows: Let " p 0 ðtÞ, " p 1 ðtÞ, . . . , " p n ðtÞ and " yðtÞ, t ¼ 1, 2, . . . , N be the series of noisy observations from the system (1), where " p i ðtÞ ¼ p i ðtÞ þ i ðtÞ, i ¼ 0, 1, . . . , n, and " yðtÞ ¼ yðtÞ þ "ðtÞ. Note that this is distinctly different from the case where only the output measurements are contaminated by noise, because here the noise is assumed to be on all the potential regressors in equation (1) including both input and output terms. The objective is to apply the OFR algorithm to estimate the relationship (1) from these noisy observations. Following the definition of Y and P in (2), gives
. . .
In order to analyse the effects of noise on the regressors in the OFR algorithm, the following assumptions are made
. . , n, is an independent noise sequence with zero-mean and finite variance 2 i ; . " is an independent noise sequence with zero-mean and finite variance 2 " ; . for any i 6 ¼ j, i and j are mutually independent;
. for any i, i and " are mutually independent; . both i , i ¼ 0, 1, . . . , n, and " are independent of any of the true signals (p j , j ¼ 0, 1, . . . , n, and y).
Applying the OFR algorithm to the noisy data " Y and
where
and "
Note that the results obtained by applying the OFR algorithm to the noise-free data are
From the definition of ERR
From the assumptions on the noise, it follows that
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The first term on the right hand side of (17) is
where 2 Y ¼ hY, Yi= 2 " can be considered as the signalto-noise ratio of Y.
The second term on the right hand side of (17) is
Substituting (18) and (19) into (17) yields
From equation (20), it can be observed that " i is generally not equal to i because of the presence of the noise on the regressors. This difference may produce critical effects on the results when applying the OFR algorithm with noise on the regressors because at each step the OFR algorithm may not be able to pick the correct term (the term with maximal 2 ) and consequently may not produce the correct parameter estimates. In the following sections, a new algorithm will be derived to overcome these problems.
A modified OFR least-squares algorithm for the case where there is noise on the regressors
A new OFR algorithm for the case where there is noise on the regressors is derived below.
Correction for the biased ERR values
In this section, a compensation approach is proposed to correct the bias in the ERR values when there is noise on the regressors. From the definition (6) of ERR, it follows that
Inspection of (21) and (22) shows that unbiased estimates of ERR i can be determined if hP i , W j i and hW j , W j i, j ¼ 0, 1, . . . , i, and hY, Yi are known. In order to estimate hP i , W j i, j ¼ 0, 1, . . . , i À 1 and hW i , W i i, it is assumed that the energy and SNRs of the true signals Algorithm for system modellingare known, that is hY, Yi and hP i , P i i, i ¼ 0, 1, . . . , n are all known. In practice, this is not an unrealistic assumption because the energy of signals and the measurement noise can often be estimated. In what follows an estimation of hP i , W j i and hW i , W i i will be derived using the known quantities hY, Yi and hP i , P i i, i ¼ 0, 1, . . . , n. In fact for any i ¼ 1, 2, . . . , n
and for j ¼ 1, 2, . . . , i À 1 and i ¼ 2, 3, . . . , n
Note that equation (25) can be solved iteratively with initial condition (24).
Parameter estimation
Following the estimation of hP i , W j i and hW i , W i i, i ¼ 1, 2, . . . , n, j ¼ 0, 1, . . . , i À 1 in (25), an unbiased estimates of the noise-free parameters can be obtained. This can be done using the following equations.
and
in which
The modified OFR algorithm, for the case where there is noise on the regressors, can now be summarized as follows:
Step 1: Apply the OFR algorithm to the noisy data to obtain h " P i , " W j i, and h "
Step 2: Estimate hP i , W j i and hW i ,
. . , n using (24) and (25), that is
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Step 3: Obtain ERR i , i ¼ 1, 2, . . . , n using (21) and (22) ERR i ¼ ð P N t¼1 yðtÞw i ðtÞÞ 2 P N t¼1 y 2 ðtÞ P N t¼1 w 2 i ðtÞ
:
Step 4: Select the significant terms according to the maximal ERR criterion. The term selection procedure should stop when an error tolerance is reached.
Step 5: Calculate the parameters using (29), (28), (22), (27) and (26).
Remark 1: As in the classical OFR case, the final model and parameters need to be assessed. A commonly used approach to check the validity of the identified model is to use higher order statistical correlation analysis Voon 1986, Billings and Zhu 1994 ). An alternative is to check both the short and the long term predictive ability of the model or some quantitative invariants such as Lyapunov exponents and correlation dimensions etc.
5. An analysis of the sensitivity of the ERR values in the modified OFR algorithm to hY, Yi and hP i , P i i
The proposed modified OFR algorithm, for the case where there is noise on the regressors, is based on the assumptions that the energy of the signals, hY, Yi and hP i , P i i, i ¼ 0, 1, . . . , n, are known or can be estimated. In this section, an analysis of the sensitivity of the proposed algorithm to these quantities is given. Let hY, Yi and hP i , P i i i , i ¼ 0, 1, . . . , n be the perturbation of hY, Yi and hP i , P i i, where and i , i ¼ 0, 1, . . . , n are n þ 2 positive real numbers. Here it is assumed that and i , i ¼ 0, 1, . . . , n vary independently. Throughout this section, the quantities calculated from the perturbation are denoted by the subscript d.
From the modified OFR algorithm, the ERRs corresponding to the perturbation are
where for i ¼ 1, 2, . . . , n hY,
From equations (24), (25), (32), and (31), the perturbed
where From (43) it can be observed that if % 1, i % 1, and 0 % 1, Á i will be very close to 1 as well. In this case, one can conclude that
This implies that a small perturbation will not change the order of the ERR values. This is an important property of the new modified algorithm because it suggests that the related model terms will be ordered or ranked correctly even when there is noise on the regressors. Therefore it should be possible, using the modified OFR algorithm, to correctly select the model structure. In fact, this conclusion also extends to the parameter estimation problem. Recall the formulae for calculating the parameters i (29), (28), (27) and (26). Now substituting (34), (36), and (31) into these equations yields which tend toĝ i and k, j when all the i are close to 1.
6. Numerical simulations 6.1 Example 1: a linear system
Consider the following simple AR model
where a 1 ¼ 1:8, a 2 ¼ À1:99, a 3 ¼ 1:422, and a 4 ¼ 0:493. To fully excite all the modes of the system, the simulation was conducted and data was collected with u(t) selected to be a white noise sequence with mean zero and variance 2 ¼ 1. The set of terms in an initial candidate model was set to be f1, yðt À 1Þ, yðt À 2Þ, yðt À 3Þ, yðt À 4Þ, yðt À 5Þ, yðt À 6Þ, uðtÞg. To test the algorithm, an additive independent white noise with mean zero was added to u(t) and y(t) such that the SNRs of the resulting input and output signals were 6.0139 dB and 17.072 dB, respectively. The energies of input and output, that is hU, Ui and hY, Yi were calculated to be 1:6641e þ 05 and 2:1241e þ 06 respectively. The identified results using the original and the modified OFR algorithms with the above energy values are shown in table 1, where only those terms selected by the algorithms are shown and X indicates the term has not been selected by a specific algorithm.
From the example it can be observed that even for a linear system where the regressros are corrupted with white noise of relatively low SNR (6.0139 dB and 17.072 dB), the values of ERRs calculated by the conventional OFR algorithm can be quite different from the noise-free case, for example, the ERR value for the term yðt À 1Þ changes from 9:0040e À 01 to 8:6605e À 01. This causes the conventional algorithm to incorrectly select the model terms when the noise sequences are not considered as additional regression variables whilst the proposed modified algorithm works extremely well. In order to test the robustness of the proposed algorithm with respect to the energy, the algorithm was applied with 5% and 10% errors in the above energy values and the obtained results are also shown in table 1, which show that the algorithm can still work reasonably well. 
Conclusions
A modified OFR algorithm for the identification of both the model terms or structure and the unknown parameters when there is noise on the model regressors has been introduced. It has been shown that the presence of noise on the regressor terms can produce biased results for both term selection and parameter estimation.
The new algorithm makes use of some energy information about the true signals to correct the ERR values and the estimated parameters. The sensitivity of the algorithm to the properties of the noise has been studied and the method has been tested on simulated data and was shown to perform very well.
