Abstract. A new recursive algorithm of stochastic approximation type with the averaging of trajectories is investigated. Convergence with probability one is proved for a variety of classical optimization and identification problems. It is also demonstrated for these problems that the proposed algorithm achieves the highest possible rate of convergence.
1. Introduction. The methods of stochastic approximation originate in the works [29] , [12] and are currently well studied [5] , [21] , [14] , [16] , [40] . These methods are widely applied in problems of adaptation, identification, estimation, and stochastic optimization [36] , [37] , [1] , [8] [9] [10] , [18] . The optimal versions (algorithms having the highest rate of convergence) of these methods have been developed as well [34] , [38] , [6] , [27] , [28] . However, the application of these optimal methods requires a large amount of a priori information. For example, the matrix V2re(x*) must be known in the problem of stochastic optimization (here x* is the minimum point of re(x)).
The new way of developing optimal algorithms that does not require such information is based on the idea of averaging the trajectories. It was proposed independently by Polyak [24] and Ruppert [32] . In the latter work, the linear algorithm for the one-dimensional case was considered, and asymptotic normality of the procedure was proved. Polyak [24] studies multidimensional problems and nonlinear algorithms. He has demonstrated the mean square convergence for these methods. In this paper we consider the same framework as in [24] , but we demonstrate the asymptotic normality of the estimates. The use of essentially new techniques in the proofs allows us to substantially weaken the conditions of the theorems. Moreover, we prove the statements on almost sure convergence.
The idea of using averaging to accelerate stochastic approximation algorithms appeared in the 1960s (see [36] and the references therein). Afterward, the result was that the hopes associated with this method could not be realized; see, for instance, [23] , where it was proved that usual averaging methods are not optimal for linear problems. Nevertheless, the processes with averaging were proposed and studied in the vast variety of papers [11] , [14] , [20] , [13] , [33] , [4] . The essential advancement [24] , [32] was reached on the basis of the paradoxical idea: a slow algorithm having less than optimal convergence rate must be averaged. The paper is organized as follows. In 2 the linear case is discussed (i.e., linear equation and linear algorithm). The formulation of the result and proofs are the most clear for that problem. Then in 3 the general problem of stochastic approximation is studied. The general result obtained is then applied to the unconstrained stochastic optimization problem and to the problem of estimation of linear regression parameters.
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To obtain the sequence of estimates (t)tl of the solution x* of (1), the following recursive algorithm will be used: We assume a probability space with an increasing family of Borel fields (, , ,, P). Suppose that s :, is a random variable, adopted to ,. The proofs of the theorems in this paper are in the Appendix.
Part (b) of the theorem was developed in [24] , for the case of independent disturbances. Note that Assumption 2.2 on y, is significant. If the sequence y, yt -1 is chosen for algorithm (2) (as is often done for methods using averaging), then the rate of convergence decreases [23] .
It was shown in [26] that in the case of independent noises,
for all linear recursive estimates )t. This asymptotic rate of convergence is achieved by the algorithm (6) x, =X,_l-t-A-ly t.
Method (2) provides the same rate of convergence as the optimal linear algorithm. [22] , [31] . The significant advantage of these procedures is that they require only the nonsingularity of A (compare to the rather restrictive Assumption 2.1).
3. Nonlinear problem. For nonlinear problems, consider the classical problem of stochastic approximation [21] . Let R(x):R N-->R u be some unknown function.
Observations y, of the function are available at any point x,_ R N and contain the following random disturbances , y,=R(x,_,)+,.
The problem is finding the solution x* of the equation R(x) 0 by using the observations y, under the assumption that a unique solution exists.
To solve the problem, we Use the following modification of algorithm (2):
t-1 2 Xi, Xo RN"
The first equation in (7) defines the standard stochastic approximation process.
Let the following assumptions be fulfilled. Here (11) V=G-1S(G-1) T.
A proposition similar to Theorem 2 has been stated in [32] for the one-dimensional case. It is well known (see, for example, [6] , [21] ) that the stochastic approximation algorithm obtains the maximum rate of convergence if it has the form Xt Xt_l t-1 R'(x*)-ly,. For that method, x/(x,-x*) D__ N(0, V); here V is the same as in (11) . The algorithm, however, could not be realized in that form (the matrix R'(x*) is unknown). There are some implementable versions of the optimal algorithm [38] , [22] , [7] , [2] , [31] , but all of them utilize an estimate of the matrix R'(x*) and usually require additional observations. Algorithm (7) achieves the same optimal rate of convergence and has smaller computational complexity. We must repeat here the comment that already appears at the end of 2: several procedures that use the estimate of the matrix R'(x*) [22] , [31] do not require the assumption that Re A(R'(x*)) > 0. The above conditions concerning the function, noises, and score function are close to those of [27] . We can find results on the mean square convergence of algorithm (12) under more restrictive conditions (than those of Theorem 3) in [24] . Suppose that disturbance possesses a continuously differentiable density p and that there exists a finite Fisher information matrix J(p) (vp,ve, ay.
Let us choose the function according to the density p (13)
In this case, we obtain v= v/(x*)-lJ()-lv/(x*)-1.
Let us compare the proposed algorithm to the asymptotically optimal form of the stochastic optimization algorithm [27] 
x,=xt_l-t-lB(y,), The value of the matrix 72/(X:) is employed in algorithm (14) . There exist some implementable versions of the algorithm [39] , where an estimate of the matrix is used instead of the true value. Meanwhile, algorithms (12), (13) achieve the same rate of convergence as the optimal unimplementable algorithm (14) . Therefore the algorithm with averaging is optimal in this situation in the same sense as in the other problems discussed. Note that this property of optimality corresponds not only to the class of stochastic approximation recursive algorithms, but to a wider class of methods of searching for a minimum point [19] . 
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The problem of the mean square convergence of method (16) is discussed in [24] . Note that conditions of Theorem 4 are similar to the conditions of standard results for this problem [27] . If : possesses a continuously differentiable density function pC, then the optimal algorithm proposed in the latter paper has the following form:
Ot Ot_, + Ftqg(yt--oTt_lXt)Xt, (17) F (16) , then the rate of convergence is equal to V=J(p)-B-. So the asymptotical rates of convergence of (16) and (17) coincide.
Appenix. Proofs of the theorems consist of the sequence of propositions followed by their proofs. Everywhere in the following, we use the notation b, x,-x* for an error of the first equation of the algorithm, and , g,-x* for an estimation error.
Nonrandom constants that are unimpoant will be denoted by the symbols K and a. All relations between random variables are supposed to be true almost surely (unless declared otherwise).
The two matrix lemmas below will be useful in later developments. Proof. Summing the first equation of (A1) from j to t, we have that
Let us consider the sum in the right-hand side of (A5). Summing by parts, we get that Hence, from the inequality above, we obtain (A3).
This completes the proof of Lemma 1.
E]
Note that we can get from (2) [17] [30] , that V-V(w).
Since V >= al&l 2 for some a > 0, we have from Part 1 of the proof that P(sup,]A, < oo) 1 (12) for all Ix-x*l -< e; hence re(x) is a Lyapunov function for (A15), and all corresponding conditions of Theorem 2 are fulfilled.
