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Executive	  Summary	  
This	   report	   summarizes	   the	   last	   experiences	   carried	   out	   on	   the	   calibration	   of	   traffic	   simulation	  
models.	  This	  topic	  is	  only	  a	  specific	  case	  of	  the	  broader	  problem	  of	  simulation	  optimization.	  	  
In	   the	   last	   decades,	   simulation	   optimization	   has	   received	   considerable	   attention	   from	   both	  
researchers	   and	   practitioners.	   Simulation	   optimization	   is	   the	   process	   of	   finding	   the	   best	   values	   of	  
some	   decision	   variables	   for	   a	   system	   whose	   performance	   is	   evaluated	   using	   the	   output	   of	   a	  
simulation	  model.	  In	  the	  calibration	  process,	  the	  decision	  variables	  are	  the	  model	  parameters	  and	  the	  
performance	  to	  be	  evaluated	  is	  the	  capability	  of	  the	  model	  reproducing	  the	  reality.	  
In	   traffic	  modelling	   this	   topic	   is	   particularly	   relevant.	   Indeed	   the	   capability	   of	   a	  model	   to	   correctly	  
estimate	  the	  effect	  of	  whatever	  policy	  or	  measure	  on	  the	  performance	  of	  a	  transportation	  system	  is	  
dramatically	   affected	   by	   the	   value	   of	   the	   model	   parameters.	   Therefore,	   without	   a	   careful	   model	  
calibration	   it	  would	  not	  be	  possible	   rely	  on	   its	   results.	   In	  addition,	   it	   is	  easy	   to	  be	  proven	   that,	   the	  
solutions	   to	   the	  methodological	   issues	  arising	  when	  setting	  up	  a	  calibration	  study	  cannot	  be	  posed	  
independently.	  This	  calls	  for	  methodologies	  able	  to	  check	  the	  robustness	  of	  a	  calibration	  framework	  
as	  well	  as	  further	  investigations	  of	  the	  issue,	  in	  order	  to	  identify	  possible	  “classes”	  of	  problems	  to	  be	  
treated	   in	  a	   similar	  way.	  Therefore	   in	   the	  present	  work,	   first	  a	  general	  methodology	   for	  verifying	  a	  
traffic	   micro-­‐simulation	   calibration	   procedure	   (suitable	   in	   general	   for	   simulation	   optimization)	   is	  
described,	  based	  on	  a	   test	  with	  synthetic	  data.	  Then	  a	  preliminary	  analysis,	  based	  on	   the	   response	  
surface	   technique,	   of	   the	   different	   effect	   that	   sixteen	   measures	   of	   Goodness	   of	   Fit	   have	   on	   the	  
mathematical	  properties	  of	  the	  objective	  function	  included	  in	  the	  optimization	  problem	  is	  presented.	  
Then	   the	   methodology	   of	   calibration	   verification	   is	   applied	   to	   two	   different	   case	   studies	   to	   draw	  
inferences	   on	   the	   effect	   that	   different	   combinations	   of	   parameters	   to	   calibrate,	   optimization	  
algorithms,	   measures	   of	   Goodness	   of	   Fit	   (seven	   out	   of	   the	   sixteen	   preliminarily	   included	   in	   the	  
analysis)	  and	  noise	  in	  the	  data	  may	  have	  on	  the	  optimization	  problem.	  
In	   one	   of	   the	   case	   studies,	   the	   time	   required	   to	   perform	   all	   the	   simulations	   needed	   to	   the	   study	  
would	   have	   made	   the	   present	   applications	   unfeasible.	   For	   this	   reason,	   a	   Kriging	   surrogate	   of	   the	  
simulation	  model	  was	  used	  instead.	  	  
Results	  clearly	  showed	  how	  the	  sources	  of	  uncertainty	  related	  to	  the	  optimization	  problem	  strongly	  
influenced	  the	  results	  and	  thus	  the	  importance	  of	  verifying	  the	  calibration	  procedure	  with	  synthetic	  
data.	   In	  addition	   they	  ascertain	   the	  need	   for	  global	  optimization	   solutions,	   giving	  new	   insights	   into	  
the	  topic.	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  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  
“true”	  solution.	   39	  
Figure	  7.	  Plots	  of	  the	  objective	  function	  against	  the	  RT	  and	  MA	  parameters,	  obtained	  using	  true	  data	  and	  true	  
values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  “true”	  
solution.	   41	  
Figure	  8.	  Plots	  of	  the	  objective	  function	  against	  the	  RT	  and	  MA	  parameters,	  obtained	  using	  noised	  data	  and	  
true	  values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  
“true”	  solution.	   41	  
Figure	  9.	  Plots	  of	  the	  objective	  function	  against	  the	  RT	  and	  MA	  parameters,	  obtained	  using	  true	  data	  and	  
noised	  values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  
“true”	  solution.	   42	  
Figure	  10.	  .	  Plots	  of	  the	  objective	  function	  against	  the	  RT	  and	  MA	  parameters,	  obtained	  using	  noised	  data	  and	  
noised	  values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  
“true”	  solution.	   42	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Figure	  11.	  Comparison	  between	  simulation	  outputs	  (the	  black	  dots)	  and	  Kriging	  prediction	  in	  four	  different	  
objective	  functions	  (all	  the	  cases	  here	  reported	  refer	  to	  objective	  functions	  evaluated	  using	  the	  time	  series	  
without	  noise	  injection).	   44	  
Figure	  12.	  Percentage	  of	  times	  the	  algorithm	  finds	  the	  global	  solution	  for	  the	  different	  combination	  of	  GoF	  
measures/optimization	  algorithms	  on	  the	  objective	  function	  for	  the	  SA-­‐CV	  couple	  of	  parameters	  (a,	  b	  and	  c	  
present	  the	  results	  respectively	  without	  and	  with	  the	  injection	  of	  noise,	  while	  d	  presents	  the	  global	  figure).	   47	  
Figure	  13.	  Percentage	  of	  times	  the	  algorithm	  finds	  the	  global	  solution	  for	  the	  different	  combination	  of	  GoF	  
measures/optimization	  algorithms	  on	  the	  objective	  function	  for	  the	  RT-­‐MA	  couple	  of	  parameters	  (a,	  b	  and	  c	  
present	  the	  results	  respectively	  without	  and	  with	  the	  injection	  of	  noise,	  while	  d	  presents	  the	  global	  figure).	   48	  
Figure	  14.	  The	  integration	  scheme	  of	  the	  Gipps’	  car-­‐following	  model.	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Figure	  15.	  Leader’s	  and	  (synthetic)	  follower’s	  speed	  (a)	  and	  spacing	  (b)	  profiles.	   54	  
Figure	  16.	  Sketch	  of	  the	  speed-­‐headway	  function	  in	  uniform	  flow	  condition	  (taken	  from	  Wilson,	  2001).	   56	  
Figure	  17.	  Example	  of	  a	  Cobweb	  plot	  for	  a	  calibration	  experiment	  with	  a	  specific	  optimization	  algorithm.	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  the	  maximum	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their	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  bounds.	  The	  different	  colors	  reflects	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  of	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  validation	  score.	  The	  bold	  line	  is	  
associated	  to	  the	  results	  of	  the	  calibrations	  with	  the	  minimum	  value	  of	  the	  objective	  function.	   62	  
Figure	  18.	  Cobweb	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  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  RMSE(V)	   64	  
Figure	  19.	  Cobweb	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  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	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  with	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  20.	  Cobweb	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  together	  with	  speed	  and	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  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  MAE(V)	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  21.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	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  with	  MAE(S)	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  22.	  Cobweb	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  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  GEH1(V)	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  23.	  Cobweb	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  together	  with	  speed	  and	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  profiles,	  related	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  experiment	  using	  
the	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   67	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Figure	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  together	  with	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  and	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  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	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Figure	  22.	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  speed	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  profiles,	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  31.	  Cobweb	  plots,	  together	  with	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  and	  spacing	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  using	  
the	  Genetic	  Algorithm	  with	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  speed	  and	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  spacing	  profiles,	  related	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The	  calibration	  of	  traffic	  simulation	  models	  
1 Background	  and	  introduction	  
In	   the	   last	   decades	   simulation	   optimization	   has	   received	   considerable	   attention	   from	   both	  
researchers	   and	   practitioners.	   Simulation	   optimization	   consists	   in	   the	   use	   of	   simulation	  models	   to	  
maximize	   the	   efficiency	   of	   the	   real	   system	  which	   is	   simulated.	   In	   other	  words,	   it	   is	   the	   process	   of	  
finding	  the	  best	  values	  of	  some	  decision	  variables	  for	  a	  system	  whose	  performance	  is	  evaluated	  using	  
the	  output	  of	   a	   simulation	  model	   (Olafsson	  et	   al.,	   2002).	  After	   all,	   “we	  have	   the	   reason	   to	  believe	  
that	  the	  system,	  whether	  natural	  or	  artificial,	   is	  governed	  by	  rules	  which	  we	  have	  the	  ambitious	  to	  
uncover,	  or	  to	  use	  to	  our	  advantage”	  (Saltelli	  et	  al.,	  2008).	  
In	  simulation	  optimization	  a	  simulation	  model	  is	  then	  jointly	  used	  with	  a	  mathematical	  programming	  
model.	  However	   it	   is	  common	  opinion	   that	  a	  gap	  exists	  between	  academic	   theory	  and	  commercial	  
practice,	  especially	  in	  software	  implementation	  of	  optimization	  approaches	  (Fu,	  2002,	  Fu	  et	  al.,	  2008)	  
in	  several	  application	  and	  scientific	  fields.	  	  
In	  traffic	  applications,	  simulation	  optimization	  has	  been	  used	  in	  several	  contexts.	  These	  include	  wide	  
area	  signal	  optimization	  (Gartner	  et	  al.,	  1991,	  Sanchez-­‐Medina	  et	  al.,	  2010),	  pricing	  (Gardner	  et	  al.,	  
2010),	   work	   zone	   configuration	   (Chen	   et	   al.,	   2005),	   traffic	   optimization	   (Chang	   and	   Li,	   2002,	  
Stevanovic	   et	   al.,	   2008	   )	   and	   models	   calibration,	   only	   to	   provide	   few	   examples.	   However,	   these	  
different	  applications	  have	  been	  usually	  treated	  separately	  without	  considering	  that	  they	  all	  pertain	  
to	  the	  same	  field	  of	   the	  simulation	  optimization.	  Furthermore,	   they	  have	  only	  occasionally	   focused	  
on	  the	  optimization	  side	  of	  the	  problem	  (e.g.	  to	  answer	  to	  various	  methodological	  questions	  as	  which	  
is	   the	  best	   approach	   to	   be	   followed	   and	  why,	   how	  good	   is	   the	   solution	   found	   in	   the	   space	  of	   the	  
possible	  solutions,	  global	  vs.	  local	  optimization	  and	  so	  on).	  In	  this	  way	  the	  several	  studies	  carried	  out	  
have	   only	   marginally	   contributed	   to	   the	   enrichment	   of	   the	   state-­‐of-­‐the-­‐art	   on	   this	   topic	   and	   to	  
increase	  the	  consciousness	  about	  the	  complexity	  of	  the	  problem.	  
Complexity	  of	  such	  problems	  is	  instead	  well	  known	  in	  optimisation	  theory	  and	  is	  enlightened	  by	  so-­‐
called	   “no	   free	   lunch”	   theorems	   (Spall	   et	   al.,	   2006,	  Wolpert	   and	  MacReady,	   1997):	   they	   basically	  
state	   that	   “the	   expected	   performance	   of	   any	   pair	   of	   optimization	   algorithms	   across	   all	   possible	  
problems	  is	  identical”,	  that	  is	  to	  say	  that	  there	  is	  no	  algorithm	  that	  outperforms	  the	  others	  over	  the	  
entire	  domain	  of	  problems.	   In	  other	  words,	   the	  choice	  of	   the	  most	  appropriate	  algorithm	  depends	  
upon	   the	  specific	  problem	  under	   investigation.	  As	  a	  consequence,	   since	   setting	  up	  an	  optimization	  
problem	   means	   tackling	   a	   number	   of	   methodological	   issues,	   solutions	   to	   such	   questions	   can	   be	  
posed	  neither	   independently	  of	  each	  other	  nor	  of	   the	  optimization	  algorithm.	  We	  are	   referring,	   in	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particular	   for	   the	   application	   to	   transportation	   studies,	   to	   the	   choice	   of	   i)	   the	   measure	   of	  
performance	  (MoP)	  that	  depicts	  traffic	  behaviour,	  iii)	  the	  location	  and	  the	  traffic	  conditions	  for	  data	  
collection,	  iv)	  the	  sub-­‐set	  of	  parameters	  whose	  optimal	  value	  is	  searched,	  given	  v)	  the	  specific	  traffic	  
simulation	   model	   applied,	   as	   well	   as	   vi)	   the	   traffic	   scenario	   to	   be	   simulated	   (demand	   pattern,	  
network,	   etc.).	   In	   the	   subject	   of	   micro-­‐simulation	   model	   calibration	   this	   dependence	   has	   been	  
recently	  pointed	  out	  by	  Punzo	  and	  Ciuffo	  (2009,	  2010)	  who	  showed,	  for	  instance,	  how	  the	  sub-­‐set	  of	  
sensitive	  parameters	  to	  calibrate	  depends	  upon	  the	  chosen	  measure	  of	  performance	  	  
As	  a	  consequence	  of	  this	  complexity,	  most	  studies	  did	  not	   investigate	  these	  issues	  in	  depth,	  mainly	  
focusing	   on	   the	   performance	   of	   the	   optimization	   algorithm.	   More	   importantly,	   in	   such	   studies	  
algorithm	   performances	   are	   evaluated	   in	   terms	   of	   convergence	   time	   or	   model	   fitting	   by	   directly	  
calibrating	   models	   against	   real	   traffic	   data	   (see	   e.g.	   Hollander	   and	   Liu,	   2008b,	   Balakrishna	   et	   al.,	  
2007,	  Hourdakis	  et	  al.,	  2003,	  Ben	  Akiva	  et	  al.,	  2004,	  Dowling	  et	  al.,	  2004,	  Vaze	  et	  al.,	  2009).	  However,	  
calibrating	  models	  against	  real	  traffic	  data	  does	  not	  allow	  the	  effectiveness	  of	  the	  algorithm	  or	  of	  the	  
whole	  calibration	  procedure	  to	  be	  evaluated.	  Indeed,	  given	  unavoidable	  modelling	  errors	  in	  the	  data	  
as	   well	   as	   in	   the	   inputs	   (e.g.	   the	   O/D	   demand),	   such	   distance	   may	   never	   vanish.	   As	   a	   result,	   on	  
looking	   at	   the	   solution	   found	   by	   an	   algorithm,	   there	   is	   hardly	   anything	   to	   be	   said	   about	   the	  
correctness	  of	  the	  optimization	  problem	  posed,	  or	  about	  the	  effectiveness	  of	  the	  procedure	  applied.	  
Whether	   it	   is	   a	   global	   or	   local	   minimum,	   whether	   calibrated	   values	   are	   really	   those	   which	   best	  
capture	  drivers’	  behaviour,	   is	  not	  easy	  to	  recognize,	  and	  comparative	  evaluations	  are	  the	  only	  ones	  
that	  can	  be	  confidently	  carried	  out.	  The	  only	  attempt	  to	  understand	  how	  far	  the	  minimum	  found	  was	  
from	  the	  true	  solution	  is	  (Ma	  et	  al.,	  2007),	  in	  which	  the	  authors	  performed	  a	  preliminary	  exhaustive	  
search	  on	  the	  domain	  of	   the	  two	  parameters	  considered	   in	  order	  to	   find	  the	  global	  solution	  of	   the	  
calibration	   problem	   and	   then	   used	   this	   information	   to	   compare	   the	   performances	   of	   two	  
optimization	  algorithms.	  However,	  the	  preliminary	  exhaustive	  search	  to	  find	  the	  global	  minimum	  of	  
the	  function	  was	  quite	  expensive	  to	  be	  carried	  out,	  leaving	  in	  any	  case	  some	  probabilities	  of	  errors	  in	  
the	   definition	   of	   the	   global	   solution	   (using	   real	   data	   the	   global	   solution	   is	   unknown	   and	   also	   an	  
exhaustive	  search	  can	  leave	  some	  uncertainty).	  
By	  contrast,	  the	  use	  of	  synthetic	  measurements,	  that	  is	  of	  data	  obtained	  from	  the	  model	  itself,	  allows	  
all	  the	  above	  errors	  to	  be	  removed	  and	  the	  effectiveness	  of	  the	  calibration	  procedure	  to	  be	  verified.	  
Such	  an	  approach	   is	  adopted	  e.g.	  by	   (Ossen	  and	  Hoogendoorn,	  2008),	  who	  test	   the	  effects	  on	  car-­‐
following	  model	  calibration	  results	  of	  applying	  errors	  to	  synthetic	  vehicle	  trajectories,	  or	  by	  (Vaze	  et	  
al.,	   2009),	   who	   compare	   the	   performances	   of	   different	   optimization	   algorithms	   on	   a	   synthetic	  
network.	  (Ciuffo	  et	  al.,	  2007)	  proposed	  the	  use	  of	  tests	  with	  synthetic	  data	  as	  a	  way	  to	  drive	  the	  set-­‐
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up	  of	  traffic	  micro-­‐simulation	  calibration	  procedures,	   in	  a	  trial-­‐and-­‐error	  fashion,	  while	   in	  (Ciuffo	  et	  
al.,	  2008)	  synthetic	  data	  were	  applied	  to	  compare	  model-­‐based	  and	  simulation-­‐based	  calibration	  of	  
traffic	  micro-­‐simulation	  models.	  	  
In	   this	   paper,	   the	   use	   of	   tests	   with	   synthetic	   data	   is	   proposed	   to	   verify	   the	   effectiveness	   of	   the	  
calibration	  procedure.	  The	  choice	  of	  the	  goodness-­‐of-­‐fit	   function	  and	  of	  the	  optimization	  algorithm	  
to	   be	   used	   are	   fundamental,	   because	   the	   former	   defines	   the	   mathematical	   properties	   of	   the	  
objective	  function,	  while	  from	  the	   latter	  depends	  the	  possibility	  to	  solve	  the	  optimization	  problem.	  
Yet,	   to	   the	   best	   of	   our	   knowledge,	   it	   is	   hard	   to	   find	   studies	   dealing	   with	   these	   issues	   jointly.	   In	  
(Hollander	   and	   Liu,	   2008a)	  while	   the	   authors	   present	   an	   exhaustive	   list	   of	   the	   GoF	   used	   in	   traffic	  
micro-­‐simulation	  calibration	  tests,	  also	  offering	  some	  tips	  for	  their	  use,	  thorough	  investigation	  seems	  
lacking.	  For	  this	  reason,	  considering	  the	  MoP	  and	  the	  sensitive	  parameters	  of	  the	  AIMSUN	  6.0	  micro-­‐
simulation	  model	  (TSS,	  2008)	  obtained	  in	  Punzo	  and	  Ciuffo	  (2009),	  in	  this	  paper,	  using	  the	  same	  case	  
study,	   we	   first	   use	   synthetic	   measurements	   with	   and	   without	   the	   addition	   of	   synthetic	   noise	   to	  
understand	   the	   impact	   of	   choosing	   different	   GoF	   measures	   (we	   analyzed	   sixteen	   different	   GoF	  
among	  the	  most	  commonly	  used)	  on	  the	  objective	  function	  of	  the	  calibration	  problem	  and	  to	  study	  
properties	  of	  the	  calibration	  problem	  itself.	  	  
Then,	   we	   investigate	   the	   joint	   effect	   on	   the	   calibration	   problem	   of	   using	   7	   different	   GoFs	   (those	  
found	   suitable	   at	   the	   previous	   step)	  with	   5	   different	   optimization	   algorithms.	   The	   study	   has	   been	  
carried	  out	  using	  the	  synthetic	  measurements	  without	  and	  with	  two	  different	  levels	  of	  artificial	  noise.	  
The	  time	  required	  to	  perform	  all	  the	  simulations	  needed	  to	  the	  study	  would	  have	  made	  the	  present	  
applications	   unfeasible.	   For	   this	   reason,	   a	   Kriging	   surrogate	   of	   the	   simulation	   model	   was	   used	  
instead.	   In	   the	   paper	   we	   also	   provide	   details	   about	   the	   GoF	   measures	   and	   the	   optimization	  
algorithms	  selected	  and	  about	  the	  kriging	  meta-­‐model.	  
Then	  we	  adopted	   the	   same	  approach	   to	  draw	   inference	   about	   the	  uncertainties	   connected	   to	   the	  
calibration	  of	  a	  well	   known	  car	   following	  model	   (i.e.	   the	  Gipps	  model,	  Gipps,	  1981)	  against	  vehicle	  
trajectory	  data,	  and	  to	  question	  the	  reliability	  of	  any	  further	  analysis,	  based	  on	  these	  results,	  directed	  
to	  depict	  the	  properties	  or	  the	  inadequacy	  of	  the	  model	  itself	  
It	   is	   worth	   underlying	   that	   the	   approach	   followed	   throughout	   this	   paper	   for	   the	   calibration	   of	   a	  
microscopic	   traffic	   simulation	  model,	   can	   be	   applied	   in	   the	   same	  way	   to	   the	   analysis	   of	  whatever	  
simulation	  optimization	  study.	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1.1 Verification	  approach	   for	  optimization	  simulation	   in	   traffic	  micro-­‐simulation	  
applications	  	  
As	   already	   anticipated,	   in	   simulation	   optimization	   one	   looks	   for	   best	   values	   of	   some	   decision	  
variables	   for	  a	   system	  whose	  performance	   is	  evaluated	  using	   the	  output	  of	  a	   simulation	  model.	   In	  
this	  light	  it	  can	  be	  formulated	  in	  the	  following	  optimization:	  
min𝜷,𝜸 𝑓 𝑴!"# 	   (1)	  
possibly	  subject	  to	  the	  following	  constraints:	  𝒍𝜷,𝒊 ≤ 𝜷𝒊 ≤ 𝒖𝜷,𝒊            𝑖 = 1…𝑚	  𝒍𝜸,𝒊 ≤ 𝜸𝒊 ≤ 𝒖𝜸,𝒊              𝑖 = 1…𝑚	  
and	  potentially	  also	  to	  other	  constraints:	  𝜷𝒊 ≤ 𝜷𝒋            𝒊 ≠ 𝒋  𝜸𝒊 ≤ 𝜸𝒋            𝒊 ≠ 𝒋  
where	   β i	   and	   γ i	   are,	   respectively,	   the	   vectors	   of	   continuous	   and	   discrete	   decision	   variables,	  
potentially	  belonging	   to	  m	  different	  classes	  of	   simulation	  subjects	   (e.g.	  different	  vehicles	  classes	   in	  
the	   traffic	   micro-­‐simulation);	   𝑓 ∙ 	   is	   the	   objective	   function	   (or	   fitness	   or	   loss	   function)	   to	   be	  
maximized,	   which	   is	   function	   of	   the	   vector	   of	   the	   simulated	   traffic	   measurements	   𝑴!"#;  𝒍𝜷,𝒊,	  𝒍𝜸,𝒊,  𝒖𝜷,𝒊,	   𝒖𝜸,𝒊,	   are	   model	   parameter	   lower	   and	   upper	   bounds.	  𝑴!"# = 𝑆 𝑫𝟏,… ,𝑫𝑯,𝑻𝑺,𝜷𝟏,… ,𝜷𝒎,𝜸𝟏,… ,𝜸𝒎 ,	   in	   which	   𝑆 ∙ 	   is	   the	   micro-­‐simulation	   model,	  𝑫𝒉(h=1,…,H)	  the	  vectors	  of	  OD	  flows	  departing	  in	  interval	  h	  and	  TS	  is	  the	  vector	  of	  the	  transportation	  
supply	  system	  characteristics.	  
In	  the	  case	  of	  model	  calibration,	  equation	  1	  becomes:	  
min𝜷,𝜸 𝑓 𝑴!"#,𝑴!"# 	   (2)	  
in	  which	  the	  objective	  function	  to	  be	  minimized,	  𝑓 ∙ ,	  measures	  the	  distance	  between	  the	  simulated	  
and	  the	  observed	  and	  traffic	  measurements,	  𝑴!"#	  and	  the	  decision	  variables	  of	   the	  model	  are	  the	  
parameters	  to	  be	  calibrated.	  
The	   practical	   specification	   of	   the	   optimization	   problem	   thus	   relies	   upon	   several	   factors:	   i)	   the	  
measure	  of	  goodness	  of	  fit	  (GoF)	  used	  to	  create	  the	  objective	  function,	  ii)	  the	  traffic	  measurements	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(i.e.	  the	  measure	  of	  performance,	  MoP)	  and	  thus	  where	  and	  how	  they	  are	  collected,	   iii)	  the	  quality	  
(in	   terms	   of	   error	   presence)	   of	   the	   observed	   data,	   iv)	   the	   traffic	   simulation	   model,	   v)	   the	  
transportation	   system	   (i.e.	   the	   traffic	   scenario),	   vi)	   the	   demand	   pattern	   and	   the	   accuracy	   of	   its	  
estimation,	  vii)	   the	  parameters	   to	  be	  calibrated	  and,	  viii)	   the	  constraints	  adopted.	  Changing	  one	  of	  
these	   elements	   will	   result	   in	   a	   modification	   of	   the	   optimization	   problem.	   Therefore,	   also	   the	  
algorithm	  to	  use	  may	  be	  different.	   Indeed,	  according	  to	  the	  NFL	  theorems,	  “for	  any	  algorithm,	  any	  
elevated	   performance	   over	   one	   class	   of	   problems	   is	   exactly	   paid	   for	   in	   performance	   over	   another	  
class”	  (Spall	  et	  al.,	  2006).	  This	  is	  the	  reason	  why	  a	  universal	  recipe	  cannot	  yet	  exist	  at	  this	  stage	  of	  our	  
knowledge.	   On	   the	   other	   hand,	   further	   analyses	   are	   required	   at	   least	   to	   identify	   “classes”	   of	  
problems	  which	  could	  be	  tackled	  approximately	  in	  the	  same	  way.	  
	  
Figure	   1.	   Flow	   chart	   of	   the	   verification	   approach	   to	   the	   calibration	   procedure:	   parameters	   calibrated	   by	  
means	   of	   synthetic	   measurements	   (see	   the	   inner	   box,	   black-­‐box	   calibration)	   are	   compared	   to	   “true”	  
parameters	  (i.e.	  to	  those	  which	  generated	  the	  measurements).	  When	  the	  comparison	  is	  not	  satisfactory,	  the	  
calibration	  procedure	  needs	  amending.	  
The	  methodology	  here	  presented	  is	  developed	  in	  the	  context	  of	  such	  uncertainties	  and,	  in	  the	  light	  of	  
the	   results	   achieved	  with	   past	   research,	   is	   presented	   in	   Figure	   1.	   For	   a	   given	   traffic	   scenario	   (i.e.	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having	   defined	   the	   transportation	   network	   and	   the	   corresponding	   demand	   pattern),	   once	   the	  
sensitive	   parameters	   of	   the	  model	   have	   been	   identified	   (by	  means	   of	   a	   sensitivity	   analysis	   of	   the	  
model	   as	   shown	   in	   Punzo	   and	   Ciuffo,	   2009)	   the	   calibration	   verification	   procedure	   can	   start.	   This	  
verification	   involves	   at	   least	   the	   following	   variables:	   the	   MoP,	   the	   GoF	   and	   the	   optimization	  
algorithm.	   The	   verification	   is	   based,	   as	   shown	   in	   Figure	   1,	   on	   a	   calibration	  with	   synthetic	   data.	   As	  
already	  underlined,	  the	  effectiveness	  of	  a	  calibration	  process	  can	  be	  evaluated	  at	  best	  only	  by	  means	  
of	  “controlled”	  experiments,	   in	  which	  all	  the	  model	   inputs	  and	  the	  “true”	  values	  of	  parameters	  are	  
known.	  	  
Hence,	   once	   “realistic”	   inputs	   to	   the	   simulation	  model	   have	   been	   assumed	   (i.e.	   time	   varying	   O/D	  
matrices,	   realistic	   model	   parameter	   values,	   etc.),	   the	   model	   is	   run	   and	   outputs	   from	   several	  
replications	   (each	   using	   a	   different	   seed	   in	   the	   model	   random	   numbers	   generation	   process)	   are	  
averaged	  to	  reduce	  the	  effects	  of	  stochasticity,	   thus	  becoming	  the	  synthetic	  “true”	  measurements.	  
The	   parameters	   used	   in	   the	   simulation	   are	   therefore	   our	   “true”	   parameters.	   The	   black-­‐box	  
calibration	   then	   tries	   to	   find	   the	   parameter	   values	   that	   minimize	   the	   distance	   between	   true	   and	  
simulated	  outputs	   (see	  Figure	  1).	  The	  calibration	  then	  “verifies”	  whether	  at	   the	  end	  of	   the	  process	  
the	  calibrated	  parameters	  equal	  the	  “true”	  ones.	  Should	  they	  not,	  then	  the	  calibration	  is	  repeated	  by	  
changing	  one	  of	  the	  three	  variables	  and	  possibly	  also	  the	  sensitive	  parameters	  considered.	  
This	  methodology,	  described	  here	  for	  the	  calibration	  of	  a	  traffic	  simulation	  model,	  can	  be	  applied	  in	  
the	  same	  way	  in	  any	  simulation	  optimization	  application.	  
The	  main	   problem	   of	   the	   proposed	  methodology	   is	   the	   large	   amount	   of	   time	   required	   by	  
each	  attempt	  to	  calibrate	  the	  traffic	  model.	  This	  is	  why	  it	   is	  not	  realistic	  to	  evaluate	  all	  the	  possible	  
combinations	   of	   GoF/algorithm/MoP	   etc.	   As	   regards	   the	   MoP	   and	   the	   parameters,	   a	   model	  
sensitivity	   analysis	   is	   a	   fundamental	   preliminary	   step	   to	   drive	   the	   selection	   of	   the	   parameters	   to	  
calibrate	  and	  choose	   the	  measure	  of	  performance	   to	  use.	  Regarding	   the	  GoF	  and	   the	  optimization	  
algorithm,	   the	   choice	   is	   much	   harder,	   since	   there	   are	   many	   possible	   alternatives	   and	   very	   few	  
elements	   to	  use	   to	  guide	  one’s	  choice.	  Hence	   in	   the	   following	  section	  a	   list	  of	   the	  possible	  GoFs	   is	  
reported	   (also	   mentioning	   the	   calibration	   experiments	   in	   which	   they	   were	   used)	   together	   with	   a	  
possible	  method	   for	   evaluating	   their	   suitability	   as	   fitness	   functions	   of	   the	   calibration	   process.	   This	  
will	   lead	  to	  a	  first	  reduction	  in	  the	  choice	  of	  possible	  GoF	  measures.	  However,	  also	  in	  this	  case,	  the	  
analysis	   of	   all	   the	   remaining	   combinations	   GoF/algorithm	  would	   lead	   to	   an	   unfeasible	   number	   of	  
simulations.	  For	  this	  reason,	  the	  verification	  of	  the	  calibration	  procedures	  has	  been	  carried	  out	  on	  a	  
surrogate	  of	   the	   simulation	  model,	   namely	  on	   its	   Kriging	   approximation.	  As	  will	   be	  detailed	   in	   the	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remainder,	   this	   choice	   is	  widely	   acceptable	   in	   this	   field,	   as	   Kriging	  meta-­‐models	   are	   considered	   as	  
reliable	  tools	  used	  for	  the	  calibration	  of	  expensive	  simulation	  model.	  For	  the	  moment,	  we	  do	  not	  aim	  
here	   at	   calibrating	   the	  model	   using	   Kriging,	   but	   only	   at	   verifying	   the	   effectiveness	   of	   a	   calibration	  
procedure,	  thus	  requiring	  a	  lower	  degree	  of	  precision.	  
The	  paper	   is	   structured	   as	   follows:	   in	   the	  next	   two	   sections	   the	   goodness	  of	   fit	  measures	   and	   the	  
analysis	   to	   study	   their	   reliability	   in	   the	   calibration	   process	   are	   described.	   Then	   the	   basics	   of	   the	  
optimization	  algorithms	  chosen	  and	  of	  Kriging	  models	  are	  provided.	  The	  description	  of	  the	  case	  study	  
and	  of	  the	  analyses	  carried	  out,	  together	  with	  the	  results	  achieved	  will	  then	  precede	  the	  conclusive	  
section	  of	  the	  paper.	  
2 Goodness-­‐of-­‐fit	  measures	  in	  the	  calibration	  problem	  
In	   the	   following,	   the	   goodness-­‐of-­‐fit	   measures	   used	   to	   compare	   real	   and	   simulated	   traffic	  
measurement	  in	  this	  study	  is	  presented.	  The	  selection	  is	  made	  on	  the	  basis	  of	  the	  results	  obtained	  in	  
Ciuffo	  and	  Punzo	  (2010),	  which	  also	  propose	  a	  state-­‐of-­‐the-­‐art	  of	  the	  possible	  options	  used	  so	  far.	  In	  
brackets	  are	  indicated	  previous	  works	  which	  have	  used	  it	  in	  the	  model	  calibration.	  	  
In	  all	  the	  following	  expressions,	  x	  and	  y	  represent,	  respectively,	  the	  simulated	  and	  true	  traffic	  
measures	   (Msim	   and	  Mobs)	   used	   in	   the	   calibration	  problem,	  while	  N	   represents	   the	   total	   amount	  of	  
available	  data	   (considering	  all	   the	  possible	  dimensions,	  spatial,	   temporal,	  etc.)	  and	   i	   represents	  the	  
generic	  single	  observation.	  In	  addition,	   x ,	   xσ ,	   y 	  and	   yσ 	  represent,	  respectively,	  the	  mean	  and	  the	  
standard	  deviation	  of	  simulated	  and	  true	  measurements,	  Fx	  and	  Fy	  the	  cumulative	  probability	  density	  
function	  for	  x	  and	  y,	  while	  X	  and	  Y	  represent	  the	  area	  of	  the	  speed-­‐flow	  diagram	  respectively	  covered	  
by	  simulated	  and	  true	  data	  (for	  further	  explanations	  see	  Menneni	  et	  al.,	  2008).	  
1. Squared	  Error	   SE	   (Jayakrishna	  et	   al.,	   2001,	   Toledo	  et	   al.,	   2003,	  Hourdakis	   et	   al.,	   2003,	  Ben	  
Akiva	  et	  al.,	  2004,	  Dowling	  et	  al.,	  2004,	  Ciuffo	  et	  al.,	  2008)	  
𝑆𝐸 𝑥, 𝑦 = 𝑥! − 𝑦! !!!!! 	   (3)	  
1. Mean	  Error	  ME	  
𝑀𝐸 𝑥, 𝑦 = 1𝑁 𝑥! − 𝑦!!!!! 	   (4)	  
2. Mean	  Normalized	  Error	  MNE	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𝑀𝑁𝐸 𝑥, 𝑦 = 1𝑁 𝑥! − 𝑦!𝑦!!!!! 	   (5)	  
3. Mean	  Absolute	  Error	  MAE	  (Ma	  and	  Abdulhai,	  2001)	  
𝑀𝐴𝐸 𝑥, 𝑦 = 1𝑁 𝑥! − 𝑦!!!!! 	   (6)	  
4. Mean	  Absolute	  Normalized	   Error	  MANE	   (Ma	   and	  Abdulhai,	   2001,	   Schultz	   and	  Rilett,	   2005,	  
Kim	  et	  al.,	  2005,	  Lee	  and	  Ozbay,	  2009)	  
𝑀𝐴𝑁𝐸 𝑥, 𝑦 = 1𝑁 𝑥! − 𝑦!𝑦!!!!! 	   (7)	  
5. Root	  Mean	  Square	  Error	  RMSE	  (Punzo	  and	  Tripodi,	  2007,	  Punzo	  and	  Simonelli,	  2005;	  Ciuffo	  
et	  al.,	  2008;	  Ciuffo	  et	  al.,	  2010;	  Punzo	  et	  al.,	  2011)	  
𝑅𝑀𝑆𝐸 𝑥, 𝑦 = 1𝑁 𝑥! − 𝑦! !!!!! 	   (8)	  
6. Root	  Mean	  Squared	  Normalized	  Error	  RMSNE	  (Ma	  and	  Abdulhai,	  2001,	  Brockfeld	  et	  al.,	  2005)	  
𝑅𝑀𝑆𝑁𝐸 𝑥, 𝑦 = 1𝑁 𝑥! − 𝑦!𝑦! !!!!! 	   (9)	  
7. Customized	   version	   of	   the	   Geoffrey	   E.	   Havers	   statistic	   GEH	   (Ma	   et	   al.,	   2007,	   Ciuffo	   et	   al.,	  
2010;	  Punzo	  et	  al.,	  2011)	  
−𝐺𝐸𝐻! 𝑥, 𝑦 = − 1𝑁 𝛿!!!!! 	   (10)	  with      𝛿! = 1  𝑖𝑓  𝐺𝐸𝐻! 𝑥, 𝑦 ≤ 𝑘0                              𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒        where        𝐺𝐸𝐻! 𝑥, 𝑦 = !∙ !!!!! !!!!!!   
8. Correlation	  Coefficient	  r	  
𝑟 𝑥, 𝑦 = 1𝑁 − 1 ∙ 𝑥! − 𝑥 𝑦! − 𝑦𝜎!𝜎!!!!! 	   (11)	  
9. Theil’s	  Bias	  Proportion	  Um	  
𝑈! 𝑥, 𝑦 = 𝑁 ∙ 𝑥 − 𝑦 !𝑥! − 𝑦! !!!!! 	   (12)	  
10. Theil’s	  Variance	  Proportion	  Us	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𝑈! 𝑥, 𝑦 = 𝑁 ∙ 𝜎!−𝜎! !𝑥! − 𝑦! !!!!! 	   (13)	  
11. Theil’s	  Covariance	  Proportion	  Uc	  
𝑈! 𝑥, 𝑦 = 2 ∙ 1 − 𝑟 ∙ 𝑁 ∙ 𝜎!𝜎!𝑥! − 𝑦! !!!!! 	   (14)	  
12. Theil’s	  Inequality	  Coefficient	  U	   (Punzo	  and	  Simonelli,	  2005;	  Brockfeld	  et	  al.,	  2004;	  Brockfeld	  
et	  al.,	  2005;	  Ossen	  et	  al.,	  2008;	  Ossen	  et	  al.,	  2009;	  Kim	  et	  al.,	  2011,	  Ma	  et	  al.,	  2002;	  Ciuffo	  et	  
al.,	  2010;	  Punzo	  et	  al.,	  2011)	  
𝑈 𝑥, 𝑦 = 1𝑁 𝑥! − 𝑦! !!!!!1𝑁 𝑥!!!!!! + 1𝑁 𝑦!!!!!! 	   (15)	  
13. Kolmogorov-­‐Smirnov	  Test	  KS	  (Kim	  et	  al.,	  2005,	  Hollander	  and	  Liu,	  2008b)	  𝐾𝑆 𝑥, 𝑦 = max!,! 𝐹! − 𝐹! 	   (16)	  
14. Speed-­‐Flow	  Graph	  SFG	  (Menneni	  et	  al.,	  2008)	  𝑆𝐹𝐺 𝑥, 𝑦 = 𝑌 − 𝑌 ∩ 𝑋 	   (17)	  
	  
The	  following	  observations	  can	  be	  made	  on	  these	  GoF	  measures:	  
a. the	  most	  widely	  used	  GoF	  is	  the	  Squared	  Error	  (SE).	  Like	  other	  estimators	  (e.g.	  RMSE	  and	  U)	  
SE	   uses	   the	   squared	   difference	   between	   simulated	   and	   real	   measurements	   to	   measure	  
goodness	   of	   fit.	   Low	   values	   show	   a	   good	   fit.	   It	   strongly	   penalizes	   large	   errors.	   It	   is	   the	  
estimator	  at	  the	  basis	  of	  the	  famous	  Least	  Squares	  Method,	  which,	  according	  to	  the	  Gauss-­‐
Markov	  theorem	  (Plackett,	  1950),	  provides	  the	  best	  parameter	  estimation	  for	  linear	  models	  
with	   zero-­‐mean,	   unbiased	   and	   uncorrelated	   errors.	   There	   is	   no	   other	   apparent	   reason	   to	  
prefer	  SE	  to	  the	  other	  GoF	  measures	  like	  RMSE	  and	  U	  as	  a	  fitness	  function	  of	  a	  traffic	  model	  
calibration	  problem	  (which	  is	  not	  a	  linear	  model);	  
b. Mean	  Error	   (ME)	  and	  Mean	  Normalized	  Error	   (MNE)	  are	  useful	   to	   indicate	   the	  presence	  of	  
systematic	  bias,	  but	   cannot	  be	  used	   in	   the	   calibration	  because	   low	  values	  do	  not	  ensure	  a	  
good	  fit	  (the	  same	  high	  errors	  with	  opposite	  sign	  will	  result	  in	  zero	  ME	  and	  MNE);	  
c. using	  absolute	  values	   (as	   in	  MAE	  and	  MANE)	  would	   result	   in	  using	   the	   same	  weight	   for	  all	  
errors,	  while	   it	  would	  be	  preferable	  to	  assign	  more	  importance	  to	  high	  errors	  than	  to	  small	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ones.	   In	  addition,	   the	  gradient	  of	   the	  absolute	  value	  analytical	   function	  has	  a	  discontinuity	  
point	  in	  zero.	  Despite	  this,	  the	  MANE	  is	  the	  second	  most	  widely	  used	  GoF;	  
d. normalized	   measures	   like	   RMSNE	   and	  MANE	   are	   very	   attractive	   GoFs,	   since	   they	   allow	   a	  
model	   to	   be	   calibrated	   using	   different	   measures	   of	   performance	   (only	   relative	   error	   is	  
considered).	   However	   instabilities	   due	   to	   low	   values	   among	   the	   measurements	   in	   the	  
fraction’s	  denominator	  advise	  against	  their	  use	  (e.g.	  if	  the	  traffic	  counts	  during	  a	  certain	  time	  
interval	  are	  very	  low,	  even	  small	  absolute	  errors	  can	  result	  in	  high	  relative	  errors,	  unlike	  what	  
happens	  when	  the	  traffic	  counts	  are	  very	  high,	  which	  is	  undesirable);	  
e. unlike	  all	  the	  others,	  the	  GEH	  statistic	  is	  usually	  not	  evaluated	  over	  a	  series	  of	  data,	  but	  over	  
a	  single	  pair	  of	  observed	  and	  simulated	  measurements.	  According	  to	  the	  guidelines	  provided	  
by	  English	  engineers	  (Highway	  Agency,	  1996),	  if	  the	  value	  of	  the	  GEH	  is	  less	  than	  5	  for	  75%	  of	  
the	  pairs,	  then	  the	  two	  series	  of	  data	  show	  a	  good	  fit.	   In	  Ma	  et	  al.	  (2007),	  GEH	  is	  used	  as	  a	  
fitness	   function	   for	   a	   traffic	  model	   calibration	  by	   summing	  all	   the	   values	  obtained	   from	  all	  
the	  pairs	  of	  measured	  and	  observed	  data.	  Here	  we	  propose	  also	  an	  alternative	  way	  in	  which	  
GEH	  is	  used	  counting	  the	  number	  of	  times	  its	  value	  is	  below	  a	  certain	  threshold	  k,	  be	  divided	  
by	  the	  total	  number	  of	  observations.	  In	  this	  way	  the	  indicator	  would	  be	  bounded	  between	  1	  
(perfect	   fit)	   and	   0	   (worst	   fit).	   In	   the	   analyses	   we	   considered	   three	   different	   values	   for	   k,	  
namely	  1,	  3	  and	  5	  to	  check	  also	  its	  sensitivity	  on	  the	  results;	  
f. to	  be	  used	  as	  a	  fitness	  function	  within	  the	  framework	  of	  an	  optimization	  problem,	  some	  of	  
the	  GoF	  measures	   shown	  have	   to	  be	  considered	  with	   the	  opposite	   sign	   (namely	   r,	  Uc,	  and	  
GEH	  if	  considered	  with	  the	  meaning	  suggested	  in	  the	  previous	  point);	  
g. the	   Kolmogorov-­‐Smirnov	   test	   can	   also	   be	   a	   very	   suitable	   GoF	   [26].	   However,	   it	   would	  
probably	   require	  more	  detailed	   traffic	  measurements.	   In	  particular,	   in	  both	   [21,	   26]	   it	  was	  
used	   on	   vehicle	   point-­‐to-­‐point	   travel	   times.	   Although	   such	   data	   are	   becoming	   increasingly	  
available,	   at	   present	   the	   test	   does	   not	   represent	   a	   real	   possibility	   for	   most	   traffic	  
practitioners.	  For	  this	  reason	  the	  KS,	  albeit	  very	  interesting,	  is	  not	  included	  in	  our	  analysis;	  
h. the	   SFG	   has	   also	   been	   removed	   from	   the	   list	   of	   GoFs	   to	   analyze.	   Though	   potentially	  
interesting,	  the	  authors	  are	  still	  discussing	  the	  best	  way	  of	  implementation	  (in	  particular,	  the	  
effect	  of	  the	  resolution	  chosen	  to	  create	  the	  raster	  image	  from	  the	  speed-­‐flow	  plot	  remains	  
unclear).	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In	   conclusion,	   the	  measures	  of	  goodness	  of	   fit	   included	   in	  our	  analysis	   consist	   in	   the	   first	  13	   listed	  
above	  plus	  three	  additional	  ones	  concerning	  the	  GEH	  in	  the	  revised	  form	  mentioned	  above	  in	  point	  f.	  
3 Response	  surfaces:	  a	  visual	  approach	  
The	  methodology	  applied	  to	  draw	  inferences	  about	  the	  effect	  of	  using	  different	  GoFs	  in	  the	  objective	  
function	  of	  a	  traffic	  model	  calibration	  problem	  follows	  the	  logic	  adopted	  in	  the	  methodology	  used	  for	  
the	  calibration	  itself.	  In	  particular,	  what	  is	  desirable	  here	  is	  to	  study	  exactly	  the	  response	  surface	  that	  
will	   be	   used	   in	   the	   calibration	   test	   with	   synthetic	   data.	   Of	   course,	   studying	   a	   function	   without	  
knowing	  anything	  about	  its	  analytical	  formulation	  is	  not	  that	  simple,	  but	  some	  useful	  information	  can	  
be	  retrieved	  by	  plotting	  in	  a	  3D	  space	  an	  approximation	  of	  its	  shape	  obtained	  by	  evaluating	  it	  on	  as	  
many	  as	  possible	  discrete	  points	  and	  then	  interpolating	  them.	  The	  main	  problem	  is	  that	  the	  objective	  
function	   should	   depend	   at	   most	   on	   two	   parameters.	   In	   other	   words,	   the	   calibration	   should	   be	  
performed	  on	  two	  parameters	  only.	  Of	  course,	  this	  is	  usually	  not	  the	  case,	  there	  being	  usually	  more	  
than	   two	  sensitive	  parameters	   in	   traffic	  micro-­‐simulation	  models.	  However,	  as	   it	  will	  mentioned	   in	  
the	  remainder,	  in	  Punzo	  and	  Ciuffo	  (2009)	  the	  results	  of	  the	  model	  sensitivity	  analysis	  suggested	  the	  
possibility	   of	   splitting	   the	   calibration	   of	   the	   four	   most	   important	   parameters	   of	   the	   AIMSUN	  
microscopic	   traffic	   simulation	   model	   (TSS,	   2008)	   into	   two	   sub-­‐problems	   in	   which	   each	   pair	   of	  
parameters	  is	  calibrated	  independently	  on	  different	  sets	  of	  data.	  A	  more	  detailed	  description	  of	  the	  
results	   obtained	   in	   Punzo	   and	   Ciuffo	   (2009)	   is	   provided	   below	   prior	   to	   describing	   the	   application	  
performed.	  
Once	  the	  plots	  have	  been	  created,	  information	  can	  be	  retrieved	  concerning	  the	  apparent	  smoothness	  
of	  the	  function,	  its	  linearity,	  the	  existence	  of	  different	  local	  minima	  as	  well	  as	  the	  existence	  of	  a	  wide	  
area	  with	  constant	  value	  of	   the	  objective	   function.	  All	   these	  elements	  can	  be	  useful	   to	  understand	  
how	  complex	  and	  expensive	  (in	  terms	  of	  computation	  efforts)	  the	  algorithm	  to	  implement	  should	  be.	  
In	   addition,	   as	   will	   be	   detailed	   in	   the	   implementation,	   the	   plots	   are	   also	   used	   to	   test	   the	   above-­‐
mentioned	  hypothesis	  of	  subdividing	  the	  calibration	  problem	  into	  two	  sub-­‐problems	  and	  also	  to	  test	  
the	  effect	  of	  random	  noise	  on	  the	  observed	  measurements.	  
4 Optimization	   algorithms	   for	   the	   calibration	   of	  microscopic	   traffic	  
simulation	  models	  
As	  anticipated	  in	  the	  previous	  section,	  five	  different	  optimization	  algorithms	  have	  been	  tested	  in	  this	  
study.	   They	   were	   chosen	   because,	   for	   different	   reasons,	   they	   have	   already	   been	   used	   in	   the	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calibration	  of	  microscopic	  traffic	  simulation	  models,	  all	  presenting	  features	  that	  theoretically	  suggest	  
their	   use	   for	   this	   kind	   of	   application.	   Pertaining	   to	   different	   classes	   of	   algorithms,	   they	   allowed	  
highlighting	   the	   existing	   correlations	   between	   the	   performance	   of	   whatever	   algorithm	   and	   the	  
optimization	  problem.	  All	  the	  algorithms	  considered	  here	  use	  only	  objective	  function	  measurements,	  
being	  unavailable	  any	  direct	  measurements	  of	   the	  gradient	  of	   the	  objective	   function	   (in	  our	  black-­‐
box	   optimization	   problem).	   In	   this	   section,	   we	   will	   outline	   the	   main	   features	   of	   the	   employed	  
optimization	  algorithms,	   leaving	  to	  the	   interested	  reader	  the	  possibility	   to	  use	  the	  references	  cited	  
throughout	  the	  paper.	  
4.1 Simultaneous	   Perturbation	   Stochastic	   Approximation	   (SPSA_I	   and	   SPSA_II)	  
Algorithms	  
One	  optimization	  method	  that	  has	  attracted	  considerable	  attention	  is	  the	  simultaneous	  perturbation	  
stochastic	  approximation	  (SPSA)	  method.	  It	  has	  been	  first	  developed	  by	  James	  Spall	  (see	  Spall,	  1992,	  
1998,	  2000,	  2003,	  2009	  as	  references).	  It	  is	  a	  stochastic	  analogue	  of	  the	  Newton/Raphson	  algorithm	  
of	   deterministic	   nonlinear	   programming	   and	  basically	   extends	   the	  Kiefer	   and	  Wolfowitz	   version	  of	  
the	   stochastic	   approximation	   (SA)	   method	   (Kiefer	   and	   Wolfowitz,	   1952)	   used	   to	   find	   extrema	   of	  
functions	  in	  the	  presence	  of	  noisy	  measurements.	  The	  SA	  method	  numerically	  evaluates	  the	  gradient	  
of	  the	  function	  using	  a	  standard	  finite	  difference	  gradient	  approximation	  (each	  step	  of	  the	  algorithm	  
thus	  requiring	  2p	  function	  evaluations,	  being	  p	  the	  number	  of	  variables	  of	  the	  function	  itself).	  SPSA	  
improves	   the	   SA	   method	   since	   the	   gradient	   evaluation	   is	   based	   on	   only	   2	   measurements	   of	   the	  
objective	   function	   (at	   each	   step	   of	   the	   procedure)	   in	   which	   all	   the	   variables	   of	   the	   function	   are	  
simultaneously	  perturbated	  (and	  not	  one	  at	  time	  as	  in	  SA).	  As	  a	  consequence,	  SPSA	  has	  two	  features	  
particularly	   relevant	   in	   the	   calibration	   of	  micro-­‐simulation	   traffic	  models:	   i)	   it	   explicitly	   takes	   into	  
account	   the	   presence	   of	   measurement	   errors	   in	   the	   objective	   function	   and	   ii)	   it	   is	   usually	   less	  
expensive	   than	   many	   other	   algorithms.	   In	   addition,	   in	   the	   last	   decade,	   the	   performances	   of	   the	  
algorithm	  have	  been	  mathematically	  demonstrated	  in	  the	  form	  of	  an	  extensive	  convergence	  theory,	  
both	  for	  local	  optimization	  (Spall,	  1992)	  and	  global	  optimization	  (Maryak	  and	  Chin,	  2008).	  This	  latter	  
case	   is	  particularly	   interesting	   for	   the	  calibration	  of	  microscopic	   traffic	  simulation	  models	   (in	  Ciuffo	  
and	  Punzo,	  2010	  the	  authors	  have	  demonstrated	  that	  this	  calibration	  problem	  has	  to	  be	  seen	  in	  the	  
framework	   of	   global	   optimization).	  More	   in	   details,	   in	   (Maryak	   and	   Chin,	   2008)	   the	   authors	   have	  
shown	  the	  strict	  convergence	  of	  the	  SPSA	  algorithm,	  using	  the	  method	  of	  the	  noise	   injection	  and	  a	  
convergence	   in	  probability	  without	   the	  application	  of	   this	  method.	   This	  means	   that	   SPSA	   could	  be	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suitable	   also	   in	   global	   optimization,	   but	   that	   this	   should	   be	   tested	   on	   the	   specific	   case	   under	  
evaluation.	  
In	  the	  present	  paper	  two	  version	  of	  the	  SPSA	  have	  been	  tested,	  the	  standard	  first	  order	  SPSA	  (Spall,	  
1992,	  1998)	  and	  the	  more	  recently	  developed	  second	  order	  SPSA	  (Spall,	  2009).	  Since	  the	  SPSA_I	  has	  
been	  already	  described	   in	  other	  transportation	  studies	   (see	  e.g.	  Ma	  et	  al.,	  2007,	  Vaze	  et	  al.,	  2009),	  
we	  will	  concentrate	  our	  attention	  on	  SPSA_II	  (which	  however	  has	  a	  similar	  theoretical	  background).	  
The	  second	  order	  SPSA	  takes	  its	  motivation	  from	  the	  fact	  that	  in	  order	  to	  improve	  the	  quality	  of	  the	  
solution	  found	  it	  would	  be	  desirable	  to	  have	  information	  of	  the	  Hessian	  matrix	  of	  the	  function.	  The	  
evaluation	   of	   the	   Hessian	   matrix,	   in	   black-­‐box	   optimization,	   however,	   is	   usually	   considered	  
unfeasible,	   requiring	  several	  additional	  evaluation	  of	   the	  objective	   function.	   In	   the	  SPSA_II	  method	  
the	  Hessian	  matrix	  evaluation	  follows	  the	  same	  logic	  used	  in	  SPSA_I	  for	  the	  definition	  of	  the	  gradient,	  
i.e.	  it	  is	  numerically	  derived	  by	  the	  simultaneous	  perturbation	  of	  the	  elements	  of	  the	  Jacobian	  matrix.	  
In	   practice,	   this	  means	   that	   at	   each	   step,	   SPSA_II	   requires	   four	   (instead	  of	   the	   two	  of	   the	   SPSA_I)	  
noisy	   evaluations	   of	   the	   objective	   function	   which,	   however,	   should	   turn	   in	   a	   considerable	  
improvement	  of	  the	  quality	  of	  the	  solution	  found.	  In	  practice,	  in	  SPSA_I,	  the	  variables	  of	  the	  function	  
(the	  parameters	  of	  our	  simulation	  model)	  estimated	  at	  step	  k+1,	  𝜽!!!	  are	  given	  by	  𝜽!!! = 𝜽! − 𝑎!𝒈! 𝜽! 	   (18)	  
being	   𝑎! 	   a	   non-­‐negative	   scalar	   gain	   coefficient	   (as	   defined	   in	   Spall,	   1992,	   1998)	   and	  𝒈! 𝜽! 	   the	  
estimation	   of	   the	   gradient	   of	   the	   function	   at	   step	   k	   obtained	   by	   simultaneously	   perturbing	   all	   the	  
variables	  at	  once	  (as	  detailed	  in	  Spall,	  1992,	  1998).	  In	  SPSA_II	  equation	  10	  is	  substituted	  by	  𝜽!!! = 𝜽! − 𝑎!𝑯!!!𝒈! 𝜽! 	   (19)	  
with	  	  𝑯! = 𝒇! 𝑯! 	  𝑯! = 1 − 𝑤! 𝑯!!! + 𝑤! 𝑯! −𝚿! 	   (20)	  
in	  which	  (Spall,	  2009)	  𝒇! 	  is	  an	  invertible	  p×p	  matrix	  (being	  p	  the	  number	  of	  variables	  of	  the	  function)	  
designed	   to	   cope	   with	   possible	   non-­‐invertibility	   of	   the	   (feedback-­‐based)	   Hessian	   estimate	   𝑯!,	  𝑤! ∈ 0,1 	   is	   a	  weight	   to	   apply	   to	   the	   new	   input	   to	   the	   recursion	   for	  𝑯!,	  𝑯! 	   is	   the	   per-­‐iteration	  
estimate	   of	   the	   Hessian	   matrix	   and	  𝚿! 	   is	   the	   feedback-­‐based	   term.	   In	   this	   light,	   equation	   (20)	  
represents	   the	   second	   improvement	  of	   the	  SPSA_II	  methodology,	   since	   the	  Hessian	  matrix	  used	   in	  
equation	   (19)	   is	   not	   that	   directly	   estimated	   by	   the	   simultaneous	   perturbation	   of	   the	   gradient	  
components,	  but	  is	  its	  per-­‐iteration	  (feedback-­‐based)	  weighted	  average.	  Going	  into	  further	  details	  is	  
beyond	  the	  aim	  of	  the	  paper	  (in	  particular	  because	  a	  detailed	  explanation	  is	  provided	  in	  Spall,	  2009).	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Here	   it	   is	  only	   important	  to	  underline	  that	  the	  complications	   in	  the	   implementation	  and	  use	  of	  the	  
SPSA_II,	   introduced	  by	  the	  new	  formulation,	  are	  only	  apparent,	  since	  the	  parameters	  to	  be	  defined	  
remain	   few	   as	   in	   the	   SPSA_I.	   The	   only	   obstacle	   is	   that,	   while	   for	   SPSA_I	   the	   implementation	  
procedure	   is	   described	   in	   Spall	   (1998),	   this	   is	   not	   the	   case	   for	   SPSA_II	   and	   thus	   some	   initial	   fine-­‐
tuning	  is	  necessary.	  Finally,	  an	  issue	  which	  is	  important	  to	  mention	  is	  the	  definition	  of	  the	  algorithm’s	  
stopping	   rule.	   As	   already	   pointed	   out	   by	   Ma	   et	   al.	   (2007),	   for	   the	   calibration	   of	   traffic	   micro-­‐
simulation	  models	   the	  use	  of	   certain	   thresholds	   in	   the	  variation	  of	   the	  objective	   function	  between	  
two	  successive	  steps	  of	  the	  algorithm	  is	  not	  straightforward,	  but	  there	  is	  also	  the	  additional	  problem	  
of	   the	   global	   optimization	   and	   thus	   one	   cannot	   risk	   to	   stop	   the	   algorithm	  when	   it	   falls	   in	   a	   local	  
minimum.	  For	   this	   reason,	   it	   is	   important	   to	  understand	  how	  many	   iterations	   the	   specific	  problem	  
requires	   and	   then	   to	   define	   an	   appropriate	   limit	   on	   it.	   It	   is	   worth	   knowing	   that	   the	   MATLAB	  
(Mathworks,	  2010)	  codes	  for	  SPSA_I	  and	  for	  the	  identification	  of	  its	  parameters	  are	  available	  on	  the	  
web	  site	  of	  the	  author	  at	  http://www.jhuapl.edu/spsa/Pages/MATLAB.htm.	  
For	  the	  calibration	  of	  traffic	  micro-­‐simulation	  models	  SPSA_I	  has	  been	  adopted	  in	  (Balakrishna	  et	  al.,	  
2007,	  Ma	  et	  al.,	  2007,	  Vaze	  et	  al.,	  2009,	  Lee	  and	  Ozbay,	  2009),	  while	  SPSA_II	  has	  never	  been	  tested	  in	  
this	  field.	  
4.2 Simulated	  Annealing	  (SA)	  
Simulated	  annealing	  is	  a	  well-­‐known	  method	  for	  solving	  unconstrained	  and	  bound-­‐constrained	  global	  
optimization	   problems.	   It	   is	   based	   on	   the	   principle	   of	   annealing,	  meaning	   that	   the	  magnitudes	   of	  
random	   perturbations	   (injected	   within	   the	   parameters’	   domain	   in	   a	   Monte	   Carlo	   fashion)	   are	  
reduced	  in	  a	  controlled	  manner.	  This	  method	  is	  designed	  with	  the	  aim	  to	  increase	  the	  probability	  of	  
avoiding	  local	  minima	  in	  path	  towards	  the	  global	  minimum	  of	  the	  function.	  The	  randomness	  injection	  
(as	  already	  pointed	  out	  for	  the	  SPSA)	  helps	  prevent	  premature	  convergence,	  by	  providing	  a	  greater	  
“jumpiness”	   to	   the	   algorithm	   (Spall,	   2003).	   The	   term	   annealing	   comes	   from	   analogies	   to	   the	  
controlled	   cooling	   of	   physical	   substances	   to	   achieve	   a	   type	   of	   optimal	   state	   (lower	   energy	  
configuration)	  to	  the	  substance	  itself.	  
The	  theoretical	  basis	  of	  the	  simulated	  annealing	  algorithm	  can	  be	  found	  in	  Kirkpatrik	  et	  al.	  (1983)	  and	  
in	   Spall	   (2003).	   For	   transportation	   application	   SA	   has	   been	   used	   in	   several	   cases	   (e.g.	   Chen	   et	   al.,	  
2005	  and	  Gardner	  et	  al.,	   2010).	   In	   the	  present	  work,	   the	  authors	  have	  used	   the	  general	   simulated	  
annealing	   algorithm	   MATLAB	   code	   (Vandekerkhove,	   2010),	   which	   implements	   the	   simulated	  
annealing	  algorithm	  described	  in	  (Kirkpatrik	  et	  al.,	  1983).	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4.3 Genetic	  Algorithm	  (GA)	  
Genetic	   algorithms	   are	   probably	   the	   most	   widely	   used	   algorithm	   type	   for	   the	   calibration	   of	  
microscopic	   traffic	   simulation	  models.	   The	   reason	   is	  quite	   straightforward	   since	  no	   information	  on	  
the	  objective	  function	  is	  required	  for	  their	  application	  (suitable	  for	  black-­‐box	  optimization).	  Genetic	  
algorithm	   is	   a	   stochastic	   global	   search	   method	   for	   solving	   both	   constrained	   and	   unconstrained	  
optimization	   problems.	   It	   is	   based	   on	   the	   natural	   selection,	   the	   process	   that	   drives	   biological	  
evolution.	  Genetic	  algorithms	  continuously	  modify	  a	  population	  of	  individual	  solutions.	  At	  each	  step,	  
the	  genetic	  algorithm	  selects	   individuals	  at	   random	  from	  the	  current	  population	   to	  be	  parents	  and	  
uses	   them	   to	   produce	   the	   children	   for	   the	   next	   generation.	   Over	   successive	   generations,	   the	  
population	   evolves	   toward	   an	   optimal	   solution.	   A	   fundamental	   difference	   between	   GAs	   and	   the	  
other	   algorithms	   used	   so	   far	   is	   that	   they	   work	   with	   a	   population	   of	   potential	   solutions	   to	   the	  
problem.	  This	  increases	  the	  probability	  for	  the	  algorithm	  to	  find	  the	  global	  solution.	  
The	   scientific	   literature	  on	  genetic	  optimization	   is	  quite	  wide	  and	   thus	   it	   is	  beyond	   the	  aim	  of	   this	  
paper	   to	   repeat	   their	   theoretical	   fundamentals.	   For	   a	   review	   of	   the	   topic,	   please	   refer	   to	  Holland	  
(1975)	   and	   to	   Spall	   (2003).	   For	   the	   calibration	   of	   microscopic	   traffic	   simulation	  model,	   they	   have	  
been	  applied	  several	  times	  (see	  e.g.	  as	  guide	  for	  their	  application	  Ma	  and	  Abdulhai,	  2001,	  Schultz	  and	  
Rilett,	   2004,	   Kim	   et	   al.,	   2005,	   Ma	   et	   al.,	   2007).	   In	   the	   present	   work,	   the	   authors	   have	   used	   the	  
Genetic	   Algorithm	   Toolbox	   (for	   use	   with	   MATLAB)	   developed	   by	   the	   University	   of	   Sheffield	  
(Chipperfield	  et	  al.,	  2010).	  
4.4 OptQuest/Multistart	  algorithm	  (OptQuest)	  
The	  OptQuest/Multistart	  heuristic	   (Ugray	  et	  al.,	  2002)	   is	  an	  optimization	  algorithm	  for	  solving	  both	  
constrained	   and	   unconstrained	   global	   optimization	   problems.	   It	   has	   been	   recently	   used	   for	   the	  
calibration	  of	  microscopic	  traffic	  simulation	  model	  in	  (Ciuffo	  et	  al.,	  2008).	  	  
Basically,	   the	   algorithm	  employs	   a	   Scatter	   Search	  meta-­‐heuristic	   (Glover,	   1998)	   to	  provide	   starting	  
points	  for	  a	  Generalized	  Reduced	  Gradient	  NLP	  solver	  (Smith	  and	  Lasdon,	  1992,	  Drud,	  1994).	  In	  this	  
way	   it	   tends	   to	  combine	   the	  seeking	  behaviour	  of	  gradient-­‐based	   local	  NLP	  solvers	  with	   the	  global	  
optimization	   abilities	   of	   a	   Scatter	   Search.	   In	   practice,	   the	   Scatter	   Search	   performs	   a	   preliminary	  
exploration	   in	   the	   parameters’	   domain	   in	   order	   to	   locate	   different	   starting	   points	   for	   the	   gradient	  
descent	   (which	  converges	   to	   the	  “nearest”	   local	   solution).	  Adopting	  a	  sufficient	  number	  of	  starting	  
points,	  the	  probability	  to	  find	  the	  global	  solution	  of	  the	  optimization	  problem	  is	  quite	  high.	  The	  major	  
shortcoming	  with	  this	  approach	   is	   in	  the	  high	  number	  of	  objective	  functions	  evaluations	  (i.e.	  traffic	  
simulation)	  usually	  required	  (in	  particular	  as	  the	  number	  of	  parameters	  to	  be	  calibrated	  increases).	  In	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the	  present	  work,	   the	  authors	  have	  used	  the	  OptQuest	  algorithm	   implemented	   in	  Lindo	  API	   (Lindo	  
Systems,	  2002).	  
4.5 Downhill	  Simplex	  
The	  Nelder–Mead	  method	  or	   downhill	   simplex	  method	  or	   amoeba	  method	  was	  proposed	  by	   John	  
Nelder	   and	   Roger	   Mead	   (Nelder	   et	   al.,	   1965).	   The	   Nelder–Mead	   technique	   is	   a	   gradient-­‐free	  
optimization	  method,	  widely	  used	   in	  many	   traffic	  optimization	  studies	   since	  2004	   (Brockfeld	  et	  al.,	  
2004;	  Brockfeld	  et	  al.,	  2005;	  Ossen	  et	  al.,	  2008;	  Ossen	  et	  al.,	  2009;	  Kim	  et	  al.,	  2011).	  
It	   is	  a	  common	  unconstrained	  nonlinear	  optimization	  technique,	  since	  it	   is	  a	  well-­‐defined	  numerical	  
method	  for	  twice	  differentiable	  problems.	  However,	  the	  Nelder–Mead	  technique	  is	  only	  a	  heuristic,	  
since	  it	  can	  converge	  to	  non-­‐stationary	  points	  (Powell,	  1973;	  Lagarias	  et	  al.,	  1998;	  McKinnon,	  1999)	  
on	  problems	  that	  can	  be	  solved	  by	  alternative	  methods.	  
5 Kriging	   meta-­‐modeling	   to	   test	   optimization	   algorithms	  
performances	  
As	  a	  consequence	  of	  the	  methodology	  showed	  in	  Figure	  1,	  in	  the	  present	  case,	  per	  each	  MoP	  to	  be	  
tested,	   35	   calibration	   experiments	   would	   be	   required	   (all	   the	   combinations	   of	   5	   optimization	  
algorithms	  with	  the	  7	  GoF	  measures	  that	  are	  resulted	  suitable	  in	  the	  analysis	  that	  will	  be	  described	  
later	   on).	   In	   addition,	   each	   calibration	   experiment	   should	   be	   composed	   by	   different	   calibration	  
attempts	   (randomly	   changing	   the	   starting	   point	   of	   the	   algorithm)	   in	   order	   to	   really	   verify	   the	  
effectiveness	  of	  procedure	  adopted.	  Finally,	  each	  calibration	  requires	  several	   traffic	  simulations	   for	  
the	  evaluation	  of	  the	  value	  attained	  by	  the	  objective	  in	  different	  points	  of	  the	  parameters’	  domain.	  If	  
we	  optimistically	  consider	   that	  each	  simulation	   takes	  5	  minutes,	   that	  each	  calibration	   requires	  100	  
simulations,	  and	   if	  we	  think	  to	  carry	  out	  100	  calibrations	  per	  each	  calibration	  experiment,	  the	  time	  
required	  for	  evaluating	  all	  the	  combinations,	  per	  each	  MoP,	  would	  require	  more	  than	  three	  years	  to	  
be	  performed.	  This	   figure	  represents	   the	  major	  obstacle	   for	   the	   issue	  of	  calibrating	  a	   traffic	  micro-­‐
simulation	  model	   (and	  of	   the	   simulation	  optimization	   in	   general)	   to	  be	   faced,	   and	   shows	  also	  why	  
hitherto	  only	  partial	  studies	  have	  been	  carried	  out	  on	  it.	  
However,	   for	   the	   purpose	   of	   verifying	   the	   effectiveness	   of	   a	   calibration	   procedure,	   it	   could	   be	  
sufficient	   to	   assess	   that	   the	   optimization	   algorithm	   is	   able	   to	   solve	   even	   a	   different	   problem	   if	   it	  
maintains	  the	  “same”	  mathematical	  features	  than	  the	  calibration	  of	  the	  traffic	  simulation	  model.	  This	  
means	  that	  if	  we	  are	  able	  to	  find,	  per	  each	  MoP/GoF	  combination,	  an	  analytical	  function	  which	  has	  
the	   same	  mathematical	   features	   of	   the	   simulation	   model,	   then	   we	   could	   think	   to	   use	   it	   instead.	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Owning	   the	   same	   mathematical	   properties	   means	   that	   this	   analytical	   function,	   both	   locally	   and	  
globally,	   should	   have	   a	   shape	   very	   close	   to	   the	   function	   given	   by	   the	   simulation	  model.	   In	   other	  
words,	  we	  need	  a	  function	  able	  to	  approximate	  the	  objective	  function	  of	  our	  black-­‐box	  optimization	  
problem.	  A	  kriging	  meta-­‐model	  can	  be	  used	  for	  this	  aim.	  With	  respect	  to	  other	  meta-­‐models,	  Kriging	  
models	   are	   specifically	   applied	   in	   global	   applications.	   This	   is	   also	   attested	   by	   the	   fact	   that	   Kriging	  
approximations	   are	   used	   in	   global	   optimization	   to	   find	   the	  minimum	  value	   of	   expensive	   black-­‐box	  
functions	   (the	   literature	   on	   this	   topic	   is	   becoming	  wider	   and	  wider,	   e.g.	   Jones	   et	   a.,	   1998,	   Jones,	  
2001,	  Huang	  et	  al.,	  2006,	  Villemonteix	  et	  al.,	  2009).	  Therefore,	  if	  they	  are	  successfully	  applied	  in	  the	  
place	  of	  simulation	  models	  for	  their	  optimization,	  it	  is	  possible	  to	  claim	  here	  that	  they	  can	  be	  used	  to	  
verify	  the	  capability	  of	  the	  optimization	  framework	  implemented	  (if	  an	  algorithm	  is	  able	  to	  find	  the	  
global	  minimum	  on	  the	  Kriging	  surrogate,	   it	   is	   likely	   that	   it	  will	  be	  able	   to	   find	   it	  on	   the	  simulation	  
model	  as	  well).	  In	  the	  next	  section,	  some	  details	  on	  Kriging	  meta-­‐models	  are	  provided.	  
5.1 Kriging	  basics	  
In	  spite	  of	  its	  novelty	  in	  the	  transportation	  field	  (it	  has	  been	  used	  only	  in	  a	  couple	  of	  studies	  so	  far	  as	  
a	  spatial	  predictor	  for	  traffic	  forecasting	  in	  Vichiensan	  et	  al.,	  2006,	  Wang	  and	  Kockelman,	  2009,	  but	  
never	   in	   simulation	   optimization)	   Kriging	   has	   become	   a	   popular	   mathematical	   method	   in	   several	  
fields.	  For	  this	  reason,	  in	  the	  following	  we	  will	  provide	  only	  some	  elements	  to	  make	  the	  reader	  more	  
familiar	   with	   the	  method,	   leaving	   the	   details	   to	  more	   specific	   articles	   and	   textbooks	   (the	   authors	  
suggest	  to	  use	  the	  recent	  book	  of	  Kleijnen,	  Kleijnen,	  2008,	  as	  a	  reference).	  
Kriging	   was	   first	   developed	   in	   geostatistics	   by	   Krige,	   even	   if	   the	   mathematical	   formulation	   was	  
presented	  some	  years	  later	  by	  Matheron	  (1963).	  A	  thorough	  reference	  in	  this	  field	  can	  be	  considered	  
(Stein,	   1999).	   As	   a	   surrogate	   of	   complex	   simulation	   models	   they	   have	   been	   applied,	   so	   far,	   in	  
particular,	  for	  deterministic	  simulation	  (Jones	  et	  al.,	  1998,	  Kleijnen,	  2008).	  Only	  in	  the	  last	  years	  they	  
have	   been	   applied	   to	   stochastic	   simulation	   models	   (Van	   Beers	   and	   Kleijnen,	   2003).	   This	   is	   an	  
important	  point,	  given	  the	  stochastic	  nature	  of	  common	  traffic	  simulation	  models.	  
The	   simplest	   type	   of	   Kriging,	   the	   Ordinary	   Kriging	   (which	   is	   considered	   in	   this	   work	   and	   which	   is	  
usually	   sufficient	   in	   practice,	   see	   Kleijnen,	   2008,	   Kleijnen,	   2009)	   assumes	   that	   the	   output	   of	   a	  
simulation	  model	  𝑤 𝒅 	  (being	  𝒅	  the	  vector	  of	  the	  models’	  variables)	  can	  be	  estimated	  by:	  𝑤 𝒅 = 𝜇 + 𝛿 𝒅 	   (21)	  
where	  𝜇	   is	   the	   simulation	  output	   averaged	  over	   the	  whole	   variables’	   domain	   (or	   at	   least	   over	   the	  
available	   experimental	   points)	   and	  𝛿 𝒅 	   is	   a	   zero	  mean	   stationary	   covariance	   process.	   It	   is	   worth	  
knowing	   that,	   while	   in	   the	   Ordinary	   Kriging	   𝜇	   is	   a	   constant	   value,	   in	   the	   Universal	   Kriging	   it	   is	   a	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regression	  model.	   In	  the	  case	  of	  a	  stochastic	  simulation	  model,	   it	  has	  been	  seen	  that	  equation	  (21)	  
holds,	  being	  𝑤 𝒅 	  the	  average	  simulation	  output	  over	  different	  replications	  (Kleijnen,	  2009).	  
The	  output	  of	   a	   simulation	  model	  𝑦 𝒅 	   predicted	  by	  Kriging	   for	  a	  new	  variables’	   combination	  𝒅	   is	  
provided	  by:	  𝑦 𝒅 = 𝝀 𝒅,𝑫 ′𝒘 𝑫 	   (22)	  
in	  which	  𝑫	   is	  matrix	   of	   the	   variables’	   combination	   for	  which	   the	   simulation	   output	   is	   known	   (the	  
vector	  𝒘 𝑫 )	  and	  𝝀 𝒅,𝑫 	   is	   the	  matrix	  of	  weights	   for	   the	  new	  variables	  combination	  𝒅	  estimated	  
using	  the	  old	  ones	  𝑫.	  𝝀 𝒅,𝑫 	  values	  are	  not	  constant	  but	  decrease	  as	  the	  distance	  between	  𝒅	  and	  𝑫	  
increase	  (and	  this	  is	  one	  of	  the	  main	  peculiarities	  of	  Kriging	  with	  respect	  of	  other	  regression	  models).	  
The	  selection	  of	  the	  optimal	  weights	  is	  made	  using	  the	  Best	  Linear	  Unbiased	  Predictor	  (BLUP)	  which	  
minimizes	  the	  Mean	  Squared	  Error	  of	  the	  predictor	  in	  equation	  (22).	  The	  solution	  may	  be	  proven	  to	  
be:	  
𝝀𝟎 = 𝚪!! 𝛄 + 𝟏 1 − 𝟏!𝚪!!𝛄𝟏!𝚪!!𝟏 	   (23)	  
being	  𝟏	  the	  n-­‐dimensional	  identical	  vector	  (n	  is	  the	  number	  of	  the	  old	  variable’s	  combinations	  in	  𝑫),	  𝚪	  the	  n×n	  symmetric	  and	  positive	  semi-­‐definite	  matrix	  with	  the	  covariances	  of	  the	  old	  outputs	  𝒘 𝑫 	  
(𝑐𝑜𝑣 𝑤! ,𝑤! 	  with	  𝑖, 𝑗 = 1,… , 𝑛)	  and	  𝛄	  the	  n-­‐dimensional	  vector	  with	  the	  covariances	  between	  the	  n	  
old	  outputs	  and	  the	  output	  for	  the	  variables’	  combination	  to	  be	  predicted.	  	  
Finally,	  it	  can	  be	  proven	  that	  from	  equations	  (21),	  (22)	  and	  (23)	  it	  is	  possible	  to	  derive	  	  𝑦 𝒅∗ = 𝜇 + 𝛄 𝒅∗ ′𝚪!! 𝒘 − 𝜇𝟏 	   (24)	  
with	  𝜇 = 𝟏′𝚪!!𝟏 !!𝟏′𝚪!!𝐰	   (25)	  
In	  simulation	  applications,	  the	  elements	  of	  𝛄	  and	  𝚪	  are	  estimated	  using	  a	  correlation	  function	  which	  
is	  the	  product	  of	  k	  one-­‐dimensional	  functions	  (being	  k	  the	  number	  of	  variables	  or	  parameters	  of	  the	  
simulation	  model).	   In	   Kriging	   applications,	   a	   popular	   function	   is	   the	   Gaussian	   correlation	   function	  
(which	  has	  been	  used	  also	  here	  in	  the	  application).	  Using	  it	  the	  covariances	  are	  calculated	  as	  follows:	  
𝑐𝑜𝑣 𝑤! ,𝑤! = 𝑒𝑥𝑝 −𝜃! 𝑑!,! − 𝑑!,! !!!!! 	   (26)	  
in	  which	  𝜃!	  is	  a	  parameter	  of	  the	  correlation	  function	  for	  the	  variable	  g,	  denoting	  the	  importance	  of	  
the	  variable	  itself	  (the	  higher	  𝜃!	  is,	  the	  less	  effect	  the	  variable	  g	  has).	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In	  order	  to	  find	  the	  best	  Kriging	  metamodel	  for	  a	  simulation	  model,	  it	  is	  therefore	  only	  necessary	  to	  
estimate	  the	  k-­‐dimensional	  vector	  of	  𝜃!.	  This	  estimation	   is	  performed	  using	  a	  Maximum	  Likelihood	  
Estimator.	  Unfortunately	   the	  constrained	  maximization	  required	   for	   this	  method	   is	  a	  hard	  problem	  
for	  several	  reasons	  (see	  Martin	  and	  Simpson,	  2005,	  Kleijnen,	  2009).	  This	  problem	  can	  be	  overcome	  
using	  the	  free	  of	  charge	  Matlab	  toolbox	  DACE	  (Lophanev	  et	  al.,	  2002a,	  2002b).	  
The	  present	  section	  was	  aimed	  at	  proving	  some	  basics	   for	   the	  Kriging	  meta-­‐modelling.	  Some	  other	  
details	   will	   be	   provided	   in	   the	   description	   of	   the	   application	   performed.	   However,	   for	   a	   deeper	  
comprehension	   of	   this	   kind	   of	   models	   the	   reader	   is	   suggested	   to	   refer	   to	   the	   sources	   previously	  
mentioned	  and	  available	  in	  the	  references.	  
6 Case	  study	  1:	  a	  freeway	  scenario	  in	  AIMSUN	  
Analyses	  were	   conducted	  on	   the	   same	   scenario	  presented	   in	   (Punzo	  and	  Ciuffo,	   2009).	   The	  model	  
used	  is	  AIMSUN	  6.1	  (TSS,	  2008).	  The	  scenario	  consists	  of	  a	  22-­‐km	  network	  of	  the	  Napoli-­‐Salerno	  E45	  
freeway	   (the	   schematic	   network	   layout	   is	   reported	   in	   Figure	   2).	   The	   simulation	   period	  was	   in	   the	  
morning	   from	   7.00	   to	   10.00	   a.m.	   OD	   demand	   input	   was	   segmented	   at	   one-­‐minute	   intervals	   and	  
consisted	  of	  two	  distinct	  vehicle	  classes:	  cars	  and	  heavy	  vehicles.	  	  
The	  freeway	  is	  monitored	  (both	  in	  real	  life	  and	  in	  the	  simulated	  scenario)	  by	  a	  number	  of	  detectors,	  
located	   as	   shown	   in	   Figure	   2.	   Along	   the	   freeway	   stretch	   different	   traffic	   conditions	   coexist.	   In	  
particular:	  
- detectors	  8561-­‐2	  and	  15005-­‐7	  show	  congested	  to	  saturated	  conditions;	  
- detectors	  8566-­‐7	  show	  free-­‐flow	  conditions;	  
- detectors	  8556-­‐7	  show	  vehicles	  escaping	  from	  congestion	  to	  free	  flow.	  
Time	   series	   shown	   in	   Figure	   2	   give	   a	   good	   representation	   of	   the	   existing	   traffic	   conditions.	   In	   the	  
figure,	   however,	   the	   time	   series	   shown	   are	   the	   synthetic	  measurements	   that	  will	   be	   used	   for	   the	  
verification	  of	   the	  calibration	   framework.	  They	  have	  been	  obtained	  with	   the	  AIMSUN	  model,	  using	  
the	  real	  traffic	  demand	  and	  giving	  to	  the	  parameters	  of	  the	  model	  some	  values	  able	  to	  qualitatively	  
reproduce	   the	   real	   conditions.	   In	   the	   figure,	   there	   is	  also	  shown	  the	  MoP	  that	  will	  be	  used	   for	   the	  
AIMSUN	  calibration	  (see	  Punzo	  and	  Ciuffo,	  2009).	  
According	   to	   the	   results	   presented	   in	   (Punzo	   and	   Ciuffo,	   2009),	   four	   of	   the	   eight	   parameters	  
explained	  more	  than	  95%	  of	  output	  variance	  (as	  shown	   in	  the	  calibration	  methodology,	   the	  results	  
obtained	   in	   the	   sensitivity	   analysis	   work	   as	   input	   to	   verify	   the	   calibration	   procedure).	   These	  
parameters	  are	  all	  part	  of	  the	  car-­‐following	  model	  used	  in	  AISMUN	  (namely	  the	  Gipps’	  car	  following	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model,	  Gipps,	  1981),	  and	  in	  particular	  vehicle	  reaction	  time	  (in	  the	  following	  RT),	  speed	  acceptance	  
(SA,	  a	  proxy	  of	  maximum	  desired	  speed),	  maximum	  acceleration	  (MA)	  and	  the	  coefficient	  of	  variation	  
(CV)	  of	  the	  distributions	  of	  all	  the	  car-­‐following	  model	  parameters	  (for	  further	  details	  on	  the	  analysis,	  
the	  results	  and	  the	  meaning	  of	  each	  parameter,	  please	  refer	  to	  Punzo	  and	  Ciuffo,	  2009).	  
	  
Figure	  2.	  Test	  site	  layout	  and	  detected	  traffic	  conditions.	  In	  the	  graph,	  per	  each	  detector,	  time	  series	  of	  three	  
minutes	   average	   speeds	   during	   the	   simulation	   period	   are	   reported	   (the	   black	   narrow	   line	   represents	   the	  
synthetic	  measurements	  without	  measurement	  errors,	  while	  in	  the	  other	  two	  lines	  two	  different	  errors	  are	  
introduced).	  
The	   share	   of	   the	   variance	   explained	   by	   the	   four	   parameters	   differed	   according	   to	   measurement	  
location	  (Punzo	  and	  Ciuffo,	  2009).	  This	  suggested	  the	  possibility	  of	  calibrating,	  at	  a	  first	  step,	  SA	  and	  
CV	   on	   the	  measurement	   locations	   characterized	   by	   free-­‐flow	   conditions	   (Pinetina-­‐VMS	   and	   Portici	  
on-­‐ramp)	  and	  then	  to	  calibrate	  RT	  and	  MA	  on	  the	  data	  collected	  at	  the	   location	  characterized	  by	  a	  
wide-­‐moving	   jam	   (Castellammare	   off-­‐ramp).	   Using	   data	   from	   these	   locations,	   the	   two	   pairs	   of	  
parameters	  appeared	  sufficiently	   independent	  (for	   further	  details	  on	  the	  results,	  please	  refer	  again	  
to	  Punzo	  and	  Ciuffo,	  2009).	  This	  result	  gives	  the	  possibility	  of	  plotting	  the	  objective	  function	  of	  the	  
calibration	  problem	  and	  suggested	  the	  idea	  to	  perform	  this	  preliminary	  graphical	  analysis.	  
6.1 Response	  surfaces	  for	  the	  case	  studies	  
The	  plots	  presented	  in	  this	  paper	  have	  been	  created	  with	  the	  following	  considerations:	  
- parameters	  used	  to	  create	  the	  objective	  functions	  were	  𝜷 = 𝑅𝑇;𝑀𝐴; 𝑆𝐴;𝐶𝑉 ;	  for	  such	  
parameter	   “true”	  values,	   lower	  and	  upper	  bounds	  were	   selected.	   In	  particular	  𝜷!"#$ =0.6; 3.5; 1.0; 0.1 ,	  𝒍𝜷 = 0.1; 1.5; 0.45; 0.0 ,	  𝒖𝜷 = 2.0; 5.5; 1.55; 0.4 ;	  
- a	  “true”	  scenario	  was	  defined	  as	  a	  reference	  in	  the	  evaluation	  of	  the	  objective	  function	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setting	   the	   four	   parameters	   to	   their	   “true”	   values;	   the	   results	   of	   the	   simulation	   were	  
considered	   the	  “true”	  observations	   (𝑀!"#$!"# )	  at	  detectors	   (i.e.	  average	  speed	   time	  series	  
over	  three-­‐minute	  time	  intervals);	  
- two	   “noised”	   scenarios	  were	   also	   defined	   by	   applying	   to	   the	   simulated	   outputs	   of	   the	  
“true”	   scenario	   two	   random	  errors,	   normally	   distributed	  with	   zero	  mean	   and	   standard	  
deviation	  equal	  to	  5%	  and	  10%	  of	  the	  observations	  (𝑀!"#$%&!!"# = 𝑀!!"#!"# + 𝜀~𝑁 0, 0.05 ∙𝑀!"#$!"# ! 	  and	  𝑀!"#$%&!!"# = 𝑀!"#$!"# + 𝜀~𝑁 0, 0.1 ∙𝑀!"#$!"# ! .	  The	  resulting	  time	  series	  are	  
reported	  in	  FIGURE	  2	  (labelled	  as	  “Noise	  N1”	  and	  “Noise	  N2”).	  These	  scenarios	  were	  also	  
created	  to	  understand	  the	  impact	  of	  measurement	  errors	  on	  calibration	  (i.e.	  depending	  
on	  the	  errors	  the	  global	  minimum	  could	  also	  change);	  
- objective	  functions	  have	  been	  evaluated	  by	  simulating	  the	  model	  several	  times,	  changing	  
the	  values	  of	   two	  out	  of	   the	   four	  parameters	   considered	  and	   leaving	   the	  others	  at	   the	  
true	  values.	  In	  accordance	  with	  the	  results	  of	  the	  sensitivity	  analysis	  in	  Punzo	  and	  Ciuffo	  
(2009),	   the	  objective	   functions	  were	  evaluated	  using	  only	  data	   collected	  at	   “free-­‐flow”	  
locations	  for	  SA	  and	  CV,	  while,	  with	  RT	  and	  MA	  using	  only	  those	  collected	  in	  one	  of	  the	  
location	  with	  congested	  traffic	  conditions	  (i.e.	  detectors	  15005-­‐7).	  
- the	   results	   of	   a	   simulation	   are	   considered	   here	   as	   the	   average	   of	   the	   results	   from	  
different	  replications	  (using	  different	  seeds	  in	  the	  random	  number	  generation	  process	  of	  
the	  simulation).	  Six	   replications	  were	  performed	  for	  each	  simulation	   in	  order	   to	  reduce	  
the	  impact	  of	  stochasticity	  with	  a	  certain	  confidence	  following	  the	  indications	  reported	  in	  
(Law,	  2007).	  
In	  conclusion,	  twelve	  categories	  of	  figures	  were	  created	  (the	  symbols	  used	  here	  are	  those	  explained	  
in	  the	  second	  section):	  
i. objective	  functions	  against	  SA	  and	  CV	  using	  “true”	  outputs	  and	  setting	  RT	  and	  MA	  to	  their	  
true	  values	  𝑮𝒐𝑭𝒌𝒕𝒓𝒖𝒆,𝒕𝒓𝒖𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒕𝒓𝒖𝒆𝒐𝒃𝒔 ,𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,23;   𝑗 = 1,… 17	  𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎 = 𝑆 𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 	  𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 = 0.6; 3.5; 𝑆𝐴!;𝐶𝑉! 	  𝑆𝐴! = 0.45 + 0.05 ∙ 𝑖                                                                              ∀  𝑖 = 1,… ,23	  𝐶𝑉! = 0 + 0.025 ∙ 𝑗                                                                                      ∀  𝑗 = 1,… ,17	  
ii. objective	  functions	  against	  RT	  and	  MA	  using	  “true”	  outputs	  and	  setting	  SA	  and	  CV	  to	  their	  
true	  values	  𝑮𝒐𝑭𝒌𝒕𝒓𝒖𝒆,𝒕𝒓𝒖𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒕𝒓𝒖𝒆𝒐𝒃𝒔 ,𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,20;   𝑗 = 1,… 17	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𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎 = 𝑆 𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 	  𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 = 𝑅𝑇!;𝑀𝐴!; 1.0; 0.1 	  𝑅𝑇! = 0.1 + 0.1 ∙ 𝑖                                                                                          ∀  𝑖 = 1,… ,20	  𝑀𝐴! = 1.5 + 0.25 ∙ 𝑗                                                                                  ∀  𝑗 = 1,… ,17	  
iii. objective	  functions	  against	  SA	  and	  CV	  using	  “noisedN1”	  outputs	  and	  setting	  RT	  and	  MA	   to	  
their	  true	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟏,𝒕𝒓𝒖𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟏𝒐𝒃𝒔 ,𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,23;   𝑗 = 1,… 17	  𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎 = 𝑆 𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 	  𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 = 0.6; 3.5; 𝑆𝐴!;𝐶𝑉! 	  𝑆𝐴! = 0.45 + 0.05 ∙ 𝑖                                                                              ∀  𝑖 = 1,… ,23	  𝐶𝑉! = 0 + 0.025 ∙ 𝑗                                                                                      ∀  𝑗 = 1,… ,17	  
iv. objective	  functions	  against	  SA	  and	  CV	  using	  “noisedN2”	  outputs	  and	  setting	  RT	  and	  MA	   to	  
their	  true	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟐,𝒕𝒓𝒖𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟐𝒐𝒃𝒔 ,𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,23;   𝑗 = 1,… 17	  𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎 = 𝑆 𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 	  𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 = 0.6; 3.5; 𝑆𝐴!;𝐶𝑉! 	  𝑆𝐴! = 0.45 + 0.05 ∙ 𝑖                                                                              ∀  𝑖 = 1,… ,23	  𝐶𝑉! = 0 + 0.025 ∙ 𝑗                                                                                      ∀  𝑗 = 1,… ,17	  
v. objective	  functions	  against	  RT	  and	  MA	  using	  “noisedN1”	  outputs	  and	  setting	  SA	  and	  CV	   to	  
their	  true	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟏,𝒕𝒓𝒖𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟏𝒐𝒃𝒔 ,𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,20;   𝑗 = 1,… 17	  𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎 = 𝑆 𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 	  𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 = 𝑅𝑇!;𝑀𝐴!; 1.0; 0.1 	  𝑅𝑇! = 0.1 + 0.1 ∙ 𝑖                                                                                      ∀  𝑖 = 1,… ,20	  𝑀𝐴! = 1.5 + 0.25 ∙ 𝑗                                                                              ∀  𝑗 = 1,… ,17	  
vi. objective	  functions	  against	  RT	  and	  MA	  using	  “noisedN2”	  outputs	  and	  setting	  SA	  and	  CV	   to	  
their	  true	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟐,𝒕𝒓𝒖𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟐𝒐𝒃𝒔 ,𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,20;   𝑗 = 1,… 17	  𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎 = 𝑆 𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 	  𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 = 𝑅𝑇!;𝑀𝐴!; 1.0; 0.1 	  𝑅𝑇! = 0.1 + 0.1 ∙ 𝑖                                                                                      ∀  𝑖 = 1,… ,20	  𝑀𝐴! = 1.5 + 0.25 ∙ 𝑗                                                                              ∀  𝑗 = 1,… ,17	  
vii. objective	  functions	  against	  SA	  and	  CV	  using	  “true”	  outputs	  and	  setting	  RT	  and	  MA	   to	  very	  
wrong	  values	  𝑮𝒐𝑭𝒌𝒕𝒓𝒖𝒆,𝒏𝒐𝒊𝒔𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒕𝒓𝒖𝒆𝒐𝒃𝒔 ,𝑴𝒏𝒐𝒊𝒔𝒆,𝒊,𝒋𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,23;   𝑗 = 1,… 17	  𝑴𝒏𝒐𝒊𝒔𝒆,𝒊,𝒋𝒔𝒊𝒎 = 𝑆 𝜷𝒏𝒐𝒊𝒔𝒆,𝒊,𝒋 	  𝜷𝒏𝒐𝒊𝒔𝒆,𝒊,𝒋 = 0.9; 2.5; 𝑆𝐴!;𝐶𝑉! 	  𝑆𝐴! = 0.45 + 0.05 ∙ 𝑖                                                                          ∀  𝑖 = 1,… ,23	  𝐶𝑉! = 0 + 0.025 ∙ 𝑗                                                                                  ∀  𝑗 = 1,… ,17	  
viii. objective	  functions	  against	  RT	  and	  MA	  using	  “true”	  outputs	  and	  setting	  SA	  and	  CV	   to	  very	  
wrong	  values	  𝑮𝒐𝑭𝒌𝒕𝒓𝒖𝒆,𝒏𝒐𝒊𝒔𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒕𝒓𝒖𝒆𝒐𝒃𝒔 ,𝑴𝒊,𝒋,𝒏𝒐𝒊𝒔𝒆𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,20;   𝑗 = 1,… 17	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𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎 = 𝑆 𝜷𝒊,𝒋,𝒏𝒐𝒊𝒔𝒆𝒆 	  𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 = 𝑅𝑇!;𝑀𝐴!; 1.3; 0.15 	  𝑅𝑇! = 0.1 + 0.1 ∙ 𝑖                                                                                  ∀  𝑖 = 1,… ,20	  𝑀𝐴! = 1.5 + 0.25 ∙ 𝑗                                                                          ∀  𝑗 = 1,… ,17	  
ix. objective	  functions	  against	  SA	  and	  CV	  using	  “noisedN1”	  outputs	  and	  setting	  RT	  and	  MA	   to	  
very	  wrong	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟏,𝒏𝒐𝒊𝒔𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟏𝒐𝒃𝒔 ,𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,23;   𝑗 = 1,… 17	  𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎 = 𝑆 𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 	  𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 = 0.6; 3.5; 𝑆𝐴!;𝐶𝑉! 	  𝑆𝐴! = 0.45 + 0.05 ∙ 𝑖                                                                      ∀  𝑖 = 1,… ,23	  𝐶𝑉! = 0 + 0.025 ∙ 𝑗                                                                              ∀  𝑗 = 1,… ,17	  
x. objective	  functions	  against	  SA	  and	  CV	  using	  “noisedN2”	  outputs	  and	  setting	  RT	  and	  MA	   to	  
very	  wrong	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟐,𝒏𝒐𝒊𝒔𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟐𝒐𝒃𝒔 ,𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,23;   𝑗 = 1,… 17	  𝑴𝒕𝒓𝒖𝒆,𝒊,𝒋𝒔𝒊𝒎 = 𝑆 𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 	  𝜷𝒕𝒓𝒖𝒆,𝒊,𝒋 = 0.6; 3.5; 𝑆𝐴!;𝐶𝑉! 	  𝑆𝐴! = 0.45 + 0.05 ∙ 𝑖                                                                      ∀  𝑖 = 1,… ,23	  𝐶𝑉! = 0 + 0.025 ∙ 𝑗                                                                              ∀  𝑗 = 1,… ,17	  
xi. objective	  functions	  against	  RT	  and	  MA	  using	  “noisedN1”	  outputs	  and	  setting	  SA	  and	  CV	   to	  
very	  wrong	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟏,𝒏𝒐𝒊𝒔𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟏𝒐𝒃𝒔 ,𝑴𝒊,𝒋,𝒏𝒐𝒊𝒔𝒆𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,20;   𝑗 = 1,… 17	  𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎 = 𝑆 𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 	  𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 = 𝑅𝑇!;𝑀𝐴!; 1.0; 0.1 	  𝑅𝑇! = 0.1 + 0.1 ∙ 𝑖                                                                                ∀  𝑖 = 1,… ,20	  𝑀𝐴! = 1.5 + 0.25 ∙ 𝑗                                                                        ∀  𝑗 = 1,… ,17	  
xii. objective	  functions	  against	  RT	  and	  MA	  using	  “noisedN2”	  outputs	  and	  setting	  SA	  and	  CV	   to	  
very	  wrong	  values	  𝑮𝒐𝑭𝒌𝒏𝒐𝒊𝒔𝒆𝟐,𝒏𝒐𝒊𝒔𝒆 = 𝐺𝑜𝐹!,!,! 𝑴𝒏𝒐𝒊𝒔𝒆𝑵𝟐𝒐𝒃𝒔 ,𝑴𝒊,𝒋,𝒏𝒐𝒊𝒔𝒆𝒔𝒊𝒎   ∀  𝑘 = 1,… ,16;   𝑖 = 1,… ,20;   𝑗 = 1,… 17	  𝑴𝒊,𝒋,𝒕𝒓𝒖𝒆𝒔𝒊𝒎 = 𝑆 𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 	  𝜷𝒊,𝒋,𝒕𝒓𝒖𝒆 = 𝑅𝑇!;𝑀𝐴!; 1.0; 0.1 	  𝑅𝑇! = 0.1 + 0.1 ∙ 𝑖                                                                                ∀  𝑖 = 1,… ,20	  𝑀𝐴! = 1.5 + 0.25 ∙ 𝑗                                                                        ∀  𝑗 = 1,… ,17	  
However,	   since	   the	   level	   of	   noise	   did	   not	   affect	   the	   results	   of	   this	   first	   analysis,	   in	   the	   following	  
section	  we	  have	  considered	  only	  the	  level	  of	  noise	  N2.	  
6.2 Results	  of	  the	  response	  surface	  analysis	  
The	  following	  figures	  and	  tables	  summarize	  the	  results	  achieved.	  In	  particular,	  in	  Table	  1	  and	  in	  Table	  
2,	  for	  each	  of	  the	  eight	  diagram	  categories,	  the	  global	  minimum	  (minima	  if	  more	  than	  one)	  of	  the	  16	  
functions	  is	  reported.	  By	  contrast,	  in	  Figure	  3-­‐10	  the	  response	  surfaces	  are	  shown.	  In	  this	  study,	  such	  
response	   surfaces	   have	   not	   been	   obtained	   by	   fitting	   a	   specific	   meta-­‐model	   (such	   as	   a	   quadratic	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surface	  or	  a	  kriging	  meta-­‐model,	  see	  Jones,	  2001)	  with	  the	  results	  of	  the	  model	  simulation	  on	  a	  set	  of	  
point	  and	   then	  plotting	   the	  meta-­‐model	  obtained.	   Instead,	   the	  visual	  output	  was	  obtained	  directly	  
using	  the	  MATLAB	  software	  (Mathworks,	  2010).	  Indeed,	  at	  this	  stage,	  we	  are	  not	  interested	  in	  model	  
calibration	  but	   at	   gaining	   insights	   into	   the	  problem.	   In	  particular,	   it	  was	   chosen	   to	  display	   the	  3-­‐D	  
diagrams	  as	   surface	  plots	   in	  order	   to	  allow	   the	   reader	   to	   capture	  as	  much	   information	  as	  possible	  
(the	  value	  of	  the	  objective	  function	  is	  shown	  in	  the	  color-­‐bar	  attached	  to	  each	  diagram).	  In	  the	  labels	  
of	  both	  tables	  and	  figures,	  some	  GoFs	  were	  taken	  with	  the	  opposite	  sign.	  This	  was	  done	  in	  order	  to	  
always	   compare	   objective	   functions	   referring	   to	   minimization	   problems.	   In	   addition,	   the	   GoF	  
indicated	  as	  GEH	  refer	  to	  the	  ordinary	  definition	  as	  provided	  in	  Ma	  et	  al.	  (2007),	  while	  GEH1,	  GEH3	  
and	  GEH5	  refer	  to	  the	  alternative	  formulation	  proposed	  here	  (with	  threshold,	  1,	  3	  and	  5).	  
Table	  1	  Global	  minimum	  (minima)	  found	  in	  each	  response	  surface	  for	  SA	  and	  CV	  parameters	  and	  for	  each	  
GoF	  (Plot	  categories	  derive	  their	  name	  from	  the	  description	  provided	  in	  the	  previous	  section).	  
	  
A	  number	  of	  considerations	  stem	  from	  the	  diagrams	  obtained:	  
a) the	  response	  surfaces	  confirm	  that	  is	  argued	  in	  the	  introduction	  about	  the	  complexity	  of	  the	  
calibration	  problem	  and	   the	  need	   for	  using	  a	   global	  optimization	  approach	   (e.g.	   this	  poses	  
serious	   questions	   on	   the	   choice	  made	   in	   Balakrishna	   et	   al.	   (2007)	   and	  Ma	   et	   al.	   (2007)	   of	  
using	   the	   SPSA	   algorithm	   for	   dealing	   with	   this	   kind	   of	   problems).	   Indeed	   most	   of	   the	  
GoFk	   Parameter	  
Plot	  category	  
True	  RT-­‐MA	  
True	  Data	  
True	  RT-­‐MA	  
Noise	  Data	  
Noise	  RT-­‐MA	  
True	  Data	  
Noise	  RT-­‐MA	  
Noise	  Data	  
-­‐GEH1	  
SA	   1	   1	   1	   1.05	   1.1	   1.3	  
CV	   0.1	   0.1	   0.07	   0.07	   0.1	   0.15	  
-­‐GEH3	  
SA	   more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  CV	  
-­‐GEH5	  
SA	   more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  CV	  
GEH	  
SA	   1	   1	   1.05	   1.1	   1.05	   1.1	  
CV	   0.1	   0.1	   0.07	   0.07	   0.07	   0.1	  
MAE	  
SA	   1	   1	   1.05	   1.05	   1.1	  
CV	   0.1	   0.1	   0.07	   0.07	   0.1	  
MANE	  
SA	   1	   1	   1.05	   1.1	   1.05	   1.1	  
CV	   0.1	   0.1	   0.07	   0.07	   0.07	   0.1	  
RMSE	  
SA	   1	   1	   1	   1.1	  
CV	   0.1	   0.1	   0.07	   0.1	  
RMSNE	  
SA	   1	   1	   1.1	   1.05	   1.1	  
CV	   0.1	   0.1	   0.07	   0.07	   0.1	  
SE	  
SA	   1	   1	   1	   1.1	  
CV	   0.1	   0.1	   0.07	   0.1	  
-­‐r	  
SA	   1	   1	   more	  than	  ten	  
minima	   6	  minima	  CV	   0.1	   0.1	  
U	  
SA	   1	   1	   1	   1.1	  
CV	   0.1	   0.1	   0.07	   0.1	  
Um	  
SA	   1.5	   0.95	   1.15	   1.15	  
CV	   0.25	   0.05	   0	   0.07	  
Us	  
SA	   0.95	   1.25	   0.65	   1.05	  
CV	   0.2	   0.13	   0.03	   0.1	  
-­‐Uc	  
SA	  
7	  minima	   4	  minima	   3	  minima	   more	  than	  ten	  minima	  CV	  
Green	  =	  exact	  solution;	  Yellow	  =	  acceptable	  solution;	  Red	  =	  wrong	  solution	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response	  surface	  show	  the	  existence	  of	   several	   local	  minima	  as	  well	  as	  of	  wide	  areas	  wide	  
approximately	  constant	  values.	  In	  addition	  it	  is	  evident	  how	  different	  choices	  in	  setting	  up	  a	  
calibration	   problem	   generate	   different	   response	   surfaces	   (e.g.	   compare	   –GEH1,	   RMSE,	  
RMSNE,	   SE,	   -­‐Um,	  Us	   and	   -­‐r	   in	   Figure	  3	  or	   –GEH1,	  RMSE,	   SE,	  Um,	  Us,	   -­‐r	   in	   Figure	  9	   for	   the	  
influence	  of	  the	  GoF).	  In	  addition	  comparing	  the	  pictures	  of	  FIGURE	  3-­‐6	  with	  the	  respective	  
ones	  of	  Figure	  7-­‐10	  it	  is	  clear	  how	  significant	  is	  the	  selection	  of	  the	  sensitive	  parameters	  on	  
the	  calibration	  problem.	  
b) the	  possibility	  of	   splitting	   the	  calibration	  problem	   into	   two	  sub-­‐problems	  has	   to	  be	   further	  
proven.	   That	   said,	   the	   analyses	   carried	   out	   here	   show	   that,	   as	   also	   hypothesized	   in	   [4],	  
calibrating	  first	  the	  SA	  and	  CV	  parameters,	  and	  then	  RT	  and	  MA,	  is	  likely	  to	  provide	  positive	  
results.	  In	  particular,	  the	  results	  in	  Table	  1,	  using	  SE	  or	  RMSE	  as	  the	  GoF	  measure,	  show	  that	  
even	  by	  introducing	  significant	  errors	  in	  both	  the	  observed	  measurement	  and	  in	  the	  RT	  and	  
MA	   parameters,	   the	   problem	   solution	   does	   not	   change	   considerably	   (less	   than	   10%).	   This	  
also	   highlights	   the	   necessity	   of	   performing	   sensitivity	   analysis	   of	   models	   used.	   Indeed,	   as	  
happens	  for	  the	  response	  surfaces	  of	  RT	  and	  MA,	  in	  the	  case	  that	  significant	  parameters	  are	  
disregarded	   from	   the	   calibration,	   the	   minimum	   of	   the	   objective	   function	   may	   change	  
considerably	   (see	   Table	   2)	   and	   thus	   the	   value	   retrieved	   at	   the	   end	   of	   the	   process	   for	   the	  
parameters	   calibrated	   may	   also	   be	   different	   from	   the	   real	   one,	   achieving	   also	   physically	  
unrealistic	  values.	  
	  
Figure	  3.	  Plots	  of	  the	  objective	  function	  against	  the	  SA	  and	  CV	  parameters,	  obtained	  using	  true	  data	  and	  true	  
values	   for	   the	   RT	   and	  MA	   parameters	  with	   16	   different	   goodness-­‐of-­‐fit	  measures.	   The	  white	   point	   is	   the	  
“true”	  solution.	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Figure	  4.	  Plots	  of	  the	  objective	  function	  against	  the	  SA	  and	  CV	  parameters,	  obtained	  using	  noised	  data	  and	  
true	  values	  for	  the	  RT	  and	  MA	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  
“true”	  solution.	  
	  
Figure	   5.	   Plots	   of	   the	   objective	   function	   against	   the	   SA	   and	   CV	   parameters,	   obtained	   using	   true	   data	   and	  
noised	  values	  for	  the	  RT	  and	  MA	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  
the	  “true”	  solution.	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Figure	  6.	  Plots	  of	  the	  objective	  function	  against	  the	  SA	  and	  CV	  parameters,	  obtained	  using	  noised	  data	  and	  
noised	  values	  for	  the	  RT	  and	  MA	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  
the	  “true”	  solution.	  
c) on	   the	   other	   hand,	   plots	   regarding	   RT	   and	   MA	   parameters	   (Figure	   7-­‐10)	   seriously	   focus	  
attention	   on	  whether	   or	   not	  Maximum	   Acceleration	   should	   be	   included	   in	   the	   calibration	  
phase.	  The	  value	  of	  the	  objective	  functions	  seems	  to	  be	  very	  little	  influenced	  by	  MA	  at	  least	  
in	  the	  neighborhood	  of	  the	  “true”	  solution.	  In	  addition,	  neither	  does	  reaction	  time	  seem	  to	  
affect	  the	  objective	  functions	  very	  much	  for	  values	  less	  than	  1.	  This	  is	  explained	  by	  the	  fact	  
that	  under	  certain	  values	  of	  the	  RT,	  even	  increasing	  the	  road	  capacity,	  the	  speed	  of	  the	  traffic	  
flow	  is	  only	  regulated	  by	  the	  speed	  that	  vehicles	  wish	  to	  attain.	  This	  is	  perfectly	  highlighted	  
by	  the	  –GEH1	  plots	   in	  Figure	  9-­‐10,	   in	  which,	  the	  simulations	  being	  performed	  with	  a	  higher	  
value	  of	  Speed	  Acceptance,	   for	   lower	  values	  of	  RT	   the	  objective	   function	  starts	   to	   increase	  
again.	  This	  is	  another	  reason	  why	  it	  is	  necessary	  to	  first	  calibrate	  SA	  and	  CV.	  
d) as	   already	   pointed	   out	   the	   results	   obviously	   confirmed	   the	   impossibility	   of	   using	  ME	   and	  
MNE	  as	  GoF	  in	  the	  objective	  function	  (they	  were	  also	  removed	  from	  Table	  1	  and	  Table	  2);	  
e) Um,	  Us,	  -­‐Uc	  and	  –r	  proved	  less	  suitable	  than	  the	  others	  to	  be	  used	  in	  the	  objective	  function	  
of	  the	  calibration	  problem.	  In	  particular,	  Us,	  -­‐Uc	  and	  –r	  were	  always	  more	  irregular,	  showing	  
several	  different	  minima	  in	  all	  the	  plots;	  in	  addition,	  the	  values	  reported	  in	  Table	  1	  and	  Table	  
2	  show	  that	  also	  without	  errors	  in	  the	  data	  and	  in	  the	  value	  of	  the	  other	  parameters,	  for	  Um,	  
Us,	  and	  -­‐Uc	  the	  minimum	  was	  quite	  different	  from	  the	  “true”	  one;	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Table	  2	  .	  Global	  minimum	  (minima)	  found	  in	  each	  response	  surface	  for	  RT	  and	  MA	  parameters	  and	  for	  each	  
GoF	  (Plot	  categories	  derive	  their	  name	  from	  the	  description	  provided	  in	  the	  previous	  section).	  
	  
f) on	   the	   other	   hand,	   plots	   regarding	   RT	   and	   MA	   parameters	   (Figure	   7-­‐10)	   seriously	   focus	  
attention	   on	  whether	   or	   not	  Maximum	   Acceleration	   should	   be	   included	   in	   the	   calibration	  
phase.	  The	  value	  of	  the	  objective	  functions	  seems	  to	  be	  very	  little	  influenced	  by	  MA	  at	  least	  
in	  the	  neighborhood	  of	  the	  “true”	  solution.	  In	  addition,	  neither	  does	  reaction	  time	  seem	  to	  
affect	  the	  objective	  functions	  very	  much	  for	  values	  less	  than	  1.	  This	  is	  explained	  by	  the	  fact	  
that	  under	  certain	  values	  of	  the	  RT,	  even	  increasing	  the	  road	  capacity,	  the	  speed	  of	  the	  traffic	  
flow	  is	  only	  regulated	  by	  the	  speed	  that	  vehicles	  wish	  to	  attain.	  This	  is	  perfectly	  highlighted	  
by	  the	  –GEH1	  plots	   in	  Figure	  9-­‐10,	   in	  which,	  the	  simulations	  being	  performed	  with	  a	  higher	  
value	  of	  Speed	  Acceptance,	   for	   lower	  values	  of	  RT	   the	  objective	   function	  starts	   to	   increase	  
again.	  This	  is	  another	  reason	  why	  it	  is	  necessary	  to	  first	  calibrate	  SA	  and	  CV.	  
GoFk	   Parameter	  
Plot	  category	  
True	  SA-­‐CV	  
True	  Data	  
True	  SA-­‐CV	  
Noise	  Data	  
Noise	  SA-­‐CV	  
True	  Data	  
Noise	  SA-­‐CV	  
Noise	  Data	  
-­‐GEH1	  
RT	   0.6	   0.6	   1	   1.1	   1.1	   1.1	  
MA	   3.5	   3.5	   3	   4.5	   4	   4.5	  
-­‐GEH3	  
RT	   more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  MA	  
-­‐GEH5	  
RT	   more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  MA	  
GEH	  
RT	   0.6	   0.6	   1	   1	  
MA	   3.5	   3.5	   2.75	   3	  
MAE	  
RT	   0.6	   0.6	   1	   1	  
MA	   3.5	   3.5	   3	   3	  
MANE	  
RT	   0.6	   0.6	   1	   1	  
MA	   3.5	   3.5	   2.5	   3	  
RMSE	  
RT	   0.6	   0.6	   1	   1	   1	  
MA	   3.5	   3.5	   2.75	   3	   3	  
RMSNE	  
RT	   0.6	   0.6	   1	   1	  
MA	   3.5	   3.5	   2.5	   3	  
SE	  
RT	   0.6	   0.6	   1	   1	  
MA	   3.5	   3.5	   2.75	   3	  
-­‐r	  
RT	   0.6	   0.6	   0.9	   0.4	   0.9	  
MA	   3.5	   3.5	   5.5	   3.25	   5.5	  
U	  
RT	   0.6	   0.6	   1	   1	  
MA	   3.5	   3.5	   2.75	   3	  
Um	  
RT	   0.4	   0.6	   1.3	   1.3	  
MA	   5	   2	   4.25	   4.25	  
Us	  
RT	   0.6	   0.4	   1.9	   0.7	  
MA	   3.5	   3.5	   1.75	   2.75	  
-­‐Uc	  
RT	   more	  than	  ten	  
minima	  
more	  than	  ten	  
minima	  
1	   1	  
MA	   2.5	   1.75	  
Green	  =	  exact	  solution;	  Yellow	  =	  acceptable	  solution;	  Red	  =	  wrong	  solution	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Figure	  7.	  Plots	  of	   the	  objective	   function	  against	   the	  RT	  and	  MA	  parameters,	  obtained	  using	   true	  data	  and	  
true	  values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  
“true”	  solution.	  
	  
Figure	  8.	  Plots	  of	  the	  objective	  function	  against	  the	  RT	  and	  MA	  parameters,	  obtained	  using	  noised	  data	  and	  
true	  values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  is	  the	  
“true”	  solution.	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Figure	  9.	  Plots	  of	   the	  objective	   function	  against	   the	  RT	  and	  MA	  parameters,	  obtained	  using	   true	  data	  and	  
noised	  values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	   is	  
the	  “true”	  solution.	  
	  
Figure	  10.	   .	  Plots	  of	   the	  objective	   function	  against	   the	  RT	  and	  MA	  parameters,	  obtained	  using	  noised	  data	  
and	  noised	  values	  for	  the	  SA	  and	  CV	  parameters	  with	  16	  different	  goodness-­‐of-­‐fit	  measures.	  The	  white	  point	  
is	  the	  “true”	  solution.	  
g) as	   already	   pointed	   out	   the	   results	   obviously	   confirmed	   the	   impossibility	   of	   using	  ME	   and	  
MNE	  as	  GoF	  in	  the	  objective	  function	  (they	  were	  also	  removed	  from	  Table	  1	  and	  Table	  2);	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h) Um,	  Us,	  -­‐Uc	  and	  –r	  proved	  less	  suitable	  than	  the	  others	  to	  be	  used	  in	  the	  objective	  function	  
of	  the	  calibration	  problem.	  In	  particular,	  Us,	  -­‐Uc	  and	  –r	  were	  always	  more	  irregular,	  showing	  
several	  different	  minima	  in	  all	  the	  plots;	  in	  addition,	  the	  values	  reported	  in	  Table	  1	  and	  Table	  
2	  show	  that	  also	  without	  errors	  in	  the	  data	  and	  in	  the	  value	  of	  the	  other	  parameters,	  for	  Um,	  
Us,	  and	  -­‐Uc	  the	  minimum	  was	  quite	  different	  from	  the	  “true”	  one;	  
i) the	   values	   of	   3	   and	   5	   as	   thresholds	   in	   GEH3	   and	  GEH5	   evaluations	   proved	   very	   high,	   and	  
consequently	   a	  wide	   area	   in	   all	   their	   plots	   resulted	  with	   a	   constant	   value	   of	   the	   objective	  
function.	   This	   suggests	   that,	   at	   least	   in	   the	   transportation	   field,	   5	   is	   probably	   too	   high	   a	  
threshold	  to	  assess	  that	  two	  series	  of	  data	  show	  a	  good	  fit,	  as	  instead	  proposed	  in	  Highway	  
Agency	  (1996).	  
j) all	  the	  other	  GoFs	  show	  on	  the	  whole	  a	  similar	  behavior,	  even	  if:	  
- SE	  appears	   to	  be	   the	   least	   sensitive	  GoF	   (with	   the	  widest	  deep	  area	  around	   the	  “true”	  
solution),	  but	  also	  the	  most	  regular	  around	  the	  minimum	  value;	  
- RMSE	  seems	  to	  offer	  higher	  irregularity	  than	  the	  other	  GoFs	  around	  the	  optimum	  value;	  
- -­‐GEH1	  probably	  shows	  the	  best	  capacity	  in	  highlighting	  the	  position	  of	  the	  minimum	  (in	  
this	  case	   the	   threshold	  used	  seems	  to	  have	  a	  good	   impact),	  even	   if	   it	   is	   the	  GoF	  which	  
most	  suffers	  from	  the	  presence	  of	  noise	  in	  the	  data	  (compare	  for	  example	  FIGURE	  5-­‐6;	  
- MAE	  and	  MANE	   show	   the	   highest	   flatness	   of	   the	   objective	   function	   around	   the	   global	  
solution.	   This	   could	   represent	   a	   problem	   identifying	   an	   effective	   stopping	   rule	   for	   any	  
optimization	  algorithm;	  
- all	  these	  GoFs	  prove	  robust	  with	  respect	  to	  the	  introduction	  of	  noise	  to	  the	  data	  (in	  the	  
category	  of	  plots	  with	  noise	  data	  and	  true	  parameters,	  in	  all	  of	  them	  the	  minimum	  value	  
is	  the	  true	  one)	  even	  with	  large	  errors	  (which	  is	  the	  case	  of	  that	  introduced	  here);	  
- SE	  turns	  out	  to	  be	  the	  GoF	  with	  the	  highest	  stability,	  with	  respect	  to	  errors	  in	  the	  value	  of	  
the	  parameters,	  (also	  without	  showing	  multiple	  minimum	  values,	  see	  TABLE	  1	  and	  TABLE	  
2).	  
As	  a	  conclusion,	  as	  already	  stated,	  we	  decided	  to	  test	  the	  methodology	  proposed	   in	  section	  1.1	  on	  
seven	  GoF	  measures.	  We	  decided	  to	  test	  the	  five	  algorithms	  on	  the	  surfaces	  categories	  referred	  to	  in	  
the	  points	  i-­‐vi	  in	  section	  6.1	  and	  thus	  on	  42	  different	  objective	  functions.	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6.3 Kriging	  meta-­‐models	  
From	   the	   objective	   function	   evaluations	   which	   have	   led	   to	   the	   response	   surfaces	   definition,	   the	  
parameters	   of	   42	   different	   Kriging	  models	   have	   been	   defined.	  With	   this	   aim,	   the	  Matlab	   toolbox	  
DACE	  (Lophanev	  et	  al.,	  2002a,	  2002b)	  has	  been	  used.	  
The	  DACE	  toolbox	  has	  essentially	  two	  functions,	  “dacefit”	  and	  “predictor”.	  The	  former	  is	  used	  to	  find	  
the	  parameters	  of	  the	  Kriging	  which	  better	   fit	   the	  experimental	  points	  provided	  as	   input.	  Once	  the	  
parameters	  of	  the	  model	  are	  known,	  the	  latter	  is	  used	  to	  calculate	  the	  value	  of	  the	  Kriging	  function.	  
For	   this	   reason,	   the	   first	   function	   is	   used	  here	   in	  order	   to	  define	   the	  42	  Kriging	  models,	  while	   the	  
second	  is	  used	  in	  order	  to	  put	  the	  Kriging	  models	  in	  the	  place	  of	  the	  traffic	  simulation	  model	  for	  the	  
calibration	  experiments.	  
	  
Figure	  11.	  Comparison	  between	  simulation	  outputs	  (the	  black	  dots)	  and	  Kriging	  prediction	  in	  four	  different	  
objective	  functions	  (all	  the	  cases	  here	  reported	  refer	  to	  objective	  functions	  evaluated	  using	  the	  time	  series	  
without	  noise	  injection).	  
The	  only	  potential	  problem	  with	  the	  function	  “dacefit”	  is	  the	  necessity	  to	  provide	  as	  input	  vectors	  of	  
starting	  values,	  upper	  bounds	  and	  lower	  bounds	  for	  the	  parameters	  of	  the	  correlation	  function	  (θg).	  
Indeed	  the	  final	  values	  of	  these	  parameters,	  as	  provided	  by	  the	  tool,	  will	  depend	  upon	  the	  input.	  In	  
order	   to	   overcome	   the	   problem,	   after	   some	   analyses,	   upper	   and	   lower	   bounds	   have	   been	   set	   to	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define	  a	  quite	  large	  domain	  (with	  respect	  to	  the	  common	  applications,	  Lophanev,	  2002a),	  while	  for	  
the	  starting	  values	  an	  iterative	  procedure	  has	  been	  created,	  which	  uses	  the	  final	  values	  provided	  by	  
“dacefit”	   at	  one	   step	  as	   the	   starting	   values	   for	   the	  next	  one.	   The	   iteration	  ends	  when	   the	   starting	  
values	  for	  the	  parameters	  θg	  equal	  the	  results	  obtained.	  In	  this	  way,	  it	  has	  been	  noted	  a	  substantial	  
improvement	  of	  the	  Kriging	  capability	  to	  reproduce	  the	  simulation	  model.	  
In	  Figure	  11,	  four	  examples	  of	  the	  capability	  of	  the	  Kriging	  surrogates	  to	  reproduce	  the	  experimental	  
points	  (represented	  by	  the	  black	  dots)	  are	  shown	  for	  4	  out	  of	  the	  42	  objective	  functions	  considered.	  
The	  graphs	  further	  confirm	  what	  claimed	  in	  the	  first	  section	  of	  the	  paper	  concerning	  the	  dependence	  
of	   the	   simulation	   optimization	   problem	   from	   several	   factors	   (here	   the	   dependence	   from	   the	  
parameters	  to	  calibrate	  and	  from	  the	  GoF	  measure	  considered	  is	  clear,	  as	  well	  as	  the	  importance	  of	  
performing	   a	  preliminary	  model	   sensitivity	   analysis	   in	  order	   to	   remove	  parameters	   like	  MA,	  which	  
may	  dramatically	  affect	  the	  calibration	  efforts).	  
6.4 Optimization	  algorithms	  set-­‐up	  
In	   this	   case	   study	   we	   applied	   the	   algorithms	   described	   in	   sections	   4.1-­‐4.4.	   One	   of	   the	   main	  
improvements	   led	   by	   the	   use	   of	   Kriging	   surrogates	   of	   the	   objective	   function	   in	   the	   verification	   of	  
simulation	   optimization	   procedures	   is	   the	   possibility,	   otherwise	   unfeasible,	   to	   fine-­‐tune	   the	  
parameters	  of	  the	  optimization	  algorithms.	  The	  performance	  of	  whatever	  algorithm	  in	  the	  solution	  of	  
an	  optimization	  problem	  depends	  also	  on	  the	  value	  of	  its	  parameters.	  This	  issue	  is	  often	  neglected	  in	  
simulation	  optimization	  for	  the	  unfeasible	  efforts	  that	  it	  would	  need.	  On	  the	  contrary,	  in	  our	  case	  it	  
was	  possible	  (even	  if	  time	  consuming),	  being	  the	  Kriging	  surrogates	  very	  fast	  to	  be	  evaluated.	  
The	  following	  steps	  have	  been	  followed:	  
- definition	  of	  the	  algorithms’	  maximum	  number	  of	  iterations.	  We	  decided	  not	  to	  consider,	  
in	  this	  phase,	  the	  convergence	  speed	  of	  the	  different	  algorithms.	  Therefore,	  we	  searched	  
a	  maximum	   number	   of	   iterations	   allowing	   all	   the	   algorithms	   to	   work	   in	   a	   satisfactory	  
manner.	  We	  found	  this	  number	  to	  be	  around	  1000.	  
- per	  each	  objective	   function	  we	  have	  designed	  a	   full	   factorial	   experimental	  plan	  on	   the	  
parameters	   of	   each	   algorithm,	   in	   order	   find	   the	   parameters	   combination	   ensuring	   the	  
best	  algorithm	  performance.	  The	  number	  of	  levels	  considered	  per	  each	  parameter	  was	  4.	  
This	  required	  around	  10.000	  preliminary	  calibrations	  experiments.	  
Ciuffo,	  B.,	  Punzo,	  V.,	  Montanino,	  M.	  
46	  
JRC	  Scientific	  Reports	  
6.5 Methodology	  of	  appraisal	  
Two	   indicators	   have	   been	   used	   in	   order	   to	   assess	   the	   performance	   of	   each	   algorithm	   on	   each	  
objective	  function:	  
- the	  percentage	  of	  times,	  over	  1000	  attempts	  (in	  which	  the	  starting	  point	  of	  the	  algorithm	  
is	  modified),	   the	  solution	   found	  by	   the	  optimization	  algorithm	   is	   in	   the	  surroundings	  of	  
the	  global	  solution	  (in	  the	  present	  study	  an	  error	  of	  the	  5%	  in	  the	  parameters’	  estimation	  
has	  been	  accepted);	  
- the	  value	  of	  the	  Optimization	  Performance	  Indicator	  (OPI)	  defined	  as	  follows:	  
𝑂𝑃𝐼 = 𝑋!! − 𝑋!,!"#𝑢𝑏! − 𝑙𝑏! ! + 𝑋!! − 𝑋!,!"#𝑢𝑏! − 𝑙𝑏! ! ∙ 𝑒𝑥𝑝 𝑌! − 𝑌!"#𝑌!"# − 𝑌!"#!!!! 	   (27)	  
which	  measures	  the	  sum,	  over	  all	  the	  calibration	  attempts,	  of	  the	  distance	  between	  the	  
solution	  found	  by	  the	  algorithm	  and	  the	  global	  solution	  of	  the	  problem,	  normalized	  with	  
respect	  to	  the	  parameters	  range	  of	  variability,	  and	  weighted	  with	  the	  exponential	  of	  the	  
normalized	   value	   attained	   by	   the	   objective	   function	   in	   correspondence	   of	   the	   solution	  
found.	   It	   allows	   understanding	   how	  wide	   is	   the	   cloud	   of	   the	   solutions	   found	   but	   also	  
which	   algorithms	   suffer	   the	   most	   for	   the	   presence	   of	   local	   minima	   whose	   objective	  
function	  value	  is	  higher	  than	  the	  true	  one.	  
6.6 Results	  
The	   42	   calibration	   experiments	   carried	   out	   have	   required	   42	   millions	   evaluation	   of	   the	   objective	  
function.	  Given	   that	  each	   simulation	  of	   the	   scenario	  described	   requires	  approximately	  10	  minutes,	  
the	   full	   experiment	  would	  have	   required	   around	  800	   years	   to	  be	   completed	  on	   a	   single	   computer	  
(without	   considering	   the	   phase	   of	   fine-­‐tuning	   of	   the	   algorithms).	   This	   means	   that,	   without	   losing	  
generality,	  the	  procedure	  adopted	  is	  likely	  to	  provide	  a	  substantial	  step	  forward	  in	  the	  evaluation	  of	  
simulation	  optimization	  procedures.	  
For	  the	  particular	  case	  study	  presented,	  the	  results	  are	  presented	  in	  Figure	  12	  and	  13	  and	  in	  Table	  3	  
and	  4.	  The	  following	  considerations	  can	  be	  made:	  
- the	   performance	   of	   the	   different	   algorithms	   over	   the	   42	   experiments	   considerably	   differ.	  
This	   definitely	   prove	   the	   dependence	   of	   the	   performance	   from	   the	   parameters	   to	   be	  
calibrated,	  from	  the	  GoF	  measure	  and	  from	  the	  quality	  of	  the	  data;	  
- SE	   has	   resulted	   the	   worst	   GoF	   measure,	   affecting	   the	   optimization	   problem	   solution	   as	  
Ciuffo,	  B.,	  Punzo,	  V.,	  Montanino,	  M.	  
47	  
The	  calibration	  of	  traffic	  simulation	  models	  
shown	   in	   Figure	   12a)	   and	   Figure	   13a).	   For	   this	   reason	   it	   has	   been	   removed	   from	   the	  
successive	  analyses	  (42	  experiments	  have	  become	  38);	  
	  
Figure	  12.	  Percentage	  of	  times	  the	  algorithm	  finds	  the	  global	  solution	  for	  the	  different	  combination	  of	  GoF	  
measures/optimization	  algorithms	  on	  the	  objective	  function	  for	  the	  SA-­‐CV	  couple	  of	  parameters	  (a,	  b	  and	  c	  
present	  the	  results	  respectively	  without	  and	  with	  the	  injection	  of	  noise,	  while	  d	  presents	  the	  global	  figure).	  
- OptQuest	  resulted	  the	  best	  algorithm.	  This	   is	  clearly	  shown	  by	  the	  percentage	  of	  times	  it	   is	  
able	  to	   find	  the	  global	  minimum	  in	  all	   the	  cases	  and	  from	  the	  values	  of	   the	  OPI.	   In	  general	  
only	  the	  overall	  performance	  of	  the	  GA	  with	  –GEH_1	  as	  GoF	  has	  overcome	  the	  performance	  
of	  the	  OptQuest	  (but	  only	  with	  MANE	  and	  RMSNE	  as	  GoF	  as	  showed	  in	  Table	  4).	  This	  is	  also	  
an	  indication	  of	  the	  fact	  that	  the	  presence	  of	  several	  “similar”	  local	  minima	  in	  the	  objective	  
functions	  requires	  an	  exploration	  of	  the	  objective	  function	  to	  be	  performed.	  This	  also	  means	  
that,	   increasing	   the	   number	   of	   parameters,	   the	   efforts	   for	   the	   model	   calibration	   would	  
considerably	  increase;	  
- SA	  resulted	  the	  worst	  algorithm.	  Its	  capability	  to	  escape	  local	  minima	  seemed	  less	  effective	  
than	  that	  of	  the	  others.	  This	  is	  clear	  from	  both	  Figure	  12-­‐13	  and	  Table	  3-­‐4	  
- the	   difference	   of	   performance	   among	   the	   other	   algorithms	   is	   less	   evident	   and	   in	   general	  
depends	   on	   the	   particular	   combination	   parameters/GoF/noise.	   This	   is	   clearly	   shown	   by	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Figure	  12-­‐13.	  From	  Table	  3	  it	  seems	  that	  globally	  GA	  outperforms	  the	  others,	  but	  looking	  at	  
Table	   4	   it	   is	   clear	   how	   the	   performances	   are	   unstable.	   Furthermore,	   the	   improvements	  
brought	  by	  the	  SPSA_II	  algorithm	  are	  not	  evident	  in	  the	  present	  applications;	  
	  
Figure	  13.	  Percentage	  of	  times	  the	  algorithm	  finds	  the	  global	  solution	  for	  the	  different	  combination	  of	  GoF	  
measures/optimization	  algorithms	  on	  the	  objective	  function	  for	  the	  RT-­‐MA	  couple	  of	  parameters	  (a,	  b	  and	  c	  
present	  the	  results	  respectively	  without	  and	  with	  the	  injection	  of	  noise,	  while	  d	  presents	  the	  global	  figure).	  
Table	  3.	  Optimization	  Performance	  Index	  (OPI)	  aggregated	  over	  the	  different	  levels	  of	  noise	  and	  alternatively	  
over	  the	  different	  GoF	  measures	  and	  the	  different	  algorithms	  for	  SA-­‐CV	  objective	  functions,	  RT-­‐MA	  objective	  
functions	  and	  for	  all	  the	  cases.	  
OPI	   Tot	  Free-­‐Flow	  parameters	  
Tot	  Cong-­‐Flow	  
parameters	  
Tot	  All	  
Cases	  
-­‐GEH1	   4006.0	   4228.8	   8234.8	  
MAE	   1803.0	   3803.3	   5606.4	  
MANE	   2707.9	   5962.3	   8670.2	  
RMSE	   2020.3	   5456.2	   7476.5	  
RMSNE	   3490.4	   5203.1	   8693.6	  
U	   2288.5	   4784.7	   7073.2	  
SPSA_I	   1836.7	   6125.8	   7962.5	  
SPSA_II	   2660.0	   7731.7	   10391.6	  
OptQuest	   345.5	   1075.8	   1421.3	  
GA	   1261.4	   5178.2	   6439.7	  
SA	   10212.5	   9327.1	   19539.6	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Table	  4.	  Optimization	  Performance	  Index	  (OPI)	  per	  each	  combination	  GoF	  measure/optimization	  algorithm	  
aggregated	  over	  the	  different	  level	  of	  noise	  for	  SA-­‐CV	  objective	  functions,	  RT-­‐MA	  objective	  functions	  and	  for	  
all	  the	  case.	  
IID	   Tot	  Free-­‐Flow	  param	   Tot	  Congested-­‐Flow	  param	   Tot	  All	  cases	  
Algorithm	   GoF	   OPI	   Algorithm	   GoF	   OPI	   Algorithm	   GoF	   OPI	  
1	   OptQuest	   -­‐GEH1	   8.5	   OptQuest	   MAE	   9.8	   OptQuest	   -­‐GEH1	   22.5	  
2	   OptQuest	   RMSE	   14.7	   OptQuest	   -­‐GEH1	   14.0	   OptQuest	   MAE	   25.2	  
3	   OptQuest	   U	   15.0	   OptQuest	   RMSE	   154.0	   OptQuest	   RMSE	   168.7	  
4	   OptQuest	   MAE	   15.3	   GA	   -­‐GEH1	   163.9	   OptQuest	   U	   198.7	  
5	   OptQuest	   MANE	   109.7	   OptQuest	   U	   183.7	   GA	   -­‐GEH1	   289.4	  
6	   GA	   -­‐GEH1	   125.5	   OptQuest	   RMSNE	   289.7	   OptQuest	   RMSNE	   472.0	  
7	   SPSA_I	   U	   138.2	   OptQuest	   MANE	   424.5	   OptQuest	   MANE	   534.2	  
8	   GA	   RMSE	   143.6	   GA	   MAE	   571.7	   GA	   MAE	   722.4	  
9	   SPSA_II	   MAE	   150.6	   SPSA_I	   -­‐GEH1	   902.4	   SPSA_I	   MAE	   1066.1	  
10	   GA	   MAE	   150.8	   SPSA_I	   MAE	   905.7	   SPSA_I	   U	   1077.5	  
11	   SPSA_I	   MAE	   160.4	   SPSA_I	   U	   939.3	   SPSA_I	   RMSE	   1175.2	  
12	   GA	   U	   173.9	   SPSA_I	   RMSE	   988.9	   GA	   MANE	   1249.3	  
13	   OptQuest	   RMSNE	   182.3	   GA	   MANE	   991.3	   SPSA_II	   MAE	   1252.2	  
14	   SPSA_I	   RMSE	   186.3	   SPSA_II	   MAE	   1101.6	   GA	   RMSE	   1269.3	  
15	   SPSA_I	   MANE	   236.1	   GA	   RMSE	   1125.7	   SPSA_I	   -­‐GEH1	   1319.1	  
16	   GA	   MANE	   258.0	   SPSA_I	   MANE	   1155.1	   GA	   U	   1342.9	  
17	   SPSA_II	   MANE	   295.8	   GA	   RMSNE	   1156.7	   SPSA_I	   MANE	   1391.3	  
18	   SPSA_II	   U	   326.5	   SPSA_II	   U	   1157.5	   SPSA_II	   U	   1484.0	  
19	   GA	   RMSNE	   409.7	   GA	   U	   1169.0	   GA	   RMSNE	   1566.4	  
20	   SPSA_I	   -­‐GEH1	   416.7	   SA	   RMSNE	   1213.0	   SPSA_II	   MANE	   1777.0	  
21	   SPSA_II	   RMSNE	   503.9	   SA	   MAE	   1214.5	   SPSA_II	   RMSNE	   1813.4	  
22	   SPSA_II	   RMSE	   554.9	   SPSA_I	   RMSNE	   1234.3	   SPSA_I	   RMSNE	   1933.3	  
23	   SPSA_I	   RMSNE	   699.0	   SPSA_II	   -­‐GEH1	   1294.3	   SPSA_II	   RMSE	   1942.4	  
24	   SPSA_II	   -­‐GEH1	   828.3	   SPSA_II	   RMSNE	   1309.5	   SPSA_II	   -­‐GEH1	   2122.6	  
25	   SA	   RMSE	   1120.8	   SA	   U	   1335.2	   SA	   MAE	   2540.5	  
26	   SA	   MAE	   1325.9	   SPSA_II	   RMSE	   1387.6	   SA	   RMSNE	   2908.5	  
27	   SA	   U	   1634.9	   SPSA_II	   MANE	   1481.2	   SA	   RMSE	   2920.9	  
28	   SA	   RMSNE	   1695.5	   SA	   RMSE	   1800.1	   SA	   U	   2970.1	  
29	   SA	   MANE	   1808.3	   SA	   -­‐GEH1	   1854.2	   SA	   MANE	   3718.4	  
30	   SA	   -­‐GEH1	   2627.0	   SA	   MANE	   1910.2	   SA	   -­‐GEH1	   4481.1	  
- Table	  3	  shows	  that,	  globally,	  the	  most	  suitable	  GoF	  is	  MAE.	  However,	  in	  Table	  4	  the	  situation	  
seems	  not	  as	  clear.	  In	  particular	  looking	  at	  the	  performances	  of	  the	  OptQuest,	  on	  one	  hand,	  
on	  the	  SA-­‐CV	  objective	  functions,	  -­‐GEH1	  is	  the	  best	  GoF	  with	  RMSE	  and	  U	  being	  2nd	  and	  3rd	  
(but	   very	   close	   each	   other	   and	   very	   close	   to	   MAE).	   On	   the	   other	   hand,	   on	   the	   RT-­‐MA	  
objective	  functions,	  MAE	  is	  the	  best	  GoF	  with	  –GEH1	  being	  2nd.	  Anyway,	  considering	  all	  the	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algorithms	  (Table	  3),	  -­‐GEH1	  is	  one	  of	  the	  worst	  GoF,	  resulting	  very	  unsuitable	  to	  be	  used	  with	  
the	  SA	  algorithm.	  
- MANE	  and	  RMSNE	  show	  their	  limits	  in	  particular	  when	  in	  the	  time	  series	  there	  are	  low	  values	  
different	  from	  zero	  (as	  it	  happens	  in	  the	  case	  of	  noise	  N1).	  
- the	   presence	   of	   a	   parameter	   with	   a	   low,	   even	   if	   not	   negligible,	   influence	   on	   the	   model	  
outputs,	  heavily	  affects	  the	  possibility	  for	  the	  model	  to	  be	  calibrated.	  Apart	  from	  OptQuest,	  
the	  performances	  of	  all	   the	  other	  algorithms	  are	   largely	  unsatisfactory,	   in	  particular	  as	   the	  
level	  of	  noise	  increases.	  However,	  whatever	  the	  algorithm,	  one	  could	  question	  the	  meaning	  
of	  the	  solution	  found	  for	  an	  objective	  function	  like	  those	  reported	  in	  Figure	  11b-­‐d).	  For	  this	  
reason,	  again,	  it	  is	  fundamental	  that	  whatever	  simulation	  optimization	  has	  to	  be	  preceded	  by	  
a	  sensitivity	  analysis	  of	  the	  model	  for	  individuating	  the	  parameters	  that	  should	  be	  calibrated	  
and	  those	  which	  can	  be	  fixed	  a	  priori	  to	  some	  common	  sense	  values.	  
- the	   presence	   of	   random	   noise	   (of	   not	   negligible	   magnitude),	   had	   an	   influence	   on	   the	  
optimization	   procedures.	   This	   influence	   has	   revealed	   to	   be	   particularly	   important	  with	   the	  
normalized	  GoF	  measures	  (MANE	  and	  RSMNE),	  and	  less	  relevant	  for	  the	  other	  combinations	  
of	  parameters/algorithms/GoF	  measures.	  
7 Case	  study	  2:	  the	  Gipps	  car-­‐following	  model	  
The	  Gipps	  model	  (Gipps,	  1981)	   is	  a	  safety-­‐based	  model.	   It	  provides	  two	  different	  transfer	  functions	  
according	   to	   the	   two	   different	   driving	   regimes	   assumed.	   In	   the	   free-­‐flow	   regime,	   the	   following	  
vehicle	  n	   plans	   its	   speed	   ( nav , )	   for	   the	   successive	   instant	   so	   that	   (a)	   it	  will	   not	  exceed	   the	  driver’s	  
desired	   speed	   and	   (b)	   its	   free	   acceleration	   should	   first	   increase	   with	   speed,	   as	   engine	   torque	  
increases,	   then	  decrease	  to	  zero,	  as	   the	  vehicle	  approaches	  the	  desired	  speed.	   In	   the	  car-­‐following	  
regime,	   instead,	   the	  driver	  adopts	  a	  speed	   ( nbv , )	   that	  allows	  him	  a	  safely	  stop	   in	  case	  of	  a	  sudden	  
braking	  of	  the	  leading	  vehicle.	  
The	  switch	  between	  the	  two	  driving	  regimes	   is	  not	  explicitly	  dealt	  with	  and	   it	   is	  driven	  by	  a	  simple	  
rule:	  at	  each	  simulation	  instant	   )(t the	  following	  vehicle	  n	  adopts	  a	  speed	  for	  the	  instant	   ( )τ+t 	  that	  
is	  the	  minimum	  between	  the	  values	  given	  by	  the	  two	  above-­‐mentioned	  models:	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where:	  
- ( )tvn 	  and	   ( )tvn 1− 	  are,	  respectively,	  the	  follower’s	  and	  leader’s	  speed	  at	  time	  t	  [m/s];	  
- Maxna 	  is	  the	  follower’s	  maximum	  acceleration	  rate	  [m/s2];	  
- τ 	  is	  “the	  apparent	  reaction	  time,	  a	  constant	  for	  all	  vehicles”	  (Gipps,	  1981)	  [s];	  
- MaxnV 	   is	   the	   follower’s	  maximum	   desired	   speed,	   that	   is	   “the	   speed	   at	  which	   the	   driver	   of	  
vehicle	  n	  wishes	  to	  travel”	  (Gipps,	  1981)	  [m/s];	  
- nb 	   is	   “the	   most	   severe	   braking	   that	   the	   driver	   of	   vehicle	   n	   (i.e.	   the	   follower)	   wishes	   to	  
undertake”	  (Gipps,	  1981)	  [m/s2];	  
- 2τθ = 	   is	  an	  additional	  “comfort”	  time	  lag	  that	  allows	  the	  follower	  not	  to	  brake	  always	  at	  
his	  or	  her	  maximum	  desired	  rate	  [s];	  
- ( )txn 	  and	   ( )txn 1− 	  are,	  respectively,	  the	  follower’s	  and	  leader’s	  position	  at	  time	  t,	  measured	  
at	  the	  front	  bumper	  [m];	  	  
- SafetyLS nn += −− 11 	   is	  the	  effective	  size	  of	  the	   leader’s	  vehicle,	  that	   is	  “the	  physical	   length	  
plus	  a	  margin	   into	  which	   the	   following	  vehicle	   is	  not	  willing	   to	   intrude,	  even	  when	  at	   rest”	  
(Gipps,	  1981)	  [m];	  
- 1−nL 	  is	  the	  physical	  length	  of	  the	  leader’s	  vehicle	  of	  the	  leader	  [m];	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- Safety 	  is	  the	  safety	  margin	  “into	  which	  the	  following	  vehicle	  is	  not	  willing	  to	  intrude,	  even	  at	  
rest”	  (Gipps,	  1981)	  [m];	  
- 
∧
−1nb is	  the	  follower’s	  estimate	  of	  the	  leader’s	  maximum	  deceleration	  rate	  [m/s
2];	  
Please	   note	   that	   throughout	   the	   paper	   the	   deceleration	   rates,	   nb 	   and	  
∧
−1nb ,	  must	   be	   intended	   as	  
absolute	  values.	  
7.1 Simulation	  setup	  
In	   the	   following,	  a	  detailed	   report	  on	   the	  simulation	  settings	   is	  presented.	  We	  will	   first	  outline	   the	  
integration	  scheme	  adopted,	  followed	  by	  the	  description	  of	  the	  methodology	  to	  use	  the	  leaders’	  and	  
followers’	  characteristics	  in	  the	  model.	  The	  procedure	  for	  model	  initialization	  ends	  the	  section.	  
7.1.1 The	  integration	  scheme	  
The	  Gipps’	  car-­‐following	  model	  is	  a	  delayed	  differential	  equation	  (being	  τ 	  the	  delay).	  In	  his	  original	  
paper	  (Gipps,	  1981),	  Gipps	  found	  the	  solution	  of	  Eq.	  (3)	  by	  adopting	  an	  integration	  step	  just	  equal	  to	  
the	  delay.	  
The	  integration	  scheme	  of	  the	  Gipps’	  car-­‐following	  model	  is	  presented	  in	  Figure	  1.	  At	  the	  instant	   )(t ,	  
the	  model	  calculates	  the	  follower’s	  speed	  at	  the	  instant	   )( τ+t .	  The	  reaction	  time	  τ is	  assumed	  to	  
be	   a	  multiple	   of	   the	   data	   resolution	   (i.e.	   0.1	   s)	   and,	   thus,	   it	   is	   treated	   as	   a	   discrete	   variable.	   The	  
follower’s	  speed	  function	  between	  the	  instants	   )(t 	  and	   )( τ+t 	  is	  assumed	  linear.	  
Finally,	  a	  forward	  Euler	  method	  on	  acceleration	  (i.e.	  a	  trapezoidal	  integration	  scheme	  on	  speed,	  see	  
Figure	  1)	  is	  there	  adopted	  for	  calculations.	  The	  same	  approach	  is	  applied	  here.	  
	  
Figure	  14.	  The	  integration	  scheme	  of	  the	  Gipps’	  car-­‐following	  model.	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7.1.2 Leader’s	  and	  follower’s	  characteristics	  	  
According	  to	  the	  structure	  presented	  in	  section	  7,	  the	  Gipps	  car-­‐following	  model	  is	  supplied	  with	  the	  
leader	  speed	  profile.	  Leader’s	  positions	  are	  calculated	  by	  the	  integration	  of	  speeds	  using	  the	  scheme	  
presented	  in	  Figure	  1,	  that	  is:	  
( ) ( ) ( )⎥⎦
⎤
⎢⎣
⎡ ++⋅+=+ −−−− 2
)( 1111
τ
ττ
tvtvtxtx nnnn 	   (32)	  
If	   the	  resolution	  of	   the	  acquired	  raw	  speed	  data	  does	  not	  allow	  their	  use	   for	  car-­‐following	  studies,	  
while	   local	  vehicles’	  positions	  do,	   the	   leader	  speed	  profile	  can	  be	  derived	  reversing	  the	  trapezoidal	  
integration	  scheme:	  
( ) ( ) )(2)( 1111 tv
txtxtv nnnn −−−− −⎥⎦
⎤
⎢⎣
⎡ −+⋅=+
τ
τ
τ 	   (33)	  
7.1.3 Model	  initialization	  
Initial	  conditions	  relate	  to	  the	  leader’s	  and	  follower’s	  positions	  at	   0=t .	  	  
7.2 Data	  description	  
According	  to	  the	  objective	  of	  the	  paper,	  the	  data	  used	  for	  this	  study	  were	  synthetic.	  It	  means	  that	  the	  
follower	  trajectory	  has	  been	  generated	  through	  the	  simulation,	  by	  fixing	  the	  model	  parameters	  to	  a	  
set	   of	   “known”	   values.	   The	   leader’s	   trajectory,	   used	   to	   fed	   the	   Gipps’	   car-­‐following	   model,	   was,	  
instead,	  taken	  from	  a	  series	  of	  experiments	  carried	  out	  in	  the	  area	  surrounding	  Naples	  (Italy),	  under	  
real	  traffic	  conditions,	  between	  October	  2002	  and	  July	  2003.	  	  
These	  experiments	  were	  performed	  by	  driving	  four	  vehicles	  in	  a	  platoon	  along	  urban	  and	  extra-­‐urban	  
roads	   under	   different	   traffic	   conditions.	   Data	   were	   acquired	   through	   instrumented	   vehicles.	   The	  
vehicles	  were	  equipped	  with	  kinematic	  differential	  GPS	  receivers	  that	  recorded	  the	  position	  of	  each	  
vehicle	  at	  each	  0.1	  seconds.	  More	  details	  on	  data,	  including	  the	  description	  of	  collection	  experiments	  
and	  the	  filter	  designed	  to	  process	  raw	  data,	  can	  be	  found	  in	  (Punzo	  et	  al,	  2005).	  	  
For	  the	  current	  study,	  the	  leader’s	  trajectory	  is	  taken	  from	  the	  experiment	  30B	  (Punzo	  et	  al.,	  2005)	  
carried	  out	  on	  a	   two-­‐lane	  extra-­‐urban	  highway.	  The	  complete	  set	  of	   trajectory	  data	   is	  available	  on	  
the	  MULTITUDE	  website	  (COST	  Action	  TU0903	  –	  Multitude,	  2011)	  for	  the	  forum	  members.	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The	  values	  of	  the	  parameters	  that	  were	  used	  to	  generate	  the	  synthetic	  follower	  trajectory	  were	  the	  
following:	  τ =	  1.0	  s,	   MaxnV =	  30	  m/s,	  
Max
na =	  2	  m/s2,	   Safety =	  2	  m,	   nb =	  2	  m/s2,	  
∧
−1nb =	  2	  m/s
2.	  
The	  leader’s	  and	  the	  (synthetic)	  follower’s	  speed	  profiles	  are	  shown	  in	  Figure15(a),	  while	  the	  spacing	  
profile	  between	  the	  leader	  and	  the	  (synthetic)	  follower	  is	  presented	  in	  Figure	  15(b).	  
	  
Figure	  15.	  Leader’s	  and	  (synthetic)	  follower’s	  speed	  (a)	  and	  spacing	  (b)	  profiles.	  
7.3 The	  optimization	  setup	  
In	   the	   following,	   the	  description	  of	   the	  optimization	  settings	   is	  presented.	  First,	  parameters’	  upper	  
and	  lower	  bounds	  are	  discussed.	  Then,	  insights	  in	  the	  non-­‐linear	  constraints	  are	  given.	  
7.3.1 Parameters	  upper	  and	  lower	  bounds	  
The	  calibration	  of	  the	  Gipps’	  car-­‐following	  model	  is	  performed	  on	  the	  following	  6	  parameters:	  τ ,	   nV ,	  
na ,	   Safety ,	   nb 	  and	  
∧
−1nb .	  The	  upper	  and	  lower	  bounds	  of	  the	  parameters	  were	  fixed	  at	  the	  values	  
reported	  in	  Table	  5.	  	  
As	   the	   calibration	   experiment	   was	   performed	   on	   synthetic	   data,	   we	   expected	   that	   the	   response	  
surface	   of	   the	  model	  would	   have	   been	   very	   steep	   in	   the	   neighborhood	   of	   the	  well-­‐defined	   global	  
minimum	   point	   (i.e.	   the	   “known”	   values	   of	   the	   parameters).	   Therefore,	   in	   such	   a	   case,	   if	   the	  
combination	  of	  the	  optimization	  algorithm,	  the	  Measure	  of	  Performance	  (MoP)	  and	  the	  Goodness	  of	  
Fit	   function	   (GOF)	  was	   effective	   in	   finding	   the	   unique	   global	  minimum,	   the	  width	   of	   the	   range	   of	  
variability	  of	   the	  parameters	  values	  should	  not	   influence	   the	   finding	  procedure.	  Thus,	   the	   range	  of	  
variability	  for	  the	  parameters	  was	  set	  wide	  enough.	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Table	  5.	  Parameters	  upper	  and	  lower	  bounds.	  
Parameters	   Lower	  bound	   Upper	  bound	  
τ 	  [s]	   0.1	   3.0	  
Max
nV 	  [m/s]	   10	   40	  
Max
na 	  [m/s2]	   0.1	   8	  
Safety 	  [m]	   0.1	   10	  
nb 	  [m/s
2]	   0.1	   8	  
∧
−1nb 	  [m/s
2]	   0.1	   8	  
	  
7.3.2 Non-­‐linear	  constraints	  
In	  order	   to	  preserve	   the	   simulation	   from	  crashing	   (i.e.	   to	  obtain,	   at	   a	   certain	   time	   step,	   imaginary	  
follower’s	  speed	  values),	  the	  domain	  of	  the	  parameters	  was	  constrained.	  Two	  non-­‐linear	  constraints	  
were	  required.	  
The	  first	  one	  relates	  to	  the	  initial	  state	  of	  the	  simulation	  where,	  for	  given	  initial	  values	  of	  spacing	  and	  
speeds,	  the	  values	  of	  the	  reaction	  time	  τ ,	  safety	  margin	   Safety 	  and	  deceleration	  rates	  ( nb 	  and	  
∧
−1nb
)	  could	  not	  allowed	  the	  follower	  vehicle	  to	  stop	  before	  intruding	  the	  effective	  size	  of	  the	  leader.	  This	  
condition	  happens	  when	  the	  root	  argument	  in	  equation	  (29)	  becomes	  negative,	  thus,	  it	  needs	  to	  be	  
at	  t=0:	  
( )( ) ( ) ( ) 00002
2
1
2
1
1
2 ≥
⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
+⋅−−⋅⋅+⎟
⎠
⎞
⎜
⎝
⎛ +⋅ ∧
−
−
−
n
n
nnnnn
b
vvShbb τθτ 	   (34)	  
The	   second	   constraint	  preserve	   the	   consistency	  of	   the	   speed-­‐headway	   function.	   In	   (Wilson,	   2001),	  
the	  author	  presented	  the	  steady	  state	  solutions	  of	  the	  Gipps’	  car-­‐following	  model	  in	  uniform	  flow.	  In	  
such	  conditions,	  all	   vehicles	   travel	  at	   the	   same	  speed	   *)(v 	   and	   thus	   their	   spacing	   *)(h is	   constant	  
and	   time-­‐independent.	  The	   relationship	  which	  arises	  between	  speed	  and	  spacing	   in	   steady	  state	   is	  
the	  so-­‐called	  speed-­‐headway	   function	   *)(* hVv = .	  Since	  vehicles	  will	  drive	  more	  slowly	   (for	  safety	  
reasons)	   as	   the	   spacing	   decreases,	   V is	   expected	   to	   be	   an	   increasing	   function.	   Following	   the	  
mathematical	  derivations,	  the	  speed-­‐headway	  function	  results	  in	  the	  following	  quadratic	  equation	  in	  
*v :	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Graphically,	  it	  results	  in	  the	  parabolic	  curve	  shown	  in	  Figure	  16	  (taken	  from	  Wilson,	  2001).	  
	  
Figure	  16.	  Sketch	  of	  the	  speed-­‐headway	  function	  in	  uniform	  flow	  condition	  (taken	  from	  Wilson,	  2001).	  
	  
Figure	  16	  shows	  that	  the	  speed-­‐headway	  function	  could	  be	  multi-­‐valued	  at	  some	  points,	  for	  specific	  
sets	   of	   the	   parameters.	   Since	   it	   is	   widely	   accepted	   in	   the	   traffic	   engineering	   community	   that	   this	  
function	  should	  be	  a	  single-­‐valued	  non-­‐decreasing	  function,	  a	  constraint	  needs	  to	  be	  set.	  
The	  rightmost	  point	  of	  the	  parabolic	  curve	  (see	  Figure	  16)	  is	  obtained	  at:	  
n
n
bb
V 11
1
−
+
=
∧
−
θτ
	  
(36)	  
Hence	  problems	  occur	  if:	  
n
n
Max
n
bb
V 11
1
−
+
>
∧
−
θτ
	  
(37)	  
Thus,	  the	  speed-­‐headway	  function,	  obtained	  in	  uniform	  conditions,	  is	  well-­‐defined	  if:	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n
n
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n
bb
V 11
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−
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∧
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θτ
	  
(38)	  
It	   is	   worth	   noting	   that	   condition	   in	   equation	   (36)	   is	   valid	   under	   the	   assumption	   of	   uniform	   flow,	  
which	  can	  be	  never	  reached	  in	  real	  traffic	  conditions.	  Nevertheless,	  if	  we	  assume	  that	  the	  follower’s	  
speed	   and	   the	   headway	   at	   each	   simulation	   step	   are	   representative	   of	   a	   (possible)	   steady	   state	  
solution	   in	   uniform	   flow,	   the	   non-­‐linear	   constraint	   in	   equation	   (36)	   still	   holds.	   Moreover,	   such	  
constraint	  does	  not	  preserve	  the	  model	  parameters	  from	  generating	  a	  global	   instable	  car-­‐following	  
regime,	  in	  uniform	  flow.	  Indeed,	  the	  relation	  which	  must	  hold	  at	  the	  onset	  of	  linear	  instability	  is	  the	  
following	  (see	  Wilson,	  2001	  for	  the	  details):	  
n
n
bb
v 11*
1
−
>
∧
−
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(39)	  
Since	   MaxnVv ≤* ,	  the	  region	  of	  the	  instable	  parameters,	  for	  a	  well	  defined	  speed-­‐headway	  function,	  
can	  be	  derived	  from	  the	  following	  inequalities:	  
n
n
Max
n
n
n
bb
Vv
bb
11*11
11
−
+
≤≤<
− ∧
−
∧
−
θτθ
	  
(40)	  
This	  identifies	  the	  range	  of	  useful	  parameter	  values,	  where	  a	  uniform	  flow	  is	  unstable,	  as	  there	  is	  at	  
least	   one	   unstable	   mode,	   yet	   the	   speed-­‐headway	   function	   is	   properly	   defined	   at	   all	   headway	  
arguments.	  
7.4 Tested	  algorithms	  
The	  algorithms	  used	  in	  this	  case	  study	  are	  the	  following:	  
-­‐	   Downhill	  Simplex	  
-­‐	   Genetic	  Algorithm	  
-­‐	   OptQuest	  Multistart	  
Since	   none	  of	   the	   cited	   algorithms	   is	   considered	   to	   be	   a	   global	   optimization	   tool,	   each	   calibration	  
experiment	   (i.e.	   a	   problem	  with	   a	   defined	   combination	   of	   Algorithm/MOP/GOF)	   was	   repeated	   64	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times,	   by	   using	   different	   starting	   points	   (in	   the	   case	   of	   gradient-­‐based	   algorithms)	   or	   different	  
random	   seeds	   (in	   the	   case	   of	   search-­‐based	   algorithms).	   This	   approach	   allowed	   us	   to	   perform	   an	  
analysis	  of	   local	  minima,	   in	  order	  to	  evaluate	  the	  power	  of	  the	  heuristic	  towards	  the	  finding	  of	  the	  
(existing)	  global	  solution.	  
The	  different	   starting	   conditions	  were	   sampled	  using	   the	  Sobol’	   LPτ	   low-­‐discrepancy	  quasi-­‐random	  
sequence,	   coded	   in	  MATLAB	   (Levitan	  et	   al.,	   1992),	  which	   is	   often	  used	   to	  explore	   the	  parameters’	  
domain	  when	  conducting	  Global	  Sensitivity	  Analysis.	  
7.4.1 Downhill	  Simplex	  setup	  
In	   our	   calibration	   experiments,	   we	   adopted	   the	   algorithm	   code	   embedded	   in	   MatlabR2009b	  
(Mathworks	   Inc.,	   2009).	   Since	   the	   algorithm	   does	   not	   allowed	   the	   setting	   neither	   of	   parameters	  
bounds	  nor	  of	  constrained,	  we	  applied	  the	  following	  penalty	  function:	  	  
⎩
⎨
⎧ ∉
=
elsewhere     ueObjFuncVal
D  x if               
ueObjFuncVal
000,100
	  
where:	  
- ueObjFuncVal 	  is	  the	  value	  of	  the	  objective	  function	  related	  to	  the	  calibration	  experiment;	  
- x 	  is	  the	  set	  of	  parameters	  value	  chosen	  by	  the	  algorithm	  at	  each	  functional	  evaluations;	  
- D 	  is	  the	  domain	  of	  feasibility	  of	  the	  parameters,	  constrained	  by	  the	  upper	  and	  lower	  bounds	  
(see	  Section	  7.1),	  and	  by	  the	  non-­‐linear	  constraints	  (see	  Section	  7.2);	  
Stringent	  termination	  criteria	  were	  set	  in	  order	  to	  try	  avoiding	  to	  get	  stuck	  in	  local	  minima.	  Here	  are	  
the	  defined	  stopping	  rules:	  
- Maximum	  number	  of	  function	  evaluations	  allowed	  is	  100,000;	  
- Maximum	  number	  of	  iterations	  allowed	  (i.e.	  the	  maximum	  number	  of	  non-­‐stationary	  points	  
that	  can	  be	  found)	  is	  100,000;	  
- Termination	  tolerance	  on	  the	  function	  value	  is	  1e-­‐30;	  
- Termination	  tolerance	  on	  the	  parameters	  values	  is	  1e-­‐30.	  
Since	   the	   Nelder-­‐Mead	   technique	   do	   not	   assure	   the	   convergence	   towards	   a	   global	   solution,	   each	  
calibration	  experiment	  was	  repeated	  starting	  from	  64	  different	  initial	  points.	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7.4.2 Genetic	  Algorithm	  setup	  
As	   for	   the	   downhill	   simplex,	   stringent	   termination	   criteria	  were	   set	   in	   order	   to	   try	   avoiding	   to	   get	  
stuck	  in	  local	  minima.	  Here	  are	  the	  defined	  stopping	  rules:	  
- Maximum	  number	  of	  generations	  (i.e.	  the	  maximum	  number	  of	  iterations	  allowed)	  is	  
100,000;	  
- Maximum	  number	  of	  stalling	  generations	  (i.e.	  with	  no	  improvements	  in	  the	  objective	  
function)	  is	  1,000;	  
- Cumulative	  change	  in	  the	  fitness	  function	  value	  over	  the	  maximum	  number	  of	  stalling	  
generations	  is	  less	  than	  1e-­‐6.	  
Since	  it	   is	  not	  a	  global	  optimizer,	  the	  genetic	  algorithm	  could	  face	  difficulties	   in	  finding	  a	  stationary	  
global	   solution.	   However,	   the	   genetic	   algorithm	   can	   sometimes	   overcome	   this	   deficiency	  with	   the	  
right	  settings.	  Indeed,	  with	  a	  large	  population	  size,	  the	  genetic	  algorithm	  searches	  the	  solution	  space	  
more	  thoroughly,	  thereby	  reducing	  the	  chance	  that	  the	  algorithm	  will	  return	  a	  local	  minimum	  that	  is	  
not	  a	  global	  minimum	  (Powell,	  1973).	  Concurrently,	  a	  large	  population	  size	  also	  causes	  the	  algorithm	  
to	  run	  more	  slowly.	  Thus,	  a	  compromise	  was	  found	  and	  the	  number	  of	  individuals	  in	  each	  generation	  
was	  set	  equal	  to	  20.	  
Moreover,	   the	   genetic	   algorithm	   is	   not	   a	   gradient-­‐based	   optimizer	   but	   a	   search-­‐based	   technique.	  
Since	  it	  is	  stochastic	  -­‐	  that	  is,	  it	  makes	  random	  choices	  -­‐	  you	  get	  (even	  very)	  slightly	  different	  results	  
each	   time	  you	   run	   the	  algorithm.	  The	   implemented	  code	  uses	   the	  default	  MATLAB	  pseudorandom	  
number	   stream	  and,	   each	   time	   the	   algorithm	   runs,	   the	   state	   (i.e.	   the	   seed)	  of	   the	   random	  stream	  
state	   changes.	   In	   this	   view,	   the	   sensitivity	   of	   the	   choice	   of	   the	   random	   seed	   in	   the	   finding	   of	   the	  
(possible)	   global	   solution	   was	   also	   tested	   by	   running	   the	   same	   calibration	   experiment	   with	   64	  
different	  random	  seeds.	  
7.5 Tested	  Measures	  of	  Performance	  (MoPs)	  
In	  the	  case	  of	  calibration	  of	  car-­‐following	  models	  the	  measures	  of	  performances	  should	  capture	  the	  
dynamics	   of	   the	   phenomenon	   as	   it	   develops	   (Punzo	   et	   al.,	   2005).	   In	   the	   studies	   reviewed	   in	   the	  
literature,	  the	  MOPs	  used	  to	  this	  aim	  were	  the	  following:	  
- Time	  series	  of	  the	  follower’s	  speeds	  (V);	  
- Time	  series	  of	  the	  intervehicle	  spacing	  between	  leader	  and	  follower	  (S);	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7.6 Tested	  Goodness	  of	  Fit	  functions	  (GoFs)	  
Considering	   the	   previously	   mentioned	   experiences,	   in	   this	   application	   we	   used	   the	   following	   GoF	  
measures:	  
- Root	  Mean	  Square	  Error	  (RMSE)	  
- Mean	  Absolute	  Error	  (MAE)	  
- GEH	  Statistic	  (GEH)	  
- Theil’s	  Inequality	  Coefficient	  (U)	  
7.7 Summary	  of	  the	  experiments	  
According	   to	   the	   setting	   presented	   in	   this	   section,	   each	   calibration	   experiment	  was	   defined	   as	   an	  
optimization	   problem	   given	   the	   solving	   heuristics	   and	   the	   response	   surface,	   which	   is	   univocally	  
defined	   by	   the	   choice	   of	   the	   measure	   of	   performance	   and	   the	   functional	   form	   of	   the	   objective	  
function.	  	  
Combining	   the	   3	   tested	   optimization	   algorithms	   (Downhill	   Simplex,	   Genetic	   Algorithm)	   and	   the	   9	  
different	   response	   surfaces	   (RMSE(V),	  RMSE(S),	  MAE(V),	  MAE(S),	  GEH1(V),	  GEH1(S),	  U(V),	  U(S)	   and	  
U(V)+U(S)),	  it	  resulted	  into	  27	  experiments.	  Moreover,	  each	  calibration	  problem	  was	  solved	  64	  times	  
(i.e.	   64	   replications),	   in	   order	   to	   investigate	   the	   stability	   of	   the	   solution,	   thus	   resulting	   in	   a	   total	  
number	  of	  1728	  calibrations	  of	  the	  parameters	  of	  the	  model.	  
7.8 The	  analysis	  of	  local	  minima	  
In	  this	  section,	  the	  study	  of	  the	  solutions	  of	  the	  calibration	  experiments	  is	  presented.	  
7.9 Cobweb	  plots	  
We	   adopted	   a	   graphical	   representation	   of	   the	   map	   of	   the	   solutions	   of	   each	   different	   calibration	  
experiment.	   The	   so-­‐called	  Cobweb	   plots	  were	  used	   for	   this	   purpose.	  Basically,	   they	   are	   line	   charts	  
that	   display	   information	   as	   a	   series	   of	   data	   points	   (vertexes)	   connected	   by	   straight	   line	   segments.	  
Unlike	   the	   time	   series,	   the	   horizontal	   axis	   is	  made	   of	   different	   categories	   and	   the	   vertexes	   of	   the	  
plotted	   line	   are	   the	   values	   associated	   to	   each	   category.	   Since	   the	   range	   of	   values	   associated	   to	  
different	  categories	  (for	  example,	  the	  model	  parameters)	  can	  be	  even	  very	  wide,	  a	  normalization	  of	  
those	  values	  was	  required,	  limiting	  the	  range	  of	  variability	  between	  0	  and	  1	  for	  each	  category.	  	  
The	  Cobweb	  plots	  were	  constructed	  as	  follows.	  The	  categories	  were:	  
- The	   number	   of	   evaluations	   of	   the	   objective	   function	   (Nr_of_Iter)	   when	   the	   stopping	  
conditions	  were	  reached;	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- The	   value	   (Validation_Score)	   of	   a	   defined	   function,	   which	   was	   adopted	   to	   compare	   the	  
solutions	   of	   the	   different	   calibration	   experiments.	   The	   chosen	   validation	   function	  was	   the	  
sum	  of	   the	   Theil’s	   Inequality	   coefficients	   related	   to	   speed	   and	   spacing	   (U(V)+U(S)),	   and	   its	  
value	  was	  computed	  using	  the	  resulting	  calibrated	  parameters;	  
- The	   optimal	   value	   of	   the	   objective	   function	   (Obj_Funct),	   resulting	   from	   the	   current	  
calibration	  experiment;	  
- The	   values	   of	   the	   calibrated	   model	   parameters	   (Tau=τ ,	   Max_Vel= nV ,	   Max_Acc= na ,	  
Safe_Dist= Safety ,	  Est_Dec=
∧
−1nb ,	  Max_Dec= nb );	  
In	   order	   to	   compare	   the	   results	   of	   all	   the	   calibration	   experiments	   with	   a	   certain	   optimization	  
algorithm	   (i.e.	   64x9	   calibrations),	   the	   Validation_Score	   was	   used	   for	   this	   purpose.	   Therefore,	   the	  
values	  of	  this	  category	  were	  normalized	  between	  the	  minimum	  and	  the	  maximum	  Validation_Score	  
among	  all	   the	   calibrations	  with	  a	   specific	  optimizer.	   Further,	   to	   give	   visual	   information	  of	   the	  best	  
overall	  solutions	  (i.e.	  those	  associated	  to	  the	  minimum	  Validation_Score,	  as	  defined	  before)	  among	  
all	  these	  calibrations,	  a	  color	  bar	  was	  added.	  
Regarding	  the	  number	  of	  evaluations	  of	  the	  objective	  function,	  they	  were	  normalized	  between	  1	  and	  
the	  maximum	  number	  among	  all	  the	  calibrations	  with	  a	  specific	  optimizer	  (i.e.	  64x9	  calibrations).	  
Conversely,	   the	   optimal	   value	   of	   the	   objective	   function,	   resulting	   from	   a	   single	   replication	   of	   the	  
same	  calibration	  experiment,	  was	  normalized	  between	  0	  and	  the	  maximum	  value	  among	  the	  results	  
of	  all	   the	  64	  replications	  with	  a	  specific	  GOF	  and	  optimization	  algorithm.	  Moreover,	   in	  the	  Cobweb	  
plot,	  the	  bold	  line	  is	  associated	  to	  the	  results	  of	  the	  replication	  where	  the	  objective	  function	  was	  the	  
minimum.	  
Concerning	  the	  optimal	  values	  of	  the	  parameters	  resulting	  from	  each	  replication	  (i.e.	  independently	  
from	   the	   optimization	   algorithm	   and	   the	   objective	   function),	   they	   were	   normalized	   between	   the	  
lower	  and	  upper	  bounds	  of	  the	  parameters.	  
An	  example	  of	  the	  Cobweb	  plots	  described	  above	  is	  shown	  in	  Figure	  4.	  
It	  is	  worth	  noting	  that,	  according	  to	  the	  normalization	  methodology	  used,	  when	  the	  algorithm	  finds	  
the	  “known”	  global	  solution	  of	  the	  optimization	  problem,	  both	  the	  validation	  score	  and	  the	  objective	  
functional	  value	  will	  be	  equal	  to	  0.	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Figure	   17.	   Example	   of	   a	  Cobweb	   plot	   for	   a	   calibration	   experiment	  with	   a	   specific	   optimization	   algorithm.	  
Nr_of_Iter	   is	  normalized	  between	  1	  and	  the	  maximum	  among	  all	   the	  calibrations	  with	  a	  specific	  optimizer	  
(i.e.	   64x9).	   Validation_Score	   is	   normalized	   between	   the	   minimum	   and	   the	   maximum	   among	   all	   the	  
calibration	  with	  a	  specific	  optimizer	  (i.e.	  64x9).	  Obj_Funct	  is	  normalized	  between	  0	  and	  the	  maximum	  among	  
the	  64	  replications	  of	  a	  calibration	  experiment	  with	  a	  specific	  optimizer.	  Parameters’	  values	  are	  normalized	  
between	   their	  upper	  and	   lower	  bounds.	   The	  different	   colors	   reflects	   the	   rank	  of	   the	  validation	   score.	   The	  
bold	  line	  is	  associated	  to	  the	  results	  of	  the	  calibrations	  with	  the	  minimum	  value	  of	  the	  objective	  function.	  
7.10 Results	  
In	   the	  present	  section,	  we	  are	  reporting	   the	  results	  of	   the	  experimental	  plan.	  They	  are	  reported	   in	  
the	  following	  table	  and	  figures.	  In	  particular,	  the	  following	  figures	  show	  the	  Cobweb	  plots	  related	  to	  
the	   calibration	   experiments	   performed	   on	   the	   Gipps’	   car-­‐following	   model.	   The	   OPI	   presented	   in	  
Table	  6	  refers	  to	  the	  description	  provided	  in	  section	  6.5	  (equation	  19).	  
The	  main	  outcomes	  can	  be	  summarized	  as	  follows.	  
1. The	  analytical	   formulation	  of	  the	  GEH	  Statistics,	  even	  with	  a	  strict	  threshold	  value	  
set	   at	   1	   (in	   the	   place	   of	   5,	  which	   is	   considered	   to	   be	   a	   good	  match	  between	   the	  
observed	  and	  the	  model	  simulated	  outputs	   (Ma	  et	  al.,	  2007)),	  does	  not	  allow	  any	  
algorithm	  to	  find	  the	  global	  solution,	  that	   is	  the	  “true”	  value	  of	  the	  parameters	  of	  
the	  synthetic	  data.	  All	   the	  algorithms	  converge	  (more	  or	   less	  frequently)	  to	  points	  
where	  the	  value	  of	  the	  objective	  function	  is	  0,	  but	  none	  of	  them	  corresponds	  to	  the	  
real	  (“known”)	  global	  minimizer.	  
2. The	  Downhill	  Simplex	  algorithm	   is	  unable	   to	   find	   the	  global	   solution	  with	  none	  of	  
the	   tested	   GoF	   functions.	   Further,	   the	   algorithm	   is	   not	   even	   robust	   towards	   the	  
starting	   conditions,	   since	   it	   converges	   in	   almost	   all	   the	   replications	   to	   different	  
optimal	   solutions	   and	   the	   minimum	   optimal	   one	   is	   found	   just	   once.	   As	   a	  
consequence,	  the	  algorithm	  gets	  always	  stuck	  in	  local	  minima.	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Table	  6.	  Analysis	  of	  the	  performances	  of	  each	  calibration	  procedure	  
	  
3. The	  OptQuest	  Multistart	   is	  able	  to	  rediscover	  the	  “true”	  values	  of	  the	  parameters	  
with	   very	   high	   frequencies	   and	   converging	   repeatedly	   to	   the	   global	   solution.	   It	   is	  
the	  less	  “sensible”	  to	  the	  initial	  condition.	  	  
ALGORITHM GOF 
OPI at the 
minimum 
Obj_Funct  
point 
Frequency of 
the Minimum 
Obj_Funct 
value (%) 
Frequency of 
the true set of 
parameters        
± 5% error (%) 
Total OPI 
Downhill Simplex 
with penalty function 
RMSE(V) 9.01E-02 2 0 42.21 
RMSE(S) 5.54E-01 2 0 51.16 
MAE(V) 3.18E-01 2 0 49.62 
MAE(S) 3.57E-01 2 0 52.00 
GEH1(V) More than one value 14 0 57.29 
GEH1(S) More than one value 6 0 55.38 
U(V) 1.73E-01 2 0 41.55 
U(S) 4.99E-01 2 0 52.23 
U(V)+U(S) 3.63E-01 2 0 49.07 
Genetic Algorithm 
with penalty function 
RMSE(V) 1.76E-02 2 5 11.54 
RMSE(S) 1.03E-01 2 0 21.60 
MAE(V) 2.05E-02 2 3 13.21 
MAE(S) 1.36E-01 2 0 24.30 
GEH1(V) More than one value 77 0 21.27 
GEH1(S) More than one value 28 0 20.27 
U(V) 9.72E-03 2 3 12.90 
U(S) 1.44E-01 2 2 20.99 
U(V)+U(S) 4.65E-02 2 2 19.30 
OptQuest Multistart 
RMSE(V) 2.56E-05 75 75 5.62 
RMSE(S) 9.92E-04 34 34 17.36 
MAE(V) 5.66E-05 58 58 11.80 
MAE(S) 1.38E-03 2 44 16.44 
GEH1(V) More than one value 100 0 33.87 
GEH1(S) More than one value 61 0 31.37 
U(V) 2.56E-05 58 58 9.07 
U(S) 9.92E-04 25 25 19.59 
U(V)+U(S) 5.11E-04 23 23 18.82 
 1 
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4. The	   Genetic	   Algorithm	   and	   the	   OptQuest	   Multistart	   performed	   very	   differently	  
when	  optimizing	  on	  speed	  or	  on	  spacing.	  According	  to	  the	  findings,	  it	  emerges	  that	  
the	   Genetic	   Algorithm	   was	   able	   to	   better	   reproduce	   the	   spacing	   profile	   when	  
calibrating	  on	  speeds	  than	  when	  it	  works	  on	  the	  spacing	  itself.	  On	  the	  contrary,	  the	  
OptQuest	   Multistart	   performs	   better	   when	   optimizing	   the	   spacing	   between	   the	  
leader	  and	  the	  follower	  vehicle,	  without	  suffering	  underperformances	  in	  the	  speed	  
profile.	  
5. The	  use	  of	  mixed	  GoF	  functions	  that	  combine	  both	  the	  MoPs	  (speed	  and	  spacing),	  
such	   as	   the	   sum	   of	   Theil’s	   Inequality	   coefficients,	   performed	   worse	   than	   when	  
calibrating	   separately	   on	   speed	   or	   on	   spacing.	   Further,	   the	   use	   of	   absolute	  
measures	  of	   the	  distance	  between	  observed	  and	  (model)	  simulated	  outputs,	  such	  
as	   the	  MAE,	  entails	  very	   low	  efficiency	   in	   the	  optimization,	  as	   they	  require	  a	  high	  
number	  of	  evaluations	  of	  the	  objective	  functions	  to	  satisfy	  the	  same	  stopping	  rules	  
adopted	  with	  the	  other	  GoF	  functions.	  Moreover,	  the	  improvements	  in	  finding	  the	  
global	  minimizer	  are	  negligible.	  
	  
Figure	  18.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  RMSE(V)	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Figure	  19.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  RMSE(S)	  	  
	  
Figure	  20.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  MAE(V)	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Figure	  21.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  MAE(S)	  	  
	  
Figure	  22.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  GEH1(V)	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Figure	  23.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  GEH1(S)	  	  
	  
Figure	  24.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  U(V)	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Figure	  25.	  Cobweb	  plot,	  together	  with	  speed	  and	  spacing	  profiles,	  related	  to	  the	  calibration	  experiment	  using	  
the	  Downhill	  Simplex	  with	  U(V)	  	  
	  
Figure	   26.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Downhill	  Simplex	  with	  U(V)+U(S)	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Figure	   27.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  RMSE(V)	  
	  
Figure	   28.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  RMSE(S)	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Figure	   29.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  MAE(V)	  
	  
Figure	   30.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  MAE(S)	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Figure	   31.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  GEH1(V)	  
	  
Figure	   32.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  GEH1(S)	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Figure	   33.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  U(V)	  
	  
Figure	   34.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  U(S)	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Figure	   35.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  Genetic	  Algorithm	  with	  U(V)+U(S)	  
	  
Figure	   36.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  RMSE(V)	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Figure	   37.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  RMSE(S)	  
	  
Figure	   38.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  MAE(V)	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Figure	   39.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  MAE(S)	  
	  
Figure	   40.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  GEH1(V)	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Figure	   41.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  GEH1(S)	  
	  
Figure	   42.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  U(V)	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Figure	   43.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  U(S)	  
	  
Figure	   44.	   Cobweb	   plots,	   together	  with	   speed	   and	   spacing	   profiles,	   related	   to	   the	   calibration	   experiment	  
using	  the	  OptQuest	  Multistart	  with	  U(S)	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8 Conclusions	  and	  future	  research	  
In	   the	   last	   decades	   simulation	   optimization	   has	   received	   considerable	   attention	   from	   both	  
researchers	   and	   practitioners.	   Simulation	   optimization	   consists	   in	   the	   use	   of	   simulation	  models	   to	  
maximize	  the	  efficiency	  of	  the	  real	  system	  which	  is	  simulated.	  In	  simulation	  optimization	  a	  simulation	  
model	  is	  then	  jointly	  used	  with	  a	  mathematical	  programming	  model.	  	  
A	   specific	   example	   of	   simulation	   optimization	   is	   the	   calibration	   of	   a	   simulation	   model.	   In	   traffic	  
applications,	  more	  and	  more	  this	  issue	  is	  attracting	  the	  interest	  of	  researchers	  on	  traffic	  modelling.	  It	  
represents	   an	   indispensable	  preliminary	  phase	   for	  using	   traffic	  models	   to	  evaluate	   investments	  on	  
transportation	   systems.	   Difficulties	   hidden	   behind	   this	   phase	   have	   however	   been	   fairly	  
underestimated	  by	  scientists	  and	  practitioners	  so	  far.	  
The	   calibration	  of	   a	  microscopic	   traffic	   simulation	  models	   is	   an	  optimization	  problem	   in	  which	   the	  
objective	   function	   is	   an	   analytical	   function	   (called	   goodness-­‐of-­‐fit	   measure)	   able	   to	   estimate	   the	  
likeliness	  between	  the	  traffic	  data	  collected	  in	  the	  real	  transportation	  system	  and	  the	  same	  data	  as	  
obtained	  by	  the	  simulation	  model.	  The	  parameters	  of	  the	  model	  are	  the	  variables	  of	  this	  optimization	  
problem.	  
Since	   microscopic	   traffic	   models	   are	   simulation	   models,	   very	   few	   elements	   are	   available	   on	   the	  
properties	  of	  the	  objective	  function.	  In	  particular,	  one	  does	  not	  know	  anything	  about	  the	  smoothness	  
of	   the	   function,	   its	   linearity,	   its	   convexity,	   the	   existence	   of	   different	   local	   minima	   as	   well	   as	   the	  
existence	  of	  a	  wide	  area	  with	  fairly	  constant	  value.	  Analyzing	  the	  properties	  of	  the	  objective	  function	  
is	   even	   more	   urgent	   in	   this	   field	   in	   which	   different	   models	   are	   available	   and	   in	   which	   different	  
scenarios	  may	  be	  simulated,	  producing	  significant	  change	  in	  the	  objective	  function.	  For	  this	  reason,	  
in	  this	  paper	  it	   is	  claimed	  that	  the	  problem	  has	  to	  be	  seen	  in	  the	  framework	  of	  the	  “no	  free	  lunch”	  
theory.	  
In	   this	   light,	   in	   the	   present	   paper,	   a	   general	   methodology	   to	   verify	   the	   effectiveness	   of	   the	  
optimization	   framework	   implemented	   for	   simulation	   optimization	   is	   described	   and	   applied	   to	   the	  
calibration	  of	  a	  microscopic	  traffic	  simulation	  model.	  
The	   methodology	   presented	   and	   specified	   is	   based	   on	   a	   phase	   of	   optimization	   “verification”	  
implemented	   by	   means	   of	   tests	   with	   synthetic	   data.	   This	   procedure	   allows	   all	   the	   steps	   of	   a	  
calibration	  process	  to	  be	  controlled	  and	  inferences	  to	  be	  drawn	  about	  the	  effect	  that	  several	  choices	  
have	  on	  the	  calibration	  process.	  
Then	  we	  applied	  the	  methodology	  on	  two	  different	  case	  studies.	  
Ciuffo,	  B.,	  Punzo,	  V.,	  Montanino,	  M.	  
79	  
The	  calibration	  of	  traffic	  simulation	  models	  
In	  the	  first	  one,	  the	  application	  of	  the	  proposed	  methodology	  allowed	  drawing	  inference	  about	  the	  
effect	   on	   the	   calibration	   problem	   of	   different	   combinations	   of	   five	   optimization	   algorithms,	   seven	  
measures	   of	   goodness-­‐of-­‐fit,	   two	   couples	   of	   model’s	   parameters	   and	   three	   levels	   of	   noise	   in	   the	  
data.	  
In	  order	  to	  complete	  the	  study	   in	  reasonable	  time,	  a	  Kriging	  surrogate	  of	  the	  simulation	  model	  has	  
been	  used	  in	  its	  place.	  This	  is	  totally	  admissible	  since	  the	  Kriging	  meta-­‐model	  owns	  both	  locally	  and	  
globally	  the	  same	  mathematical	  properties	  of	   the	  real	  objective	  function	  (i.e.	  Kriging	   is	  not	  used	  to	  
solve	   the	   optimization	   problem	   but	   to	   check	   if	   an	   optimization	   algorithm	   is	   able	   to	   solve	   another	  
problem	  which	  has	  the	  same	  features	  of	  the	  original	  one).	  As	  an	  additional	  major	  outcome,	  the	  use	  
of	   Kriging	   surrogates	   allowed	   for	   the	   algorithms’	   parameters	   to	   be	   fine-­‐tuned	   (a	   practice	  which	   is	  
usually	  impossible	  to	  be	  performed	  using	  simulation	  models	  and	  directly	  calibrating	  it	  with	  real	  data).	  
The	  results	  showed	  the	  usefulness	  of	  the	  procedure	  and	  the	  indicators	  used	  in	  order	  to	  understand	  
the	  key	  points	  of	  the	  problem.	  Results	  give	  some	  preliminary	  indications	  concerning	  the	  necessity	  to	  
perform	  the	  sensitivity	  analysis	  of	  the	  simulation	  model	  before	  its	  calibration,	  the	  importance	  to	  use	  
an	  optimization	  algorithm	  able	   to	  deal	  with	  problems	  of	  global	  optimization	  and	   the	  preference	  of	  
non-­‐normalized	  measures	  of	  Goodness	  of	  Fit.	  
In	  the	  second	  case	  study	  the	  proposed	  methodology	  is	  applied	  to	  the	  Gipps’	  car-­‐following	  model.	  The	  
use	   of	   a	   synthetic	   follower	   trajectory	  was	   an	   essential	   requirement	   to	   assess	   the	   goodness	   of	   the	  
specification	  of	   the	  optimization	  problem,	   since,	   in	   this	   case,	   the	   values	  of	   the	  model	   parameters’	  
used	  to	  generate	  the	  trajectory	  were	  “known”	  (i.e.	  fixed	  by	  the	  authors),	  and	  thus	  the	  global	  solution	  
of	  the	  optimization	  problem	  was	  well-­‐defined.	  	  
In	  order	  to	  generate	  such	  a	  trajectory,	  the	  Gipps’	  car-­‐following	  model	  was	  fed	  with	  the	  data	  of	  the	  
leader	  taken	  from	  one	  of	  the	  experiments	  carried	  out	  on	  a	  two-­‐lane	  extra-­‐urban	  highway,	  in	  the	  area	  
surrounding	   Naples.	   Data	   were	   acquired	   through	   instrumented	   vehicles,	   equipped	   with	   kinematic	  
differential	  GPS	  receivers	  that	  recorded	  the	  position	  of	  the	  vehicle	  at	  each	  0.1	  seconds.	  
In	  the	  field	  of	  the	  calibration	  of	  car-­‐following	  models,	  to	  the	  best	  of	  the	  authors’	  knowledge	  there	  is	  
not	   a	   consolidate	   approach	   for	   the	   specification	   of	   this	   class	   of	   optimization	   problem,	   that	   is	   to	  
define	   the	   combination	   of	   algorithm,	   MoP	   and	   GoF	   function	   to	   be	   used	   to	   calibrate	   the	   model.	  
Further,	  the	  lack	  of	  evidence	  about	  the	  capability	  of	  each	  problem	  specification	  in	  finding	  the	  global	  
minimum,	   led	   us	   to	   test	   all	   the	   combinations	   among	   the	   most	   used	   algorithms,	   MoPs	   and	   GoF	  
functions	  to	  investigate	  the	  performances	  of	  the	  calibration	  procedure.	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In	   this	   view,	   we	   tested	   three	   optimization	   algorithms,	   four	   measure	   of	   goodness	   of	   fit	   and	   two	  
measures	   of	   performance.	   Both	   to	   inquire	   on	   the	   capability	   of	   each	   problem	   specification	   to	  
rediscover	  the	  “true”	  values	  of	  the	  parameters	  and	  to	  evaluate	  the	  robustness	  towards	  the	  starting	  
condition,	   a	   novel	   graphic	   method	   based	   on	   Cobweb	   plots	   was	   used.	   Further,	   this	   helped	   us	   to	  
explore	  the	  existence	  and	  the	  nature	  of	  the	  local	  minima	  found	  by	  the	  algorithms,	  as	  well	  as	  to	  give	  
insights	  into	  the	  MoPs	  and	  GoF	  functions	  used	  in	  the	  calibration	  experiments.	  
The	  approach	  adopted	  allowed	  identifying	  unsuitable	  measures	  of	  goodness	  of	  fit	  and	  optimization	  
algorithms	  for	  the	  car	  following	  model	  calibration.	  In	  addition	  it	  was	  very	  useful	  to	  get	  novel	  insights	  
into	  the	  topic.	  
Further	  research	  should	  be	  performed	  in	  both	  the	  optimization	  side	  and	  the	  traffic	  flow	  side	  of	  the	  
issue.	  On	  one	  hand,	  further	  efforts	  are	  needed	  in	  order	  to	  understand	  the	  possibility	  to	  apply	  Kriging	  
meta-­‐models	  also	  in	  the	  place	  of	  the	  simulation	  model	  for	  simulation	  optimization,	  and	  the	  minimum	  
number	  of	  simulations	  required	  to	  achieve	  a	  good	  surrogate	  of	  the	  simulation	  model.	  On	  the	  other	  
hand,	   it	   is	  worth	   repeating	   the	  same	  analysis	  with	  different	  simulation	  models	  and	  different	   traffic	  
scenarios,	   in	  order	   to	  highlight	   the	  different	  problems	  arising	   in	   the	  different	  cases	  and	   to	  provide	  
the	  users	  with	  practical	  recommendations	  to	  be	  followed	  during	  studies	  of	  simulation	  optimization	  in	  
transportation/traffic	  applications.	  
Again,	   the	  present	   study	  also	  confirmed	   the	  complexity	  of	   the	  problem	  of	   calibrating	  car-­‐following	  
models	  against	  real	  trajectory	  data.	  As	  a	  matter	  of	  facts,	  none	  of	  the	  tested	  settings	  gave	  completely	  
satisfactory	   results,	   and	   future	   research	   shall	   necessary	   aim	   at	   finding	   more	   robust	   settings.	  
Therefore,	  in	  the	  light	  of	  the	  previous	  findings,	  the	  following	  research	  lines	  have	  been	  envisaged	  by	  
the	  authors,	  and	  already	  object	  of	  ongoing	  investigations:	  
1. to	   limit	   the	   calibration	   process	   to	   the	   most	   sensitive	   parameters,	   via	   e.g.	   sensitivity	  
analysis	   of	   model	   outputs,	   in	   order	   to	   reduce	   both	   the	   number	   of	   dimensions	   of	   the	  
input	  space	  and	  the	  flatness	  of	  the	  response	  surface.	  This	  would	  drastically	  decrease	  the	  
complexity	  of	  the	  optimization	  problem;	  
2. to	   seek	   for	   “'global”'	   GOFs	   which	   were	   able	   to	   capture	   the	   inner	   structure/driving	  
behaviour/driving	  style	  contained	  in	  the	  trajectory	  data,	  as	  expressed/interpreted	  by	  the	  
specific	   model	   in	   use.	   This	   is	   also	   in	   the	   course	   of	   the	   recent	   studies	   performed	   by	  
Chiabaut	  et	  al.	  (2010).	  Local	  GOF	  indeed	  are	  sensitive	  to	  errors	  in	  the	  data,	  and	  especially	  
least	  square	  ones	  tend	  to	  compensate	  errors	  over	  the	  whole	  length	  of	  the	  trajectory;	  
3. to	  appropriately	  bound	  the	  space	  of	  the	  admissible	  inputs	  in	  order	  to	  preserve	  the	  well	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established	  macroscopic	  characteristics	  of	  the	  traffic	  flow.	  
Previous	  points	  would	   contribute	   at	   the	   end	   to	   address	   the	  problem	  of	  model	   over-­‐fitting	   (mostly	  
relevant	  for	  car-­‐following	  models	  given	  their	  manifest	  inadequacy)	  and	  to	  increase	  the	  transferability	  
of	  calibration	  results.	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Abstract	  
In	   the	   last	   decades,	   simulation	   optimization	   has	   received	   considerable	   attention	   from	   both	  
researchers	  and	  practitioners.	  Simulation	  optimization	  is	  the	  process	  of	  finding	  the	  best	  values	  
of	  some	  decision	  variables	  for	  a	  system	  whose	  performance	  is	  evaluated	  using	  the	  output	  of	  a	  
simulation	  model.	  
A	  possible	  example	  of	  simulation	  optimization	  is	  the	  model	  calibration.	  In	  traffic	  modelling	  this	  
topic	   is	   particularly	   relevant	   since	   the	   solutions	   to	   the	   methodological	   issues	   arising	   when	  
setting	  up	  a	  calibration	  study	  cannot	  be	  posed	  independently.	  This	  calls	  for	  methodologies	  able	  
to	   check	   the	   robustness	   of	   a	   calibration	   framework	   as	   well	   as	   further	   investigations	   of	   the	  
issue,	   in	   order	   to	   identify	   possible	   “classes”	   of	   problems	   to	   be	   treated	   in	   a	   similar	   way.	  
Therefore	   in	   the	  present	  work,	   first	   a	   general	  method	   for	   verifying	  a	   traffic	  micro-­‐simulation	  
calibration	  procedure	  (suitable	  in	  general	  for	  simulation	  optimization)	  is	  described,	  based	  on	  a	  
test	  with	   synthetic	   data.	   Then	   it	   is	   applied,	  my	  means	  of	   two	  different	   case	   studies,	   to	  draw	  
inferences	   on	   the	   effect	   that	   different	   combinations	   of	   parameters,	   optimization	   algorithms,	  
measures	   of	   Goodness	   of	   Fit	   and	   levels	   of	   noise	   in	   the	   data	   may	   have	   on	   the	   optimization	  
problem.	  Results	  showed	  the	   importance	  of	  verifying	  the	  calibration	  procedure	  with	  synthetic	  
data.	   In	   addition	   they	   ascertained	   the	   need	   for	   global	   optimization	   solutions,	   giving	   new	  
insights	  into	  the	  topic.	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The	  mission	  of	  the	  JRC	  is	  to	  provide	  customer-­‐driven	  scientific	  and	  technical	  support	  for	  the	  
conception,	  development,	  implementation	  and	  monitoring	  of	  EU	  policies.	  As	  a	  service	  of	  the	  
European	  Commission,	  the	  JRC	  functions	  as	  a	  reference	  centre	  of	  science	  and	  technology	  for	  
the	  Union.	  Close	  to	  the	  policy-­‐making	  process,	  it	  serves	  the	  common	  interest	  of	  the	  Member	  
States,	  while	  being	  independent	  of	  special	  interests,	  whether	  private	  or	  national.	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