In this article we use a direct approach to quantify the uncertainty in flow performance predictions due to uncertainty in the reservoir description. We solve moment equations derived from a stochastic mathematical statement of immiscible nonlinear two-phase flow in heterogeneous reservoirs. Our stochastic approach is different from the Monte Carlo approach. In the Monte Carlo approach, the prediction uncertainty is obtained through a statistical postprocessing of flow simulations, one for each of a large number of equiprobable realizations of the reservoir description.
Introduction
Reservoir management decisions are often based on predictions of future performance obtained from numerical flow simulations. Quantifying the predictive reliability of reservoir performance forecasts is necessary for risk management. The reliability of flow predictions depends on the quality of the information used, and then it depends on the ability of the numerical simulations to describe the physics of the flow accurately.
Accurate modeling of the physics that govern complex multiphase reservoir flows requires a detailed spatial description of reservoir properties such as permeability and porosity. However, only limited reservoir characterization information of varying quality from different sources is usually available. Thus, a major element of risk is due to incomplete knowledge of the reservoir description, which leads to uncertainty in the flow responses obtained for the displacement processes under investigation. In this article, we use a direct approach to quantify the uncertainty in flow performance predictions due to uncertainty in the reservoir description.
A stochastic framework provides a formal way for generating detailed models of reservoir description that honor available hard and soft data. Stochastic, or probabilistic, models of reservoir characterization are common practice in the oil industry. However, deterministic mathematical formulations of multiphase multicomponent flow processes continue to serve as the basis for numerical reservoir flow simulators. Subsurface hydrologists, on the other hand, describe the flow and transport of contaminants in heterogeneous aquifers using stochastic formulations and solution methods. The stochastic perturbation-based methods of subsurface hydrology have focused on single-phase and unsaturated ͑air-water͒ flows. These methods are not directly applicable to the nonlinear multiphase displacement processes of interest in oil reservoirs.
We must address a number of fundamental challenges before stochastic formulations can be applied to reservoir flows. These challenges span a wide range of issues. They include issues related to nonlinear multiphase flow, complex reservoir geometry and formation heterogeneity, boundary conditions, and the presence of wells. Important considerations related to efficiency, range of applicability, and effectiveness for real-world problems must also be eventually addressed.
Dagan and Cvetkovic 1,2 applied a Lagrangian perturbation theory for single-phase and two-phase flows in random velocity fields in the absence of capillary pressure and gravity. Assuming that the mean flow was uniform and that the total velocity was time independent in an unbounded domain, they derived analytical expressions for mean oil production and cumulative recovery. Zhang and Tchelepi 3 extended the work of Dagan and Cvetkovic.
1,2 They derived expressions for the mean and standard deviation of water saturation for nonlinear two-phase flow using a Lagrangian, moment-based approach. They focused on issues related to the nonlinear character of immiscible two-phase flow, and they presented analytical solutions for simple one-and twodimensional nonlinear problems that demonstrate the theory and discuss its implications. Zhang and Tchelepi's work 3 is also limited to uniform mean flow in unbounded domains.
In this article, we extend the Lagrangian, statistical moment approach to ͑1͒ flow in bounded domains and ͑2͒ complex flow patterns due to the presence of wells ͑sources and sinks͒. These extensions are a prerequisite for solving real-world reservoir problems in a stochastic framework. Although we only tackle the problem of immiscible two-phase flow in this article, this Buckley-Leverett-type problem possesses many of the necessary features that a stochastic moment-based approach for reservoir flows must handle accurately and efficiently.
The class of problem we deal with here is not amenable to analytical solutions. This is because the assumptions of statistical stationarity and uniformity of mean flow are not valid when the flow is driven by wells and the domain is bounded. Thus, although the general theoretical framework described by Zhang and Tchelepi 3 is applicable, the moment expressions for the cases considered here are quite different and require special numerical treatment.
Zhang and Winter 4,5 presented a moment-equation approach to evaluate the velocity moments of single-phase flow in bounded, nonstationary heterogeneous reservoirs. Their versatile numerical technique makes it possible to study the effects of different boundary conditions and complex flow settings on the moments of the flow field. We use their approach to obtain numerical solutions of the total velocity moments in Eulerian space. We transform the transport problem to Lagrangian space, and we derive moment expressions for the quantities of interest ͑travel time, saturation, oil production, etc.͒. Statistical moment solutions of two-phase flow in linear geometry and a quarter-five-spot configuration are presented and compared with high-resolution Monte Carlo simulations.
Mathematical Formulation
We consider nonlinear, incompressible two-phase flow in two dimensions, ‫ץ‬S͑x,t ͒ ‫ץ‬t
where S is water saturation; f w is fractional flow, f w Ј (S) ϭ df w /dS ; v 1 and v 2 are components of the total velocity; and x(x 1 ,x 2 ) is a Cartesian coordinate vector. With the transformation
Eq. 1 can be rewritten as
͑3͒
in terms of the coordinates (,t) attached to the streamlines 1 ϭ(x 1 ;x 0 ) and 2 ϭx 2 Ϫ(x 1 ;x 0 ). In the above, (x 1 ;x 0 ) is the travel time of a particle from the point x 0 to the line x 1 in the ͑total͒ velocity field, (x 1 ;x 0 ) is the transverse displacement of the particle when it reaches x 1 , and ϭv 1 (x)/v 1 (x 1 ,). At ϭ0, ϭx 2 0 for x 1 ϭx 1 0 ; and x 2 ϭ(x 1 ;x 0 ) is simply the equation of the streamlines of the steady-state velocity field. Along the streamline 2 ϭ0, i.e., x 2 ϭ, one obtains ϭ1 and the following equation:
As in the work of Zhang and Tchelepi 3 , we assume that the streamlines change little with time so that the total velocity is a function of space only. This important simplifying assumption allows us to decouple the problem of the interaction of formation heterogeneity and multiphase flow into two simpler components. The first one is a multidimensional problem that describes the velocity distribution as dictated by ͑1͒ the domain geometry and boundary conditions and ͑2͒ the statistical properties ͑i.e., variability and correlation structure͒ of permeability and porosity. The second component is an ensemble ͑collection͒ of one-dimensional problems in streamline-based coordinates ͑i.e., time, travel time, and transverse displacements͒ that describe nonlinear two-phase immiscible transport accurately. Thus, we resolve the moments of the total-velocity field in Eulerian space, and we employ a Lagrangian framework to handle the transport. Zhang and Winter 4, 5 developed a numerical model for directly computing the moments of nonstationary velocity fields of single-phase flow systems. We use their Eulerian, numerical algorithms to calculate the statistical moments of total velocity for bounded domains with source/sinks. Our moment-equation approach is thus a hybrid Eulerian/ Lagrangian.
The results presented here are strictly valid for heterogeneitydominated displacements. Updating the velocity field periodically may extend the applicability of the streamline-based approach. In cases where convective crossflow mechanisms play an important role in displacement behavior, a more general ͑possibly Eulerian͒ multidimensional treatment may be required.
We assume that the domain is initially occupied by oil so that SϭS wr . A constant rate of water, q, at Sϭ1ϪS nr is injected into the porous medium across a plane curve C. For a streamline starting from x 0 , S͑x,t ͒ϭS͓͑ x 1 ;x 0 ͒,t͔ for x 2 ϭ͑x 1 ;x 0 ͒, ͑5͒
where S(,t) is given as
where S * is the solution of f w Ј (S)ϭ ͓ f w (S)Ϫ f w (S wr )͔/(S ϪS wr ) , s(/t) is the solution of the equation f w Ј (s)ϭ/t, and H is the Heaviside step function. For any given t, the water saturation as a function of is given by Eq. 6, i.e., S decreases gradually from 1ϪS nr at ϭ0 to S * at ϭ f w Ј (S * )t and then jumps to S wr . For any given x in a random porous medium, is a random variable whose statistical moments depend on those of the ͑total͒ velocity.
The saturation at (x,t) due to injection at source area C is given as 
where f ͓(x 1 ;c),(x 1 ;c)ϭx 2 ͔ is the joint probability density function ͑PDF͒ of and evaluated at ϭx 2 . By virtue of
we obtain the variance of saturation as
where f ͓ 1 (x 1 ;c), 1 (x 1 ;c); 2 (x 1 ;cЈ), 2 (x 1 ;cЈ)͔ is the joint PDF of two particles, one started from c at time tϭ0, and the other from cЈ. The production ͑oil recovery͒ rate is considered next. Based on the definition of fractional flow, we have q w ϭ f w (S)q where q ϭv is the total flux vector with being the porosity. Similar to Eqs. 7 through 9, the water flux at (x,t) is a sum of the contribution of all individual stream tubes started from the source C and may be expressed as
͑11͒
The oil phase flux vector q n ϭqϪq w . In Eq. 11, there are three random variables: qϭ(q 1 ,q 2 )
T , , and .
The expected value of q n can be expressed as
where f ͓q i ,,͔ is the joint PDF of q i (x), (x 1 ;c), and (x 1 ;c), and (q n ) i is the ith component of q n . q i (x) is the ith component of the flux at the particular point x while and are functions of the velocity ͑flux͒ field between c and x 1 . When the distance between c and x 1 is large compared to the correlation scale of velocity ͑flux͒, the correlation between q i (x) and (,) is expected to be weak. Under this condition,
͑13͒
Here we have the expression for oil phase flux at every point. In general, we are only interested in the production ͑oil recovery͒ rate at the production well, D. Define a unit vector n normal inward to the arc of the production well D. Since n is normal inward, we have nϭ(cos , sin )
T where is an angle between the flux vector q n and the x 1 axis, measured clockwise. With this, the production rate can be expressed as
where s is the arc length measured along D and (x 1 ,x 2 ) is a point on D. In the above, we have used the following properties: ds ϭr d ͑r being the radius of the well, assumed to be a circle͒, x 1 ϭr cos , and x 2 ϭr sin . Therefore, the first two moments of Q n are given as
where
͑18͒
in which 1 ϭ 1 (x 1 ;c), 1 ϭ 1 (x 1 ;c), 2 ϭ 2 (x 1 Ј ;cЈ), 2 ϭ 2 (x 1 Ј ;cЈ); and
In Eq. 19, is assumed to be constant, and U i and u i are defined in the next section.
Statistical Moments and PDFs
The key elements in evaluating the statistical moments of saturation and the production rate are the one-and two-particle probability density functions of travel time and transverse displacement. These PDFs can be determined by the PDF of the underlying velocity field. However, usually we only know the first few moments of the velocity field, which leads to the common approach of Lagrangian closure. That is, we evaluate a finite number of statistical moments of travel time and transverse displacement and then assume certain distributional forms for them. The usual assumption is that travel time, , obeys a lognormal distribution and transverse displacement, , a normal one 3, 6 . Below we present the first two moments of and based on the statistical moments of velocity. The travel time (L;a) is the time required for a particle that starts at a to cross the line x 1 ϭL in two dimensions ͑2D͒, and it can be expressed as
where aϭ(a x 1 ,a x 2 ) T . Since the Eulerian velocity v(x 1 ,x 2 ) is a random variable, so are the Lagrangian velocity v͓x 1 ,(x 1 ;a)͔, the travel time (L;a), and the transverse displacement (x 1 ;a).
We decompose the Eulerian velocity as v(x)ϭU(x)ϩu(x),
and the travel time as ϭ͗͘ϩЈ. Uϭ͗v͘ and ͗͘ are the ensemble mean velocity and travel time, respectively, and uϭvЈ and Ј are the zero-mean velocity and travel time fluctuations. Neglecting higher order perturbation products and taking the expected value, we obtain the mean travel time to first order,
Detailed derivations for this expression and the other moment expressions are given in the Appendix. Subtracting the mean travel time equation from expanded Eq. 20, we get the travel time perturbation Ј(L;a). Squaring Ј and taking the expected value, we obtain the variance for the travel time as
Note that the coefficient of variation of velocity must be ͑formally, much͒ smaller than 1 so that these expressions are valid. This condition may be satisfied for many practical situations where the variance of the log permeability is moderately large. 7 Similar to the derivations of Eq. 21, by expanding Eq. 2 and taking the expected value we obtain the first-order mean expression for the transverse displacement ͑see the Appendix͒:
Subtracting the mean transverse displacement equation from expanded Eq. 2, we obtain the transverse displacement perturbation Ј(x 1 ;a). Multiplying it by the perturbations of Ј(x 1 ;a), Ј(x 1 ;a), u 1 (x 1 Ј ,͗ 2 ͘), and 2 Ј(x 1 Ј ;a), and taking the expected value, we obtain the variance for the transverse displacement, the cross covariance between and , the covariance of , and the cross covariance between and u 1 as 2 ͑ L;a͒ϭ 1 
where normally distributed, the two-particle joint PDF can be written as
where 
ͪ
. ͑29͒
The one-particle joint PDF of and can be written similarly by retaining only the first two variables in Eq. 28. Below we express it in an equivalent but more explicit form,
where rϭ ln /( ln ) ϭ ͗ЈЈ͘/( ln ͗͘). The moments of and are functions of both x 1 and c: ϭ(x 1 ;c) and 1 ϭ 1 (x 1 ;c) in Eqs. 8 and 13; ϭ 2 (x 1 Ј ;cЈ) and 2 ϭ 2 (xЈ;cЈ) in Eq. 18.
Computational Examples
The methodology developed in this study extends the previous work by Zhang and Tchelepi 3 to ͑1͒ bounded domains and ͑2͒ the presence of wells ͑sources/sinks͒. Accommodating these features is essential for describing reservoir flows of practical interest. Noflow boundaries and converging/diverging flow configurations in the neighborhood of wells make the total flow field spatially nonstationary. We consider two-phase displacements in two dimensions, and we present results for two flow settings. The first one is for uniform mean flow and the second for the five-spot configuration. The uniform mean flow case allows us to compare the numerical solutions of this study with the analytical solutions of two-phase transport presented by Zhang and Tchelepi. 3 The fivespot case, which we discuss in detail, represents a more general setting with nonstationary statistics, and we resort to highresolution Monte Carlo simulation as a basis for comparison.
Previous studies 8, 9 indicate that permeability, k, may be lognormally distributed, or the log-transformed permeability (Y ϭln k) is normal. Some geostatistical analyses 10, 11 suggested that permeability is weakly or second-order stationary in space such that the mean log permeability is constant and its covariance depends on the relative distance of two points rather than on their actual locations. In the following applications, we use the exponential covariance model to describe the correlation structure of the lognormal permeability field,
͑31͒
where r is the separation vector between two points, Y 2 is the variance of log permeability, and i is the correlation ͑integral͒ scale of log permeability in the r i direction.
For simplicity, we consider the following Corey-type relative permeability functions with S nr ϭS wr ϭ0,
where mϭ n / w . Based on Eq. 6, for this case the saturation decreases gradually from Sϭ1 at ϭ0 to S * ϭ1/(1ϩm) 1/2 at ϭ f w Ј (S * )t and then jumps to Sϭ0.
Uniform Mean Flow Case.
A rectangular plain domain is assumed to be initially occupied by oil such that the water saturation Sϭ0. A continuous injection of water at Sϭ1 and rate q is placed along a large array of injection wells at one end. An array of production wells is placed at the other end, in which a constant gradient is maintained and the line injection is normal to the mean flow direction.
When the correlation structure of log permeability is isotropic ( 1 ϭ 2 ϭ), analytical expressions for velocity covariance have been obtained for unbounded domains with first-order approximations by Rubin 12 in 2D and by Zhang and Neuman 13 in three dimensions ͑3D͒. Cvetkovic and co-workers 14 presented analyti-cal solutions for the statistical moments of travel time and transverse displacement in unbounded 2D and 3D domains. Figs. 1 and 2 present comparisons of variances for travel time and transverse displacement in 2D, evaluated using the analytical solutions 14 and the numerical schemes developed in our study. The plots show that the results from the numerical scheme are nearly identical to the analytical results. Fig. 3 presents a comparison of the spatial distribution of mean water saturation evaluated by Zhang and Tchelepi's analytical solution ͑Eq. 56 in Ref. 3͒ and by the numerical approach of this study. In Fig. 3 , the standard deviation of log-transformed permeability is unity, the correlation scale ͑normalized by the domain dimension͒ is 0.1, and the viscosity ratio is 2. The statistical moments of the velocity for bounded domains are obtained with the single-phase flow model of Zhang and Winter. 4 ,5 Fig. 3 shows that the numerical moment-based method is in excellent agreement with the analytical solution. In cases of uniform mean flow, Dagan and Cvetkovic 1,2 and Zhang and Tchelepi 3 assumed that the correlation between travel time and transverse displacement could be ignored. Our numerical experiments support that assumption.
Five-Spot Case. We study the effect of permeability variability and viscosity ratio on the ensemble moments of water saturation and cumulative oil production for the five-spot case. Table 1 lists the values for the input parameters used in this example. The statistics of the log permeability field were selected to roughly conform, where applicable, to values used by Zhang and Tchelepi. 3 In cases ͑1͒ and ͑2͒, the standard deviation of log permeability, Y , is 0.5 and the viscosity ratio is 1 and 2, respectively. In cases ͑3͒ and ͑4͒, the standard deviation of Y is 1.0, and the viscosity ratio is 1 and 2, respectively. The dimensionless correlation scale is 0.1 in all cases.
The five-spot geometry yields a nonstationary velocity field even if the permeability field is stationary. 4 As a result, the statistical moments for travel time and transverse displacement are also nonstationary. In this case, the transverse displacement normal to the mean particle trajectory may not vary significantly due to boundary effects, however. Hence, for this particular case, we make the additional assumption that the variability of transverse displacement is negligible. The moment-based solution is compared with results from high-resolution Monte Carlo simulations ͑MCS͒ using 200 replicates of the permeability field. The perme- ability realizations were generated using Hydro -gen, a software developed by Bellin and Rubin. 15 We analyzed the statistics of the point values of both permeability and saturation throughout the computational domain. In all cases, we found that the means and variances converged to stable values after 45 to 50 realizations. Therefore, 200 replicates are expected to provide adequate sampling of the probability space. A total variation diminishing ͑TVD͒ finite-difference method 16 was applied to solve the governing equations of two-phase flow in heterogeneous reservoirs. In the Monte Carlo simulations, the total velocity field was fixed at steady state in order to conform to the assumption used by the moment-based approach.
Figs. 4 and 5 present comparisons of expected cumulative oil production between our Eulerian/Lagrangian moment-based method and MCS. The predictions of the moment method are in close agreement with those obtained from MCS. The relative error in Fig. 4 is less than 4%. Because cumulative recovery is an integrated response, details of the prediction errors may be masked. A more strict comparison can be made using the instantaneous oil production rate. Fig. 6 shows a comparison of the instantaneous mean water production rates obtained by the moment method and MCS. In this case, the viscosity ratio is 2, and the standard deviation of log permeability is 0.5 and 1, respectively. The overall agreement between the two methods is good. However, the numerical moment-based method predicts earlier breakthrough times than MCS. There are several possible reasons for this behavior, which is consistent across the cases we studied. It may be due to ͑1͒ general assumptions related to the momentbased development, ͑2͒ numerical dispersion associated with the saturation equation in the Monte Carlo simulations, and/or ͑3͒ statistical variations in the ensemble of realizations used for MCS. Fig. 7 shows the impact of different levels of permeability variability on the mean cumulative oil recovery. Increasing permeability variability leads to earlier breakthrough and lower oil recovery at a given time. This result is not surprising. As the variance increases, the contrast between the high and low permeabilities increases. These effects tend to enhance the bypassing ͑heterogeneity fingering͒ and lead to earlier breakthrough and lower recovery. It is important to remember, however, that the curves in Fig. 7 reflect the mean response of the ensemble. They are not comparisons between conventional ''deterministic'' simulations of two realizations that differ only in the permeability variability. Fig. 8 shows the impact of the viscosity ratio on the mean cumulative oil recovery. It suggests that increasing the viscosity ratio also results in earlier water breakthrough and less total oil recovery, similar to increasing the variance of the permeability field. This can be explained by the fact that increasing the viscosity ratio increases the variability of the two-phase velocity fields. That leads to enhanced bypassing, which is reflected in the ensemble mean flow response as enhanced heterogeneity-induced spreading, or dispersion. High-resolution Monte Carlo simulations also support these results.
Figs. 9 through 12 plot the expected water saturation and the associated variances for a dimensionless time, t d , of 0.24 pore volumes ͑PVs͒. Contours of mean saturation from both MCS and the moment method show that heterogeneity-induced dispersion smoothes out the saturation discontinuities. As the permeability variability increases, the water displacement front becomes smoother. Figs. 11 and 12 indicate that higher water saturation variances are concentrated near displacement fronts, which are areas of steep saturation gradients. Comparisons of results obtained from Monte Carlo simulations and the moment method indicate that the moment method overestimates the impact of permeability heterogeneity on water saturation to some extent; a similar phenomenon was discussed in comparisons of the instantaneous mean oil production rate.
The spatial and temporal distributions of saturation variance are important measures of the prediction uncertainty caused by incomplete knowledge of the permeability heterogeneity. The maximum saturation variance for the case shown in Fig. 12 is 0.13 while the variance of logpermeability, Y 2 , is unity. This strong attenuation of the input variance of permeability that is reflected by the statistics of the obtained flow response appears to be a consistent phenomenon for the cases we investigated. Similar attenuation of permeability variability has been observed in the second moments of pressure, velocity, and concentration in heterogeneous single-phase flows. 4, 7 These observations indicate that the flow ͑physics, geometry, wells, boundary conditions͒ has a significant dampening effect on the propagation of the uncertainty associated with permeability heterogeneity. This dampening effect may extend the applicability of the perturbation-based moment approach to relatively high levels of permeability variability. Further investigation of this hypothesis is ongoing.
Conclusions
Natural heterogeneity of medium properties and the sparsity of available field data cause prediction uncertainty in the flow response. Quantifying such prediction uncertainty and understanding how it propagates can provide valuable information in refining models and making better predictions. The permeability heterogeneity is considered to be the driving random force in this study. It leads to randomness in the velocity, water, and oil saturations and fractional flows, as well as the production rates of water and oil. In this article, we extended the stochastic analysis of immiscible two-phase displacement developed by Zhang and Tchelepi 3 to bounded domains with converging/diverging flow configurations due to the presence of wells. We provided expressions for the expected value and the associated uncertainty of the saturation distribution throughout the domain as well as the expected value for the oil production rate.
Due to the effects of boundary conditions and well settings, the total velocity field is nonstationary, and so are the moments of travel time and transverse displacement. Therefore, we developed a numerical solution approach for evaluating the moment expressions derived in this study. There are several major assumptions and approximations made in the moment method. ͑1͒ The moment method is based on first-order perturbation approximations, and that formally limits its application to relatively small variances in log permeability. ͑2͒ The total flow is at steady state, which implies neglecting saturation dependence in the total flow. Relaxing this assumption is a difficult challenge and is the subject of future research. ͑3͒ The effects of capillary pressure and gravity are negligible in our study.
Analytical solutions and Monte Carlo simulations were used to test this extended stochastic model and its numerical implementation in a uniform mean flow case and a five-spot case, respectively. Comparisons of the statistical moments for travel time, transverse displacement, and water saturation distribution show good agreement between the numerical moment method and analytical solutions in the case of uniform flow. Results for the fivespot case also indicate that the numerical moment-based method agrees well with the high-resolution Monte Carlo simulations. Compared to the MCS, the moment method appears to slightly overestimate the impact of permeability heterogeneity on flow performance.
It should be noted that Monte Carlo simulations require much more time than the moment method in performing stochastic analysis of two-phase flow in the five-spot case. The CPU time is about a week for performing 200 Monte Carlo simulations of two-phase flow with a high-order finite-difference TVD scheme on a high-end workstation. However, the computational time for the equivalent analysis by the moment equation approach is only a few hours on the same machine.
Our study with the moment method and Monte Carlo simulation confirms the result by Zhang and Tchelepi 3 that the introduction of permeability heterogeneity leads to heterogeneity-induced dispersion. The heterogeneity spreads, or smoothes, the water saturation profile in the ensemble sense, resulting in early water breakthrough and longer oil recovery time. As expected, as the level of permeability variability increases, the detrimental effect on recovery performance increases. The same is true for increasing the viscosity ratio.
Our results also suggest that the geometry, boundary conditions, and flow configuration help attenuate the level of variability implied by the input reservoir properties ͑e.g., permeability͒. That is, the statistics of the flow-related quantities of interest display smaller variabilities compared to those of the input statistics of static properties such as permeability. More work is needed in this area, but it does indicate a wide range of applicability of the perturbation-based moment approach for predicting the performance of heterogeneous reservoirs.
Nomenclature
C Y ϭ two-point covariance of log permeability Y f () ϭ probability density function of travel time f () ϭ probability density function of transverse displacement f (,) ϭ joint probability density function of travel time and transverse displacement f (q i ,,) ϭ joint probability density function of total flux, travel time, and transverse displacement f ( 1 , 1 ; 2 , 2 ) ϭ joint probability density function of travel time and transverse displacement for two particles f w ϭ wetting phase fractional flow f w Ј ϭ df w /ds H͓ ͔ ϭ Heaviside step function k ϭ absolute permeability k r n ϭ nonwetting phase relative permeability k r w ϭ wetting phase relative permeability L ϭ length of domain m ϭ viscosity ratio of nonwetting and wetting phase fluids Q n ϭ oil production rate of the production well 
Appendix-Derivation of Travel and Transverse Displacement Moments
We may expand the Lagrangian velocity around its mean path ͓x 1 ,͗(x 1 ;a)͔͘ by Taylor series,
where ЈϭϪ͗͘ with ͗Ј͘ϵ0.
With this, Eq. 20 can be rewritten as
͑A-2͒
Hence we have, to first order,
͑A-4͒
where ϭ(x 1 ;a). To derive these expressions, the coefficient of the variation of velocity must be ͑much͒ smaller than 1. With Eq. A-4, we obtain the variance for the travel time as 
͑A-14͒
Eq. A-14 leads to the expression for the transverse displacement variance given in Eq. 24 and other expressions in Eqs. 
