Abstract-This correspondence presents an optimal soft-in soft-out (SISO) decoding algorithm for the binary image of ReedSolomon codes that is based on Vardy and Be'ery's optimal soft-in hard-out algorithm. A novel suboptimal list-based SISO decoder that exploits Vardy and Be'ery's decomposition is also presented. For those codes with very high rate, which allows practical decoding with the proposed algorithms, the proposed suboptimal SISO significantly outperforms standard list-based decoding techniques in iteratively decoded systems.
cycle-free factor graph and thus an optimal SISO decoding algorithm [12] . As predicted by the Cut-Set Bound [13] , [14] , the proposed optimal algorithm is necessarily prohibitively complex for large codes; however, for small, high-rate RS codes the proposed algorithm has reasonable complexity.
Several authors have considered supoptimal SISO RS decoding algorithms. Fossorier and Lin's ordered statistics approach realizes a suboptimal SISO decoding algorithm for the binary image of RS codes [15] . Jiang and Narayan recently presented a suboptimal SISO decoding algorithm for the binary image of RS codes [16] ; however, although their algorithm provides soft outputs, there is no indication that these soft outputs are good in an iterative context. The present correspondence proposes a suboptimal list-based SISO decoding algorithm based on Vardy and Be'ery's decomposition. It is shown that for very high-rate RS codes, the proposed algorithm compares favorably to standard list decoding schemes in both complexity and performance.
The remainder of this correspondence is organized as follows. Section II reviews Vardy and Be'ery's decomposition and presents the proposed optimal SISO decoding algorithm. Section III presents the proposed suboptimal list-based SISO decoding algorithm and investigates its performance as a stand-alone decoder and as a constituent decoder in a turbo product code [17] . Section IV gives conclusions and suggests directions for future work.
II. OPTIMAL SISO DECODING OF RS CODES

A. The Vardy-Be'ery Decomposition
Let C RS be an (n = 2 m − 1, k, d = n − k + 1) RS code defined over GF (2 m 
and φ thus defines the binary image of C RS . The SIHO algorithms of [10] and [11] were motivated by structural properties of the generator matrix of the binary image of C RS . Vardy and Be'ery proved in [10] that a generator matrix of the binary image of C RS can be found with the structure shown in Figure 1 where B is k × n and generates C BCH . The first mk rows of this structure are block 2 diagonal. The last m(k −k ) rows of this structure are denoted glue vectors in [10] . The code generated by the glue vectors is denoted the glue code.
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D. Simulation Results
Throughout this work BPSK modulation over AWGN channels is assumed unless otherwise stated. Figure 3 compares the performance of the optimal SISO to Berlekamp-Massey harddecision decoder for the (7, 5, 3) Reed-Solomon code. At a BER of 10 −6 , the optimal SISO outperforms hard decoding by nearly 2 dB. The power of the optimal SISO lies in its performance in iterative systems. Figure 4 illustrates the block diagram of a Turbo-like code (TLC) formed by the serial concatenation of a (7, 5, 3) Reed-Solomon code and a differential encoder transmitted over a 3-tap ISI channel. Note that the inner SISO treats the differential encoder and ISI as a single code. Figure  5 illustrates the performance of this code for block lengths of 1050 and 5250 bits. I need a sentence defining the interleaver and one stating that this code exhibits the performance we expect. 
III. EXTENSIONS OF THE OPTIMAL SISO
In this Section, the optimal SISO is extended to codes that are closely related to Reed-Solomon codes. Section III-A presents an optimal SISO for shortened RS codes. Section III-B presents an optimal SISO for punctured RS codes. Section III-C presents a SISO for extended RS codes. Section III-D presents the Vardy-Be'ery decomposition in a more general framework that acts as a recipe for creating linear codes with efficient SISO decoding algorithms. 
IV. SUBOPTIMAL SISO DECODING OF RS CODES
For high rate Reed-Solomon codes (for example, the (n, n− 2, 3) and (n, n − 4, 5) code families) the complexity of the optimal SISO decoder presented in Section II is dominated by the size of the glue code. As an example, consider the (127, 125, 3) RS code: the parallel trellises have maximum state space size 128 while there are 2 14 valid coset configurations in the glue code. The decoding complexity can be dramatically reduced by considering only a subset of likely coset configurations rather than the exhaustive combination and marginalization described in Section II-C. Because the glue decode is decoded suboptimally, the reduced-complexity SISO is not optimal. Sections IV-A, IV-B and IV-C detail algorithms for generating lists of likely coset configurations. Simulation results of the suboptimal SISO as both a standalone decoder and in iterative schemes are given in Section IV-D.
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IV. SUBOPTIMAL SISO DECODING OF RS CODES
For high rate Reed-Solomon codes (for example, the (n, n− 2, 3) and (n, n − 4, 5) code families) the complexity of the optimal SISO decoder presented in Section II is dominated by the size of the glue code. As an example, consider the (127, 125, 3) RS code: the parallel trellises have maximum state space size 128 while there are 2 14 valid coset configurations in the glue code. The decoding complexity can be dramatically reduced by considering only a subset of likely Simulation results of the suboptimal SISO as both a standalone decoder and in iterative schemes are given in Section IV-D.
A. List Decoding of the Glue Code
Let M be the glue code corresponding to the RS code C RS defined as per (6) . Let M be the binary image of this code with generator matrix G M and parity check matrix H M . The structure of Figure 1 implies that a codeword in the binary image of C RS is formed by interleaving m codewords drawn from C BCH and adding a glue code codeword. Formally, define codes B and L over GF (2 m ) 1 :
B. Special Case
where E is the set of coset leaders of C BCH . The diagonal blocks of Figure Example: (7, 5, 3) RS Code: Let C (7, 5, 3) be the (7, 5, 3) RS code defined over GF (8) with generator polynomial g (7, 5, 3) 
3 have basis 1, α, α 2 . Specifically, with this basis: 1 → 100, α → 010 and α 2 → 001. The associated BCH code, C (7, 4, 3) , has roots α, α 2 and α 4 and thus has dimension 4 and minimum distance 3. A generator matrix for the binary 1 Throughout this correspondence, codewords are described interchangeably as n-tuples: c = (c 0 , c 1 , . . . , c n−1 ), and as polynomials in an indeterminant
image of C (7, 5, 3) with the structure shown in Figure 1 is: 
If the coset leaders of C (7, 4, 3) are labelled:
then the coset configurations that satify (3) are:
To illustrate that the glue vectors of (4) generate the coset configurations of (6), consider the binary sum of the three glue vectors:
(1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0) and note that:
The coset configuration corresponding to the sum of the glue vectors is thus ( 7 , 4 , 1 ) .
B. An Alternate Definition of the Glue Code
Let 0 , 1 , . . . , |E|−1 = E be the set of coset leaders of C BCH and let s 0 , s 1 , . . . , s |E|−1 = S be the corresponding set of syndromes where |E| = 2 n−k . The map between coset leaders and syndromes is defined by:
where H BCH is an n − k × n parity check matrix for C BCH and denotes matrix transposition.
Let T be the code obtained from L by replacing each coset leader l (j) by the corresponding syndrome t (j) = l (j) H BCH :
and t(β) = 0 for β ∈ α, . . . , α
m and is a subset of a basis for the mapping φ :
formed by interleaving m binary syndrome vectors to form an m-tuple of symbols drawn from GF (2 n−k ). The code defined by (9) has length m and is defined over GF (2 n−k ). The codes L and T are clearly closely related; the term glue code is used to denote L and T interchangeably throughout this correspondence. Codewords l(X) ∈ L and t(X) ∈ T must both satisfy l(β) = t(β) = 0 for β ∈ α, . . . , α d−1 . When considering the generation or encoding of a codeword, the L representation of the glue code is more useful as was demonstrated in the example of Section II-A. As will be seen in Sections II-C and III, however, when considering the decoding of a codeword, the T representation of the glue code is more useful.
Example: (7, 5, 3) RS Code: The glue code T of the (7, 5, 3) RS code is defined over GF (2 n−k ) = GF (8), has roots α, α 2 and is thus the (7, 5, 3) RS code shortened to length 3 with generator matrix:
over GF (8) . The columns of the binary image of G T can be rearranged so that the bits from each syndrome are grouped together yielding a generator matrix for the resulting binary code T that is systematic in t (1) (X): 
Eight syndrome 3-tuples, or syndrome configurations, are generated by G T :
The set of syndrome configurations in (12) are in one-to-one correspondence with the set of coset configurations in (6) 
C. RS Code Factor Graph
The generator matrix structure seen in Figure 1 implies a cycle-free factor graph for RS codes. The RS factor graph consists of m parallel n-stage binary trellises and an additional glue node as illustrated in Figure 2 where variables are represented by circular vertices, state variables by double circles and local constraints by square vertices. The binary trellises correspond to C BCH and are constructed using the Wolf method [18] . The final trellis stage is a 2 n−k -ary variable node corresponding to the cosets, or equivalently the syndromes, of C BCH . The node connecting the final trellis stages corresponds to the glue code.
Coded bits are labeled {c −1;j=1,. ..,m and uncoded bits are similarly labeled {a
If there is no a priori soft information on uncoded bits then the corresponding sections of the factor graph are ignored. If there is a priori soft information on uncoded bits and if a systematic encoder is used then the equality constraints in the corresponding sections of the factor graph enforce a
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III. EXTENSIONS OF THE OPTIMAL SISO
This section is TBD. This section will include all of the obvious extensions of the RS code that Alex and Tom talked about: shortened RS codes, lengthening etc. I thought it might also be useful to present Visha's code construction and then say that this type of SISO can be applied to any such constructed code.
IV. SUBOPTIMAL SISO DECODING OF RS CODES V. COMPARISON OF THE KOETTER-VARDY SIHO
This section is mostly TBD. Here I wanted to tabulate the complexity of our SISOs and then compare, in the case of (n, n−2) and (n, n−4) codes the complexity vs. performance tradeoffs between our SISO and the Koetter-Vardy algorithm. I have included a few plots in this draft that show our SISO vs. the KVA. One thing to stress is that the KVA does not lend itself to a SISO extension -I talked to Ralf Koetter about this at CTW or an application of the Chase algorithm because although the KVA is a list decoder, the list of candidate codewords produced by the algorithm is often just 1 or 2 (this has been shown in the literature).
APPENDIX
I think two appendices are in order: 1) an explanation of the shortest path algorithm used 2) a development of the complexity measures used for the Koetter-Vardy algorithm -I worked on this measure last summer for Trellisware
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IV. SUBOPTIMAL SISO DECODING OF RS CODES
A. List Decoding of the Glue Code
Let M be the glue code corresponding to the RS code CRS defined as per (6) . Let M be the binary image of this code with generator matrix G M and parity check matrix H M . 
B. Special Case
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Reed-Solomon code factor graph based on the Vardy Be'ery decomposition.
In [10] Vardy and Be'ery noted that generator matrices with the structure shown in Figure 1 can be found for any code containing a subfield subcode. Accordingly, there exist factor graph representations similar to that shown in Figure 2 for codes containing subfield subcodes. Specifically, such factor graphs can be found for shortened and extended RS codes [19] .
D. Optimal SISO Decoding
Using the factor graph shown in Figure 2 , the following (non-unique) message passing schedule ensures optimal SISO decoding. An inward recursion is performed on each trellis in parallel corresponding to the forward recursion of the standard forward-backward algorithm (FBA) on a trellis. The forward state messages for the the final state then act as soft input to an optimal SISO decoding of the glue code. The backward state metrics of the trellises are initialized with the soft output of the glue code SISO decoder. The outward recursion on each trellis is then performed in parallel corresponding to the backward recursion of the standard FBA. After the forward and backward metrics are computed at each trellis state, 4 soft-out information on coded (and possibly uncoded) bits is obtained as per the FBA.
Optimal SISO decoding of C RS requires optimal SISO decoding of the glue code. One such optimal SISO decoder uses a trellis. When |T | is small, a trellis need not be used and the SISO decoding of the glue code proceeds as follows. The metric associated with each valid syndrome configuration t ∈ T is computed by combining soft input information on the individual syndromes. The soft output on each syndrome is then found by marginalizing over all configurations consistent with that syndrome. This process is denoted exhaustive combination and marginalization.
E. Complexity of the Optimal SISO
The complexity of SISO decoding of RS codes using a Wolf trellis grows as the number of trellis states [20] :
For most RS codes, the complexity of the proposed optimal SISO decoder is dominated by the complexity of the glue code SISO decoder. If the glue code is decoded via exhaustive combination and marginalization then the complexity of the glue code SISO grows as the number of glue codewords:
. If the glue code is decoded with a trellis then the complexity of the glue code SISO grows as the number of states in the glue code trellis representation: 2 m(n−k) . The complexity of the proposed optimal SISO decoder thus grows as:
For RS codes where k − k ≤ n − k, the proposed optimal SISO decoder is much less complex than trellis decoding. This set includes the (7, 3, 5), (7, 5, 3) , (15, 9, 7) , (15, 11, 5) and (15, 13, 3) codes. For larger RS codes, the complexity of the Wolf trellis and proposed SISO decoders both grow as O 2 m(n−k) and neither decoder is practically realizable in accordance with the Cut-Set Bound [13] , [14] . Moreover, the Cut-Set Bound precludes the existence of any practically realizable optimal SISO decoding algorithms for large RS codes.
A more specific complexity comparison is made by first estimating the number of real operations required by the FBA on an N -stage, S-state Wolf trellis. The forward and backward recursions each require 1 add-compare-select operation, or 3 real operations, per-state, per-stage [11] . The completion step requires 2 log 2 S real operations per stage. Exhaustive combination and marginalization of a length m code requires 2m real operations per codeword. Table I compares the complexity of the proposed optimal SISO and Wolf trellis decoders for a number of RS codes. Complexity is given as the base-2 logarithm of real operations per codeword.
III. SUBOPTIMAL SISO DECODING OF RS CODES
For high-rate RS codes, the complexity of the proposed optimal SISO decoder is dominated by the complexity of the optimal glue code SISO decoder. Practically realizable suboptimal SISO decoding algorithms for high-rate RS codes can be developed by replacing the optimal glue code SISO decoder by a suboptimal glue code SISO decoder. This correspondence proposes such a decoder that uses a list-based glue code SISO decoder. List-based SISO decoders for linear block codes have been examined extensively in the literature (see, for example, [21] and the references therein). List-based SISO decoders first produce a list of likely codewords K ⊂ C and then perform the marginalization described in Section II-D over K rather than all codewords C. The complexity of list-based SISO decoders depends on K = |K| and can thus be controlled.
A. Generic Glue Code List Generation
The generation of K is the most difficult design aspect of list-based SISO decoders [21] . The following presents a generic approach to list generation for the glue code.
As described in Section II-B, codewords of T are BCH syndrome m-tuples (or configurations). Specifically, let w be the syndrome configuration:
where S is the set of BCH syndromes. Associated with w is the syndrome configuration metric:
where MI[s
w ] is the final state metric corresponding to the syndrome s Recall from Section II-B that the set of all syndrome configurations is a superset of the glue code T . Algorithm 1 generates a list of likely codewords by generating a list of likely syndrome configurations and throwing out those configurations not contained in T . The next shortest path algorithm described in [23] is used obtain the likely syndrome configurations; this algorithm was used successfully for list detection in multiple access channels in [24] . 
B. Glue Code List Generation for (n, n − 2, 3) RS Codes
Algorithm 1 is inefficient because in order to generate a list of K codewords, many more than K syndrome configurations must be generated. The following presents a reducedcomplexity list generation algorithm for the glue codes corresponding to the (n, n − 2, 3) RS codes that exploits the algebraic structure of T . The authors have developed similar reduced-complexity glue code list generation algorithms for the glue codes corresponding to the (n, n − 4, 5) RS codes and the (15, 9, 7) code [19] ; these are omitted for the sake of brevity.
Let 
For the (n, n − 2, 3) RS codes, the glue code T is, therefore, a length m code defined over GF (2 m ) with roots α, α 2 .
, the dimension of the glue code is m − 2 and T is a shortened (n, n − 2, 3) RS code.
As per the example of Section II-B, let G T generate T over GF (2 m ) and let G T be the binary image of G T with columns reordered so that bits from each syndrome are grouped together. For the specific (n, n − 2, 3) RS codes considered in this correspondence, binary generators matrices that are systematic in the bits corresponding to t (1) , . . . , t
were obtained. Define a syndrome sub-configuration, w |m−2 , as the first m − 2 elements of a syndrome configuration w ∈ S m :
Associated with w m−2 is the syndrome sub-configuration metric:
w ] is defined as per Section III-A. Algorithm 2 generates a list of likely codewords by generating a list of likely syndrome sub-configurations and exploits the structure of T to determine a glue code codeword corresponding to each sub-configuration. Note that only K sub-configurations need be generated since each sub-configuration generates a single codeword. Also note that the lists of codewords produced by Algorithms 1 and 2 may not be identical since Algorithm 2 uses metrics from only m − 2 trellises in its shortest path search. 
Input
C. Simulation Results and Discussion
In this section the performance of the proposed suboptimal SISO decoder is compared to that of both the proposed optimal SISO decoder and the standard list-based SISO decoder. Note that the list generation algorithms described in Section III-B are used rather than Algorithm 1. Binary antipodal signaling over AWGN channels is assumed throughout. Figure 3 compares the performance of the three algorithms when used as stand-alone decoders for the (15, 13, 3) and (15, 11, 5) codes. The glue codes of the (15, 13, 3) and (15, 11, 5) contain 256 and 65536 codewords respectively. A negligible performance loss is incurred by the proposed suboptimal decoders when respective glue code list sizes of 32 and 1024 are used. Observe that the standard list-based SISO decoder with list size 1024 incurs a 0.5 dB loss with respect to the proposed algorithms. Generating 1024 codewords of the (15, 11, 5) glue code, which is a length 4 code over GF (256), is substantially less complex than generating 1024 codewords of the (15, 11, 5) code over GF (16) .
The proposed suboptimal SISO was also compared to the proposed optimal SISO for the (31, 29, 3) and (63, 61, 3) codes. It was found that respective glue code list sizes of 64 and 128 were required in order to approximate optimal performance for these codes. In order to investigate the quality of soft-out information produced by the proposed suboptimal SISO decoder, its performance was compared to that of the proposed optimal and standard list-based SISO decoders in an iteratively decoded system. Specifically, a rate 13 17 (15, 13, 3) × (15, 13, 3) ReedSolomon turbo product code was considered with input block length 2704 bits. A high-spread pseudo-random bit-level interleaver was constructed using the real-relaxation optimization method described in [25] . Figure 4 illustrates the performance of the iterative turbo product decoder after 10 iterations using five different RS SISO decoders: the proposed optimal SISO, the proposed suboptimal SISO with glue code list sizes 32 and 64 and the standard list-based SISO with list sizes 256 and 1024. With a list size of 64, the decoder employing the suboptimal SISO incurs a negligible loss with respect to the decoder employing the optimal SISO. With a list size of 256, the decoder employing the standard list-based SISO performs approximately 0.3 dB worse than the decoder employing the optimal SISO at a bit error rate of 10 −4 ; increasing the list size to 1024 narrows, but does not close, this performance gap. Generating 64 codewords of the (15, 13, 3) codeword, which is a length 4 code defined over GF (16) , is much less complex than generating 1024 codewords of the (15, 13, 5) code over GF (16) .
IV. CONCLUSIONS AND FUTURE WORK
In this correspondence an optimal soft-in soft-out decoding algorithm for Reed-Solomon codes has been proposed. The proposed optimal SISO decoder employs a cycle-free graphical representation that is an alternative to conventional trellisbased decoding. As predicted by the Cut-Set Bound, the proposed optimal SISO is of reasonable complexity only for small, high-rate codes. Suboptimal SISO decoding algorithms for RS codes were thus motivated.
A suboptimal SISO decoder for high-rate RS codes that exploits Vardy and Be'ery's decomposition of the binary image of RS codes [10] was also proposed. This suboptimal SISO was found to outperform a standard list-based SISO decoding algorithm as a stand-alone decoder and as a constituent SISO decoder in a turbo product code. Furthermore, the complexity of glue code list generation is less than that of standard list generation for the RS code because the glue codes have length m whereas the full RS codes have length 2 m − 1. An interesting area for future work is to investigate the use of softin soft-out ordered statistics decoding [15] of the glue code and to compare the resulting suboptimal SISO with a SISO employing ordered statistics decoding of the full RS codes.
The proposed suboptimal algorithm is of practically realizable complexity only for very high-rate codes. However, very high-rate RS codes are highly relevant as component codes in iteratively decodable systems. The Cut-Set Bound precludes the existence of practically realizable optimal SISO decoders for large Reed-Solomon codes and the search for effective graphical models with cycles -and thus effective suboptimal SISO decoders -for RS codes remains an interesting open problem.
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