Variable selection techniques for the classical linear regression model have been widely investigated. Variable selection in fully nonparametric and additive regression models have been studied more recently. A Bayesian approach for nonparametric additive regression models is considered, where the functions in the additive model are expanded in a B-spline basis and a multivariate Laplace prior is put on the coefficients. Posterior probabilities of models defined by selection of predictors in the working model are computed, using a Laplace approximation method. The prior times the likelihood is expanded around the posterior mode, which can be identified with the group LASSO, for which a fast computing algorithm exists. Thus Markov chain Monte-Carlo or any other time consuming sampling based methods are completely avoided, leading to quick assessment of various posterior model probabilities. This technique is applied to the high-dimensional situation where the number of parameters exceeds the number of observations.
Introduction
The literature abounds in variable selection methods for the linear model; see, for example, Miller (2002) and George (2000) . One particular method that has generated a substantial amount of research is the Least Absolute Shrinkage and Selection Operator or LASSO (Tibshirani, 1996) . This method involves minimizing penalized sums of squares where the penalty is the sum of the absolute values of the coefficients. For certain values of a tuning parameter, the minimizer of this penalized sum of squares can set one or more coefficients exactly to zero, and thus remove those variables from the model. A fast computing algorithm for the LASSO is given by a modification of the Least Angle Regression (LARS) algorithm (Efron et al., 2004) . Many other variable selection approaches are variations on this penalized regression theme and typically differ from the LASSO by varying the form of the penalty; see, for example, Breiman (1995) , Fan and Li (2001) , Zou and Hastie (2005) , Zou (2006) , Bondell and Reich (2008) , Hwang et al. (2009) and so on.
In many practical applications, the linear model setting is too restrictive and nonparametric regression models are preferred. In the recent years, several authors have proposed variable selection techniques for fully nonparametric regression. Friedman (1991) uses a forward stepwise regression procedure to construct a regression function from "reflected pairs" of basis functions. Linkletter et al. (2006) define the covariance function of a Gaussian process to be a function of individual predictors. Variables are selected by inclusion or exclusion from the covariance function. Lafferty and Wasserman (2008) use derivatives of the nonparametric function estimates with respect to smoothing parameters to find sparse solutions to the nonparametric variable selection problem.
Although, fully nonparametric regression models are attractive in that they make relatively few assumptions about the regression function, they also lack the interpretability of the classical linear model. Additive models (Buja et al., 1989; Hastie and Tibshirani, 1990; Stone, 1985) provide a nice compromise between the restrictive linear model and the fully flexible nonparametric model. The additive model assumes that each predictor's contribution to the mean of the response can be modeled by an unspecified smooth function, thereby retaining some of the benefits of fully nonparametric regression. Additive models retain some of the benefits of interpretability found in classical linear models because each predictor has its own functional effect on the response. In addition, the simplifying assumptions of additive functional effects allow additive models to avoid the curse of dimensionality. Additive models can also be extended to smoothing-spline ANOVA (SS-ANOVA) models that allow for higher order interactions among the predictors (Barry, 1986; Gu, 2002; Wahba, 1990) .
A handful of variable selection techniques exist for additive models. Chen (1993) develops a bootstrap procedure for model selection in SS-ANOVA models. Shively et al. (1999) develop a Bayesian model where the functional effect of each predictor is given a prior with a linear component and a nonlinear Wiener process component. Shi and Tsai (1999) give a modified version of Akaike's Information Criterion (AIC) (Akaike, 1974) suitable for selection of regression models with linear and additive components. Gustafson (2000) presents a Bayesian variable selection technique for regression models that allow predictors to have linear or functional effects and two-way interactions. Wood et al. (2002) develop a Bayesian method, based on the Bayesian Information Criterion (BIC) (Schwarz, 1978) , for selecting between a linear regression model, a model with additive functional effects, or a fully nonparametric regression model. Lin and Zhang (2006) present the Component Selection and Smoothing Operator (COSSO) which is a generalization of the LASSO based on fitting a penalized SS-ANOVA model where the penalty is the sum of norms of the projection of each functional component into a partition of the model space. Belitz and Lang (2008) propose algorithms for variable selection and choosing the degree of smoothness in the regression models with structured additive predictors. Marra and Wood (2011) use shrinkage methods along with an extension of the non-negative garotte estimator for generalized additive models. Reich et al. (2009) develop a Bayesian variable selection technique for SS-ANOVA models with Gaussian process priors. Yuan and Lin (2006) present a variable selection technique, called the group LASSO, for predictors that form natural groupings (e.g., sets of dummy variables for factors). Avalos et al. (2003) also develop a similar procedure for the special case of additive models using a B-spline basis. The group LASSO is a penalized least-squares method that uses a special form of penalty to eliminate redundant variables from the model simultaneously in pre-specified groups of variables. More specifically, let Y be an n × 1 vector of responses, X j is an n × m j matrix of variables associated with the jth predictor (which may be stochastic or nonstochastic) and β j is an m j ×1 vector of coefficients.
Then group LASSO minimizes
where β = (β 1 T , . . . , β g T ) T and g is the number of groups. Yuan and Lin (2006) show that for some values of the tuning parameter λ, the solution to (1) includes β j = 0 for some subset of j = 1, . . . , g. Other penalized approaches for variable selection in nonparametric additive regression models are also available (Meier et al., 2009; Ravikumar et al., 2009) . Huang et al. (2010) consider variable selection in nonparametric additive regression models using a generalization of the adaptive LASSO (Zou, 2006) to the group LASSO (Yuan and Lin, 2006) , called the adaptive group LASSO, and give conditions for consistent selection of the components in the underlying model.
One drawback of most variable selection methods is that they do not provide a measure of model uncertainty. Variable selection methods typically give one model as the best, without giving some measurement of uncertainty for this estimated model. The exceptions to this are methods that follow the Bayesian paradigm. They typically provide a measure of model uncertainty by calculating the number of times a particular model is visited in the posterior draws from a Markov chain Monte Carlo (MCMC) simulation (George and McCulloch, 1993) . However, MCMC methods are computationally expensive when a large number of variables are involved and it can be hard to assess convergence when MCMC methods must traverse a space of differing dimensions. In fact, when the model dimension is very high, most MCMC based methods break down.
In this paper, we present a method for calculating approximate posterior model probabilities without having to draw MCMC samples. We use a multivariate Laplace prior on the coefficients of the functions in the model. In a linear model with normal errors, it is well known that when using independent univariate Laplace priors, the posterior mode coincides with the LASSO. Similarly the group LASSO can be viewed as the posterior mode with respect to some appropriate multivariate Laplace prior. The prior dependence in the components induces the grouping structure in the group LASSO. In additive models, we expand functions in a suitable basis such as the spline basis, and put a multivariate Laplace prior on the coefficients of the model. The coefficients of functions of the same predictors are taken to be a priori dependent, but coefficients of functions referring to different predictors are taken to be a priori independent. This introduces a natural grouping of variables formed by basis expansion of function of original predictor variables, for which the group LASSO is the posterior mode. We use Laplace's method of approximation of integrals by expanding the integrand around its maxima, thus avoiding costly MCMC simulations. Our method may be viewed as a generalization of the method of Yuan and Lin (2005) , who develop a similar method for the classical linear regression model, by using Laplace's approximation around the standard LASSO. However, the main focus of Yuan and Lin (2005) was to obtain an empirical Bayes estimate of the tuning parameter of LASSO using the Bayesian approach. In contrast, our interest is truly in obtaining posterior probabilities of various models. By obtaining posterior probabilities of various models, we can also perform Bayesian model averaging, which is typically preferred in prediction due to its ability to incorporate uncertainty in model selection. Some other models, such as the median probability model are often of interest as well. The median probability model is defined as the collection of all variables whose individual selection probabilities are at least one half, and is known to possess better prediction properties than the maximum a posteriori model (Barbieri and Berger, 2004) .
We organize the paper as follows. In Section 2, we formally discuss the model and prior distribution, and describe the Laplace approximation method, along with the method of estimation of error variance and the tuning parameter in the multivariate Laplace prior in Section 3. In Section 4, through a simulation study we investigate which models carry appreciable posterior probabilities. A real data analysis is presented in Section 5.
Model Formulation and Prior Specification
We consider a regression model Y = f (X) + ε, where X = (X 1 , . . . , X p ) is a set of p-predictors and random errors ε ∼ N (0, σ 2 ), where N stands for the normal distribution. We assume that the regression function has an additive form f (x) = p j=1 f j (x j ). We suspect that all predictors X 1 , . . . , X p may not be relevant, so we consider various submodels corresponding to each subcollection of predictors. Let γ = (γ 1 , . . . , γ p ) stand for the vector containing the p variable selection parameters γ j , where γ j = 1 if predictor j is in the model and γ j = 0 otherwise. Let k = p j=1 γ j stand for the number of predictors included in the model described by γ. Then we may represent the joint density of (Y, γ) given X = x in a hierarchical fashion as
where x γ denote the vector of the values of the selected predictors, that is,
If the individual regression functions f j (x j )'s are reasonably smooth, they can be expanded in a convenient basis {ψ j,1 , ψ j,2 , . . .} up to sufficiently many terms, leading to representations of the form
We shall specifically work with the flexible and convenient B-spline basis functions. The number of terms m j corresponding to x j here acts as a tuning parameter -larger values of m j reduce bias, but the increased variability of the estimates of corresponding regression coefficients may reduce the accuracy of the estimated function. Let m 0 = p j=1 m j . We obtain n independent observations whose values are denoted by Y = (Y 1 , . . . , Y n )
T and the corresponding values of the p predictor variables as X i1 , . . . , X ip , i = 1, . . . , n. We can write the basis functions in a matrix as
and the coefficients as a vector
The coefficients of the basis expansion of functions f j not selected by γ are all zero. Let β γ denote and non-zero coefficient values and let Ψ γ denote the matrix obtained from Ψ by discarding the columns corresponding to the irrelevant predictors. Then the model is representable as
where J γ = {j : γ j = 1}, I n is the identity matrix of order n and m γ = j∈Jγ m j . Without additional information, we view the functions f 1 , . . . , f p as twice continuously differentiable, the usual level of smoothness people are visually able to confirm. In such a case, the bias with m terms decays like m −2 , while the variance decays like m/n, leading to the optimal rate for the tuning parameter m to be n 1/5 . In practice, the value of m is chosen using crossvalidation, which we shall follow as well. Let x = √ x T x and 1l A (·) is the indicator function of a set A. We consider the prior for β j to be degenerate at 0, or to have Lebesgue density given by a multivariate Laplace distribution (Ernst, 1998) , depending on whether γ j = 0 or γ j = 1, that is,
Thus, for the full coefficient vector β, the prior density p(β|γ) (with respect to the product of sums of the counting measure at 0 and the Lebesgue measure) is
The final piece of our hierarchical specification is a prior distribution on all models γ. We let the prior probabilities be
where q ∈ (0, 1) and d γ is a measure of dependence among the |γ| variables in the model. The value of q indicates the propensity of a variable being selected in the model. While in lower dimensional models, q = 1 2 seems to be a reasonable default choice, much smaller values should be used in high dimensional models due to sparsity considerations. In other words, q stands for the prior guess for the proportion of relevant variables in the model. In our analysis, we shall take q always as given rather than an unknown hyperparameter. The quantity d γ in our specification is similar in spirit to the term det (X T γ X γ ) in the model formulation of Yuan and Lin (2005) , where X γ = ((x ij )) 1≤i≤n, j∈Jγ . In their formulation, the term det (X T γ X γ ) is small for models which contains at least a pair of highly correlated, and therefore redundant, predictors.
Because we are looking beyond linear models, correlation is no longer the most appropriate measure to look at. A useful analog of the correlation coefficient in the nonlinear setting is given by the Kendall's tau coefficient, which is particularly good at picking up monotone relationship. We shall therefore work with the choice d γ the determinant of the matrix of Kendall's tau for all pairings of predictors in model γ. More formally, let κ jl be Kendall's tau for the pair of vectors x j and x l and let K = ((κ jl )). Then we choose d γ = det(K γ ), where K γ is a submatrix of K corresponding to nonzero elements of γ. The following result shows that the matrix K, and hence all submatrices K γ , are non-negative definite. Therefore the factor d γ = det(K γ ) ≥ 0 justifies the specification of model prior probabilities by relation (9).
Lemma 2.1. The matrix K = ((κ jl )) is always non-negative definite.
Proof. By definition of Kendall's tau coefficient, the (j, l) th element of K is given by
n(n − 1) , j, l = 1, 2, . . . , p, since sign(0) = 0. It suffices to show that for any a 1 , . . . , a p ,
The expression is equal to
This shows that K is always non-negative definite.
The term d γ penalizes redundant models that have a high degree of dependence among the predictors. Measures of nonlinear association obtained from the empirical copula between pairs of predictors, may also be used instead of Kendall's tau.
We note that there have arisen two philosophies with regard to redundant predictors. The first is that if two predictors are highly related, then one or the other should be included in the model but not both. This philosophy is exemplified by the approach of Yuan and Lin (2005) . The other philosophy is that if two predictors are highly related, then they should both be included in the model as a group (or excluded from the model as a group). This approach is exemplified by Zou and Hastie (2005) and Bondell and Reich (2008) .
Thus, we explored a few other variations to the prior on γ. For example, one method assumed an ordering to the predictors-for example, least costly to measure to most costly to measure-and penalized models that included "higher-cost" predictors that were highly correlated with excluded predictors of "lower cost". In our simulation studies, however, we did not find significant differences arising out of these different priors and hence those results are not presented.
Posterior Computation
With the model formulation and prior specification as in the last section, using the normal likelihood for Y as in equation (6) and equations (8) and (9), we can now write the joint posterior density p(β γ , γ|Y ) for β γ and γ given Y as proportional to
The marginal posterior probability for model γ can be obtained by inte-grating out β γ , that is,
with
The integral in (11) can be approximated using the Laplace's approximation. Let β * γ denote the group LASSO solution, that is,
Put u = β γ − β * γ . Substituting this quantity into (11) gives the expression
where Y * = Y − Ψ γ β * γ and β * j and u j are the elements of β * γ and u that correspond to the basis functions of the jth predictor, j ∈ J γ . Let
Clearly f (u) is minimized at u = 0 by definition, and
where the m γ × m γ matrix A γ is given by
I jj is the identity matrix of order equal to the length of the jth predictor and O jl is a matrix of zeroes with the number of rows equal to the length of the jth predictor and the number of columns equal to that of the lth predictor, j, l ∈ J γ . The above equations can be used to apply Laplace's approximation to the quantity in (14), which gives
Substituting (16) in the above quantity, the marginal posterior probability p(γ|Y ) for γ is approximately proportional to
Plugging in the expressions for C(Y ) and B(γ) from (12) in the equation above, we get
The approximation in (18) holds only if all components of β * γ are non-zeroelse the derivative in (16) does not exist. This happens when the group LASSO sets one or more of the elements of β γ to 0. Yuan and Lin (2005) , in the context of linear models, define a "nonregular" model as any model where at least one coefficient is set to zero by the LASSO, and they show that in the special case of an orthogonal design matrix, for every nonregular model γ, there exists a submodel γ * of γ with only those predictors in γ whose coefficients were not set to zero by the LASSO, with higher asymptotic posterior probability. Thus such nonregular models may be ignored for the purpose of posterior model probability maximization. Note that any nonregular model is also counted as a regular model corresponding to the index γ * . Similarly, we define a nonregular additive model as any model γ for which β * j = 0 for at least one j ∈ J γ . For a given λ, any nonregular model is essentially equivalent to the submodel that has removed predictors whose coefficients were set to zero by the group LASSO. Therefore, we need not calculate posterior probabilities of the nonregular models. Since we discount these nonregular models, while normalizing to obtain the expression for p(γ|Y ) [see equation (18)] over different γ's, we consider only the regular models. Thus for any (regular) model γ,
3.1. Estimation of λ and σ
2
The joint density of the observation and the coefficient vectors conditional on all other model parameters is given by
Integrating out β γ we get
Using Laplace's approximation as in (18), we have,
If we set γ in (22) equal toγ λ , the model chosen by the group LASSO for a given λ, then maximizing (22) with respect to σ 2 , we obtain an estimate of
Substituting (23) back into (22) and taking −2 times the natural logarithm of (22) gives
For m j = m for all j = 1, 2, . . . p, the above expression for h(λ) becomes
In applications, we shall, for simplicity, restrict to the situation m j = m for all j = 1, 2, . . . , p, and choose m by cross-validation. An estimate of λ can then be found by minimizing (25) by a grid search, for instance.
Simulations have shown that choosing λ based on (25) results in overparametrized models (see Table 1 in Section 4). Therefore, we suggest using the BIC criterion for selecting λ (Schwarz, 1978) . The BIC criterion in our case for normally distributed errors is given by
is the least squares estimate of the regression coefficients based on the model selected by the group LASSO. Alternatively, we can slightly modify (25) by adding a logarithmic penalty term as in BIC, so that λ is chosen by minimizing h(λ) + m|γ λ | log n.
We refer to the criterion in the above equation as the penalized maximum likelihood criterion. The difference in the two are that in the BIC, maximization is performed with respect to β γ , while in (27), β γ is integrated out. If the posterior density of β γ concentrates near the maximizer in large samples, as it happens in fixed dimensions, the integral in (21) can be approximated by the value of the integrand at the maximizer. Hence the two criteria becomes asymptotically equivalent.
Remark 3.1. Below we give a heuristic argument why the Laplace approximation may be trusted even when the dimension of the parameter space goes to infinity.
The original Laplace approximation was developed for a fixed dimensional setting, but in the high dimensional context, it is natural to think that the dimension p n → ∞. Shun and McCullagh (1995) show that in many common situations, the error in the Laplace approximations converges to zero even when p n → ∞, provided that p n = o(n 1/3 ). In the present context, although p n can be much larger than n, sparsity of the true model typically will lead to a sparse structure of the modelγ n selected by the group LASSO. Since we apply the Laplace approximation to regular models only, which are necessarily submodels ofγ n , it follows that we only need to control the size |γ n | ofγ n appropriately. More formally, assume that 1. Sparsity of the true model γ = γ 0 : |γ 0 | = s n n p n ; 2. Group LASSO is screening consistent for model selection, in the sense that P(γ 0 ⊂γ n ) → 1; 3. |γ n | = O P (r n ), where r n = o(n 1/3 ).
Then under the above assumptions, the error in the Laplace approximation converges to zero in probability, and all genuine predictors are included in the class of models being considered, with probability tending to one.
Simulation Study
To examine the performance of our method of computing approximate posterior probabilities, we conduct two simulation studies, where all computation is executed in the R statistical programming language. We simulate data sets from a model with 5 "active" predictors and 5 "inactive" predictors in the first case, and with 5 "active" predictors and 495 "inactive" predictors in the second case. The purpose of the second study is to check the performance of the proposed method in the high-dimensional situation under sparsity. Thus the model may be written as
where p = 10 in the first scenario and p = 500 in the second, true value of σ is 1, and
f 5 (x) = −32(x − 0.5) 2 /4 + 1, and
Note that each f j is scaled to lie in [−1, 1] when x ∈ [0, 1]. This simulation model is taken from Shively et al. (1999) . We generate n samples where n = 100, 200, 500. The X ij variables are generated from two different sampling schemes. The first scheme-the independent X scheme-generates each X variable independently from the standard uniform distribution. The second scheme-the AR(1) scheme-generates the ith row of the X matrix from a multivariate normal distribution with an AR(1) covariance structure with variancecovariance matrix Σ ij = 0.7 |i−j| . The value of q is taken to be 0.5 throughout for low dimensional examples and 0.2 for the high dimensional example. Smaller value of q is chosen for the latter case in order to induce more sparsity through the model selection prior. We also perform a sensitivity analysis for the prior of the model by choosing q to be 0.2 and 0.8 for the low dimensional examples.
For each of the X-matrix-generating schemes, we simulate 500 data sets and calculate approximate posterior model probabilities. We record the proportion of times that the model with the highest posterior probability (denoted by "Approx.Bayes" in the tables) is the true model. For the low dimensional examples, we present results with the value of the group LASSO penalty parameter λ selected using two different methods, one by minimizing the penalized marginal likelihood for λ as given by equation (27) (denoted by "Approx.Bayes1"), and the other using the BIC criterion (26) (denoted Table 1: Table corresponding to group LASSO method), and results corresponding to the Reversible Jump MCMC (RJMCMC) algorithm. As discussed in Section 3, we neglect the nonregular models, that is, the models for which some of the predictors with positive prior probabilities were not selected by the group LASSO. The posterior probabilities are re-normalized accounting only for the regular models. Tables 4 and 5 present the sensitivity analysis results for different choices of the parameter q using both the penalized likelihood criterion and the BIC criterion for selecting the penalty parameter λ. Overall, the group LASSO and the model with the highest posterior probability are similar (almost exactly the same) in the number of "active" predictors that are selected. The model with the highest posterior probability tend to select less "inactive" predictors than the group LASSO. The difference between the two methods in this regard is not large, but the trend is persistent across all the simulations and across all sample sizes. For the low dimensional examples, we note that the approximate Bayes method seems to produce better results when the BIC criterion is used for selecting λ in comparison to the same using the penalized marginal likelihood criterion in the independent covariate structure, although the latter criterion produces better results for smaller sample sizes in the AR(1) covariate structure. Though the two criteria given as in (26) and (27) are supposed to be asymptotically equivalent for fixed dimensions, their fixed sample properties may differ significantly. The approximate Bayes method results in over-parametrized models when λ is chosen using equation (25) as seen from Table 1 , and hence we do not adopt this technique for choosing λ in the other examples. For the high dimensional situation, we note that though the true model is selected only in approximately 4-11% for our proposed method, the corresponding rates for the fully Bayes method of Reich et al. (2009) are zero with much larger Error II rates. Further, the latter fails to give an output due to computer memory problems when both the sample sizes and the number of parameters are high. The BIC criterion in (26) suffered from memory problems in the high dimensional setting in at least one of the replications, when the group LASSO selects a model having dimension higher than the sample size. In such a situation, the penalized likelihood criterion works well as shown in the simulation results (Table 3 ). In lieu of the results obtained from the simulations, we propose to use the BIC criterion for the low dimensional examples and the penalized criterion for the high dimensional one. From the sensitivity analysis results we can see that the choice of q has hardly any effect on the results for the BIC criterion. For the criterion based on (27), the choice of q affects the two different errors, that is, failing to include an active predictor or incorrectly including an inactive predictor in the model. Lower value of q prefers lower dimensional models and hence incurs more error by excluding active predictors but at the same time has lower error rate for including inactive ones. The average number of times the true model is selected in such cases are almost comparable for different values of q. We have also tried to find out the model posterior probabilities using the Reversible Jump MCMC (RJMCMC) algorithm, but the corresponding results are far from being reliable, as this algorithm failed to visit the true model or any model close to that with appreciable probability. The corresponding results for the low dimension independent covariate structure are shown in Table 1 . For n = 500, the algorithm failed to give an output. The RJMCMC algorithm produces similar results in the other situations, and hence we exclude the results for brevity.
Illustration with Real Data
We demonstrate our method on the NIR data set from Liebmann et al. (2009) . The data set is also available in the R package 'chemometrics'. The NIR data consists of glucose and ethanol concentrations (in g/L) for 166 alcoholic fermentation mashes of different feedstock (rye, wheat and corn) to be modeled by 235 variables containing Near Infrared (NIR) spectroscopy absorbance values acquired in the wavelength range of 1115-2285 nanometer (nm) by a transflectance probe (Liebmann et al., 2009 ). We implement the proposed Bayesian method on the data set corresponding to the ethanol concentrations, and for comparison, we compute the group LASSO and implement the MCMC based method of Reich et al. (2009) .
The group LASSO solution in this example selects only 3 predictors out of 235 variables, corresponding to the variables for wavelengths 1670, 1675 and 1705 nm. The approximate Bayesian method selects the same model with a posterior probability greater than 0.98. The median probability model selected by the MCMC based method has 148 variables including the three selected by our method. Also, the MCMC based method took 35928 seconds for 10000 iterations with 1000 burn-in samples in comparison to 377 seconds for our method (run on a DELL Dual Processor Xeon Six Core 3.6 GHz machine with 60GB RAM running 64Bit CentOS Linux 5.0), which justifies the use of the word "fast" Bayesian computation in the title of the paper.
Based on the simulation results in the previous section, it is not surprising that the group LASSO and the model with the highest approximate posterior probability were the same. The MCMC based method is very "liberal" in comparison, that is, it selects models with many more predictors than the proposed method. This appears to be owing to the inability of the MCMC algorithm to cover the entire model space within a reasonable number of runs in such high dimensional situations.
