Understanding the emergence of biological structures and their changes is a complex problem. On a biochemical level, it is based on gene regulatory networks (GRN) consisting on interactions between the genes responsible for cell differentiation and coupled in a greater scale with external factors. In this work we provide a systematic methodological framework to construct Waddington's epigenetic landscape of the GRN involved in cellular determination during the early stages of development of angiosperms. As a specific example we consider the flower of the plant Arabidopsis thaliana. Our model, which is based on experimental data, recovers accurately the spatial configuration of the flower during cell fate determination, not only for the wild type, but for its homeotic mutants as well. The method developed in this project is general enough to be used in the study of the relationship between genotype-phenotype in other living organisms.
Introduction
The flower organs of all species of Angiosperms (approx. 250,000) are organized in four concentric rings (named whorls), which are, from the outer rim to the center: sepals, petals, stamens and carpels (fig (1) ). The only known exception to this configuration is the one observed in the flower Lacandonia schismatica where the position of its stamens and carpels is inverted. We work with the flower of the plant Arabidopsis thaliana. This plant was the first one whose complete genome was sequenced and has been extensively studied ( [1] ). In this paper we build and solve a mathematical model that correctly reproduces the spatial configuration of the flower's organs in nature, during cell fate determination, that is, sepals are located in the outermost rim of the flower, then petals, stamens and carpels in the center.
In ( [2] ), we obtained the gene regulatory network (GRN) of the flower Arabidopsis thaliana, that determines the fate of floral organ cells, using experimental data. Using this model, we construct a system of reactiondiffusion equations governed by a potential field which is the epigenetic landscape of the flower's organ formation. The epigenetic landscape models how the different environmental and genetic forces affect cellular differentiation.
We solve our system of reaction diffusion equations, and observe that the This paper is organized in the following manner: In the first section we present some background information, including the definition of homeotic mutants, and the characteristics of those of the flower Arabidopsis thaliana and we detail the discrete dynamical system we are basing our work on.
In section two we construct our model taking into account experimental data (from the discrete dynamical system) and explain how each part is structured: starting from the definition of our model and the construction of the epigenetic landscape . In section three we explain how homeotic mutants are used to validate our model, in four we present some details of how the solution of our system is found and finally in the last section we present concluding remarks.
Background information

Homeotic mutants
As mentioned in the introduction, we use homeotic mutants to validate our model. Homeotic genes are responsible for the development of specific structures in plants and animals. Mutations of these genes may cause an organ to be replaced by another. Studying these mutations, Coen and Meyerowitz in 1991 formulated the ABC model for flower development ( [3] ).
Even though they developed their model for the flower Arabidopsis thaliana it is applicable to other angiosperms. According to this model, the identity of the flower organs is determined by three classes of genes: A, B and C. These classes code the transcriptional factors that in combination cause the specialization of the tissues in their specific regions during development.
When flower development begins, the meristematic cells are already divided in four concentric rings (whorls). In the two outermost whorls, genes A and B are active, B genes are active in the second and third whorl and C genes are active in the third and fourth whorl (center) (see Fig.2 ) ( [6] ). In particular we work with the mutants Apetala (AP1), Pistillata (Pi) and Agamous(Ag). The mutant AP1 has carpels in the first whorl, stamens in the second and third one and carpels in the fourth one. This mutant lacks A activity which gives rise to an expansion of the C genes in all the flower.
The mutant Pi has sepals in the first and second whorl and carpels in the third and fourth one. This mutant does not have type B genes. The mutant Ag has sepals in the first whorl and then petals in next two whorls. This pattern repeats itself in the inner whorl. This mutant lacks C activity which causes an expansion of genes A. (See Fig.(3) ). These mutants have each a different gene regulatory network and each is tested on our model. Of the fixed points, we are interested only in those that correspond to the flower organs: sepals, carpels, petals and stamens, so the rest (related to vegetative organs) will not be taken into account.
It will also be of importance to count how many of the initial conditions land in each fixed point, obtaining the following information:
where the subscripts S, P, E and C correspond to sepals, petals, stamens and carpels respectively ([4] , [2] ).
Based on this discrete model, we construct a reaction-diffusion system as we explain in the following section.
The model
We now explain how our model was constructed following two major steps: We start by building the epigenetic landscape of the flower (a potential field) that uses significant biological information, obtained from the discrete dynamical system. Then, following Turing's proposal ( [7] ), we define our model as a system of reaction-diffusion partial differential equations, which will be governed by the potential field.
Epigenetic landscape
Epigenetic landscapes, originally proposed by Waddington in 1975 ([8] ), are developmental models that illustrate the mechanics of cell fate differentiation. These models use as a metaphor a mass in a potential field with a certain number of basins of attraction and paths that lead to each of them.
We will model the epigenetic landscape of the flower, as a potential field with four different basins of attraction, each one corresponding to a different flower organ (sepals, petals, stamens and carpels). We use the information obtained from de discrete dynamical system (2.2) to place the center and determine the size of each basin in such a way it is in correspondence with the experimental data. For this, we recall that each stable state in the discrete dynamical system is a string with 13 characters, where each one corresponds to a specific gene of the organ, that can be off or on (0 or 1 respectively).
We want to place each stable state as a point on a two-dimensional plane, making similar strings (i.e. those who share several components with the same value) closer and strings with a larger number of different components further apart. That is, we want the distance between the points in the two-dimensional plane to reflect the similarity of the stable states. For the size of each basin, we will use the reciprocal of the number of initial conditions that land in each steady state of the dynamical system, guaranteeing that equilibrium points that are reached more often will have larger basins and conversely equilibrium points that are reached fewer times will have a smaller basin.
We define the potential field on the plane (u, v) determined by the epigenetic landscape in the following way:
where To compute the centers of the basins we find a plane in R 2 that minimizes the square of the sum of the Euclidian distances between each point (stable state of the discrete dynamical system) and the plane. We then project each point onto, and obtain the following four points in R 2 , each corresponding to a floral organ (2).
The graph of the four vectors in the plane is observed in figure (4) and the details of the computations are given in (Appendix A). 
and (u C , v C )) are all positive.
With this information we have completed our model of the epigenetic landscape.
Reaction diffusion system
Reaction diffusion systems are mathematical models that describe how one or more substances, distributed in the space, change, under the influence Following Turing's ideas, our model, will be a system of reaction-diffusion partial differential equations, governed by the potential field (epigenetic landscape) F (u, v) defined in the previous section (2) .
where (f, g) = −∇F , and d 1 , d 2 are the diffusion constants.
The variables u and v represent a linear combination of the activation states of the genes, which result from choosing a system of coordinate axis in the adjusted two-dimensional plane.
The objective is to find the stationary solutions of (3), that is
Using Sturm-Liouville theory we reduce the problem to Bessel's equation, which we solve using Frobenius method. The computation of the solutions can be found in (Appendix B). Since (as we can appreciate) the three mutants that we are studying have only two different organs each, their corresponding potential field (epigenetic landscape) will only have two basins. The system of reaction diffusionequations of each mutant will remain unchanged (3).
We now present the results obtained for the wild type flower and its homeotic mutants.
Results
The solutions to the system of reaction-diffusion equations pass through the four basins of attraction in the correct order. In figure (5a) we show both solutions u(r) and v(r). The colors of the graphs mark in which basin the sepal's basin (at r = R), then go to petals, stamens and end up in carpels.
We also graph the phase plane by plotting the values of the solutions u(r) The homeotic mutants have each a different gene regulatory network.
By repeating the procedure with them, we again obtain the correct spatial distribution. In the following graphics we show these results for the mutants AP1 (6), Pi (7) and Ag (8), plotting (as in the case of the wild type flower) the graph of u and v vs r (a), then the phase plane (u(r), v(r)) (b) and finally the portion of radius that each organ takes up (c). We observe that in each of these three cases the model works correctly, recovering their spatial configuration.
Concluding remarks
By constructing a continuous dynamical system (reaction-diffusion equations) we were able to model correctly the process of cell fate determination in the flower organs of the plant Arabidopsis thaliana during cellular differentiation. The system of reaction-diffusion equations is solved using analytical and numerical techniques and doing it, we observe that the solutions found, recover the spatial configuration of the flower organs that appear in the analyzed flower. The model also reproduces the experimental results observed in homeotic mutants, and has the advantage of being based on a discrete system that was built using detailed experimental data. Now that the model has been built and validated, the next goal is to take into account other physical and biological effects such as active transport, mechanical considerations and a non-trivial geometry. We would also like to take into account a growing domain and analyze the formation of biological structures in this setting.
Appendix A. Epigenetic landscape
Let e 1 and e 2 be two orthonormal vectors in R 13 and Π =< e 1 , e 2 > the plane generated by these vectors. We want to find e 1 and e 2 such that the sum of the distances of each vector (fixed point) q 1 , q 2 , q 3 , q 4 to the plane Π is the least one. We have to minimize the quantity
where S := S(e 1 , e 2 ), and d 2 (q i , Π) is the square of the distance of the vector q i to the plane Π. That is,
where P q i is the projection of the vector q i to the plane Π,
and (·) denotes the scalar product between the corresponding vectors. To minimize S we use singular value decomposition (SVD), which is an excellent tool when working with sets of equations of matrices that are singular or numerically nearly singular. We start by adjusting a plane to the set of vectors {q 1 , q 2 , q 3 , q 4 }. Let Q be the matrix of size m × n (m = 13, n = 4), formed by placing the vectors q i as columns.
Using SVD we can decompose the matrix Q in three factors and find its singular values. Namely, we express the matrix Q as the product of three matrices: U , an orthogonal (by columns) matrix of size m × n, D, a diagonal matrix of size n × n, whose entries are greater or equal to zero, and finally, V , a transpose matrix of an orthogonal one, of size n × n. That is,
Since both U and V have orthogonal columns then U T U = V T V = I and V · V T = I, therefore D will be the diagonal matrix given by:
where w i will be the singular values of Q and w i ≥ 0 ∀i.
Having obtained the matrices U , V and D we will take e 1 and e 2 as the first and second column of V T (which are mutually orthogonal) respectively.
The plane formed by these orthogonal vectors is the plane that minimises the sum of the distances of each vector q i to it.
A basis that generates the plane we need is given by Now we can compute the projection P q i of each vector q i to the plane Π = Π < e 1 , e 2 >,
If we take e 1 and e 2 as the vectors that generate respectively the horizontal and vertical axis of a bidimensional coordinate system, we can compute both coordinates of each vector q i with respect to {e 1 , e 2 }, using the following equation
where x and y denote the horizontal and vertical axis respectively.
Appendix B. Computation of the solution
Given the geometry of the flower, we will consider an anular domain Ω, centered at the origin. That is, a disc of radius R, with a concentric circular perforation in the origin of radius r . This assumption simplifies the numerics avoiding a singularity due to the choice of polar coordinates and it is a biologically coherent. The domain Ω is thus defined as
We will work with polar coordinates (r, θ), since it is more natural given the geometry of the flower. Our system (B.1), after this coordinate transformation is the following
Note that f only depends of u and g only on v, so that the two equations in (B.3) are uncoupled and hence can be solved separately.
Taking into account the geometry of the flower, it is reasonable to restrict the solutions to those that are radially symmetric. The partial differential equations (B.3) are thus reduced to:
where u , v are the derivatives with respect to r of u and v respectively. Since both equations are identical (except for the parameter values), it suffices to work with only one of them, we will work with the first one. We'll require the derivative of the solution in r = 0 to be zero.
The boundary value problem that we will solve is the following: where
We define the differential operator L the following way
hence (B.7) can be rewritten as
where h(r) ≤ c 2 r. We now consider the eigenvalue problem
where λ is the eigenvalue corresponding to the eigenfunction φ and σ is a weight function that will be adjusted, subject to the boundary conditions If ξ is not an integer then the second (linearly independent) solution will be
(B.14)
otherwise it will be
The general solution will be
(B.16) where constants k 1 and k 2 are to be determined. In both cases, to satisfy boundary conditions we need k 2 = 0, so that the general solution to equation (B.12) in any case is
Note that for it to be well defined in r = 0 we need ξ > 1.
Appendix B.0.3. Boundary conditions
We now write φ(r) = J ξ (r) (choosing k 1 = 1) in its integral form
We want it to satisfy φ (0) = J ξ (0) = 0. Differentiating J ξ with respect to r, evaluating at zero and solving for J ξ (0) we obtain The solutions of the boundary value problem obtained in the previous section will be valid only in the interval I 1 = [r 1 , R], where r 1 ∈ [r , R) is such that F ((u S , v S )(r)) = P S for all r ∈ I 1 but F ((u S , v S )(r 1 − ∆r)) = P S for a given ∆r. In other words, these solutions will only be valid while we are in the sepal's basin. Once the solution goes out of this basin, parameters of the equations will change, so we will need to compute new set of solutions (see figure B.9). We will call the first couple of solutions (B.21,B.22), u S (r) and v S (r). Suppose thatr = r 1 + ∆r is such that F ((u S , v S )(r)) = P k , where k = P, T, C, and letũ = u S (r 1 ),ṽ = v S (r 1 ). We computẽ Again solutions u = u k (r) and v = v k (r) found for these initial value problem will only be valid while we are in basin k. We now look for the first value r = r 2 for which F ((u k , v k )(r 2 − ∆r)) = P k . This new solution will be valid for r ∈ [r 2 , r 1 ), (r 2 < r 1 ). Plotting r 2 into the value of new solutions and derivatives we will get a new set of initial value problems. We continue in this manner until we find a j − th iteration such that r h ≤ r , obtaining a set of j solutions each one valid in an anular domain (see fig. B .10). Gluing the whole set of solutions (smoothly) we will obtain the complete solution to the problem, which by construction, will be continuous and differentiable.
