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Einleitung 
 
 
 
1  Allgemeines 
 
Bei der Bauteilkonstruktion und –Bewertung ist die Bestimmung der Grenzlasten unter 
monotonen oder wechselnden Lasten oftmals wichtiger als die genaue Kenntnis der sich 
einstellenden Spannungen und Verschiebungen. In dieser Arbeit steht die Frage, ob ein 
Bauteil aufgrund akkumulierter inelastischer Verformungen versagt oder seinen funktiona-
len Anforderungen noch genügt im Vordergrund. Eine spezielle Art des Versagens ist die 
unbegrenzte Akkumulation plastischer Dehnungen im Inneren eines Körpers. 
 
Wir unterscheiden zwei Formen des Versagens: 
 
1. Versagen aufgrund alternierender plastischer Dehnungen, die zu einem lokalen  
     plastischen Ermüden des Materials und schließlich zum Bruch führt. 
2.  Versagen aufgrund des Anwachsens plastischer Verformungen von Belastungszyklus zu  
      Belastungszyklus, was zur Gebrauchsunfähigkeit der Struktur durch unzulässige    
      Verformungen oder Bruch führt. 
 
Beide Versagensarten können gleichzeitig auftreten. Die erste Form wird auch Versagen 
aufgrund „alternierender Plastizität“ genannt, während die zweite als „Inkrementelles Ver-
sagen“ bezeichnet wird. Für beide Versagensformen gilt, dass kein Zeitpunkt gefunden 
werden kann, jenseits dessen keine weiteren plastischen Verformungen auftreten. Im entge-
gengesetzten Fall, als „Einspielen“ bezeichnet, führen die plastischen Verformungen, die in 
der Anfangsphase des Belastungsprozesses entstehen, zu einer derartigen Eigenspannungs-
verteilung im Innern der betrachteten Struktur, dass von einem bestimmten Zeitpunkt an 
keine zusätzlichen plastischen Dehnungen mehr entstehen und das Tragwerk sich somit im 
weiteren Verlauf des Belastungsprozesses nur noch rein elastisch verhalten. Die Sicherheit 
eines Tragwerks erfordert deshalb, das es „einspielt“. 
 
Die Vorherbestimmung dieses strukturellen Verhaltens war das Ziel der grundlegenden Ar-
beiten von MELAN [84a] (1938) und KOITER [64a] (1960), die hinreichende Kriterien für 
Einspielen (MELAN’SCHES Theorem) bzw. Nicht-Einspielen (KOITER’SCHES Theorem) für 
elastisch-idealplastische Körper in quasistatischen Prozessen liefern. Voraussetzung für die 
Gültigkeit dieser Theoreme sind die Existenz einer konvexen Fliessfläche, die Gültigkeit 
der Normalitätsregel für die plastischen Dehnungsgeschwindigkeiten, sowie die Vernach-
lässigung von Temperaturänderungen. Sie bilden die Grundlage der klassischen Einspiel-
theorie (Shakedown-Theory), welche für den Sonderfall proportionaler Belastung auf die 
bekannte Grenzlasttheorie starr-plastischer Körper (Limit Analysis [32a]) führt.  
 
Bereits 1926 hat GRÜNING [49a] auf die Besonderheit ein statisch unbestimmter Systeme 
unter veränderlichen Lasten hingewiesen. BLEICH [15] (1932) griff dessen Ergebnisse auf 
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und formulierte erstmalig ein statisches Einspieltheorem für ein einfach statisch unbe-
stimmtes System. Die Erweiterung auf beliebig vielfach statisch unbestimmte Systeme ist 
dann in  der Folge von MELAN [84a] (1936) durchgeführt worden, der auch das klassische 
statische Einspieltheorem für Kontinua aus elastisch – ideal plastischem Material und für 
Kontinua aus linear, unbegrenzt verfestigendem Material formulierte [84, 84b] (1938). Be-
weis und Handhabung dieses Einspieltheorems sind später von KOITER [64b] (1952) aufge-
griffen worden. Diese Arbeiten bilden die Grundlage aller folgenden, auf dem statischen 
Einspieltheorem beruhenden Arbeiten. Das statische Einspieltheorem liefert hinreichendes 
Kriterium für Einspielen und wird ausschließlich in Spannungsgrößen formuliert. Die For-
mulierung eines Einspieltheorems in kinematische Größen wurde 1956 erstmals von KOI-
TER [64a, 64c] für ein elastisch, ideal-plastisches Material angegeben. Dieses Theorem wird 
als kinematisches Einspieltheorem bezeichnet und stellt ein hinreichendes Kriterium für das 
Nicht-Einspielen von Körpern in quasistatischen Prozessen dar. 
 
Einspielprobleme können grundsätzlich auch durch eine inkrementelle Vorgehensweise be-
handelt werden (BORKOWSKI ET AL. [16a] (1980), KLEIBER ET AL. [63a] (1984) und KÖNIG 
ET AL. [67] (1978)). Dabei wird mit Hilfe der bekannten inkrementellen Verfahren eine   
elasto-plastische Analyse der betrachtenden Struktur durchgeführt und gleichzeitig kontrol-
liert, ob sich die im Inneren auftretenden plastischen Dehnungen im Verlauf des Belas-
tungsprozesses stabilisieren. Die Kenntnis der Lastgeschichte ist bei dieser Vorgehensweise 
unbedingt erforderlich. Der Nachteil dieser Vorgehensweise liegt darin, dass man unter 
Umständen sehr viele Lastzyklen rechnen muss, bevor sich ein konstantes plastisches Deh-
nungsfeld einstellt. Außerdem erhält man keine Angaben zur Sicherheit gegen Versagen. 
Im Gegensatz zu dieser Vorgehensweise stehen Verfahren, die auf der Anwendung des Ein-
spieltheorems beruhen. Charakteristisch an diesen Verfahren ist die Tatsache, dass die Be-
lastungsgeschichte beliebig sein darf und nur die äußeren Belastungsgrenzen bekannt sein 
müssen.  
 
Die Bestimmung der Belastungsgrenzen mechanischer Strukturen jenseits des elastischen 
Bereichs ist heute zu einer der wichtigsten Dimensionierungsaufgaben im Maschinenbau-
wesen geworden. Die Gründe hier sind hauptssachlich: 
 
1.  Der Industriebedarf nach gewichts- und materialsparenden Strukturelementen. 
2. Die Bewertung des kritischen und postkritischen Verhaltens von Strukturen, selbst  
     wenn sie unter Betriebsbedingungen rein elastisch ausgelegt sind. 
 
Diese Aufgabe ist besonders anspruchsvoll, wenn die betrachtete Struktur Wechsellasten 
ausgesetzt ist und wenn der zeitliche Verlauf dieser Lasten nicht exakt bekannt ist. 
 
Aus mathematischer Sicht führt dies zu einem schlecht gestellten Problem, dessen Behand-
lung mit konventionellen, inkrementellen Methoden nur mit großen Schwierigkeiten, wenn 
überhaupt, möglich ist. Dabei ist zu bemerken, dass die Annahme exakt bekannter Lastge-
schichten in der Regel unrealistisch ist. 
 
Direkte Methoden bieten hier einen Ausweg: Für  unsere Anwendung ist lediglich die Hülle 
der verallgemeinerten Lasten im Lastraum erforderlich, ohne dass ihr zeitlicher Verlauf be-
kannt sein muss. Die praktische Umsetzung direkter Methoden (Shakedown- und Limit 
Analysis) führt im allgemeinen auf ein nichtlineares, konvexes Optimierungsproblem mit 
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linearen oder nichtlinearen Nebenbedingungen in Verbindung mit der Anwendung der Me-
thode der Finiten Elemente. Konkret benötigt werden für die Rechnungen: 
 
1.   Die Lösung eines rein elastischen Referenzproblems 
2. Eine leistungsfähige Optimierungsprozedur, mit deren Hilfe der Sicherheitsfaktor  
     gegen Versagen und ein zeitlich konstantes Feld von Eigenspannungen in der Struktur  
     bestimmt wird. 
 
Der theoretische Rahmen für die Behandlung einer breiten Klasse gängiger technischer 
Probleme kann heute als gesichert angesehen werden. Grundlagenforschung ist noch erfor-
derlich zur Erweiterung der Methodik auf Werkstoffe mit komplexem Materialverhalten 
(z.B. Komposits, Phasentransformation, visko-plastisches Verhalten) und zur Erfassung 
beliebig großer Deformationen. Die numerische Umsetzung leidet bis heute unter den durch 
die erforderliche Optimierung hohen Rechenzeiten im Vergleich zu inkrementellen Verfah-
ren. Beide Fragestellungen sind Thema dieser Arbeit. 
 
Die numerischen Algorithmen zur Auswertung der Einspieltheoreme sind in den letzten 
vergangenen Jahren stark weiterentwickelt worden. Die Formulierung für die Berechnung 
der Einspiellast kann entweder durch das statische MELAN’SCHEN [84a] Theorem oder 
durch das kinematische Theorem von KOITER [64a] erreicht werden.  
 
Die anfänglichen Diskretisierungen durch eindimensionale Finite Elemente und die Ver-
wendung von linearen Optimierungsalgorithmen sind im Laufe der Zeit durch zwei- bzw. 
dreidimensionale Finite Elemente Diskretisierungen und die Verwendung von nichtlinearen 
Optimierungsalgorithmen ersetzt worden. Hier sind die Arbeiten von BELYTSCHKO [11] 
(1972), NGUYEN DANG HUNG & KÖNIG [92, 92a] (1976, 1979), COHN & MAIER [22a] 
(1979), KÖNIG & MAIER [67a] (1981), MORELLE ET AL. [87a] (1983), MAIER & LLOYD 
SMITH [80b] (1986), KÖNIG [65] (1987), GENNA [41] (1988), WEICHERT & GROß-WEEGE 
[140] (1988), GROß-WEEGE [46a] (1990), STEIN ET AL. [123a] (1993),  STAAT & HEITZER 
[118] (1997), HEITZER & STAAT [55a] (1999). MAKRODIMOPOULOS [79a] (2001) einzuord-
nen. 
 
Das Einspielverhalten von Scheibentragwerken unter rein mechanischer Belastung wurde  
bereits in den Arbeiten von BELYTSCHKO [11] (1972), CORRADI & ZAVELANI [26] (1974) 
sowie NGUYEN DANG HUNG & PALGEN [92] (1979) behandelt. In allen drei Arbeiten wird 
von einer mit Hilfe Finiter Elemente diskretisieren Form des MELAN’SCHEN Theorems aus-
gegangen. BELYTSCHKO wählt statisch zulässige Ansätze 2. Ordnung für die Spannungen 
und benutzt die VON MISES Fließbedingung, die er in allen Punkten des Tragwerks exakt 
erfüllt. Als Lösung des resultierenden nichtlinearen Programmierungsproblems erhält er 
exakte untere Schranken für den Shakedown-Lastfaktor αSD. Der numerische Aufwand die-
ses Verfahrens ist allerdings beträchtlich. Deshalb fordert NGUYEN DANG HUNG, der eben-
falls von statisch zulässigen - allerdings konstanten Ansätzen für die Spannungen ausgeht, 
anstelle der exakten Einhaltung nur eine über jedes Element im Mittel erfüllte Einhaltung 
der Fließbedingung. Im Gegensatz zu den beiden obigen Verfahren erhält CORRADI durch 
die Benutzung einer linearisierten Form der VON MISES Fließbedingung ein lineares Pro-
grammierungsproblem. Aus Rechenzeitgründen behandelt er jedoch anstelle des primären 
Problems das duale Problem. Dies erfordert die Annahme von kinematisch zulässigen Ver-
schiebungsfeldern. Der so ermittelte Wert αSD liefert dann eine obere Schranke des Shake-
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down-Lastfaktor αSD, allerdings nur für das diskretisierte Tragwerk und nicht für das reale 
Tragwerk.  
 
GROß-WEEGE [47] (1988) führte umfassende numerische Untersuchungen an Kreiszylin-
derschalen, die auf den Arbeiten von MORELLE & NGUYEN DANG HUNG [87a] (1983) und 
MORELLE [87b] (1984) beruhen, indem er die Einspielfaktoren mit Hilfe eines Algorithmus 
bestimmte, der auf einem ”augmentierten LAGRANGE’SCHEN Verfahren“ basiert (PIERRE & 
LOWE [95] (1975)). Später stellte GROß-WEEGE [46a] (1990) eine einheitliche Formulie-
rung des statischen Einspieltheorems für Strukturen unter konstanten Lasten, die große 
Verschiebungen verursachen, und unter kleinen additiven variablen Lasten, die kleine Ad-
ditive Verschiebungen verursachen, auf. ZHANG [148] (1991) hat ein dreidimensionales 
OVERLAY-MODELL (Mikroelementmodell) zur Beschreibung de kinematischen Verfesti-
gung entwickelt. PYCKO & MRÓZ [105] (1992) präsentierten eine alternative min-max Pro-
zedur. STEIN ET AL. [123a] (1993) benutzten eine Kombination sequenzieller quadratischer 
Programmierung (Sequential Quadratic Programming SQP) mit einer reduzierten Basis-
technik (welche viel effizienter war als das allgemeine SQP) für die Lösung. Ähnliche 
Techniken wurden auch von GROß-WEEGE [46] (1997), STAAT & HEITZER [118] (1997) und 
HEITZER & STAAT [55a] (1999) entwickelt. GROß-WEEGE [46] (1997) benutzt diese Technik 
für die Lösung bei ebener Spannung und bei dem axisymmetrischen Schalenproblem. FENG 
& LIU [34a] (1996) haben die Einspieltheoreme für 3D kinematische Verfestigung von 
Strukturen untersucht. HEITZER [54] (1999) hat eine Erweitung der direkten Grenzlastana-
lyse auf 3D-Komponenten mittels des FEM-Programms PERMAS und die Validierung des 
implementierten Verfahrens mittels bekannter Lösungen durchgeführt. SCHWABE [115] 
(2000) hat das Einspielverhaltens von Verbundwerkstoffen mit periodischer Mikrostruktur 
untersucht. Hierfür hat er ein allgemeines statisches Einspieltheorem für Verbundwerkstof-
fe aufgestellt und bewiesen. Das Theorem beinhaltet die Effekte der begrenzt linear kine-
matischen Verfestigung und der duktilen plastischen Schädigung. Er hat einen Optimie-
rungsalgorithmus benutzt, der auf der Methode der LAGRANGE’SCHEN Multiplikatoren be-
ruht. CHEN & PONTER [21a] (2001) haben eine Methode zur Evaluierung der Einspielgren-
zen von 3D Strukturen, welche auf linearen Abgleichmethoden basiert, entwickelt. KHALIJ 
ET AL. [63b] (2002) betrachteten 3D Strukturen unter zyklischer radialer Belastung. MAGO-
ARIEC ET AL. [77] (2004) haben das statische Einspieltheorem untersucht, ebenfalls mit ei-
nem Lösungsalgorithmus, der auf der Methode der LAGRANGE’SCHEN Multiplikatoren be-
ruht, für 3D heterogen elastisch – ideal plastisches Material mit periodischer Mikrostruktur. 
MAKRODIMOPOULOS [78] (2006) benutzt das statische Einspieltheorem von MELAN. Die 
hierbei benutzte Fließfunktion wird als konvex und quadratisch angenommen. Er hat einen 
Lösungsalgorithmus für ein konisches quadratisches Optimierungsproblem (CQO) vorge-
schlagen. In dieser Arbeit wurde ein neuer Lösungsalgorithmus [51] (2004), [7] (2007) 
entwickelt, der auf den Inneren-Punkte-Verfahren für die Anwendung direkter Methoden 
zur industriellen Berechnung von Grenzlasten 3D mechanischer Komponenten beruht. 
 
2. Ziel der Arbeit und Vorgehensweise 
 
Bedingt durch die ständig steigende Verfügbarkeit von Rechen- und Speicherkapazitäten 
können nunmehr auch komplizierte Strukturen mit einer großen Anzahl an Freiheitsgraden 
auf ihr Einspielverhalten hin untersucht werden. Hierfür ist es allerdings erforderlich, ein 
allgemein numerisch übertragbares Verfahren für zwei- bzw. drei-dimensionale Finite-
Elemente-Berechnungen zu formulieren, das in Kombination mit einem geeigneten Opti-
mierungsverfahren diese Aufgabe bewältigen kann. 
 
5                                                                                                                                Einleitung 
 
In dieser Arbeit wurde zu diesem Zweck ein Interface zwischen ANSYS und der von uns 
entwickelten Software erstellt. Um die Verwendung finiter Elemente unter ANSYS für struk-
turmechanische und thermische Aufgabenstellungen zu realisieren, wurden USER-
Elementroutinen entwickelt [50]. Die entwickelten Elementroutinen wurden über die UPF – 
Schnittstelle in ANSYS implementiert. Damit ist es möglich, die ANSYS-Umgebung zur au-
tomatischen Generierung der Eingabedateien zur Shakedown- und Limit Analyse zu ver-
wenden. Dabei werden die [C] Matrix und die Spannungen der rein elastischen Referenzlö-
sung mit Hilfe von ANSYS bestimmt. 
 
Die Ursachen für die hohen Rechenzeiten sind analysiert worden und bekannt. Auf Basis 
dieser Untersuchungen sind weitere Methoden zur Rechenzeitreduzierung entwickelt wor-
den.   
 
Als Optimierungsprogramm haben wir weitgehend die kommerzielle Software LANCELOT 
[24] benutzt, die auf einem augmentierten LAGRANGE’SCHEN Verfahren beruht. In dieser 
Arbeit wurde diese Software verwendet um Probleme, die 30 000 Variablen nicht über-
schreiten zu lösen. Dabei wurde festgestellt, dass mit mehr als 30 000 Variablen, LANCELOT 
sehr viel Rechenzeit und Speicher benötigt, um Probleme zu lösen. Als Alternative wurde 
ein Optimierungsprogramm IPDCA [7, 51], basierend auf dem Inneren-Punkte-Verfahren 
entwickelt. Es wird in dieser Arbeit auf große industrielle Probleme mit großen Dimensio-
nen und einer Anzahl von Variablen, die 1 000 000 erreichen können, angewandt.  
 
In dieser Arbeit wird auch eine Implementierung- des Zwei-Flächen-Modells zur Erfassung 
kinematischer Verfestigung vorgenommen. Eine dynamische Programmierung wurde auch 
vorgestellt (siehe Anhang). Das Ziel dieses Verfahrens ist die Verkürzung der Rechenzeit 
während der Optimierung. Dieses Verfahren wurde nur auf das Probleme Lochscheibe un-
ter Zug-/Druckbelastung angewandt.  
 
3. Gliederung der Arbeit 
 
Das aktuelle Kapitel 0 bietet eine Einleitung in die Problemstellung sowie eine Übersicht 
über das Ziel und die Gliederung der Arbeit. In Kapitel 1 werden die wichtigsten konti-
nuumsmechanischen Begriffe und Grundlagen rekapituliert, gefolgt von den Grundlagen 
der Plastizitätstheorie im Rahmen einer geometrisch linearen Theorie dargestellt. In Kapitel 
2 werden die Grundlagen der Einspieltheorie und Einspielsätze für ideal plastisches und 
kinematisch verfestigendes Material angegeben. In Kapitel 3 wird ein kurzer geschichtli-
cher über die mathematischen Optimierungsverfahren bezüglich der Berechnung von 
Grenzzuständen gegeben. In Kapitel 4 werden die Einspielsätze des Kapitels 2 in diskreti-
sierter Form dargestellt. Dazu werden die nötigen Bedingungen für die Berechnung der 
Trag- und Einspiellast mittels der Finiten   Elemente Methode dargestellt.  In Kapitel 5 
werden Beispielrechnungen der Traglast- und Einspielanalyse zur Validierung der neu imp-
lementierten Methode durchgeführt. Es werden nur dreidimensionale Probleme behandelt. 
Die mit LANCELOT und dem neu entwickelten Optimierungsprogramm erzielten Ergebnisse 
wurden verglichen. Das neu entwickelte Programm für groß-dimensionierte Strukturen 
wird ebenfalls vorgestellt. Abschließend werden die Ergebnisse dieser Arbeit in Kapitel 6 
zusammengefasst und diskutiert. 
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1  Kontinuumsmechanische Grundlagen 
 
 
1.1 Einführung 
 
In diesem Kapitel werden einige Grundlagen  zum Verhalten elastisch – ideal plastischer 
Materialien, welche das Fundament der Formulierung unseres Problems sind, dargestellt.  
 
1.1.1 Problem 
 
Im folgenden wird ein fester Körper B  betrachtet, der der Wirkung örtlich und zeitlich ver-
änderlicher Lasten P(x, t) aus einem Lastraum L  ausgesetzt ist. Die Zeitabhängigen Lasten 
können dabei Volumen-, Oberflächen-, Temperaturlasten oder vorgegebene Verschiebun-
gen sein (f*(x, t), p*(x, t), Θ*(x, t), u*(x, t)) (Abbildung 1.1). Hierbei ist V das Volumen des 
Körpers, SK die Oberfläche mit kinematischen Randbedingungen, SF die Oberfläche mit den 
Oberflächenlasten und n der auf der Oberfläche des Körpers nach außen gerichtete Norma-
leneinheitsvektor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.1: Körper B  unter variablen Lasten 
 
1.1.2 Physikalische Hypothesen 
 
Wir treffen folgende physikalische Hypothesen: 
 
(i) Das Material ist homogen und isotrop 
(ii) Die Belastung, veränderlich oder konstant, wird als quasi-statisch betrachtet, so 
dass alle dynamische Einflüsse vernachlässigt werden können 
(iii) Die Verschiebungen und Dehnungen werden als klein angenommen 
u*(x, t)
SK
f*(x, t)
Θ*(x, t)
dV
V
dS n
SF
p*(x, t)
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1.2 Elastoplastische Materialien 
 
In diesem Paragraphen beschränken wir uns auf die Studie des Verhaltens spezieller Werk-
stoffe: 
 
(i) sie gehorchen der klassischen Hypothese der inkrementellen Plastizität (präzi-
siert zum Beispiel in NGUYEN D.H. [90]) 
(ii) Sie erfüllen das DRUCKER’SCHE Stabilitätskriterium [31] 
 
Das mathematische Modell eines elastoplastischen Werkstoffes kann durch ein rheologi-
sches Modell, bestehend aus zwei Elementen, repräsentiert werden (Abbildung 1.2): 
 
(a) Ein elastisches Element, repräsentiert durch eine Feder mit Steifigkeit E 
      (b) Ein plastisches Element, symbolisiert durch die Fließspannung Yσ  
 
Das Gesetz des einachsigen elastoplastischen Verhaltens ist in Abbildung (1.2) dargestellt. 
Ein solches Verhalten lässt die Hypothese der Superposition von Dehnungen zu,  in wel-
chem das Feld der absoluten Dehnungsgeschwindigkeiten sich aus zwei Teilen zusammen-
setzt: einem elastischen und einem plastischen. 
 
E p
ij ij ijε ε ε= +& & &                  (1.1) 
 
Der elastische Teil gehorcht dem HOOKE’SCHEN Gesetz: 
 
1E
ij ij kk ijE E
ν νε σ σ δ+= −& & &                 (1.2) 
 
 
 
 
 
 
 
 
 
Abbildung 1.2: Elastoplastisches Modell 
 
oder in inversen Form: 
 
2 E Eij ij ij kkGσ ε δ λε= +& &&                 (1.3) 
 
mit 
2
1 2
Gνλ ν= −  ,                (1.3a) 
 
wobei G  der Schubmodul, E  der Elastizitätsmodul und  ν  die Querkontraktionszahl ist.  
 
Eε& pε&
ε&
Yσ
σ  
E
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1.2.1 Die Fließgesetze 
 
Das Fließgesetz bestimmt die plastischen Verzerrungsinkremente. Im Falle assoziierter 
Plastizität ist dieses Inkrement koaxial zum Normalenvektor der Fließoberfläche am aktuel-
len Spannungsort. Die Größen des Inkrements wird durch den skalarwertigen plastische 
Multiplikator bestimmt. 
 
Im Falle nicht-assoziierter Plastizität bedient man sich zur Festlegung der plastischen Ver-
zerrungsrichtung häufig eines für diesen Zweck definierten plastischen Potentials. Man 
kann den assoziierten Fall also auch als den Spezialfall auffassen, bei dem plastisches Po-
tential und Fließbedingung dieselbe Fläche im Spannungsraum darstellen. 
 
Im allgemeinen Fall hat es die folgende Gestalt: 
 
oderp pij kl ij kl
ij kl ij kl
d d∂ ∂ ∂ ∂ε β µ σ ε β µ σ∂σ ∂σ ∂σ ∂σ= =& &
F F F F            (1.5) 
wobei 
1 falls 0 und 0kl
kl
β σσ
∂= = ≥∂ &
FF              (1.6) 
falls 0
0
falls 0 und 0kl
kl
β σσ
<⎧⎪= ∂⎨ = <⎪ ∂⎩
&
F
FF           (1.7-8) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.3: Spannungs-Dehnungskurve für einachsige Zustände 
 
µ  wird Verfestigungskoeffizient genannt, mit der Annahme der Existenz einer geschichts-
abhängigen plastischen Belastungsoberfläche ( ),ij mnσ αF , so dass: 
 ( ), 0ij mnσ α <F  elastischer Bereich  
( ), 0ij mnσ α =F  Auftreten plastischer Dehnungen  
( ), 0ij mnσ α >F  für das Material unerreichbarer Bereich. 
pε
ε
Eε ε
σ  
Yσ  
 
1  Kontinuumsmechanische Grundlagen                                                                               9 
Die Parameter αmn  werden auch „interne Parameter“ genannt und berücksichtigen die irre-
versiblen Einflüsse durch die Verfestigung. Der Punkt repräsentiert die Ableitung nach der 
Zeit.  
 
Wenn jedes Spannungsfeld die Bedingung: 
 ( ), 0ij mnσ α ≤F                  (1.9) 
 
erfüllt, so sagt man, dass dieses Spannungsfeld „plastisch zulässig“ ist. 
Wenn die Ungleichung streng erfüllt ist, so sagt man dass das Spannungsfeld „sicher“ ist. 
 ( ), 0ij mnσ α <F                (1.10) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.4: Spannungsinkremente im Spannugsraum bei verfestigender Plastizität  
 
Die unten stehenden Gleichungen sind gültig für den Fall, dass die Oberfläche der Belas-
tungen glatt ist. Im Falle von Kriterien ausgedrückt durch nicht-glatte Funktionen (wie z.B 
beim Kriterium von TRESCA) ist der Normalenvektor nicht eindeutig. Man kann dann nach 
KOITER [64] die Gleichungen (1.5-1.8) dadurch modifizieren, dass die Fließfläche in meh-
rere Teile zerlegt wird 
 ( ), 0 1,...,k ij mn k pσ α = =F            (1.11) 
 
Das Fliessgesetz hat dann die folgende Form: 
 
1
p k k
ij k k mn
k ij mn
d dε β µ σσ σ=
∂ ∂= ∂ ∂∑ F F   oder  1p k kij k k mnk ij mnε β µ σσ σ=
∂ ∂= ∂ ∂∑& &F F       (1.12) 
wobei 
1 falls 0 und 0kk mn
mn
β σσ
∂= = ≥∂ &
FF            (1.13) 
falls 0
0
falls 0 und 0
k
k
k mn
mn
β σσ
<⎧⎪= ∂⎨ = <⎪ ∂⎩
&
F
FF       (1.14-15) 
dσij
dσij
dσij Neutrale 
Belastung Entlastung 
Belastung 
elastischer 
Bereich ( ),ij mnσ αF
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1.2.2 Postulat von DRUCKER. Stabilitätshypothese für verfestigendes Material 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.6: (a) Stabil (DRUCKER [31]), (b) – (c) Instabil  (DRUCKER [31]) 
 
Die Verfestigungsbeziehung ist in der Regel in Abhängigkeit vom Tensor der plastischen 
Dehnungen formuliert (Dehnungsverfestigung) und drückt aus, dass die Fließfläche vom 
zurückliegenden Verformungspfad abhängt. Häufig werden in der Verfestigungsbeziehung 
nur spezielle Komponenten des plastischen Dehnungstensors verwendet, wie z.B die plasti-
sche Volumendehnung bei den „CAM CLAY“ Modellen (volumetrische Verfestigung). Ein 
Sonderfall liegt bei der Arbeitsverfestigung vor, bei der Verfestigung nur von der absoluten 
plastischen Arbeit und nicht vom Spannungs- oder Verformungspfad abhängt. Für eine 
stabile Verfestigung hat Drucker ein Kriterium postuliert, das fordert, dass die plastische 
Arbeit aus Spannungs- und plastischen Dehnungsinkrementen positiv ist (Stabilität im 
Kleinen) und dass die Arbeit, die zwischen dem aktuellen und einem Spannungszustand 
innerhalb der Fließfläche geleistet wird, nicht negativ ist (Stabilität im Großen). Aus den 
beiden Kriterien kann die Normalitätsbedingung und die Konvexität der Fließfläche abge-
leitet werden. Bei entfestigenden Materialen, wie sie häufig in der Bodenmechanik vorlie-
gen, werden die Druckerpostulate in der Regel nicht erfüllt. 
 
1.2.3 Konsequenzen  
 
♦ lokale maximale Arbeit nach dem Prinzip von HILL [59] 
 ( ) 0s pij ij ijσ σ ε− >&                (1.16) 
 
für alle statisch zulässigen Spannungszustände sijσ , mit ijσ  als tatsächlichem Spannungszu-
stand im Zustand plastischen Fließens. 
 
Ebenso gilt für alle Spannungen im elastischen Bereich oder auf der Fließfläche der Span-
nungen welche auch „zulässige Spannungen“ aijσ   genannt werden: 
( )a 0pij ij ijσ σ ε− ≥&                (1.17) 
♦ Eindeutigkeitsbedingung 
 
0pij ijσ ε ≥&&                 (1.18) 
σ 
ε 
0d dε σ⋅ >  
0dσ >  
0dε >  
σ
ε
0d dε σ⋅ <
0dσ <
0dε >
σ 
ε
0d dε σ⋅ <  
0dσ >  
0dε <
(a) (b) (c)
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wobei ijσ&  das Geschwindigkeitsfeld der Spannungen ist, welches zu den plastischen Dehn-
geschwindigkeiten pijε&  gehört.  
 
♦ Normalitätsgesetz 
 
In einem regulären Punkt der Belastungsoberfläche ist der Tensor der plastischen Dehnun-
gen normal zur Fließfläche mit 
 
p
ij
ij
d dε λ σ
∂= ∂
F  mit 0dλ >  oder pij
ij
ε λ σ
∂= ∂
&& F  mit 0λ >&                      (1.19) 
0 falls 0
0 falls 0 oder 0 und 0
λ
λ
> = =
= < = <
& &
& &
F F  
F F  F
 
 
wobei λ&  ein positiver plastischer Proportionalitätsfaktor ist. 
 
♦ Auf Grund von (1.17) ist die Fließoberfläche konvex 
 
Es sei P ein Punkt auf der Oberfläche der Fließfläche. Man betrachtet eine Hyperebene zu 
diesem Punkt welche normal zum inkrementellen Dehnungsvektor mit den Komponenten 
p
ijdε  ist. (Abbildung 1.4-1.5). Das skalare Produkt von (1.17) impliziert, dass der Vektor 
0
ijij σσ −  keinen  „Stumpfen“ Winkel mit dem Dehnungsvektor bildet. Infolgedessen muss 
sich dieser Spannungsvektor an einer Seite der Hyperebene befinden. Da P ein willkürli-
cher Punkt der Belastungsoberfläche ist, muss die Fließfläche als konvex sein.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.5: Fliessfläche mit einer Kante 
 
1.3 Elastisch – ideal plastisches Materialverhalten  
 
Definition: Ein elastisch–ideal plastisches Materialverhalten erhält man als Grenzfall des 
verfestigenden Materialgesetzes wenn der Verfestigungskoeffizient µ  gegen unendlich 
geht bei  einer Fließfunktion F , unabhängig von internen Parametern ist. Es handelt sich 
dabei um einen „doppelten Grenzwert“: 
 
p
ijdε  
p
ijdε  ijdσ  
0
ij ijσ σ−
0
ijσ
P 
Q
ijσ  
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0kl
kl
µ
σσ
→∞
∂ →∂ &
F                (1.20) 
 
und das grundlegende Gesetzt lautet: 
 
p
ij
ij
ε λ σ
∂= ∂
&& F                (1.21) 
 
Aus physikalischer Sicht ist ein elastisch – ideal plastisches Material dadurch definiert, dass 
es die Eigenschaft besitzt, keine Spannungen größer als die eines Grenzwertes zu ertragen. 
Ein solches Material ist im Sinne DRUCKER’S [31] immer noch stabil, da  
 
0pij ijσ ε =&&                 (1.22) 
 
gilt. Man unterteilt dieses idealisierte Material in zwei Kategorien: einmal in ein elastisch - 
ideal plastisches Material und in ein starr elastisch - ideal plastisches Material. 
 
1.3.1 Elastisch – ideal plastisches Material 
 
Dies ist ein spezieller Fall eines elasto-plastischen Materials, für welches die Fließgrenze 
konstant ist (Abbildung 1.7).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.7: Spannungs-Dehnungskurve für elastisch – ideal plastisches Material 
 
Man sieht, dass sich die vollständige Dehnung aus zwei Teilen zusammensetzt: einem elas-
tischen und einem plastischen Teil wie in (1.1) dargestellt 
 
pε Eε
ε
ε  
σ  
( )U ε
Yσ  
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1.3.2 Starr - ideal plastisches Material 
 
Die Fließgesetze für starr ideal plastische Materialien im einachsigen Fall lassen sich wie 
folgt beschreiben (Abbildung 1.8): 
 
Y
Y
Y
falls dann ist 0
falls dann ist 0
falls dann ist 0
p
p
p
σ σ ε
σ σ ε
σ σ ε
< =
= ≥
= − ≤
&
&
&
             (1.23) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.8: Starr – ideal plastisches Materialverhalten 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.9: Geometrische Darstellung vom Dissipationspotential 
 
 
Ein solches Gesetz kann durch ein Dissipationspotential der Form 
 
 ( ) Yp pij ijD ε σ ε=& &                           (1.24) 
 
dargestellt werden, wobei Yσ  die Elastizitätsgrenze ist. Man sieht, dass D konvex, in pijε&   
σ
pε&  
Yσ−
( )pD ε&
Yσ
pε&  
( )pD ε&
Yσ− Yσ
[ ]Y Y,σ σ σ∈ −
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nicht differenzierbar und homogen erste Ordnung ist (Abbildung 1.9). Wenn das Material 
durch das Fließkriterium nach VON MISES beschrieben wird, so ist die plastische Dissipati-
on gegeben durch: 
 
( ) 122( ) 2p pij ijD k Jνε ε⎡ ⎤= ⎣ ⎦& &                         (1.25) 
 
mit 
Y
3
kν
σ=                 (1.26) 
und 
( )2 12p p pij ij ijJ ε ε ε=& & &               (1.27) 
 
1.4 Lokale Eigenschaften elastisch - ideal plastischer Materialien 
 
Aus den vorhergehenden Abschnitten erkennt man, dass eine allgemeine Fließfunktion in 
der Form: 
 
( )ijσ=F F                (1.28) 
 
als Funktion der Spannungen existiert. Die Fließfläche 0=F  repräsentiert eine Hyperflä-
che im Euklidischen Spannungsraum mit 9 Dimensionen entsprechend den Spannungs-
komponenten ijσ . Im Fall physikalischer Isotropie im makroskopischen Bereich hängt die 
Fließfunktion, welche die Belastungsoberfläche für elastisch – ideal plastische Materialien 
definiert, nur von den Spannungsinvarianten ab, d.h.: 
 
( )1 2 3, ,J J J=F F                
(1.29) 
 
wobei 1 2 3, ,I I I  die Invarianten des Spannungstensors sind.  
 
1 kkJ σ=                (1.30a) 
( )( )22 12 ij ji kkJ σ σ σ= −             (1.30b) 
3
1
3 ij jk ki
J σ σ σ=                                     (1.30c) 
Andererseits ist experimentell gezeigt worden, dass der hydrostatische Spannungszustand 
bei einer großen Klasse von Materialien keine plastischen Dehnungen hervorruft. Infolge-
dessen hängt die Fließfunktion nur von den Invarianten des Spannungsdeviators ab mit 
 
2 3( , )J J=F F                (1.31) 
 
wobei 
2
1
2
D D
ij ijJ σ σ=                                     (1.32a) 
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3
1
3
D D D
ij jk kiJ σ σ σ=             (1.32b) 
 
jeweils die zweite und dritte Invariante des Tensors des Spannungsdeviators Dσ sind. Mit 
 
1
3
D
ij ij kk ijσ σ σ δ= −  
Folglich hat diese Fließfunktion die Form eines Zylinders oder eines Prismas mit einer Ge-
rade als Achse welche bezüglich der drei Achsen  der Hauptspannungen geneigt ist. Die 
zwei meist gebrauchten Fließbedingungen sind die Bedingungen nach VON MISES und die 
von Tresca. 
 
1.4.1 Fließbedingung nach TRESCA-SAINT-VERNANT 
 
Nach der Bedingung von TRESCA setzt plastisches Fließen dann ein, wenn die maximale 
Schubspannung  in einem Bauteil einen kritischen Wert Tk  erreicht. 
 
In Hauptspannungen ausgedrückt, kann dieses Kriterium geschrieben werden als: 
 
 
( )1 2 2 3 3 1max , , 2 Tkσ σ σ σ σ σ− − − =                       (1.33) 
 
oder in symmetrischer Form: 
 
( ) ( ) ( )2 2 22 2 21 2 2 3 3 14 4 4 0T T Tk k kσ σ σ σ σ σ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − − − − − − =⎣ ⎦ ⎣ ⎦ ⎣ ⎦F            (1.34) 
            
wo Tk  die kritische Fließspannung für einfache Scherbeanspruchung nach TRESCA ist, mit: 
 
Y
2T
k σ=                 (1.35) 
 
Ausgedrückt in den Hauptspannungen 1 2 3, ,σ σ σ  ist die Fließfläche nach TRESCA ein gleich-
mäßiges hexagonales Prisma mit den Achsen 1 2 3σ σ σ= = . Die Spur dieses Prismas auf 
einer Projektionsebene  ist ein gleichmäßiges Hexagon, welches in einem Kreis vom Radius 
2 TR k=  liegt.  
 
Ein Nachteil der TRESCA’SCHEN Fließbedingung ist, dass die durch die Fließgrenze defi-
nierte Hyperfläche im Spannungsraum zwar stetig, aber nicht stetig differenzierbar ist, da 
sie bei Gleichheit der zweiten Hauptspannung einen Knick besitzt. 
 
Allgemein, das heißt ohne Bezug auf die Hauptspannungen, kann man die folgende Form 
nach REUSS benutzen: 
 
 
3 2 2 2 4 6
2 3 2 24 27 36 96 64 0T T TJ J k J k J k− − + − =                                              (1.36) 
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Abbildung 1.10: Fließfläche nach VON MISES und TRESCA 
 
♦ Assoziiertes Fließgesetz 
 
Führt man folgende Notation ein: 
 
sgnd x x
dx
=                (1.37) 
wo 
1, 0
sgn
1, 0
x
x
x
+ >⎡= ⎢− <⎣               (1.38) 
so erhält man 
 
( ) ( )1 1 2 1 31 sgn sgn4pε λ σ σ σ σ= − + −⎡ ⎤⎣ ⎦&&                       (1.39) 
 
Gleiche Ausdrücke erhält man für 2
pε&  und 3pε& .  
 
Die plastische Dissipation für die Fließbedingung nach TRESCA mit dem assoziierten Fließ-
gesetz ist gegeben durch: 
 
( ) ( )1 2 3p p p pij TD kε ε ε ε= + +& & & &              (1.40) 
 
 
1.4.2 Fließbedingung nach VON MISES 
 
Ein anderes Kriterium, welches nicht von der hydrostatischen Spannung abhängt, ist das 
nach VON MISES: 
1
σ
 
2
σ
 
3
σ
 
Hydrostatische
Achse 
VON MISES 
1
σ
2
σ
3
σ
Hydrostatische
Achse 
TRESCA
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Fließen tritt nach VON MISES dann ein, wenn die 2. Invariante 2J   des Spannungsdeviators  
den kritischen Wert  vk  erreicht. Die Fließbedingung nach VON MISES lässt sich wie folgt 
schreiben: 
 
2
2 0J kν= − =F                (1.41) 
 
wo vk  für ein elastisch – ideal  plastisches Material konstant ist. In Hauptspannungen 
schreibt sich die Bedingung nach VON MISES wie folgt: 
 
( ) ( ) ( )22 2 21 2 2 3 3 11 06 kνσ σ σ σ σ σ⎡ ⎤= − + − + − − =⎢ ⎥⎣ ⎦F         (1.42) 
 
Für vollständig unter Schub belastetes Material, 1 3σ σ τ= − =  und 2 0σ = , ist kν τ=  nach 
(1.42) die Schubspannungsgrenze. Für die einachsige Spannungsgrenze gilt 1 Yσ σ= und 
2 3 0σ σ= =  wobei Y3kν
σ= . Im Raum der Hauptspannungen repräsentiert (1.42) eine zy-
lindrische Oberfläche deren Achsen mit der hydrostatischen Achse übereinstimmen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.11:  Fließbedingung nach VON MISES 
 
Diese Fließbedingung hat gegenüber der TRESCA’SCHEN den Vorteil, dass sie stetig diffe-
renzierbar ist. 
 
♦ Das assoziierte Fließgesetz von LEVY: 
 
Die Einführung der Fließbedingung nach VON MISES in die Normalitätsregel bringt mit 
sich, dass gilt: 
 
=pij ijd d sε λ   oder  pij ijsε λ= &&              (1.43) 
 
σ1
σ2
σ3 
Hydrostatische Achse
σ1 = σ2 = σ3 
3
Dσ
1
Dσ
2
Dσ  
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Die plastische Dissipation für das Kriterium nach VON MISES mit dem assoziierten Fließge-
setz nach LEVY ist: 
 
( )2
( )
2
p p D D
ij ij ij ij ij
p
ij
D
k Jν
ε σ ε λ σ σ
ε
= =
=
&& &
&
             (1.44) 
 
1.4.3 Vergleich der Bedingungen von TRESCA und VON MISES 
 
Dank der graphischen Darstellung kann man die beiden Bedingungen leicht miteinander 
vergleichen. In dem Achsensystem ( )1 2 3, ,σ σ σ , repräsentiert das Kriterium von TRESCA ein 
hexagonales Prisma und das nach VON MISES einen Zylinder mit der gleichen Achse wie 
das Prisma. Untersuchung des Spannungszustandes in der Ebene ( )1 2,σ σ : Der Schnitt die-
ser Ebene mit dem Zylinder von VON MISES und dem Hexagon von TRESCA ist in Abbil-
dung 1.12 dargestellt. An den Stellen A, B, C, D, E, F des Hexagons stimmen die beiden 
Kriterien überein. Man erhält also 
 
• in A und D, 1 2 Yσ σ σ= = ±   und 3 0σ =  
• in B und E, 1 3 0σ σ= =         und 2 Yσ σ= ±  
• in F und C, 2 3 0σ σ= =         und 1 Yσ σ= ±  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.12: Fliessortkurve nach TRESCA und VON MISES 
 
Man kann leicht allgemein feststellen, dass die beiden Bedingungen übereinstimmen wenn 
zwei der Hauptspannungen gleich sind. Hingegen in ist G und H die Differenz der beiden 
Kriterien am größten. In diesen Punkten besteht der Spannungszustand aus reinem Schub, 
da      
1 2σ σ= −        
Nach TRESCA:  1 2 Y0.5σ σ τ σ= − = =  
 
σ1
A
σ2
B
F
VON MISES
G
C 
D E
H
TRESCA 
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Nach VON MISES:                                   1 2 Y
1
3
σ σ τ σ= − = =  
 
und der relative Unterschied beträgt:  
1 0.5
3 13.4%1
3
−
=  
 
Für die numerische Behandlung ist die VON MISES Fliessfunktion daher leichter zu handha-
ben, obwohl die meisten Theoreme der Plastizitätstheorie sowohl für VON MISES Material 
als auch für TRESCA Material gültig sind. 
 
1.5 Plastizitätstheorie nach HENCKY 
 
Während die inkrementelle Plastizitätstheorie allgemein gilt, ist der Geltungsbereich der 
Theorie nach HENCKY [55], die auf der Gesamtdehnung beruht, eingeschränkt. Dennoch 
liefert sie einige mathematische Vereinfachungen, die sie sehr interessant machen.  
 
Diese Theorie basiert auf den folgenden Hypothesen: 
H.1 Das Material ist a priori isotrop. 
H.2 Die plastische Dehnung verändert nur die Form nicht aber das Volumen, 
während die elastischen Dehnungen mit den Spannungen durch das HOO-
KE’SCHE Gesetz verbunden sind.  
H.3 Die Hauptachsen der plastischen Dehnungen und der Spannungen stimmen 
  überein. 
H.4 Die Hauptwerte der plastischen Dehnung sind proportional zu den Deviati-
onshauptspannungswerten. 
Die Hypothesen H.3 und H.4 bringen mit sich, dass 
 
p D
ij ijε φ σ=                                      (1.45)        
       
wo φ  eine skalare Funktion der Spannungsinvarianten und der plastischen Dehnung ist.  
 
Daraus erhält man: 
 
2p p D D
ij ij ij ijε ε φ σ σ=               (1.46) 
mit 
3
2
pεφ σ=                                                                                             (1.47) 
 
wo die effektive plastische Dehnung pε  und die effektive Spannung durch: 
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1
22
3
⎛ ⎞= ⎜ ⎟⎝ ⎠
p p p
ij ijε ε ε                (1.48) 
( )
1
1 2
2
2
33
2
D D
ij ijJσ σ σ⎛ ⎞= = ⎜ ⎟⎝ ⎠             (1.48a) 
 
beschrieben sind.  
 
Die Begrenzung dieser Theorie rührt aus der Gleichung (1.45), in welcher die plastischen 
Spannungen einzig und allein von dem aktuellen Zustand der Spannungen abhängen, wobei 
sie unabhängig vom Weg sind, der zu diesem Zustand führt. Dies ist gegensätzlich zu der 
beobachteten Entwicklung plastischer Dehnungen im Allgemeinen. Im Falle radialer oder 
proportionaler Belastungen gilt, nach HILL [58], dass  
 
( )Dij ijc Sσ λ=                                  (1.49) 
 
wo ijS  der Referenzspannungszustand ungleich null und )(λc  eine monoton steigende 
Funktion ist. Ersetzt man (1.49) durch das inkrementelle Normalitätsgesetz (1.43) in Ver-
bindung mit der Bedingung nach VON MISES, erhält man: 
 
=pij ijd c S dε λ                (1.50) 
 
Daher ist: 
1p D
ij ij ijS c d c dc
ε λ λ σ⎡ ⎤= = ⎢ ⎥⎣ ⎦∫ ∫              (1.51) 
 
Falls φ  identisch ist mit ( )∫ λcdc1 , nimmt die letzte Gleichung die gleiche Gestalt wie die 
Gleichung von HENCKY [55] (1.45) an. 
 
1.6 Verfestigende Materialien 
 
Das Verfestigungsverhalten von metallischen Werkstoffen wird in Analogie zur Thermo-
dynamik durch Einführung innerer Zustandsvariablen beschrieben. Die Verfestigungsregeln 
beschreiben die mathematischen Abhängigkeiten dieser inneren Zustandsvariablen von der 
Verformungsgeschichte. Zur Beschreibung des Verfestigungsverhaltens existieren zwei 
Grundmodelle, die in Abbildung 1.13 und Abbildung 1.14 näher erläutert werden. 
 
1.6.1 Die isotrope Verfestigung 
 
Die isotrope Verfestigung, die eine affine Aufweitung der Fließfläche im Deviatorraum 
darstellt. Diese Aufweitung wird durch eine skalare innere Variable ( )k ξ  beschreiben. 
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Abbildung 1.13: Isotrope Verfestigung 
 
Demnach hängt das Kriterium von einem einzigen internen Parameter ab, der die Entwick-
lung  der Form der Fließfläche während der Verfestigung beschreibt 
 
( ) ( ) ( )f kξ ξ= −,F σ σ .              (1.52) 
 
Für die Beschreibung dieser Art Verfestigung haben verschiedene Autoren mehrere Vor-
schläge gemacht. 
 
1.6.1.1 Arbeitsverfestigung 
 
TAYLOR und QUINNEY [125] und schließlich auch SCHMIDT [114] haben angenommen, dass 
die Verfestigung der Arbeit durch die plastischen Dehnungen abhängt und man erhält: 
 
p
T ij ijdξ κ σ ε= = ∫               (1.53) 
 
1.6.1.2 Dehnungsverfestigung  
 
Dieses wegen seiner Einfachheit besonders Modell isotroper Verfestigung wurde von ODQ-
VIST [94] eingeführt: 
 
p
D dξ κ ε= = ∫                (1.54) 
 
in welchem pε  die effektive Dehnung darstellt.  
 
Wenn ( )f σ  eine isotrope Funktion ist, so bleibt die Plastizitätsbedingung isotrop, selbst 
nach dem Auftreten plastischer Dehnungen. Infolgedessen kann dieses Modell beim 
induzierte Anisotropie darstellen.  
1
Dσ
2
Dσ
k0
k(ξ )
Folgefließfläche
Anfangsfließfläche
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1.6.2 Die Kinematische Verfestigung 
 
Die kinematische Verfestigung, die eine Translation der Fließfläche im Deviatorraum als 
’’starrer Körper’’ darstellt, wird durch eine tensorielle innere Variable π  beschreiben. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 1.14: Kinematische Verfestigung  
 
Dieses Modell wurde vorgeschlagen von MELAN [84] und PRAGER [104]: 
 
( ) ( )f k= − −,F σ π σ π                          (1.55) 
 
mit  
Y
Y
nach von Mises
3
nach Tresca
2
k
k
σ
σ
⎧ =⎪⎪⎨⎪ =⎪⎩
 
 
1.6.2.1 Verfestigungsmodelle nach MELAN 
 
Für dieses Modell hat MELAN [84] vorgeschlagen, dass 
 
pc= &&π ε                 (1.56) 
 
mit c  als positive Konstante. 
 
1.6.2.2 Verfestigungsmodelle nach PRAGER 
 
Verbunden mit der Bedingung nach VON MISES, ergibt das Modell von PRAGER für die 
Fließfunktion 
 
1
Dσ
2
Dσ
π
Anfangsfließfläche
Folgefließfläche
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( ) ( ) 121 12 p pf c ckν
⎡ ⎤= − −⎢ ⎥⎣ ⎦σ ε σ ε             (1.57) 
 
1.6.2.3 Verfestigungsmodelle nach ZIEGLER 
 
ZIEGLER [147] behält die Form (1.56), und schlägt einen anderen Typ der Bewegung der 
Fließfläche vor: 
 
( ) Xσ= − &&π π                (1.58) 
mit  
( ) ( ) ( )
( ) :
:
X H t
σ σ
σ π σ
∂ ∂= − ∂ ∂
&& F
F
       ,    ( ) 1 falls 0
0 falls 0
t
H t
t
≥⎧= ⎨ <⎩  
mit 
falls 0
0 falls 0
t t
t
t
>⎧= ⎨ <⎩                      
 
1.6.3 Gemischte Verfestigung 
 
Im allgemeinen Fall komplexer Belastung können die beiden hier beschriebenen Typen der 
Verfestigung gleichzeitig auftreten. Es handelt sich um eine Verfestigung, die eine  Trans-
lation der Fließfläche mit einer Vergrößerung kombiniert. Verschiedene Autoren haben ihr 
Modell für die gemischte Verfestigung vorgeschlagen. Das allgemeinste Modell ist dabei 
von BALTOV und SAWCZUK [112]. Verbunden mit der Bedingung nach VON MISES hat es 
die Gestalt: 
 
( ) ( ) 121
2
D D
ijkl ij ij ij ij
v
g c c
f
k
σ π σ π⎡ ⎤− −⎢ ⎥= ⎢ ⎥⎣ ⎦
           (1.59) 
 
wo ijklg  der Tensor abhängig von den Invarianten des plastischen Dehnungstensors ist. 
 
1.7  Zusammenfassung 
 
In diesem Kapitel sind die Grundlagen der klassischen Plastizitätstheorie als Grundlagen 
für die Traglastanalyse und Einspielanalyse dargestellt worden. Man sieht, dass aus phäno-
menologischer Sicht die Plastizität auf zwei essentiellen Thesen beruht: Der Schwellen-
funktion (Fließfläche) und dem Postulat von DRUCKER [32].  
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2 Einspielen von Systemen aus ideal plastischem Material 
 
 
2.1 Allgemeines 
 
Betrachtet wird ein fester Körper B  aus linear elastisch, ideal plastischem Material. Das 
System steht unter veränderlicher Belastung P(t) aus einem vorgegebenen Lastraum L  Die 
zeitabhängigen Lasten können dabei Volumen-, Oberflächen-, Temperaturlasten  oder vor-
gegebene Verschiebungen sein (f*(x, t), p*(x, t), Θ*(x, t), u*(x, t)). Hierbei ist V das Volu-
men des Körpers, SK die Oberfläche mit kinematischen Randbedingungen, SF die Oberflä-
che mit den Oberflächenlasten und n der auf der Oberfläche des Körpers nach außen ge-
richtete Normaleneinheitsvektor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.0: Körper unter Variablen Lasten 
 
2.2 Eigenspannungen 
 
Unter Eigenspannungen versteht man Spannungen, die sich in einem Bauteil ohne Einwir-
kung äußerer Belastungen existieren. Da nach außen hin keine Kraft wirkt, müssen sie sich 
insgesamt gegenseitig aufheben. Die Eigenspannungen in einem inneren Querschnitt treten 
daher notwendigerweise immer in einer solchen Verteilung auf, dass die Gleichgewichtsbe-
dingung erfüllt ist. Der räumlichen Ausdehnung nach, kann man die Eigenspannungen un-
terteilen in solche erste, zweite und dritte Art. Eigenspannungen erster Art erstrecken sich 
im Werkstoffgefüge gleichmäßig über eine Vielzahl von Körner.  
Eigenspannungen, die von Korn zu Korn verschieden sind, oder sich gar innerhalb des 
Kristallgitters eines Korns ändern, sind von der zweiten bzw. dritten Art. Die Mikrospan-
nungen stehen mit metall-physikalischen Vorgängen, wie Alterung, Ausscheidung und Dif-
fusion, in Beziehung. Für die technische Praxis sind im Allgemeinen nur die Eigenspan-
nungen erster Art von Bedeutung, da man von einer kontinuumsmechanischen Betrachtung 
u*(x, t)
SK
f*(x, t)
Θ*(x, t)
dV
V
dS n
SF
p*(x, t)
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ausgeht. Bisweilen werden auch die Wärmespannungen zu den Eigenspannungen gerech-
net. Sie treten in Körpern mit ungleichmäßiger Temperaturverteilung auf, wenn sich Zonen 
verschieden großer Wärmeausdehnungen gegenseitig behindern. Bleiben die Wärmespan-
nungen im elastischen Bereich, so verschwinden sie bei vollständigem Temperaturaus-
gleich nach der Abkühlung wieder. 
 
2.3 Aussagen von Fließkurven 
 
Die Fließkurven technischer Bauelemente werden bisher in der Regel experimentell ermit-
telt. Zu diesem Zweck unterwirft man die Bauteile einer möglichst betriebsähnlichen Bean-
spruchung und misst bei definierten Laststufen die Dehnungen an der höchstbeanspruchten 
Stelle im elastischen und überelastischen Zustand. Die gemessenen Dehnungen trägt man in 
Abhängigkeit von der äußeren Belastung auf und kann so punktweise die Fließkurve als 
Last-Dehnungs-Kurve konstruieren.  
 
An der höchstbeanspruchten Stelle eines Bauelements herrscht im Allgemeinen ein meh-
rachsiger Spannungszustand. Die experimentelle und numerische Beanspruchungsanalyse 
liefert in Kombination detaillierte Informationen über das statische und dynamische Bau-
teilverhalten. Unterliegt eine Struktur zeitlich veränderlichen Lasten, so reicht die Berech-
nung der Beanspruchungsmaximalwerte nicht aus, um eine eindeutige Aussage über die 
Sicherheit gegen Versagen treffen zu können.  
Obwohl die Belastungsgeschichte keinen Einfluss auf die Größe der Traglastgrenze hat, 
besteht doch die Möglichkeit, dass das Bauteil bzw. die Struktur bereits vor Erreichen die-
ser Grenze versagt oder die Funktion nicht mehr erfüllen kann. Unter zyklischen Lasten 
können an einem Bauteil verschiedene Verhaltensarten beobachtet werden [111], die sich 
aus der Interpretation und Bewertung von Bauteilfließkurven ergeben: 
 
1. Elastisches Bauteilverhalten 
 
Es treten zu keinem Zeitpunkt plastische Verformungen auf. Es bleiben keine Eigenspan-
nungen oder bleibende Dehnungen beim Entlasten zurück. Der Körper bleibt für alle Belas-
tungen rein elastisch (Abb. 2.1). Der Spannungs-Dehnungs-Verlauf ist linear.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.1: Elastisches Materialverhalten 
ε 
σ
εF
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2. Traglast 
 
Wird die elastische Grenzlast überschritten und die Belastung monoton bis zum Versagen 
des Bauteils erhöht, dann ist die sogenannte Traglastgrenze erreicht. Während dieses Belas-
tungsprozesses plastifiziert der Körper solange, bis er nicht mehr in der Lage ist, eine zu-
sätzliche Belastung zu tragen. Die Verschiebungen wachsen dabei über alle Grenzen an, bis 
der Körper durch Bruch versagt.  
 
Diese kritische Belastung führt zum Kollaps. Die Kenntnis der Traglastgrenze lässt die Si-
cherheit gegen plastisches Versagen quantifizieren. 
 
Bei der Gruppe von Berechnungsverfahren zur Bestimmung von Traglasten wird besonders 
deutlich, wie man unter Nutzung des plastischen Fließvermögens die Bauteiltragfähigkeit 
erhöhen kann. Die ersten Anregungen zur Entwicklung der Traglastmethoden kamen in den 
50iger Jahren aus dem Stahlbau.  
 
Mit Hilfe dieser Verfahren lässt sich die statische, plastische Tragfähigkeitsreserve von 
Balken-, Rahmen- und Schalensystemen näherungsweise berechnen. Kerngedanke der 
Theorie ist die Fließgelenkhypothese und die Annahme linear-elastisch, idealplastischen 
Werkstoffverhaltens.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.2: Traglast, Kollaps 
 
3. Einspielen 
 
Den Fall des Nicht-Versagens, bei dem trotz anfänglicher plastischer Verformungen die 
plastischen Dehnungszuwächse abklingen, bis schließlich keine weitere Plastifizierung 
mehr beobachtbar ist, bezeichnet man als Einspielen (Shakedown). Der Körper verhält sich 
nach einigen Belastungszyklen dann rein elastisch. Es findet im Bauteil eine Spannungsum-
lagerung statt, so dass weniger belastete Bereiche zum Mittragen der Beanspruchung he-
rangezogen werden. 
 
 
 
εF
σ 
ε 
 
2  Einspielen von Systemen aus ideal plastischem Material                                                  27 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.3: Einspielen 
 
Experimentell lässt sich die Spannungsumlagerung in weniger belasteten Bereichen indirekt 
über die Dehnungsänderungen in sukzessiven  Belastungszyklen nachweisen. 
 
4. Plastische Wechselverformung  
 
Wechseln während Belastungszyklen die plastischen Dehnungen in Punkten des Körpers 
ständig ihr Vorzeichen und sind die Dehnungsänderungen bei Belastung und Entlastung 
identisch, dann spricht man von Wechselplastifizierung  (Alternierende Plastizität) (Abb. 
2.4) Der Werkstoff fließt unaufhörlich, was schließlich zu einem lokalen plastischen Ermü-
den (Low Cycle Fatigue) führt. Es bildet sich im Spannungs-Dehnungs-Verlauf eine ge-
schlossene Hysterese aus. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.4: Wechselplastifizierung (alternierende Plastizität) 
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5. Unbegrenztes Anwachsen plastischer Dehnungen 
 
Eine weitere mögliche Form des plastischen Versagens ist durch das unbegrenzte Anwach-
sen plastischer Dehnungen gekennzeichnet (Ratchetting). Es gibt dann definitionsgemäß 
mindestens einen Punkt innerhalb des Bauteils, bei dem die plastischen Dehnungsinkre-
mente nicht verschwinden. Im Laufe des zyklischen Belastungsprozesses akkumulieren 
sich diese derart, dass der Körper entweder durch große Verformungen oder durch Bruch 
versagen wird. Die Hysteresekurven im Spannungs-Dehnungs-Diagramm sind nicht ge-
schlossen und ein „Wandern“ der Kurve ist festzustellen. Da Ratchetting für das Anwach-
sen von plastischen Verformungen mit jedem Lastwechsel steht, ist es äußerst schwierig, 
dies exakt vorherzusagen. Die Möglichkeiten des Nichteinspielens  bei zyklischer Plastizi-
tät sind alternierende und progressive Deformationen oder eine Kombination aus beiden. 
Das Phänomen des Ratchetting ist im Allgemeinen auch bekannt unter den Begriffen „Ver-
sagen durch einsinnige stufenweise Verformung“ oder als „zyklische Dehnungsakkumula-
tion“. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.5: Ratchetting 
 
Das Tragverhalten nach Punkt 1 ist zwar ungefährlich, da keine plastische Energie dissi-
piert wird, die Tragfähigkeit des Systems ist jedoch in allgemein nicht ausgenutzt. Die Fälle 
2, 4 und 5 der Auflistung werden als kritische Strukturzustände bezeichnet. Die in den 
Punkten 4 und 5 aufgelisteten Versagensarten sind alle dadurch gekennzeichnet, dass in der 
Struktur V mindestens ein Punkt x existiert, in dem die plastischen Dehnungsinkremente 
p&ε  im Laufe der Belastung nicht verschwinden, so dass  
 
lim 0 inpijt Vε→∞ ≠&                 (2.1) 
gilt. 
 
Da die plastischen Dehnungen im Fall 4 der Auflistung beschränkt bleiben und nur die 
Dehnungsinkremente ihr Vorzeichen ändern, spricht man auch vom plastischen Einspielen. 
In dieser Arbeit wird der Fall 4 untersucht. Für Fall 2 der Auflistung erfolgt das Versagen 
direkt im ersten Belastungszyklus. 
 
εF
ε
σ 
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Die Strukturzustände 1 und 3 der Auflistung sind nach dem Abklingen der plastischen Deh-
nungen nicht mehr zu unterscheiden. Da im Allgemeinen bei einer Struktur nicht die 
vollständige Lastgeschichte bekannt ist, sind die beiden Zustände qualitativ äquivalent. Für 
sie verschwinden die plastischen Dehnungen im Laufe der Zeit  
 
lim 0 inpijt Vε→∞ =&                                     (2.2) 
 
so dass das System in einen elastischen Zustand übergeht. Der Fall des lokalen Material-
versagens vor Erreichen des elastischen Einspielens kann durch diese Bedingung nicht aus-
geschlossen werden. Zusätzlich zu der Forderung (2.2) muss deshalb für das elastische Ein-
spielen noch die Beschränktheit der plastischen Dissipationsenergie im Laufe der Belastung 
gelten: 
 
( ) ( )
p
0
lim lim
t
p
P ij ijt t
V V
W w dV dt dV cσ ε→∞ →∞
⎡ ⎤= = <⎢ ⎥⎣ ⎦∫ ∫ ∫ &                                             (2.3) 
 
Dabei ist mit pw der Dichte der plastischen Dissipationsenergie bezeichnet. Diese Forde-
rungen machen nur für die Untersuchung der Einspiellast Sinn, da bei Erreichen der Trag-
last die Dissipationsenergie beschränkt bleibt.  
 
Bei einer Einspieluntersuchung geht man der Frage nach, wie weit ein vorgegebener Last-
raum L  vergrößert werden darf, damit das betrachtete System unter diesem Lastsystem ge-
rade noch einspielt. Die mögliche Vergrößerung wird mit einem Faktor α  angegeben. Die 
auftretenden Spannungen ( ), txσ  während der Belastungen P(x, t) dürfen in keinem Punkt 
x und zu keiner Zeit t die MELAN’SCHE Bedingung (2.4) verletzen und müssen gleichzeitig 
die statischen Gleichgewichts- und Randbedingungen erfüllen: 
 ( )Y
*
,
*
*
, 0 in ,
0 in ,
0 auf ,
0 auf .
ij
ij j i i
j ij i i F
i i i K
V
f V
n p S
u u S
σ σ
σ α
σ α
α
≤
+ =
− =
− =
F
                        (2.4) 
 
In der vorliegenden Arbeit wird stets die VON MISES Fließbedingung verwendet [139]. 
 
 
( )Y Y3, 2 D Dij ij ijσ σ σ σ σ= −F                                                           (2.5) 
 
Hierin sind Dσ  der Spannungsdeviator (siehe Gleichung (2.6)) und Yσ die Fließspannung 
des betrachteten Materials. 
 
1
3
D
ij ij kk ijσ σ σ δ= −                          (2.6) 
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2.4 Das statische Einspieltheorem von MELAN 
 
Die Theorie des Einspielens beruht auf dem von MELAN [84] aufgestellten statischen Sha-
kedown-Theorem basiert auf vorarbeiten von BLEICH [15]. Um das MELAN-THEOREM prak-
tisch anzuwenden, muss eine zeitunabhängige Eigenspannungsverteilung im Bauteil gefun-
den werden. Das essentielle Problem ist es, die „best geeignetste“ Spannungsverteilung zu 
finden, die das interne Gleichgewicht unter äußerer „Nulllast“ erfüllt.  
Für ideal plastisches Material werden die aktuellen Spannungen ( ), txσ  in fiktive elasti-
sche Spannungen ( , )E txσ  und Eigenspannungen ( ), txρ ausgeteilt: 
 
( ) ( )( , ), ,E tt t= +xx xσσ ρ                                  (2.7) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abb. 2.6: Elastisch-ideal plastisches Material  
 
Im Falle des elastischen Einspielens verhält sich das System nach dem Zeitpunkt des Ein-
spielens rein elastisch, so dass sich die zeitliche Änderung der Spannungen nur in den 
Spannungen ( , )E txσ  und nicht mehr in den Eigenspannungen ρ  widerspiegelt. Es bildet 
sich nach dem Einspielen ein zeitunabhängiges Eigenspannungsfeld ρ , so dass die Überla-
gerung dieses Einspannungsfeld mit den fiktiven elastischen Spannungen Eσ  ein zulässiges 
Spannungsfeld ergibt. Zum anderen muß der zeitunabhängige Eigenspannungszustand 
( )xρ die statischen Gleichgewichts- und Randbedingungen erfüllen. 
 
, 0 in , 0 aufij j i j ij i FV n Sρ ρ= =                        (2.8) 
 
Mit diesen Gleichungen kann der von MELAN  hergeleitete Einspielsatz formuliert werden: 
 
Satz  2.1 (MELAN): 
 
Wenn ein skalarer Multiplikator 1α >  und ein zeitunabhängiges Eigenspannungsfeld ( )xρ  
existieren, so dass für alle Lasten ( )t ∈P L  und für alle Punkte x innerhalb eines Volumens 
V die MELAN’SCHE Bedingung 
 
ε
σ  
Yσ  
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( ) ( )( ) ( )Y( , ) , 0 undE t V tα σ+ ≤ ∀ ∈ ∀ ∈x x x x PF Lσ ρ                     (2.9) 
   
nicht verletzt wird, dann wird die Struktur unter gegebenen Lasten einspielen. 
 
 Beweis 
 
Um die MELAN’SCHE Bedingung (2.9) zu beweisen, wird das positiv definite quadratische 
Funktional  
( ) ( )
( )
( )( 1)1 0
2 ij ij ijkl kl klV
J t L dVρ ρ ρ ρ−= − − ≥∫          (2.10) 
betrachtet. 
 
In Gleichung (2.10) stellt ( ), txρ  das tatsächliche Eigenspannungsfeld im System zum 
Zeitpunkt t dar. ( 1)ijklL
−  sind die Komponenten des inversen Elastizitaetstensor L. Gl. (2.10) 
nach t ableitet liefert 
 
( ) ( )
( )
( )
( )
( 1) r
ij ij ijkl kl ij ij ij
V V
J t L dV dVρ ρ ρ ρ ρ ε−= − = −∫ ∫& & &         (2.11) 
mit rijε&  Dehnrate aus den Eigenspannungen ( ), txρ  läßt sich mit Hilfe der Dehnrate des e-
lastischen Vergleichskörpers ( , )E tx&%ε , der plastischen Dehnrate ( ),p tx&ε  und der Dehnrate 
( ),tx&ε  darstellen: 
 
( )
( ) ( )
( ) ( )
( )
( )
1
1
1
1
1
.
E p
ij ij ij
p
ijkl kl ij
E p
ijkl kl kl ij
E p
ijkl kl kl ij
E r p
ij ij ij
r E p
ij ijkl kl ij ij ij
p E
ijkl kl ij ij ij
L
L
L
L
L
ε ε ε
σ ε
σ ρ ε
σ ρ ε
ε ε ε
ε ρ ε ε ε
ρ ε ε ε
−
−
−
−
−
= +
= +
= + +
= + +
= + +
⇒ = = − −
⇒ + = −
& & &
&&
& & &%
& & &%
&% & &
&& & & % &
&& & & %
       (2.12) 
 
Die Eigenspannungen ( ), txρ und die zeitunabhängigen Eigenspannungen ( )xρ lassen sich 
durch die Spannungen ( ), txσ , die Spannungen des elastischen Vergleichskörpers ( , )E txσ  
und durch den sicheren Spannungszustand ( ),s txσ  ausdrucken: 
 
E
ij ij ijρ σ σ= −                         (2.13) 
s E
ij ij ijρ σ σ= −                         (2.14) 
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Setzt man die Gleichungen (2), (3) und (4) in Gleichung (1) ein, so erhält man: 
 
( ) ( )
( )
( )
( )
( )
( ) ( )
( )
E s E E p
ij ij ij ij ij ij ij
V
s E s p
ij ij ij ij ij ij ij
V V
J t dV
dV dV
σ σ σ σ ε ε ε
σ σ ε ε σ σ ε
= − − + − −
= − − − −
∫
∫ ∫
&& & % &
&& % &
              (2.15) 
 
Unter Verwendung der Definition der Dehnungstensoren bzw. der Dehnraten läßt sich im 
ersten Term von (2.15) das Produkt aus Spannungen und Dehnraten ersetzen: 
 ( )( ) ( )( ) ( )( ), , , ,s E s E s Eij ij ij ij ij ij i j i j ij ij i j i ju uσ σ ε ε σ σ σ σ υ υ− − = − − = − −& && % %& %               (2.16) 
 
mit υ  die zeitliche Abteilung des Verschiebungsvektors u 
 
Wendet man nun Gleichung (2.16) und den Gauß’schen Integralsatz auf den ersten Term 
von (2.15) an, dann sieht man, daß dieser gleich Null wird, da ( ), txσ als tatsächlicher und 
( ),s txσ  als statisch zulässiger Spannungszustand nach den Gleichungen (2.8) und (2.14) 
die Gleichgewichtsbedingungen (2.4) zu jedem Zeitpunkt überall erfüllen. Außerdem ist 
, ,
E
i j i jυ υ− %  auf  SK identisch null, so daß die Aussage auch für kinematische Randbedingun-
gen gilt. 
 ( )( )
( )
( )( )
( )( )
, ,
( )
, ,
( )
                                          
F
s E s E
ij ij i j i j j ij ij i i
V S
s E
ij j ij j i i
V
dV n
dV
σ σ υ υ σ σ υ υ
σ σ υ υ
− − = − −
− − −
∫ ∫
∫
% %
%
       (2.17) 
 
Von Gleichung (2.15) bleibt nur noch der zweite Term übrig. 
 
 
( ) ( )
( )
0s pij ij ij
V
J t dVσ σ ε= − − ≤∫& &                      (2.18) 
 
Die Gl. (2.18) zeigt, dass das Funktional ( )J t  monoton fallend ist. Da aber ( )J t  immer 
größer oder gleich Null ist, muß für t →∞  der Wert von ( )J t  gegen eine Konstante und 
die zeitliche Ableitung ( )J t&  gegen Null konvergieren. 
 
( )
t
lim konst 0→∞ = ≥J t .                              (2.19)         
( )lim 0
t
J t→∞ =&                                                                                                    (2.20)                     
 
Mit Hilfe der Gleichungen (2.18) bis (2.20) lässt sich nun folgern, dass ab einem gewissen 
Zeitpunkt t keine weiteren plastischen Dehnungen mehr auftreten können. 
 
lim 0pij ijt ε→∞ =&                                       (2.21) 
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Abb. 2.7: Zeitlicher Verlauf von J(t) 
 
Die Struktur verhält sich ab diesem Zeitpunkt rein elastisch. 
 
Im Fall des Einspielens kann eine Abschätzung für die System-Dissipationsenergie pW  
aufgestellt werden. Unter Beachtung der Einspielbedingung (2.9) und der Materialstabilität 
im Sinne des DRUCKER’SCHEN Postulates ergibt sich [31]: 
 
                             ( )
( )
( )
0
1
s p
ij ij ij
s p p p
ij ij ij ij ij ij ij
p s p
ij ij ij ij ij
σ α σ ε
σ α σ ε α σ ε α σ ε
ασ ε σ σ εα
− ≥
⇔ − ≥ −
⇔ ≤ −−
&
& & &
& &
         (2.22) 
                    
Durch die Integration von Gl. (2.22) über das Volumen V und über die Zeit t gelangt man 
schließlich zum folgenden Ergebnis 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
Da die plastischen Dissipationsarbeit WP beschränkt ist und die plastischen Dehnungszu-
wächse verschwinden, ist gezeigt worden, daß der Körper B unter den getroffenen Voraus-
setzungen und dem vorgegebenen Lastraum L einspielt. Der Körper verhält sich ab diesem 
Zeitpunkt rein elastisch. Da keine weiteren Eigenspannungen mehr entstehen können, folgt 
J(t) 
J(0) 
t
J(∞) 
0 
 (2.23)      
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daraus, daß die Eigenspannungen ( ), txρ  gegen ein konstantes Eigenspannungsfeld ( )xρ  
konvergieren müssen. 
 
lim .ij ijt ρ ρ→∞ =              (2.24) 
 
Das statische Einspiel-Theorem liefert eine untere Schranke für die Einspielgrenze und ist 
deshalb als konservative Grenzbetrachtung der Belastungen zu werten. Es werden statisch 
bestimmte Belastungszustände ermittelt.  
 
Die Untersuchungen in dieser Arbeit stützen sich auf diesen theoretischen Ansatz. Das 
Prinzip der Einspiel-Theorie soll an einem einfachen Bauteil, nämlich einer Platte mit Loch 
unter schwellender Zugspannung aufgezeigt werden. Der Mechanismus des Einspielens 
eines Bauteils beruht auf dem von [15] aufgestellten Einspieltheorem. Treten an einem 
Bauteil zyklische Belastungen auf, so findet nach einigen Lastwechseln eine Spannungsum-
lagerung in weniger belastete Bereiche statt, so dass sich bei allen folgenden Lastwechseln 
unterhalb dieser Last keine weiteren Plastifizierungen ergeben.  
 
Im Rahmen dieser Arbeit wird für das Einspielverhalten vorausgesetzt, dass nach wenigen 
Zyklen unterhalb einer Lastgrenze in den folgenden Lastwechseln keine Plastifizierungen 
im Bauteil auftreten, d.h. ob sich Ratchetting oder Einspielen im Bauteil einstellt, kann 
nach einigen Lastspielen festgestellt werden. 
 
Für die Platte mit Loch bedeutet dies, es muss sich nach Entlastung ein zeitunabhängiger 
Eigenspannungszustand einstellen, welcher innerhalb der Fließfläche liegt, d.h. die Eigen-
spannungen dürfen keine Rückplastifizierung hervorrufen. In Abb. (2.8)  ist der Dehnungs-
verlauf der höchstbeanspruchten Stelle bei inkrementeller schwellender Lastaufgabe darge-
stellt [83], wobei nach jedem Beanspruchungszyklus die Zugspannung für den folgenden 
Lastschritt um 20 N/mm² erhöht wurde. Bei Laststeigerung zeigt sich der Fließbeginn mit 
dem Abknicken der Dehnungskurve aus der Ordinate und setzt bei 90 N/mm² (elastischer 
Grenzpunkt) ein. 
 
 
 
Abbildung (2.8) Wechselplastifizierung der Platte mit Loch an der  
    höchstbeanspruchten Stelle (FEM) 
εmax
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Bis zu einer Grenzlast von 180 N/mm² sind keine Rückplastifizierungen aus dem Kurven-
verlauf zu entnehmen, wohingegen bei den anschließenden Lastfolgen aus den Eigenspan-
nungen einsetzendes Materialfließen zu erkennen ist. Hieraus ist abzuleiten, dass im Zug-
spannungsbereich ab 180 N/mm² Ratchetting einsetzen wird. 
 
Um die Grenze jedoch besser abschätzen zu können, müssen die für die Einspiel-Theorie 
zugrunde gelegten zyklischen Belastungen mit konstanter Belastungsamplitude betrachtet 
werden. 
 
2.5 Einspielen für thermisch belastete Systeme  
 
Im Fall von Temperaturbelastungen können Effekte auftreten, die bei Raumtemperatur 
kaum eine Rolle spielen, jedoch bei erhöhter Temperatur das Materialverhalten maßgebend 
bestimmen. An dieser Stelle sind z.B. das Kriechen und die Temperaturabhängigkeit der 
Materialkonstanten zu nennen. In dieser Arbeit wird angenommen, dass die Temperatur 
keinen Einfluss auf die Form der Fliessfläche hat. Das statische Einspieltheorem von ME-
LAN kann unter Berücksichtigung der Temperaturabhängigkeit der Fliessspannung erweitert 
werden siehe Beweis in [44, 65] 
 
Satz  2.2: Statisches Einspieltheorem für thermisch belastete Systeme 
 
Falls ein Faktor 1α >  und ein zeitunabhängiges Eigenspannungsfeld ( )xρ existieren, so 
daß für alle Lasten P(t) eines Lastraumes L  und für alle Punkte x innerhalb eines Volu-
mens V die MELAN’SCHE Bedingung  
  
( ) ( ) ( )( ) ( )Y, , , , 0E t V tα ϑ σ ϑ+ ≤ ∀ ∈ ∀ ∈x x x x Pσ ρF L           (2.25) 
nicht verletzt wird, dann wird die Struktur unter den gegebenen Lasten einspielen. 
 
2.6 Einspielen für unbegrenzt linear-kinematisch verfestigendes  
          Material 
 
Wie der Name schon aussagt, verhält sich die isotrope Verfestigung vollkommen unabhän-
gig vom gewählten Koordinatensystem und der Belastungsrichtung. Die isotrope Verfesti-
gung verändert nicht die Gestalt der Hyperfläche, z.B. den Fließzylinder im Falle des 
Fließgesetzes nach VON MISES, sondern sie geht beim Materialfließen von einer gleichsin-
nigen Aufweitung der Fließfläche im Spannungsraum aus und bildet eine zur Ursprungs-
fließfläche affine Fläche.  
 
Bei der isotropen Verfestigung kommt es nicht darauf an, auf welchem Wege sie erreicht 
wurde, sondern sie nimmt mit wachsender plastischer Dehnung stetig zu. Sie eignet sich 
insbesondere zur Beschreibung des nichtlinearen Materialverhaltens bei monoton anstei-
gender Belastung. Im Gegensatz zur isotropen Verfestigung ermöglicht die kinematische 
Verfestigung den bei zyklischer Beanspruchung auftretenden BAUSCHINGER-EFFEKT zu be-
rücksichtigen. Das kinematische Verfestigungsmodell beschreibt eine translatorische Be-
wegung (Wandern) der Fließfläche im Spannungsraum.  
 
Die Form und Größe der Fließfläche bleiben unverändert. Während der Plastifizierung wird 
im übertragenen Sinn die Fließgrenze auf der gegenüberliegenden Seite der Fließfläche so 
 
36                                                 2  Einspielen von Systemen aus ideal plastischem Material 
verändert, dass es bei der Entlastung zur früheren Plastifizierung kommt. Die Berücksichti-
gung einer kinematischen Verfestigung, bei der sich die Fließfläche während des Belas-
tungsprozesses verschiebt, muß genauer untersucht werden. 
 
Schon in Jahr 1938 hat MELAN einen Einspielsatz für linear-kinematisch verfestigendes 
Material angegeben. MELAN ging von der Vorstellung aus, dass sich die aktuellen Span-
nungen ( ), txσ  in zwei Anteile gemäß 
 
( ) ( ) ( ), , ,t t t= +x x xσ ν π            (2.26) 
 
zerlegen lassen. Die Spannungen ( ), txπ  beschreiben die Verschiebung der Anfangsfließ-
fläche im Spannungsraum und werden ’’Backstresses’’ genannt. Verantwortlich für das 
Fließen des Materials ist der Anteil ( ), txν . Ähnlich wie beim elastisch – ideal plastischen 
Material muß dieser die MELAN’SCHE Bedingung F  erfüllen. 
 
( ) ( )( ) ( ) ( )( )Y, , , , , ,t t t t σ= −x x x xF Fν σ σ π                     (2.27) 
 
Dieses Modell beschreibt eine unbeschränkte lineare kinematische Verfestigung und kann 
den BAUSCHINGER-EFFEKT eines Materials darstellen. Der Einspielsatz nach MELAN für 
unbeschränkt linear kinematisch verfestigendes Material lautet: 
 
Satz  2.3: Statisches Einspieltheorem für unbegrenzt linear-kinematisch   
                verfestigendes Material 
 
Wenn ein zeitunabhängiges Eigenspannungsfeld ( )xρ und ein ebenfalls zeitunabhängiges 
Backstressesfeld ( )xπ  sowie ein Faktor 1α >  existieren, so dass die Bedingung: 
 
( ) ( ) ( )( ) ( )Y, , 0 undE t V tα σ+ − ≤ ∀ ∈ ∀ ∈x x x x PF Lσ ρ π           (2.28) 
 
erfüllt ist, so wird das System einspielen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.9: Unbegrenzt linear verfestigendes  
Material    
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Abbildung 2.10: Spannungs- Deh-
nungskurve für unbegrenzt linear ver-
festigendes Material 
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2.7 Einspielen für begrenzt linear kinematisch verfestigendes Material 
 
Die Verschiebung der Anfangsfließfläche ist im Fall der unbegrenzten kinematischen Ver-
festigung, was physikalisch unrealistisch ist. WEICHERT  & GROß WEEGE [140] haben ein  
sogenanntes vereinfachtes “ two surface” Modell eingeführt, um eine begrenzte lineare ki-
nematische Verfestigung zu beschreiben. STEIN ET AL. [122, 123], ZHANG [148] haben eine 
alternative Einspielbedingung angegeben. HEITZER [54] hat gezeigt, wie die beiden ver-
schiedenen Ansätze ineinander überführt werden können und somit zum selben Ergebnis 
kommen. 
 
Satz  2.4: Statisches Einspieltheorem für begrenzt linear kinematisch  verfestigendes  
                Material 
 
Existiert ein Faktor 1α > , ein zeitunabhängiges Eigenspannungsfeld ( )xρ  und ein zeitu-
nabhängiges Backstressesfeld ( )xπ , so dass für alle Lasten  P(t) eines Lastraumes L  [140] 
 
( ) ( ) ( ) ( )( )Y, , 0EI tα σ+ − ≤x x x xF σ ρ π                     (2.29) 
( ) ( ) ( )( ) ( )L, , 0EL t V tα σ+ ≤ ∀ ∈ ∀ ∈x x x x PF Lσ ρ                   (2.30) 
 
erfüllt ist, so wird die Struktur unter dem Lastraum L  elastisch einspielen. 
 
Während Yσ  die Anfangsfließspannung bezeichnet, gibt Lσ  den Grenzwert der Fließspan-
nung bei einer begrenzten kinematischen Verfestigung an. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.11: Begrenzt linear verfestigendes  
Material    
 
 
 
Abbildung 2.12: Spannungs- Deh-
nungskurve für begrenzt linear ver-
festigendes Material 
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2.8 Alternierende Plastizität 
 
In diesem Fall bleiben die gesamten plastischen Dehnungen beschränkt, jedoch wechseln 
während der Lastzyklen die Dehnungsinkremente ihr Vorzeichen. Die Amplitude dieser 
ständig wechselnden plastischen Verformungen überschreitet dabei einen Grenzwert, der 
für das Versagen verantwortlich ist. In diesem Sinne ist eine Struktur gegenüber Versagen 
aufgrund alternierender Plastizität sicher, falls ein Faktor 1α >  und ein zeitunabhängiges 
Feld ( )xρ  gefunden werden kann, das mit den Spannungen ( ),E txσ  des rein elastischen 
Vergleichskörpers V  superponiert die MELAN’SCHE Bedingung zu keinem Zeitpunkt ver-
letzt [66]: 
 
( ) ( ) ( )( ) ( )L, , , 0E t V tα σ ϑ+ ≤ ∀ ∈ ∀ ∈x x x x PF Lσ ρ               (2.31) 
 
KÖNIG [65] und PYCKO & MROZ [105] geben eine Bedingung für das Nichtversagen gegen-
über alternierender Plastizität an, die ausschließlich in elastischen Großen formuliert ist: 
 
Satz 2.5:  Alternierende Plastizität  
 
Falls ein Faktor AP 1α >  existiert und für alle Lastkombination P(t1) und P(t2) aus einem 
gegebenen Lastraum L  die MELAN’SCHE Bedingung 
 
( )( ) ( )( ) ( )AP 1 2 Y1 , , 02 E Et tα σ ϑ⎛ ⎞⎡ ⎤± − ≤⎜ ⎟⎣ ⎦⎝ ⎠P P xσ σF                    (2.32) 
( ) ( )1 2,V t t∀ ∈ ∀ ∈x P P L  
 
nicht verletzt wird, dann wird die Struktur unter den gegebenen Lasten aufgrund alternie-
render Plastizität nicht versagen. 
 
2.9 Einspielanalyse 
 
Unter einer Einspielanalyse versteht man die Ermittlung des größtmöglichen Faktors, mit 
dem ein vorgegebener Lastraum L  vergrößert werden darf, so daß die Struktur für diesen 
vergrößerten Lastraum gerade noch einspielt. Dieser Faktor wird daher auch Einspielfaktor 
genannt. Die Einspielanalyse wird dann zu einem Optimierungsproblem zur Ermittlung die-
ses Faktors. Die Optimierung muß einerseits für eine der oben angegebenen Einspielbedin-
gungen der Kapitel 2.4, 2.5, 2.6 bzw. 2.7 und andererseits mit der Bedingung für Nichtver-
sagen aufgrund alternierender Plastizität des Kapitels 2.8 durchgeführt werden: 
 
max ESα  mit einer der Einspielbedingungen der Kapitel 2.4 bis 2.7            (2.33)   
max APα  mit der Bedingung des Kapitels 2.8                    (2.34) 
 
Der kleinere der beiden Faktoren bestimmt dann den Einspielfaktor SDα  für die gesamte 
Struktur mit 
( )SD ES APmin ,α α α=                                                                               (2.35) 
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2.10 Das kinematische Einspieltheorem 
 
Das kinematische Shakedown-Theorem liefert eine obere Grenze der zulässigen Belastung. 
Die wirklichen Grenzen liegen darunter oder fallen mit dieser Abschätzung zusammen. 
Dieses Einspieltheorem wird in dieser Arbeit nicht näher behandelt, jedoch der Vollstän-
digkeit halber erwähnt. Das KOITER’SCHE Theorem sagt aus, dass ein zyklisch belastetes 
Bauteil nicht einspielt, wenn ein kinematisch zulässiges Feld von Dehnungsänderungsge-
schwindigkeiten gefunden werden kann, in dem die Arbeit der äußeren Lasten größer ist als 
die der dissipierten inneren Arbeit. Das kinematische Theorem legt bei der Grenzbetrach-
tung den Versagenszustand zugrunde und ermittelt demnach eine obere Einspiel-Grenze. 
Das statische und kinematische Einspiel-Theorem besitzen jeweils Schrankencharakter und 
erlauben eine Eingrenzung des Einspiel-Gebiets. 
 
2.11 Analytische Bestimmung der Einspiel-Grenze 
 
Aufgrund der Schwierigkeit, Einspiel-Grenzen von Anlagenkomponenten analytisch zu be-
rechnen, greift man zur Ableitung von Berechnungsansätzen und Kontrolle von Ergebnis-
sen auf einfache Geometrien und definierte Belastungsarten (konstante, schwellende, wech-
selnde Lasten) zurück. 
 
Einachsige Spannungszustände treten in prismatischen Konstruktionselementen (Stäbe, 
Balken, Wellen) unter axialem Zug oder Druck und unter Biegebelastung auf. Beispiele 
hierfür sind Zugstäbe, Druckstäbe, Biegebalken. An dieser Stelle sollen am Beispiel des 
Rechteckquerschnitts unter konstanter Zug- und zyklischer querkraftfreier Momentenbe-
lastung analytisch Belastungsgrenzen bestimmt werden, da man hier einen einfach zu be-
rechnenden Spannungs- und Eigenspannungszustand vorfindet. Ein Biegebalken mit den 
geometrischen Abmessungen Höhe H und Breite B wird mit einer konstanten Zugspannung 
in Balkenlängsrichtung und mit einem veränderlichen querkraftfreien Biegemoment be-
lastet. Das Materialverhalten wird als linear-elastisch-idealplastisch mit einer Fließgrenze 
Yσ  angenommen. 
 
Um die für das Einspielen des Bauteils zulässigen Belastungen graphisch darzustellen, wird 
ein Interaktionsdiagramm des Lastraums erstellt. Auf der Abszisse trägt man die mit der 
Traglast normierte Zuglast 
T
 = Nn
N
 auf; auf der Ordinate ist das dimensionslose Biege-
moment 
T
  = Mm
M
 aufgetragen. Die größte ertragbare Einzellast (Traglast) ergibt sich dem-
zufolge zu n =1 und m =1. 
 
Unter der Annahme, dass sich der Querschnitt bei der Verformung nicht verwölbt, sondern 
eben bleibt, können analytisch folgende Spannungszustände und Belastungsgrenzen abge-
leitet werden (BERNOULLISCHE HYPOTHESE vom Ebenbleiben der Querschnitte [45]). 
 
Elastische Spannungsverteilung über den Rechteckquerschnitt: 
 
( ) e312 Mz zBHσ =                                                                                           (2.36) 
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Traglastmoment unter reiner Biegung: 
 
2
T Y
1
4
M B Hσ=                         (2.37) 
Elastische Grenzbelastung unter reiner Biegung: 
 
2
e Y T
1 2
6 3
M B H Mσ= =                        (2.38) 
 
Unter reiner Zugbelastung ist die Traglast erreicht, wenn die Zugspannung den Fließgren-
zenwert besitzt: 
 
T YN B Hσ=                            (2.39) 
 
Die Belastungsgrenze für die konstante Zugspannung und ein zwischen mmax = -mmin  
zyklierendes Biegemoment kann formelmäßig wie folgt abgeleitet werden: 
 
2 10
3 2
m n= ≤ ≤                       (2.40) 
3 11 1
4 2
m n n+ = ≤ ≤  
 
Erhört man nun die Einzellasten bis hin zum Grenzzustand voll plastisch, so kann man da-
von ausgehen, dass der Querschnitt zum Teil durch da Biegemoment und zum anderen Teil 
durch die Axiale Zugkraft belastet ist und in allen Bereichen die Fliessgrenze Yσ aufweist. 
Eine willkürliche Spannungsverteilung ist im Abbildung 2.13 dargestellt. 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.13.: Überlagerung axiale Zugkraft und Biegemoment (Traglastzustand) 
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Die größte ertragbare Einzellast (Traglast) ergibt sich demzufolge zu n =1 und m =1. 
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Die Traglastgrenzkurve ist wie folgt definiert: 
 
2 1 0m n+ − =                         (2.41) 
 
Die elastische Grenzkurve wird durch folgende Gleichung bestimmt: 
 
3 1
2
m n+ =                         (2.42) 
 
Die Beanspruchungsgrenzen sind in Diagrammform in Abbildung. (2.14) dargestellt. Bis zu 
einer Zugbelastung von n =0.5 verläuft die Einspiel-Grenze waagrecht. 
 
Einzig das zyklische Biegmoment führt zur Akkumulation der Dehnungen im Querschnitt, 
d.h. die überlagerten Zugspannungen beeinflussen das Einspiel- Verhalten des Bauteils 
nicht. Die Auswirkungen der konstanten Zugspannung machen sich erst im Bereich zwi-
schen n =0.5 und n =1.0 bemerkbar. Die Einspiel-Grenze nimmt mit steigender Zuglast li-
near auf null ab. Im Falle der elastischen Grenzkurve und der Traglastgrenze reduziert die 
zunehmende Zugspannung den Grenzwert stetig [83]. 
 
 
 
Abbildung. (2.14): Interaktionsdiagramm – Rechteckquerschnitt [83] 
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3 Numerische  Einspielanalyse 
 
 
3.1 Die mathematische Programmierung, ein Werkzeug für die Ein- 
          spielanalyse 
           
 
Wie oben bereits erwähnt, bringt die Lösung eines Einspielproblems durch eine direkte Me-
thode unter anderem eine Lösung eines Optimierungsproblems mit sich. MAIER [80a] stellt 
als erster im Rahmen seiner Studien über Diskretisierungsprobleme fest, dass ein Einspiel-
problem (und als Spezialfall eine Traglast-Analyse) mittels der mathematischen Program-
mierung behandelt werden kann. Dieser spezielle Zweig der angewandten Mathematik 
wurde Ausgangspunkt vieler Autoren für die Entwicklung von Algorithmen zur Behand-
lung von Einspielproblemen. 
In diesem Kapitel wird ein kurzer geschichtlicher Überblick über diese Theorie gegeben, 
um ihre Verbindung mit der Theorie zur Berechnung von Grenzzuständen aufzuzeigen. 
 
3.2 Kurzer geschichtlicher Überblick über die mathematische          
          Programmierung 
 
Genauer gesagt lässt sich ein Problem zur Bestimmung eines Grenzzustandes entweder als 
ein Problem der Maximierung, (bei Benutzung des Theorems von MELAN) oder als ein 
Problem der Minimierung (bei Benutzung des Theorems von KOITER) deuten. Die Proble-
me, die uns interessieren, führen nach Diskretisierung immer auf eine Minimierung oder 
Maximierung konvexer Funktionale auf einem Bereich der durch Gleichungen und Unglei-
chungen definiert ist. Dazu zur Lösung muss man in der Regel auf numerische Methoden 
zurückgreifen. Diese Diskretisierungen transformieren also ein Optimierungsproblem im 
Funktionenraum in ein Optimierungsproblem in einem Vektorraum mit endlicher Dimensi-
on. In diesem Fall heißt die zu optimierende Funktion Objektfunktion und die Nebenbedin-
gungen heißen Optimierungsbedingungen. In diesem Sinne ist die mathematische Pro-
grammierung für unsere Studie relevant, weil ihr Ziel, nach der Definition von MINOUX 
[85] ist, theoretisch Optimierungsprobleme zu definieren sowie die Konzeption und Auf-
stellung von Lösungsalgorithmen zu leisten. Zwei fundamentale Aspekte resultieren aus 
dieser Definition: 
 
• der theoretische Aspekt, der es ermöglicht, einen Allgemeinen Rahmen für die zu 
behandelnden Probleme zu schaffen, 
und  
 
• der algorithmische Aspekt, dessen Ziel es ist, eine Lösungsmethode für Optimie-
rungsprobleme anzugeben, angepasst an die zugehörigen Spezifikationen des Prob-
lems. 
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Diese Theorie ist also von großer Wichtigkeit für viele Anwendungen, wie zum Beispiel für 
die operationelle Forschung, die numerische Analyse, die Wirtschaftsmathematische oder 
auch das Ingenieurwesen. Es ist offensichtlich der letzte Punkt der genannten Anwendun-
gen der unsere Aufmerksamkeit erregt, da er es unter anderem ermöglicht, Dimensionie-
rungs- und Optimierungsprobleme von Strukturen anzugehen. 
 
Der Begriff der linearen Programmierung wurde seit 1949 von DANTZIG [28] vorgeschla-
gen, als er Optimierungsprobleme linearer Funktionen unter linearen Nebenbedingungen 
aus theoretischer und algorithmischer Sicht studierte. In der Fortsetzung seiner Arbeiten 
schlug er in 1951 einen Algorithmus [28a] zur Lösung linearer Probleme vor, sowohl im 
Bereich der zu optimierenden  Funktion als auch auf dem Niveau der 
Optimierungsbedingungen. Er nannte diesen Algorithmus Simplex-Algorithmus. Zur 
gleichen Zeit bauten KUHN & TUCKER [70] die theoretischen Fundamente der nichtlinearen 
Optimierung auf, welche es erlauben,  nichtlineare Optimierungsprobleme mit oder ohne 
Nebenbedingungen zu behandeln. Derweil war die Aufstellung von Algorithmen, die diese 
Theorie umsetzten, noch nicht erfolgt. In der Tat ist es erst 10 Jahre später, dass ROSEN den 
ersten wirkungsvollen Algorithmus zur nichtlinearen Optimierung entwickelte. Zuerst im 
Falle linearer Optimierungsbedingungen [109] und schließlich im Falle nichtlinearer 
Optimierungsbedingung [110]. Der wesentliche Unterschied zwischen einer linearen und 
einer nichtlinearen Programmierung liegt darin, dass die erste immer eine optimale globale 
Lösung liefert. Die zweite hingegen, konvergiert gegen eine der möglichen optimalen 
lokalen Lösungen, abhängig von den Anfangswerten, welche man den 
Optimierungsvariablen zugeteilt hat. Zwischenzeitlich haben KUHN & TUCKER [70] 
genügend Kriterien geschaffen, die es ermöglichen den globalen oder lokalen Aspekt der 
gefundenen Lösung zu überprüfen und basierend auf den Überlegungen zur Konvexität, 
Funktionen und Definitionsbereich des Problems zu finden, welche die nichtlineare 
Optimierung bestimmen.  
Die Lösungsalgorithmen der Optimierungsprobleme ohne Nebenbedingungen sind im All-
gemeinen iterativ und auf einer Abstiegstechnik basierend, die wir im nächsten Punkt be-
handeln. Das Problem der Optimierung mit Nebenbedingungen betreffend ist das Grund-
prinzip eine Rückführung auf ein Problem ohne Nebenbedingungen. DAVIES & SWANN [29]  
haben zwei große Klassen von Methoden von einander unterschieden: 
 
• Methoden basierend auf der Modifikation der zu optimierenden Funktion. Sie defi-
nieren eine neue objektive Funktion, auch Penalty Funktion genannt, welche die 
Optimierungsbedingungen berücksichtigt, um sich auf eine Folge von Optimie-
rungsproblemen ohne Nebenbedingungen zurückführen zu lassen, 
 
• Methoden, die nicht auf die objektive Funktion sondern direkt auf die Lösungsme-
thode der optimalen Lösung einwirken. 
 
Es ist COURANT [27], der diesen Formalismus der Penalty Funktionen für die nichtlineare 
Programmierung aufstellte. Derweil zeigte MURRAY [89], dass die numerischen Verfahren 
zur Behandlung dieser Penalty Funktionen nicht korrekt waren und numerische Instabilitä-
ten präsentieren konnten. Diese Verfahren wurden zum Vorteil der augmentierten 
LAGRANGE’SCHEN Verfahren und exakter Penalty Funktion, welche Funktionen sind, deren 
Maxima ohne Nebenbedingungen (oder Minima, je nach Annäherungsfall) optimale Lö-
sungen der ursprünglichen Probleme mit Nebenbedingungen sind, fallen gelassen. In den 
70er Jahren gab es zahlreiche Veröffentlichungen, die zum Ziel hatten, Methoden der nicht-
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linearen Programmierung basierend auf Techniken, wie der augmentierten LAGRAN-
GE’SCHEN und der LAGRANGE’SCHEN Multiplikatoren,  aufzustellen und zu verbessern. Dies 
begünstigte die Verwendung von direkten Methoden zur Berechnung bis hin zu Grenzzu-
ständen. Die ersten wesentlichen Beiträge im Bereich der konvexen Optimierung unter Ne-
benbedingungen, welche die augmentierten LAGRANGE’SCHEN Verfahren benutzten, waren 
von HESTENES [56] und POWELL [103], die eine Lösungsmethode für Probleme mit linearen 
Gleichungen als Nebenbedingungen, mittels Algorithmen, welche die numerische Stabilität 
sicherten, vorschlugen, im Gegensatz zu den Methoden von Penalty Funktionen. Diese Me-
thoden wurden dann in den Arbeiten von FLETCHER und LILL [38], in denen der Fall von 
Ungleichungen als Nebenbedingungen behandelt wird, verbessert und erweitert. Letzterer 
Fall wurde ausführlich von ROCKAFELLAR [107] studiert, der einen augmentierten 
LAGRANGE’SCHEN für Optimierungsprobleme mit Ungleichungen einführte. PIERRE [96] 
und LOWE [71] schlugen danach Algorithmen vor, mit denen man sowohl Gleichungen als 
auch Ungleichungen als Nebenbedingungen erfassen konnte. Anhand dieser theoretischen 
und algorithmischen Grundlegungen wurden erhebliche Verbesserungen der augmentierten 
LAGRANGE’SCHEN Verfahren und allgemein der nichtlinearen Optimierungsmethoden er-
reicht. Dieser Vorgang ist noch nicht abgeschlossen, insbesondere um numerische Algo-
rithmen zu entwickeln, die in der Lage sind größere Optimierungsprobleme zu lösen. 
 
Einer der Algorithmen, die hier angewandt werden, um die Einspielprobleme zu lösen, ist 
ein Algorithmus, der auf das ’’augmentierte LAGRANGE’SCHEN Verfahren’’ zurückgeht.  
 
Wir betonen, dass wir keinesfalls behaupten, hier einen vollständigen Überblick über alle 
Methoden zur Lösung von Optimierungsproblemen zu präsentieren, die aus den zuvor ge-
nannten Grundlagen hervorgehen. Wir hoffen lediglich, einen Überblick über die existie-
renden Methoden zu geben, um die Entstehung und den Sinn der von unserem Algorithmus 
verwendeten Methoden zu erklären.    
 
3.3 Klassifikation der Optimierungsprobleme und assoziierte Lö- 
          sungsmethoden 
 
Zu diesem Zweck wird im Folgenden eine generelle Übersicht über die verschiedenen 
Klassen der existierenden Verfahren, entsprechend der zwei bestehenden Hauptklassen der 
Optimierungsprobleme, gegeben: die Optimierungsprobleme ohne Nebenbedingungen und 
die Optimierungsprobleme mit Nebenbedingungen. Es wird angenommen, dass die zu op-
timierende Funktion zweimal kontinuierlich differenzierbar sei, unabhängig, ob es sich um 
ein Optimierungsproblem mit oder ohne Nebenbedingungen handelt.  
 
3.3.1 Optimierungsprobleme ohne Nebenbedingungen 
 
Es bestehen zwei Typen von Methoden, um diese Klasse der Probleme anzugehen: die de-
terministischen und die stochastischen Methoden. In beiden Fällen bleibt das zu lösende 
Problem das Gleiche. Es gilt: 
  
( )min
nx
f x
→R
                           (3.1) 
 
 wo : nf →R R  eine regulär vorausgesetzte Funktion ( 1n ≥ ) ist, in welcher x ein Element 
des Euklidischen Raumes nR  ist. Die deterministischen Verfahren besitzen - unter Vorbe-
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halt einer genügenden Konvergenzbedingung- die Eigenschaft unter identischen Anfangs-
bedingungen immer gleichermaßen zur Lösung des Optimierungsproblems zu konvergie-
ren. Allerdings ist die Lösung oft lokal, dies bedeutet, dass die Mehrzahl dieser Methoden 
zu dem Optimum konvergieren, welches den Startwerten am nächsten liegt, ohne dass die-
ses zwingend mit dem globalen Optimum des Problems übereinstimmt. Diese Methoden 
sind demnach sehr stark von dem ihnen zugeteilten Startpunkt des Algorithmus abhängig, 
bleiben aber trotzdem effektiv genug und vor allen Dingen wenig zeitaufwändig hinsicht-
lich der Anzahl der Iterationen die für die Konvergenz notwendig sind. Die stochastischen 
Methoden ihrerseits besitzen den Vorteil, weder einen bestimmten algorithmischen Start-
punkt zu benötigen noch erfordern sie die Kenntnis des Gradienten der objektiven Funktion 
und konvergieren generell in Richtung der globalen Lösung des Problems. Diese Methoden 
sind jedoch zeitaufwendiger hinsichtlich der Anzahl der notwendigen Iterationen um die 
Konvergenz zu erreichen und werden hier nicht detailliert aufgeführt.  
Kommen wir demnach auf die deterministischen Methoden zurück, welche von Algorith-
mus der Optimierungssoftware benutzt werden, die wir später anwenden werden. Diese 
sind in zwei Unterkategorien aufgeteilt:  
 
• Die eindimensionalen deterministischen Methoden, bei welchen die objektive Funk-
tion nur von einer einzigen Variable abhängt,  
und  
 
• die mehrdimensionalen deterministischen Methoden, bei welchen die objektive 
Funktion von mehreren Variablen abhängen kann. 
 
3.3.1.1 Eindimensionale Methoden ( )1n =  
   
Man unterscheidet mehrere Arten von eindimensionalen Methoden, von welchen die Di-
chotomie Methode und die GOLDENER SCHNITT Methode am verbreitetsten sind. Diese und 
alle anderen erlauben es, das Optimum einer Funktion zu ermitteln, indem man sukzessive 
Verkleinerungen des Intervalls des obgenannten gesuchten Optimums vornimmt. Welche 
Verringerungsmethoden und Haltekriterien auch immer verwendet werden, das Prinzip die-
ser Methoden bleibt immer das Gleiche: Bei jeder Iteration, wird das gesuchte Betrach-
tungsintervall verringert um am Ende kleiner zu sein als ein bestimmter vorher festgelegter 
Parameterε .  
In dem Falle, in welchem die objektive Funktion differenzierbar ist, wird ihr Gradient ver-
wendet um den Suchprozess der intermediären Punkte, welche die Verringerung des Inter-
valls erlauben, zu beschleunigen. 
 
3.3.1.2 Mehrdimensionale Methoden ( )1n ≥   
 
Die mehrdimensionalen Funktionen verfügen über zwei große Klassen von Algorithmen:  
 
• Algorithmen, welche auf den Methoden mit Abstiegsrichtung (relativ auf ein Mini-
mierungsproblem) basieren,  
 
• und solche, die sich auf die Methoden mit Konvergenzbereich stützen. 
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Wie der Name schon sagt, stützen sich die Methoden mit Abstiegsrichtung auf die Wahl 
einer Richtung in welcher die zu minimierende Funktion abnehmen wird. Diese Richtung 
nennt man dann Abstiegsrichtung. Das Prinzip dieser Methoden ist es, durch Rekursion ei-
ne Iterationsfolge ( ){ }
1
k
k
x
≥
 die eine Lösung *x  des Problems annähert, aufzubauen: 
 
( ) ( ) ( ) ( )1k k k kx x dα+ = +               (3.2) 
 
In dieser Gleichung repräsentiert ( )kd  die Richtung des Abstiegs und ( ) 0kα > ?einen Schritt. 
Um eine derartige Methode gänzlich zu definieren muss man schließlich: 
 
• die Methode zur Festlegung der besten Abstiegsrichtung ( )kd , 
• die Art und Weise, wie groß der Schritt ( )kα ?in der Richtung ( )kd  bestimmt wird, 
 
präzisieren.  
 
Generell können die Suchrichtungen entweder durch den Gradienten der objektiven Funkti-
on  (In dem Fall spricht man in der Tat von Analytischen-/Abstiegsmethoden) oder durch 
sukzessive Erforschung des Raumes gegeben sein, um die günstigste  Richtung  der Suche 
zu finden, ohne zwangsläufig den Gradienten der objektiven Funktion kennen zu müssen 
(diese Methoden werden auch geometrisch genannt). Die meist verwendeten Abstiegsme-
thoden sind die "Methode der größten Steigung" zuerst vorgeschlagen von CAUCHY [21], 
die "Methode des Konjugierten Gradienten" (HESTENES & STIEFEL [57]) und die Quasi-
Newton-Verfahren, welche auf der Kenntnis des Gradienten der objektiven Funktion basie-
ren, wie auch die "Powellmethode" (POWELL [102] ) welche eine Abstiegsrichtung ohne 
Kenntnis des Gradienten dieser Funktion findet. 
Dieser Mangel an Informationen über das Verhalten der objektiven Funktion, impliziert, 
dass die Wahl der Abstiegsrichtungen oft nicht optimal bezüglich der Konvergenz ist. Dies 
verlangsamt die Methode und macht die Rechnungen aufwendiger gegenüber den Metho-
den, die auf der Kenntnis des Gradienten basieren. Jedoch bieten sie den Vorteil, dass sie 
keine Differenzierbarkeitseigenschaft der betrachteten Zielfunktion benötigen. 
 
Konkurrierend zu den Methoden der besten Abstiegsrichtung sind die  Konvergenzbe-
reichsmethoden, welche in unserem später benutzten Algorithmus implementiert sind und 
die es ermöglichen, die Konvergenz zu erzwingen auch wenn der Startpunkt des Algorith-
mus weit von der gesuchten Lösung entfernt liegt. Diese Methoden besitzen stärkere Kon-
vergenzergebnisse als diejenigen der zuerst beschriebenen großen Klasse der mehrdimensi-
onalen Methoden, unter schwächeren Hypothesen. Sie erlauben die Lösung komplexerer 
Probleme, z.B. weniger gut konditionierter Probleme, jedoch sind sie der allgemeinen Mei-
nung nach schwieriger zu formulieren. Die Grundidee dieser zweiten Klasse von Methoden 
ist es, mit jedem Iterationsschritt die objektive Funktion f durch eine einfachere Funktion 
( )kh , welche das Verhalten von f in einer Umgebung ( )kV  des laufenden Punktes ( )kx  re-
flektiert, zu aproximieren. Diese Umgebung wird Konvergenzbereich genannt und ist defi-
niert durch: 
 
( ) ( ) ( ){ }2k k knV x x x r= ∈ − ≤R               (3.3) 
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Im Ausdruck (3.3) ( )kr , ist der Konvergenzradius ( )( )0kr > . Die Norm 2...  ist mit dem 
euklidischen Skalarprodukt ...  assoziiert, so dass gilt: 
 
i i
i
u,v u v=∑                (3.4) 
 
Die Funktion, welches gewählt wird, um f in dieser Umgebung für ein Inkrement s  von 
( )kx  zu repräsentieren, ist oft quadratisch: 
 
( ) ( )( ) ( )12k kT Th s f x s s M s= ∇ +             (3.5) 
 
In Fällen, wie dem unserem, in dem die Matrix ( )kM  der Hessischen Matrix von f  in 
( )kx entspricht, das heißt wenn: 
 
( ) ( )( )2k kM f x= ∇                           (3.6) 
erhält man: 
 
( )( ) ( )( ) ( ) ( )2k kf x s f x h s o s+ = + +                (3.7) 
 
wenn nach der Taylorreihenentwicklung das gewählte quadratische Modell zulässig für die 
Werte des Inkrements s  um den Entwicklungspunkt 0 ist. Wenn dieses Modell definiert ist, 
muss man folgendes Unterproblem lösen: 
 
( )
( ) ( )min
k
k
s r
h s
≤
               (3.8) 
 
Diese Lösung wird durch die Regel von CAUCHY erzielt, die es ermöglicht, das Minimum 
von ( )kh  in dem Konvergenzbereich und längs der Tangente mit der höchsten Steigung, die 
wiederum die Gerade mit der höchsten Steigung von f ist, unter dem Vorbehalt der Gültig-
keit der Approximation der Variation von f  durch ( )kh  in der Umgebung ( )kV  zu finden. 
Diese Methode ähnelt also einer der obigen beschriebenen Methode der größten Steigung. 
Der CAUCHY-PUNKT ist bestimmt durch die Lösung des folgenden Problems:  
 
( ) ( )
( )
( )( )
min k
k
k
h s
s r
s f xα
⎧⎪⎪ ≤⎨⎪ = − ∇⎪⎩
              (3.9) 
 
Es bleibt anschließend die Untersuchung der Qualität der gefunden Lösung ( )ks um den 
Konvergenzradius eventuell anzupassen oder zu belassen. Wenn die Lösung ( )ks  des Un-
terproblems ein Inkrement ist, durch welches der Wert von f in ( )kx  signifikant verringert 
wird, so gilt: 
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( ) ( ) ( )1k k kx x s+ = +              (3.10) 
 
Im gegensätzlichen Fall, wird der Konvergenzradius ( )kr  verkleinert und das Unterproblem 
wird erneut mit diesem neuen Radius gelöst bis zur Annahme der Lösung ( )ks . Einmal diese 
Lösung angenommen, wird das Modell im Punkte ( )1kx +  aktualisiert um zur 1tenk+  Iteration 
zu gelangen. Die Etappen sind die folgenden: 
 
• Berechnung des Punktes ( )1kx +  so dass ( ) ( ) ( )1k k kx x s+ = + , 
• Berechnung des Gradienten ( )( )1kf x +∇  in ( )1kx + , 
• Berechnung der Hessematrix ( )( )12 kf x +∇  in ( )1kx + , 
• Berechnung des neuen Konvergenzradius ( )1kr + : Die Aktualisierung dieses Radius 
wird anhand eines Vergleiches zwischen der reellen Abnahme von f  zwischen ( )kx  
und ( )1kx + ,  und der vorhergesagten Abnahme durch das quadratische Modell 
( ) ( )( )k kh s−  gemacht. 
 
Durch Vorgabe eines zu wählenden Abbruchskriteriums wird die Rechnung beendet. 
 
Nachdem wir Optimierungsprobleme ohne Nebenbedingungen durch die Darstellung ver-
schiedener Verfahren mit Blick auf die Methoden, welche wir später in unserer Studie be-
nutzen werden, nämlich Konvergenzbereichsmethoden, behandelt haben, wenden wir uns 
nunmehr Optimierungsproblemen mit Nebenbedingungen zu. Letztere entsprechen den 
Problemen denen wir in der Einspieltheorie begegnen. Um die Kohärenz der Präsentation 
zu wahren, diskutieren wir weiterhin Minimierungsprobleme, beachten aber, dass die Me-
thoden auch für Maximierungsprobleme gelten.   
 
3.3.2 Optimierungsprobleme mit Nebenbedingungen 
 
Das zu lösende Problem kann in diesem Falle zwei Typen von Nebenbedingungen unter-
worfen sein: Gleichungen und Ungleichungen. Gleichungen werden im Folgenden reprä-
sentiert durch die Funktionen ia  und Ungleichungen durch die Funktionen jb . Ein Opti-
mierungsproblem mit Nebenbedingungen hat deshalb im Allgemeinen die Form: 
 
( )
( )
( )
0 1,
0 1,
nx
i
j
min f x
a x i p
b x j q
→
⎧⎪⎪ = =⎨⎪ ≤ =⎪⎩
R
            (3.11)
      
wobei 
 
• der Vektor x  immer Element des euklidischen Raumes nR  ist, 
• i, j , r , p, q, n  natürliche Zahlen sind, 
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• die objektive Funktion f, die Gleichungen ia  und die Ungleichungen jb  lineare 
bzw. nichtlineare Funktionen sind. 
 
Auch hier gibt es verschiedene Methoden um das Optimierungsproblem mit Nebenbedin-
gungen zu lösen. Man kann sie in zwei große Gruppen unterordnen: Die Primale Methoden 
oder direkten Methoden, und die dualen Methoden oder Transformationsmethoden. Die 
Primale Methoden operieren direkt mit dem Initialproblem, ohne es zu verändern. Sie er-
zeugen dann eine Folge von Unterproblemen und eine assoziierte Lösungssequenz. Sie be-
sitzen also den Vorteil mit jeder Iteration eine genauere Lösung zu produzieren. Diese Me-
thoden sind jedoch schwer zu realisieren und besitzen selten globale Konvergenz. Im Fall 
der linearen Nebenbedingungen beispielsweise, gibt es eine Methode, die des projizierten 
Gradienten (ROSEN [109]), welche darin besteht, die Abstiegsrichtungen anzupassen um 
diese im Bereich des Problems unter Nebenbedingungen gültig zu machen. Ebenso, wenn 
die Nebenbedingungen oder/und die objektive Funktion nicht linear sind, kann man die 
Methode des verminderten generalisierten Gradienten zitieren, der durch ABADIE & CAR-
PENTIER [1] eingeführt wurde. Wir werden jedoch unsere Aufmerksamkeit auf die zweite 
Klasse der Methoden lenken. Sie teilt sich noch einmal in drei Unterkategorien auf:  
 
• die Penalty Methoden, 
• die klassische Lagrange Methode, 
• die augmentierte Lagrange'sche Methode, 
• und Inneren-Punkte-Verfahren. 
 
Diese vier Unterkategorien haben gemeinsam, auf das Initialproblem zu wirken, um es auf 
eine Folge von Optimierungsproblemen ohne Nebenbedingungen zu reduzieren, deren Al-
gorithmen in vorherigen Paragraphen 3.3.1 präsentiert wurden. 
 
3.3.2.1 Penalty-Methoden 
 
Die Penalty-Methode, ursprünglich von COURANT [21] vorgeschlagen setzt sich aus der In-
tegration der Funktionsnebenbedingungen in der objektive Funktion zusammen ihnen eine 
Penalty assoziierend, die umso mehr gewichtet wird je näher man sich der Lösung annähert 
(das heißt, je größer der Wert r  in (3.12) ist, umso weniger wird die Nebenbedingungen 
verletzt). Die zu minimierende Penalty-Funktion kann zum Beispiel zu: 
 
[ ]2( ) ( )i
i
f x r c x+ ∑              (3.12) 
werden, wo ic  alle Nebenbedingungen einschließt und wo r der Penaltyfaktor ist. Das 
Problem wird somit auf ein Optimierungsproblem ohne Nebenbedingung zurückgeführt, 
welches durch einen der vorher präsentierten Algorithmen gelöst werden kann. Diese Me-
thoden sind im Allgemeinen schnell und einfach zu finden, benötigen aber, um effizient zu 
sein, sehr große Penaltyfaktoren, was sich wiederum negativ auf die Konvergenzgeschwin-
digkeit auswirkt.  
 
3.3.2.2 Klassische LAGRANGE- Verfahren 
 
Diese Verfahren beruhen auf den gleichen Prinzipien wie die vorherigen, d.h.: Ersetzen ei-
nes Initialproblems durch ein Dualproblem, bestehend aus einer Folge von Unterproble-
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men, gelöst durch eindimensionale Optimierungsverfahren. Die objektive Funktion des Du-
alproblems ist in diesem Fall die LAGRANGE’SCHE Funktion: 
 
1 1
( , , ) ( ) ( ) ( )
p q
i i j j
i j
L x f x a x b xλ γ λ γ
= =
= + +∑ ∑           (3.13) 
 
wobei die Koeffizienten iλ  und jγ  LAGRANGE’SCHE Multiplikatoren sind. Der Gebrauch 
dieser Funktion beruht auf der Untersuchung von KUHN & TUCKER [70] welche die not-
wendige Nebenbedingungen für die Optimierung fanden, Nebenbedingungen, die im Falle  
konvexer (Zielfunktion und Nebenbedingungen) und stetig differenzierbaren Funktionen – 
Eigenschaften, welche die hier untersuchten Funktionen besitzen – zu notwendigen und 
hinreichenden Bedingungen für die Eindeutigkeit der globalen Lösung werden. Dies wird 
durch das folgende Theorem ausgedrückt: 
 
Satz 1 
 
Ein Punkt x*  ist ein globales Optimum des Optimierungsproblems unter Nebenbedingun-
gen (3.11)  
 
*λ⇔ ∃  und *γ , so dass 
 ( )
( )
( )
0
0 1
0 1
* * *
x
*
i i
*
j j
L x , ,
a x i , p
b x j , q
λ γ
λ
γ
⎧∇ =⎪⎪ = ∀ =⎨⎪ = ∀ =⎪⎩
 
 
wobei die Werte für *λ  größer oder gleich null sein müssen. 
 
Derweil wurde gezeigt, dass der Gebrauch dieser LAGRANGE’SCHEN Funktion einige Prob-
leme mit sich bringt, insbesondere im Fall, nicht-konvexer Funktionen. Einige Autoren ha-
ben deshalb durch Hinzufügen von PENALTY-PARAMETER zur klassischen LAGRANGE’SCHE 
Funktion die augmentierten LAGRANGE’SCHE Funktion entwickelt. Dieses Verfahren, wel-
ches in einer unserer Optimierungsdateien implementiert ist, wird nachfolgend vorgestellt. 
 
- Augmentierte LAGRANGE’sche Verfahren  
 
Wie im Paragraphen 3.2 angesprochen, wurde das LAGRANGE’SCHE Verfahren mit dem 
Ziel entwickelt die Schwächen des Penalty-Verfahren und der klassischen LAGRANGE’SCHE 
Funktion zu beseitigen. HESTENES [56] und POWELL [103] haben den Fall der Gleichungen 
als Nebenbedingungen betrachtet, die dann durch ROCKAFELAR [106] für Ungleichungen 
verallgemeinert wurden. Der Vorschlag von HESTENES & POWELL besteht in der Ersetzung 
des Problems (3.11), in welchem nur die Nebenbedingungen ia betrachten werden, durch 
eine Folge von Problemen ohne Nebenbedingungen, zur Minimierung der folgenden aug-
mentierten LAGRANGE’SCHE Funktion: 
 
[ ]2
1 1
( , , ) ( ) ( ) ( )
p p
a i i i
i i
L x r f x a x r a xλ λ
= =
= + +∑ ∑         (3.14) 
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dabei sind 
 
• iλ   LAGRANGE’SCHE Multiplikatoren mit beliebigen Vorzeichen. 
• 0r >  Penalty Koeffizient (ursprünglich vom Penalty-Verfahren gebraucht)  
 
Um den Fall der Ungleichungen zu behandeln, in welchem nur die Funktionen jb des Prob-
lems (3.11) betrachten werden, hat ROCKAFELAR sogenannte Abstandsvariablen eingeführt. 
Diese ermöglichen es, Ungleichungen ähnlich wie Gleichungen zu betrachten. Dieses De-
tail wird hier ausdrücklich erklärt, da der Begriff der Abstandsvariabel in einem unserer 
Algorithmen benutzt wird. Wenn die zur Ungleichung jb gehörigen Abstandsvariabeln 
( )0j js s ≥  sind, so erhält man folgendes Problem: 
 
( )
( )
min
0 1
0
nx
j j
j
f x
b x s j ,q
s
→
⎧⎪⎪ + = =⎨⎪ ≥⎪⎩
R
                       (3.15)  
 
Die dem Problem (3.15) assoziierte augmentierte LAGRANGE’SCHE Funktion wird also zu: 
 
( ) ( ) 2
1 1
, , ( ) ( ) [ ( ) ]
q q
a j j j j j
j j
L x f x b x s r b x sλ γ λ
= =
= + + + +∑ ∑                    (3.16) 
 
Es existieren ebenfalls andere Typen der augmentierte LAGRANGE’SCHEN, es ist jedoch mit 
der hier dargestellten Methode am einfachsten, den Gebrauch von notwendigen Optimali-
tätsnebenbedingungen für Optimierungsprobleme mit und ohne Nebenbedingungen,  zu 
verstehen, wie wir im nächsten Abschnitt sehen werden.  
 
3.4 Nutzung der erweiterten LAGRANGE’SCHEN Verfahrens 
 
Um die Darstellung zu vereinfachen benutzen wir das Artefakt der Abstandsvariablen um 
eine Ungleichung in eine Gleichung zu transformieren und somit das Optimierungsproblem 
unter Nebenbedingungen in der folgenden allgemeinen Weise schreiben zu können:  
 
( )
( )
min
0 1
nx
i
f x
c x i , l
→
⎧⎪⎨ = =⎪⎩
R             (3.17) 
 
in welchem alle Nebenbedingungen, Gleichungen wie Ungleichungen, unter dem allgemei-
nen Term ic  gruppiert sind. Die assoziierte augmentierte LAGRANGE’SCHE Funktion wird 
somit:  
 
2
1 1
( , , ) ( ) ( ) [ ( )]
l l
a i i i
i i
L x f x c x r c xλ γ λ
= =
= + +∑ ∑          (3.18) 
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Es ist durch das Betrachten dieser Funktion, sowie der Nebenbedingungen aus dem Theo-
rem 1, dass man den unterschied der augmentierten LAGRANGE’SCHE Funktionen gegen-
über den Penalty-Methoden erkennt. Wenn man sich in den Lösungspunkt ( *, *)x λ  stellt, 
so ist, dank der Nebenbedingungen von KUHN & TUCKER, der Gradient der augmentierten 
LAGRANGE’SCHE Funktion aL  gleich null, unabhängig vom Penalty Koeffizienten r , wo-
hingegen im selben Punkt der Gradient der Penalty Funktion (3.12) den Wert ( *)x f x∇ , im 
allgemeinen ungleich null, unabhängig von r , annimmt. Um *x  hinreichend anzunähern 
muss r sehr groß gewählt werden, was einen Nachteil der Penalty Methoden darstellt, 
Nachteil der durch den Gebrauch der augmentierten LAGRANGE’SCHE Funktionen umgan-
gen wird.  
 
Der folgende Satz erlaubt somit das Problem für f  auf ein Problem für aL  zurückzufüh-
ren: 
 
Satz 2 
 
Das Paar ( *, *)x λ  genüge den Nebenbedingungen ersten Grades von Satz 1. Wenn 
( *, *, )aL x rλ ein Minimum des Problems ohne Nebenbedingungen ist, wobei ( *, *, )aL x rλ  
die objektive Funktion ist, so ist ( *)f x ein Minimum für das Problem mit Nebenbedingun-
gen, wobei f  die objektive Funktion ist. 
 
3.5 Innere-Punkte-Verfahren 
 
3.5.1 Einführung in das Innere-Punkte-Verfahren 
 
Im Vergleich zu den traditionelleren Active-Set-Methoden (z. B. Simplex-Verfahren) 
zeichnen sich Innere-Punkte-Verfahren durch bessere theoretische Eigenschaften 
(polynomiale Komplexität) und schnellere Konvergenz für sehr große dünnbesetzte Prob-
leme aus. Ein Nachteil ist, dass sie vergleichbar ungeeignet zum Lösen einer Serie von Op-
timierungsaufgaben sind (was für viele Algorithmen der ganzzahligen Optimierung, wie 
z. B. Branch and Bound oder Schnittebenenverfahren, wichtig ist). 
 
Die Wiederentdeckung der Inneren-Punkte-Verfahren Anfang der 80er Jahre durch KAR-
MAKAR [63] nach deren Einführung durch FIACCO & MCCORMICK [37] und deren Vernach-
lässigung auf Grund einer asymptotisch schlecht konditionierten Hessematrix, hat WRIGHT 
[144a] dazu gebracht von der Revolution der Inneren-Punkte-Verfahren zu sprechen. Der 
Algorithmus von KARMAKAR [63] war der erste Algorithmus für die lineare Programmie-
rung,  der eine polynomische Komplexität besaß. Daraus ergab sich ein wachsendes Inte-
resse für die Anwendung dieser Methoden auf die Lösung von Problemen bei linearer Pro-
grammierung. Unter den verschiedenen ausgearbeiteten Konzepten schienen die primal-
dualen Innere-Punkte-Verfahren verglichen mit den anderen Innere-Punkte-Algorithmen 
und dem Simplexalgorithmus die leistungsstärksten zu sein. Dies wurde numerisch [75, 82] 
und theoretisch [101, 149] überprüft. Der Erfolg der Inneren-Punkte-Verfahren für die Lö-
sung der Probleme linearer Programmierung bewirkte Ihre Ausdehnung auf Probleme 
nichtlinearer Programmierung, insbesondere auf Probleme konvexer quadratischer Pro-
grammierung [86, 128] sowie nichtlineare konvexe Probleme [8, 131, 144]. 
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EL-BAKRY ET AL. [33], MCCORMICK & FALK [81], IOANNIS ET AL. [60], NOCEDAL ET AL. 
[42], TITS ET AL. [126], und YAMASHITA [146], haben Primal-dual Algorithmen mit globa-
ler Konvergenz für die nichtlinearen, nichtkonvexen Probleme entwickelt. Ein numerischer 
Vergleich der verschiedenen Algorithmen, die den aktuellen Stand der Dinge darstellen, 
kann in [ 134 ] gefunden werden.  
 
Um das allgemeine Schema der Inneren-Punkte-Verfahren vorzustellen, betrachten wir das 
folgende Optimierungsproblem, 
 
( )
( )
min
( )
0
nx
f x
P
E x
→
⎧⎪⎨ ≥⎪⎩
R              (3.19)
        
mit : nf →R R und : n mE →R R  wenigstens der Klasse 2C . 
 
Das Innere-Punkte-Verfahren angewandt auf nicht-lineare Programmierungsprobleme er-
folgt Schritte, indem sie eine Folge von Unterproblemen mit Schranke der folgenden Form 
lösen 
 
( ) ( )
( )
1
min log
0,
0,
n
m
i
x i
f x s
E x s
s
µ
→ =
⎧ −⎪⎪⎪ − =⎨⎪ >⎪⎪⎩
∑
R
                      (3.20) 
 
für abnehmenden, positiven Schrankenparameter µ . Hier ist s der Vektor von Abstandsva-
riablen, mit deren Hilfe die Ungleichungen in Gleichungen umgewandelt werden. In dem 
Maße, wie µ  gegen Null sterbt, nähert sich die Lösung des Schrankenproblems (3.20) der 
Lösung des Problems (3.19) unter bestimmten Bedingungen an. 
 
 Mittelerweise existieren starke und wirksame Implementierungen der Innere-Punkte-
Verfahren (siehe zum Beispiel IPOPT [135], KNITRO [16, 17, 18] und LOQO [130]). 
 
Wie oben erwähnt, ist ein wesentlicher Punkt für die Umsetzung der Inneren-Punkte-
Verfahren die Beherrschung der  Nichtkonvexität. Um die Nichtkonvexität im Griff zu be-
halten, also um zu garantieren, dass die Verrückungsrichtungen auch Abstiegsrichtungen 
sind, benutzen die Innere-Punkte-Verfahren mit linearer Suche eine Technik, die darin be-
steht, die Hessematrix des LAGRANGE’SCHEN Problems derart zu stören, dass eine positiv 
definite Matrix entsteht. Genauer gesagt: Die Hessematrix H wird gestört, indem man einen 
Term Iρ  mit 0ρ ≥ hinzufügt, so dass die Hessematrix ( )H Iρ+  positiv definit ist. Die 
Wahl von ρ  ist praktisch schwierig, denn es ist hierfür erforderlich, den kleinsten Eigen-
wert der Matrize H  zu bestimmen, was für große Probleme mit erheblichen 
Schwierigkeiten verbunden ist. 
 
LOQO ist einer der Algorithmen, die den derzeitigen Entwicklungsstand der Inneren-
Punkte-Verfahren darstellen, und das algorithmische Schema von LOQO, ist dem unsrigen 
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sehr nah. LOQO war am Anfang ein Innere-Punkte-Code für die konvexe lineare und quad-
ratische Programmierung, der dann auf nicht lineare Probleme ausgedehnt wurde. LOQO ist 
ein primal-dualer Innere-Punkte-Algorithmus, in dem eine Prozedur linearer Suche einge-
gliedert ist. 
 
3.6 Ein Innere-Punkte-Algorithmus für nicht-lineare Probleme. 
 
Ein primal-dualer Innere-Punkte-Algorithmus, zur Lösung nicht-linearer Probleme, wird 
vorgestellt. Dieser Algorithmus ist die Erweiterung auf den nichtlinearen Fall des Algo-
rithmus für die nicht konvexe quadratische Programmierung, die in [51] und [129] vorge-
stellt wurde. 
Der neue Algorithmus löst auf sequenzielle Weise das nichtlineare Optimierungsproblem 
dank den gestörten Optimierungsbedingungen ersten Grades eines konvexen Problems.  
 
3.6.1 Einleitung 
 
Das Hauptziel des Algorithmus, den wir im Folgenden vorstellen werden, besteht darin, 
einen KARUSH-KUHN & TUCKER punkt des folgenden nichtlinearen Programmierungsprob-
lems zu finden. 
 
 
( )
( )
( )I
min
0,
0,
,
nx
n
f x
Ax bP
E x
x
→
⎧⎪⎪ − =⎨ ≥⎪⎪ ∈⎩
R
R
            (3.21) 
 
mit : und :n n mf E→ →R R R R  wenigstens der Klasse 2C ; E wird als konkav ange-
nommen. p nA ×∈R  eine surjective Matrix (A ist surjective wenn alle werte des Wertvorra-
tes erreicht werden), und pb∈R  ein Vektor. 
 
3.6.2 Primal-duale Innere-Punkte-Verfahren 
 
Der erste Schritt in der in diesem Kapitel betrachteten Annäherung durch Innere-Punkte-
Verfahren besteht darin, Abstandsvariablen einzuführen um einerseits Ungleichungen in 
Gleichungen umzuwandeln und um andererseits die Tatsache zu berücksichtigen, dass die 
primalen Variablen x frei „das heißt ohne Grenzen sind“. Um sie zu kontrollieren, haben 
wir die Annäherung, welche in [69] beschrieben ist, und die wir in vorherigem Kapitel er-
wähnt haben, benutzt. 
 
Das umgewandelte Problem (P) ist, 
 
( )
( )
min
0
0
nx
f x
E x s
s
→
⎧⎪⎪ − =⎨⎪ ≥⎪⎩
R
                        (3.22) 
 
 
3  Numerische Einspielanalyse                                                                                              55                       
mit ms∈R . Das Problem wird schließlich in eine Folge von Problemen transformiert, in 
dem man der Funktion f  Barriereterme hinzufügt. Das transformierte Problem schreibt 
sich als 
( ) ( )( )
min ,
0,
f s x
P
E x s
µ
µ
⎧⎪⎨ − =⎪⎩
            (3.23) 
 
mit ( ) ( ) ( )
1
, log
m
i
i
f s x f x sµ µ
=
= − ∑ . 
 
Die Funktion fµ  ist dabei die logarithmische Barrierefunktion von FIACCO-MCCORMICK 
[37]. 
 
Wir nehmen nun an, über eine DC-Zerlegung der objektiven Funktion f g h= − , wobei g 
und h konvex sein sollen, zu verfügen. Eine solche Zerlegung der Funktion f  heißt DC-
Regelung der Funktion f . Man beachte, das man eine solche Zerlegung definieren kann, 
2g f xρ= +  und 2h xρ=  setzend, wo ρ  eine reelle Zahl und g  konvex ist. 
 
Man setzt nun  
 
( ) ( ) ( )
( ) ( )
1
, log ,
, .
Im
i
i
g s x g x s
h s x h x
µ
µ
µ
=
= −
=
∑                       (3.24) 
 
Bei der Iteration k nimmt man an, über kx  verfügen zu können. Man linearisiert den konka-
ven Teil der Zerlegung der Zielfunktion im Punkt kx . Dann wird in jeder Iteration das Prob-
lem näherungsweise gelöst, 
 
( ) ( ) ( )( )
min ,
0,
T
kg s x h x xDC
E x s
µ
µ
⎧ −∇⎪⎨ − =⎪⎩
          (3.25) 
 
Das Unterproblem ( DCµ ) ist nicht konvex. Eine alternative Annäherung, welche äquiva-
lent zu der unsrigen ist, würde genau dem Schema (DCA) folgen. 
 
In diesem Fall hätten wir das folgende konvexe Unterproblem erhalten: 
 
( ) ( )
( )
min
0,
T
kg x h x x
E x
⎧ −∇⎪⎨ ≥⎪⎩
                     (3.25a) 
 
Wir hätten mithilfe des klassischen Schemas Inneren-Punkte lösen können. Dem oben be-
schriebenen Schema folgend, würde man das Problem ( DCµ ) erhalten. 
 
Es sei 
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( ) ( ) ( )( ), T TkL g s x h x x E x sµ µ λ= −∇ − −          (3.26) 
 
die dem Problem ( DCµ ) assoziierte LAGRANGEFUNKTION.  Die Optimierungsbedingungen 
ersten Grades lassen sich als 
 
( )
( ) ( ) ( )
( )
1
, 0,
0,
0,
T
x x k
s
L g s x h x A x
KKT L S e
L E x s
µ µ
µ µ
λ µ
λ
µ λ−
⎧∇ = ∇ −∇ − =⎪⎪∇ = − + =⎨⎪∇ = − + =⎪⎩
       (3.27) 
 
mit ( ) ( )A x E x= ∇ , S = diag(si, i = 1,2,…,m) und 1(det )je S −=  schreiben. Man beachte, 
dass gilt: ( ) ( ),g s x g xµ∇ = ∇  nachdem die zweite Gleichung von ( )KKTµ  mit W multipli-
ziert, worden ist.  
 
Man definiert 
 
( )
( ) ( ) ( )
( )
, ,
T
kg x h x A x
F s x e S
E x s
µ
λ
λ µ λ
⎛ ⎞∇ −∇ −⎜ ⎟= − +⎜ ⎟⎜ ⎟⎜ ⎟− +⎝ ⎠
         (3.28) 
 
Es  muss dann  das folgende System nichtlinearer Gleichungen gelöst werden. 
 
( ), , 0.F s xµ λ =              (3.29) 
 
Man beachte, dass im Punkt ( ), ,k k k kx s λΠ = , dieses Systems die Optimalitätsbedingungen  
des Problems ( )Pµ  in kΠ  erfüllt werden, da gilt, dass ( ) ( ) ( )k k kg x h x f x∇ −∇ = ∇ . Zur Lö-
sung des Systems (3.29) wird das Newton-Verfahren angewendet.  
 
In der k-ten Iteration und für festgelegtes µ ist das zu lösende lineare System: 
 
( ) ( )k kJ FµΠ ∆Π = − Π                        (3.30) 
 
wobei ( )kJ Π  die Jakobi-Matrix von ( )kFµ Π  ist und ( ), ,x s λ∆Π = ∆ ∆ ∆ . Die explizite Be-
rechnung der Matrix ( )kJ Π  ergibt, 
 
( )
0
0
0
T
k k
k k k
k m
G A
J S
A I
⎛ ⎞−⎜ ⎟Π = Λ⎜ ⎟⎜ ⎟−⎝ ⎠
           (3.31) 
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Dabei ist ( )k kG G x=  die Hessematrix der Lagrangefunktion im Punkt kx , ( )k kA A x= , 
( ): 1,2, ,ik kdiag i mλΛ = = ⋅ ⋅ ⋅  und ,n mI I  sind Identitätsmatrizen der Ordnung n und m. Der 
Einfachheit halber verzichten wir im Weiteren auf die Indizierung mit k. 
 
Man setzt 
 
( ) ( )
( )
,
,
,
Tf x A x
e S
E x s
σ λ
γ µ λ
ρ
= ∇ −
= −
= −
            (3.32) 
 
dann wird das lineare System zu 
 
( ) ( )
( )
0
0
0
T
k
m
G x A x x
S s
A x I
σ
γ
λ ρ
⎛ ⎞− ∆ −⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟Λ ∆ =⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟− ∆⎝ ⎠ ⎝ ⎠⎝ ⎠
          (3.33) 
 
Die zweite Gleichung des Systems (3.33) ergibt, 
 
1s D λ γ−∆ = − ∆ + Λ ,            (3.34) 
 
wobei 1D S−= Λ  ist. Man erhält nach vorheriger Multiplikation der Gleichungen mit (-1) 
dann das reduzierte System, 
 
( ) ( )
( ) 1 .
T xG x A x
A x D
σ
λ ρ γ−
⎛ ⎞ ∆⎛ ⎞ ⎛ ⎞− =⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ∆ − − Λ⎝ ⎠ ⎝ ⎠⎝ ⎠
          (3.35) 
 
Man beachte, dass die Matrix, welche ins lineare System (3.35) eingreift, symmetrisch qua-
si definit, also stark faktorisierbar ist [128a]. 
 
Die angewandte Annäherung kann hier wie die Anwendung einer Regularisierung der Mat-
rix ( )Q x die Hessematrix der Lagrangefunktion des Problems ( )Pµ im Punkte x repräsentie-
rend, gesehen werden. 
 
Mit Hilfe der Zerlegung der objektiven Funktion und dem in diesem Abschnitt beschriebe-
nen Schema folgend, lässt sich die  Hessematrix der Lagrangefunktion des Prob-
lems ( )Pµ im Punkt x, als ( ) ( ) ( )Q x G x H x= − schreiben, wobei die Matrix 
( ) ( )2H x h x= ∇ als positiv definit wird. So erhält man dank der DC Regularisierung ein 
lineares System, dessen Matrix in jeder Iteration symmetrisch  quasidefinit ist. In [128], 
wird für die nicht-konvexen Probleme, eine Störung auf die Hessematrix der Lagrangefunk-
tion ( )Q x  angewandt. 
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Unsere Annäherung unterscheidet sich von dieser letzten in zwei wesentlichen Punkten. 
Zuerst wird in [128] ein Ausdruck nIα  der Matrize ( )Q x  hinzugefügt, so dass die Matrix 
 
1( ) ( ( ) ) ( ) ( )TnN x Q x I A x S A xα −= + +         (3.36) 
 
positiv definit wird. Um dieses Ergebnis zu erhalten, berechnen die Autoren in [128] den 
Parameter α  folgendermaßen: sie führen zuerst eine CHOLESKY-ZERLEGUNG TLDL  der 
Matrix ( )N x  durch, dann testen sie, ob alle diagonalen Elemente der Matrize D  gleich  +1 
sind. Wenn dies der Fall ist, so ist keine Störung der Matrize ( )Q x  notwendig und α  ist 
gleich Null. Sonst starten sie mit α  = 1.5 und wenn diese Störung nicht genügen sollte, so 
multiplizieren sie α  mit 2, solange bis sie eine Störung gefunden haben, die ( )N x  positiv 
definit macht. Sonst teilen sie, solange ( )N x  positiv definit ist, α  durch 2.  
 
Der zweite Punkt, in dem sich die zwei Annäherungen unterscheiden, ist im Ersten enthal-
ten, aber verdient unserer Meinung nach, genannt zu werden. In [128], wird verlangt, dass 
die Matrize ( )N x  positiv definit sein muss und nicht die Matrix ( )Q x . Dieser Punkt ist 
wesentlich, auch wenn der Ausdruck nIα  der Matrix ( )Q x  hinzugefügt wird, kann die re-
sultierende Matrix ( ) nQ x Iα+  nicht positiv definit sein, während die Matrix 
( )( ) ( ) ( )1TnQ x I A x S A xα −+ +  diese Eigenschaft besitzt. Es genügt dafür, dass α  größer als 
der kleinste Eigenwert von ( )Q x  ist. Die Konsequenz ist, dass die Matrix, welche nach 
Hinzufügen der Störung ins lineare System (3.35) eingreift, nicht notwendigerweise quasi-
definit ist; was unsere Regelung systematisch garantiert. 
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4  Diskrete Formulierung des Optimierungsproblems der     
         direkten Methode  
 
 
Zum Festigkeitsnachweis mechanischer Strukturen müssen bestimmte Kriterien bezüglich 
der Zuverlässigkeit erfüllt werden, die im Fall deterministisch bekannter Belastungen durch 
Rechnungen nach der "Inkrementellen Methode" vorgenommen werden können. Andern-
falls kann die Überprüfung mit Hilfe direkter Methoden erfolgen, welche Traglastanalyse 
und Einspielanalyse einschließen. 
Direkte Methoden führen zu einem Problem mathematischer Programmierung, die mit der 
Methode der finiten Elemente kombiniert werden kann.   
 
Damit ein Sicherheitsfaktor α  für das Einspielproblem bestimmt werden kann, müssen, 
wie in Kapitel 2 gezeigt worden ist,  die nachfolgenden drei Bedingungen erfüllt sein. 
 
• Die elastischen Spannungen Εσ  müssen exakt bestimmt werden. 
• Das zeitunabhängige Eigenspannungsfeld ρ  muß die Gleichgewichts- und Rand-
bedingungen in allen Punkten ( )x y z V∈x , ,  und FS∈x  erfüllen.  
• Die Einspielbedingung darf in keinem Punkt V∈x verletzt werden. 
 
Dieses Problem wird in einem Optimierungsprozess gelöst. 
 
Die meisten existierenden Finite-Elemente-Programme benutzen Algorithmen, die auf Ver-
schiebungsansätzen beruhen. Im Folgenden wird daher auch eine auf einem Verschie-
bungsansatz beruhende Finite-Elemente-Diskretisierung vorgenommen. Die elastischen 
Spannungen Εσ in den Integrationspunkten entsprechen daher auch nur näherungsweise 
den exakten Spannungen. Ebenso werden die Eigenspannungen ρ  nur in den Integrations-
punkten betrachtet, genauso wie die Einspielbedingungen nur in diesen Punkten überprüft 
werden. Die numerischen Sicherheitsfaktoren α?können daher auch nur einen Näherungs-
wert des exakten Einspielfaktors liefern.  
 
Im Folgenden wird die Diskretisierung der zu betrachtenden Strukturen stets mittels isopa-
rametrischer Finiter Elemente durchgeführt. Die Gleichungen sind für den räumlichen 
Spannungszustand formuliert. Eine Implementierung eines zusätzlichen USER-Elementes in 
ANSYS ist über UPF-Schnittstelle als FORTRAN-Subroutine möglich. Diese Programmierum-
gebung ist hier gewählt worden. 
Hier wurden finite isoparametrische Kontinuums-Elemente SOLID45 mit linearen und 
quadratischen Verschiebungsansätzen eingeführt und mit Hilfe der ANSYS-ELEMENTE veri-
fiziert. 
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4.1 Definition  
 
In den nachfolgenden Gleichungen werden Laufbereichsgrenzen für Summationen bzw. für 
die Dimensionen von Vektoren und Matrizen angegeben, die von der gewählten Anzahl der 
Finiten Elemente und deren Knoten abhängig sind. Die einzelnen Größen sind in der Tabel-
le 4.1 zusammengefaßt. 
 
 
Tabelle 4.1: Laufbereichsgrenzen 
 
Die zweistufigen Spannungs- und Dehnungstensoren werden nachfolgend in Vektor-
schreibweise dargestellt. Zur Kennzeichnung werden geschweifte Klammern { } verwendet. 
Die 6 voneinander verschiedenen Komponenten der Tensoren werden dann in einen Spal-
tenvektor geschrieben: 
 
{ } { } { }, , .
E E
x x x
E E
y y y
E E
Ez z z
E E
xy xy xy
E E
yz yz yz
E E
xz xz xz
Ε
σ ε ρ
σ ε ρ
σ ε ρ
σ ε ρ
σ ε ρ
σ ε ρ
⎧ ⎫ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪= = =⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭ ⎩ ⎭
σ ε ρ                         (4.1) 
 
Alle äußeren Kräfte und Verschiebungen, die in den Knoten der Finiten Elemente wirken, 
werden ebenfalls in Spaltenvektoren gesammelt. 
 
{ } { }
1 1
1 1
1 1
K K,
E
x x
E
y y
E
z z
E
E
NKx NKx
E
NKy NKy
E
NKz NKz
F u
F u
F u
F u
F u
F u
⎧ ⎫⎧ ⎫ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪= =⎨ ⎬ ⎨ ⎬⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭
F uM M .                                                                       (4.2) 
 
Die 81 Komponenten des vierstufigen Elastizitätstensors L lassen sich durch Symmetriebe-
trachtungen auf 21 voneinander unabhängige Größen reduzieren. Im Falle des isotropen 
Materialverhaltens verkleinert sich diese Zahl auf 2 unabhängige Größen (Querkontrakti-
 
Größe 
 
Beschreibung 
NGE 
NKE 
NS 
NE 
NG 
NK 
Anzahl der Integrationspunkte eines Finiten Elementes 
Anzahl der Knoten eines Finiten Elementes 
Dimension des Spannungsvektors (NS= 3 (2D), NS = 6 (3D) 
Anzahl aller Finiten Elemente 
Anzahl aller Integrationspunkte 
Anzahl aller Knoten 
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onszahl ν und Elastizitätsmodul E). Der Tensor lässt sich jetzt auch als eine 6×6 – Matrix 
darstellen. Nachfolgend werden Matrizen durch eckige Klammern [ ] gekennzeichnet. 
 
 
[ ]
1 0 0 0
1 2 1 2 1 2
1 0 0 0
1 2 1 2 1 2
1 0 0 0
1 2 1 2 1 2
1 10 0 0 0 0
2
10 0 0 0 0
2
10 0 0 0 0
2
E
ν ν ν
ν ν ν
ν ν ν
ν ν ν
ν ν ν
ν ν ν
ν
−⎡ ⎤⎢ ⎥− − −⎢ ⎥−⎢ ⎥⎢ ⎥− − −⎢ ⎥−⎢ ⎥⎢ ⎥− − −= ⎢ ⎥+ ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
L .                                            (4.3)  
 
In den verschiedenen Fällen der Orthotropie oder Anisotropie ist diese Matrix mehr oder 
minder stark besetzt, wobei mehr als die beiden oben erwähnten unabhängigen Größen auf-
treten [16b]. 
 
Typisch für isoparametrische Elemente ist, dass für die Anzahl der betrachteten Knoten-
punkte die Koordinatentransformation der Einheitselemente zu den verzerrten Elementen 
und für die Bestimmung der Verschiebungen innerhalb eines Finiten Elementes überein-
stimmt. Darüber hinaus sind die Funktionen für die Koordinatentransformation (”mapping 
functions“) und die Formfunktionen zur Bestimmung der Verschiebungen (”shape functi-
ons“) gleich. Für jedes Finite Element lässt sich ganz allgemein eine Matrix ( )⎡ ⎤⎣ ⎦N x  mit 
den Formfunktionen ( )iN x aufstellen: 
 
( )
( ) ( )
( ) ( )
( ) ( )
1
1
1
0 0 0 0
0 0 0 0
0 0 0 0
NKE
NKE
NKE
N N
N N
N N
⎡ ⎤⎢ ⎥=⎡ ⎤⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦
x x
N x x x
x x
K
K
L
.                     (4.4) 
 
Ebenso lässt sich eine Matrix ( )⎡ ⎤⎣ ⎦B x  mit den partiellen Ableitungen der Formfunktionen 
( )iN x   für jedes Finite Element formulieren: 
 
Die Ableitungen der Formfunktionen ( )iN x  und andere Größen werden für ein Einheits-
element ermittelt und mit Hilfe einer Transformationsmatrix auf das verzerrte Finite Ele-
ment übertragen. 
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( )
( )
( )
( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1
1
1
1 1
1 1
1 1
0 0 0
0 0 0
0 0
0 0
0
0
NKE
NKE
NKE
N
x
N
y
N N
z z
N N
y x
N N N
z y y
N N N
z x x
∂⎡ ⎤⎢ ⎥∂⎢ ⎥∂⎢ ⎥⎢ ⎥∂⎢ ⎥⎢ ⎥∂ ∂⎢ ⎥∂ ∂⎢ ⎥=⎡ ⎤⎣ ⎦ ⎢ ⎥∂ ∂⎢ ⎥∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎣ ⎦
x
x
x x
B x
x x
x x x
x x x
K
K
K
K
K
K
                                       (4.5)     
 
Jeder geometrische Ort in diesem Einheitselement wird dabei mit einem Ortsvektor 
( ), ,ξ η ζξ  beschrieben. Um aus den am Einheitselement ermittelten Größen die Werte für 
das tatsächliche Element mit dem Ortsvektor ( ), ,x y z∈x  zu erhalten, wird die Jacobi’sche 
Matrix zur Transformation benötigt. Die Größen ji
j
i yx ,  und 
j
iz  sind dabei die Komponen-
ten des Ortsvektors x in der aktuellen Konfiguration für den i-ten Knoten des j-ten Finiten 
Elementes. 
 
 
( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1
1 1 1
1 1 1
NKE NKE NKE
i i ij j j
i i i
i i i
NKE NKE NKE
i i ij j j
j i i i
i i i
NKE NKE NKE
i i ij j j
i i i
i i i
N N N
x y z
N N N
J x y z
N N N
x y z
ξ ξ ξ
η η η
ζ ζ ζ
= = =
= = =
= = =
∂ ∂ ∂⎡ ⎤⎢ ⎥∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎡ ⎤ = ⎢ ⎥⎣ ⎦ ∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥∂ ∂ ∂⎢ ⎥⎣ ⎦
∑ ∑ ∑
∑ ∑ ∑
∑ ∑ ∑
ξ ξ ξ
ξ ξ ξξ
ξ ξ ξ
                            (4.6) 
 
Für ein Volumenelement dV gilt weiterhin: 
 
( )det jdV dx dy dz J d d dξ η ζ⎡ ⎤= = ⎣ ⎦ξ .                                                             (4.7) 
 
Die Ableitungen der Formfunktionen ( )iN x  können folgendermaßen bestimmt werden: 
 
( )
( )
( )
( ) ( )
( )
( )
( )
1
ii
i i
j
ii
NN
x
N N
J
y
NN
z
ξ
η
ζ
−
∂⎧ ⎫∂⎧ ⎫ ⎪ ⎪⎪ ⎪ ∂∂ ⎪ ⎪⎪ ⎪ ⎪ ⎪∂ ∂⎪ ⎪ ⎪ ⎪⎡ ⎤=⎨ ⎬ ⎨ ⎬⎣ ⎦∂ ∂⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪∂∂⎪ ⎪ ⎪ ⎪∂∂⎩ ⎭ ⎪ ⎪⎩ ⎭
x
x
x
ξ
ξξ
ξ
.                                                               (4.8) 
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Eδ u  (Virtuelles elastisches Verschiebungsfeld) möge ein virtuelles und kinematisch zuläs-
siges Verschiebungsfeld sein. Dies lässt sich in folgender Form diskretisieren: 
 
( ){ } ( ) { }KE Eδ δ= ⎡ ⎤⎣ ⎦u x N x u .                                                                             (4.9) 
 
Das zugehörige virtuelle Dehnungsfeld lässt sich mit Hilfe des symmetrischen linearisierten 
Dehnungstensors und dem virtuellen elastischen Verschiebungsfeld Eδ u darstellen: 
 
( ), ,1 ,2E E Eij i j j iu uδ ε δ δ= +                                                                                  (4.10) 
( ){ } ( ) { }E EKδ δ= ⎡ ⎤⎣ ⎦x B x uε .                                                                            (4.11) 
 
ähnlich lassen sich die elastischen Dehnungen Eε und die Spannungen Eσ ausdrücken: 
 
( ){ } ( ) { }K ,E E= ⎡ ⎤⎣ ⎦x B x uε                                                                                   (4.12) 
( ){ } [ ] ( ){ } [ ] ( ) { }K .E E E= = ⎡ ⎤⎣ ⎦x L x L B x uσ ε                                                      (4.13) 
 
4.2 Diskretisierung des elastischen Problems 
 
Nach dem Prinzip der virtuellen Arbeit muss die virtuelle Formänderungsarbeit Uεδ gleich 
der virtuellen Arbeit der äußeren Kräfte ( )aWδ sein: 
 
( ).aU Wεδ δ=                                                                                                    (4.14) 
 
Folgt man der allgemein bekannten Vorgehensweise zur Diskretisierung mittels Finiter   
Elemente (z.B. BATHE [10], BETTEN [13,14], DHATT ET AL. [30], ZIENKIEWICS [150]), so 
lässt sich die linke Seite der Gleichung (4.14) unter Nutzung der Gleichungen (4.11) und 
(4.13) wie folgt darstellen: 
 
( ){ } { }
{ } ( ) [ ] ( ) { }
{ } ( ) ( ) [ ] ( ) { }
{ } { }
T
T T
K K
TT
K K
1 1
T
K K
det
.
E E
V
E E
V
NE NGEE j j E
i j i i i
j i
E E
U dV
dV
w J
εδ δ
δ
δ
δ
= =
∗
=
⎡ ⎤= ⎡ ⎤ ⎡ ⎤⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤= ∑ ∑ ⎣ ⎦⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤= ⎣ ⎦
∫
∫
x
u B x L B x u
u B x L B x u
u K u
ε σ
ξ
                     (4.15) 
mit 
( ) ( ) [ ] ( )T
1 1
det .
NE NGE j j
i j i i i
j i
w J∗
= =
⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤= ∑ ∑ ⎣ ⎦⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦K B x L B xξ  
 
wi sind die Wichtungsfaktoren für die numerische Integration 
 
Man erhält ein lineares Gleichungssystem, mit dem die Verschiebungen der Knotenpunkte 
der Finiten Elemente ermittelt werden können: 
 
[ ]{ } { }K KE =K u F .                                                                                             (4.16) 
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Die elastischen Spannungen lassen sich nun mit Hilfe der Gleichung (4.13) und der Elasti-
zitätsmatrix [ ]L  in den Integrationspunkten jix  bestimmen: 
 
( ){ } [ ] ( ){ } [ ] ( ) { }K .E j E j j Ei i i⎡ ⎤= = ⎣ ⎦x L x L B x uσ ε                                                 (4.17) 
 
Treten neben den mechanischen Lasten zusätzlich noch thermische Lasten auf, so werden 
diese durch äquivalente thermischen Knotenlasten { }ϑF  berücksichtigt. 
 
{ } ( ) ( ) ( ){ }T
1 1
det .
NE NGE
j j
i j i i i
j i
w Jϑ ϑ
= =
⎡ ⎤⎡ ⎤= ⎣ ⎦ ⎣ ⎦∑∑F B x xξ σ                                           (4.18) 
 
Die aus den thermischen Lasten resultierenden thermischen Spannungen ( ){ }jiϑ xσ  werden 
wie folgt bestimmt: 
 
( ){ } [ ] ( ){ } [ ] ( ){ }j j ji i iϑ ϑ ϑα ϑ= = ⋅ ∆x L x L xσ ε .                                                 (4.19) 
 
Damit lassen sich die Knotenverschiebungen aufgrund mechanischer und thermischer Las-
ten analog zu Gleichung (4.16) bestimmen: 
 
[ ]{ } { } { }K KE ϑ= +K u F F .                                                                                 (4.20) 
 
Die elastischen Spannungen erhält man dann zu: 
 
( ){ } [ ] ( ) { } ( ){ }{ }K .j j E ji i iΕ ϑα ϑ⎡ ⎤= − ⋅ ∆⎣ ⎦x L B x u xσ                                            (4.21) 
 
4.3 Diskretisierung der zeitunabhängigen Eigenspannungen 
 
Das zeitunabhängige Eigenspannungsfeld ρ  muss ebenfalls dem Prinzip der virtuellen Ar-
beit genügen. Da bereits die äußeren Kräfte mit dem Spannungsfeld Eσ  im Gleichgewicht 
stehen, ist die linke Seite der nachfolgenden Gleichung gleich Null (z.B. [46, 148]): 
 
( )
0.Eij ij
V
dVρ δε =∫                                                                                              (4.22) 
 
Die Integration wird unter Verwendung von (4.11) und der bekannten GAUSS-LEGENDRE-
TECHNIK durchgeführt. 
 
( ){ } ( ){ }
( )
{ } ( ) ( ){ }
( )
{ } ( ) ( ) ( ){ }
T T T
K
TT
K
1 1
det .
E E
V V
NE NGE
E j j
i j i i i
j i
dV dV
w J
δ δ
δ
= =
= ⎡ ⎤⎣ ⎦
⎧ ⎫⎡ ⎤⎡ ⎤= ⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭
∫ ∫
∑∑
x x u B x x
u B x x
ε ρ ρ
ξ ρ
          (4.23) 
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Sortiert man die rechte Seite dieser Gleichung (4.23) um, so lässt sich die Doppelsummati-
on auch als ein Produkt aus einer Matrix ⎡ ⎤⎣ ⎦*C und einem Vektor { }ρ  aus den Eigenspan-
nungen in den Integrationspunkten auffassen: 
 
( ) ( ) ( ){ } { }T
1 1
det
NE NGE
j j
i j i i i
j i
w J
= =
⎧ ⎫⎡ ⎤ ⎡ ⎤⎡ ⎤ =⎨ ⎬⎣ ⎦ ⎣ ⎦⎣ ⎦⎩ ⎭∑∑
*B x x Cξ ρ ρ .                                  (4.24) 
 
Die Matrix ⎡ ⎤⎣ ⎦*C  ist hierbei konstant und nur von der gewählten Geometrie abhängig. Sie 
hat in der Regel im Gegensatz zur Steifigkeitsmatrix [ ]K  der Gleichung (4.16) zur Be-
stimmung der elastischen Lösung mehr Zeilen als Spalten. 
 
Nach Gleichung (4.22) muß die virtuelle Arbeit der zeitunabhängigen Eigenspannungen ρ  
gleich Null sein. Setzt man nun die Gleichungen (4.23) und (4.24) in Gleichung (4.22) ein 
und führt die Variation der virtuellen Knotenverschiebungen unter Beachtung der kinemati-
schen Randbedingungen durch, so erhält man schließlich ein System linearer Gleichungen 
mit 
 [ ] { } { }=C 0ρ .                                                                                                 (4.25) 
 
Die kinematischen Randbedingungen werden dadurch berücksichtigt, daß die Zeilen in der 
Matrix ⎡ ⎤⎣ ⎦*C  gestrichen werden, die nach Gleichung (4.23) mit einer virtuellen Verschie-
bung gleich Null multipliziert werden müssten. Da die Matrix [ ]C  mehr Zeilen als Spalten 
besitzt, kann das Gleichungssystem (4.25) nicht dazu genutzt werden, die zeitunabhängigen 
Eigenspannungen { }ρ  in den Integrationspunkten direkt zu ermitteln. Es handelt sich um 
ein unbestimmtes Gleichungssystem, das Nebenbedingungen darstellt, die bei der Bestim-
mung der Eigenspannungen stets erfüllt sein müssen. 
 
4.4 Das diskretisierte Einspielproblem 
 
Das allgemeine Einspieltheorem des Kapitels 2 lässt sich jetzt mit Hilfe der Methode der 
Finiten Elemente neu formulieren. Der kleinere der beiden Faktoren für Einspielen ESα  
bzw. für Nicht-Versagen aufgrund alternierender Plastizität APα bestimmt dabei den Ein-
spielfaktor SDα . 
 
( )SD ES APmin ,α α α= .                                                                                      (4.26) 
 
Die Bedingungen für Einspielen werden nur in den Integrationspunkten jix  gemäß der Fini-
ten-Elemente-Diskretisierung überprüft. Für das Einspielen stellt sich das Ganze als nicht-
lineares Optimierungsproblem dar, in dem ein maximaler Sicherheitsfaktorα , die Vektoren 
der zeitunabhängigen Eigenspannungen ( ){ }jixρ  und Verfestigungsspannungen ( ){ }jixπ  
gefunden werden müssen. 
 
{ } { }ES ,maxα α= ρ π .                                                                                                 (4.27) 
 
Dabei müssen folgende Bedingungen eingehalten werden: 
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[ ]{ } { }=C 0ρ ,                                                                                                  (4.28) 
( ){ } ( ){ } ( ){ } ( )( )I Y, , , , 0E j j j ji i i itα ϑ σ ϑ+ − ≤x x x xσ ρ πF ,                            (4.29) 
( ){ } ( ){ } ( )( )L L, , , , 0E j j ji i itα ϑ σ ϑ+ ≤x x xσ ρF ,                                             (4.30) 
für ( )1 , 1i NGE j NE t= = ∧ ∀ ∈PK K L . 
 
Für die alternierende Plastizität muss ebenfalls ein Sicherheitsfaktor APα  gefunden werden, 
der für alle möglichen Lastkombinationen von ( )1tP und ( )2tP  aus einem vorgegebenen 
Lastraum L  die folgende Bedingung erfüllt (vgl. Kapitel 2.8): 
 
AP maxα α= ,                                                                                                  (4.31) 
( ){ } ( ){ }( ) ( )1 2 Y1 , , , , , , 0,2 E j E j ji i it tα ϑ ϑ σ ϑ⎛ ⎞± − ≤⎜ ⎟⎝ ⎠x x xσ σF                        (4.32) 
 für ( ) ( )1 21 , 1 ,i NGE j NE t t= = ∧ ∀ ∈P PK K L . 
 
4.5 Diskretisierung des Lastraumes 
 
Über den Lastraum L  sind bis jetzt noch wenig Aussagen gemacht worden. In ihm sind 
alle möglichen Lastkombinationen enthalten, die auf eine Struktur wirken können. Hierzu 
zählen Volumenkräfte, Oberflächenkräfte, vorgegebene Verschiebungen und Temperatur-
lasten sowie Kombinationen aus diesen Lasten. Die Anzahl dieser Lastkombinationen kann 
beliebig groß sein. Dennoch müssen sie alle die Einspielbedingungen erfüllen, damit die 
betrachtete Struktur nicht versagt. Oftmals ist es jedoch möglich, den gesamten Lastraum 
durch die Angabe von wenigen, diesen Lastraum begrenzenden Maximal- und Minimallas-
ten zu beschreiben. Solange der Ort der Lastaufbringung unverändert bleibt, führt diese Be-
schreibung des Lastraumes auf eine wesentliche Vereinfachung des zu untersuchenden 
Problems. In dieser Arbeit wird sich daher auch nur auf diese Art von Lasträumen be-
schränkt. In der Abbildung 4.1 ist ein möglicher Lastraum L  für die beiden Lasten 1P  und 
2P  dargestellt ( )2=n . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 4.1: Lastraum L  für zwei Lasten und vier Lastecken 
1 1,
ϑP P
3 3,
ϑP P 4 4, ϑP P
+
2 2µ P
2 2µ−P
+
1 1µ P1 1µ−P  
2 2,
ϑP P
1P
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Der Lastraum L  lässt sich dann für n  voneinander unabhängige Einheitslasten jP  als ein 
n -dimensionales konvexes Polyeder darstellen 
 
( ) ( )
1
| , , .
n
i j i j j
j
t t µ µ µ µ− +
=
⎧ ⎫⎡ ⎤= = ∈⎨ ⎬⎣ ⎦⎩ ⎭∑P P PL                                                          (4.33) 
jµ  sind hierbei skalare Multiplikatoren, die durch −jµ  nach unten und +jµ  nach oben be-
grenzt sind. Der Lastraum besitzt allgemein 2nm =  Lastecken jP  (einschließlich Tempera-
turlasten). Die zu diesen Ecken korrespondierenden reinen Temperaturlasten werden im 
Folgenden mit j
ϑP  bezeichnet. Diese Lastecken stellen die so genannten Basislasten dar. 
Jeder Punkt ( )tP  im Inneren des konvexen Polyeders lässt sich durch eine Konvex-
Kombination der m  Basislasten jP  darstellen [23]. Es gilt also 
 
0, 1j j mλ ≥ = K                                                                                  (4.34) 
mit 
∑
=
=
m
j
j
1
,1λ                                                                                                         (4.35) 
so dass 
( )
1
m
j j
j
t λ
=
= ∑P P .                                                                                              (4.36) 
 
Bei vorgegebenen ( )t ∈P L  sind die Koeffizienten jλ  eindeutig bestimmt. Im Rahmen der 
geometrisch linearisierten Theorie lassen sich sowohl die Lastecken jP  zu einer Gesamtlast 
( )tP  superponieren, als auch die zu den Lastecken gehörenden elastischen Spannun-
gen ( )jEσ P . Durch diese Superposition erhält man die elastischen Spannungen ( )( )E tPσ  
hervorgerufen durch die Last ( )tP  aus dem Inneren des LastraumesL . 
 
( )( ) ( )
1
m
E E
kl j kl j
j
tσ λ σ
=
= ∑P P .                                                                             (4.37) 
 
Die Gleichung (4.29) müsste in allen Integrationspunkten und für alle Lasten ( )tP  über-
prüft werden. Mit den Gleichungen (4.37) sowie wegen der Konvexität der Fließfunktion 
IF  gilt allerdings: 
 
( ) ( )( ) ( ) ( )
( ) ( )
I Y I Y
1
I Y
1
m
E E
j j
j
m
E
j j j
j
( t ) , ( t ) , ( t )     
                                                         ,
                                          
ϑ ϑ
ϑ
α σ α λ σ
λ α σ
=
=
⎛ ⎞⎛ ⎞+ − = + −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
⎛ ⎞⎡ ⎤≤ + −⎜ ⎟⎣ ⎦⎝ ⎠
∑
∑
P P Pσ ρ π σ ρ π
σ ρ π
F F
F
P
P P
( ) ( )( )I Y
1
1
0 0
m
E
j j j
j
m
j
j
               ,          
                                                         .
ϑλ α σ
λ
=
=
≤ ⋅ + −
≤ ⋅ =
∑
∑
σ ρ πF P P
  (4.38) 
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Analoges gilt für die zweite Einspielbedingung (4.30): 
 
( ) ( )( ) ( ) ( )
( ) ( )
L L L L
1
L L
1
m
E E
j j
j
m
E
j j j
j
( t ) , ( t ) , ( t )     
                                                         ,
                                                
ϑ ϑ
ϑ
α σ α λ σ
λ α σ
=
=
⎛ ⎞⎛ ⎞+ = +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
⎛ ⎞⎡ ⎤≤ +⎜ ⎟⎣ ⎦⎝ ⎠
∑
∑
P P Pσ ρ σ ρ
σ ρ
F F
F
P
P P
( ) ( )( )L L
1
1
0 0
m
E
j j j
j
m
j
j
         ,          
                                                         .
ϑλ α σ
λ
=
=
≤ ⋅ +
≤ ⋅ =
∑
∑
σ ρF P P
        (4.39) 
 
Es reicht daher aus, die Gleichungen (4.29) und (4.30) nur für die Ecklasten jP  zu überprü-
fen. Alle anderen Lasten ( )tP  innerhalb des Lastraumes L  müssen nach dem zuvor Gesag-
ten bzw. nach den Gleichungen (4.38) und (4.39) die Einspielbedingung ebenfalls erfüllen 
[67, 148]. Gleiches gilt für das Einspielkriterium aufgrund alternierender Plastizität. Da die 
Differenzen der Spannungen in Gleichung (4.32) für paarweise verschiedene Lastecken jP  
am größten sind, müssen auch alle anderen Lastkombinationen innerhalb des Lastraumes 
L  die Einspielbedingung erfüllen. Es reicht daher aus, die Gleichung (4.32) nur für paar-
weise verschiedene Lastecken jP  zu überprüfen. 
 
4.5.1 Einspielanalyse 
 
Die Analyse wird nach den vorangegangenen Ausführungen nur noch mit den Lastecken 
jP  des Lastraumes L  durchgeführt. Man spricht von einer Einspielanalyse, falls ein Last-
raum untersucht wird, der von mindestens zwei Lastecken aufgespannt wird. Die Einspiel-
bedingungen werden für diese Lastecken überprüft. Liegt nur eine einzige Lastecke vor, 
dann spricht man von einer Traglastanalyse. Der zugehörige Spannungszustand stellt den 
maximal tragbaren Zustand dar. Die Gleichung (4.27) bis (4.30) für Einspielen vereinfacht 
sich wie folgt: 
 
{ } { }ES ,maxα α= ρ π                                                                                                    (4.40) 
mit 
{ }
1
NG
i i
i
C ρ
=
=∑ 0 ,                                                                                                  (4.41) 
( ) ( )( )I Y, 0Εi j i i jϑασ ρ π σ+ − ≤F    P P ,                                                            (4.42) 
( ) ( )( )L L, 0Εi j i jϑασ ρ σ+ ≤F    P P ,                                                                  (4.43) 
für 1 , 1i NG j m= =K K ,    mit  m = 2n. 
 
Für den Fall des Nicht-Versagens aufgrund alternierender Plastizität muss ein Lastraum 
vorgegeben werden, der von mindestens zwei Lastecken begrenzt wird. Die Gleichungen 
(4.31) und (4.32) vereinfachen sich wie folgt: 
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AP maxα α= ,                                                                                                  (4.44) 
( ) ( )( )1 2 1 2Y1 , min( ( , ) 02 E Ei r i r r rϑ ϑ ϑ ϑα σ σ σ⎛ ⎞± − ≤⎜ ⎟⎝ ⎠     P P P PF                         (4.45) 
für 1 2 1 21 , , 1 2 ,
ni NG r r m r r= = = ≠K K . 
 
Der Einspielfaktor SDα  ergibt sich dann zu: 
 
( )SD ES APmin ,α α α=  .                                                                                     (4.45) 
 
4.6 Das Optimierungsverfahren 
 
Im Kapitel 4.5.1 wurde das Problem der Einspielanalyse als nichtlineares Optimierungs-
problem formuliert. Die linearen und nichtlinearen Gleichungen (4.40) bis (4.43) müssen in 
ein Optimierungsverfahren eingebunden werden, das es erlaubt, auch größer dimensionierte 
Problemstellungen zu bearbeiten. Die Gleichungen müssen für jeden Integrationspunkt der 
zu untersuchenden Struktur und für jede Lastecke eines vorgegebenen Lastraumes L  so 
formuliert werden, dass das Optimierungsverfahren den größtmöglichen Sicherheitsfaktor 
ESα  findet, wobei die Komponenten der Eigenspannungen ρ  und der Verfestigungsspan-
nungen π  ebenfalls als unbekannte Größen in das Problem eingehen.  
 
Einen Überblick über die verschiedenen Algorithmen mit weiterführender Literatur findet 
man beispielsweise im Kapitel 3. Die existierenden nichtlinearen Optimierungsverfahren 
verwenden Algorithmen, die auf LAGRANGE’SCHEN Multiplikatoren (z.B. [95]) bzw. soge-
nannten BFGS-ALGORITHMEN (BROYDON-FLETCHER-GOLDFARB-SHANNO, z.B. [88]) beru-
hen. Die meisten sind dabei allerdings für die große Anzahl an Optimierungsvariablen und 
Nebenbedingungen nur bedingt geeignet. Zum einen wird die Anwendbarkeit durch den 
hohen Speicherbedarf und, teilweise dadurch bedingt, zum anderen durch die benötigte Re-
chenzeit stark eingeschränkt. Zudem sind diese Algorithmen auch nur auf enge 
Anwendungsbereiche beschränkt.  
 
Das behandelte Problem ist, wie bereits gesagt, nichtlinear mit Nebenbedingungen und er-
fordert bei realistischen industriellen Anwendungen eine große Anzahl an Optimierungsva-
riablen. Um derartig groß angelegte Optimierungsprobleme in angemessenen Rechenzeiten 
lösen zu können ist es notwendig, schnelle und robuste Algorithmen zu benutzen. Die Inne-
ren-Punkte-Verfahren haben ihre Effizienz bei großdimensionierten Problemen gezeigt. 
Wir haben hier den Optimierungsalgorithmus IPDCA [7, 51] implementiert mit dem numeri-
sche Ergebnisse erzielt worden sind, die im Kapitel 5 präsentiert werden. 
 
4.6.1 Das diskretisierte Einspielproblem mit LANCELOT  
            (LARGE AND NONLINEAR CONSTRAINTS EXTENDED LAGRANGIAN OPTIMIZATION TECHNIQUES) 
 
4.6.1.1 LANCELOT 
 
LANCELOT [24] ist eine Optimierungssoftware, welche auf einem augmentierten LAGRAN-
GE’SCHEN Verfahren beruht. Die Schranken werden explizit auf höherem Niveau in einem 
Unterproblem behandelt. Dieses Unterproblem ist ein nichtlineares Optimierungsproblem 
welches nur Schranken für Variablen enthält und approximativ in jeder Iteration gelöst wird. 
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Zu diesem Zweck kombiniert LANCELOT eine Nährung anhand angepasster Konvergenzbe-
reiche, um die Schranke der Variablen manipulieren zu können, mit Techniken des proji-
zierten Gradienten, um die Struktur des zugrunde liegenden Problems auszunutzen. 
 
Darüber hinaus liefert die Software einen direkten und iterativen Algorithmus um lineare 
Gleichungssysteme (Newtongleichungen) zu lösen, sowie eine Variante des Algorithmus 
zur Vorkonditionierung der Quasi-Newton und der Newtonmethoden. Dieser Algorithmus 
verfügt über Routinen zur Berechnung des analytischen Gradienten durch Finite Differen-
zen sowie einen automatischen Decoder, der es ermöglicht, das Standardeingabeformat SIF 
zu verarbeiten. [25]. LANCELOT ist in FORTRAN77 der Norm ANSI geschrieben. Wir haben 
die Version mit doppelter Genauigkeit für unsere numerischen Tests benutzt. 
In dem Algorithmus werden automatisch die Ungleichungen (4.42) und (4.43) in Gleichun-
gen überführt. Das Maximierungsproblem (4.40) bis (4.43) wird dadurch gelöst, dass für 
eine entsprechend konstruierte Sequenz geschätzter LAGRANGE’SCHE Multiplikatoren λi, 
Skalierungsfaktoren sii und einem ”Penalty-Parameter“ η  angenäherte Maximierungsfakto-
ren für die ”augmentierte LAGRANGE’SCHE Funktion“ Φ  gefunden werden. 
 
( ) ( ) ( )2
1 1
1, , , ( )
2
m m
i i ii i
i i
x s f x b x s b xλ η λ η= =Φ = + +∑ ∑ ,                                        (4.46) 
mit 
α=)(xf ,                                                                                                        (4.47) 
qpqp Cxb ρ=)( ,                                                                                                (4.48) 
( ) ( ) ( )( )I Y,Ej r j j rb x ϑασ ρ π σ= + −F P Pℓ ,                                                    (4.49) 
( ) ( ) ( )( )L L,Ek j r j rb x ϑασ ρ σ= +F P P ,                                                           (4.50) 
für  
11 , 1 ,
1 2 , 1 ,n
p m q NS NG
r j NG
= = ⋅
= =
K K
K K
 
1 11 2
nm m NG= + + ⋅Kℓ , 
1
1 12 1 2
n nk m NG m NG+= + ⋅ + + ⋅K . 
 
Zum einen werden die Nebenbedingungen für ρ  (Gleichung (4.41)) berücksichtigt, zum 
anderen werden für jeden Integrationspunkt und für jede der n  Lastecken rP  zwei nichtli-
neare Nebenbedingungen aufgestellt. Insgesamt sind dies NGmm n ⋅+= +11 2  lineare und 
nichtlineare Nebenbedingungen. Dabei stellt 1m  die Anzahl der Freiheitsgrade des Systems 
dar. Die Anzahl der Optimierungsvariablen x , (Einspielfaktorα  und die Komponenten 
von{ }ρ ), ist hierbei1 NS NG+ ⋅ . Die notwendige Bedingung erster Ordnung für einen ge-
eigneten Punkt ( ) ( ) ( ){ }( ),t t tx α= ρ  des Iterationsschrittes t  zur Lösung des Problems (4.46) 
verlangt die Existenz LAGRANGE’SCHER Multiplikatoren ( )tλ , für die der projizierte Gra-
dient der LAGRANGE’SCHEN Funktion bei ( )tx  und ( )tλ  und für die die Nebenbedingungen 
(4.48) bis (4.50) für ( )tx  verschwinden bzw. erfüllt sind. Startpunkt der Iteration ( )0=t  zur 
Lösung des Problems ist der elastische Grenzzustand. Für diesen Punkt entspricht der Si-
cherheitsfaktor α  dem elastischen Grenzfaktor. Die zeitunabhängigen Eigen- und Verfesti-
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gungsspannungen haben sich noch nicht ausgebildet, das heißt ( ){ } ( ){ } { }t t= = 0ρ π . Die 
Konvergenz dieses Verfahrens wird mit der Norm des projizierten Gradienten und den Ne-
benbedingungen für ( )tx  und ( )tλ  überprüft. Die Optimierung wird beendet, falls 
 
( ) ( ) ( ) ( ) ( ) ( )( ), , , Єt t t t t tx lx P x x sλ η⎡ ⎤− −∇ Φ ≤⎣ ⎦ ,                                                 (4.51) 
( )( ) Єt cb x ≤ .                                                                                                  (4.52) 
 
Dabei sind Єl  und Єc  Toleranzgrenzen, während P den Projektionsoperator beschreibt. 
Eine detaillierte Beschreibung des Optimierungsverfahrens findet man in CONN ET AL. [24]. 
 
4.6.2 Das diskretisierte Einspielproblem mit IPDCA [7, 51] 
 
Die diskretisierte Formulierung des Einspielproblems zur Bestimmung des Faktors α  ist 
gegeben durch: 
 
( ) 1
max
{0}
( ( ) ) 0
[1, ] , [1, ]
NG
i i
i
E
i j ι
M
F
j m i NG
α
ρ
ασ ρ
=
⎧⎪⎪ =⎪⎨⎪ + ≤⎪⎪ ∈ ∈⎩
∑C
P
                                                             (4.53) 
 
Das Fließspannungskriterium muss in allen Gaußpunkten ],1[ NGi∈ und in jeder Lastecke 
]2,1[ nmj =∈  erfüllt sein.  
 
Bevor wir IPDCA benutzen um eine Lösung von (4.53) zu finden, werden einige Transfor-
mationen durchgeführt, welche zu einem einfacheren, äquivalenten konvexen Programm 
mit weitaus weniger Variablen und Grenzen führt. Drei  Formulierungen entsprechend der 
Traglastanalyse mit einem Punkt, Einspielanalyse mit einem Parameter (zwei Punkten) und 
Einspielanalyse mit zwei Parametern (vier Punkten) werden präsentiert.  
 
Das Problem )(M  mit einem Punkt (Traglastanalyse) hat: 
 
• )112( +NG Variablen, 
• )37( NKNG + Gleichungen.  
 
Mit zwei Punkten (Einspielanalyse mit einem Parameter) sind  es 
 
• )118( +NG Variablen, 
• )313( NKNG +  Gleichungen.  
 
Letztendlich mit vier Punkten (Einspielanalyse mit zwei Parametern) hat das Problem )(M  
 
• )130( +NG Variablen,  
• )328( NKNG + Gleichungen. 
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4.6.2.1 Formulierung des Problems mit einem Lastpunkt (Traglastanalyse) 
 
Unser Problem )(M  lässt sich wie folgt beschreiben:  
 
( ) ( ) ( ) ( ) ( )
1
2 2 2 21 1 2 1 1 2 1 1 2 1 1 1
1 2 2 3 3 1 4 5 6 Y
1 1
max
0
( ) ( ) ( ) 6 6 6 2
0
1,...,
NG
r r
r
r r r r r r r r r r
r r r
C X
X
r NG
α
σ σ σ σ σ σ σ σ σ σ
σ αβ
=
⎧⎪⎪ =⎪⎪⎪ − + − + − + + + ≤⎨⎪ − − =⎪⎪ =⎪⎪⎩
∑
P  (4.54) 
 
wobei 1, rα β  gegeben und (3 ,6)( )r NKC M∈ R , 61 6( ,..., )r r rX X X= ∈R für r = 1,2, …, NG sind 
und Yσ  ist die Fließspannung. Das Problem ( )P ist konvex und bleibt dies auch nach der 
Transformation. Darüber hinaus soll das transformierte Problem weniger Nebenbedingun-
gen und Variablen enthalten als das ursprüngliche und somit leichter zu lösen sein. Für die 
Neuformulierung benötigt man die Matrix 6 6T ×∈R , welche definiert ist durch 
 
1 1 1 0 0 0
2 2 2
1 1 1 0 0 0
2 2 2
1 1 1 0 0 0
2 2 2
10 0 0 0 0
6
10 0 0 0 0
6
10 0 0 0 0
6
T
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟−⎜ ⎟⎜ ⎟⎜ ⎟− −⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
Die Inverse dieser Matrix ergibt sich dann zu 
 
1
1 1 0 0 0 0
0 1 1 0 0 0
1 0 1 0 0 0
0 0 0 6 0 0
0 0 0 0 6 0
0 0 0 0 0 6
T −
⎛ ⎞−⎜ ⎟−⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
Man definiert anschließend 
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1 1, 1,...,r rT r NGσ ν= =                          (4.55) 
 
Die zweite Gleichung in (4.54) kann dann in den Variablen 1 6 , 1,...,rv r NG∈ =R  als 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 21 1 1 1 1 1 11 2 1 2 4 5 6 Y2r r r r r r r rν ν ν ν ν ν ν σ+ + + + + + ≤                     (4.56) 
1,...,r NG=  
 
geschrieben werden. Es ist offensichtlich, dass im Falle eines Punktes (Traglastanalyse) die 
erste und dritte Nebenbedingung durch eine einzige ersetzt werden können 
 
1 1
1
( ) 0, 1,...,
NG
r r r
r
C r NGσ αβ
=
− = =∑  
 
Das entspricht in den neuen Variablen 1, 1,...,rv r NG=  
 
1 1
1 1
( ) 0, 1,...,
NG NG
r r r r
r r
C T v C r NGα β
= =
− = =∑ ∑                       (4.57) 
 
Wir erhalten  
 
∑
≠=
+=
6
3,1
31
3
11 ][][
jj
rrjr
j
rrr TCvvTCTvC  
 
wobei JT die tej  Spalte von T  beschreibt und 1jrv die 
tej  Komponente von 1rv  ist. Man be-
trachtet nun die neuen Variablen 1 5, 1,..,rz r NG∈ =R   
 
1
6
1
5
1
5
1
4
1
4
1
3
1
2
1
2
1
1
1
1
1
rr
rr
rr
rr
rr
r
vz
vz
vz
vz
vz
z
=
=
=
=
=
=                           (4.58) 
 
und 1 NGx ∈R   gegeben durch  
 
1 1
3 , 1,...,r rx v r NG= =                          (4.59) 
 
An dieser Stelle kann das Problem (4.54) äquivalent in den neuen Variablen ausgedrückt 
werden 
( )
1 1 1
1
1 2 1 2 1 1 2 1 2 1 2 1 2 2
1 2 1 2 3 4 5 Y
max
0
( ) ( ) ( ) ( ) ( ) ( ) 2( )
1,...,
NG
r r
r
r r r r r r r r
D z Bx w
z z z z z z z
r NG
α
α
σ
=
⎧⎪⎪ + − =⎪⎨⎪ + + + + + + ≤⎪ =⎪⎩
∑P                 (4.60) 
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wo (3 ) 5 (3 ),NK NK NGrD B
× ×∈ ∈R R  und 1 3NKw ∈R durch 
 
1 2 4 5 6[( ) ( ) ( ) ( ) ( ) ]r r r r r rD C T C T C T C T C T=                       (4.61) 
3 3 3
1 2[( ) ( ) ...( ) ]NGB C T C T C T=                         (4.62) 
1 1
1
NG
r r
r
w C β
=
= ∑                           (4.63) 
 
definiert sind. Es verbleibt die quadratischen konvexen Nebenbedingungen in Euklidische 
Kugelgleichungen zu transformieren. Dafür betrachten wir zuerst die quadratische Form 
 
2
5
2
4
2
3
2
21
2
2
2
1 )()()()()()(,2
1)( zzzzzzzzzQzf ++++++==            (4.64) 
 
wobei Q die folgende positiv definite symmetrische Matrix ist 
 
4 2 0 0 0
2 4 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2
Q
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
Durch die Anwendung der CHOLESKY Zerlegung TLL  auf die Matrix Q
2
1 , die sich einfach  
2 0 0 0 0
1 3 0 0 0
2 2
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
L
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
berechnen lässt, werden die konvexen quadratischen Gleichungen  in (4.60) zu folgendem 
Ausdruck transformiert ( . ist die euklidische Norm des 5R ). 
 
21 2
Y2( ) , 1,...,
T
r rL z r NGσ≤ =  
 
In den neuen Variablen 
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1 1, 1,...,Tr ry L z r NG= =                          (4.65) 
 
wird das Problem (4.60) dann in der folgenden Weise formuliert 
 
( ) 1 1 1
1
21 2
Y
max
0
2( ) , 1,..,
NG
T
r r r
r
r r
A L y Bx w
y r NG
α
α
σ
−
=
⎧⎪⎪⎪ + − =⎨⎪⎪ ≤ =⎪⎩
∑P                        (4.66) 
 
Schließlich erhält man durch Einführung der Matrizen (3 ) 5NKrA
×∈R  und der Variablen 
1 5
ru ∈R  
 
2Y r
T
r
r
LDA σ
−
=       und    
1
1
Y
, 1,...,
2
r
r
r
yu r NGσ= =           (4.67)
   
die Neuformulierung von (4.60) 
 
( ) 1 1 1
1
21
max
0
1, 1,..,
NG
r r r
r
r
A u Bx w
u r NG
α
α
=
⎧⎪⎪⎪ + − =⎨⎪⎪ ≤ =⎪⎩
∑P                         (4.68) 
 
Die Unbekannten sind 1 1 5, , , 1,...,NGr rx u r NGα ∈ ∈ ∈ =R R R . Problem (4.68) besitzt 
)16( +NG Variablen und )3( NGNK + Gleichungen. 
 
Bemerkung 
 
Es gibt natürlich auch alternative Methoden zur Transformation, die ebenfalls auf ein Prob-
lem mit weniger Variablen und Nebenbedingungen führen. 
 
Eine äquivalente Transformation könnte beispielsweise durch das Herausziehen von rX  aus 
dem dritten Block der Gleichungen des Problems (4.54) und durch Ersetzen von rX durch 
die anderen Terme erfolgen. Man erhält dann 
 
( ) ( ) ( ) ( )
1 1
1 1
2 2 2 21 1 2 1 1 2 1 1 2 1 1 1
1 2 2 3 3 1 4 5 6 Y
max
0
( )
( ) ( ) ( ) 6 6 6 2
1,2,...,
NG NG
r r r r
r r
r r r r r r r r r r
C C
r NG
α
σ α β
σ σ σ σ σ σ σ σ σ σ
= =
⎧⎪⎪ − =⎪⎨⎪ − + − + − + + + ≤⎪⎪ =⎩
∑ ∑
P  
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Dieses Problem enthält ebenfalls nur 6NG+1 Variablen und 3NK+NG Gleichungen und 
bleibt ebenfalls konvex. Mit dieser Formulierung ist jedoch die Hessematrix der Lagrange-
funktion durch die Präsenz komplexerer quadratischer Gleichungen viel schwerer  zu erhal-
ten als im ersten Fall. Andererseits hat diese Methode den Vorteil, dass das Ursprungsprob-
lem nicht stark verändert wird und beispielsweise die Struktur der Matrix ]C[  erhalten 
bleibt. 
 
Wir haben uns dennoch für die erste Formulierung entschieden, hauptsächlich auf Grund 
der besseren Berechenbarkeit der Hessematrix der Lagrangefunktion.  
 
4.6.2.2 Formulierung des Problems mit zwei Lastpunkten ( Einspielanalyse (1. Par)) 
 
Es ist das folgende Problem zu lösen  
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
2 2 2 21 1 2 1 1 2 1 1 2 1 1 1
1 2 2 3 3 1 4 5 6 Y
1 1
2 2 2 22 2 2 2 2 2 2 2 2 2 2 2
1 2 2 3 3 1 4 5 6 Y
2 2
max
mit
0
( ) ( ) ( ) 6 6 6 2
0
( ) ( ) ( ) 6 6 6 2
0
1,...,
NG
r r
r
r r r r r r r r r r
r r r
r r r r r r r r r r
r r r
C X
X
X
r NG
α
σ σ σ σ σ σ σ σ σ σ
σ αβ
σ σ σ σ σ σ σ σ σ σ
σ αβ
=
⎧⎪⎪⎪ =⎪⎪⎪⎪ − + − + − + + + ≤⎨⎪ − − =⎪⎪ − + − + − + + + ≤⎪
− − =
=⎩
∑
P
⎪⎪⎪
       (4.69) 
 
Das Problem (4.69) ist äquivalent zu dem vorherigen, wenn die erste, dritte und fünfte 
Gleichung durch folgende Gleichungen ersetzt werden: 
 
1 1
1 1
1 1 2 2
0
1,...,
NG NG
r r r r
r r
r r r r
C C
r NG
σ α β
σ αβ σ αβ
= =
− =
− = −
=
∑ ∑
 
 
Benutzt man die gleiche Transformation wie bei dem Problem mit einem Punkt, so erhalt 
man entsprechende die Neuformulierung des Problems. 
 
1 1 2 2
1,...,
r r r r
r NG
σ αβ σ αβ− = −
=                        (4.70) 
 
Durch den Wechsel der Variablen (4.55) werden die Gleichungen in den Variablen 
1 , 1,2i ir rv T iσ−= =  und  NGr ,..,1=  zu 
 
1 2 1 1 2( ) 0, 1,...,r r r rv v T r NGα β β−− − − = =                       (4.71) 
 
 
77                      4  Diskrete Formulierung des Optimierungsproblems der direkten Methode                       
Das kann in den Variablen 5irz ∈R und , 1,2i NGrx i∈ =R  (eingeführt in (4.58) und (4.59)) 
geschrieben werden: 
 
{ }
1 2 1 1 2
1,2,4,5,6
1 2 1 1 2
3
[ ] ( ) 0
[ ] ( ) 0
1,...,
r r r r
r r r r
z z T
x x T
r NG
α β β
α β β
−
−
− − − =
− − − =
=
                      (4.72) 
 
wobei { }
1 5 6
1,2,3,5,6[ ]T
− ×∈R eine Untermatrix von T ist, gebildet durch die Spalten 
1[ ] , 1,2,4,5,6kT k
− =  
 
{ }
1
1,2,4,5,6
1 1 0 0 0 0
0 1 1 0 0 0
0 0 0 6 0 0
0 0 0 0 6 0
0 0 0 0 0 6
T −
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟⎡ ⎤ =⎣ ⎦ ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
Die dritte Änderung der Variablen (4.65): 1, 1,2i Tr ry L z i= = und NGr ,...,1=  führt zum fol-
genden Äquivalent der Gleichung (4.72) 
 
{ }
1 2 1 1 2
1,2,4,5,6
1 2 1 1 2
3
[ ] ( ) 0
[ ] ( ) 0
1,...,
T
r r r r
r r r r
y y L T
x x T
r NG
α β β
α β β
−
−
− − − =
− − − =
=
                      (4.73) 
 
Schließlich transformiert die letzte Änderung der Variablen (4.67): 
1
1
Y
, 1,...,
2
r
r
r
yu r NGσ= =   Gleichung (4.73) in  
 
{ }
1 2 1 1 2
1,2,4,5,6
Y
1 2 1 1 2
3
1 [ ] ( ) 0
2
[ ] ( ) 0
1,...,
T
r r r r
r
r r r r
u u L T
x x T
r NG
α β βσ
α β β
−
−
− − − =
− − − =
=
         (4.74) 
oder 
 
1 2
1 2
0
0
r r
r r
u u
x x
α γ
αη
− − =
− − =                          (4.75) 
 
 
wo 5 ,NGγ ∈R und NGη ∈R  die folgenden konstanten Vektoren sind 
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1 1 2
3
Y
1 1 2
3
1 [ ] ( )
2
[ ] ( )
1,...,
T
r r r
r
r r r
L T
T
r NG
γ β βσ
η β β
−
−
= −
= −
=
      
 
Daraus folgt die neue Umformulierung des Modells mit zwei Punkten (4.69): 
 
 
( )
1 1 1
1
1 2
1 2
21
22
max
0
0
0 (*)
1
1
1,...,
NG
r r r
r
r r
r r
r
r
A u Bx w
u u
x x
u
u
r NG
α
α
α γ
αη
=
⎧⎪⎪ + − =⎪⎪ − − =⎪⎪ − − =⎨⎪ ≤⎪⎪⎪ ≤⎪ =⎪⎩
∑
P                       (4.76) 
 
  
Man muss tatsächlich das einfachere konvexe Problem lösen: 
 
( )
1 1 1
1
1 2
21
22
max
0
0
1
1
1,...,
NG
r r r
r
r r
r
r
A u Bx w
u u
u
u
r NG
α
α
α γ
=
⎧⎪⎪ + − =⎪⎪ − − =⎪⎨⎪ ≤⎪⎪ ≤⎪⎪ =⎩
∑
P                       (4.77) 
 
Wenn ),,,( 121 αrrr xuu  eine optimale Lösung von (4.77) ist, wird dann  (4.76) 
),,,,( 2121 αrrrr xxuu   mit 2 1r rx x αη= −  gelöst. Die Umkehrung ist ebenfalls gültig und sowohl 
(4.76) als auch (4.77) haben den gleichen optimalen Wert.  
 
(4.77) hat )111( +NG Variablen und )37( NKNG + Gleichungen. 
 
 
4.6.2.3 Formulierung des Problems mit vier Lastpunkten (Einspielanalyse (2. Par)) 
 
Das Problem )(M mit vier Punkten (i=1,…,4) hat die Form 
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( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
2 2 2 21 1 2 1 1 2 1 1 2 1 1 1
1 2 2 3 3 1 4 5 6 Y
1 1
2 2 2 22 2 2 2 2 2 2 2 2 2 2 2
1 2 2 3 3 1 4 5 6 Y
2 2
3 3 2
1 2 2
max
mit
0
( ) ( ) ( ) 6 6 6 2
0 (*)
( ) ( ) ( ) 6 6 6 2
0 (**)
( ) (
NG
r r
r
r r r r r r r r r r
r r r
r r r r r r r r r r
r r r
r r r
C X
X
X
α
σ σ σ σ σ σ σ σ σ σ
σ αβ
σ σ σ σ σ σ σ σ σ σ
σ αβ
σ σ σ
=
=
− + − + − + + + ≤
− − =
− + − + − + + + ≤
− − =
− +
∑
P
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2 23 3 2 3 3 2 3 3 3
3 3 1 4 5 6 Y
3 3
2 2 2 24 4 2 4 4 2 4 4 2 4 4 4
1 2 2 3 3 1 4 5 6 Y
4 4
) ( ) 6 6 6 2
0 (***)
( ) ( ) ( ) 6 6 6 2
0 (****)
1,2,...,
r r r r r r r
r r r
r r r r r r r r r r
r r r
X
X
r NG
σ σ σ σ σ σ σ
σ αβ
σ σ σ σ σ σ σ σ σ σ
σ αβ
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪ − + − + + + ≤⎪⎪ − − =⎪⎪ − + − + − + + + ≤⎪⎪ − − =⎪ =⎪⎩          (4.78) 
 
Wie im Fall zweier Punkte, kann man durch Ersetzen des Vektors , 1,...,rX r NG=  in der 
ersten Gleichung durch 11 rr αβσ −  die Gleichungen (*) - (****) in (4.78) wie folgt schreiben 
 
{ }
{ }
{ }
1 1 1
1
1 2 1 1 2
1,2,4,5,6
Y
1 2 1 1 2
3
2 3 1 2 3
1,2,4,5,6
Y
2 3 1 2 3
3
3 4 1 3 4
1,2,4,5,6
Y
3
0
1 [ ] ( ) 0
2
[ ] ( ) 0
1 [ ] ( ) 0
2
[ ] ( ) 0
1 [ ] ( ) 0
2
NG
r r r
r
T
r r r r
r
r r r r
T
r r r r
r
r r r r
T
r r r r
r
r
A u Bx w
u u L T
x x T
u u L T
x x T
u u L T
x
α
α β βσ
α β β
α β βσ
α β β
α β βσ
=
−
−
−
−
−
+ − =
− − − =
− − − =
− − − =
− − − =
− − − =
∑
4 1 3 4
3[ ] ( ) 0
1,...,
r r rx T
r NG
α β β−− − − =
=
                                (4.79) 
 
Andererseits werden die vier konvexen quadratischen Gleichungen in  
 
21
22
23
24
1
1
1
1
1,...,
r
r
r
r
u
u
u
u
r NG
≤
≤
≤
≤
=
                                                (4.80) 
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transformiert. Nun sollen 5, NGξ ς ∈R und , , NGvλ µ ∈R die konstanten Vektoren sein, wel-
che durch  
 
{ }
1 2 3
1,2,4,5,6
Y
1 [ ] ( )
2
T
r r r
r
L Tξ β βσ
−= −                        (4.81) 
{ }
1 3 4
1,2,4,5,6
Y
1 1 2
3
1 2 3
3
1 3 4
3
1 [ ] ( )
2
[ ] ( )
[ ] ( )
[ ] ( )
1,...,
T
r r r
r
r r r
r r r
r r r
L T
T
T
v T
r NG
ς β βσ
λ β β
µ β β
β β
−
−
−
−
= −
= −
= −
= −
=
                       (4.82) 
 
definiert sind. Dann wird das Modell mit vier Punkten (4.78) in die äquivalente Form  
 
( )
1 1 1
1
1 2
2 3
3 4
1 2
2 3
3 4
2
max
0
0
0
0
0 (*)
0 (**)
0 (***)
1, 1,...,4
1,...,
NG
r r r
r
r r
r r
r r
r r
r r
r r
i
r
A u Bx w
u u
u u
u u
x x
x x
x x v
u i
r NG
α
α
α γ
αξ
α ς
α λ
α µ
α
=
⎧⎪⎪ + − =⎪⎪ − − =⎪⎪ − − =⎪⎪ − − =⎨⎪ − − =⎪ − − =⎪⎪ − − =⎪⎪ ≤ =⎪⎪ =⎩
∑
P                       (4.83) 
 
umgewandelt. Wie im obigen Modell mit zwei Punkten reicht es aus, das einfachere kon-
vexe Problem  
 
( )
1 1 1
1
1 2
2 3
3 4
2
max
0
0
0
0
1, 1,...,4
1,...,
NG
r r r
r
r r
r r
r r
i
r
A u Bx w
u u
u u
u u
u i
r NG
α
α
α γ
αξ
α ς
=
⎧⎪⎪ + − =⎪⎪ − − =⎪⎪ − − =⎨⎪ − − =⎪⎪ ≤ =⎪⎪ =⎪⎩
∑
P                       (4.84) 
 
 
81                      4  Diskrete Formulierung des Optimierungsproblems der direkten Methode                       
zu lösen, weil die folgenden Eigenschaften gelten: 
 
i) falls ),,,,,( 14321 αrrrrr xuuuu eine optimale Lösung von (4.84) ist, so ist 
),,,,,,,,( 43214321 αrrrrrrrr xxxxuuuu , mit ),,( 432 rrr xxx berechnet durch (*), (**) und 
(***) aus (4.83), 
 
2 1
3 2
4 3
r r
r r
r r
x x
x x
x x v
α λ
α µ
α
= −
= −
= −
           (4.85) 
 
eine Lösung von (4.83) und sowohl (4.83) als auch (4.84) haben den gleichen 
optimalen Wert.  
 
ii) die Umkehrung ist ebenfalls gültig. 
 
Die Unbekannten in (4.84) sind 1 5; , ( )NG i i NGr rx u uα ∈ ∈ = ∈R R R mit 5iru ∈R für 4,...,1=i , 
NGr ,...,1= und α ∈R . Dieses konvexe Programm hat )121( +NG Variablen und 
)319( NKNG + Gleichungen. 
 
Bemerkung 
 
Die neue Umformulierung des Modells mit einer und mit vier Punkten vermindert die An-
zahl der Gleichungen  und Variablen beträchtlich. Ferner erlaubt die Transformation der 
konvexen quadratischen Nebenbedingungen in Euklidische Kugelgleichungen eine bessere 
Ausnutzung (exploiting sparsity)  des KKT Systems mit unserer Optimierungsprogramm 
IPDCA, wie sie in [5]  eingeführt wurde. 
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5 Validierung der implementierten Methode  
 
Das in den vorherigen Abschnitten entwickelte Verfahren zur Berechnung der Grenzlasten 
von Strukturen wird in diesem Kapitel auf dreidimensionale Strukturen angewendet. Die 
Strukturen sind zum Teil durch mechanische und thermische, zeitlich variable Lasten bean-
sprucht. Im Folgenden wird dieses Verfahren an ausgewählten Beispielen angewendet und 
mit bekannten Lösungen verglichen. Alle Strukturen werden für ideal plastisches sowie für 
kinematisch verfestigendes Material betrachtet.  
 
Zur Lösung des Optimierungsproblems (Shakedown-Problem) wird eine Diskretisierung 
der zu betrachtenden Struktur mit Hilfe der Methode der Finite-Elemente durchgeführt. Um 
möglichst flexibel zu bleiben ist die Wahl dabei auf isoparametrische Kontinuums-
Elemente mit linearen oder quadratischen Formfunktionen gefallen. Die Finite Elemente 
Methode wurde mit der Software ANSYS Version 8.0 [9, 19] von der Firma CAD-FEM 
durchgeführt. Die Software ermöglicht die grafische Darstellung des Modells, die Vernet-
zung des Modells, die Festlegung der Randbedingungen, die Finite Elemente Berechnung 
und die anschließende graphische sowie tabellarische Darstellung der Ergebnisse. Zur Lö-
sung des Optimierungsproblems wurden LANCELOT [24] und IPDCA [7, 51] eingesetzt. 
 
Um die Verwendung finiter Elemente unter ANSYS für strukturmechanische und thermische 
Aufgabenstellungen zu realisieren, wurden USER-Elementroutinen entwickelt [50]. Die 
entwickelten Elementroutinen wurde über die UPF – Schnittstelle in ANSYS implementiert. 
Umgesetzt wurden infinite Kontinuums-Elemente SOLID45 mit linearen und quadratischen 
Verschiebungsansätzen. Die Implementierung dieses zusätzlichen USER-Elementes in AN-
SYS wurde als FORTRAN- Subroutine geschrieben. 
 
 
 
 
 
Abbildung 5.1: Finite-Elemente SOLID45 (Element Bibliothek von ANSYS 8.0 [9]) 
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Eigenschaften: 
3-dimensional Struktur-Solid 
Freiheitsgrade: 3 je Knoten; Verschiebung in x-,y- und z-Richtung 
Integrationspunkte: 8 (I, J, K, L, M, N, O, P) 
Empfohlen zur Berechnung von: Plastizität, Bruch, Dehnung, Zähigkeit. 
 
Die Berechnungen wurden mit der Version 8.0 des Programms ANSYS und dem Elementtyp 
USER101 (3D 8 NODE SOLID, entspricht dem Elementtyp SOLID45 siehe Abbildung 5.1) 
durchgeführt. Als Ausgabe erhält man die erforderlichen Daten für die Optimierungsanaly-
se, die elastischen Spannungen, Dehnungen und die C-Matrix. 
 
Ein zu lösendes Problem bestand darin, daß dieses Element SOLID45 nur für mechanische 
Probleme ohne thermische Effekte entwickelt wurden ist. Da sich aber die gesamte Span-
nung eines linearen thermoelastischen Problems als die Summe von einerseits thermischen 
Spannungen und anderseits mechanischen Spannungen zusammensetzt, erlaubt dies eine 
separate Betrachtung des thermischen und des mechanischen Problems. 
 
Dies ist mit dem zu  SOLID45 ähnlichen Element validiert werden. Solch ein Element heißt 
in der ANSYS Bibliothek SOLID70. Dieses Element erlaubt die Modellierung 3-D Wärme-
leitungsproblemen, und ist ebenfalls durch 8 Knoten mit jeweils nur einem Freiheitsgrad, 
der Temperatur, in jedem Knoten definiert. Dieses Element wird auf dreidimensionale 
thermische Analyse angewandt.  
 
Anschließend kann man diese Temperaturen auf das mechanische Finite Element Modell 
übertragen und unter Verwendung des thermischen Ausdehnungskoeffizienten des Materi-
als die elastischen Spannungen des thermomechanischen Problems erhalten. 
 
In dieser Arbeit wird das Optimierungsproblem mit der Software LANCELOT [24] und der 
neu entwickelten Software zur Berechnung der Grenzlasten IPDCA [7, 51] vorgestellt. Eine 
Schnittstelle zwischen dem Finte-Element-Programm und der Optimierungssoftware LAN-
CELOT wurde entwickelt, um die Eingangsdatendateien für LANCELOT zu erhalten: “fi-
le.SIF“. 
 
Für groß dimensionierte Systeme ist die Lösung des zugehörigen Einspielproblems mit ei-
nem großen Speicher- und Rechenzeitaufwand verbunden. IPDCA wurde in Standard C co-
diert und beide Codes (IPDCA und LANCELOT) wurden auf einem PC mit 4096 MB RAM 
und einem AMD Opteron - Prozessor mit 2200MHz und dem Betriebssystem SuSE 9.1 ge-
testet. Die Abbruchgenauigkeit für IPDCA und LANCELOT wurde auf 10-4 festgesetzt. 
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5.1 Quadratische Lochscheibe unter biaxialer Belastung 
 
Da für dreidimensionale Strukturen bisher kaum Ergebnisse in der Literatur zu finden sind, 
wurde versucht, ein eigentlich zweidimensionales Problem als 3D – Problem zu untersu-
chen. Viele Autoren verwenden die ebene Lochplatte zur Validierung ihrer Verfahren. Die 
ebene Lochplatte wurde daher als eine dünne räumliche Platte aufgefasst. 
 
Entsprechend Abb. 5.2 wird diese Scheibe biaxiale unter Zug-Druck-Belastung auf ihr 
Traglast- und Einspielverhalten hin numerisch untersucht. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.2: Scheibe mit einem Kreisloch 
 
Das Materialverhalten wird als elastisch – ideal plastisch angenommen. Die Materialpara-
meter und die genauen Geometriedaten können den nachfolgenden Tabellen 5.1 und 5.2 
entnommen werden. 
 
Scheibenlänge L (mm) Lochdurchmesser D (mm) Dicke h (mm) D/L 
100 20 2 0.2 
 
Tabelle 5.1: Geometrie der Lochscheibe 
 
Elastizitätsmodul  E (MPa) Querkontraktion ν Fließspannung σ Y (MPa) 
2.1×105 0.3 280 
 
Tabelle 5.2: Materialparameter 
 
Aus Symmetriegründen wird nur ein Viertel der Scheibe untersucht.  Dieses Viertel wird 
mit 400 SOLID45 Elementen mit quadratischen Ansatzfunktionen und 882 Knoten diskre-
tisiert. Die Finite-Elemente-Diskretisierung sind der Abbildung 5.3 zu entnehmen. 
 
In jedem Element werden acht Gaußpunkte für die numerische Integration und zur Kontrol-
le der Einspielbedingungen eingeführt. 
L
D
h
Px
Py
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Abbildung 5.3: FE-Netz  
5.1.1 Elastische Analyse 
Zur besseren Veranschaulichung der Ergebnisse wurde eine elastische Analyse durchge-
führt. In den folgenden Abbildungen wird der Spannungszustand, charakterisiert durch die 
Vergleichsspannung nach VON MISES, für Px = 0, P y= 0 und Px = Py dargestellt. 
 
5.1.1.1 Elastische Analyse mit Belastung  Px = 100 MPa  in x- Richtung  
 
 
 
 
Abbildung 5.4: Belastung in x- Richtung Px = 100 MPa 
D/2=10 mm 
L/2=50 mm 
Dicke h = 2 mm  
D/L = 0.2 
Px = 100 MPa 
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Abbildung 5.5: Spannung σxx mit Px = 100 MPa 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.6: Vergleichsspannung SEQV (VON MISES) mit Px = 100 MPa 
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5.1.1.2 Elastische Analyse mit Belastung  Py = 100 MPa  in y- Richtung  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.7: Belastung in y- Richtung Py = 100 MPa 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.8: Spannung σyy mit Py = 100 MPa 
Py = 100 MPa
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Abbildung 5.9: Vergleichsspannung SEQV (VON MISES) mit Py = 100 MPa 
 
 
5.1.1.3 Elastische Analyse mit Belastung in x- und y-Richtung 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.10: Belastung in x- und y- Richtung mit Px = Py = 100 MPa 
 
 
Py = 100 MPa 
Px = 100 MPa 
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Abbildung 5.11: Spannung dargestellt im Zylinderkoordinatensystem, Radialspannung 
σ(radial) = σxx 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.12: Spannung dargestellt im Zylinderkoordinatensystem, Umfangsspannung 
σ(umfang) = σyy 
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Abbildung 5.13: Vergleichsspannung SEQV (VON MISES) mit Px = Py = 100 MPa 
5.1.2 Berechnung der Grenztraglast mit der inkrementellen Methode 
Für die Berechnung der Grenztraglast unter der Belastung Px in x-Richtung wurde eine in-
krementelle elasto-plastische Analyse mit dem Elementtyp SOLID45 (3D 8NODE) durch-
geführt. Dazu wurde eine elastisch-ideal plastische Spannungs-Dehnungskurve mit einer 
Fließspannung von Yσ (Fließspannung) = 280 MPa verwendet. Für die Traglastbestimmung 
werden dabei die an der Lochscheibe angreifenden Lasten in inkrementellen Schritten auf-
gebracht, solange bis sie nicht mehr in der Lage ist, eine weiter erhöhte Belastung zu tra-
gen. Die Belastung wurde inkrementell um 4 MPa gesteigert. Die numerische Lösung kon-
vergierte bis zum Loadstep 56.133, d.h. bis zu einer Grenzbelastung von                  
( )limitxP  = 224.532 MPa.   
 
Demnach beträgt der Lastfaktor  
 
 
 
 
5.1.3 Traglast- und Einspielanalyse für die Lochplatte mit der Direkten Methode 
Eine analytische Lösung für die Traglast findet man in der Arbeit von GAYDON & MCCRUM 
[40] und HEITZER [54]. Für D/L ≤  0.2 fallen untere und obere Schranke für die VON MISES 
Fließfunktion zusammen, so daß man die exakte analytische Lösung erhält. 
 
( ) Ylimit (1 / )P D L σ= −  
 
( )
Y
limit 224.532(inkrementellen Methode) = 0.8019
280
x
L
Pα σ= =  
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Für D/L = 0.2 ist dann die analytische Traglast gegeben durch 
 
( ) Ylimit 0.8 224 MPaP σ= = . 
 
Bei der Untersuchung zweiachsiger Belastungen der Scheibe mit Loch für D/L = 0.2 wur-
den folgende Lastbereiche für die Einspielanalyse untersucht. 
 
1. Px und Py werden proportional ausgehend vom unbelasteten Zustand erhöht, bis das Ma-
terial der Lochscheibe an einer Stelle zu fließen beginnt.  
 
                               0 0e ex x y yP P P Pα µ α µ= =                                 (5.1) 
                                          mit 0 1.µ≤ ≤  
 
Die Lasten Px und Py werden bis zum Erreichen der Elastizitätsgrenze erhöht. Die elasti-
sche Grenze ist durch den Punkt bestimmt, in dem die Scheibe zuerst fließt. 
 
2. Px und Py steigen vom unbelasteten Zustand monoton und proportional zueinander bis   
zum Erreichen der Traglastgrenze an. 
 
                                                  0 0L Lx x y yP P P Pα µ α µ= =                                 (5.2) 
                                                 mit 0 1.≤ ≤µ  
 
3. Px und Py variieren unabhängig voneinander in dem definierten Bereich durch die vier 
Lastecken. 
 
                               0 0SD 1 SD 2x x y yP P P Pα µ α µ= =                                 (5.3) 
                                     mit 10 1µ≤ ≤  und 20 1.µ≤ ≤  
 
Die Streckenlasten 0xP  und 
0
yP   werden dabei willkürlich gewählt. Vorgegeben wird ledig-
lich das Verhältnis der beiden Streckenlasten zueinander. In der Elastizitäts-, Traglast- und 
Einspielanalyse werden die maximal mögliche Sicherheitsfaktoren e L,α α und SDα  ermit-
telt. Die Ergebnisse dieser Untersuchungen sind in der Abbildung 5.14 dargestellt. Dabei 
sind die maximal möglichen Lasten Px und Py normiert mit der Fließspannung Yσ  abgetra-
gen. Es ist interessant, daß die Grenze des Versagens aufgrund alternierender Plastizität im 
Fall 3 (Einspielen (2 Par.)) mit der Grenze des Einspielens übereinstimmt. In der Abbildung 
5.14 ist nur die zweite angegeben. Bei diesem Beispiel hat die kinematische Verfestigung 
keinen Einfluß auf die Einspiellasten. Die Lösung für ein elastisch - ideal plastisches Mate-
rial gilt deshalb auch für ein kinematisch verfestigendes Material bei gleichen Anfangs-
fließspannungen. Weiterhin fällt auf, daß es zwei kleine Bereiche gibt, in denen die Ein-
spiellösung einen kleineren Wert annimmt als die elastische Lösung. Der elastischen Lö-
sung und der Einspiellösung liegen zwei unterschiedliche Belastungsarten zugrunde. Wäh-
rend bei der elastischen Lösung die Lasten Px und Py gleichmäßig vom unbelasteten Zu-
stand erhöht werden bis die Elastizitätsgrenze erreicht ist, variieren bei der Einspiellösung 
die beiden Lasten Px und Py unabhängig voneinander in dem durch die Ergebniskurve vor-
gegebenen Eckpunkt eines aufgespannten Lastraumes. 
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Abbildung 5.14: Interaktionsdiagramm der Lochscheibe für 0.2D L =  
 
Diese Ergebnisse wurden mit LANCELOT und IPDCA erhalten. Die Ergebnisse (Lastfälle (2) 
und (3)) der Traglast- und Einspielanalyse, sind in Tabelle 5.3 dargestellt; die Rechenzeit 
ist in Sekunden angegeben. ϕ  ein Punkt des LastraumsL . 
 
 
 
 
Sicherheitsfaktor Lα   CPU  
  
Sicherheitsfaktor SDα   CPU 
ϕ  LANCELOT  IPDCA  LANCELOT  IPDCA ϕ  LANCELOT  IPDCA  LANCELOT  IPDCA 
0°  0.8064 0.8099 172 200 2336 0°  0.6369 0.6369 129 600 1245 
10° 0.8844 0.8883 145 212 1837 10° 0.6044 0.6075 90 600 1115 
20° 0.9611 0.9785 146 000 1800 20° 0.5950 0.5981 90 400 1100 
30° 1.0615 1.0974 145 000 1850 30° 0.6039 0.6071 90 200 1120 
40° 1.2001 1.2361 145 500 1840 40° 0.6326 0.6360 90 100 1115 
45° 1.2773 1.2816 146 500 1850 45° 0.6557 0.6593 90 000 1110 
50° 1.2001 1.2361 145 500 1820 50° 0.6326 0.6360 90 200 1114 
60° 1.0615 1.0974 146 000 1830 60° 0.6039 0.6071 90 200 1120 
70° 0.9611 0.9785 146 000 1800 70° 0.5950 0.5981 90 300 1110 
80° 0.8844 0.8883 145 500 1850 80° 0.6044 0.6075 90 100 1115 
90° 0.8064 0.8099 145 500 1820 90° 0.6369 0.6369 90 000 1115 
 
 
Tabelle 5.3: Vergleich zwischen IPDCA und LANCELOT 
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Aus Tabelle 5.3 geht hervor, daß der Sicherheitsfaktor, erhalten mit IPDCA mit dem Ergeb-
nis des Standardcodes LANCELOT übereinstimmt. Der große Vorteil von IPDCA wird offen-
sichtlich, wenn die Rechenzeit und die erforderlichen Speicherräume betrachtet werden. 
Vergleicht man die Ergebnisse mit den numerischen und analytischen Angaben aus der Li-
teratur, so erkennt man eine gute Übereinstimmung. In der nachfolgenden Tabelle 5.4 ist 
dieser Vergleich für den Fall 2 (Traglast-Analyse) für einige Verhältnisse von Px und Py 
dokumentiert. In der Tabelle 5.5 findet man den entsprechenden Vergleich für den Fall 3 
(Einspielen (2 Par.)).  
 
 Traglast-Analyse 
(Px,Py) (1.0;1.0) (1.0;0.5) (1.0;0.0) 
BELYTSCHKO [11]    0.780 
NGUYEN ET AL. [92]  0.704  0.564 
CORRADI & ZAVELANI [26]  0.767  0.691 
GENNA [41]    0.793 
ZHANG [148]    0.802 
ANALYTISCHE LÖSUNG [40]   0.800 
ANSYS [9] 0.890 0.902 0.801 
GROß-WEEGE [46]  0.882 0.891 0.782 
MAKRODIMOPOULOS  [79]    0.801 
SCHWABE [115] 0.896 0.913 0.803 
ZOUAIN ET AL. [153]  0.894 0.913 0.803 
HEITZER [54]    0.788 
STEIN ET AL. [123]    0.802 
GIOVANNI ET AL. [43]  0.902 0.912 0.806 
EIGENE LÖSUNG 0.893 0.912 0.801 
 
Tabelle 5.4: Vergleich numerischer und analytischer Lösungen (Traglast)  
 
 Einspielanalyse 
(Px,Py) (1.0;1.0) (1.0;0.5) (1.0;0.0) 
BELYTSCHKO [11]  0.431 0.501 0.571 
NGUYEN ET AL. [92]  0.431 0.514 0.557 
CORRADI & ZAVELANI [26]  0.504 0.579 0.654 
GENNA [41]  0.478 0.566 0.653 
ZHANG [148]  0.453 0.539 0.624 
ANALYTISCHE LÖSUNG [40]  0.431 0.514 0.596 
ZHANG ET AL. [151]  0.494  0.574 
GROß-WEEGE [46]  0.446 0.524 0.614 
CARVELI ET AL. [20]  0.518 0.607 0.696 
LIU ET AL. [73]  0.477 0.549 0.647 
MAKRODIMOPOULOS  [79]    0.600 
SCHWABE [115] 0.430 0.505 0.595 
ZOUAIN ET AL. [153]  0.429 0.500 0.594 
HEITZER [54]    0.616 
STEIN ET AL. [123]  0.453 0.539 0.624 
GIOVANNI ET AL. [43]  0.438 0.508 0.604 
EIGENE LÖSUNG 0.431 0.509 0.596 
 
Tabelle 5.5: Vergleich numerischer und analytischer Lösungen (Einspielanalyse) 
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5.2 Scheibe unter veränderlicher Randlast 0p  und Temperaturlast  0∆ϑ  
 
Hier wird eine Scheibe unter Zug- und Temperaturlast untersucht. Geometrie, Randbedin-
gungen und Lastverteilung sind in Abbildung 5.15 dargestellt. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.15: Scheibe (Geometrie, Randbedingungen und Lasten) 
 
Die Scheibe hat die Länge 2L und konstante Dicke, wobei die Dicke der Scheibe keinen 
Einfluss auf die Ergebnisse hat. Aus Symmetriegründen wird nur ein Viertel der Scheibe 
untersucht. Es werden 432 isoparametrische 3D kubische Elementen SOLID70 für die 
thermische Analyse und SOLID45 für die mechanische Analyse mit quadratischen Ansatz-
funktionen und 676 Knoten verwendet.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.16: Scheibe 3-D FEM-Netz 
 
Die angenommenen mechanischen und thermischen  Eigenschaften sind in Tabelle 5.6 dar-
gestellt.  
 
Elastizitätsmodul  E (MPa) Querkontraktion ν Fließspannung σ Y (MPa) ther. Ausdehnungs. ϑα (K-1)
1.6×10+5 0.3 205 0.2×10-4  
 
Tabelle 5.6: Materialparameter 
1
X
Y
Z
                                                                                
OCT 26 2006
15:29:52
ELEMENTS
0p0p  
2L 
0ϑ∆
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Die Bezugslasten sind: 
                                                      Y0 Eϑ
σϑ α∆ =    und  0 Yp σ=                      (5.4) 
 
Hinsichtlich der Belastungen werden vier Fälle unterschieden:  
 
1. Elastizitätsgrenze: 
p  und ϑ∆  werden proportional ausgehend vom unbelasteten Zustand erhöht, bis das Ma-
terial der Scheibe an einer Stelle zu fließen beginnt: 
 
                                                    e 0 e 0,p pα µ ϑ α µ ϑ∆ ∆= =           (5.5) 
                                                                 mit   0 1.µ≤ ≤  
 
Die Lasten p  und ϑ∆  werden wie in Abb. 5.17 gezeigt, bis zum Erreichen der Elastizi-
tätsgrenze (Lastecke 1P ) erhöht.  
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.17: Elastizität und Traglast 
2. Traglastgrenze: 
p  und ϑ∆  steigen vom unbelasteten Zustand monoton und proportional bis zum Erreichen 
der Traglastgrenze an (Abb. 5.17): 
 
                                                    L 0 L 0,p pα µ ϑ α µ ϑ∆ ∆= =           (5.6) 
                                                              mit   0 1.µ≤ ≤  
 
Bei der numerischen Analyse dieses Lastfalles wird ausschließlich die Lastecke 1P  mit Hil-
fe des statischen Einspieltheorems überprüft.          
 
3. Einspielgrenze 
Die konstante Zuglast p  wird auf die Scheibe aufgebracht. Die Temperaturdifferenz ϑ∆  
der Scheibe zur Umgebung darf nun zwischen zwei Werten variieren (Abb. 5.18). Bei die-
ser Belastung werden zwei MELAN’SCHE Bedingungen für die beiden Lastecken 1P  und 2P  
mit Hilfe des statischen Einspieltheorems überprüft. 
 
                                                    SD 0 SD 0,p pα ϑ α µ ϑ∆ ∆= =           (5.7) 
                                                          mit   1 1.µ− ≤ ≤  
ϑ∆
p
• 1P
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Abbildung 5.18: Einspielen 
 
 
4. Einspielgrenze (2 Parameter) 
p  und ϑ∆  variieren unabhängig voneinander. Sie dürfen den durch die Lastecken 1P , 2P , 
3P  und 4P  aufgespannten Lastraum (Abb. 5.19) nicht verlassen: 
 
                                                    SD 1 0 SD 2 0,p pα µ ϑ α µ ϑ∆ ∆= =          (5.8) 
                                                    mit   10 1µ≤ ≤     und    20 1µ≤ ≤  
 
In diesem Fall werden alle vier Lastecken 1P  bis 4P  mit Hilfe des statischen Einspieltheo-
rems überprüft. 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.19: Einspielen (2 Parameter) 
 
5.2.1 Elastisch – ideal plastisches Materialverhalten 
 
Es wird elastisch – ideal plastisches Materialverhalten angenommen. Für die ersten drei 
Fälle (Elastizität, Traglast und Einspielen bei konstanter Randlast ( SD 0p pα= )) werden die 
Ergebnisse in Abb. 5.21 wiedergegeben. FUSCHI & POLIZZOTTO [39] geben für dieses Prob-
lem eine analytische Lösung an und geben die Elastizitätsgrenze, die Einspielgrenze (1 Pa-
rameter) und die Traglastgrenze an.  
 
 
ϑ∆
p
1P•
•
2P
ϑ∆  
p
4P
2P
•
• •
• 3P
1P
willkürliche Lastgeschichte 
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Die Bezugsgrößenvariation ist in Abbildung 5.20 dargestellt 
 
 
 
 
 
  
  
 
 
 
 
 
 
 
Abbildung 5.20: Bezugsgrößenvariation 
 
 
Die von FUSCHI & POLIZZOTTO [39] gegebene analytische Lösung ist: 
 
 
                                         
( )2 ep
Y Y Y
1 2. . 31
4 2
E p pϑ να ϑ
σ σ σ
∆ −⎛ ⎞= − −⎜ ⎟⎝ ⎠
                     
(5.9) 
 
mit  epν als elastisch-plastischer Querkontraktionszahl  
 
                                                  ( )ep 1 1 1 22
T
E
ν ν⎡ ⎤= − −⎢ ⎥⎣ ⎦                     (5.10) 
 
 
Darin ist ν die elastische Querkontraktionszahl, T der Tangentenmodul und E der Elastizi-
tätsmodul. Es lassen sich folgende Grenzfälle unterscheiden: 
 
 
• Elastizität    T E→                     (5.11) 
 
• Einspielen (id.-plastisch)  0T →                      (5.12) 
 
• Traglast    
2
Y
30 1
4
p
σ
⎛ ⎞= − ⎜ ⎟⎝ ⎠
                   (5.13)
  
 
In den unten dargestellten Interaktionsdiagrammen werden die analytischen Ergebnissen 
(FUSCHI & POLIZZOTTO [39]) mit dem hier berechneten Ergebnissen verglichen. Man er-
kennt, dass die Ergebnisse übereinstimmen. 
02 ϑ∆  
t 
ϑ∆  p
0p
t
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Abbildung 5.21: Einspieldiagramme für die Scheibe 
 
5.2.2 Einspieluntersuchung für die Scheibe mit kinematischer Verfestigung 
 
Im Folgenden wird der Einfluss der Verfestigung auf das Einspielen der Scheibe unter-
sucht. Die Ergebnisse werden mit einer Rechnung von SCHWABE [115] verglichen. 
SCHWABE [115] benutzt ebenfalls das statische Einspieltheorem, jedoch mit einem Lö-
sungsalgorithmus, der auf einem „augmentierten LAGRANGE’SCHEN Verfahren“ beruht. 
Desweiteren löst er das Problem durch die Verwendung 24 isoparametrischer Tetraeder-
elemente mit quadratischen Ansatzfunktionen und 75 Knoten. Die Randlast p  und die 
Temperaturlast ϑ∆  können sich unabhängig voneinander zwischen 0 und ihren maximalen 
Werten p und ϑ∆  ändern. Folgende Bezugsgrößen werden eingeführt: 
 
Y
0
2
.Eϑ
σϑ α∆ =   und   0 Yp σ=  
 
Damit werden vier Belastungen durchgeführt:  
 
1. Elastizitätsgrenze für den Lastfall 1. 
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2. Einspielgrenze für den Lastfall 4 unter der Annahme eines elastisch – ideal plastischen  
     Materialverhaltens. 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.22: Bezugsgrößen Variation 
 
 
3. Einspielgrenze für den Lastfall 4 unter der Annahme eines elastisch – begrenzt linear  
     kinematisch verfestigenden Materialverhaltens. Das Maximum der Grenzspannung wird  
     mit L Y
3
2
σ σ=  angenommen. 
 
4. Alternierende Plastizität: 
    Die Randlast p  und die Temperaturlast ϑ∆  können unabhängig voneinander variieren.  
    Es wird nun festgestellt, in welchem Maße der von p  und ϑ∆  aufgespannte Lastraum,  
    der durch die Lastecken P1 bis P4 begrenzt wird, vergrößert werden kann, damit die  
    Scheibe unter den gegebenen Lasten aufgrund alternierender Plastizität nicht versagt  
    (Abb.  5.23). 
 
                                                    AP 1 0 AP 2 0,p pα µ ϑ α µ ϑ∆ ∆= =        (5.14) 
                                                     mit   10 1µ≤ ≤     und    20 1µ≤ ≤  
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.23  Lastraum : alternierende Plastizität 
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In der Abbildung 5.24 werden verschiedene Ergebniskurven gezeigt und mit den Werten 
von SCHWABE [115] verglichen. 
 
 
Y
2 Eϑα ϑ
σ
∆
 
Y
p
σ
0,00
0,50
1,00
1,50
0,00 0,50 1,00 1,50 2,00 2,50
Id. Plast. 
Elastizität 
SCHWABE [115] 
Id. Plast. 
unbegr. Verf. 
L Y1.5σ σ=
begr. Verf. 
Y Y1.5σ σ∗ =
 
Abbildung 5.24: Einspielanalyse einer Scheibe mit Verfestigung 
 
Die hier ermittelten Ergebnisse stimmen mit den Werten von SCHWABE [115] sehr gut ü-
berein. 
 
Wir bemerken daß: 
 
• Bei Abwesenheit von Temperaturspannung, und für ideal plastisches Materials, 
stimmen elastische Lösung und Lösung unter Berücksichtigung der Plastizität fast 
überein  
 
• Wir haben nur einen kleinen Einfluss der begrenzten Verfestigung bei überwiegend 
thermischen Lasten beobachtet. 
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5.3 Rohr unter veränderlichem Innendruck 0p  und veränderlicher  
          Innentemperatur iϑ   
           
In diesem Abschnitt wird das Einspielverhalten von Kreiszylinderschalen unter kombinier-
ter thermischer und mechanischer Belastung untersucht. Probleme dieser Art treten unter 
anderem in Kraftwerken und verfahrenstechnischen Anlagen auf. 
Wir betrachten das in Abbildung 5.25 dargestellte Rohr unter veränderlichem Innendruck 
0p  und veränderlicher innerer Temperatur iϑ . Die zeitlich veränderliche Temperatur iϑ  im 
Inneren des Rohres variiere in den Grenzen *a i iϑ ϑ ϑ≤ ≤ , wobei aϑ die zeitliche konstante 
Auβentemperatur bezeichnet. Es wird angenommen das   aϑ = 0 gilt, so daß die Belastung 
durch iϑ ϑ=  gekennzeichnet ist. Es wird vorausgesetzt, daß die Temperatur über die Dicke 
des Rohres linear veränderlich ist. Die Untersuchung beschränkt sich auf temperaturunab-
hängige Materialdaten. 
 
 
 
Rp0 
L 
ϑi 
ϑa 
h 
 
 
 
Abbildung 5.25: Rohr unter Innendruck und Temperatur 
 
Das Rohr hat die Länge L, der Radius R = 2L und die Dicke h = R/10. Die Finite- Elemen-
te- Vernetzung ist in Abbildung 5.26 dargestellt. Aus Symmetriegründen wird dabei nur ein 
Viertel der Scheibe untersucht, welches mit 200 isoparametrischer kubischen Elementen 
SOLID45 mit quadratischen Ansatzfunktionen und 492 Knoten diskretisiert wird. 
 
 
 
Abbildung 5.26: Rohr 3-D (FE- Netz) 
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Die Berechnungen werden für elastisch – ideal plastisches Materialverhalten mit folgenden 
Parametern durchgeführt. (Tabelle 5.7) 
 
E (MPa) ν σ Y (MPa) αϑ  (K-1) p0 (MPa) ϑi (K-1) 
1.6×10+5 0.3 205 0.2×10-4 Yh
R
σ
 Y
2(1 )
( )E ϑ
ν σ
α
−  
 
Tabelle 5.7: Materialparameter 
 
Untersucht werden drei Belastungsfälle: 
 
1. Elastizität: 
p  und *iϑ  werden proportional vom unbelasteten Zustand ausgehend erhöht, bis das Mate-
rial des Rohrs an einer Stelle zu fließen beginnt: 
 
                                                    *e 0 e, i ip pα µ ϑ α µ ϑ= =         (5.15) 
                                                              mit  0 1.µ≤ ≤  
 
Die Lasten  p und *iϑ   werden proportional, wie in Abbildung 5.17 gezeigt,  bis zum Errei-
chen der Elastizitätsgrenze (Lastecke 1P ) erhöht.  
 
2. Einspielgrenze 
p und *iϑ  variieren unabhängig voneinander. Sie dürfen den durch die Lastecken 1P , 2P , 
3P  und 4P  aufgespannten Lastraum (Abb. 5.19) nicht verlassen: 
 
                                                    *SD 1 0 SD 2, i ip pα µ ϑ α µ ϑ= =                    (5.16)                         
                                                   mit   10 1µ≤ ≤     und    20 1.µ≤ ≤  
 
In diesem allgemeinen Fall werden alle vier Lastecken 1P  bis 4P  mit Hilfe des statischen 
Einspieltheorems überprüft. 
 
3. Alternierende Plastizität: 
Randlast p und Temperaturlast *iϑ  können unabhängig voneinander variieren. Es  wird nun 
festgestellt, in welchem Maße der von p und *iϑ aufgespannte Lastraum, der    
 durch die Lastecken 1P  bis 4P  begrenzt wird, vergrößert werden kann, damit die Scheibe  
unter den gegebenen Lasten aufgrund alternierender Plastizität nicht versagt (Abb. 5.23). 
 
                                                    *AP 1 0 AP 2, i ip pα µ ϑ α µ ϑ= =                    (5.17) 
           mit   10 1µ≤ ≤     und    20 1.µ≤ ≤  
 
Die ersten beiden Lastfälle wurden in [54] behandelt (siehe dazu auch [46]). Numerische 
Berechnungen der Einspielgrenze mit Hilfe des statischen Satzes von MELAN sind in [54] 
und [46] zu finden. 
 
 
5  Validierung der implementierten Methode                                                                     103 
In der Abb. 5.27 sind die Ergebnisse der Elastizitäts- der Einspielanalyse und die alternie-
render Plastizität eingetragen. Diese Ergebnisse werden mit einer Rechnung von HEITZER 
[54] verglichen (Lastfall 1 und Lastfall 2). HEITZER benutzt ebenfalls, wie schon erwähnt 
das statische Einspieltheorem, jedoch mit einem Lösungsalgorithmus, der auf ’’reduzierten 
Basen“ beruht. Seine Ergebnisse stimmen mit denen dieser Arbeit überein. 
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Abbildung 5.27: Elastizitäts- und Einspielanalyse 
 
 
Da thermische Spannungen Eigenspannungen sind, haben sie keinen Einfluss auf den Kol-
lapsdruck. Wenn das Rohr nur durch Innendruck belastet wird, so berechnet sich der Kol-
lapsdruck p(limit) zu Fließbeginn durch [61]: 
 
                                              ( ) Y Y2limit ln 1 0.113
hp
R
σ σ⎛ ⎞= + ≈⎜ ⎟⎝ ⎠   (5.18) 
 
Das Rohr kann bei mechanischer Kollapslast keine zusätzliche thermische Last tragen.  
 
Die Ergebnisse in Abb. 5.27 machen deutlich, daß das Auftreten wechselnder Temperatu-
ren die plastische Grenzlast für P reduziert. Im zweiten Lastfall fallen die elastische Grenze 
und die Einspielgrenze teilweise (mit 1% Differenz) zusammen. HEITZER in [54] und GROß-
WEEGE in [46, 47] erhalten vergleichbare Ergebnisse. 
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5.4 Rohr unter Innendruck p0 und Ringlast Q0 
 
Im Folgenden wird eine Rohrscheibe unter Innendruck p0 und Ringlast Q0 auf ihr Traglast- 
und Einspielverhalten hin numerisch untersucht. Beide Lasten variieren unabhängig von-
einander in den Grenzen 00 p p≤ ≤  bzw. 00 Q Q≤ ≤ .  
 
Die Rohrscheibe hat die Länge L, den Radius R und die Dicke h. Die Dicke der Rohrschei-
be ist konstant und wird als klein angenommen. Geometrie, Finite-Elemente-Vernetzung 
und Lastverteilung sind in Abbildung 5.28 dargestellt.  
 
L 
R 
h 
R P0 
L
Q0 
Q0 
P0
 
 
Abbildung 5.28: Rohrscheibe (Geometrie, FE-Netz und Lasten) 
 
Die Rohrscheibe wird mit 600 isoparametrische kubischen Elementen SOLID45 mit quad-
ratischen Ansatzfunktionen und 984 Knoten diskretisiert. Die Berechnungen werden für 
elastisch – ideal plastisches Materialverhalten mit folgenden Parametern durchgeführt: 
 
L/R = 0.3;  h/R = 1/10; E = 2.1×105 MPa;  σY = 3.6×102  MPa;  ν = 0.0 
 ( )YY
0 0
2 1h Lhp Q
R R
σσ −= =  
 
Dieses Problem ist, unter anderem, von SAWCZUK [113], MORELLE & NGUYEN  DANG  
HUNG [91] und GROß-WEEGE [47] im Fall eines elastisch – ideal plastischen Materialver-
halten studiert worden. Für das Problem hat SAWCZUK [113] eine analytische Lösung in 
Form einer oberen Schranke bestimmt. Dazu benutzte er eine modifizierte Version des  
KOITER’SCHEN Theorems, sowie die sogenannte ’’quadratische’’ Fließbedingung (’’one-
moment limited-interaction yield surface’’). Hingegen haben NGUYEN  DANG  HUNG & 
MORELLE [91] für dieses Problem eine numerische Lösung, unter Anwendung des ME-
LAN’SCHEN Theorems und der linearen Sandwich-Approximation der Tresca Grenzfließbe-
dingung bestimmt.  
GROß-WEEGE [47] hat dieses Problem mit Hilfe der genaueren und auf der sicheren Seite 
liegenden Ilyushin-Approximation berechnet. 
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Untersucht werden insgesamt 2 verschiedene Belastungsfälle 
 
1. Traglastgrenze: 
p und Q steigen vom unbelasteten Zustand monoton und proportional zueinander bis zum 
Erreichen der Traglastgrenze an (Abb. 5.17): 
 
                                                    L 0 L 0,p p Q Qα µ α µ= =                    (5.19) 
                                                              mit   0 1µ≤ ≤  
 
Bei der numerischen Analyse dieses Lastfalles wird ausschließlich die Lastecke 1P  mit Hil-
fe des statischen Einspieltheorems überprüft.          
 
2. Einspielgrenze  
p und Q variieren unabhängig voneinander. Sie dürfen den durch die Lastecken  1P , 2P , 
3P  und 4P  aufgespannten Lastraum (Abb. 5.19) nicht verlassen: 
 
                                                    SD 1 0 SD 2 0,p p Q Qα µ α µ= =                    (5.20) 
          mit   10 1µ≤ ≤     und    20 1µ≤ ≤  
 
In diesem allgemeinen Fall werden alle vier Lastecken 1P  bis 4P  mit Hilfe des statischen 
Einspieltheorems überprüft. 
 
Q
Q 0
 
0  
0,2  
0,4  
0,6  
0,8  
1  
1,2  
1,4  
0  0,2  0,4 0,6 0,8 1 1,2
EIGEN E LÖSUNG
G ROSS-W EEGE [47] 
Traglast 
Einspielen 
(a) 
(b) 
(b)
(a)
p
p0  
Abbildung 5.29: Einspieluntersuchung der Rohrscheibe 
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In der Abb. 5.29 sind die Ergebnisse der Traglast- und der Einspielanalyse dargestellt. Die-
se Ergebnisse werden mit einer Rechnung von GROß-WEEGE [47] verglichen. Die Ergebnis-
se von GROß-WEEGE [47] wurden ebenfalls unter  Nutzung des statischen Einspieltheorems 
bestimmt. 
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5.5 Einspielanalyse für eine Rohrscheibe unter Temperaturlast und  
          sich bewegender Temperaturbelastung 
 
Für die Analyse wird die Temperaturverteilung über die Dicke dadurch genommen: Die 
Temperatur Differenz ∆T = Ti –T0, Ti der innerer und T0  der äußerer Temperaturbelastung, 
(T0 = 20°C).  
 
5.5.1  Nicht lineare Temperaturverteilungen ∆T (Instationäre Temperaturverteilung) 
 
Die Berechnungen werden für elastisch – ideal plastisches Materialverhalten mit folgenden 
Parametern durchgeführt.  
 
Elastizitätsmodul  E (MPa) Querkontraktion ν Fließspannung σ Y (MPa) 
2.1×105 0.3 246 
 
Tabelle 5.8: Materialparameter 
 
Geometrie: 
 
Außenradius ra (mm) Innenradius ri (mm) Höhe L (mm) 
44.45 36.45 2 
 
Tabelle 5.9: Geometrie der Rohrscheibe 
 
Im Folgenden wird eine instationäre Temperaturfeld-Analyse bei einem Temperaturschock 
mit ∆T = 100°C (Abb. 5.30) durchgeführt mit anschließender Spannungsermittlung für die 
jeweiligen, zeitabhängigen Temperaturverteilungen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.22 Rorhscheibe unter Temperaturschok ∆T = 100°C 
 
 
Abbildung 5.30: Instationäre Temperaturverteilung 
 
∆T 
t 
Temp 
Temperaturschock 
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5.5.1.1 Berechnungsmodell 
 
Aus Symmetriegründen ist eine Rohrhälfte ausreichend. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.31: Berechnungsmodell (FEM) 
 
Das Modell besteht aus 200 Elementen bzw. 492 Knoten 
 
5.5.1.2 Temperaturbelastung 
 
Das Rohr erfährt an der Innenseite eine Belastung aus einem Temperaturschock ∆T.  Zeitli-
cher Temperaturverlauf an der Innen- und Außenseite des Rohres, wobei 
 
a)  ∆T = 100°C, 
 
b)  Wärmeübergangskoeffizient 
innen:  105 W/(m²K) 
außen:  adiabat 
5.5.1.3 Ergebnisse der Temperaturfeld-Analyse 
 
Zeitlicher Temperaturverlauf an der Innenseite (Ti, blau) und Außenseite (T0, rot) des Roh-
res: 
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Gesamter zeitlicher Verlauf Zeitverlauf bis 80 s 
 
Zeitverlauf bis 80 s mit (Ti – T0) Zeitverlauf bis 4 s mit (Ti – T0) 
 
Abbildung 5.32: Temperaturfeld-Analyse 
 
5.5.1.4 Temperaturverteilung zu verschiedenen Zeitpunkten 
     
In den folgenden Bildern wird die Temperaturverteilung veranschaulicht 
 
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
BFETEMP  (AVG)  
RSYS=0
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.007274     
SMN =20.011      
SMX =108.247     
1
MN
MX
X
Y
Z 20.011      29.815      
39.619      
49.423      
59.227      
69.031      
78.835      
88.639      
98.443      
108.247     
Rohrscheibe   Temp  t=0.19374s                                                  
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
BFETEMP  (AVG)  
RSYS=0
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.017238     
SMN =21.437      
SMX =114.874     
1
MN
MX
X
Y
Z 21.437      31.819      
42.201      
52.583      
62.964      
73.346      
83.728      
94.11       
104.492     
114.874     
Rohrscheibe   Temp  t=1.0s                                                      
Temperaturverteilung zum Zeit. t = 0.19374s Temperaturverteilung zum Zeitpunkt t = 1.0s
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NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
BFETEMP  (AVG)  
RSYS=0
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.021201     
SMN =23.783      
SMX =115.821     
1
MN
MX
X
Y
Z 23.783      34.01       
44.236      
54.463      
64.689      
74.915      
85.142      
95.368      
105.595     
115.821     
Rohrscheibe   Temp  t=1.5s                                                      
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
BFETEMP  (AVG)  
RSYS=0
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.027105     
SMN =30.94       
SMX =116.724     
1
MN
MX
X
Y
Z 30.94       40.472      
50.003      
59.535      
69.066      
78.598      
88.13       
97.661      
107.193     
116.724     
Rohrscheibe   Temp  t=2.5s                                                      
Temperaturverteilung zum Zeitpunkt t = 1.5s Temperaturverteilung zum Zeitpunkt t = 2.5s
 
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
BFETEMP  (AVG)  
RSYS=0
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.034458     
SMN =43.248      
SMX =117.437     
1
MN
MX
X
Y
Z 43.248      51.491      
59.734      
67.977      
76.221      
84.464      
92.707      
100.95      
109.194     
117.437     
Rohrscheibe   Temp  t=4.0s                                                      
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
BFETEMP  (AVG)  
RSYS=0
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.05114      
SMN =77.134      
SMX =118.645     
1
MN
MX
X
Y
Z 77.134      81.746      
86.358      
90.971      
95.583      
100.196     
104.808     
109.42      
114.033     
118.645     
Rohrscheibe   Temp  t=10.0s                                                     
Temperaturverteilung zum Zeitpunkt t = 4.0s Temperaturverteilung zum Zeitpunkt t=10.0s
 
Abbildung 5.33: Temperaturverteilung zu verschiedenen Zeitpunkten 
  
5.5.1.5 Temperaturspannungen 
 
Die folgenden Bilder zeigen die Vergleichsspannung(VON MISES) zu verschiedenen Zeit-
punkten 
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
SEQV     (AVG)  
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.007274     
SMN =31.66       
SMX =325.769     
1
MN
MX
X
Y
Z
31.66       
64.339      
97.018      
129.697     
162.375     
195.054     
227.733     
260.412     
293.09      
325.769     
Rohrscheibe   Temp  t=0.19374s                                                  
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
SEQV     (AVG)  
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.017238     
SMN =11.29       
SMX =311.102     
1
MN
MX
X
Y
Z
11.29       
44.603      
77.915      
111.227     
144.54      
177.852     
211.165     
244.477     
277.79      
311.102     
Rohrscheibe   Temp  t=1.0s                                                      
Spannung SEQV (VON MISES) bei t =0.19376s Spannung SEQV (VON MISES) bei t =1.0s 
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NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
SEQV     (AVG)  
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.021201     
SMN =23.371      
SMX =292.014     
1
MN
MX
X
Y
Z
23.371      
53.22       
83.069      
112.919     
142.768     
172.617     
202.466     
232.315     
262.165     
292.014     
Rohrscheibe   Temp  t=1.5s                                                      
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
SEQV     (AVG)  
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.027105     
SMN =33.025      
SMX =257.73      
1
MN
MX
X
Y
Z
33.025      
57.992      
82.959      
107.927     
132.894     
157.861     
182.828     
207.796     
232.763     
257.73      
Rohrscheibe   Temp  t=2.5s                                                      
Spannung SEQV (VON MISES) bei t = 1.5s Spannung SEQV (VON MISES) bei t = 2.5s 
 
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
SEQV     (AVG)  
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.034458     
SMN =33.542      
SMX =215.128     
1
MN
MX
X
Y
Z
33.542      
53.719      
73.895      
94.071      
114.247     
134.423     
154.6       
174.776     
194.952     
215.128     
Rohrscheibe   Temp  t=4.0s                                                      
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
SEQV     (AVG)  
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.05114      
SMN =20.206      
SMX =117.767     
1
MN
MX
X
Y
Z
20.206      
31.046      
41.886      
52.726      
63.566      
74.406      
85.246      
96.087      
106.927     
117.767     
Rohrscheibe   Temp  t=10.0s                                                     
Spannung SEQV (VON MISES) bei t = 4.0s Spannung SEQV (VON MISES) bei t = 10.0s 
 
Abbildung 5.34: Vergleichsspannung infolge Temperatur 
 
5.5.1.6 Einspielanalyse 
 
Die Tabelle 5.10 zeigt die 8 Zeitpunkte, die zur Durchführung der Einspielanalyse  gewählt 
wurden. Zu jedem der Zeitpunkte liegt eine gegebene Temperaturverteilung vor. 
 
Zeitpunkte (s) ∆T (°C) α E α ES α AP 
0.19374 88.25 0.75512 1.16545 1.51023 
1.0 94.87 0.79073 1.02031 1.58146 
1.5 95.82 0.84241 1.06163 1.68483 
2.5 96.72 0.95448 1.19671 1.90896 
3.0 97.02 1.01530 1.27735 2.03060 
4.0 97.44 1.14348 1.45806 2.28696 
5.0 97.76 1.28694 1.67021 2.57388 
10.0 98.65 2.08884 2.67021 4.17767 
 
Tabelle 5.10:  Einspielanalyse für nicht lineare Temperaturverteilungen ∆T 
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α E   : Elastizitätsfaktor 
α ES :  Einspielfaktor 
α AP : Alternierender - Plastizitätsfaktor 
 
Abbildung 5.35 Einspielanalyse: Nicht-lineare Temperaturverteilungen ∆T 
 
5.5.2  Lineare Temperaturverteilungen ∆T 
 
Tabelle 5.11 zeigt die Ergebnisse der Einspielanalyse für die Rohrscheibe in Fall einer line-
aren Temperaturverteilung über die Dicke. 
 
Zeitpunkte (s) ∆T (°C) α E α ES α AP 
0.19374 88.25 0.804890 1.49504 1.60979 
1.0 94.87 0.748740 1.38631 1.49748 
1.5 95.82 0.741321 1.37238 1.48246 
2.5 96.72 0.734424 1.35958 1.46885 
3.0 97.02 0.732146 1.35456 1.46429 
4.0 97.44 0.728997 1.34763 1.45799 
5.0 97.76 0.726609 1.34237 1.45322 
10.0 98.65 0.720057 1.32931 1.44011 
100.0 100.0 0.710329 1.31021 1.42066 
 
Tabelle 5.11:  Einspielanalyse für lineare Temperaturverteilungen ∆T 
  
0.0  
1.5  
3.0  
4.5  
0.0  2.0 4.0 6.0 8.0  10.0   
α E 
α ES 
α AP 
Zeit (s) 
 0T T∆ ∆  
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Zeit (s)
∆T/∆T0 
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0.0 20.0 40.0 60.0 80.0 100.0 
α E
α ES
α AP
 
Abbildung 5.36 Einspielanalyse: lineare Temperaturverteilungen ∆T 
 
5.5.3  Rohr unter Axiallast und bewegender Temperaturbelastung 
 
In den vorhergehenden Beispielen haben wir nur den Fall behandelt, bei dem Temperatur-
feld in Axialrichtung (konstant verteilt) ist. Im Folgenden werden wir den Fall behandeln, 
daß das Temperaturfeld in Axialrichtung einen Sprung von T0 auf Ti =T0+∆T aufweist. In 
Abb. 5.37 betrachten wir die Rohr, welches außer durch die angegebene Temperaturvertei-
lung auch noch durch eine zeitlich konstante axiale Ringlast Q belastet wird.  
 
 
 
 
Τ0
Τi = Τ0 + ∆T 
∆L
L 
Q 
Q 
h 
R
 
Abbildung 5.37: Rohr unter Axiallast und bewegter Temperaturbelastung 
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Das Rohr hat die Länge L, den Radius R und die Dicke h. Die Dicke des Rohrs ist konstant 
und wird als klein angenommen. Die Unstetigkeitsstelle im Temperaturfeld bewege sich 
dabei in Axialrichtung beliebig innerhalb eines Bereiches der Länge ∆L. Es wird ange-
nommen, daß die Temperatur linear über die Dicke des Rohrs verteilt ist. 
 
Das Rohr wird mit 900 isoparametrischer Kubischen Elementen (SOLID45) mit quadrati-
schen Ansatzfunktionen und 1254 Knoten diskretisiert. Die Berechnungen werden für elas-
tisch – ideal plastisches Materialverhalten mit folgenden Parametern durchgeführt: 
 
L/R = 0.733;  h/R = 1/400; 0 06.L L∆ = ; E = 2.1×105 MPa;  σY = 3.6×102  MPa;  ν = 0.3 
4 -10 12 10 K.ϑα −= × ; σY = 3.6×102  MPa ; 0 YQ hσ= , ( )0 Y2T E ϑσ α∆ =    
 
Dieses Problem ist, unter anderem, von PONTER [98, 99, 100] und GROß-WEEGE [47] im 
Fall elastisch – ideal plastischer Materialverhalten studiert worden. PONTER hat eine analy-
tische Lösung angegeben: 
 
für kleine T∆  besteht der optimale Mechanismus (A) aus Versagen aufgrund der Längs-
kraft Q. Für diesen Fall es existiert im ganzen Rohr ein einheitliches Dehnungsfeld. Für 
kleine L∆ , ist die Grenze gegeben durch [98, 99, 100]: 
 
                                               YQ h σ=  
für Y0 ,T
E ϑ
σ
α< ∆ ≤               
YT
E ϑ
σ
α∆ =  
 
Für größere Werte von T∆  Werte besteht der optimale Mechanismus (B) aus einem loka-
len Spannungsfeld im Bereich
2 2
L Ll∆ ∆− < < . Mit Hilfe der korrespondierenden Ober-
schranke erhält man die Lösung [98, 99, 100]: 
 
              für YT
E ϑ
σ
α∆ ≥ ,                
2 2
0 0
3 1
4
T Q
T Q
⎛ ⎞ ⎛ ⎞∆ + =⎜ ⎟ ⎜ ⎟∆⎝ ⎠ ⎝ ⎠
 
 
GROß-WEEGE [47] hat dieses Problem mit Hilfe der genaueren und auf der sicheren Seite 
liegenden Ilyushin-Approximation unter Benutzung der Sandwich-Schalen-Approximation 
berechnet. 
 
Für die Einspielanalyse werden Q und T∆  variieren unabhängig voneinander. Sie dürfen 
den durch die Lastecken 1P , 2P , 3P  und 4P  aufgespannten Lastraum (Abb. 5.19) nicht ver-
lassen: 
 
                                                    SD 1 0 SD 2 0,T T Q Qα µ α µ∆ = ∆ =        (5.21) 
            mit   10 1≤ ≤µ     und    20 1≤ ≤µ  
 
In diesem allgemeinen Fall werden alle vier Lastecken 1P  bis 4P  mit Hilfe des statischen 
Einspieltheorems überprüft. 
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In der Abb. 5.38 sind die Ergebnisse der Einspielanalyse dargestellt. Diese Ergebnisse wer-
den mit einer Rechnung von GROß-WEEGE [47] und PONTER [100] verglichen. Die Ergeb-
nisse von GROß-WEEGE [47] wurden ebenfalls unter  Nutzung des statischen Einspieltheo-
rems bestimmt. 
 
PONTER’S Lösung stimmt in einigen Bereichen exakt mit unserer Lösung und der Lösung 
von GROß-WEEGE überein, während sie in einigen Bereichen größere Einspiellasten auf-
weist. Im Vergleich zum vorherigen Beispiel ergibt sich ein qualitativer Unterschied, da 
nunmehr für alle Werte der mechanischen Last Q mit 00 1.0Q Q≤ <  ( 0 YQ hσ= ) Inkremen-
telles Versagen eintritt. Die hier auftretende maximale Temperaturdifferenz beträgt maxT∆ = 
285,714 K. In diesem Temperaturbereich ist schon mit einer Abnahme der Fließspannung 
Yσ um bis 30 % zu rechnen, so daß die ermittelten Ergebnisse ihren konservativen Charak-
ter verlieren. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.38: Einspieluntersuchung des Rohres unter Axiallast und bewegter Tempera-
turbelastung 
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5.6  Flansch unter Innendruck und Axialkraft  
 
In einem weiteren Beispiel wird ein Flansch belastet durch Innendruck p0 und eine Axial-
kraft Q0 numerisch auf  seiner Einspielverhalten untersucht. Finite-Elemente- Vernetzung 
und Lastverteilung sind in Abbildung 5.39 dargestellt.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.39: Flansch ( FE-Netz und Lasten) 
 
Der Flansch wird durch 265 kubische Elementen mit quadratischen Ansatzfunktionen und 
678 Knoten diskretisiert. Die Spannungen werden in den 8 Ecken der Elemente (SOLID45) 
abgelesen, so daß 2120 Knotenspannungen zur Verfügung stehen. 
 
5.6.1 Geometrie 
 
Die Geometrie daten sind in Tabelle 5.12 dargestellt. 
 
da1 (mm) da2 (mm) da3 (mm) di (mm) L (mm) 
136.10 155.66 181 120 386.93 
 
Tabelle 5.12: Geometrie des Flansches 
 
5.6.2 Materialparameter 
 
Die Berechnung werden zunächst für elastisch – ideal plastisches Materialverhalten mit 
folgenden Parametern durchgeführt: 
 
Elastizitätsmodul  E (MPa) Querkontraktion ν Fließspannung σ Y (MPa) 
2.0×105 0.3 200.63 
 
Tabelle 5.13: Materialparameter 
di/2 
da3/2 
da2/2  
L 
da1/2 
p0
Q0
Q0
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5.6.3 Belastungen 
 
5.6.3.1 Druckbelastung 
 
Das Flansch erfährt an der Innenseite eine Druckbelastung von p0 = 10 MPa = 100 bar. Un-
ter Verwendung der Abmessungen: 
 
Innenradius ri =    di/2 =   60       mm 
Außenradius ra1 =    da1/2 =   68.05  mm  
Wanddicke s =     ra1 – ri =   8.05    mm 
Außenradius ra2 =    da2/2 =   77.83  mm  
Außenradius ra3 =    da3/2 =   90.50  mm  
 
ergibt sich der folgende äquivalente Axialdruck paeq: 
 
Axialkraft aus Innendruck       ( )2 0axialF ri pπ=         = 113097.3 N  bei  p0 =10 MPa 
Querschnittsfläche            ( ) ( )( )2 20 2 3A ra ra π= −     = 6698.336  mm²  
Axialdruck (Gegendruck auf Flanschfläche)                   
0
axial
aeq
Fp
A
=  = 16.88 MPa 
 
Die Druckbelastung ist in folgendem Bild dargestellt: 
ELEMENTS
PowerGraphics
EFACET=1
1
X
Y
Z
PRES-NORM
10          
10.765      
11.53       
12.295      
13.06       
13.825      
14.59       
15.355      
16.119      
16.884      
Flansch Innendruck P = 10 MPa                                                   
 
 
Abbildung 5.40 Druckbelastung des Flansches 
 
5.6.3.2 Axialkraftbelastung 
 
Die Axialkraft wird in Forme von Axialdruck aufgebracht.  
Äquivalent Axialkraft  Q0 = 113.097   KN 
Querschnittsfläche  A0 = 6698.336 mm2 
Äquivalent Axialdruck  pQ0  = 16.88439 MPa 
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5.6.4 Ermittlung des elastischen und plastischen Grenzdrucks (Analytische Lösung) 
 
In unserem Fall liegt folgende Flanschmessung vor: 
 
Innenradius  ri =    di/2 =   60    mm 
Außenradius     ra1 =    da1/2 =   68.0   mm  
Wanddicke  s =     ra1 – ri =   8.05   mm 
Radienverhältnis rai =    ra1/ri =  1.1341 
 
Damit erhält man folgende Werte für den Grenzdruck [61, 32] 
 
Grenzdruck elastisch pel [MPa] ( )el Y 2
1 1(1 )
3ai
p
r
σ= ⋅ − ⋅  25.784 
Grenzdruck plastisch ppl [MPa] pl Y
12 ln( )
3ai
p rσ= ⋅ ⋅   29.166 
 
Tabelle 5.14: Analytische Lösungen 
 
5.6.5 Ergebnisse der elastischen Analyse  
 
5.6.5.1 Druckbelastung 
 
In der Abbildung 5.41, ist der Spannungszustand, charakterisiert durch die Vergleichsspan-
nung nach VON MISES für p0 =10 MPa dargestellt. 
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SUB =1           
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SEQV     (AVG)  
PowerGraphics
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Abbildung 5.41 Vergleichsspannung SEQV (VON MISES) 
Die maximale Vergleichsspannung beträgt eqvσ = 77.825 MPa bei einem Druck  
p0 = 10 MPa.  
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Der Faktor zur Erreichung der Fließgrenze beträgt: 
Y
el
200 63 2 5779
77 825eqv
σα σ= = =
. .
.
 
Damit beträgt der elastische Druck 
 
el el 0 25 779 MPap pα= = .  
 
gegenüber dem theoretischen Wert von 
  
elp  = 25.784 MPa. 
 
5.6.5.2 Axialkraftbelastung 
 
In der Abbildung 5.42, ist der Spannungszustand, charakterisiert durch die Vergleichsspan-
nung nach VON MISES, für einen Axialdruck  p0  =16.88 MPa dargestellt. 
 
Abbildung 5.42 Vergleichsspannung SEQV (VON MISES) bei Äquivalent Axialdruck  
pQ0 =16.88 MPa 
 
Die maximale Vergleichsspannung beträgt eqvσ = 106.465 MPa bei einem Druck  
pQ0 = 16.88 MPa.  Der Faktor zur Erreichung der Fließgrenze beträgt: 
 
Y
el
200 63 1 88447
106 465eqv
σα σ= = =
. .
.
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120                                                                     5  Validierung der implementierten Methode                         
Damit beträgt der entsprechende Druck 
 
el 0el
31 8098 MPaQ Qp pα= = .  
 
5.6.6 Einspielanalyse des Flansches 
 
Es werden drei verschiedene Belastungsfälle untersucht: 
 
1. Elastizitätsgrenze: 
p und Q werden gleichmäßig und proportional vom unbelasteten Zustand erhöht, bis das 
Material des Flansches an einer Stelle zu fließen beginnt. (Abbildung 5.17) 
 
                                            e 0 e 0p p Q Qα µ α µ= =                                           (5.22) 
                                                       mit 0 1.µ≤ ≤  
 
Die elastische Grenze ist durch den Punkt bestimmt, in dem der Flansch zuerst fließt.  
 
2. Einspielgrenze (2 Parameter): 
p und Q  können unabhängig voneinander variieren. Sie dürfen den durch die vier definier-
ten Bereich Lastecken 1P  bis 4P  nicht verlassen. (Abbildung 5.19) 
 
                                              SD 1 0 SD 2 0p p Q Qα µ α µ= =                               (5.23) 
                                                  mit 10 1≤ ≤µ  und  20 1.≤ ≤µ  
3. Alternierende Plastizität: 
p und Q  können unabhängig voneinander variieren. Es wird nun festgestellt, in welchem 
Maße der von p und Q aufgespannte Lastraum, der durch die Lastecken 1P  bis 4P  begrenzt 
wird, vergrößert  werden kann, damit der Flansch unter den gegebenen Lasten aufgrund Al-
ternierender Plastizität nicht versagt. (Abbildung 5. 23 ) 
  
                                     AP 1 0 AP 2 0p p Q Qα µ α µ= =                                           (5.24) 
                                          mit 10 1µ≤ ≤  und  20 1.µ≤ ≤  
 
In der Elastizitäts- und Einspielanalyse werden die maximal mögliche Sicherheitsfaktoren 
e SD AP, und α α α  ermittelt. Die Ergebnisse dieser Untersuchungen sind in der Abbildung 
5.43 dargestellt. Abgetragen werden die maximal möglichen Lasten p und Q, die jeweils 
mit einer Willkürlichen Lasten p0 und Q0 dimensionslos gemacht worden sind. Jeder Punkt 
den dargestellten Kurven beschreibt dabei einen eigenen möglichen Lastraum. 
 
Diese Ergebnisse wurden mit der Software LANCELOT und dem neuen Programm IPDCA 
erhalten. Das Ergebnis (Lastfall 2) der Einspielanalyse ist in Tabelle  5.15 dargestellt; die 
Rechenzeit ist in Sekunden angegeben. ϕ ein Punkt des LastraumsL  
 
5  Validierung der implementierten Methode                                                                     121 
 
p
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Q
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0,0 
1,0 
2,0 
3,0 
4,0 
0,0 1,0 2,0 3,0 4,0 5,0 6,0 
Elastizität 
Einspielen (2. Par) 
Alt. Plast. 
 
Abbildung 5.43: Elastizität-, Alternierenden-Plastizität und Einspielanalyse des  
                             Flansches 
 
 Sicherheitsfaktor SDα  CPU 
ϕ LANCELOT IPDCA LANCELOT IPDCA 
0° 2.7674 2.8437 135 800 235 
10° 2.7940 2.8719 100 200 245 
20° 2.9005 3.0128 --- 241 
30° 3.0377 3.1245 --- 251 
40° 3.1807 3.2879 --- 229 
50° 3.4265 3.5128 --- 231 
60° 3.6602 3.7579 --- 234 
70° 3.6824 3.6776 --- 200 
80° 3.6572 3.6563 --- 204 
90° 3.7107 3.7014 --- 216 
 
 
Tabelle 5.15: Ergebnisvergleich der Einspielanalyse zwischen IPDCA und LANCELOT 
 
Aus Tabelle 5.15 geht hervor, daß der Sicherheitsfaktor, erhalten mit IPDCA mit dem Er-
gebnis des Standardcodes LANCELOT fast übereinstimmt.  
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Der große Vorteil der IPDCA Software wird beim Vergleich der Rechenzeiten und erforder-
lichen Speicherräume offensichtlich. 
 
5.6.7 Berücksichtigung der kinematischen Verfestigung 
 
Abschließend wird eine Untersuchung mit verfestigendem Materialverhalten durchgeführt. 
Es wird der vierte Lastfall, bei dem der Innendruck p0 und die Axialkraft Q0 voneinander 
unabhängig variieren dürfen, behandelt. 
 
Im Einzelnen werden folgende Ergebnisse dargestellt: 
 
1. Einspielgrenze für den Lastfall 4 unter der Annahme eines elastisch – ideal plastischen 
Materialverhaltens. 
 
2. Einspielgrenze fuhr den Lastfall 4 unter der Annahme eines – unbegrenzt linear kinema-
tisch verfestigenden Materialverhaltens. 
 
3. Einspielgrenze für den Lastfall 4 unter der Annahme eines elastisches – begrenzt linear  
kinematisch verfestigenden Materialverhaltens. Das Maximum der Fliessspannung wird mit  
L Y
3
2
σ σ=  angenommen. 
Die Ergebnisse dieser Untersuchungen sind in Abbildung 5.44 dargestellt. Abgetragen wer-
den die maximal möglichen Lasten p und Q, die jeweils mit p0 und Q0 dimensionslos ge-
macht worden sind. Jeder Punkt der dargestellten Kurven beschreibt dabei einen eigenen 
möglichen Lastraum. 
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Abbildung 5.44: Einspieluntersuchung einen Flansch mit Verfestigung 
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5.7 Rohrabzweig unter Innendruck- und Momentenbelastung 
 
Bei der Stutzeneinschweißung in einen Druckbehälter – oder allgemeiner bei der Zylinder/ 
Zylinder-Verschneidung – handelt es sich um eine seit den 1960er Jahren intensiv unter-
suchte Geometrie. Vor allem auf dem Gebiet der Kerntechnik und dem damit verbundenen 
Reaktorbau wurden große Anstrengungen unternommen, die Mechanik dieses Gebildes un-
ter den möglichen Randbedingungen und zugrunde liegenden Geometrien zu untersuchen.  
 
Generell lassen sich diese Forschungsergebnisse in zwei Sparten unterteilen: die experi-
mentellen und die rechnerischen Arbeiten. Dabei sind auch Kombinationen beider Gebiete 
möglich, die ebenfalls in der vorliegenden Arbeit dargestellt werden. Der rechnerische Teil 
kann wiederum in analytische, i.d.R. auf Grundlage schalentheoretischer Überlegungen, 
und numerische (z.B. FEM) Betrachtungen unterteilt werden. Außer durch die Lösungsan-
sätze ist auch noch eine Unterteilung des gesamten Themengebietes nach Randbedingungen 
(Innendruck, Biegemomente verschiedener Orientierung) und Geometrien (rechtwinkliger 
oder schräger Abzweig) geboten, um den relevanten Stand der Technik, vor dessen Hinter-
grund diese Arbeit entstand, übersichtlich darzustellen. Ein wichtiges Gebiet wurde bis jetzt 
nicht erwähnt, obwohl es für das Gros der existierenden Bauteile maßgeblich ist: Regel-
werke. 
 
Hier  werden diverse Rohrabzweige vorgestellt, deren Finite-Elemente-Netz mit Hilfe des 
Netzgenerator-Programms erstellt wurde. Dazu wurden entsprechende Inkrementellen 
Rechnungen mit Traglast Analyse durchgeführt. 
 
 
5.7.1 Näherungsformeln zur Traglastanalyse 
 
5.7.1.1 AD-Merkblatt 
 
Mit Hilfe des AD-Merkblattes kann ein Standsicherheitsnachweis für Druckbehälter mit 
Stutzen unter Innendruck und äußeren Lasten geführt werden. Die Traglast kann nach dem 
AD-Merkblatt B9 berechnet werden (siehe [54], [118], und [137]). Die tragenden Längen 
im Grundrohr und im Stutzenrohr a0 und a1 
 
                                                        ( )0 2a R D D= +                                                    (5.25) 
                                                        ( )1 1 25 2.a r d d= +          (5.26) 
 
definieren die beiden Gebiete 
 
                                                       0 1  A a D a d Ddσ = + +                     (5.27) 
       0 1PA  = R(a  + d + r) + r(a  + D)         (5.28) 
 
Dabei ist Aσ  die druckbeaufschlagte Fläche und PA  die tragende Rohrfläche. Der Ver-
schwächungsfaktor  ergibt sich dann durch 
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( )
0 1
0 1
A
P
da a dR A D
rD A a d r a D
R
σν
+ +
= =
+ + + +
       (5.29) 
 
Zur Veranschaulichung dient auch folgende Abbildung 5.45: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.45: Veranschaulichung des AD-Merkblattes 
 
Der Kollapsdruck p(limit) berechnet sich dann nach DIN 2413 (siehe [37]) zu 
 
                                              ( ) Ylimit ADp R D
ν σ= +                      (5.30) 
 
5.7.1.2 Näherungsformeln von CLOUD & RODABAUGH 
 
CLOUD & RODABAUGH geben in [22] eine obere Schranke für den Kollapsdruck Plimit eines 
Rohrabzweigs an (siehe auch [97]). Dabei werden die Abmessungen, wie sie in Abbildung 
5.45 definiert werden, und die Mittelradien 
 
                                                       
2
DR R= +      und     
2
dr r= +         (5.31) 
 
verwendet. Die Lösung gilt für Abzweige mit 
 
                                                       0 5.r
R
≤            (5.32) 
 
Eine obere Schranke für den Kollapsdruck ergibt sich mit 
 
                                                      rf
R
=       und     2Rg
D
=                    (5.33) 
durch die Näherungsformel 
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( )
2 2
2 2 2
Y
2 3
2 38 26 471 5 1
2 9 9 54
limit 38 38 76 2
9 9 27
d D d D
r r gr r fgf g f g g
p
g f g f g g f g
σ
⎛ ⎞ ⎛ ⎞+ + + + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠=
+ + +
.
      (5.34) 
5.7.2 Traglastuntersuchungen 
 
Die Traglast lässt sich in einfachen Fällen nach analytischen Traglastansätzen abschätzen 
[116] (z.B. Flächenvergleichsverfahren bei innendruckbeanspruchten Behälter-Stutzen-
Verbindungen [3]) bzw. mittels FE-Analysen unter Annahme linearelastisch-
idealplastischen Materialverhaltens und ohne die Option großer plastischer Verformungen 
(geometrische Nichtlinearität) ermitteln [62]. Da analytische Verfahren zur Beanspru-
chungsanalyse an Behälter-Stutzen-Verbindungen nur in einem sehr eingeschränkten Rah-
men Anwendung finden, werden verstärkt numerische Berechnungsmethoden, wie die Fini-
te-Elemente-Analyse (FEA), zur Berechnung von komplexen Strukturen verwendet. 
 
5.7.2.1 Beispiel 1 
 
Im Folgenden wird eine Rohrabzweig belastet durch Innendruck P0 auf ihre Traglast hin 
numerisch untersucht (siehe Abbildung 5.46). Die folgende Tabelle zeigt die geometrischen 
Abmessungen der betreffenden Körper. 
 
Behälter  Stutzen 
Innenradius 
R(mm) 
Wandstärke 
D(mm) 
Halbe Länge 
LB/2 (mm) 
Innenradius 
r(mm) 
Wandstärke 
d(mm) 
Länge 
LS(mm) 
53.55 3.6 300 18.6 2.6 100 
 
 
Tabelle 5.16: Geometrie des Rohrabzweigs 
Und die Materialdaten 
 
Elastizitätsmodul  E (MPa) Querkontraktion ν Fließspannung σ Y (MPa) 
210 000 0.3 300 
 
Tabelle 5.17: Materialparameter 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.46: Rohrabzweig unter Innendruck p0 
VOLUMES
PowerGraphics
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P0 
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Das Rohr wurde eingespannt und der Abzweig geschlossen. Es werden 8544 isoparametri-
sche  kubische Elemente SOLID54 mit quadratischen Ansatzfunktionen und 10874 Knoten 
verwendet.  
 
1
X
Y
Z
                                                                                 
 
Abbildung 5.47: Rohrabzweig (FE– Diskretisierung) 
 
a-1 Traglastberechnung nach Näherungsformel 
  
Zur Auswertung zunächst die Ergebnisse zur Berechnung des Kollapsdrucks nach den bei-
den Näherungsformeln. 
 
zum einen das AD-Merkblatt: 
 
0a  1a  Aσ  PA  Aν  p(limit) 
19.963 12.712 114.287 2507.748 0.6779 0.0427 Yσ  
 
Tabelle 5.18: Ergebnisse nach AD-Merkblatt 
 
Und zum anderen die Näherungsformel nach CLOUD & RODABAUGH 
 
 
f  g p(limit) 
0.3473 29.750 0.0511 Yσ  
 
Tabelle 5.18: Ergebnisse nach CLOUD & RODABAUGH 
 
a-2 Berechnung der Grenztraglast mit der inkrementellen Methode und IPDCA [7, 51] 
 
Für die Berechnung der Grenztraglast unter der Belastung Innendruck wurde eine     
elastoplastische Analyse mit dem Elementtyp SOLID45 (3D 8NODE) durchgeführt. Dazu 
wurde eine elastisch-idealplastische Spannungs-Dehnungskurve mit einer Fließspannung 
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von  Yσ  = 280 MPa verwendet. Für die Traglastbestimmung werden dabei die an der 
Rohrabzweigung angreifenden Lasten in inkrementellen Schritten solange aufgebracht, bis 
sie nicht mehr in der Lage ist, eine weiter erhöhte Belastung zu tragen.   
Vergleicht man die Ergebnisse mit den numerischen und analytischen Angaben aus der Li-
teratur, so erkennt man eine gute Übereinstimmung. In der nachfolgenden Tabelle 5.19 ist 
dieser Vergleich dokumentiert. 
 
Ergebnisvergleich der Traglast-Analyse 
 
AD-Merkblatt 
[118], [137] 
Näherungsformel nach 
CLOUD &RODABAUGH 
[22] 
Inkrementelles Ver-
fahren (FEM) [9] 
Eigne  
Rechnung  
Innendruck p(limit) 0.0427 Yσ  0.0511 Yσ  0.0456 Yσ  0.0450 Yσ  
 
Tabelle 5.19: Ergebnisvergleich der Traglast-Analyse bei eine Rohrabzweig 
 
Man sieht deutlich, daß die Werte für die Traglast p(limit) (FEM und IPDCA) über dem 
Wert der Näherungsformel nach AD-Merkblatt liegen. Die Ergebnis der Numerische Ana-
lyse (IPDCA) (p(limit) = 0.0450 Yσ ) zeigt gute Übereinstimmung mit inkrementellen FEM 
Ergebnissen (p(limit) = 0.0456 Yσ ). 
 
Zur Veranschaulichung, an welcher Stelle die Spannungen des Rohrabzweigs am größten 
sind, dient Abbildung 5.48, in der das rein elastische Verhalten dargestellt sind. 
 
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
SEQV     (AVG)  
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.16771      
SMN =5.954       
SMX =257.763     
1
MNMX
X
Y
Z
5.954       
33.933      
61.912      
89.891      
117.869     
145.848     
173.827     
201.806     
229.784     
257.763     
                                                                                
 
 
Abbildung 5.48 (a): Gesamtansicht elastisch bei p0 = 4 MPa 
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Abbildung 5.48 (b): Ausschnitt elastisch bei p0 = 4 MPa 
 
Die Abbildung 5.48 (a) bzw. 5.48 (b) zeigt eine Belastung mit einem Druck von   
p0 = 4 MPa. Die höchste Spannung in diesem Fall lässt sich aus der Legende mit  
σeq(SEQV) = 257.763 MPa ablesen. 
 
5.7.2.2 Beispiel 2 
 
In einem weiteren Beispiel wird eine Rohrabzweigung durch einen Innendruck p0, Bieg-
momente MX, MZ  am des Stutzens und ein Torsionsmoment MY  um die Achse des Stut-
zens belastet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.49: Rohrabzweig unter Innendruck p0, Biegmomenten MX, MZ und Torsions-
moment MY 
MY 
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Der Rohrabzweig in diesem Beispiel hat die folgenden Abmessungen:  
 
Behälter  Stutzen 
Innenradius 
R(mm) 
Wandstärke 
D(mm) 
Halbe Länge 
LB/2 (mm) 
Innenradius
r(mm) 
Wandstärke 
d(mm) 
Länge 
LS(mm) 
160 65 310 41 23 150 
 
Tabelle 5.20: Geometrie des Rohrabzweigs 
 
Und die Materialdaten 
 
 
Elastizitätsmodul  E (MPa) Querkontraktion ν Fließspannung σ Y (MPa) 
2.0×105 0.3 205 
 
Tabelle 5.17: Materialparameter 
 
b-1 Berechnungsmodell 
 
Zur Berechnung mittels FEM wird 
ein Modell des Rohrabzweigs 
erstellt. Es besteht aus 9264 
Quaderelementen mit linearen 
Ansatzfunktionen (SOLID45). 
Im Verschneidungsbereich zwischen 
Behälter und Stutzenanschluss wird 
das Elementnetz verfeinert (Abb. 
5.50). 
 
 
Abbildung 5. 50: Rohrabzweig FE-Netz 
 
Das Modell besteht aus 11124 Knoten und besitzt 8x9264 = 74112 Gauß-Punkte. 
 
b-2 Randbedingungen 
 
• Einspannung in z-Richtung bei z =LB/2, LB ist die Behälterlänge. 
• Behinderung in Umfangsrichtung an beiden Enden 
• Die unbehinderten Knoten (z = LB/2, mit LB = Behälterlänge in z- Richtung) werden 
in axialer Richtung (z- Richtung) derart gekoppelt, daß eine Parallelverschiebung 
der unbehinderten Knoten zu den behinderten Knoten (z = -LB/2) erzwungen wird. 
 
 
 
130                                                                     5  Validierung der implementierten Methode                         
b-3 Druckbelastungen 
 
Innendruck mit äquivalentem Axialdruck an den Endflächen. Der Rohrabzweig erfährt an 
der Innenseite eine Druckbelastung von p0 = 10 MPa = 100 bar. Damit ergibt sich der fol-
gende äquivalente Axialdruck pax: 
 
Äquivalenter Axialdruck auf Behälterfläche  
( )
2
0 2 2axb
Rp p
R D R
= =+ − 10.23 MPa          (5.35) 
 
Äquivalenter Axialdruck auf Stutzenfläche  
 
( )
2
0 2 2axs
rp p
r d r
= =+ − 6.96 MPa          (5.36) 
 
Die Druckbelastung ist in Abbildung 5.52  dargestellt: 
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Abbildung 5.52: Druckbelastung des Rohrabzweigs 
 
b-4 Momentbelastung MX (Biegemoment senkrecht zur Achse des Abzweigs) 
 
Die Berandungsfläche am Ende des Stutzens wird um die x- Achse mit ϕ = -0.001 rad  ge-
dreht. Die Knoten in der gedrehten Berandungsfläche liegen dabei in einer Ebene, die Ver-
drehung wird in Form von Verschiebungen in y- Richtung aufgebracht.  
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Abbildung 5.53 (a): Biegemoment MX (in Form von Verschiebungen in y- Richtung) 
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Abbildung 5.54 (b): Biegemoment MX (in Form von Verschiebungen in y- Richtung) 
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b-5 Momentbelastung MZ (Biegemoment parallel zur Achse des Abzweigs) 
 
Hier wird auch die Berandungsfläche am Ende des Stutzens um die z- Achse mit ϕ = 0.001 
rad gedreht. Die Knoten in der gedrehten Berandungsfläche liegen dabei in einer Ebene, die 
Verdrehung wird in Form von Verschiebungen in y- Richtung aufgebracht.  
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Abbildung 5.55 (a) Biegemoment MZ (in Form von Verschiebungen in y- Richtung) 
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Abbildung 5.55 (b)  Biegemoment MZ (in Form von Verschiebungen in y- Richtung) 
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b-6 Momentbelastung MY (Torsionsmoment um die y- Achse des Abzweigs) 
 
Die Berandungsfläche am Ende des Stutzens wird um die y- Achse mit ϕ = 0.001 rad ge-
dreht.  
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Abbildung 5.56  Torsionsmoment MY 
 
b-7 Ergebnisse der Finite – Elemente Analyse  
 
Da analytische Verfahren zur Beanspruchungsanalyse und experimentelle Untersuchungen 
an Behälter-Stutzen-Verbindungen nur in einem sehr eingeschränkten Rahmen Anwendung 
finden, werden verstärkt numerische Berechnungsmethoden, wie die Finite-Elemente-
Analyse (FEA), zur Berechnung von komplexen Strukturen verwendet. Insbesondere zur 
Spannungsanalyse bei Rohrabzweig unter Innendruck und Rohrleitungsreaktionen wird die 
FEA verwendet. Der Aufwand der Modellerstellung bei der FE-Analyse ist bei dieser Prob-
lemstellung gegenüber der eigentlichen Rechnung verhältnismäßig hoch. Soll der Einfluss 
von Innendruck und äußeren Lasten auf den komplexen Verschneidungsbereich von Behäl-
ter-Stutzen-Verbindungen einer genauen Analyse unterzogen werden, so genügt es nicht, 
bei der Modellerstellung Schalenelemente zu verwenden. 
 
b-7-1 Druckbelastung 
 
Aus numerischen elastischen Berechnungen (FEA) werden die Orte der Spannungsmaxima 
aufgrund Innendrucks ermittelt. In den Abbildungen 5.57(a) und Abbildung 5.57(b), ist der 
Spannungszustand, charakterisiert durch die Vergleichsspannung nach VON MISES für       
p0 =10 MPa dargestellt. Die maximale Vergleichsspannung (VON MISES) beträgt              
eqvσ = 126.562 MPa bei einem Druck  p0 = 10 MPa. Der Faktor zur Erreichung der 
Fließgrenze beträgt:   
Y
el
205 = 1.6197
126.562eqv
σα σ= =  
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Für die Berechnung der Grenztraglast unter Innendruck wurde eine elastoplastische Analy-
se durchgeführt. Dazu wurde eine elastisch-ideal plastische Spannungs-Dehnungskurve mit 
einer Fließspannung von Yσ  = 205 MPa verwendet. 
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Abbildung 5.57(a): Spannungszustand SEQV (VON MISES) aus p0 = 10 MPa  
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Abbildung 5.57(b): Spannungszustand SEQV (VON MISES) aus p0 = 10 MPa 
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Die Belastung unter Innendruck wurde inkrementell gesteigert. Die Lösung konvergierte 
bis zu einer Grenzbelastung von p(limit)  =  61.354 MPa. Demnach beträgt der Lastfaktor  
 
α li mit = 6.1345 
   
 
b-7-1-1 Verformungen bei Innendruck p0 = 10 MPa 
 
Die Radialverschiebungen bezogen auf die Behälterachse sind in den Abbildung 5.58 dar-
gestellt. 
 
NODAL SOLUTION
STEP=1           
SUB =1           
TIME=1           
UX       (AVG)  
RSYS=0
PowerGraphics
EFACET=1
AVRES=Mat
DMX =.059398     
SMN =-.037276    
SMX =.037277     
1
MN
MX
X
Y
Z
-.037276    
-.028993    
-.020709    
-.012425    
-.004142    
.004142     
.012426     
.020709     
.028993     
.037277     
                                                                                 
 
Abbildung 5.58: Radialverschiebungen unter Innendruck p0 = 10 MPa 
 
Die Axialverschiebungen bezogen auf die Behälterachse sind in den Abbildung 5.59 darge-
stellt. 
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Abbildung 5.59: Verformungen bei Innendruck p0 = 10 MPa 
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Der Kollapsdruck des Rohres ohne Abzweigung ist gegeben durch [61], [143]: 
 
                      ( ) Y2limit ln 80 95 MPa3
R Dp
R
σ+⎛ ⎞= =⎜ ⎟⎝ ⎠ .                                     
 
b-7-2 Biegemoment MX senkrecht um die Achse des Abzweigs 
 
Die Verdrehung mit ϕ  = -0.001 rad wird in Form von Verschiebungen in y- Richtung auf-
gebracht. Das zugehörige Moment erhält man durch Summierung der Einzelanteile an den 
Knoten. Es beträgt: 
MX  = 10.4 KNm 
 
b-7-2-1 Ergebnisse der elastischen Analyse mit Drehwinkel 
 
In den Abbildungen 5.60 (a) und 5.60 (b), sind der Spannungszustand, charakterisiert durch 
die Vergleichsspannungen nach VON MISES und Spannung in y- Richtung für MX darge-
stellt. 
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Abbildung 5.60 (a): Spannungszustand  SEQV (VON MISES) aus MX  = 10.4 KNm 
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Abbildung 5.60 (b) Spannungszustand in y- Richtung aus MX = 10.4 KNm 
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b-7-2-2 Berechnung der Grenztraglast mit der inkrementellen Methode unter MX  
 
Für die Berechnung der Grenztraglast unter der Biegemoment MX wurde eine elastoplasti-
sche Analyse mit dem Elementtyp SOLID45 (3D 8NODE) durchgeführt. Die Belastung 
wurde kontinuierlich und inkrementell gesteigert (siehe Abbildung 5.61).  
 
 
Abbildung 5.61: Zeitlicher Verlauf der als Biegemoment MX aufgegebenen äußeren Stut-
zenlast 
 
Die Lösung konvergierte bis zum Loadstep 23 bis zu einer Grenzbelastung von  
MX (limit) = 52.749 KNm (siehe Abbildung 5.62). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.62: Grenzbiegemoment MX 
 
Damit ergibt sich als Traglastfaktor für das Biegemoment MX 
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b-7-2-3 Analytische Traglastberechnung unter Biegemoment MX 
 
Bei der Berechnung des maximal abtragbaren Biegemoments erhält man durch Verwen-
dung des plastischen Biegewiderstandsmoments nach [35] 
 
                                 ( )3 3pl 43 a iW r r= −                                                            (5.37) 
mit 
ra                 = 64 mm   Außenradius Stutzen. 
ri = 64 – 23 = 41 mm   Innenradius   Stutzen. 
 
Damit ergibt sich als Grenzbiegemoment: 
 
                                                   X Y pllimit 52 812 KNmM Wσ= =( ) .                              (5.38)
  
Dieser Wert entspricht mit einer Abweichung nach oben von 0,12 % sehr gut dem Traglast-
ergebnis unter reiner Biegung aus der FEM-Berechnung (52.749 KNm). 
 
Wird der Quotient aus plastischem und elastischem Widerstandsmoment gebildet, so erhält 
man mit einem Formbeiwert α einen Lastmultiplikator, der eine Aussage über den Abstand 
zwischen dem Erreichen der Fließgrenze an der Außenfaser und dem vollplastischen Quer-
schnitt enthält 
 
                                                   
( )3 3pl
4 4
el
16 1
3
a i a
a i
r r rW
W r r
α π
⎛ ⎞−⎜ ⎟= = ⎜ ⎟−⎝ ⎠
        (5.39) 
 
Wird bei konstantem ri der Formbeiwert gegen das variable ra aufgetragen, so erhält man 
den in Abbildung 5.63 [36] dargestellten Zusammenhang, mit den Grenzen 1,27 für a ir r→  
und 1,70 für ar → ∞ . Für den hier behandelten Rohrabzweig ergibt sich ein Formbeiwert 
von 1,505 
 
 
Abbildung 5.63: Formbeiwert α über Radienverhältnis a ir r  
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Der Ergebnisvergleich der Traglast-Analyse zwischen FE-Analyse und analytische Berech-
nung sind  in der Tabelle 5.19 dargestellt. 
 
 FEM- Analyse Analytische Berechnung Abweichung 
MX (limit) KNm 52.749 52.812 0.12 % 
 
Tabelle 5.19: Ergebnisvergleich der Traglast-Analyse bei einem Rohrabzweig unter MX 
 
b-7-3 Torsionsmoment  MY um die Achse des Abzweigs  
 
Das zugehörige Moment erhält man durch Summierung der Einzelanteile an den Knoten. 
Es beträgt: 
 
MY = 9.655 KNm 
 
b-7-3-1 Ergebnisse der elastischen Analyse mit Drehwinkel 
 
In den Abbildungen 5.64(a) und 5.64(b) ist der Spannungszustand, charakterisiert durch die 
Vergleichsspannungen nach VON MISES für MY dargestellt. 
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Abbildung 5.64(a): Vergleichsspannung SEQV (VON MISES) aus MY = 9.655 KNm 
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Abbildung 5.64(b): Vergleichsspannung SEQV (VON MISES) aus MY = 9.655 KNm 
 
Die maximale Vergleichsspannung beträgt σeqv = 79.431 MPa bei einem Drehwinkel  
ϕ  = 0.001. Der Faktor zur Erreichung der Fließgrenze beträgt 
 
Y
el
205 2 5808
79 431eqv
σα σ= = = ..  
 
Damit beträgt das elastische Moment  
 
el el Y 24 917 kNmM Mα= = .  
 
b-7-3-2 Berechnung der Grenztraglast mit der inkrementellen Methode unter MY  
 
Für die Berechnung der Grenztraglast unter der Biegemoment MY wurde eine elastoplasti-
sche Analyse mit dem Elementtyp SOLID45 (3D 8NODE) durchgeführt. Die Belastung 
wurde kontinuierlich und inkrementell gesteigert (siehe Abbildung 5.61). Die Lösung kon-
vergierte bis zum Loadstep 20 bis zu einer Grenzbelastung von MY(limit) = 47.309 KNm 
(siehe Abbildung 5.65). 
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Abbildung 5.65: Grenztorsionsmoment MY 
 
Damit ergibt sich als Traglastfaktor für das Torsionsmoment MY 
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b-7-3-3 Analytische Traglastberechnung unter Torsionsmoment MY 
 
Ist der Abzweig nur durch ein Torsionsmoment belastet, so berechnet sich das Grenztorsi-
onsmoment durch [132] 
2
Y Y
2limit
43
dM eπσ ⎛ ⎞= ⎜ ⎟⎝ ⎠( )                    (5.40) 
mit 
a i
a i
d r r
e r r
= +
= −   
ra                = 64 mm   Außenradius Stutzen. 
ri = 64 – 23 = 41 mm   Innenradius   Stutzen. 
 
Damit ergibt sich der Wert: 
 
Y limit 47 143 KNmM =( ) .  
 
Er entspricht mit einer Abweichung nach unten von 0,35 % sehr gut dem Traglastergebnis 
unter reiner Torsion aus der FEM- Berechnung (47.309 KNm). 
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Der Ergebnisvergleich der Traglast-Analyse zwischen FE-Analyse und analytische Berech-
nung sind in der Tabelle 5.20 dargestellt. 
 
 FE M- Analyse Analytische Berechnung Abweichung 
MY(limit) KNm 47.309 47 143.  0,35 % 
 
Tabelle 5.20: Ergebnisvergleich der Traglast-Analyse bei einem Rohrabzweig unter MY 
 
b-7-4 Biegemoment MZ parallel zur Achse des Abzweigs 
 
Und schließlich der dritte Fall ist ein Biegemoment M = MZ parallel zur Achse des Ab-
zweigs.  
Die Verdrehung mit ϕ  = 0.001 rad wird in Form von Verschiebungen in y- Richtung auf-
gebracht. Das zugehörige Moment erhält man durch Summierung der Einzelanteile an den 
Knoten. Es beträgt: 
MZ = 9.741 KNm 
 
b-7-4-1 Ergebnisse der elastischen Analyse mit Drehwinkel 
 
In den Abbildungen 5.66 (a) und 5.66 (b)  sind der Spannungszustand, charakterisiert durch 
die Vergleichsspannungen nach VON MISES  und die Spannung in y- Richtung aus MZ dar-
gestellt. 
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Abbildung 5.66(a): Vergleichsspannung SEQV (VON MISES) aus MZ 
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Abbildung 5.66 (b): Spannung in y- Richtung aus MZ 
 
Die maximale Vergleichsspannung beträgt σeqv = 113.701 MPa bei einem Drehwinkel  
ϕ = 0.001.Der Faktor zur Erreichung der Fließgrenze beträgt 
 
Y
el
205 1 803
113 701eqv
σα σ= = = ..  
Damit beträgt das elastische Moment  
 
el el Z 17 56 KNmM Mα= = .  
 
b-7-4-2 Berechnung der Grenztraglast mit der inkrementellen Methode unter MZ  
 
Für die Berechnung der Grenztraglast unter der Biegemoment MZ wurde auch eine          
elastoplastische Analyse mit dem Elementtyp SOLID45 (3D 8NODE) durchgeführt.  Die 
Lösung konvergierte bis zum Loadstep 23 bis zu einer Grenzbelastung von   
MZ(limit) = 52.736 KNm (siehe Abbildung 5.67). 
 
Damit ergibt sich als Traglastfaktor für das Biegemoment MZ 
 
Z
L
Z
limit 52.736 5 568
9.741 
M
M
α = = =( ) .  
 
b-7-4-3 Analytische Traglastberechnung unter Biegemoment MZ 
 
Durch (5.38) kann das Grenzbiegemoment bestimmt werden: 
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Z Y pllimit 52 812 KNmM Wσ= =( ) .  
 
Dieser Wert entspricht mit einer Abweichung nach oben von 0,14 % sehr gut dem Traglast-
ergebnis aus der FEM- Berechnung (52.736 KNm). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 5.66: Grenzbiegemoment MZ 
 
Der Ergebnisvergleich der Traglast-Analyse zwischen FE-Analyse und analytische Berech-
nung sind  in der Tabelle 5.21 dargestellt. 
 
 
 FEM- Analyse Analytische Berechnung Abweichung 
MZ (limit) KNm 52.736 52.812 0.14 % 
 
 
Tabelle 5.21: Ergebnisvergleich der Traglast-Analyse bei einem Rohrabzweig unter MZ 
 
b-8 Numerische Untersuchungen mit dem neuen Verfahren. 
 
Im Folgenden wird die Rohrabzweigung unter Innendruck, Biegemoment MX senkrecht zur 
Achse des Abzweigs, Biegemoment MZ parallel zur Achse des Abzweigs und Torsionsmo-
ment MY um die Achse des Abzweigs auf ihr Traglastverhalten untersucht. (siehe Abbil-
dung 5.49). 
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Die Berechnungen werden für elastisch – idealplastisches Materialverhalten (siehe Tabelle 
5.17). durchgeführt. Zur Bestimmung der Traglast wurde ein feines Netz mit den Element-
typen SOLID45 (ANSYS 8.0) generiert (siehe Abbildung 5.50). 
 
Damit ergeben sich insgesamt für das Optimierungsproblem: 
 
NE NK NG NV NC 
9264 11 622 74 112 889 345 553 650 
 
Tabelle 5.22 
 
NE   Anzahl aller Finiten Elemente 
NK   Anzahl aller Knoten 
NG = 8NE  Anzahl aller Integrationspunkte 
NV = 12NG+1 Anzahl aller Variablen  
NC = 7NG+3NK Anzahl aller Ungleichungen 
 
Die Ergebnisse dieser Untersuchungen sind in der Tabelle 5.23 dargestellt. 
 
 
 p (limit) MPa MX (limit) KNm MY (limit) KNm MZ (limit) KNm 
IPDCA 62.363 52.343 48.060 52.343 
 
Tabelle 5.23: Ergebnis der Traglastanalyse für einen Rohrabzweig mit IPDCA 
 
Der Vergleich mit der analytischen Lösung und FEA – Ergebnisse zeigt eine gute Überein-
stimmung mit dem numerisch gewonnen Ergebnissen. (siehe Tabelle 5.24) 
 
 Innendruck p (MPa) 
Biegemoment  
MX (KNm) 
Torsionsmoment 
MY (KNm) 
Biegemoment 
MZ (KNm) 
Analytisch 80.95 52.812 47.143 52.812 
FEA 61.354 52.749 47.309 52.736 
eigne Rechnung 62.363 52.343 48.060 52.343 
 
Tabelle 5.24: Ergebnisvergleich der Traglast-Analyse 
 
Die Abweichung zwischen analytischen und numerischen Ergebnissen für Innendruck liegt 
um 32 %. Der Abzweig bedeutet eine Verschwächung des ungestörten Rohrs um 32 %. 
Diese Abweichung ist auch durch HEITZER [54] beobachtet worden. 
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5.8 Diskussion 
 
In diesem Kapitel 5 sind einige ausgewählte Beispiele mit Hilfe der Einspielanalyse unter-
sucht und mit bekanten Lösungen verglichen worden. Alle Beispiele zeigen durchweg eine 
gute Übereinstimmung mit den angegebenen Ergebnissen, so daß das hier vorgestellte Ver-
fahren als gebrauchsfähig angesehen werden kann. 
 
Der Einfluss der kinematischen Verfestigung auf die Einspiellast wurde durch zwei ver-
schiedene numerische Beispiele verdeutlicht. Auch hier stimmen die Ergebnisse mit den 
Vergleichs-Rechnungen aus der Literatur überein. Anhand der durchgeführten Rechnungen 
zeigt sich, daß die in ANSYS 8.0 implementierte Traglast-Analyse in der Lage ist, für drei-
dimensionale Strukturen die Trag- und Einspiellasten zu berechnen. Die Einspiellast für 
einparametrische Belastung mittels der implementierten Einspielanalyse konnte in allen 
Beispielen schneller als die entsprechende Traglast berechnet werden. 
 
Um die Spannungsverteilungen zu erhalten und um die Ergebnisse der Traglastanalyse zu    
überprüfen, werden inkrementelle Vergleichsrechnungen für einige Beispielen mittels der 
Version von ANSYS 8.0 durchgeführt. Es zeigt sich eine gute Übereinstimmung zwischen 
den Ergebnissen der Traglastanalyse und denen der inkrementellen Verfahren. Die Rechen-
zeiten der direkten Traglast-Analyse lagen um den Faktor 10 über denen der inkrementellen 
Analyse. Der Rechenzeitgewinn ist jedoch bei der Einspielanalyse noch deutlich höher, da 
bei einer inkrementellen Berechnung jede Lastgeschichte untersucht werden muß. Die Re-
chenzeiten der direkten Traglast-Analyse mit LANCELOT lagen um den Faktor 100 bis150 
über denen der direkten Traglast-Analyse mit IPDCA.  
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6 Zusammenfassung 
 
 
Die numerische Untersuchung der Sicherheit und Zuverlässigkeit dreidimensionale Struktu-
ren aus ideal plastischen, und aus sich kinematisch verfestigenden Materialien mit Hilfe der 
Traglast- und Einspielanalyse bildet den Schwerpunkt dieser Arbeit. Zu diesem Zweck wird 
ein neues numerischer Verfahren entwickelt. 
 
Die inkrementelle Berechnung ist ein verfeinertes Verfahren der Festigkeitsbestimmung für 
allgemeine Strukturen. Sie bedeutet aber gegenüber der Auslegung nach Regelwerk eine 
erhebliche Steigerung des Aufwands. Trotzdem kann die Sicherheit gegen zyklisches Ver-
sagen nicht direkt bestimmt werden. Die bisher hohen Rechenzeiten der inkrementellen 
Festigkeitsrechnungen werden durch die Berechnung der Festigkeit nach den Konzepten 
der Traglast- und Einspielanalyse erheblich reduziert. 
 
Die direkte Traglast- und Einspielanalyse ist eine anerkannte Methode die Sicherheit einer 
Struktur zu bewerten. Bisher konnten nur vereinfachte Strukturen mit Hilfe der direkten 
Grenzlastanalyse und der FEM untersucht werden. Deshalb wurde in dieser Arbeit die Ent-
wicklung einer Implementation der Traglast- und Einspielanalyse in ein allgemeines FEM- 
Programm (ANSYS) und einen Optimierungsalgorithmus IPDCA [7, 51], der auf dem Inne-
ren-Punkte-Verfahren beruht, für dreidimensionale Strukturen durchgeführt. Damit kann 
eine genauere Festigkeitsberechnung gegenüber der Auslegung nach Regelwerk erfolgen.  
Die neue Implementation der Allgemeinen Traglast- und Einspielanalyse in ANSYS wurde 
mit Hilfe aus Literatur Lösungen verglichen. Dazu wurden zahlreiche FEM-Modelle erstellt.  
Die mit der direkten Grenzlastanalyse berechneten Ergebnisse stimmen sehr gut mit den 
bekanten Lösungen überein. 
 
Das neue entwickelte Optimierungsprogramm IPDCA [7, 51] zur Berechnung der Zuverläs-
sigkeit einer Komponente, wurde auf verschiedene Beispiele mit großer Dimension ange-
wendet, wobei sich IPDCA als leistungsstärkstes von allen Algorithmen erwies. Insbesonde-
re hat IPDCA  seine Überlegenheit über die LANCELOT Software [24], die auf der Methode 
der LAGRANGE’SCHEN Multiplikatoren beruht, gezeigt, indem ein Problem, für dessen Lö-
sung LANCELOT ungefähr eine Woche benötigte, innerhalb von 30 Minuten gelöst wurde. 
 
Ausgehend von den Erfahrungen, die in dieser Arbeit bezüglich der genaueren und schnel-
leren Festigkeitsberechnung mittels Traglast- und Einspielanalysen erarbeitet wurden, ist 
der Einsatz der allgemeine Grenzlastanalyse mit Hilfe von ANSYS positiv zu bewerten.  
 
Die in dieser Arbeit entwickelten Konzepte Zuverlässlichkeitsanalyse unter Berücksichti-
gung des plastischen Strukturverhaltens sind eine viel versprechende Weiterentwicklung 
der bisherigen elastischen Konzepte der Zuverlässlichkeitsanalyse. 
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Zunächst sollten folgende Erweiterungen der Arbeit durchgeführt werden: 
 
• Die Berechnungen völlig zu automatisieren. Diese Perspektive sollte ohne große 
Schwierigkeiten realisierbar sein, da alle Elemente, die für diese Implementierung 
notwendig sind, schon verfügbar sind. 
• Weiterentwickelung der Grenzlastanalyse für groß dimensionierte Probleme, mehr 
als 100 000 Freiheitsgrade. 
• Anwendung die im Anhang A vorgestellte dynamische Programmierung auf mehre-
re großangelegte Probleme. 
 
Allgemein empfehlen sich folgende Erweiterungen: 
 
• Durchführung geeigneter Experimente zur Bestimmung der Einspielgrenze. 
• Weiterentwickelung der Grenzlastanalyse für komplexe Stoffgesetze. 
• Einbeziehung komplexer Belastungen, z.B. dynamische (Temperaturfront). 
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A Anhang 
 
 
A.1 Dynamische Programmierung 
 
A.1.1 Ziel 
 
Verkürzung der Rechenzeit während der Optimierung. 
 
A.1.2 Idee 
 
Bestimmung der inaktiven Variablen und ihre Eliminierung. Auf diese Weise reduziert man 
die Anzahl der Variablen und somit die Rechenzeit. 
 
A.1.3 Vorgehensweise 
 
Man beginnt mit einer Rechnung mit 20 bis 40 Iterationen; aus den Ergebnisdaten erhält 
man den Sicherheitsfaktor für die Einspielung αSD und die Eigenspannungen ρ für jeden 
Gaußpunkt IG in den sechs Richtungen (3D). Damit können wir die Gesamtspannung be-
rechnen.  
 
SD
E
ij ij ijσ α σ ρ= +                                                           (A.1) 
 
für jede Lastecke jP   des Lastraumes L  und in jedem Gaußpunkt  IG. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung A.1: : Lastraum L  für zwei Lasten und vier Lastecken jP  mit  j = 1,4 
1 1,
ϑP P
3 3,
ϑP P 4 4, ϑP P
+
2 2µ P
2 2µ−P
+
1 1µ P1 1µ−P  
2 2,
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Aus (A.1) berechnen wir die VON MISES Vergleichsspannung σeq (VON MISES). 
 
( )
1
22 2 2 2 2 2
11 22 22 33 33 11 12 23 31
1 ( ) ( ) ( ) 3
2eq
σ σ σ σ σ σ σ σ σ σ⎡ ⎤⎡ ⎤= − + − + − + + +⎣ ⎦⎢ ⎥⎣ ⎦     (A.2) 
 
für jede Lastecke jP  des Lastraumes L  und in jedem Gaußpunkt IG. 
 
Die VON MISES Vergleichsspannung für die Eigenspannungen ρeq (VON MISES) ist gegeben 
durch: 
 
( )
1
22 2 2 2 2 2
11 22 22 33 33 11 12 23 31
1 ( ) ( ) ( ) 3
2eq
ρ ρ ρ ρ σ ρ ρ ρ ρ ρ⎡ ⎤⎡ ⎤= − + − + − + + +⎣ ⎦⎢ ⎥⎣ ⎦     (A.3) 
 
Danach wurden die maximale und minimale Vergleichsspannung bestimmt. 
 
Zuvor hatten wir den Sicherheitsfaktor Eα  für den elastischen Fall in jedem Punkt jP  des 
Lastraums berechnet. 
 
Um die aktiven von den inaktiven Gaußpunkten zu unterscheiden, wurden die folgenden 
Bedingungen angewandt: 
 
Wenn 
  ( ) ( )E, ,Eeq j eq jIG IGσ α σ≥ ∗P P               erfüllt ist                                        (A.4)     
 
oder           
        
( ) ( )maxeqeq IGIG ρρ λ≥ ,                                                                               (A.5) 
 
mit Eeqσ  die MISES’SCHE elastische Vergleichsspannung und λ  ein Skalar, dann ist der 
Gaußpunkt IG aktiv.  
 
Durch Eliminierung der inaktiven Gaußpunkte erhält man ein Problem mit wenigen Variab-
len. Und man startet die Berechnung nur mit den aktiven Variablen. Dieses Verfahren wird 
auf das Problem der Lochscheibe unter Zug-/Druckbelastung (Anzahl der  Gaußenpunkte: 
NG = 1536) angewandt.  
 
 
1- Dynamische Programmierung mit der Bedingung (A.4) 
 
Im Folgenden werden wir dies Verfahren für ϕ = 30° (ein Punkt des LastraumsL ) des 
Problems einer Lochscheibe (Kapitel 5). Die erhaltenen Ergebnisse (Einspielanalyse) für 
diesen Punkt ohne dynamische Programmierung sind (siehe Tabelle 5.3 in Kapitel 5): 
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Gesamtanzahl 
Gaußpunkte 
 
Sicherheitsfaktor SDα  
 
CPU (s) 
ϕ IG LANCELOT LANCELOT 
30° 1536 0.6039 90 600 
 
 
Tabelle A.1: Einspielanalyse ohne dynamische Programmierung  
 
 
Die durch die dynamische Programmierung erhaltenen Ergebnisse für diesen Punkt sind in 
der Tabelle A.2 dargestellt. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabelle A.2: Einspielanalyse mit Dynamischer Programmierung mit der ersten Bedingung 
 
 
 
 
 
Dynamische Programmierung 
mit der Bedingung (A.4) 
 
Bedingung Iteration 
Anzahl aktiver  
Gaußpunkte 
IG(Aktiv) 
SDα  CPU (s) 
20 1233 0.6071 10 080 
25 1240 0.6071 5 400 
35 1247 0.6071 1 800 
100eqσ ≥  
40 1253 0.5994 2 400 
20 947 0.6071 3 000 
25 955 0.6071 3 000 
35 979 0.6071 3 300 
110eqσ ≥  
40 1009 0.6071 3 600 
20 729 0.5988 2 400 
25 738 0.6071 3 300 
35 752 0.6071 6 000 
120eqσ ≥  
40 794 0.6071 9 600 
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2- Dynamische Programmierung mit der Bedingung (A.5) 
 
 
 
Dynamische Programmierung 
mit der Bedingung (A.5) 
 
Bedingung Iteration 
Anzahl aktiver  
Gaußpunkte 
IG(Aktiv) 
αSD CPU (s) 
20 1040 0.6066 3 300 
25 1060 0.6067 3 240 
35 1075 0.6071 3 060 
max
100
eq
eq
ρρ ≥  
40 1098 0.6071 3 000 
20 910 0.6067 2 040 
25 929 0.6071 2 700 
35 945 0.6071 1 800 
max
80
eq
eq
ρρ ≥  
40 962 0.6071 1 080 
20 830 0.6071 3 000 
25 847 0.6071 2 400 
35 870 0.6067 2 280 
max
70
eq
eq
ρρ ≥  
40 891 0.6071 2 000 
 
 
Tabelle A.2: Einspielanalyse mit dynamischer Programmierung mit der zweiten Bedingung 
 
Man stellt fest, dass man mit der Bedingungen (A.4) und (A.5) den gleichen Sicherheitsfak-
tor αSD bei einer Zeitersparnis von 96% - 98% erhält. Der Wert λ muss dabei gut gewählt 
werden. 
 
Wir präsentieren hier eine dynamische Programmierungsmethode um die Berechnungszeit 
während der Optimierung zu reduzieren. Nach einer Parameterstudie haben wir zwei Be-
dingungen vorgeschlagen. Mit diesen beiden Bedingungen wird die Berechungszeit um 
94% bis 98% reduziert.  
 
Bisher wurde diese Methode nur auf eine Lochscheibe unter Zug-/Druckbelastungen für 
einen Punkt des Lastraums (ϕ = 30) angewandt. Um in Zukunft Ihre Effizienz zu zeigen 
müsste man diese Methode auf mehrere großangelegte Probleme anwenden.  
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