Š TEFAN PORUBSKÝ
It is a bit surprising that A l o m a i r e t a l. [1, Lemma 3.1] only recently noticed the result given in following Proposition 1 which, as it seems, has not appeared explicitly in the literature before, and which they used in a construction of a hash function. Nevertheless, forerunners of this result could be already found in various hidden forms earlier. One such result can be found in Lemma 2 which we shall use in what follows. 
In [5] a short proof and a quantitative extension of Proposition 1 is given. In [7] its generalization based on an idempotent analysis of the semigroup of the residue class ring modulo n can be found. In [2, Theorem 3.1] the result of Proposition 1 was generalized to ÈÖÓÔÓ× Ø ÓÒ 2º Let a, b, n ≥ 1 and t ≥ 1 be given integers. Then congruence (1) has a solution x 0 with gcd(x 0 , n) = t if and only if
In this note we shall shortly analyze the validity of Proposition 2 under a weaker condition that
for some t dividing gcd(b, n). Then we show that Proposition 2 actually follows from Proposition 1 thereby giving a shorter proof than the original one in [2] . Ä ÑÑ 2º If n, x ∈ Z and t = gcd(n, x), then there exists an integer a coprime to n such that x ≡ ta (mod n).
Notice that decomposition x = t x t does not yield a representation given in previous Lemma 2 in general. Take for instance, n = 12 and x = 9.
NEW SOLVABILITY CONDITIONS FOR CONGRUENCE ax ≡ b (mod n)
Then gcd(12, 9) = 3. Since gcd 
Lemma 3 finishes the proof.
Notice that a solvability of (1) implies more than simple divisibility relation (3).
Indeed, if x 0 is a solution of (1) and x 0 = tx 1 is a representation of this x 0 in the spirit of Lemma 2 with gcd(x 1 , n) = 1, then x 1 solves (4) and (4) to that of (3) is also true for t = gcd(x 0 , n) if (1) has a solution x 0 . In other words, if (1) is solvable, then (2) holds with t = gcd(x 0 , n).
If (1) is solvable, then t = gcd(x 0 , n) divides b for every solution x 0 to (1). However the necessary condition t| gcd(b, n) for possible candidates t with t = gcd(x 0 , n) is too generous. For instance, congruence 18x ≡ 12 (mod 24) has no solution divisible by t = 4. The set of solutions to this congruence is {2, 6, 10, 14, 18, 22}, and neither of them is divisible by 4. Another example is congruence x ≡ 2 (mod 4) not possessing solutions coprime to 4 which would correspond to divisor t = 1. Now we show that relation (3) is also sufficient for the solvability of (1), however with a weaker binding between the t's and solutions, as the next result shows:
If x 1 is one of its solutions, then x 1 t solves the original congruence (1).
It can be also noted that a mere solvability of (1) provided (3) holds for an arbitrary t dividing gcd(b, n) can be proved via Lemma 3 in several different ways. Here are two of them:
T h e f i r s t m e t h o d. We prove that if for a t dividing gcd(b, n) condition (3) is satisfied, then always gcd(a, n) | gcd(b, n). Suppose on the contrary that there is a prime p and a positive integer α such that Since p b 1 , p β−γ is the highest power of p which divides the RHS of (3).
To finish the proof consider the following two cases:
p n 1 : Then p α−γ is the highest power of p which divides the LHS of (3), and (3) implies a − γ ≤ b − γ, i.e., α ≤ β, what is impossible. p | n 1 : In this case the highest power of p dividing the LHS of (3) is p α−γ+ω for some positive integer ω. Then (3) implies α − γ + ω ≤ β − γ, or α + ω ≤ β, what is again impossible and the solvability condition gcd(a, n)| gcd(b, n) follows.
