This paper builds on Kočenda (2001) and extends it in two ways. First, two new intervals of the proximity parameter ε (over which the correlation integral is calculated) are specified. For these ε-ranges new critical values for various lengths of the data sets are introduced and through Monte Carlo studies it is shown that within new ε-ranges the test is even more powerful than within the original ε-range. A sensitivity analysis of the critical values with respect to ε-range choice is also given. Second, a comparison with existing results of the controlled competition of Barnett et al. (1997) as well as broad power tests on various nonlinear and chaotic data are provided. The results of the comparison strongly favor our robust procedure and confirm the ability of the test in finding nonlinear dependencies. An empirical comparison of the new ε-ranges with the original one shows that the test within the new ε-ranges is able to detect hidden patterns with much higher precision. Finally, new user-friendly and fast software is introduced.
Introduction
Growing interest as well as practical needs of researchers in testing for nonlinearity and chaos in high-frequency economic and financial data has prompted the design of various methods to accomplish the task. Among them, a well known BDS test was devised by Brock, Dechert, Scheinkman and LeBaron (1996) as a non-parametric method of testing for nonlinear patterns in time series. 1 The method is based on the correlation integral described by Grassberger and Procaccia (1983) and is unique in its ability to detect nonlinearities independent of linear dependencies in the data. The null hypothesis is that data in a time series are independently and identically distributed (iid); an alternative is not specified. In order to conduct the BDS test, two free variables (embedding dimension m and proximity parameter ε) must be chosen ex ante, with limited guidance from statistical theory; thus it is likely that inappropriate values may be chosen. Kočenda (2001) has suggested an alternative test which, through integrating across the correlation integral, avoids arbitrary selection of the proximity parameter ε and allows for running the test across an empirically endorsed set of embedding dimensions m. This paper builds on Kočenda (2001) and increases the operational ability of the alternative test in three ways. We improve the choice of the interval of the proximity parameter ε over which the correlation integral is calculated and suggest the range that maximizes the power of the test. We also bring necessary sets of critical values for various lengths of data and provide an analysis of their sensitivity with respect to the choice of proximity parameter range. Further, we compare the test with existing results of the single-blind controlled competition of Barnett et al. (1997) and perform power tests on various chaotic (nonlinear) and noisy chaotic data. The results strongly attest to our robust procedure.
Additionally, new compact software to run the test, as well as allowing for associated simulations, is introduced as freeware.
Section 2 provides a brief theoretical background and describes the motivation for ε-range choice in greater detail. Section 3 deals with the choice of 3 ε-range and supplies critical values generated by the Monte Carlo technique.
Section 4 contains a sensitivity analysis of critical values over different ranges of proximity parameter ε. Section 5 examines power tests, Section 6 describes the new software, and Section 7 briefly concludes.
Theoretical Background and Motivation
Chaotic systems of low dimensionality can generate seemingly random numbers that may give an impression of white noise, thereby hiding their true nature.
Under presumed randomness, a nonlinear pattern can hide without being detected.
Exchange rates, stock market returns and other macroeconomic variables of generally high frequency, for example, may originate from low-dimensional chaos. Detection of nonlinear hidden patterns in such time series provides important information about their behavior and improves forecasting ability over short time periods. 2 The analysis of chaotic systems often starts with computing a correlation dimension because of the ease of computation and the availability of sampling theory. The aforementioned BDS test is based on such a technique and was designed to detect hidden patterns in stochastic time series. This test is a nonparametric test of the null hypothesis that the data are independently and identically distributed (iid) against an unspecified alternative. The procedure has power against both deterministic and stochastic systems. The BDS test is a wellknown standard procedure; it is widely used for its ability to deal with stochastic time series, which makes its application in modern macroeconomics and financial economics extremely appealing.
While the BDS statistic is easy to compute, it suffers from an obvious drawback-the values of two parameters, proximity parameter ε (also referred to as tolerance distance or metric bound) and embedding dimension m, must be 1 We cite other well known tests later in Section 5.1. 2 Recent advances in research of chaos allow researchers to control chaotically behaving systems in various fields of physics, biology, chemistry, and medicine. Effective control for chaos in economics does not seem to be more realistic than discovering though. 4 determined ex ante. 3 Further, the BDS statistic, when used for testing, has often been evaluated for only few values of the proximity parameter ε. This was brought about, in part, by the Monte Carlo studies of Hsieh and LeBaron (1988) who tested the asymptotic normality of the statistic for three values of the parameter, and tabulated the corresponding critical values.
The alternative test of Kočenda (2001) suggests considering an OLSestimate of the correlation dimension over a range of ε-values, and is thus closer in spirit to the original correlation dimension than is the BDS test (for full details see the original paper). 4 The test rests upon the concept of the correlation integral, developed by Grassberger and Procaccia (1983) . Formally, let } { t
x be a scalar time series generated randomly according to a density function f. Thus, the correlation integral measures the fraction of pairs that lie within the tolerance distance ε for the particular embedding dimension m.
The alternative statistic uses a number of tolerance distances chosen from a specific range for each particular embedding dimension by calculating the slope of the log of the correlation integral versus the log of the proximity parameter over a broad range of values of the proximity parameter. The slope coefficients, m β , can be estimated as 3a) 3 Some guidance can be found for example in Dechert (1994), Brock, Dechert, Scheinkman and LeBaron (1996 ), de Lima (1992 ), and Hsieh and LeBaron (1988 Kočenda (2001) performed a Monte Carlo study with 10,000 replications of the distribution of the m β statistic under the null hypothesis of iid data.
Proximity parameter range and critical values
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Critical values were tabulated for data-length of 500, 1000, and 2500 observations allowing for nine embedding dimensions m (2-10). The range of proximity parameter ε, for which the critical values were generated, extends over the specific interval: n = 41 proximity parameters ε ranging over the interval (0.25σ, 1.00σ) in proportionally equal increments (σ being standard deviation of a sample).
The above original interval is chosen sensibly to allow for hidden patterns estimates of the correlation dimension were very unstable across values of ε.
5 As m β is, in fact, an OLS estimate of the slope coefficient, by econometric tradition it should be labeled as m βˆ. For the sake of notational simplicity, we decided to omit the hat. 6 See Hsieh (1991). 7 A compound random number generator based on the idea of Collings (1987) and constructed from 17 generators described by Fishman and Moore (1982) was employed to generate iid data. 6 corresponding to very narrow tolerance distances. However, a single ε-range prevents observing whether and how sensitive the tabulated critical values are to a choice of different ε-range. Further, the originally chosen ε-range does not need to be an optimal range; e.g. the range that, when used, maximizes the power of the test. We elaborate on this issue in the following sections.
Range selection
The issue of the ε-range choice is complicated by the fact that we cannot theoretically derive a correct range of proximity parameters. This is due to the fact that the behavior of the m β statistic within an ε-range is closely related to the composition of the analyzed data. Therefore it is possible that one ε-range is more appropriate for some kind of data and a different e-range for another one. (We will come back to these issues in Section 5.4) For this reason, we select two additional ranges of proximity parameters to study whether and how the critical values behave. 8 We proceed with calculating critical values, then compare them for three different intervals, and finally perform a series of power tests to expose the range that provides the test with the greatest power against the null hypothesis. Such a range should be considered the optimal one. Since both the BDS and the Kočenda tests start with computing the correlation integral, we use the BDS literature as a point of reference on what proximity parameters are often used as required entries to compute the test. Table 1 offers a summary of selected representative literature dealing with the issue.
To repeat, Kočenda (2001) provides critical values for proximity parameter in a range of (0.25σ, 1.00σ); this is our first (original) interval. This range is the most discriminating range of the proximity parameters ε, which means that it takes into account primarily very small tolerance distances among the data in a sample. By this token the test is able to uncover only a specific class of non- 8 The issue of different ε-ranges is discussed also in Belaire-Franch (2003) who argues that although the power of Kočenda's test can be more powerful than the BDS test, more than one ε-range should be used. The two additional ranges used in his study were constructed only as an additive extension to the original range without any theoretical or empirical argument given to support the choice.
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iid patterns within data.
The second interval is motivated by the results of Monte Carlo studies performed by Hsieh and LeBaron (1988) , who found that the power and size of the BDS test is maximized when proximity parameter ε is chosen between 0.5 and 1.5 of the standard deviation of the sample. For this reason we have chosen to calculate values of correlation integral for (0.50σ, 1.50σ) range of proximity parameters. Table 1 illustrates that, indeed, numerous empirical studies used isolated values of proximity parameter within such a range of values.
The third interval represents the broadest range of sensible proximity parameter values that are used in the empirical literature. Since we concur with Kanzler (1999) , who shows that the asymptotic normality of the BDS test depends on the correct choice of proximity parameter, we employ the broad interval of proximity parameters within (0.25σ, 2.00σ) in order to avoid omitting its possible correct values when computing the statistic of the Kočenda test. The ample use of proximity parameter values from within the third range is again documented in Table 1 .
Critical values
In order to derive statistical properties of the Kočenda test when different proximity parameter ranges are used, a Monte Carlo study of the distribution of the statistic under the null hypothesis is performed.
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Our sample consists of drawing 20,000 time series from a standard normal distribution of length 500, 1000, and 2500 observations in each series.
The data were generated using an inversive congruential generator. The first 1000 observations were discarded to avoid dependency on the initial condition.
Finally, the generated data were randomly shuffled to reduce any hidden nonrandom dependencies in the data. The practical advantage of an inversive congruential generator (ICG) against a linear congruential generator (LCG) is that ICG guarantees the absence of a lattice structure. We have opted for the ICG for its superiority, despite the fact that it is significantly slower than LCG. Both generators 9 Monte Carlo simulations are used instead of distribution theory because the test is non-parametric. 8 are easy to implement and there is abundant literature available with the portable code, parameters and test results. The cut-off point represents the number of matches that maximizes the power of the test or, implicitly, minimizes error of the second kind.
11
Finally, quantiles for the slope coefficient estimates m β at different dimensional levels were tabulated. Table 2 presents the quantiles to allow a hypothesis testing at levels of 1%, 2%, 5%, and 10% for time series of 500 observations. Tables 3 and 4 present the quantiles for time series of the length 1000 and 2500 observations, respectively. Let L α and U α be lower and upper 10 The described data-generating strategy was chosen for two reasons. First, an ICG effectively eliminates repetitiveness in the data caused by the limitations of computer hardware. Secondly, other methods such as hypothetically obtaining white noise residuals by estimating a generating process (i.e. AR, ARCH, GARCH, etc.) may possess some unaccounted for structural form which would bias the critical values in a Monte Carlo simulation. The issues of how the asymptotic distribution of the test statistics might be affected by the estimation process is discussed by de Lima (1998). 11 By simulation it was found that such a number lies in the interval between 40 to 50. To be on the safe side, the value of the correlation integral was constrained to be 50. The "cut-off" value for C m (ε) must be chosen before slope coefficient estimates are computed. C m (ε) = 50 resulted from simulations that were compared with various trajectories resulting from the analysis conducted on different time series. 9 bounds of the (100 -α)
then the null hypothesis of iid can be rejected at the α percent confidence level. to 10% at embedding dimensions up to 5 and differences reach higher values as embedding dimension increases. This is a notable feature for 97.5% quantile where differences range from 10% to about 40%; the increase in differences is correlated with embedding dimension and is inversely related to sample size.
Sensitivity of critical values to an
The smallest differences, on other hand, exist between a pair of tabulated critical values of the newly suggested ranges [(0.50σ, 1.50σ) and (0.25σ, 2.00σ)].
Specifically, all differences were below 8% or even smaller, below 3%, at embedding dimensions from 1 to 5. When we consider the values themselves, the differences are negligible.
Variation of critical values is not only associated with the range of proximity parameter but also with the value of embedding dimension used and with the size of a sample, as we already mentioned. To complete the assessment of differences among critical values tabulated for different ranges of proximity parameter, we provide Table 5 , which contains absolute differences among critical values between pairs of all three ε-ranges.
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We have found that, in the case of a sample size of 2500 observations, the differences of critical values tend to increase with embedding dimension m for all three pairs of ε-ranges (while this tendency can be traced for 97.5% quantile, it becomes less pronounced for 2.5% quantile). We can trace the same tendency for some pairs of ε-ranges in a sample size of 1000 observations.
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For a sample size of 500 observations the differences in critical values follow an erratic pattern. In general, the differences are also somewhat larger for a small sample size (e.g. in our case a sample of 500 observations is a small sample when compared to a sample size of 1000 or 2500 observations). The main reason is that as embedding dimension m increases, fewer and fewer non-overlapping m-histories become available to compute the correlation integral. In a small sample, there are few data available and deviation of critical values is thus greater for the small data size.
13
A further implication is that for samples of moderate size only a lowdimensional chaos is characterized. This is due to the fact that the estimates of C 1,T show a far larger deviation around their asymptotic values when the samples are small than when they are large (Kanzler 1999). However, as we stated earlier, the correct choice of ε is unknown. Moreover, small ε causes the expected number of close histories to be small and thus renders estimation of C m,T less reliable. This means that the choice of ε has a greater impact on the reliability of C m,T than on
The main result of sensitivity analysis of critical values is that they differ for three ε-ranges and these differences are smallest between the critical values of the ranges [(0.50σ, 1.50σ) and (0.25σ, 2.00σ)].
It may seem that when several intervals of proximity parameter ε are proposed a problem of arbitrary selection of proximity parameter (in the BDS test)
is transformed into the problem of selecting its appropriate range (in the Kočenda test). Fortunately, in the following section, we show that this is not the case.
Performance and power of the test
Performance in competition
In order to compare performance of the Kočenda test with other tests for nonlinearity and chaos we have exploited the study of Barnett et al. (1997) who performed a well-known single-blind controlled competition to compare the power of five highly regarded tests for nonlinearity or chaos against various alternatives.
14 This approach allows us to distinguish which of the three ε-ranges maximizes the power of the test as well. This way, selection of the appropriate range loses its mystery.
In order to facilitate accessibility of our results we briefly outline the above single-blind competition. Despite the fact that the study of Barnett et al. (1997) is widely known, we urge consulting the original source for exhaustive details. The data used in this competition were simulated by five different generating specifications at two sample sizes. The "small" sample size contains 380 and "large" sample size 2000 observations. The samples were generated by the following five models:
1. Fully deterministic, chaotic Feigenbaum recursion (FEIG) of the form:
( ) The white noise disturbances, u t , in the four stochastic models were sampled independently from a standard normal distribution and were generated using the fast acceptance-region algorithm of Kinderman and Ramage (1976) , with the initial seed value set by the clock of the computer at the time the program was run. Of the five data generating models, specification (5.1) is chaotic and noise free, whereas the other specifications represent stochastic processes.
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The five tests that were used in the competition are the following: Hinich bispectral test in the frequency domain of flatness of the bispectrum, which is a test of the null hypothesis that the skewness function is flat, and hence that there is a lack of third order nonlinear dependence (for details see Hinich, 1982) ; BDS test for implicit evidence of nonlinearity. This is a test of the null hypothesis of iid (for details see Brock, Dechert, Scheinkman, and LeBaron, 1996) ; NEGM nonparametric test for positivity of the maximum Lyapunov exponent, which is a direct test for chaos (for details see Nychka, Ellner, Gallant, and McCaffrey, 1992) ; White test for nonlinearity, a test of the null hypothesis of the linearity in the mean (for details see White, 1989a, b; Lee, White, and Granger, 1993; Jungeilges, 1996) ; Kaplan test for nonlinearity, which is a test of the null hypothesis of linearity of the dynamics found in the data (for details see Kaplan, 1994) .
Following the strategy of Barnett et al. (1997) we have used the same samples of the data that were used for the blind competition and run the Kočenda test on them; we have downloaded all ten data samples generated by models (5.1-5.5) from the Working Paper Archive maintained at Washington University.
16
The results are presented in Table 6 .
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For the most restrictive interval (0.25σ, 1.00σ) and small sizes of the data the test was unable to confidently reject the iid hypothesis in case of GARCH, NLMA, and ARCH processes. Poor performance of the test in the case of the ARCH process occurred at embedding dimensions of 6 and higher; this range of values is associated with a higher dispersion of critical values (see Section 3.3).
For two additional intervals, (0.50σ, 1.50σ) and (0.25σ, 2.00σ), the test rejected the iid hypothesis correctly at the 1% level for all processes and both sample sizes.
This result is very encouraging since rejection of the iid null could also be made at all embedding dimensions; thus, the procedure has not left a void in inference with respect to both subjectively selected parameters of the test. Note that both sample sizes of competition data (380 and 2000) are different than sizes for which we generated critical values (500, 1000, and 2500). For small (380) and large (2000) samples the closest critical values for sizes of 500 and 2500 observations were used, respectively.
We knew the nature of the data beforehand and therefore we did not perform a blind competition in the strictest sense. On the other hand, human factor enters the execution of the Kočenda test only in selecting ε-range and embedding dimensions; this becomes obvious later when we introduce new userfriendly and fast software to perform the test. By running the test in all three ε-ranges, each time for nine embedding dimensions, we eliminated potential reservations concerning our results. Further, since original data as well as our software are freely available, within minutes our findings can be easily replicated and verified.
To summarize: our results show that the test performance is very satisfactory since with a correctly selected ε-range it performs equally or better than the tests included in the competition performed by Barnett et al. (1997). 17 Further, the time needed to run the test with our new software is negligible.
Power tests
In addition to the performed competition we decided to verify performance of the test with multiple data sets by proceeding with a series of power tests. Power tests allow for further assessment of performance as well as enable us to establish a basis for correct selection of the ε-range.
In order to show ability of the test to correctly distinguish between truly random and random-like data we have performed a series of power tests to judge the performance at a 5% significance level, thus fixing the probability of the "first-type" error. When the test is applied to the random-like data, the relative number of non-rejections of the null hypothesis (H 0 : data are iid) at the given significance level corresponds to the probability that the test is subject to the "second-type" error-not rejecting the null hypothesis when it is not true. The smaller the probability of the "second-type" error (probability of the "first-type" error being fixed) is, the greater the power of the test.
To conduct the power tests we pursued the following strategy. For each of the five models described in specifications (5.1-5.5), and used by Barnett et al.
(1997), we have generated 1000 samples of data.
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The data were generated in three sizes of 500, 1000, and 2500 observations. We have used all samples to perform a battery of power tests; the results are reported in Tables 7-9 . For better accessibility we report cumulative results of the power tests as a percentage of H 0 rejections; the percentage when the test correctly rejects the null hypothesis since tested data are anything but iid.
Across all proximity ranges as well as sample sizes the test always two cases out of five and ambiguous in the other three. With the large sample, the test was correct in all five cases. The NEGM test was correct in all five small sample cases and all five large sample cases. In the small sample cases, White's test was correct in four out of the five cases, and failed in the remaining case. In the large sample cases, White's test again was correct in four out of the five cases, and failed in one case. Kaplan's test was correct in all five cases both with the small samples and the large samples. 18 Because the Feigenbaum process is deterministic we have replicated 1000 times only the four other processes, to be precise. Since competition performed by Barnett et al. (1997) , understandably, does not contain power tests of participating tests, we do not offer any comparison in this respect.
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accurately rejects the null hypothesis for FEIG and ARMA processes. For the remaining processes the power of the test uniformly improves with the sample size as one would expect.
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GARCH, ARCH, and NLMA processes pose some challenge to the test at sample size of 500 observations; the power of the test dramatically improves for ARCH and NLMA processes when samples of 1000 and 2500 observations are used. An interesting picture emerges when the power of the test is compared among the three ranges of the proximity parameter. The power is lowest for interval (0.25σ, 1.0σ) but improves radically for intervals (0.5σ, 1.5σ) and (0.25σ, 2.0σ). For these two intervals the power of the test is extremely high, above 90% in most cases even for the small sample size of 500
observations; an exception is the power in the GARCH process. The power of the test is highest for both wide intervals and large sample size (2500 observations) in all five processes; it is near 100% of correct rejections for the GARCH process and precisely 100% for remaining processes.
Further power tests on chaotic data with noise
For the sake of consistency the previous power tests were performed on the set of processes used in Barnett at al. (1997) . We performed further power tests on other chaotic processes with additive noise. In order to keep the extent of work manageable we have chosen two standard non-univariate chaotic systems to generate the data; both were additively contaminated with noise (the results of these additional power tests are presented in Tables 10-12) .
First, we have chosen the Hénon (1976) map, which is a bivariate chaotic system described by a pair of difference equations; for our purpose we used a collapsed version of the original system given by specification as in Lai and Chen The test recorded a 100% rejection rate of the iid hypothesis correctly for both chaotic and noisy chaotic series for all three ε-ranges used.
Further, we opted for the Lorenz (1963) map, which is a trivariate chaotic system described by a system of differential equations. However, for our purpose we used a more intricate specification of the system of 10 differential equations suggested by Lorenz (1996) and Emanuel and Lorenz (1998) . In general, it is a system of N differential equations with N variables specified as:
To make these equations meaningful, it was set
The variables of the system are scaled so that the coefficients of the quadratic and linear terms are unity. For the purpose of our simulation we consider N = 10. Like the previous case of the Hénon map we contaminated data with noise by adding error process u t , where u t is independently and normally distributed with mean 0 and variance 0.04 as in in Lai and Chen (2003) .
The test recorded a 100% rejection rate of the iid hypothesis correctly for both chaotic and noisy chaotic series for all three ε-ranges used.
Range selection recommendation
The results of the power tests combined with the findings on sensitivity of the critical values to the ε-range choice enable us to formulate the following recommendations.
Unless assumptions of a research project dictate otherwise, the intervals (0.50σ, 1.50σ) and (0.25σ, 2.00σ) should be used. If no preferences associated with research motivations are set, we suggest avoiding the use of the (0.25σ, 1.00σ) range since the power of the test is lower than for the other two intervals (negatively biased estimator).
For "short" data samples the (0.50σ, 1.50σ) range should be used as a preferred choice, especially in cases when a set of the lower embedding dimensions is used, as is common practice among researchers. Range (0.50σ, 1.50σ) has slightly better power over embedding dimensions m = 2-5 than the 17 range (0.25σ, 2.00σ), which has better power over dimensions m = 6-9. Thus, range (0.50σ, 1.50σ) should be used for tests carried over embedding dimensions m = 2-5 and the range (0.25σ, 2.00σ) for tests carried over the whole set of dimensions, e.g. m = 2-9. However, since testing at high levels of embedding dimension m (when m is higher than 5) is often questionable due to reasons articulated earlier, the range (0.50σ, 1.50σ) may be used as a convenient template option.
The bootstrap method
The critical values in Section 3 were tabulated under the assumption of a standard normal distribution. This is a sensible assumption when real data are meant to be scrutinized by the test. The two kinds of most widely used data exploited in the literature on nonlinear dynamics are exchange rates and stock prices (see Hsieh, 1989 and 1991 for comprehensive assessments); further typical data are returns on bonds and treasury as well as inflation rates (see Hiemstra and Kramer, 1997).
The residuals coming from models aiming to capture nonlinear dynamics in such data are usually subject to testing for being iid since most frequently they are normally distributed but often still exhibit nonlinearities (e. g. they are not independent).
To illustrate the point we present histograms of several series of residuals from nonlinear models of exchange rates as well as stock prices. For exchange rates we use several standardized residual series from models by Kugler and Lenz (1990, 1993) and Brock, Hsieh, and LeBaron (1993) .
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The histograms of 20 Kugler and Lenz (1990) analyzed the nonlinear dependence of weekly exchange rate changes for four currencies against the US (the rate of change of the log exchange rate Brock, Hsieh, and LeBaron (1993) analyzed the daily closing bids for the five major currencies in US dollars. They estimated the GARCH model specified as 18 distributions of particular residuals are presented in Figure 2 .
For stock prices we use standardized residuals from models using stock price indices from Standard & Poors 500 Index and Dow Jones Industrial Average Index.
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These stock indices represent two of the most commonly used benchmarks of overall stock market developments and were used in numerous studies; to name just a few, S&P500 stock index was used in studies of Harris (1989), Brorsen and Yang (1994) or Bollerslev and Mikkelsen (1999) The histograms of residuals for both exchange rates and stock indices clearly show that series approximate standard normal distribution and do not exhibit any significant departures or distortions. Yet we know that many of the real economic series are not iid, similar to artificial nonlinear data. Still their distributions may look perfectly normal, as is the case of four processes used in the study of Barnett et al. (1997) whose distributions are presented in Figure 4 .
Hence, for the real economic data that we just introduced for illustrative purposes, the use of tabulated critical values is wholly appropriate. However, this does not need to be the case if data exhibit excessive departure from standard Hsieh (1991) analyzed whether ARCH-type models are able to capture all the nonlinear dependencies in the stock returns. He used EGARCH model specified as only when the departure of tested time series from the normal distribution is very small (as in the ample examples given above). In other cases we suggest using the bootstrap method as discussed in Belaire-Franch (2003) .
Software
In order to facilitate running the test we provide fast and user-friendly software to calculate values of the test statistics. In line with the previous exposition, a researcher has three choices for range of epsilons: (0.25σ; 1.00σ), (0.50σ; 1.50σ) or (0.25σ; 2.00σ). This is done at nine embedding dimensions m = 2, ..., 10. The program automatically suggests the optimal set of critical values based on the 23 They used data generated from contaminated normal distribution CN(ε, K 2 ) given by distribution 
Conclusion
In this paper we tabulated new sets of critical values for the test of Kočenda (2001) to allow for better selection of proximity parameters interval. We also provided a sensitivity check to the robustness of critical values with respect to the 21 choice of range of proximity parameters. Further, we performed a series of power tests.
The results of the power tests combined with the findings on sensitivity of the critical values to the ε-range choice suggest that unless assumptions of a research project dictate otherwise, the intervals (0.50σ, 1.50σ) and (0.25σ, 2.00σ)
should be used. If no preferences associated with research motivations are set, we suggest avoiding the use of the (0.25σ, 1.00σ) range since the power of the test is lower than for the other two intervals (negatively biased estimator). For "short" data samples the (0.50σ, 1.50σ) range should be used as a preferred option. Range (0.50σ, 1.50σ) has slightly better power over embedding dimensions m = 2-5 than the range (0.25σ, 2.00σ), which has better power over dimensions m = 6-9. Thus, range (0.50σ, 1.50σ) should be used for tests carried over embedding dimensions m = 2-5 and the range (0.25σ, 2.00σ) for tests carried over the whole set of dimensions, e.g. m = 2-9. However, since testing at high levels of embedding dimension m (when m is higher than 5) is often questionable due to reasons articulated earlier, the range (0.50σ, 1.50σ) may be used as a convenient template option.
Further, we introduced a new compact program to run the test as well as simulations. The software is very fast, user-friendly, and may be downloaded from http://home.cerge-ei.cz/kocenda/software/ as freeware, subject to appropriate citation. 
By the virtue of equation (2.1) for sufficiently small ε it holds that
Combining previous results, namely (A.3), (A.4), and (A.5), it follows that for
As in the regression ( )
the left hand variable has a negative bias from
Therefore, the smaller ε, the smaller the bias, so that the estimated coefficient Note: The entries are differences between critical values of two different ranges; for each interval the differences are computed for 2.5% quantile (the first row) and 97.5% quantile (the second row). Note: Superscript denotes significance at levels of (a) 1%, (b) 2%, (c) 5% and (d) 10%.
The sample size T = 380
The sample size T = 2000 FEIG (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% GARCH (0.25σ-1.00σ) 11,1% 10,0% 7,0% 6,0% 7,4% 6,6% 5,1% 2,7% 1,4% (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 99,9% (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Note: The entries are rejection rates in %, computed at the 5% level. FEIG (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% GARCH (0.25σ-1.00σ) 24,3% 21,8% 12,3% 7,1% 6,5% 8,1% 6,7% 5,8% 4,1% Henon (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Lorenz (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Henon (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% +noise (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Lorenz (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% +noise (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Note: The entries are rejection rates in %, computed at the 5% level. Henon (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Lorenz (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Henon (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% +noise (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Lorenz (0.25σ-1.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% +noise (0.50σ-1.50σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% (0.25σ-2.00σ) 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% Note: The entries are rejection rates in %, computed at the 5% level. 
Figure 2
Histograms of standardized residuals from exchange rate models Note: BHL91, KL90 and KL93 are standardized residuals for a particular exchange rate from Brock, Hsieh and Lebaron (1991) , Kugler and Lenz (1990), and Kugler and Lenz (1993) respectively. 
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