Abstract-Many optical imaging, ranging, and communications systems rely on the estimation of the arrival time of an optical pulse. In systems utilizing photon-counting photodetectors, which are finding increased use, the detected process is well modeled as a Poisson point process.
I. INTRODUCTION
An accurate measurement of the arrival time of an optical pulse is a crucial component in many optical ranging, imaging and communication systems. For example, monostatic directdetection laser ranging systems calculate time-of-flight estimates by measuring the difference between the transmission time of an optical pulse and the time-of-arrival of the reflected echoes [1] . Similarly, for (bistatic) laser ranging between two optical transponders, accurate estimates of pulse arrival times at both ends are necessary [2] . Depth information in 3D optical imagers are typically derived from time-of-flight estimates for optical pulses [3] . In optical communication systems with slotted modulation schemes (such as pulse-position modulation), slot synchronization is performed by accurately estimating the slot edges, i.e., the arrival times of a sequence of optical pulses [4] . Photon-counting photodetectors, which are limited by the quantum noise of the impinging optical field, are finding increased usage in the receivers for these systems due to their high sensitivity at low incident photon flux. The photocurrent from these photodetectors is well-modeled as an inhomogeneous Poisson point process with a rate function proportional to the detected optical photon flux [5] .
In this paper, we study maximum likelihood (ML) timeof-arrival estimation of optical pulses from ideal photoncounting photodetectors to develop an analytic model of the mean-square error under a variety of operating conditions, determined by the optical pulse shape, photon flux and background noise. For brevity, we restrict our attention to the low background noise regime, and for analytic convenience, we Bruce Moision Jet Propulsion Laboratory California Institute of Technology Pasadena, CA 91109, USA Email: b.moision@jpl.nasa.gov model the pulse shapes as generalized Gaussians. In Section II we establish the framework of our analysis and briefly review the Cramer-Rae bound and the ML estimator. Section III focuses on modeling two threshold effects observed in the mean-square error (MSE) of the ML estimator. Approximate expressions for the thresholds are determined in Section IV. Finally, Section V summarizes our results.
II. PROBLEM FORMULATION
It will be convenient in our analysis to use a normalized time variable u~irr; where t is time in seconds, and T s indicates a normalization period, such as the slot duration in optical modulation. Now, suppose a periodically repeating optical pulse, which we represent in photon-units for convenience, impinges on an ideal photodetector, such that individual photon arrival times are observable. This will generate a random photocurrent, which we have normalized by the electron charge q for convenience, that is accurately modeled as an inhomogeneous Poisson process with rate function 00 A(u)~ns L !(u-kM)+nb, (1) k=-oo where ri; denotes the mean number of signal photons per pulse, ru, denotes the mean number of background photons per slot, M is the repetition period (we assume MEN), and
is a generalized Gaussian pulse with full-width 2a, and pulse decay rate p. Henceforth, we shall assume M » 2a, so that the overlap between the pulse repetitions in (1) is negligible, and we shall assume p 2: 1, for analytic convenience.
Suppose this pulse sequence is delayed by a nonrandom, yet unknown, parameter () E (-MI2,MI2], and we wish to estimate this delay from the photocurrent, with rate function A(u -()), observed over some finite interval [0, K M), where K is a positive integer. 1 The photocurrent within this interval yields a random number of photon arrivals, denoted by N, lit is implicit in this formulation that the apriori uncertainty in the timeof-arrival is within one period of the pulse train.
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(l) (l) where Ccrb represents the high-SNR error and c pk is responsible for the slow degradation at moderate signal levels. The last term here is motivated by the MSE threshold characterization for Gaussian-noise corrupted observations [9] , [12] . The event A captures large estimation errors that occur at low SNR or when Kn, « 1, and CA is the associated error that yields the rapid deterioration. A denotes the complement of A.
We first develop intuition from the behavior of the ML estimator cost function. An instance of the cost function in the K n ; » 1 and high SNR regime is shown in Figure 2 (a). The cost function has a clearly identifiable peak, due to the large cluster of photon arrivals around the true value of the parameter. Furthermore, the arrival times that deviate significantly from the true parameter value are much fewer in number, so we may infer that the peak of the cost function has negligible sensitivity to the location of these-mostly backand associated photon arrival times, denoted by the set {Ui E [0, K M) ;i = 0, .. . , N -I}. In a Poisson process, the joint probability density of these random variables is [6] KM N-I (2) for N = 1,2, . . . , and p( {ud,
p({ud , N ;e) = ex p {-l A(U)dU}!! A(Ui -e)
Therefore, the ML estimator of ecan be expressed as
Whenever a tie occurs in the cost function, we assume that e ML is determined at random, with a uniform probability measure over all possible candidates. One can show that the asymptotic Cramer-Rao lower bound on the MSE of an unbiased estimator eis given by
where SNR~n s!(O) /nb. From (3), the Cramer-Rao bound can be improved by increasing the total photon number (i.e., by increasing K n s ) , or by increasing the peak photon flux for constant K n s (i.e., by decreasing a), or by shaping the pulse to have faster decaying tails (i.e., by increasing p). Figure 1 illustrates the simulated MSE of the ML estimator as a function of K n s , for two cases. These examples clearly demonstrate that the performance of the ML estimator is not fully explained by the Cramer-Rao bound in the lowto-moderate mean photon number range. In particular, three regimes prevail in these simulation results. When K n s » 1, the ML estimator performs very close to the Cramer-Rao bound. As K n s decreases, the MSE diverges from the CramerRao bound with a near-linear slope in logarithmic scale, and when the signal photon number falls below a threshold the MSE degrades rapidly towards that of randomly guessing. We expect near-optimal performance in the high signal regime, since, under general regularity conditions the ML estimator is asymptotically efficient [7] , [8] . The rapid degradation at either low SNR or K n; « 1 is also commonly observed in nonlinear estimators, and such behavior has been studied extensively for time-of-arrival estimation from Gaussian-noise corrupted observations [9] , [10] , [11] , [12] . The performance degradation in the intermediate regime, as we shall show in our model, arises from an ambiguity in estimating a continuous delay parameter from a discrete random process.
III. ME AN-SQ UARE ERROR OF THE ML ESTIMATOR
Prior to embarking on a lengthy derivation, let us state that the MSE expression we arrive at the end of this section is of the form? (4) 
where I is an indicator that is independent of all other random variables and takes the values a and 1 with equal probability.
The first event in this union corresponds to having no arrivals in the observation window, in which case the estimator is forced to guess the true value at random. The second event indicates that when there are more arrivals in one of the bins that does not include the true value of the parameter an outlier event has occurred. The third event indicates that when there is a tie between the number of arrivals in the correct bin and an erroneous one, with probability one-half the event is an outlier. Note that this description of A is not a one-to-one map of all instances in which the estimator yields a large error. Nevertheless, A captures most of the outlier events. Using A, we divide the MSE for the ML estimator into two terms as
In order to distinguish between the small errors that occur around the true value of the parameter and the larger deviations, we introduce an approximate mathematical description of the events that fall within the latter category, which we shall henceforth refer to as outlier events. First, we divide the parameter space (-M / 2, M / 2] into bins of width 2')' (shown in the background of Figure 2 ), where we assume that L~M / 2')' is an integer, one bin is centered around the true value of the parameter e, and the range of the bins are defined modulo M so that a bin partially overlapping with one period will wrap around to the other end. Let Ns, for 
EOM J(BML -e)2] = E O M LIA:[(BML -e)2] Pr(A)

+ EoMLI A[(BML-e)2] Pr(A ). (6)
Let us first concentrate on the latter term, which, we note, represents the outlier error term in (4). Via (5), we have ground contributed-outliers. As the SNR degrades, however, background-contributed photons result in a highly irregular cost function with many comparable local maxima, an example of which is shown in Figure 2(b) . Consequently, the ML estimator can deviate from the true value significantly, as the background-contributed photon arrival locations vary from one realization to another. Because the Cramer-Rao bound pertains to local errors around the true value of the param eter [7] , it does not predict the MSE behavior due to large-scale deviations caused by incident background photons , which is typical at low SNR. Note that when N = 0, the estimator is forced to guess at random, resulting in large errors, also not predicted by the Cramer-Rae bound. This event dominates the performance when Ktn,
When there are no arrivals, the error is uniformly distributed on (8) i =l i =l (14) where we have also used K J2, A(u)du R::: Kn; Thus , the peak ambiguity error contribution is inversely proportional to the square of the mean signal photon number K n s .
At this juncture, we have evaluated all terms that contribute to the MSE in (4). So, we return to Figure 1 to compare the simulated performance of the ML estimator to the error model we have derived. The two cases shown here yield a good agreement between the simulation results and the error model (and this remains true over a broad range of pulse shapes in the low background regime). Note that the relative prominence of the three error contributions varies from one set of parameters to another. For p = 100, three distinct regimes (10) which corresponds to the center point of the interval between the first and last arrival. This relation is exact for a rectangular signal pulse and no background noise, i.e., for p ----+ 00 and nb = 0, and it is reasonable to expect that it remains a good approximation for finite p and small nb.
Our second key assumption pertaining to (9) is that , as it contributes to the MSE, Ecrb is well approximated as 
i.e., the high-SNR approximation to the Cramer-Rao bound. At large K n s the second term in (9) vanishes, and the MSE in (4) approaches the Cramer-Rao bound. Thus, in this limit the approximation in (II) is tight. At small K n s , on the other hand, either the second term of (9) or (7) will dominate the overall MSE, so the tightness of the approximation in (II) is immaterial.
We are now better equipped to interpret the Ecrb and Epk contributions to the MSE of the ML estimator. Epk represents an ambiguity in resolving the center of the impinging optical pulse due to the discrete nature of the arrivals in a Poisson process. This is best motivated by considering a rectangular pulse and no background noise . In this case, given a realization of photon arrivals , any Bin [8-~1 , 8+~2 ] is a maximum of the cost function, and the estimator chooses randomly on this interval. For pulses with finite p the cost function does have a unique maximum. However, a peak ambiguity persists in the sense that, conditioned on~1 and~2 , small perturbations in the number and locations of the intermediate arrivals from one realization to another will cause the location of the maximum to bounce around within [8 -~1 , 8 +~2], again yielding a random choice over the interval. Of course, as the mean photon number grows,~1 and~2 both approach 0 and the peak ambiguity due to the discreteness of the observations vanishes. as Ecrb and the second as Epk. We make two key assumptions at this juncture. First, we assert that where A was introduced earlier as the complement of A. Let us now return to the first term in (6), which we will expand as (Ecrb + Epk) Pr(A) according to (4) . We shall first carry out some mathematical manipulations, and afterwards motivate our steps. We define the random variables~1 and~2 as shown in Figure 3 .~1 denotes the offset of the first arrival in the bin containing the center of the pulse , with respect to the bin's left edge, and~2 denotes the offset of the last arrival in the same bin, with respect to its right edge. When No = 1, we assume that~1 and~2 refer to the same arrival. Using the law of iterated expectation, we write in the MSE is clearly identifiable, each corresponding to a regime in which one error term is dominating the others. For p == 2, however, the peak-ambiguity regime is not very prominent. Consequently, although larger p improves asymptotic performance at high K n s (as suggested by the Cramer-Rae bound), the peak ambiguity term significantly diminishes the gain seen in very large p values. For example, at K ti; == 10 2 the MSE for p == 100 is only a factor of 12.5 better than that for p == 2-rather than the factor of 50 predicted by the Cramer-Rao bound-due to the peak-ambiguity penalty.
IV. ApPROXIMATE EXPRESSIONS FOR THRESHOLDS
At high SNR, the MSE is dominated by the Cramer-Rae bound. As ti; decreases towards 0, there are two thresholds to consider. The first threshold, n~pk), separates the Cramer-Rao bound dominated regime from the peak-ambiguity dominated regime. A second threshold, n~A), identifies a transition to the outlier-error dominated regime. Because Pr(A)cA dominates (4) for n s < n~A), the peak-ambiguity threshold is relevant only when n~A) < n~pk). Hence we define this threshold to occur when Ccrb == cpk, and Pr(A)~O. From (11) , (14), and setting roy~a, we obtain the following approximation to
Kn~pk)~2p.
(15)
We define the second transition to occur when the outlierevent error is equal to the Cramer-Rae bound, i.e., when 
' where the first approximation follows from the union bound, and the second from an approximation to the Bhattacharyya bound, noting that ti; » nb around the threshold, and L -1M /2a. We substitute (18) into (16), and replace Kn; on the right hand side of (16) with (VK n s -v2aKnb)2 to arrive at the following approximation to K n~A): This article aims at developing a deeper understanding of the threshold behavior seen in ML time-of-arrival estimators for optical pulses, based on the photon arrival times registered by a photon-counting photodetector. To this end, we have determined that the MSE can be summarized in the form given in (4) . Here Ccrb is the high-SNR Cramer-Rae bound approximation that we have found in (11) . It represents the ultimate achievable performance at high enough SNR, and is ex: 1/K ti.: cpk denotes the peak-ambiguity error contribution, which arises due to the discrete nature of the observed Poisson process, and has a ex: 1/(Kn s ) 2 dependence (we have evaluated cpk Pr(A) in (13)). cA represents the error contribution from outlier events (A), which is approximately equal to the error of a uniformly-distributed random guess, thus, it is independent of K n s . The associated probability that an outlier event occurs is Pr(A), and the product cA Pr(A) is given in (7). Furthermore, we have obtained approximate analytic expressions for the thresholds between these performance regimes of the estimator, in (15) and (19). We find that the peak-ambiguity threshold n~pk) is determined by palone, whereas the outlier-event threshold, n~A) is predominantly determined by M, a and p.
