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In [2], Alon and Tarsi proposed a conjecture about the nowhere-
zero point in linear mappings. In this paper, we ﬁrst study some
generalizations of this problem, and obtain necessary and sufﬁcient
conditions for the existence of nowhere point in these generalized
problems under the assumption |F| n + 2, where n is the number
of rows of the matrix A. Then we apply the results in these gener-
alizations to give a polynomial time algebraic construction of the
acyclic network codings.
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1. Introduction
In [2], Alon and Tarsi proposed the following conjecture about the nowhere zero point in linear
mappings.
Conjecture [2]. Let A be a non-singular n by n matrix over the ﬁnite ﬁeld GFq, q 4, then there exists a
vector x in (GFq)
n such that both x and Ax have no zero component.

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Alon and Tarsi [2] proved that this conjecture holds for the case where q is not a prime. In [3], Baker
et al. proved that this conjecture holds for the cases when q n + 2 3 or q n + 1 4 by using a
probabilistic argument. They also gave a lower bound for the number of such vectors x in the case
when q > 2
(
2n
3
)
.
In this paper, we ﬁrst consider a generalization of this conjecture where thematrix A is an arbitrary
n × kmatrix which is not necessarily square. Wewill give a necessary and sufﬁcient condition (under
the assumption q n + 2) for the n × k matrix A such that there exists a vector x in (GFq)k with the
property thatbothx andAxhavenozerocomponent.Wewill alsoconsider somefurthergeneralizations
of this problem in Section 2.
Network coding [1,4–9] is an active new research area that hasmany interest applications in practi-
cal wire andwireless networking systems. In Section 3, wewill apply the results on the generalization
of the conjecture obtained in Section 2 to give a polynomial time construction of the acyclic network
codings.
2. The systems of linear inequations
A vector is called nowhere zero if it contains no zero component.
Let A be an n × k matrix over the ﬁeld F. Then the condition “both x and Ax contain no zero
component" in the Conjecture is equivalent to say that the following system of homogeneous linear
inequations has a nowhere zero solution:⎧⎪⎪⎨
⎪⎪⎩
a1,1x1 + a1,2x2 + · · · + a1,k−1xk−1 + a1,kxk /= 0,
a2,1x1 + a2,2x2 + · · · + a2,k−1xk−1 + a2,kxk /= 0,
. . .
an,1x1 + an,2x2 + · · · + an,k−1xk−1 + an,kxk /= 0.
(2.1)
In Theorem 2.1, we will give a necessary and sufﬁcient condition (under the assumption |F| n + 2)
for the n × k matrix A such that (2.1) has a nowhere zero solution.
Theorem 2.1. Let A be an n × k matrix over the ﬁeld F, where |F| n + 2. Then the system (2.1) has a
nowhere zero solution if and only if the matrix A contains no zero row.
Proof. The necessity part is obvious. We now prove the sufﬁciency part by using induction on k. If
k = 1, the result is obviously true. So we assume that k 2.
Bysuitablypermuting the rowsof thematrixA,wemayassumethat the last columnofAhas the form(
C
O
)
, where C is an r-dimensional nowhere zero column vector (0 r  n). We now correspondingly
write
A =
(
A1 C
A2 O
)
, and x =
(
y
xk
)
, where y = (x1, . . . , xk−1)T
then A2 contains no zero row, and we have
Ax =
(
A1y + Cxk
A2y
)
.
By induction there exists a (k − 1)-dimensional column vector y over the ﬁeld F such that both y and
A2y are nowhere zero. Now for this y, there are at most r possible values of xk in F such that A1y + Cxk
contains some zero components (since C is a nowhere zero vector of dimension r). So by the fact that
|F\{0}| n + 1 r + 1, we know that there exists some element u ∈ F\{0} such that A1y + Cxk is
nowhere zero when xk = u. Thus the corresponding vector x is a nowhere zero solution of the system
(2.1). This proves the sufﬁciency part of the theorem. 
Remark 2.1. It isnotdifﬁcult togeneralize theabovenecessaryandsufﬁcient condition fromthehomo-
geneous case to non-homogeneous case. Suppose we have the following system of non-homogeneous
linear inequations:
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⎧⎪⎪⎨
⎪⎪⎩
a1,1x1 + a1,2x2 + · · · + a1,k−1xk−1 + a1,kxk /= b1,
a2,1x1 + a2,2x2 + · · · + a2,k−1xk−1 + a2,kxk /= b2,
. . .
an,1x1 + an,2x2 + · · · + an,k−1xk−1 + an,kxk /= bn.
(2.2)
Let B = (A, b) (where b = (b1, . . . , bn)T ) be the augmented matrix of the system (2.2). Then for|F| n + 2, it is not difﬁcult to show that the system (2.2) has a nowhere zero solution if and only if B
contains no zero row.
Now we further generalize Theorem 2.1 to the so called “mixed" system of linear inequations.
Theorem 2.2. Let A be a matrix over the ﬁeld F with a block form A =
(
B
C
)
, where B = (bij) is an n × k
matrix, C = (cij) is an m × k matrix and |F| n + k + 2. Then the following mixed system (2.3) has a
nowhere zero solution if and only if the following two conditions are satisﬁed:
(1) For each j ∈ {1, 2, . . . , k}, Cx = 0 has a solution x = (x1, . . . , xk)T with xj /= 0.
(2) No row of the matrix B is a linear combination of the rows of the matrix C.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
b1,1x1 + b1,2x2 + · · · + b1,k−1xk−1 + b1,kxk /= 0,
b2,1x1 + b2,2x2 + · · · + b2,k−1xk−1 + b2,kxk /= 0,
. . .
bn,1x1 + bn,2x2 + · · · + bn,k−1xk−1 + bn,kxk /= 0,
c1,1x1 + c1,2x2 + · · · + c1,k−1xk−1 + c1,kxk = 0,
c2,1x1 + c2,2x2 + · · · + c2,k−1xk−1 + c2,kxk = 0,
. . .
cm,1x1 + cm,2x2 + · · · + cm,k−1xk−1 + cm,kxk = 0.
(2.3)
Proof. The necessity part is obvious. We now prove the sufﬁciency part.
Let (the column vectors of dimension k) Z1, . . . , Zr be a base of the solution space of the homoge-
neous linear system Cx = 0. Let Z = (Z1, . . . , Zr), then Z contains no zero row by the condition (1).
Write x = y1Z1 + · · · + yrZr = Z(y1, . . . , yr)T , where y1, . . . , yr are the coefﬁcients to be determined.
Then we obviously have Cx = 0.
Substitute x = Z(y1, . . . , yr)T in the ﬁrst n inequations of (2.3), then Bx = BZ(y1, . . . , yr)T and thus
weobtainanewsystemof linear inequationswith thecoefﬁcientmatrixBZ andy1, . . . , yr asunknowns.
By the hypothesis that no row of the matrix B is a linear combination of the rows of the matrix
C, we can deduce that no row of the matrix BZ is a zero row. So the matrix
(
BZ
Z
)
also contains no
zero row. Thus by Theorem 2.1, the system of linear inequations with coefﬁcient matrix
(
BZ
Z
)
(which
contains n + k rows) has a nowhere zero solution (y1, . . . , yr)T since |F| n + k + 2. Therefore the
vector x = y1Z1 + · · · + yrZr is a nowhere zero solution of the mixed system (2.3). This proves the
sufﬁciency part of the theorem. 
The following algorithm can be used to construct a nowhere zero solution of the system of linear
inequations (2.1). This algorithm will be used in Section 3 to show that the algorithm based on the
proof of Theorem 3.1 is a polynomial time algorithm for the construction of the acyclic network codes.
Let A = (ai,j) be the n × k coefﬁcientmatrix of the system (2.1) containing no zero row.We call the
last nonzero element of the ith row of A as the ith tail of A. Let
TA(j) = {i ∈ {1, . . . , n}|aij is the ith tail of A} (j = 1, . . . , k)
be the set of the row indices of all the tails on the jth column of A. Obviously we have TA(1) ∪ · · · ∪
TA(k) = {1, . . . , n}. Let
bi,j ai,1x1 + ai,2x2 + · · · + ai,jxj (i = 1, . . . , n; j = 1, . . . , k).
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Our algorithm will be divided into k steps. At the jth step, we choose xj such that
xj /∈ {−a−1i,j bi,j−1|i ∈ TA(j)} ∪ {0} (i.e., xj /= 0 and bij /= 0 for all i ∈ TA(j))
and then calculate bi,j for all i /∈ TA(j) as
bi,j = bi,j−1 + ai,jxj (i /∈ TA(j)).
(Notice that bi,j−1 was already determined in the previous step.) Then after ﬁnishing the kth step, we
obtain a nowhere zero solution x1, . . . , xk of the system of linear inequations (2.1), provided that the
ﬁnite ﬁeld size |F| > n + 1.
It is not difﬁcult to see that the time complexity of the above algorithm is at most O(kn).
3. Applications in the algebraic construction of acyclic network codings
In this section, we will apply Theorem 2.1 to give a polynomial time construction of the acyclic
network codings.
Network coding was ﬁrst introduced by Ahlswede et al. in [1]. A network here we mean a digraph
(directed graph)D in which themessages will be transmitted along the arcs ofD. In general, a message
is a column vector of certain ﬁxed dimension over some ﬁnite ﬁeld F, and the message transmitted
along an arc e is called the code vector of the arc e (denoted by v(e)). Thus a coding of a network D is
an assignment of vectors to each arc of D satisfying certain speciﬁc conditions.
We ﬁrst give some notations and terminology of digraphs.
A digraph is called acyclic if it contains no directed cycles. Let v be a vertex of a digraph D. We
use E+(v) to denote the set of arcs leaving the vertex v, and E−(v) to denote the set of arcs entering
the vertex v. Also, let d+(v) = |E+(v)| and d−(v) = |E−(v)| denote the outdegree and indegree of v,
respectively. In general, a vertex with indegree 0 (or outdegree 0) in a digraph Dwill be called a source
(or a sink) of D. It is well known in graph theory that each acyclic digraph contains at least one source
and at least one sink.
In the general communication networks, linear operations are allowed at each intermediate vertex.
That is, the message sent out along the arc e ∈ E+(v) can be a linear combination of the messages
received at the vertex v (i.e., thosemessages transmitted along the arc set E−(v)). For example, in Fig. 1
we have an acyclic network with a source s and two sinks {t1, t2}. If the operations are not allowed,
then the arc (v3, v4) can only transmit one of the two messages {m1, m2} which v3 receives. Thus one
of the two sinks t1 and t2 would not be able to receive both of the two original messages {m1, m2}
sent out by the source s. But if the linear operations are allowed, then the arc (v3, v4) can transmit
the message m1 + m2 (which is a linear combination of the two messages {m1, m2} that the vertex
v3 receives). Consequently the sink t1 can receive the two messagesm1 andm1 + m2, and the sink t2
can receive the two messagesm2 andm1 + m2, both of which can be used to recover the two original
Fig. 1. An example of network coding.
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messages m1 and m2. (In general, if the two messages received by the sink ti is linearly independent,
then these two messages can be used to recover the two original messagesm1 andm2.)
A coding of a network D (with a unique source s and a set of sinks t1, . . . , tn) is thus an assignment
of vectors of certain dimension r (over some ﬁeld F) to each arc of D satisfying the following two
conditions:
(1) (The linear combination condition at each intermediate vertex)
For eachvertex v /= s andeacharc e∗ ∈ E+(v), the codevector v(e∗) is a linear combinationof the
set of code vectors {v(e)|e ∈ E−(v)}. We denote the coefﬁcient of v(e) in this linear combination
by λ(e∗, e).
(2) (The linearly independent condition at each sink vertex)
For each i = 1, . . . , n, the set of code vectors {v(e)|e ∈ E−(ti)} is linearly independent.
The following two assumptions (A1) and (A2) for the digraph Dwith a unique source s and a set of
sinks t1, . . . , tn are commonly required in most network coding researches [1,4–9].
(A1) d+(s) = d−(t1) = · · · = d−(tn) h.
(A2) For each sink ti, there exist h arc-disjoint paths from the source s to tiinD (i = 1, . . . , n).
The reasons for assumptions (A1) and (A2) are as follows.
Let d+(s) = h. Then the source swill send out hmessages, and usually eachmessage will be repre-
sented by an h dimensional column vector (i.e., the code vectors are all h dimensional). Now suppose
that d−(ti) < h for some i. Then the sink ti can only receive fewer than h messages, thus obviously
we cannot expect ti to recover all the h original messages sent out by the source s; Next, suppose that
d−(ti) > h for some i. Then the set of messages received by ti can not be linearly independent. This
explains the reason for assumption (A1).
For assumption (A2), suppose that there does not exist h arc-disjoint paths from the source s to ti
for some i. Then by the Max-ﬂow Min-cut theorem, there would exist some integer r < h and some
arcs a1, . . . , ar in D such that there does not exist paths from s to ti in the subdigraph D − {a1, . . . , ar}.
Then it would follow that all the hmessages received by the sink ti are the linear combinations of the
r code vectors v(a1), . . . , v(ar), these messages can not be linearly independent since r < h.
Thedecoding scheme.Atﬁrst,we set the initialmessagem1, m2, . . . , mh sent out by the source s (along
the h arcs in E+(s)) to be mi = ui (i = 1, 2, . . . , h), where ui is the ith column vector of the identity
matrix of order h. By using the construction described in the proof of the following Theorem 3.1, we
can obtain a coding (a vector assignment for all arcs of the network) {v(e)|e ∈ E(D)} of D satisfying
the linear combination condition (1) and the linearly independent condition (2). At the same time, we
also obtain those linear combination coefﬁcients λ(e∗, e) for all pairs of arcs (e∗, e), where the initial
vertex of e∗ is the same as the terminal vertex of e.
Now for each i = 1, 2, . . . , n, let Ai be thematrix of order h formed by those h (column) code vectors{v(e)|e ∈ E−(ti)} of the h arcs entering ti. Then Ai is a non-singular matrix of order h over the ﬁeld F
by the linearly independent condition (2). We call Ai as the received matrix at the sink ti.
Next, suppose that the initial messagem1, m2, . . . , mh sent out by the source s (along the h arcs in
E+(s)) are changed to (r-dimensional column vectors)m1, . . . , mh (instead of the unit h-dimensional
vectors u1, . . . , uh). LetM = (m1, . . . , mh) be the r × h new initial matrix. Then we can see that
mj = Muj (j = 1, . . . , h).
Now for each arc e /∈ E+(s), let v∗(e) denote the new coded vector of the edge e under the new
initial conditions by using the same linear combination coefﬁcients λ(e∗, e) at each step as obtained
above. Then we can verify that v∗(e) = Mv(e) for all arcs e ∈ E(D). Thus the new received matrix Bi
at the sink ti will be the matrix Bi = MAi. Notice that the non-singular matrix Ai is independent of the
new initial conditionsm1, . . . , mh. So by computing BiA
−1
i , we can recover the initial matrixM at each
sink ti (i = 1, . . . , n).
Theorem 3.1 tells us how we can construct a coding (a vector assignment for all arcs) of an acyclic
networkD (with a unique source) satisfying the unit initial condition, the linear combination condition
(1) and the linearly independent condition (2).
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Theorem 3.1. Let D be an acyclic digraph with a unique source s and n sinks {t1, . . . , tn}, F be a ﬁnite
ﬁeld with the size |F| n + 2. Write E+(s) = {e1, . . . , eh}. Suppose that D satisﬁes the two assumptions
(A1) + (A2) and denote the set of h arc-disjoint paths from the source s to the sink ti by Pi which is also
written as follows:
Pi = {pi,1, . . . , pi,h} (i = 1, . . . , n).
Also denote the last arc of the path pi,j by ei,j (thus E
−(ti) = {ei,1, . . . , ei,h}).
Then each arc e of D can be assigned an h-dimensional column vector over the ﬁeld F (denoted by
v(e)) such that the whole assignment can satisfy the following three conditions:
(1) (The initial conditions)
v(ei) = ui (i = 1, 2, . . . , h),
where ui is the ith column vector of the identity matrix of order h.
(2) (The linear combination conditions)
For each vertex v /= s and each arc e∗ ∈ E+(v), the code vector v(e∗) is a linear combination of
the set of code vectors {v(e)|e ∈ E−(v)}.
(3) (The linearly independent condition at each sink vertex)
For each i = 1, . . . , n, the set of code vectors {v(ei,1), . . . , v(ei,h)} is linearly independent. Namely,
Det(v(ei,1), . . . , v(ei,h)) /= 0 (i = 1, . . . , n). (3.1)
Proof. Weﬁrst give a total orderingof the vertices ofD anda total orderingof the arcs ofD as followings,
such that s is the ﬁrst vertex in the vertex ordering and those h arcs {e1, . . . , eh} in E+(s) are the ﬁrst
h arcs in the arc ordering.
The vertex ordering. We take v1 = s, and then recursively take vi+1 to be a vertex of indegree 0 in
the acyclic subdigraph D\{v1, . . . , vi}. Here we use the graph theoretical fact that each acyclic digraph
contains a vertex of indegree 0. We denote such ordering of vertices by v1, v2, . . . , vK , where K =|V(D)|.
The arc ordering.We order the arcs of D according to the ordering of their initial vertices. Namely, for
any two arcs e and e∗ of D with e ∈ E+(vi) and e∗ ∈ E+(vj), e will precede e∗ if i < j; While if i = j,
then we take an arbitrary ﬁxed ordering of the arcs inside the arc set E+(vi). We denote such ordering
of arcs by
e1, . . . , eh, eh+1, . . . , eN , (3.2)
where N = |E(D)| is the total number of arcs of D.
Under such ordering of arcs, we can see that for each arc a ∈ E−(v) and each arc b ∈ E+(v), the arc
awill precede the arc b in this arc ordering.
Now we will code the arcs of D (i.e., assign the vectors to the arcs of D) recursively following the
above ordering (3.2) of the arcs of D. Namely, we will code the arc et at the step t for t = 1, . . . , N.
First we assign
v(ei) = ui (i = 1, 2, . . . , h),
so that the initial condition (1) will be satisﬁed.
Next, let Et = {e1, . . . , et} and for each t = h, . . . , N, let ei,j(t) be the last arc of the path pi,j which
is also in the arc set Et (i = 1, . . . , n and j = 1, . . . , h). Then we have:
{ei,1(h), . . . , ei,h(h)} = {e1, . . . , eh} (i = 1, . . . , n) (3.3)
and
ei,j(N) = ei,j (i = 1, . . . , n; j = 1, . . . , h). (3.4)
Now we will use the induction on t to prove the following stronger result (∗):
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(∗) We can recursively code the arcs eh+1, . . . , eN such that the linear combination conditions (2) are
satisﬁed and at each step t  h, the following linearly independent conditions are satisﬁed:
Det(v(ei,1(t)), . . . , v(ei,h(t))) /= 0 (i = 1, . . . , n; t = h, . . . , N). (3.5)
Obviously by (3.4), our linearly independent condition (3.1) is just a special case of (3.5) when t = N.
Nowwe use induction on t to prove the result (∗). The result is obviously true when t = h by (3.3).
For t  h + 1, suppose that et ∈ E+(v) and E−(v) = {a1, . . . , ap}. Set
v(et) = λ(et , a1)v(a1) + · · · + λ(et , ap)v(ap), (3.6)
we want to show that there exist coefﬁcients λ(et , a1), . . . , λ(et , ap) in F such that for this choice of
v(et) at the step t, (3.5) holds for each i = 1, . . . , n. We distinguish the following two cases according
to the relation between t and i:
Case 1. et /∈ {ei,1(t), ei,2(t), . . . , ei,h(t)} (i.e., et is not an arc in any of the h paths {pi,1, . . . , pi,h}, we
simply write this as i /∈ It). Then we have
{ei,1(t), ei,2(t), . . . , ei,h(t)} = {ei,1(t − 1), ei,2(t − 1), . . . , ei,h(t − 1)}.
So in this case (3.5) automatically holds for this pair of t and i by the inductive hypothesis on t.
Case 2. et ∈ {ei,1(t), ei,2(t), . . . , ei,h(t)} (we simply write this as i ∈ It).
For the sake of the simplicity of notations, we assume that et = ei,1(t). Then for j 2 we have
ei,j(t) = ei,j(t − 1) (j = 2, . . . , h).
So (3.5) can be rewritten as
Det(v(et), v(ei,2(t − 1)), . . . , v(ei,h(t − 1))) /= 0. (3.7)
Substitute v(et) in (3.7) by (3.6), we obtain
Det
⎛
⎝ p∑
j=1
λ(et , aj)v(aj), v(ei,2(t − 1)), . . . , v(ei,h(t − 1))
⎞
⎠ /= 0. (3.8)
Thus we obtain the following system of linear inequations on the unknowns λ(et , a1), . . . , λ(et , ap):
p∑
j=1
λ(et , aj)[Det(v(aj), v(ei,2(t − 1)), . . . , v(ei,h(t − 1)))] /= 0 (i ∈ It). (3.9)
Now for each i ∈ It , since et = ei,1(t) ∈ E(pi,1), there exists some index ji with 1 ji  p such that
aji ∈ E(pi,1). Thus we will have aji = ei,1(t − 1). From this it follows by the induction on t that
Det(v(aji), v(ei,2(t − 1)), . . . , v(ei,h(t − 1)))
= Det(v(ei,1(t − 1)), v(ei,2(t − 1)), . . . , v(ei,h(t − 1))) /= 0 (i ∈ It), (3.10)
Thismeans that each rowof the coefﬁcientmatrix of the systemof linear inequations (3.9) is a nonzero
row vector.
On the other hand, the number of inequations in the system (3.9) is |It| which is at most n. So by
Theorem 2.1, the system (3.9) has a nowhere zero solution since we have |F| n + 2.
This ﬁnishes our inductive proof on t and thus completes the proof of the theorem. 
The proof of Theorem 3.1 actually gives a polynomial time algorithm for the construction of the
acyclic network codes. Let N be the total number of the arcs of D, Δ− = max{d−(v)|v ∈ V(D)}. Then
obviouslywe have hN andΔ− N. Nowour algorithmwill consist ofN − h steps (after determining
anordering e1, . . . , eN of theN arcsandsettling the initial conditions).Ateachstep t (t = h + 1, . . . , N),
we will determine those coefﬁcients λ(et , a1), . . . , λ(et , ap) in (3.6) (thus determine the code vector
v(et)).
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Now for determining thoseλ(et , a1), . . . , λ(et , ap) at the step t, we need to solve the systemof linear
inequations (3.9) which has at most n inequations and at most Δ− unknowns. For this purpose, we
need to ﬁrst compute those coefﬁcients of the system (3.9) each ofwhich is a determinant of order h. So
we need to compute at most nΔ− many determinants of order h to get a system of linear inequations
to solve. Since each determinant of order h can be computed in O(h3) times, and a system of linear
inequations (3.9) can be solved in O(nΔ−) times as mentioned at the end of Section 2, we conclude
that the algorithm based on the proof of Theorem 3.1 will be a polynomial time algorithm for the
construction of the acyclic network codes.
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