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Abstract
We propose classical interferometry with low-intensity thermal radiation for the estimation
of nonclassical independent Gaussian processes in material samples. We generally determine
the mean square error of the phase-independent parameters of an unknown Gaussian process,
considering a noisy source of radiation the phase of which is not locked to the pump of the
process. We verify the sufficiency of passive optical elements in the interferometer, active optical
elements do not improve the quality of the estimation. We also prove the robustness of the method
against the noise and loss in both interferometric channels and the sample. The proposed method
is suitable even for the case when a source of radiation sufficient for homodyne detection is not
available.
1 Introduction
The development of quantum technology in various platforms of physics highly depends on the exper-
imental ability to generate and detect nonclassical quantum processes for electromagnetic radiation.
Nonclassical processes can change classical radiation to radiation incompatible with any mixture of
classical waves [1]. To witness phase-independent nonclassical processes, very sensitive photon count-
ing measurements can be used [2, 3, 4]. Such photon counters can observe single-photon production
arising from weak quantum nonlinear processes [5, 6, 7, 8, 9, 10, 11, 12]. The next step of investigation
is to witness phase-dependent aspects of these nonclassical processes. For the lowest order of nonlinear
effects, which dominate in weakly nonlinear processes enhanced by a strong pump, the squeezing of
continuous amplitude fluctuations of radiation for a given phase is the dominant nonclassical process
[13, 14]. It is an important process because the squeezing of quantum fluctuations of radiation has
many direct applications in modern quantum technology.
To estimate phase-sensitive squeezing, we need to probe the non-classical processes by a suitable
wavelength of radiation capable of classical interference. Nowadays, we can use narrow-band sources
of radiation at various wavelengths to probe many new nonlinear processes in samples of different
materials or soft matter. A standard narrow band source for spectroscopy typically exhibits thermal
statistics with limited energy per time duration of the measurement. Many of such sources can
be sufficient to build classical interferometry, for example, to estimate the relative classical phase
introduced by the sample [15]. This is because a limited intensity of thermal light is sufficient for
classical interferometry, which requires only coherence in first order irrespective of the noise of the
light [16].
On the other hand, the estimation of squeezing in material samples has been limited to balanced
homodyne detection (BHD) [17, 18] and unbalanced homodyne detection (UBHD) [19, 20]. Squeez-
ing has been already detected in atomic ensembles, solid-state crystals and waveguides, mechanical
oscillators and electrical circuits [21, 22, 23, 24, 25, 26, 27, 28]. BHD requires a single-mode very good
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shot-noise-limited laser (close to Poissonian photon statistics) with large intensity to directly measure
the quadrature of light. Advantageously, average intensity detectors are then sufficient for BHD. In
contrast, a low-intensity shot-noise limited laser can be sufficient for UBHD, but the method relies
on photon number resolving detectors, which nowadays are not sufficiently accurate. If a process in
the matter is pumped by an almost ideal laser light with a fixed known phase locked relative to the
probe then, undoubtedly, direct measurement by homodyne detection is very efficient to estimate the
squeezing process.
The problem of the optimal estimation of squeezing originates in the nineties [29], it is proven that
the Heisenberg limit can be achieved [30, 31, 32, 33]. The usual approach is to calculate the quantum
Fisher information (QFI) for an arbitrary input state. As in the case of general process tomography
[34, 35], the optimal probe should be squeezed, but technically one can provide only a finite level of
squeezing and if we take into account the noise, achieving the Heisenberg limit is in general a hard
task. Moreover, at a given wavelength a squeezed source is not necessarily achievable. So if our task
is to check whether a given process produces squeezing, it is not always realistic to assume to have a
squeezed source. Beside that, the achievability of the theoretical maximum of QFI is not a self-evident
question, and the optimal measurements are not necessarily realizable with current technology [31].
We are not trying to push these limits further, we are rather interested in what the minimal
requirements of the estimation of squeezing are. Take as an example standard interferometry, where
the optimal performance is achieved with a squeezed and displaced probe [36], but in principle one
can perform it even with a thermal source. One can define the interferometric power of an arbitrary
process [37], however, the measure introduced by Adesso is too generic and not developed to estimate
the parameters of a specific process. Practical estimation methods usually use homodyne detection,
but there is no need to have a strong local oscillator for estimation [38]. There is no recommended
estimation method if the conditions for homodyne detection are not fulfilled, namely, if the source
of low-intensity radiation is thermal (or close to thermal). In addition, a nonlinear process pumped
independently in matter can have an a priori unknown phase; moreover, its phase can fluctuate. Even
laser light does not have a well-defined absolute phase and beyond shot-noise-limited lasers it typically
contains a considerable amount of thermal noise.
In this paper we verify that classical interferometry with thermal light and limited intensity is
sufficient to estimate independent squeezing processes. In general, it allows estimating all the main
phase-independent characteristics of a Gaussian process (i.e., the magnitude of the squeezing, the
displacement and the phase-shift). Simultaneously, we analyze the interferometry of a squeezing
process with laser light far from the shot-noise-limit. We prove that active interferometry is not
required: it does not improve the quality of estimation. We verify the robustness of interferometry
if loss and noise are present in the channel. Our results largely relaxed the requirements of existing
estimation schemes, thus, they can open many possibilities to estimate nonlinear phase-dependent
processes in new materials and soft matter at wavelengths where high-quality laser light and homodyne
detection is not available. A possible application could be quantum key distribution with macroscopic
states [39], where the source itself provides sufficient enough power to feed the intensity detectors.
2 Results
The investigated scheme (see Fig. 1) is quite similar to the scheme of standard interferometry using
homodyne measurement. The main difference is that the modification of the system is not merely a
phase-shift, but an arbitrary Gaussian unitary operator, and the source is not necessarily a coherent
local oscillator, it can be an arbitrary state which is not phase-locked to the unknown Gaussian
operator. This source is split into two separate modes using an optical element (which can be a beam
splitter (BS) or an optical parametric amplifier (OPA)). Then the unknown Gaussian modification,
the reconstruction of which is our aim, is performed on the signal state. For that, a joint measurement
of the two modes is performed: We apply a phase-shift to the reference (with angle ϕ), we couple the
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Figure 1: Schematic setup of our model. A Gaussian source is used to feed both the reference and the
signal modes (using a BS or OPA), then the signal is modified and finally we perform a homodyne-type
measurement.
two modes on another optical element and use two intensity detectors to obtain N measurement data
pairs.
We decompose the Gaussian unitary process into three parts:
ρ∗ = D(γ)R(Φ)S(ξ)ρS(ξ)†R(Φ)†D(γ)†, (1)
where S(ξ) = exp(1/2ξ2a†2−1/2ξ∗2a2) is the squeezing operator (with ξ = weiα), R(Φ) = exp(iΦa†a)
is the phase-shift operator, and D(γ) = exp(γa† − γ∗a) is the displacement operator (with γ = deiβ).
The squeezing can be described by the magnitude (q = ew) and by the direction (α) of the squeezing.
The displacement can be described by the magnitude (d) and by the direction (β) of the displacement.
The combination of these three transformations describes each possible Gaussian transformation of a
given Gaussian state which preserves the mixedness of the original state.
The source is independent of the process, meaning their pumping can be physically independent,
but more importantly, they can have different frequencies, and thus the phase of the source is not
locked to the phase of the process. This means that the phase of the source relative to the phase of
the Gaussian process is constantly changing and is unknown in any given moment. So we assume that
its phase θ is random: it is uniformly distributed on [0, 2pi], resulting a rotationally symmetric state
in the phase space (e.g., its Wigner-function is bell-shaped for thermal source, toroidal for a coherent
source). Let V denote the second moment of quadrature x or p of the random-phase source. Although
the obtained formulas in the manuscript are valid for an arbitrary source, due to their practicability,
during the numerical investigation we focus mainly on classical Gaussian states: we use a displaced
thermal source with standard deviation R and displacement D, that is, a Gaussian state with mean
value (D cos θ,D sin θ) and variance R2 · I. Using these sources, we have as a special case thermal
states (D = 0) and coherent states with random phase (R = 1). That is, for the general Gaussian
source we have 〈x2〉 = 〈p2〉 = V = R2 +D2/2, which can be also derived as a simple function of the
mean photon number of the source: V = 2n+ 1.
Standard interferometry deals with the estimation of Φ. We are interested also in whether and how
accurately parameters q and d can be estimated.
Note that the proposed interferometric scheme is not the simplest one. One could also apply the
Gaussian process directly to the source and then measure the output of the process with an intensity
measurement. Then the detector would have an average photon number of
〈i〉 =
(
q2 + 1q2
)
V + d2
4
− 1, (2)
and by using two different sources with V1 and V2, the value of q and d could be estimated. However,
since we could obtain only two independent equations, if a noise or loss was present their estimation
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would not be feasible. They would be indistinguishable from the unknown Gaussian process, which
would result in a biased estimation of the parameters (and the estimation of Φ is also not possible
without the interferometric setting).
2.1 Passive interferometry
In the first case we assume that both optical elements in our setup are beam splitters (BS). The first
BS has a reflectivity of µ, while the second is a 50:50 beam-splitter.
With the given parameters, it is easy to calculate the expected difference of the photon numbers:
〈i−〉 = V − 1
2
√
µ(1− µ)
(
q +
1
q
)
cos(Φ− ϕ) (3)
and also the expectancy of the sum of the photon numbers:
〈i+〉 =
(
q2 + 1q2
)
VS + 2VR + d
2
4
− 1, (4)
where VS = µV + 1− µ and VR = µ+ V − µV are the variances of the signal and the reference after
the first beam splitter.
We assume that the variance of the source (V ) and the transmittance of the beam splitter (µ)
are known, while regarding the parameters of the unknown Gaussian process (Φ, q, d) we have no
prior knowledge. Then we can estimate the unknown process by using an unaltered (ϕ = 0) and an
orthogonal (ϕ = pi/2) reference. We have then
〈i−〉ϕ=0 = V − 1
2
√
µ(1− µ)
(
q +
1
q
)
cos(Φ), (5)
〈i−〉ϕ=pi/2 =
V − 1
2
√
µ(1− µ)
(
q +
1
q
)
sin(Φ). (6)
From which we obtain the estimators
Φˆ = arctan
( 〈i−〉ϕ=pi/2
〈i−〉ϕ=0
)
(7)
and
qˆ =
c+
√
c2 − 4
2
, (8)
where
c = 2
√
〈i−〉2ϕ=pi/2 + 〈i−〉2ϕ=0√
µ(1− µ)(V − 1) . (9)
Using (4) we obtain the estimator
dˆ =
√
4〈i+〉+ 4−
(
qˆ2 +
1
qˆ2
)
VS − 2VR. (10)
Let us note that the described method is a straightforward extension of standard interferometry.
Knowing the phase of the source is not necessary, it can be anything, the key issue is that for each
signal-reference pair there should be a strong correlation in phase (since they came from the same
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(a) (b)
Figure 2: MSE of the process estimation as a function of the parameter of optical elements for (a)
beam splitters and (b) optical parametric amplifiers. Cyan (light) lines correspond to the estimation
of displacement parameter d, orange (medium) to squeezing parameter q and purple (dark) to phase-
shift parameter Φ. Curves corresponding to beam splitters are solid, results for OPAs are dashed
lines. We have parameters D = 10, R = 5, q = 1.23, Φ = 0.63, d = 1.67 and N = 104.
source before they were split by the optical element). The phase-shift is determined the same way as
in the literature (checking the angle of the interference pattern), the magnitude of the displacement
and the squeezing can be expressed by investigating also the magnitude of the photocurrents beside
their angles.
The angles α and β are inaccessible in this scheme since the whole process is phase-insensitive. But
that also means that there is no error caused by the phase-instability of the process or the source,
which can be problematic in many cases (e.g, when using homodyne measurement and reconstructing
the whole covariance matrix).
We can investigate how these estimators depend on the other parameters (R, D, N , µ or r), however,
the figure of merit to use is not self-evident. The quantum Fisher information is a popular choice,
however, since we have a minimalistic approach, we are far from its limit. The Fisher information
associated with the given measurements would be better suited, however, we can calculate only the
value for the normal approximation. The situation is similar if we want to calculate the variance of
the estimators, moreover, the estimators are not unbiased, only asymptotically unbiased. So they are
not optimal, since for a limited number of measurements either quantity will be imprecise. On other
hand, for large values of N the approximation errors will be small, therefore they could be used for
numerical optimization, and we can observe variances that are very close to the lower bound obtained
from the Cramr-Rao inequality (for detailed calculations and analysis, please see the supplementary
material, Sec. 1).
To avoid the above problems, we used the empirical mean squared error (MSE):
MSE(qˆ) =
1
M
M∑
k=1
(qˆk − q)2, (11)
That is, in order to obtain the empirical mean squared error of the estimator based on N measurements,
we simulated such a block of N measurements M times (we usedM = 104) to draw the required statistic
from the M numerically estimated values (qˆk).
In Fig. 2a (solid lines) one can see that neither the fully transmissive, nor the fully reflective beam
splitter is useful. The optimum is in-between the two extremes, for the estimation of the displacement
a small µ is optimal, that is, a strong reference and a relatively weak signal (as in the case of homodyne
measurement). While for the estimation of the phase-shift or the squeezing the dependence is not as
strong, a large µ (i.e., strong signal) ensures a better performance.
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(a) (b)
Figure 3: (a) MSE and (b) MSE·N of the process estimation as a function of the number of mea-
surements (N). Cyan (light) lines correspond to the estimation of displacement parameter d, orange
(medium) to squeezing parameter q and purple (dark) to phase-shift parameter Φ. Curves correspond-
ing to beam splitters are solid, results for OPAs are dashed lines. We have parameters D = 10, R = 5,
q = 1.23, Φ = 0.63, d = 1.67, µ = 0.3, r = 0.5.
(a) (b)
Figure 4: MSE of the process estimation as a function of the (a) thermal ratio (R2/V ) and (b)
energy of the source (V). Cyan (light) lines correspond to the estimation of displacement parameter
d, orange (medium) to squeezing parameter q and purple (dark) to phase-shift parameter Φ. Curves
corresponding to beam splitters are solid, results for OPAs are dashed lines. We have parameters
N = 104, µ = 0.3, r = 0.5, q = 1.23, Φ = 0.63, d = 1.67 for (a) V = 100 and for (b) R = D.
Fig. 3a shows that by using more measurements we can estimate all parameters with an arbitrary
precision. More precisely, the speed of convergence is MSE ∼ 1/N (Fig. 3b). Let us note that from
the theory of interferometry this scaling is the best that we can expect. To achieve better efficiency
(like the Heisenberg scaling [30, 31, 32, 33] with MSE ∼ 1/N2) one should use even in the phase
sensitive case more sophisticated resources (e.g., squeezed vacuum or squeezed coherent states instead
of vacuum or coherent states). Since our aim is to have a scheme as simple as possible, we are not
investigating these types of extensions in the current manuscript.
We can see (Fig. 4a) that for a fixed mean photon number of the source, the source with the minimal
thermal part (i.e. a coherent state) gives the minimal error. It could be expected that the coherent
source would outperform the thermal source, but the difference is not so large: the variance is only
3-10 times larger in the thermal case. So we can have decent estimates even with a thermal source,
which is interesting since usually the estimation is based on classical displacement and the quantum
fluctuation is considered to be noise. If the variance of the source is greater, we see (Fig. 4b) different
behavior for different parameters: for the squeezing and the phase-shift parameter we can get a more
precise estimation, while for the displacement worse. That is, a big thermal state in one case acts as
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a useful resource, in another more like noise. This is not surprising since the effect of squeezing and
phase-shift is much more visible in the interferometric pattern using a strong source, so it outweighs
the negative effects of the less imprecise measurement. The increment in energy (photon number) for
a given displacement is independent of the source power, so by increasing the source power the signal
remains constant, but the noise increases.
2.2 Active interferometry
Previously we considered only passive optical elements, here we investigate the case when one or both
of the beam-splitters are changed to an optical parametric amplifier (OPA). Let us assume that the
OPA is fed by a pump, which results in a two-mode squeezing with parameters r and φ. We assume
that as the source, the angle of this two-mode squeezing is not locked to the unknown Gaussian process
either. Therefore we can assume that φ is also random.
An immediate consequence is that if we exchange only one BS for an OPA, then we do not see any
interference pattern, since the randomness of φ cancels it out completely. However, if we have two
OPAs which have the same random φ parameter (that is, they are phase-locked to each other, but not
to the unknown process or to the source), then we can perform a similar analysis as in the BS case.
Once again, we can calculate the expected difference in the photon numbers:
〈i−〉 =
(
q2 + 1q2
)
VS + d
2 − 2VR
4
, (12)
and also the sum of the photon numbers:
〈i+〉 = cosh(2r2)
(
q2 + 1q2
)
VS + d
2 + 2VR
4
+ sinh(2r2) sinh(2r1)
V + 1
4
(
q +
1
q
)
cos(Φ + ϕ)− 1 (13)
where r1 and r2 are the parameters of the first and second OPA, respectively, and VS = cosh(r1)V +
sinh(r1) and VR = sinh(r1)V +cosh(r1) are the variances of the signal and the reference after the first
beam splitter. For simplicity, in the further discussion we will always assume that the two OPAs have
the same parameter: r1 = r2 =: r.
We can see that these equations are different from those obtained in the beam splitter case (e.g.,
the interfering pattern is moved from the difference to the sum), but structurally consist of the same
parts as Eq. (3) and (4). Therefore, we can obtain estimators for Φ, q and d in a similar way as for
passive interferometry.
Looking at the estimation efficiency (Fig. 2-4, dashed lines), we can conclude that most of the
conclusions drawn for BS are also valid for OPAs. The coupling effect (r) should be neither too
small nor too large; we have 1/N scaling; the coherent source is only slightly better than a thermal
source; a stronger source improves the estimation of the phase-shift and the squeezing, but decreases
the efficiency of the estimation of the modulation. The main difference is that for the investigated
parameters passive interferometry in most cases outperforms the active counterpart (the exception is
when the source is very weak, i.e., close to a vacuum). At first it may sound counterintuitive that
using an outside source of energy (as a pump of OPA) to produce entanglement results in a worse
estimation. But for example in the case of the phase-shift, it is known that the Fisher information
using a BS is larger than by using an OPA [36]. The OPA can outperform BS around the optimal
working point, that is, when the angle of input state (and the angle of OPA pump) is optimal. In
the phase-insensitive case, we have the average efficiency, so actually it is not surprising that passive
interferometry is more efficient. Let us also note that in practice the parameter range for r is limited,
achieving the optimal working point (which is around r = 0.5, Fig. 2b) is technically not as trivial as
for the beam-splitter.
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2.3 The effect of loss and noise
So far, we have discussed the case of an ideal process containing neither noise nor loss. In the following,
we will discuss how different errors influence the results of the estimation.
First, let us note that we are using intensity detectors. These do not work perfectly, but if we
can estimate their quantum efficiency, then using that we can obtain an unbiased estimate of mean
photon numbers. We investigate two typical cases with channel-type and process-type errors. The
first one appears between the preparation and the measurement phases to both the signal and the
reference mode, while the latter during the implementation of the Gaussian process. Naturally, in the
presence of loss and noise the previously obtained estimators are biased, but by using an additional
measurement round the effect of the errors can be estimated in either case.
S Gaussianprocess
N
N
S
N
Gaussian
process
(a) (b)
Figure 5: Schematic setup for (a) channel-type errors and (b) process-type errors.
In the case of channel loss (see Fig. 5a) we can perform first a calibration round without applying
the process. Then the only unknown parameters will be the noise and loss of the channel, hence we
can estimate both using intensity measurements. And in the second step we perform a regular, noisy
setup, and we can determine the parameters of the Gaussian process by modifying the estimators
(7)-(10) to include the errors (which we estimated in the first step).
The case of process-type errors (see Fig. 5b) is a little more complicated because we can not estimate
the errors independently of the process. However, we can use sources with different energies (V1 and
V2), which will give use twice as many equations on the intensities. The total intensity 〈i+〉 will include
the same noise independently of Vi, so by using the difference of the intensities for the two sources
(〈i+〉V2 − 〈i+〉V1) we can eliminate the process noise. Using this additional equation we can already
estimate the process loss and by that we can estimate the phase-shift and the squeezing, but not
the displacement (for detailed calculations and analysis for both cases, please see the supplementary
material, Sec. 2).
It is no surprise that it is possible to estimate the phase-shift, we know from the theory of standard
interferometry that it can be done even in the presence of errors. The estimation of the displacement
can be a problem, since in a phase-insensitive setup it acts exactly as noise (both are only present in
the increase of energy but not in the interference), so with limited measurement possibilities, it can
happen that they are indistinguishable. However, the estimation of squeezing presents no difficulties,
the difference is that the squeezing also changes the difference of photon numbers (that is, it has a
visible effect in the interference), not just the sum of photon numbers (i.e., in the total energy).
Moreover, we can estimate the magnitude of the squeezing with both channel and process-type
noise present only by using weak thermal sources (Fig. 6). For that we have to combine the two
estimation methods discussed above. Note that doing this we cannot estimate the noises and the
displacement of the process, but those are not required to estimate the squeezing.
Unlike the ideal case, when V = 1000 had a 2− 3 times lower variance than V = 10 (see Fig. 4b),
here the quality of the estimation does not depend significantly on the strength of the source, V = 10
and V = 1000 are barely distinguishable. For larger states the effect of squeezing will be more visible,
but also the effects of errors will be larger and seemingly these two effects cancel each other out quite
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Figure 6: MSE of the estimation of squeezing (qˆ) as a function of N for BS using thermal sources
with variances V1 = 10 (solid line) and V1 = 1000 (dashed line). We assume that during the process
both process-type (T1 = 0.9, Vε1 = 1.1) and channel-type (T2 = 0.7, Vε2 = 1.3) errors are present
simultaneously. We have parameters V2 = 4V1, q = 1.23, Φ = 0.63, d = 1.67, µ = 0.3.
well (the V = 1000 case is still better, but only with 10-30%). If we compare the values of MSE with
the noiseless version, we can see that the estimation efficiency is worse if additional noise is present
(as it is expected). Nevertheless, the characteristic of the lines is the same, both converge to zero with
an error of the order of 1/N . That is, with a sufficient number of measurements we can estimate the
magnitude of squeezing with arbitrary precision even with a weak thermal source and with different
kinds of noises and losses present.
3 Discussion
In our work we investigated phase-insensitive measurements to obtain the estimators for an unknown
general Gaussian unitary process. The common method for estimating only the phase-shifts is the
well-known interferometry. We extended the standard method of interferometry to estimate squeezing
and displacement without using more sophisticated tools (e.g., homodyne measurements).
The efficiency of the estimation depends on numerous details. In general we can conclude that the
estimation of the phase-shift is the most accurate, while the estimation of the displacement is the
worst. This is not surprising since the phase-shift comes immediately from the interference pattern,
while the effect of the displacement is only visible as an increase in the mean photon number. Our
method can be applied to both coherent and thermal sources, and while the former yields more precise
estimates the difference is not substantial. We examined the effect of including either beam splitters
or optical parametric amplifiers in the interferometric scheme and constructed the estimators for both
cases. We observed very similar behavior, with a slight advantage of passive elements.
We also investigated the effect of loss and noise. In general, we can say that the estimators are not
robust against these errors: only the phase-shift can be estimated well, the estimation of squeezing
and modulation will be biased even for a relatively low level of losses or noise. However, if we know the
structure of errors, we can estimate those too, and by incorporating these estimators we can already
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estimate the unknown process quite well. The only problem arises when we cannot estimate the error
and the process independently, since then the noise and the displacement have the same effect due
to the phase-insensitivity, hence they are indistinguishable. In spite of the displacement, the effect of
squeezing is clearly visible in the interference pattern, so we can conclude that using our method it
is possible to estimate the squeezing as well as the phase-shift in all possible scenarios very well even
with both types of discussed errors present and weak thermal sources.
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Supplementary part
Approximation of Fisher information and mean squared error
The estimators of the unknown parameters are non-linear, therefore their quality (FI or MSE) cannot
be calculated analytically. In the following we will describe an approximation for the estimator of
the squeezing parameter q for a thermal source and passive optical elements (beam splitters). For
different setups (i.e., using a displaced thermal source, active optical elements or different estimators)
the calculations can be performed similarly, but we refrain from it here because the conclusion would
be the same.
Let us remind ourselves that the estimator of the squeezing magnitude is
qˆ =
c+
√
c2 − 4
2
, (14)
where
c = 2
√
〈i−〉2ϕ=pi/2 + 〈i−〉2ϕ=0√
µ(1− µ)(V − 1) . (15)
Mean squared error
The MSE cannot be calculated analytically since 〈i−〉 is already complicated enough so that its like-
lihood function can be problematic to give. Moreover, we need to perform non-linear transformations
to obtain the value of qˆ, so to calculate MSE(qˆ) we need to apply some approximation. In the main
text we used numerical simulation and empirical MSE, which has the advantage that with a large
enough iteration number (M) we can get arbitrarily close to the real MSE. Here we will approximate
the distribution with a normal distribution with the same mean and variance. As we will see it results
in a good approximation for large numbers of measurements (N) and since it is a closed formula it
can be calculated instantaneously. However, it can be imprecise for small values of N .
The properties of c can be calculated straightforwardly:
m := E(c) = q +
1
q
(16)
and
σ2 := Var (c) =
1
N
(
q2 +
1
q2
)(
2 +
V
(1− µ)µ(V − 1)2
)
(17)
The value of c2 can be calculated using this, since if we assume c is normally distributed, then c2
will be non-central χ2 distributed. While c2 − 4 is only displaced by the mean of −4, so we obtain
E(c2 − 4) = m2 + σ2 − 4 (18)
and
Var (c2 − 4) = 2σ2(2m2 + σ2). (19)
Once again c2 − 4 is not normally distributed, but it can be approximated (for a certain regime)
with a normal distribution. Then its mean can be calculated using Tricomi’s confluent hypergeometric
U-function:
E
√
c2 − 4 = 1− i
21/4
·Var 1/4(c2 − 4) · U
(
− 1
4
,
1
2
,− E
2(c2 − 4)
2Var (c2 − 4)
)
, (20)
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and the variance is
Var
√
c2 − 4 = E(c2 − 4)− E2
√
c2 − 4. (21)
Using the above it is already easy to obtain the properties of qˆ:
E(qˆ) =
E(c) + E
√
c2 − 4
2
(22)
and
Var (qˆ) =
Var (c) + Var
√
c2 − 4
2
(23)
From (22) it is visible that qˆ is not an unbiased estimator, numerically one can check that it is still
asymptotically unbiased. If the bias is small and the normal approximation is valid, then (23) will be
close to the actual MSE of qˆ.
Fisher information
The situation is similar in the case of Fisher information. Let us derive the maximally available
information on q from 〈i−〉. For that we approximate 〈i−〉 with a normal distribution. Its mean is
E(〈i−〉) = V − 1
2
√
µ(1 − µ)
(
q +
1
q
)
cos(Φ− ϕ). (24)
The last term is a constant multiplier, so let us use ϕ = Φ to obtain the maximal FI. In this case the
variance will be
Var (〈i−〉) = 1
4N
(
q2 +
1
q2
)(
2(1− T )T (V − 1)2 + V
)
. (25)
Let f(x, q) be the likelihood function of a normal distribution with the same mean and variance.
Then the Fisher information can be calculated as
Inormal =
∫ (
∂ log f(x, q)
∂q
)
f(x, q)dx. (26)
The derivative of the likelihood function can be expressed explicitly and can be rewritten in the
following form:
Inormal =
∫
p4(x)e
−a(x−b)2dx, (27)
where p4(x) is a fourth order polynomial, a and b are functions of the parameters. Since
∫∞
−∞
xke−a(x−b)
2
dx
can be expressed analytically for every value of k, in principle we can calculate the Fisher information
analytically, however, its formula will be too extensive to include here (nevertheless, for a computer
it is not a problem).
The Fisher information is related to the variance through the Crame´r-Rao inequality:
Var (qˆ) ≥ I−1, (28)
that is, the inverse of the Fisher information is a lower bound for the variance, and so also for the
MSE. However, it is unclear whether we can get close to this bound or not. Another issue is that
we have only an approximation of the Fisher information; where the normal approximation does not
hold, we do not know how the actual Fisher information and Inormal are related.
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Figure 7: MSE (a) and MSE·N (b) of the estimation of squeezing parameter q with different ap-
proximations: dots correspond to the numerical simulation, solid lines to the approximated variance,
dashed lines come from Crame´r-Rao inequality using the approximated Fisher information. We have
parameters R = 5, D = 0, T = 0.2 and q = 3.
Numerical results
The plots of a particular case can be seen in Fig. 7. In the left subfigure we can see that the three
methods produce very similar errors. The MSE is of order 1/N , so we plotted the normalized version
too (right subfigure). Here, we can see better that for large values of N the values from the numerical
simulation almost coincide with the approximation of the variance and the Fisher information. This
is expected since according to the central limit theorem the given distributions indeed converge to a
normal distribution. So for large values of N the approximation will be really good. On the other
hand, below N = 1000 the 3 curves separate. The magnitude of the differences in the current settings
goes up to 50%, which is in some situations significant. So we used the numerical simulation even
though its calculation is the slowest and does not give smooth curves, just because it is working in all
regimes, while the other approximations can give us systematically wrong results.
The effect of loss and noise
Channel-type errors
First, we will investigate the effect of errors by applying a channel between the preparation and the
measurement phases to both the signal and the reference mode. The channel is modeled by a beam-
splitter coupled to a thermal source (Fig. 5 left subfigure). The transmittance of the beam splitter
(T ) defines the loss of the channel, the variance of the auxiliary mode (Vε) defines the noise of the
channel.
If we use the estimators defined in the main part the estimation of the parameters can be biased.
Indeed, by increasing the number of measurements the estimation cannot converge to the real values
of the parameters of the unknown process (Fig. 8, dotted lines). Therefore the estimators obtained
in the noiseless case have limited applicability in a realistic setting; we should take into account the
effect of the channel as well (once again, we will discuss in detail only the BS case, the OPA case can
be handled using the same steps with similar calculations).
If we include also the noise and the loss in our calculations, we have for the expected difference in
the photon numbers:
〈i−〉 = T · V − 1
2
√
µ(1− µ)
(
q +
1
q
)
cos(Φ− ϕ) (29)
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Figure 8: MSE of the process estimation with channel-type error as a function of N (a) for BS and
(b) for OPA. Cyan (light) lines correspond to the estimation of the displacement d, orange (medium)
to the squeezing q and purple (dark) to the phase-shift Φ. We plotted the cases when we know the
noise a priori (solid lines), we estimate the noise (dashed lines), we assume that the channel is ideal
(dotted lines). We have parameters V = 75, q = 1.23, Φ = 0.63, d = 1.67, T = 0.9, Vε = 1.1, for (a)
µ = 0.3 and for (b) r = 0.5.
and for the sum of the photon numbers:
〈i+〉 = T ·
(
q2 + 1q2
)
VS + 2VR + d
2
4
+ Vε(1− T )− 1. (30)
The simplest way to estimate the parameters of the channel is to calibrate the setup prior to the
actual measurements. In the first step, we do not modify the signal (i.e., ρ∗ = ρ), and we let the
unaltered signal and the reference pass through the channel.
In mathematical terms that means that we should substitute into (29)-(30) the values q = 1, d =
Φ = ϕ = 0:
〈i−〉calibr. = T · (V − 1)
√
µ(1− µ) (31)
and
〈i+〉calibr. = T ·
V
2
+ Vε(1 − T )− 1; (32)
from which we can estimate the value of the loss
Tˆ =
〈i−〉calibr.
(V − 1)
√
µ(1 − µ) . (33)
and the noise
Vˆε =
〈i+〉calibr. + 1− Tˆ (V + 1)/2
1− Tˆ . (34)
Using these we can get unbiased estimates of the parameters T and Vε.
Now by knowing the channel parameters, in the second step we can solve Eq. (29)-(30) similarly as
in the ideal case, obtaining estimators for the unknown parameters Φ, q and d (Fig. 8, dashed lines).
We can see that these estimators are almost as efficient as if we knew the channel parameters T and
Vε precisely (Fig. 8, solid lines). That is, by using a calibration round channel-type noises can be
handled exceptionally well.
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Process-type errors
The second naturally arising error can appear during the implementation of the Gaussian process.
This error is also modeled by a beam-splitter coupled to a thermal source (Fig. 5 right subfigure),
with a loss of T and a noise of Vε. The difference is that in this case the reference is unaltered, and
more importantly, we cannot use a calibration round without applying the process since the error is
only present if the unknown Gaussian process is present, too.
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Figure 9: MSE of the process estimation with process-type error as a function of N (a) for BS and (b)
for OPA. Cyan (light) lines correspond to the estimation of the displacement d, orange (medium) to
the squeezing q and purple (dark) to the phase-shift Φ. We plotted the cases when we know the noise
a priori (solid lines), we estimate the noise (dashed lines), we assume that the channel is ideal (dotted
lines). We have parameters V1 = 75, V2 = 300, q = 1.23, Φ = 0.63, d = 1.67, T = 0.9, Vε = 1.1, for
(a) µ = 0.3 and for (b) r = 0.5.
If we use the “naive” estimators defined for the ideal case, the estimation of the parameters will
be biased again (Fig. 9, dotted lines). Therefore we have to estimate the errors, but since we cannot
estimate the errors in an independent calibration round, we can only do so by repeating the experiment
twice using sources with different strengths (i.e., having V1 and V2 instead of a single V ).
Now for process-type errors instead of Eq. (29) we have
〈i−〉V =
√
T
(
q +
1
q
)
· V − 1
2
√
µ(1 − µ) cos(Φ− ϕ) (35)
and instead of Eq. (30) we obtain
〈i+〉V = T ·
(
q2 + 1q2
)
VS + d
2
4
+
VR
2
+
Vε(1− T )
2
− 1. (36)
We can estimate Φ the usual way from (35). Using two different values of V in (36) we gain an
alternative equation:
〈i+〉V2 − 〈i+〉V1 = T
(
q2 +
1
q2
)
· µ∆V
4
+
(1− µ)∆V
2
, (37)
with ∆V = V2 − V1, which combined with (35) provides sufficient information to estimate the pa-
rameters T and q beside Φ. However, the effects of the displacement d and the noise Vε cannot be
distinguished. Neither appears in the interference, they only result in an additional increase in the
mean number of photons (i.e., both are seemingly just noise), thus to distinguish them we should use
a phase-sensitive measurement. However, if the noise is small and we assume that all of the additional
energy is coming from the displacement, we can still have a reasonable estimation precision (Fig. 9,
dashed lines). The efficiency of these estimators is almost as good as if we knew the error parameter
precisely (Fig. 9, solid lines).
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