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We discuss Stueckelberg massive electromagnetism on an arbitrary four-dimensional curved space-
time (gauge invariance of the classical theory and covariant quantization; wave equations for the
massive spin-1 field Aµ, for the auxiliary Stueckelberg scalar field Φ and for the ghost fields C and
C∗; Ward identities; Hadamard representation of the various Feynman propagators and covariant
Taylor series expansions of the corresponding coefficients). This permits us to construct, for a
Hadamard quantum state, the expectation value of the renormalized stress-energy tensor associated
with the Stueckelberg theory. We provide two alternative but equivalent expressions for this result.
The first one is obtained by removing the contribution of the “Stueckelberg ghost” Φ and only
involves state-dependent and geometrical quantities associated with the massive vector field Aµ.
The other one involves contributions coming from both the massive vector field and the auxiliary
Stueckelberg scalar field, and it has been constructed in such a way that, in the zero-mass limit, the
massive vector field contribution reduces smoothly to the result obtained from Maxwell’s theory. As
an application of our results, we consider the Casimir effect outside a perfectly conducting medium
with a plane boundary. We discuss the results obtained using Stueckelberg but also de Broglie-
Proca electromagnetism and we consider the zero-mass limit of the vacuum energy in both theories.
We finally compare the de Broglie-Proca and Stueckelberg formalisms and highlight the advantages
of the Stueckelberg point of view, even if, in our opinion, the de Broglie-Proca and Stueckelberg
approaches of massive electromagnetism are two faces of the same field theory.
PACS numbers: 04.62.+v, 11.10.Gh, 03.70.+k
I. INTRODUCTION
It is generally assumed that the electromagnetic in-
teraction is mediated by a massless photon. This seems
largely justified (i) by the countless theoretical and prac-
tical successes of Maxwell’s theory of electromagnetism
and of its extension in the framework of quantum field
theory as well as (ii) by the stringent upper limits on
the photon mass (see p. 559 of Ref. [1] and references
therein) which have been obtained by various terrestrial
and extraterrestrial experiments (currently, one of the
most reliable results provides for the photon mass m the
limit m ≤ 10−18 eV ≈ 2× 10−54 kg [2]).
Despite this, physicists are seriously considering the
possibility of a massive but, of course, ultralight photon
and are very interested by the associated non-Maxwellian
theories of electromagnetism (for recent reviews on the
subject, see Refs. [3, 4]). Indeed, the incredibly small
value mentioned above does not necessarily imply that
the photon mass is exactly zero, and from a theoretical
point of view, massive electromagnetism can be rather
easily included in the Standard Model of particle physics.
Moreover, in order to test the masslessness of the photon
or, more precisely, to impose experimental constraints
on its mass, it is necessary to have a good understanding
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of the various massive non-Maxwellian theories. Among
these, two theories are particularly important, and we
intend to discuss them at more length in our article:
(i) The most popular one, which is the simplest gener-
alization of Maxwell’s electromagnetism, is mainly
due to de Broglie (note that the idea of an ultralight
massive photon is already present in de Broglie’s
doctoral thesis [5, 6] and has been developed by him
in modern terms in a series of works [7–9] where
he has considered the theory from a Lagrangian
point of view and has explicitly shown the modifi-
cations induced by the photon mass for Maxwell’s
equations) but is attributed in the literature to its
“PhD student” Proca (for the series of his original
articles dating from 1930 to 1938 which led him to
introduce in Ref. [10] the so-called Proca equation
for a massive vector field, see Ref. [11], but note,
however, that the main aim of Proca was the de-
scription of spin-1/2 particles inspired by the neu-
trino theory of light due to de Broglie). Here, it
is worth pointing out that, due to the mass term,
the de Broglie-Proca theory is not a gauge theory,
and this has some important consequences when we
compare, in the limit m2 → 0, the results obtained
via the de Broglie-Proca theory with those derived
from Maxwell’s electromagnetism. It is also impor-
tant to recall that, in general, it is the de Broglie-
Proca theory that is used to impose experimental
constraints on the photon mass [2–4].
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2(ii) The most aesthetically appealing one which, con-
trarily to the de Broglie-Proca theory preserves the
local U(1) gauge invariance of Maxwell’s electro-
magnetism, has been proposed by Stueckelberg (see
Refs. [12, 13] for the original articles on the subject
and also Ref. [14] for a nice recent review). The
construction of such a massive gauge theory can
be achieved by coupling appropriately an auxiliary
scalar field to the massive spin-1 field. This the-
ory is unitary and renormalizable and can be in-
cluded in the Standard Model of particle physics
[14]. Moreover, it is interesting to note that exten-
sions of the Standard Model based on string theory
predict the existence of a hidden sector of parti-
cles which could explain the nature of dark matter.
Among these exotic particles, there exists in partic-
ular a dark photon, the mass of which arises also via
the Stueckelberg mechanism (see, e.g., Ref. [15]).
This “heavy” photon may be detectable in low en-
ergy experiments (see, e.g., Refs [16–19]). It is also
worth pointing out that the Stueckelberg procedure
is not limited to vector fields. It has been recently
extended to “restore” the gauge invariance of var-
ious massive field theories (see, e.g., Refs. [20, 21]
which discuss the case of massive antisymmetric
tensor fields and, e.g., Ref. [22] where massive grav-
ity is considered).
In the two following paragraphs, we shall briefly review
these two theories at the classical level.
De Broglie-Proca massive electromagnetism is de-
scribed by a vector field Aµ, and its action S =
S[Aµ, gµν ], which is directly obtained from the original
Maxwell Lagrangian by adding a mass contribution, is
given by
S =
∫
M
d4x
√−g
[
−1
4
FµνFµν − 1
2
m2AµAµ
]
. (1)
Here, m is the mass of the vector field Aµ, and the asso-
ciated field strength Fµν is defined as usual by
Fµν = ∇µAν −∇νAµ = ∂µAν − ∂νAµ. (2)
Let us note that, while Maxwell’s theory is invariant un-
der the gauge transformation
Aµ → A′µ = Aµ +∇µΛ (3)
for an arbitrary scalar field Λ, this gauge invariance is
broken for the de Broglie-Proca theory due to the mass
term. The extremization of (1) with respect to Aµ leads
to the Proca equation ∇νFµν +m2Aµ = 0. Applying ∇µ
to this equation, we obtain the Lorenz condition
∇µAµ = 0 (4a)
which is here a dynamical constraint (and not a gauge
condition) as well as the wave equation
Aµ −m2Aµ −R νµ Aν = 0. (4b)
It should be noted that the action (1) is also directly
relevant at the quantum level because the de Broglie-
Proca theory is not a gauge theory.
Stueckelberg massive electromagnetism is described by
a vector field Aµ and an auxiliary scalar field Φ, and its
action SCl = SCl[Aµ,Φ, gµν ], which can be constructed
from the de Broglie-Proca action (1) by using the substi-
tution
Aµ → Aµ + 1
m
∇µΦ, (5)
is given by
SCl =
∫
M
d4x
√−g
[
−1
4
FµνFµν − 1
2
m2
(
Aµ +
1
m
∇µΦ
)(
Aµ +
1
m
∇µΦ
)]
(6a)
=
∫
M
d4x
√−g
[
−1
2
∇µAν∇µAν + 1
2
(∇µAµ)2 − 1
2
m2AµAµ − 1
2
RµνA
µAν
−1
2
∇µΦ∇µΦ−mAµ∇µΦ
]
. (6b)
It should be noted that, at the classical level, the vec-
tor field Aµ and the scalar field Φ are coupled [see, in
Eq. (6b), the last term −mAµ∇µΦ]. Here, it is impor-
tant to note that Stueckelberg massive electromagnetism
is invariant under the gauge transformation
Aµ → A′µ = Aµ +∇µΛ, (7a)
Φ→ Φ′ = Φ−mΛ, (7b)
for an arbitrary scalar field Λ, so the local U(1) gauge
symmetry of Maxwell’s electromagnetism remains unbro-
ken for the spin-1 field of the Stueckelberg theory. As a
consequence, in order to treat this theory at the quan-
tum level (see below), it is necessary to add to the action
(6) a gauge-breaking term and the compensating ghost
contribution.
Here, it seems important to highlight some considera-
tions which will play a crucial role in this article. Let us
note that the de Broglie-Proca theory can be obtained
3from Stueckelberg electromagnetism by taking
Φ = 0. (8)
We can therefore consider that the de Broglie-Proca the-
ory is nothing other than the Stueckelberg gauge theory
in the particular gauge (8). However, it is worth not-
ing that this is a “bad” choice of gauge leading to some
complications. In particular:
(i) Due to the constraint (4a), the Feynman propaga-
tor associated with the vector field Aµ does not ad-
mit a Hadamard representation (see below), and,
as a consequence, the quantum states of the de
Broglie-Proca theory are not of Hadamard type.
This complicates the regularization and renormal-
ization procedures.
(ii) In the limit m2 → 0, singularities occur, and a
lot of physical results obtained in the context of
the de Broglie-Proca theory do not coincide with
the corresponding results obtained with Maxwell’s
theory.
In this article, we intend to focus on the Stueckelberg
theory at the quantum level, and we shall analyze its en-
ergetic content with possible applications to the Casimir
effect (in this paper) and to cosmology of the very early
universe (in a next paper) in mind. More precisely, we
shall develop the formalism permitting us to construct,
for a normalized Hadamard quantum state |ψ〉 of the
Stueckelberg theory, the quantity 〈ψ|T̂µν |ψ〉ren which de-
notes the renormalized expectation value of the stress-
energy-tensor operator. It is well known that such an
expectation value is of fundamental importance in quan-
tum field theory in curved spacetime (see, e.g., Refs. [23–
27]). Indeed, it permits us to analyze the quantum state
|ψ〉 without any reference to its particle content, and,
moreover, it acts as a source in the semiclassical Einstein
equations Gµν = 8pi 〈ψ|T̂µν |ψ〉ren which govern the back-
reaction of the quantum field theory on the spacetime
geometry.
Let us recall that the stress-energy tensor T̂µν is an op-
erator quadratic in the quantum fields which is, from the
mathematical point of view, an operator-valued distribu-
tion. As a consequence, this operator is ill defined and
the associated expectation value 〈ψ|T̂µν |ψ〉 is formally in-
finite. In order to extract from this expectation value a
finite and physically acceptable contribution which could
act as the source in the semiclassical Einstein equations,
it is necessary to regularize it and then to renormalize all
the coupling constants. For a description of the various
techniques of regularization and renormalization in the
context of quantum field theory in curved spacetime (adi-
abatic regularization method, dimensional regularization
method, ζ-function approach, point-splitting methods,
. . . ), see Refs. [23–27] and references therein.
In this paper, we shall deal with Stueckelberg electro-
magnetism by using the so-called Hadamard renormal-
ization procedure (for a rigorous axiomatic presentation
of this approach, we refer to the monographs of Wald [26]
and Fulling [25]). Here, we just recall that it is an exten-
sion of the point-splitting method [23, 28, 29] which has
been developed in connection with the Hadamard repre-
sentation of the Green functions (see, e.g., Refs. [30–42]
and, more particularly, Refs. [32, 33, 35, 38, 39] where
gauge theories are considered).
Our article is organized as follows. In Sec. II, we
review the covariant quantization of Stueckelberg mas-
sive electromagnetism on an arbitrary four-dimensional
curved spacetime (gauge-breaking action and associated
ghost contribution; wave equations for the massive spin-
1 field Aµ, for the auxiliary Stueckelberg scalar field Φ
and for the ghost fields C and C∗; Feynman propaga-
tors and Ward identities). In Sec. III, we focus on the
particular gauge for which the various Feynman propaga-
tors and the associated Hadamard Green functions admit
Hadamard representation, or, in other words, we consider
quantum states of Hadamard type. We also construct the
covariant Taylor series expansions of the geometrical and
state-dependent coefficients involved in the Hadamard
representation of the Green functions. In Sec. IV, we
obtain, for a Hadamard quantum state, the renormal-
ized expectation value of the stress-energy-tensor opera-
tor, and we discuss carefully its geometrical ambiguities.
In fact, we provide two alternative but equivalent expres-
sions for this renormalized expectation value. The first
one is obtained by removing the contribution of the auxil-
iary scalar field Φ (here, it plays the role of a kind of ghost
field) and only involves state-dependent and geometri-
cal quantities associated with the massive vector field
Aµ. The other one involves contributions coming from
both the massive vector field and the auxiliary Stueck-
elberg scalar field, and it has been constructed in such
a way that, in the zero-mass limit, the massive vector
field contribution reduces smoothly to the result obtained
from Maxwell’s theory. In Sec. V, as an application of
our results, we consider in the Minkowski spacetime the
Casimir effect outside of a perfectly conducting medium
with a plane boundary wall separating it from free space.
We discuss the results obtained using Stueckelberg but
also de Broglie-Proca electromagnetism, and we consider
the zero-mass limit of the vacuum energy in both the-
ories. Finally, in a conclusion (Sec. VI), we provide a
step-by-step guide for the reader wishing to use our for-
malism, we briefly discuss and compare the de Broglie-
Proca and Stueckelberg approaches in the light of the
results obtained in our paper, and we highlight the ad-
vantages of the latter. In a short Appendix, we have
gathered some important results which are helpful to do
the calculations of Secs. III and IV, and, in particular, (i)
we define the geodetic interval σ(x, x′), the Van Vleck-
Morette determinant ∆(x, x′) and the bivector of parallel
transport gµν′(x, x
′) which play a crucial role along our
article, and (ii) we discuss the concept of covariant Taylor
series expansions.
It should be noted that, in this paper, we consider
a four-dimensional curved spacetime (M, gµν) with no
4boundary (∂M = ∅), and we use units with ~ = c = G =
1 and the geometrical conventions of Hawking and Ellis
[43] concerning the definitions of the scalar curvature R,
the Ricci tensor Rµν and the Riemann tensor Rµνρσ as
well as the commutation of covariant derivatives. It is
moreover important to note that we provide the covari-
ant Taylor series expansions of the Hadamard coefficients
in irreducible form by using the algebraic proprieties of
the Riemann tensor (and more particularly the cyclic-
ity relation and its consequences) as well as the Bianchi
identity.
II. QUANTIZATION OF STUECKELBERG
ELECTROMAGNETISM
In this section, we review the covariant quantization
of Stueckelberg electromagnetism on an arbitrary four-
dimensional curved spacetime. The gauge-breaking term
considered includes an arbitrary gauge parameter ξ, and
all the results concerning the wave equations for the mas-
sive vector field Aµ, for the auxiliary scalar field Φ, for the
ghost fields C and C∗ and for all the associated Feynman
propagators as well as the Ward identities are expressed
in terms of ξ.
A. Quantum action
At the quantum level, the action defining Stueckelberg
massive electromagnetism is given by (see, e.g., Ref. [14])
S[Aµ,Φ, C, C
∗, gµν ] = SCl[Aµ,Φ, gµν ]
+SGB[Aµ,Φ, gµν ] + SGh[C,C
∗, gµν ], (9)
where we have added to the classical action (6) the gauge-
breaking term
SGB =
∫
M
d4x
√−g
[
− 1
2ξ
(∇µAµ + ξmΦ)2
]
(10)
and the compensating ghost action
SGh =
∫
M
d4x
√−g [∇µC∗∇µC + ξm2C∗C] . (11)
By collecting the fields in the explicit expression (9), the
quantum action can be written in the form
S [Aµ,Φ, C, C
∗, gµν ] = SA [Aµ, gµν ]
+SΦ [Φ, gµν ] + SGh [C,C
∗, gµν ] , (12)
where
SA =
∫
M
d4x
√−g
[
−1
4
FµνFµν
−1
2
m2AµAµ − 1
2ξ
(∇µAµ)2
]
(13a)
=
∫
M
d4x
√−g
[
−1
2
∇µAν∇µAν − 1
2
RµνA
µAν
−1
2
m2AµAµ +
1
2
(
1− 1
ξ
)
(∇µAµ)2
]
(13b)
and
SΦ =
∫
M
d4x
√−g
[
−1
2
∇µΦ∇µΦ− 1
2
ξm2Φ2
]
, (14)
SGh remaining unchanged and still given by Eq. (11). It
is worth noting that the term −mAµ∇µΦ coupling the
fields Aµ and Φ in the classical action (6b) has disap-
peared; because spacetime is assumed with no boundary,
it is neutralized by the term −mΦ∇µAµ in the gauge-
breaking action (10).
The functional derivatives with respect to the fields
Aµ, Φ, C and C
∗ of the quantum action (9) or (12) will
allow us to obtain, in Sec. II B, the wave equations for all
the fields and to discuss, in Sec. IV A, the conservation
of the stress-energy tensor associated with Stueckelberg
electromagnetism. They are given by
1√−g
δS
δAµ
= [gµν− (1− 1/ξ)∇µ∇ν
−Rµν −m2gµν]Aν (15)
for the vector field Aµ,
1√−g
δS
δΦ
=
[
− ξm2]Φ (16)
for the auxiliary scalar field Φ, as well as
1√−g
δRS
δC
= − [− ξm2]C∗ (17)
and
1√−g
δLS
δC∗
= − [− ξm2]C (18)
for the ghost fields C and C∗. It should be noted that,
due to the fermionic behavior of the ghost fields, we have
introduced in Eq. (17) the right functional derivative and
in Eq. (18) the left functional derivative.
B. Wave equations
The extremization of the quantum action (9) or (12)
permits us to obtain the wave equations for the fields Aµ,
Φ, C and C∗. The vanishing of the functional derivatives
(15)–(18) provides[
gµν− (1− 1/ξ)∇µ∇ν −Rµν −m2gµν]Aν = 0 (19)
for the vector field Aµ,[
− ξm2]Φ = 0 (20)
for the auxiliary scalar field Φ, as well as[
− ξm2]C = 0 and [− ξm2]C∗ = 0 (21)
for the ghost fields C and C∗.
5C. Feynman propagators and Ward identities
From now on, we shall assume that the Stueckelberg
field theory previously described has been quantized and
is in a normalized quantum state |ψ〉. The Feynman
propagator
GAµν′(x, x
′) = i〈ψ|TAµ(x)Aν′(x′)|ψ〉 (22)
associated with the field Aµ (here, T denotes time order-
ing) is, by definition, a solution of[
g νµ x − (1− 1/ξ)∇ν∇µ −R νµ −m2g νµ
]
GAνρ′(x, x
′)
= −gµρ′ δ4(x, x′) (23)
with δ4(x, x′) = [−g(x)]−1/2 δ4(x − x′). Similarly, the
Feynman propagator
GΦ(x, x′) = i〈ψ|TΦ(x)Φ(x′)|ψ〉 (24)
associated with the scalar field Φ satisfies[
x − ξm2
]
GΦ(x, x′) = −δ4(x, x′), (25)
and the Feynman propagator
GGh(x, x′) = i〈ψ|TC∗(x)C(x′)|ψ〉 (26)
associated with the ghost fields C and C∗ satisfies[
x − ξm2
]
GGh(x, x′) = −δ4(x, x′). (27)
The three propagators are related by two Ward iden-
tities. The first one is a nonlocal relation linking the
propagators GAµν′(x, x
′) and GGh(x, x′). It can be ob-
tained by extending the approach of DeWitt and Brehme
in Ref. [44] as follows: we take the covariant deriva-
tive ∇µ of Eq. (23) and the covariant derivative ∇ρ′ of
Eq. (27); then, by commuting suitably the various co-
variant derivatives involved and by using the relation
∇µ[gµρ′ δ4(x, x′)] = −∇ρ′δ4(x, x′), we obtain the formal
relation
(1/ξ)∇µGAµν′(x, x′) +∇ν′GGh(x, x′)
= (1− 1/ξ) [x − ξm2]−1 [∇µ {R ρµ GAρν′(x, x′)}] . (28)
It should be noted that the nonlocal term in the right-
hand side of this equation is associated with the nonmin-
imal term (1− 1/ξ)∇ν∇µ appearing in the wave equa-
tion (23) and includes appropriate boundary conditions.
The second Ward identity can be obtained directly from
the wave equations (25) and (27) by using arguments of
uniqueness. We have
GΦ(x, x′)−GGh(x, x′) = 0. (29)
III. HADAMARD EXPANSIONS OF THE
GREEN FUNCTIONS OF STUECKELBERG
ELECTROMAGNETISM
From now on, we assume that ξ = 1. (For ξ 6= 1, the
various Feynman propagators cannot be represented in
the Hadamard form.) For this choice of gauge parameter,
the wave equations (23), (25) and (27) for the Feynman
propagators GAµν′(x, x
′), GΦ(x, x′) and GGh(x, x′) reduce
to [
g νµ x −R νµ −m2g νµ
]
GAνρ′(x, x
′)
= −gµρ′ δ4(x, x′), (30)[
x −m2
]
GΦ(x, x′) = −δ4(x, x′) (31)
and [
x −m2
]
GGh(x, x′) = −δ4(x, x′). (32)
As far as the Ward identity (28) is concerned, it takes
now the local form
∇µGAµν′(x, x′) +∇ν′GGh(x, x′) = 0, (33)
while the Ward identity (29) remains unchanged. Be-
cause this last relation expresses the equality of the Feyn-
man propagators associated with the auxiliary scalar field
and the ghost fields, we shall often use a generic form
for these propagators (and for their Hadamard represen-
tation discussed below) where the labels Φ and Gh are
omitted, and we shall write
G(x, x′) = GΦ(x, x′) = GGh(x, x′). (34)
For ξ = 1 the nonminimal term in the wave equation
for GAµν′(x, x
′) has disappeared [compare Eq. (30) with
Eq. (23)]. As consequence, we can consider a Hadamard
representation for this propagator as well as for the prop-
agators GΦ(x, x′) and GGh(x, x′). In other words, we can
assume that all fields of Stueckelberg theory are in a nor-
malized quantum state |ψ〉 of Hadamard type.
A. Hadamard representation of the Feynman
propagators
The Feynman propagator GAµν′(x, x
′) associated with
the vector field Aµ can be now represented in the
Hadamard form
GAµν′(x, x
′) =
i
8pi2
{
∆1/2(x, x′)
σ(x, x′) + i
gµν′(x, x
′)
+ V Aµν′(x, x
′) ln[σ(x, x′) + i] +WAµν′(x, x
′)
}
,(35)
where the bivectors V Aµν′(x, x
′) and WAµν′(x, x
′) are sym-
metric in the sense that V Aµν′(x, x
′) = V Aν′µ(x
′, x) and
WAµν′(x, x
′) = WAν′µ(x
′, x) and are regular for x′ → x.
Furthermore, these bivectors have the following expan-
sions
V Aµν′(x, x
′) =
+∞∑
n=0
V An µν′(x, x
′)σn(x, x′), (36a)
WAµν′(x, x
′) =
+∞∑
n=0
WAn µν′(x, x
′)σn(x, x′). (36b)
6Similarly, the Hadamard expansion of the Feynman prop-
agator G(x, x′) associated with the auxiliary scalar field
Φ or the ghost fields is given by
G(x, x′) =
i
8pi2
{
∆1/2(x, x′)
σ(x, x′) + i
+ V (x, x′) ln[σ(x, x′) + i] +W (x, x′)
}
, (37)
where the biscalars V (x, x′) and W (x, x′) are symmetric,
i.e., V (x, x′) = V (x′, x) and W (x, x′) = W (x′, x), regular
for x′ → x and possess expansions of the form
V (x, x′) =
+∞∑
n=0
Vn(x, x
′)σn(x, x′), (38a)
W (x, x′) =
+∞∑
n=0
Wn(x, x
′)σn(x, x′). (38b)
In Eqs. (35) and (37), the factor i with → 0+ ensures
the singular behavior prescribed by the time-ordered
product introduced in the definition of the Feynman
propagators [see Eqs. (22), (24) and (26)].
The Hadamard coefficients V An µν′(x, x
′) and
WAn µν′(x, x
′) introduced in Eq. (36) are also sym-
metric and regular bivector functions. The coefficients
V An µν′(x, x
′) satisfy the recursion relations
2(n+ 1)(n+ 2)V An+1µν′ + 2(n+ 1)V
A
n+1µν′;aσ
;a
−2(n+ 1)V An+1µν′∆−1/2(∆1/2);aσ;a
+
[
g ρµ x −R ρµ −m2g ρµ
]
V An ρν′ = 0 (39a)
for n ∈ N with the boundary condition
2V A0 µν′ + 2V
A
0 µν′;aσ
;a − 2V A0 µν′∆−1/2(∆1/2);aσ;a
+
[
g ρµ x −R ρµ −m2g ρµ
]
(gρν′∆
1/2) = 0, (39b)
while the coefficients WAn µν′(x, x
′) satisfy the recursion
relations
2(n+ 1)(n+ 2)WAn+1µν′ + 2(n+ 1)W
A
n+1µν′;aσ
;a
−2(n+ 1)WAn+1µν′∆−1/2(∆1/2);aσ;a
+2(2n+ 3)V An+1µν′ + 2V
A
n+1µν′;aσ
;a
−2V An+1µν′∆−1/2(∆1/2);aσ;a
+
[
g ρµ x −R ρµ −m2g ρµ
]
WAn ρν′ = 0 (40)
for n ∈ N. It should be noted that from the recursion
relations (39) and (40) we can show that[
g νµ x −R νµ −m2g νµ
]
V Aνρ′ = 0 (41)
and
σ
[
g νµ x −R νµ −m2g νµ
]
WAνρ′ =
− [g νµ x −R νµ −m2g νµ ] (gνρ′∆1/2)
−2V Aµρ′ − 2V Aµρ′;aσ;a + 2V Aµρ′∆−1/2(∆1/2);aσ;a. (42)
These two “wave equations” permit us to prove that the
Feynman propagator (35) solves the wave equation (30).
Similarly, the Hadamard coefficients Vn(x, x
′) and
Wn(x, x
′) are also symmetric and regular biscalar func-
tions. The coefficients Vn(x, x
′) satisfy the recursion re-
lations
2(n+ 1)(n+ 2)Vn+1 + 2(n+ 1)Vn+1;aσ
;a
−2(n+ 1)Vn+1∆−1/2(∆1/2);aσ;a
+
[
x −m2
]
Vn = 0 (43a)
for n ∈ N with the boundary condition
2V0 + 2V0;aσ
;a − 2V0∆−1/2(∆1/2);aσ;a
+
[
x −m2
]
∆1/2 = 0, (43b)
while the coefficients Wn(x, x
′) satisfy the recursion re-
lations
2(n+ 1)(n+ 2)Wn+1 + 2(n+ 1)Wn+1;aσ
;a
−2(n+ 1)Wn+1∆−1/2(∆1/2);aσ;a
+2(2n+ 3)Vn+1 + 2Vn+1;aσ
;a
−2Vn+1∆−1/2(∆1/2);aσ;a
+
[
x −m2
]
Wn = 0 (44)
for n ∈ N. It should be also noted that from the recursion
relations (43) and (44) we can show that[
x −m2
]
V = 0 (45)
and
σ
[
x −m2
]
W = − [x −m2]∆1/2
−2V − 2V;aσ;a + 2V∆−1/2(∆1/2);aσ;a. (46)
These two “wave equations” permit us to prove that the
Feynman propagator (37) solves the wave equation (31)
or (32).
The Hadamard representation of the Feynman prop-
agators permits us to straightforwardly identify their
singular and regular parts (when the coincidence limit
x′ → x is considered). We can write
GAµν′(x, x
′) = GAsingµν′(x, x
′) +GAregµν′(x, x
′) (47)
with
GAsingµν′(x, x
′) =
i
8pi2
{
∆1/2(x, x′)
σ(x, x′) + i
gµν′(x, x
′)
+ V Aµν′(x, x
′) ln[σ(x, x′) + i]
}
(48a)
and
GAregµν′(x, x
′) =
i
8pi2
WAµν′(x, x
′) (48b)
as well as
G(x, x′) = Gsing(x, x′) +Greg(x, x′) (49)
with
Gsing(x, x
′) =
i
8pi2
{
∆1/2(x, x′)
σ(x, x′) + i
+ V (x, x′) ln[σ(x, x′) + i]
}
(50a)
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Greg(x, x
′) =
i
8pi2
W (x, x′). (50b)
Here, it is important to note that, due to the geometrical
nature of σ(x, x′), gµν′(x, x′), ∆1/2(x, x′) (see the Ap-
pendix) and of V Aµν′(x, x
′) and V (x, x′) (see Sec. III C),
the singular parts (48a) and (50a) are purely geometrical
objects. By contrast, the regular parts (48b) and (50b)
are state dependent (see Sec. III D).
B. Hadamard Green functions
In the context of the regularization of the stress-
energy-tensor operator, instead of working with the Feyn-
man propagators, it is more convenient to use the asso-
ciated so-called Hadamard Green functions. Their rep-
resentations can be derived from those of the Feynman
propagators by using the formal identities
1
σ + i
= P 1
σ
− ipiδ(σ) (51)
and
ln(σ + i) = ln |σ|+ ipiΘ(−σ). (52)
Here, P is the symbol of the Cauchy principal value, and
Θ denotes the Heaviside step function. Indeed, these
identities permit us to rewrite the expression (35) of the
Feynman propagator associated with the massive vector
field Aµ as
GAµν′(x, x
′) = GAµν′(x, x
′) +
i
2
G
(1)A
µν′ (x, x
′), (53)
where the average of the retarded and advanced Green
functions is represented by
GAµν′(x, x
′) =
1
8pi
{
∆1/2(x, x′) gµν′(x, x′) δ[σ(x, x′)]
−V Aµν′(x, x′) Θ[−σ(x, x′)]
}
(54)
and the Hadamard Green function has the representation
G
(1)A
µν′ (x, x
′) =
1
4pi2
{
∆1/2(x, x′)
σ(x, x′)
gµν′(x, x
′)
+V Aµν′(x, x
′) ln |σ(x, x′)|+WAµν′(x, x′)
}
. (55)
Similarly, we have for the Feynman propagator (37) as-
sociated with the auxiliary scalar field Φ or the ghost
fields
G(x, x′) = G(x, x′) +
i
2
G(1)(x, x′), (56)
where
G(x, x′) =
1
8pi
{
∆1/2(x, x′)δ[σ(x, x′)]
−V (x, x′)Θ[−σ(x, x′)]
}
(57)
and
G(1)(x, x′) =
1
4pi2
{
∆1/2(x, x′)
σ(x, x′)
+V (x, x′) ln |σ(x, x′)|+W (x, x′)
}
. (58)
It is important to recall that the Hadamard Green
function associated with the massive vector field Aµ is
defined as the anticommutator
G
(1)A
µν′ (x, x
′) = 〈ψ| {Aµ(x), Aν′(x′)} |ψ〉 (59)
and satisfies the wave equation[
g νµ x −R νµ −m2g νµ
]
G
(1)A
νρ′ (x, x
′) = 0. (60)
Similarly, the Hadamard Green function associated with
the auxiliary scalar field Φ is defined as the anticommu-
tator
G(1)Φ(x, x′) = 〈ψ| {Φ(x),Φ(x′)} |ψ〉 (61)
which is a solution of[
x −m2
]
G(1)Φ(x, x′) = 0, (62)
while the Hadamard Green function associated with the
ghost fields is defined as the commutator
G(1)Gh(x, x′) = 〈ψ| [C∗(x), C(x′)] |ψ〉 (63)
and satisfies the wave equation[
x −m2
]
G(1)Gh(x, x′) = 0. (64)
It should be noted that the expressions (59), (61) and
(63) can be obtained from the definitions (22), (24) and
(26) by noting that a Hadamard Green function is twice
the imaginary part of the corresponding Feynman prop-
agator [see also Eqs. (53) and (56)]. The transition from
(22) to (59) or from (24) to (61) is rather immediate
but it is not so obvious to obtain (63) from (26): it is
necessary to use the fact that the time-ordered product
appearing in Eq. (26) is defined with a minus sign due
to the anticommuting nature of the ghost fields [i.e., we
have TC∗(x)C(x′) = θ(x0 − x′0)C∗(x)C(x′) − θ(x′0 −
x0)C(x′)C∗(x)] and to consider that the ghost field C is
hermitian while the anti-ghost field C∗ is anti-hermitian
(see, e.g., Ref. [45]).
The Ward identities (33) and (29) satisfied by the
Feynman propagators are also valid for the Hadamard
Green functions. We have
∇µG(1)Aµν′ (x, x′) +∇ν′G(1)Gh(x, x′) = 0 (65)
and
G(1)Φ(x, x′)−G(1)Gh(x, x′) = 0. (66)
Similarly, as it has been previously noted in the case of
the Feynman propagators, the Hadamard representaion
8of the Hadamard Green functions permits us to straight-
forwardly identify their singular and purely geometrical
parts as well as their regular and state-dependent parts
(when the coincidence limit x′ → x is considered). We
can write
G
(1)A
µν′ (x, x
′) = G(1)Asing µν′(x, x
′) +G(1)Areg µν′(x, x
′) (67)
with
G
(1)A
sing µν′(x, x
′) =
1
4pi2
{
∆1/2(x, x′)
σ(x, x′)
gµν′(x, x
′)
+ V Aµν′(x, x
′) ln |σ(x, x′)|
}
(68a)
and
G(1)Areg µν′(x, x
′) =
1
4pi2
WAµν′(x, x
′) (68b)
as well as
G(1)(x, x′) = G(1)sing(x, x
′) +G(1)reg(x, x
′) (69)
with
G
(1)
sing(x, x
′) =
1
4pi2
{
∆1/2(x, x′)
σ(x, x′)
+ V (x, x′) ln |σ(x, x′)|
}
(70a)
and
G(1)reg(x, x
′) =
1
4pi2
W (x, x′). (70b)
It should be pointed out that the regular part of the
Hadamard Green function given by Eq. (68b) [respec-
tively, by Eq. (70b)] is proportional to that of the Feyn-
man propagator given by Eq. (48b) [respectively, by
Eq. (50b)].
C. Geometrical Hadamard coefficients and
associated covariant Taylor series expansions
Formally, the Hadamard coefficients V An µν′(x, x
′) or
Vn(x, x
′) can be determined uniquely by solving the re-
cursion relations (39) or (43), i.e., by integrating these
recursion relations along the unique geodesic joining x to
x′ (it is unique for x′ near x or more generally for x′ in a
convex normal neighborhood of x). As a consequence, all
these coefficients as well as the sums given by Eqs. (36a)
and (38a) are of purely geometric nature, i.e., they only
depend on the geometry along the geodesic joining x to
x′.
From the point of view of the practical applications
considered in this work, it is sufficient to know the expres-
sions of the two first geometrical Hadamard coefficients.
Furthermore, their covariant Taylor series expansions are
needed up to order σ1 for n = 0 and σ0 for n = 1. The
covariant Taylor series expansions of the bivector coef-
ficients V A0 µν(x, x
′) and V A1 µν(x, x
′) are given by [see
Eqs. (A.7) and (A.8)]
V A0 µν = g
ν′
ν V
A
0 µν′ = v
A
0 (µν)
−{(1/2) vA0 (µν);a + vA0 [µν]a}σ;a
+
1
2!
{
vA0 (µν)ab + v
A
0 [µν]a;b
}
σ;aσ;b +O(σ3/2) (71a)
and
V A1 µν = g
ν′
ν V
A
1 µν′ = v
A
1 (µν) +O(σ
1/2). (71b)
Here, the explicit expressions of the Taylor coefficients
can be determined from the recursion relations (39). We
have
vA0 (µν) = (1/2)Rµν + gµν
{
(1/2)m2 − (1/12)R} , (72a)
vA0 [µν]a = (1/6)Ra[µ;ν], (72b)
vA0 (µν)ab = (1/6)Rµν;(ab) + (1/12)Rµν Rab
+(1/12)Rµpq(a|R
pq
ν |b)
+gµν
{
(1/12)m2Rab − (1/40)R;ab − (1/120)Rab
−(1/72)RRab + (1/90)RapR pb
−(1/180)Rpq R p qa b − (1/180)Rapqr R pqrb
}
, (72c)
vA1 (µν) = (1/4)m
2Rµν − (1/24)Rµν − (1/24)RRµν
+(1/8)RµpR
p
ν − (1/48)Rµpqr R pqrν
+gµν
{
(1/8)m4 − (1/24)m2R+ (1/120)R
+(1/288)R2 − (1/720)Rpq Rpq
+(1/720)RpqrsR
pqrs} . (72d)
The covariant Taylor series expansions of the biscalar
coefficients V0(x, x
′) and V1(x, x′) are given by [see
Eqs. (A.5) and (A.6)]
V0 = v0 − {(1/2) v0;a}σ;a
+
1
2!
v0ab σ
;aσ;b +O(σ3/2) (73a)
and
V1 = v1 +O(σ
1/2). (73b)
Here, the explicit expressions of the Taylor coefficients
can be determined from the recursion relations (43). We
have
v0 = (1/2)m
2 − (1/12)R, (74a)
v0ab = (1/12)m
2Rab − (1/40)R;ab − (1/120)Rab
−(1/72)RRab + (1/90)RapR pb
−(1/180)Rpq R p qa b − (1/180)Rapqr R pqrb , (74b)
v1 = (1/8)m
4 − (1/24)m2R+ (1/120)R
+(1/288)R2 − (1/720)Rpq Rpq
+(1/720)RpqrsR
pqrs. (74c)
9In order to obtain the expressions of the Taylor coeffi-
cients given by Eqs. (72) and (74), we have used some
of the properties of σ(x, x′), gµν′(x, x′), ∆1/2(x, x′) men-
tioned in the Appendix as well as the algebraic properties
of the Riemann tensor.
D. State-dependent Hadamard coefficients and
associated covariant Taylor series expansions
1. General considerations
Unlike the geometrical Hadamard coefficients, the coef-
ficients WAn µν′(x, x
′) and Wn(x, x′) are neither uniquely
defined nor purely geometrical. Indeed, the coefficient
WA0 µν′(x, x
′) [respectively, W0(x, x′)] is unrestrained by
the recursion relations (42) [respectively, by the recur-
sion relations (46)]. As a consequence, this is also true
for all the coefficients WAn µν′(x, x
′) and Wn(x, x′) with
n ≥ 1 and for the sums (36b) and (38b). This arbitrari-
ness is in fact very interesting, and it can be used to
encode the quantum state dependence of the theory in
the coefficients WA0 µν′(x, x
′) and W0(x, x′). Once they
have been specified, the coefficients WAn µν′(x, x
′) and
Wn(x, x
′) with n ≥ 1 as well as the bivector WAµν′(x, x′)
and the biscalar W (x, x′) are uniquely determined.
In the following, instead of working with the state-
dependent Hadamard coefficients, we shall consider the
sums WAµν′(x, x
′) and W (x, x′), and, more precisely, we
shall use their covariant Taylor series expansions up to
order σ3/2. We have [see Eqs. (A.7) and (A.8)]
WAµν = g
ν′
ν W
A
µν′ = sµν − {(1/2) sµν;a + aµνa}σ;a
+
1
2!
{sµνab + aµνa;b}σ;aσ;b − 1
3!
{(3/2) sµνab;c
−(1/4) sµν;abc + aµνabc}σ;aσ;bσ;c +O(σ2) (75)
and [see Eqs. (A.5) and (A.6)]
W = w − {(1/2)w;a}σ;a + 1
2!
wab σ
;aσ;b
− 1
3!
{(3/2)wab;c − (1/4)w;abc}σ;aσ;bσ;c +O(σ2).
(76)
In the expansion (75) we have introduced the notations
sµνa1···ap ≡ wA(µν)a1···ap (77a)
for the symmetric part of the Taylor coefficients and
aµνa1···ap ≡ wA[µν]a1···ap (77b)
for their antisymmetric part.
It is important to note that, with practical applications
in mind, it is interesting to express some of the Taylor
coefficients appearing in Eqs. (75) and (76) in terms of
the bitensors WAµν′(x, x
′) and W (x, x′). This can be done
by inverting these equations. From Eq. (75), we obtain
sµν(x) = lim
x′→x
WAµν′(x, x
′), (78a)
aµνa(x) =
1
2
lim
x′→x
[
WAµν′;a′(x, x
′)−WAµν′;a(x, x′)
]
, (78b)
sµνab(x) =
1
2
lim
x′→x
[
WAµν′;(a′b′)(x, x
′) +WAµν′;(ab)(x, x
′)
]
.
(78c)
(Here, the coefficient aµνabc is not relevant because it
does not appear in the final expressions of the renor-
malized stress-energy-tensor operator given in Sec. IV C).
Similarly, from Eq. (76), we straightforwardly establish
that
w(x) = lim
x′→x
W (x, x′), (79a)
wab(x) = lim
x′→x
W;(a′b′)(x, x
′). (79b)
We shall now rewrite the wave equations (60), (62) and
(64) as well as the Ward identity (65) in terms of the Tay-
lor coefficients of WAµν(x, x
′) and W (x, x′). To achieve
the calculations, we shall use extensively the properties
of σ(x, x′), gµν′(x, x′), ∆1/2(x, x′) mentioned in the Ap-
pendix.
2. Wave equations
By inserting the Hadamard representation (55) of the
Green function G
(1)A
µν′ (x, x
′) into the wave equation (60),
we obtain a wave equation with source for the state-
dependent Hadamard coefficient WAµν′(x, x
′). We have
g ρ
′
ρ
[
g νµ x −R νµ −m2g νµ
]
WAνρ′
= −6V A1 µρ − 2 g ρ
′
ρ V
A
1 µρ′;aσ
;a +O(σ)
= −6 vA1 (µρ) +
(
2 vA1 (µρ);a + 8 v
A
1 [µρ]a
)
σ;a +O(σ).
(80)
Here, we have used the expansions of the geometrical
Hadamard coefficients given by Eqs. (36a) and (71). By
inserting the expansion (75) of WAµν(x, x
′) into the left-
hand side of Eq. (80), we find the following relations:
s νµρν = R
p
(µsρ)p +m
2sµρ − 6 vA1 (µρ), (81a)
s µ νµ ν = R
pqspq +m
2s pp − 6 vA1 pp , (81b)
a ;νµρν = −Rp[µsρ]p, (81c)
s ;νµρνa = (1/4) (sµρ);a + (1/2)Rpa;(µsρ)p
−(1/2)R ;p(µ|a s|ρ)p − (1/2)Rp(µsρ)p;a
+(1/2)Rpasµρ;p −Rp q(µ| as|ρ)p;q
−Rp(µ|ap|ρ)a −Rp q(µ| aa|ρ)pq + (1/2) s pµρp ;a
−(1/2)m2sµρ;a + 2 vA1 (µρ);a, (81d)
s µ ;νµ νa = (1/4) (s pp );a + (1/2)Rqas pp ;q
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−(1/2)Rpqspq;a +Rpqraapqr + (1/2) s p qp q ;a
−(1/2)m2s pp ;a + 2 vA1 pp ;a. (81e)
Furthermore, by combining Eq. (81d) with Eq. (81a) and
Eq. (81e) with Eq. (81b), we also establish that
s ;νµρνa = (1/4) (sµρ);a + (1/2)Rpa;(µsρ)p
−(1/2)R ;p(µ|a s|ρ)p + (1/2)Rp(µ|;as|ρ)p
+(1/2)Rpasµρ;p −Rp q(µ| as|ρ)p;q
−Rp(µ|ap|ρ)a −Rp q(µ| aa|ρ)pq − vA1 (µρ);a (81f)
and
s µ ;νµ νa = (1/4) (s pp );a + (1/2)Rqas pp ;q
+(1/2)Rpq;aspq +R
pqr
aapqr − vA1 pp ;a. (81g)
Mutatis mutandis, by inserting the Hadamard repre-
sentation (58) of the Green function G(1)(x, x′) into the
wave equation (62) or (64), we obtain a wave equation
with source for the state-dependent Hadamard coefficient
W (x, x′). We have(
x −m2
)
W = −6V1 − 2V1;aσ;a +O(σ)
= −6 v1 + 2 v1;aσ;a +O(σ). (82)
Here, we have used the expansions of the geometrical
Hadamard coefficients given by Eqs. (38a) and (73). By
inserting the expansion (76) ofW (x, x′) into the left-hand
side of Eq. (82), we find the following relations:
w ρρ = m
2w − 6 v1, (83a)
w ;ρρa = (1/4) (w);a + (1/2)w pp ;a
+(1/2)Rpaw;p − (1/2)m2w;a + 2 v1;a. (83b)
Furthermore, by combining Eq. (83b) with Eq. (83a), we
also establish that
w ;ρρa = (1/4) (w);a + (1/2)Rpaw;p − v1;a. (83c)
3. Ward identities
The first Ward identity given by Eq. (65) expressed
in terms of the Hadamard representation of the Green
functions G
(1)A
µν′ (x, x
′) [see Eq. (55)] and G(1)(x, x′) [see
Eq. (58)] permits us to write a relation between the geo-
metrical Hadamard coefficients V Aµν′(x, x
′) and V (x, x′)
as well as another one between the state-dependent
Hadamard coefficients WAµν′(x, x
′) and W (x, x′). We ob-
tain
g ν
′
ν
(
V Aµν′
;µ + V;ν′
)
= 0 (84)
which is an identity between the geometrical Taylor co-
efficients (72a)–(72d) and (74a)–(74c) and
g ν
′
ν
(
WAµν′
;µ +W;ν′
)
= −V A1 µνσ;µ + V1σ;ν +O (σ)
= −
(
vA1 (νa) − v1gνa
)
σ;a +O (σ) . (85)
To establish Eq. (85), we have used the expansions of the
geometrical Hadamard coefficients given by Eqs. (36a),
(38a), (71) and (73). By inserting the expansions (75) of
WAµν(x, x
′) and (76) of W (x, x′) into the left-hand side of
Eq. (85), we find the following relations:
a µµν = (1/2) s
;p
pν + (1/2)w;ν , (86a)
s µµν a = (1/2) s
;p
pν a + (1/2)R
p
asνp + a
p
ν[a;p]
+wνa − vA1 (νa) + v1gνa. (86b)
Furthermore, by combining Eq. (86b) with Eq. (86a), we
also establish that
s µµν a = (1/4) s
;p
pν a + (1/2)R
p
asνp + (1/2) a
;p
pνa
−(1/4)w;νa + wνa − vA1 (νa) + v1gνa. (86c)
Of course, the second Ward identity given by Eq. (66)
provides trivially the equality of the Taylor coefficients of
the Hadamard coefficients associated with the auxiliary
scalar field and the ghost fields. We have
V Φ = V Gh (87)
and
WΦ = WGh. (88)
IV. RENORMALIZED STRESS-ENERGY
TENSOR OF STUECKELBERG
ELECTROMAGNETISM
A. Stress-energy tensor
The functional derivation of the quantum action of the
Stueckelberg theory with respect to the metric tensor gµν
permits us to obtain the associated stress-energy tensor
Tµν . By definition, we have
Tµν =
2√−g
δ
δgµν
S[Aµ,Φ, C, C
∗, gµν ], (89)
and its explicit expression can be obtain by using that,
in the elementary variation
gµν → gµν + δgµν (90)
of the metric tensor, we have (see, for example, Ref. [46])
gµν → gµν + δgµν , (91a)√−g → √−g + δ√−g, (91b)
Γρµν → Γρµν + δΓρµν (91c)
with
δgµν = −gµρgνσδgρσ, (91d)
δ
√−g = 1
2
√−g gµνδgµν , (91e)
δΓρµν =
1
2
(−δg ;ρµν + δgρµ;ν + δgρν;µ) . (91f)
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The stress-energy tensor derived from the action (9) is
given by
Tµν = Tµνcl + T
µν
GB + T
µν
Gh, (92)
where the contributions of the classical and gauge-
breaking parts take the forms
Tµνcl = F
µ
ρF
νρ +m2AµAν
+∇µΦ∇νΦ + 2mA(µ∇ν)Φ
−(1/4) gµν {FρτF ρτ + 2m2AρAρ
+2∇ρΦ∇ρΦ + 4mAρ∇ρΦ
}
= ∇ρAµ∇ρAν − 2∇ρA(µ∇ν)Aρ +∇µAρ∇νAρ
+m2AµAν +∇µΦ∇νΦ + 2mA(µ∇ν)Φ
−(1/2) gµν {∇ρAτ∇ρAτ −∇ρAτ∇τAρ
+m2AρA
ρ +∇ρΦ∇ρΦ + 2mAρ∇ρΦ
}
(93a)
and
TµνGB = −2A(µ∇ν)∇ρAρ − 2mA(µ∇ν)Φ
−(1/2) gµν
{
−2Aρ∇ρ∇τAτ − (∇ρAρ)2
+m2Φ2 − 2mAρ∇ρΦ
}
, (93b)
while the contribution associated with the ghost fields is
given by
TµνGh = −2∇(µ|C∗∇|ν)C
+ gµν
{∇ρC∗∇ρC +m2C∗C} . (93c)
We can note the existence of terms coupling the fields Aµ
and Φ in the expression of Tµνcl [see Eq. (93a)] as well as
in the expression of TµνGB [see Eq. (93b)].
We also give an alternative expression for the stress-
energy tensor which can be derived from the action (12)
or by summing Tµνcl and T
µν
GB. This eliminates any cou-
pling between the fields Aµ and Φ and permits us to
straightforwardly infer that the stress-energy tensor has
three independent contributions corresponding to the
massive vector field Aµ, the auxiliary scalar field Φ and
the ghost fields C and C∗. We can write
Tµν = TµνA + T
µν
Φ + T
µν
Gh (94)
with
TµνA = F
µ
ρF
νρ +m2AµAν − 2A(µ∇ν)∇ρAρ
−(1/4) gµν
{
FρτF
ρτ + 2m2AρA
ρ
−4Aρ∇ρ∇τAτ − 2 (∇ρAρ)2
}
= ∇ρAµ∇ρAν − 2∇ρA(µ∇ν)Aρ +∇µAρ∇νAρ
+m2AµAν − 2A(µ∇ν)∇ρAρ
−(1/2) gµν
{
∇ρAτ∇ρAτ −∇ρAτ∇τAρ
+m2AρA
ρ − 2Aρ∇ρ∇τAτ − (∇ρAρ)2
}
(95a)
and
TµνΦ = ∇µΦ∇νΦ− (1/2) gµν
{∇ρΦ∇ρΦ +m2Φ2} , (95b)
while the contribution associated with the ghost fields
remains unchanged [see Eq. (93c)].
By construction, the stress-energy tensor (89) [see also
its explicit expressions (92) and (94)] is conserved, i.e.,
∇νTµν = 0. (96)
Indeed, this property is due to the invariance of the action
(9) or (12) under spacetime diffeomorphisms and there-
fore under the infinitesimal coordinate transformation
xµ → xµ + µ with |µ|  1. (97)
Under this transformation, the vector, scalar and ghost
fields as well as the background metric transform as
Aµ → Aµ + δAµ, (98a)
Φ→ Φ + δΦ, (98b)
C → C + δC, (98c)
C∗ → C∗ + δC∗, (98d)
gµν → gµν + δgµν . (98e)
The variations associated with the field transformations
(98) are obtained by Lie derivation with respect to the
vector −µ:
δAµ = L−Aµ = −ρ∇ρAµ − (∇µρ)Aρ, (99a)
δΦ = L−Φ = −ρ∇ρΦ, (99b)
δC = L−C = −ρ∇ρC, (99c)
δC∗ = L−C∗ = −ρ∇ρC∗, (99d)
δgµν = L−gµν = −∇µν −∇νµ. (99e)
The invariance of the action (9) or (12) leads to∫
M
d4x
√−g
[(
1√−g
δS
δAµ
)
δAµ +
(
1√−g
δS
δΦ
)
δΦ
+
(
1√−g
δRS
δC
)
δC + δC∗
(
1√−g
δLS
δC∗
)
+
1
2
(
2√−g
δS
δgµν
)
δgµν
]
= 0 (100)
which implies
∇νTµν =
[∇µAα −∇αAµ −Aµ∇ν ]
(
Aν −RνρAρ −m2Aν
)
+ [∇µΦ] (Φ−m2Φ)
− (C∗ −m2C∗) [∇µC]− [∇µC∗] (C −m2C) (101)
by using Eq. (99) as well as Eqs. (15)–(18). From the
wave equations associated with the massive vector field
Aµ [see Eq. (19)], the auxiliary scalar field Φ [see Eq. (20)]
and the ghost fields C and C∗ [see Eq. (21)], we then
obtain Eq. (96).
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B. Expectation value of the stress-energy tensor
At the quantum level, all the fields involved in the
Stueckelberg theory as well as the associated stress-
energy tensor [see Eqs. (92) and (94)] are operators.
From now on, we shall denote the stress-energy-tensor
operator by T̂µν and we shall focus on the quantity
〈ψ|T̂µν |ψ〉 which denotes its expectation value with re-
spect to the Hadamard quantum state |ψ〉 discussed in
Sec. III.
The expectation value 〈ψ|T̂µν |ψ〉 corresponding to the
expression (92) of the stress-energy tensor is decomposed
as follows:
〈ψ|T̂µν |ψ〉 = 〈ψ|T̂ clµν |ψ〉+〈ψ|T̂GBµν |ψ〉+〈ψ|T̂Ghµν |ψ〉. (102)
The three terms in the right-hand side of this equation
are explicitly given by
〈ψ|T̂ clµν(x)|ψ〉 =
1
2
lim
x′→x
T clAµν ρσ
′
(x, x′)
[
G
(1)A
ρσ′ (x, x
′)
]
+
1
2
lim
x′→x
T clΦµν (x, x′)
[
G(1)Φ(x, x′)
]
, (103a)
〈ψ|T̂GBµν (x)|ψ〉 =
1
2
lim
x′→x
T GBAµν ρσ
′
(x, x′)
[
G
(1)A
ρσ′ (x, x
′)
]
+
1
2
lim
x′→x
T GBΦµν (x, x′)
[
G(1)Φ(x, x′)
]
(103b)
and
〈ψ|T̂Ghµν (x)|ψ〉 =
1
2
lim
x′→x
T Ghµν (x, x′)
[
G(1)Gh(x, x′)
]
,(103c)
where T clAµν ρσ
′
, T clΦµν , T GBAµν ρσ
′
, T GBΦµν and T Ghµν are the
differential operators constructed by point splitting from
the expressions (93a), (93b) and (93c). We have
T clAµν ρσ
′
= g α
′
ν g
ρσ′∇µ∇α′ + g ρµ g σ
′
ν g
αβ′∇α∇β′
−2 g ρµ g α
′
ν g
βσ′∇β∇α′ +m2g ρµ g σ
′
ν
−1
2
gµν
{
gρσ
′
gαβ
′∇α∇β′ − gρα′gβσ′∇β∇α′
+m2gρσ
′}
, (104a)
T clΦµν = g ν
′
ν ∇µ∇ν′ −
1
2
gµν
{
gαβ
′∇α∇β′
}
, (104b)
T GBAµν ρσ
′
= −2 g ρµ g α
′
ν ∇α′∇σ
′
−1
2
gµν
{
−∇ρ∇σ′ − 2 gρα′∇α′∇σ′
}
, (104c)
T GBΦµν = −
1
2
m2 gµν (104d)
and
T Ghµν = −2 g ν
′
ν ∇µ∇ν′ + gµν
{
gαβ
′∇α∇β′ +m2
}
. (104e)
It should be noted that we have not included in
Eqs. (103a) and (103b) the contributions which can be
obtained by point splitting from the terms coupling Aµ
and Φ in Eqs. (93a) and (93b). Such contributions are not
present because, due to the absence of coupling between
Aµ and Φ in the quantum action (12), two-point correla-
tion functions involving both Aµ and Φ vanish identically.
It should be noted that the absence of these contributions
can be also justified in another way: in the quantum
stress-energy-tensor operator (94), any coupling between
Aµ and Φ has disappeared.
Here, some remarks are in order:
(i) When we use the point-splitting method, it is
more convenient to define the expectation value
〈ψ|T̂µν |ψ〉 from Hadamard Green functions rather
than from Feynman propagators. Indeed, this
avoids us having to deal with additional singular
terms due to the time-ordered product.
(ii) Of course, because of the short-distance behavior
of the Hadamard Green functions, the expressions
(103) as well as the expectation value 〈ψ|T̂µν |ψ〉
given in Eq. (102) are divergent and therefore
meaningless. In Sec. IV C we will regularize these
quantities.
(iii) Even if the formal expression (102) of the expec-
tation value of the stress-energy-tensor operator is
divergent, it is interesting to note that
〈ψ|T̂GBµν |ψ〉+ 〈ψ|T̂Ghµν |ψ〉 = 0. (105)
Indeed, from the definitions (103b) and (103c), we
can obtain Eq. (105) by using Eqs. (65) and (66)
as well as the wave equation (64). It should be
noted that, as a consequence of Eq. (105), Eq. (102)
reduces to
〈ψ|T̂µν |ψ〉 = 〈ψ|T̂ clµν |ψ〉. (106)
We can also give the alternative expression of the ex-
pectation value 〈ψ|T̂µν |ψ〉 obtained from Eq. (94). It
takes the following form
〈ψ|T̂µν |ψ〉 = 〈ψ|T̂Aµν |ψ〉+ 〈ψ|T̂Φµν |ψ〉+ 〈ψ|T̂Ghµν |ψ〉, (107)
where the contributions associated with the massive vec-
tor field Aµ and the auxiliary scalar field Φ are separated
and given by
〈ψ|T̂Aµν(x)|ψ〉 =
1
2
lim
x′→x
T Aµνρσ
′
(x, x′)
[
G
(1)A
ρσ′ (x, x
′)
]
(108a)
and
〈ψ|T̂Φµν(x)|ψ〉 =
1
2
lim
x′→x
T Φµν(x, x′)
[
G(1)Φ(x, x′)
]
. (108b)
Here, the differential operators T Aµνρσ
′
and T Φµν are con-
structed by point splitting from the expressions (95a) and
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(95b). We have
T Aµνρσ
′
= g α
′
ν g
ρσ′∇µ∇α′ + g ρµ g σ
′
ν g
αβ′∇α∇β′
−2 g ρµ g α
′
ν g
βσ′∇β∇α′ +m2g ρµ g σ
′
ν
−2 g ρµ g α
′
ν ∇α′∇σ
′
−1
2
gµν
{
gρσ
′
gαβ
′∇α∇β′ − gρα′gβσ′∇β∇α′
+m2gρσ
′ −∇ρ∇σ′ − 2 gρα′∇α′∇σ′
}
(109a)
and
T Φµν = g ν
′
ν ∇µ∇ν′ −
1
2
gµν
{
gαβ
′∇α∇β′ +m2
}
. (109b)
It should be noted that the expressions (102) and (107) of
the expectation value 〈ψ|T̂µν |ψ〉 are identical because the
various differential operators T clAµν ρσ
′
, T clΦµν , T GBAµν ρσ
′
and
T GBΦµν appearing in (103) and T Aµνρσ
′
and T Φµν appearing
in (108) are related by
T Aµνρσ
′
= T clAµν ρσ
′
+ T GBAµν ρσ
′
, (110a)
T Φµν = T clΦµν + T GBΦµν . (110b)
C. Renormalized stress-energy tensor
1. Definition and conservation
As we have already noted, the expectation value
〈ψ|T̂µν |ψ〉 given by Eq. (102) is divergent due to the
short-distance behavior of the Green functions or, more
precisely, to the singular purely geometrical part of the
Hadamard functions given in Eqs. (68a) and (70a) (see
the terms in 1/σ and ln |σ|). It is possible to construct
the renormalized expectation value of the stress-energy-
tensor operator with respect to the Hadamard quantum
state |ψ〉 by using the prescription proposed by Wald in
Refs. [26, 30, 31]. In Eqs. (103a)–(103c) we first discard
the singular contributions, i.e., we make the replacements
G
(1)A
µν′ (x, x
′)→ G(1)Areg µν′(x, x′) =
1
4pi2
WAµν′(x, x
′), (111a)
G(1)Φ(x, x′)→ G(1)Φreg (x, x′) =
1
4pi2
WΦ(x, x′), (111b)
G(1)Gh(x, x′)→ G(1)Ghreg (x, x′) =
1
4pi2
WGh(x, x′), (111c)
and we add to the result a state-independent tensor Θ˜µν
which only depends on the mass parameter and on the
local geometry and which ensures the conservation of
the final expression. In other words, we consider that
the renormalized expectation value of the stress-energy-
tensor operator is given by
〈ψ|T̂µν |ψ〉ren = 1
8pi2
{T clAµν [WA]+ T clΦµν [WΦ]}
+
1
8pi2
{T GBAµν [WA]+ T GBΦµν [WΦ]}
+
1
8pi2
T Ghµν
[
WGh
]
+ Θ˜µν (112)
with
T clAµν
[
WA
]
(x) = lim
x′→x
T clAµν ρσ
′
(x, x′)
[
WAρσ′(x, x
′)
]
,
(113a)
T clΦµν
[
WΦ
]
(x) = lim
x′→x
T clΦµν (x, x′)
[
WΦ(x, x′)
]
,
(113b)
T GBAµν
[
WA
]
(x) = lim
x′→x
T GBAµν ρσ
′
(x, x′)
[
WAρσ′(x, x
′)
]
,
(113c)
T GBΦµν
[
WΦ
]
(x) = lim
x′→x
T GBΦµν (x, x′)
[
WΦ(x, x′)
]
(113d)
and
T Ghµν
[
WGh
]
(x) = lim
x′→x
T Ghµν (x, x′)
[
WGh(x, x′)
]
.
(113e)
Here, the differential operators T clAµν ρσ
′
, T clΦµν , T GBAµν ρσ
′
,
T GBΦµν and T Ghµν are given by Eqs. (104a)–(104e). In
Eqs. (113a)–(113e), the coincidence limits x′ → x are ob-
tained from the covariant Taylor series expansions (75)
and (76) by using extensively some of the results dis-
played in the Appendix. The final expressions can be
simplified by using the relations (81a), (81b) and (83a)
we have previously obtained from the wave equations.
We have
T clAµν
[
WA
]
= (1/2) s ρρ ;µν + (1/2)sµν − s ρρ(µ;ν)
−a ρµ [ν;ρ] − a ρν [µ;ρ] − s ρρ µν + 2 s ρρ(µν)
−(1/2) gµν
{
(1/2)s ρρ − (1/2) s ;ρτρτ
−(1/2)Rρτsρτ − a ρ;τρτ + s ρτρτ
}
+6 vA1 µν − 3 gµν vA1 ρρ , (114a)
T clΦµν
[
WΦ
]
= (1/2)wΦ;µν − wΦµν
−(1/2) gµν
{
(1/2)wΦ −m2wΦ}− 3 gµν v1, (114b)
T GBAµν
[
WA
]
= Rρ(µsν)ρ − a ρµ (ν;ρ) − a ρν (µ;ρ) − 2 s ρρ(µν)
−(1/2) gµν
{−(1/2) s ;ρτρτ + (1/2)Rρτsρτ
+a ρ;τρτ − s ρτρτ
}
, (114c)
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T GBΦµν
[
WΦ
]
= −(1/2) gµνm2wΦ (114d)
and
T Ghµν
[
WGh
]
= −wGh;µν + 2wGhµν
+(1/2) gµν wGh + 6 gµν v1. (114e)
Let us now consider the divergence of the terms given
by Eqs. (114a)–(114e). By taking into account Eqs. (81)
and (83), we obtain(T clAµν [WA]+ T GBAµν [WA]);ν = 6 vA1 ;νµν − 2 vA1 ρρ ;µ,
(115a)
(T clΦµν [WΦ]+ T GBΦµν [WΦ]);ν = −2 v1;µ (115b)
and (T Ghµν [WGh]);ν = 4 v1;µ, (115c)
and we then have(
〈ψ|T̂µν |ψ〉ren
);ν
=
1
8pi2
{
6 vA1 µν − 2 gµν vA1 ρρ
+2 gµν v1};ν + Θ˜ ;νµν = 0. (116)
It is therefore suitable to redefine the purely geometrical
tensor Θ˜µν by
Θ˜µν → Θµν − 1
8pi2
{
6 vA1 µν − 2 gµν vA1 ρρ + 2 gµν v1
}
,
(117)
where the new local tensor Θµν is assumed to be con-
served, i.e.,
Θ ;νµν = 0. (118)
As a consequence, the renormalized expectation value
of the stress-energy-tensor operator takes the following
form:
〈ψ|T̂µν |ψ〉ren = 1
8pi2
{T clAµν [WA]+ T GBAµν [WA]
− 6 vA1 µν + 2 gµν vA1 ρρ
}
+
1
8pi2
{T clΦµν [WΦ]+ T GBΦµν [WΦ]
+ 2 gµν v1}
+
1
8pi2
{T Ghµν [WGh]− 4 gµν v1}
+ Θµν , (119)
where the various state-dependent contributions are
given by Eqs. (114a)–(114e).
2. Cancellation of the gauge-breaking and ghost
contributions
In Sec. IV B we have mentioned that the formal con-
tributions of the gauge-breaking term 〈ψ|T̂GBµν |ψ〉 and
the ghost term 〈ψ|T̂Ghµν |ψ〉 cancel each other out [see
Eq. (105)]. This still remains valid for the corresponding
regularized expectation values up to purely geometrical
terms. Indeed, by using the first Ward identity in the
form (86) as well as the second Ward identity in the form
(88), we obtain
T GBAµν
[
WA
]
+ T GBΦµν
[
WΦ
]
+ T Ghµν
[
WGh
]
=
2 vA1 µν + gµν
{−(1/2) vA1 ρρ + 3 v1} . (120)
Now, by using this relation in connection with
Eqs. (114a) and (114b), we can rewrite the renormal-
ized expectation value of the stress-energy-tensor opera-
tor given by Eq. (119) in the form
〈ψ|T̂µν |ψ〉ren =
1
8pi2
{
(1/2) s ρρ ;µν + (1/2)sµν − s ρρ(µ;ν)
−a ρµ [ν;ρ] − a ρν [µ;ρ] − s ρρ µν + 2 s ρρ(µν)
−(1/2) gµν
[
(1/2)s ρρ − (1/2) s ;ρτρτ
−(1/2)Rρτsρτ − a ρ;τρτ + s ρτρτ
]
+(1/2)wΦ;µν − wΦµν
−(1/2) gµν
[
(1/2)wΦ −m2wΦ]
+2 vA1 µν − (3/2) gµνvA1 ρρ − 2 gµνv1
}
+ Θµν . (121)
This expression only involves state-dependent and geo-
metrical quantities associated with the quantum fields
Aµ and Φ. We could consider it as our final result, but,
in fact, it is very important here to note that, due to the
first Ward identity, the decomposition into a part involv-
ing the massive vector field and another part involving
the auxiliary scalar field is not unique. In the next sec-
tions, we shall provide two alternative expressions which,
in our opinion, are much more interesting from the phys-
ical point of view.
From now, in order to simplify the notations and be-
cause this does not lead to any ambiguity, we shall omit
the label Φ for the Taylor coefficients wΦ and wΦµν .
3. Substitution of the auxiliary scalar field contribution and
final result
It is possible to remove in Eq. (121) any reference to
the auxiliary scalar field Φ. In some sense, it plays the
role of a kind of ghost field (the so-called Stueckelberg
ghost [47]), but its contribution must be carefully taken
into account. By using Eqs. (83a), (86a) and (86b) in the
form
m2w = w ρρ + 6 v1
= −(1/2) s ;ρτρτ − (1/2)Rρτsρτ
+ a ρ;τρτ + s
ρτ
ρτ + v
A
1
ρ
ρ + 2 v1, (122a)
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w;µν = −s ;ρρ(µ| |ν) + 2 a ρρ(µ| ;|ν) (122b)
and
wµν = −(1/2) s ;ρρ(µ| |ν) − (1/2)Rρ(µsν)ρ
+(1/2) a ρµ [ν;ρ] + (1/2) a
ρ
ν [µ;ρ]
+s
ρ
ρ(µν) + v
A
1 µν − gµνv1, (122c)
we obtain
〈ψ|T̂µν |ψ〉ren =
1
8pi2
{
(1/2) s ρρ ;µν + (1/2)sµν − s ρρ(µ;ν)
+(1/2)Rρ(µsν)ρ − (1/2) a ρµ (ν;ρ) − (1/2) a ρν (µ;ρ)
−a ρµ [ν;ρ] − a ρν [µ;ρ] − s ρρ µν + s ρρ(µν)
−(1/2) gµν
[
(1/2)s ρρ − (1/2) s ;ρτρτ − a ρ;τρτ
]
+vA1 µν − gµνvA1 ρρ
}
+Θµν . (123)
We have now at our disposal an expression for the renor-
malized expectation value of the stress-energy-tensor op-
erator associated with the full Stueckelberg theory which
only involves state-dependent and geometrical quantities
associated with the massive vector field Aµ. It is the
main result of our article.
It is interesting to note that Eq. (123) combined with
Eq. (81b) leads to
〈ψ|T̂ ρρ |ψ〉ren =
1
8pi2
{−m2s ρρ − (1/2)Rρτsρτ
+s ρτρτ + 3 v
A
1
ρ
ρ
}
+ Θ ρρ . (124)
4. Another final expression involving both the vector field
Aµ and the auxiliary scalar field Φ
Even if we are satisfied with our final expression (123),
it is worth nothing that it does not reduce, in the limit
m2 → 0, to the result obtained from Maxwell’s theory.
This is not really surprising because it involves implicitly
the contribution of the auxiliary scalar field. In fact, by
replacing in Eq. (121) the term m2w given by Eq. (122a),
it is possible to split the renormalized expectation value
of the stress-energy-tensor operator in the form
〈ψ|T̂µν |ψ〉ren = T Aµν + T Φµν + Θµν , (125)
where the terms associated with the vector and scalar
fields are given by
T Aµν =
1
8pi2
{
(1/2) s ρρ ;µν + (1/2)sµν − s ρρ(µ;ν)
−a ρµ [ν;ρ] − a ρν [µ;ρ] − s ρρ µν + 2 s ρρ(µν)
−(1/2) gµν
[
(1/2)s ρρ − 2 a ρ;τρτ
]
+2 vA1 µν − gµνvA1 ρρ
}
(126a)
and
T Φµν =
1
8pi2
{(1/2)w;µν − wµν
−(1/4) gµνw − gµνv1} . (126b)
The stress-energy tensors T Aµν and T Φµν are separately con-
served (this can be checked from relations obtained in
Sec. III D), and, moreover, the expression of T Φµν cor-
responds exactly to the renormalized expectation value
of the stress-energy-tensor operator associated with the
quantum action (14) for ξ=1 (see, e.g., Refs. [35, 36]).
As a consequence, it could be rather natural to consider
T Aµν given by Eq. (126a) as the renormalized expectation
value of the stress-energy-tensor operator associated with
the massive vector field Aµ. This physical interpretation
is strengthened by noting that, in the limit m2 → 0,
T Aµν reduces to the result obtained from Maxwell’s the-
ory (see Sec. IV D). However, despite this, we are not
really satisfied by this artificial way to split the contribu-
tions of the vector and scalar fields because, as we have
already noted, the first Ward identity allows us to move
terms from one contribution to the other. So, we con-
sider that the only nonambiguous result is the one given
by Eq. (123).
It is interesting to note that Eq. (125) combined with
Eqs. (81b) and (83a) leads to
〈T̂ ρρ 〉ren = T A ρρ + T Φ ρρ + Θ ρρ (127)
with
T A ρρ =
1
8pi2
{−s ;ρτρτ −m2s ρρ −Rρτsρτ
+2 a ρ;τρτ + 2 s
ρτ
ρτ + 4 v
A
1
ρ
ρ
}
(128a)
and
T Φ ρρ =
1
8pi2
{−(1/2)w −m2w + 2 v1} . (128b)
D. Maxwell’s theory
Let us now consider the limit m2 → 0 of T Aµν given by
Eq. (126a). By using Eq. (122a), it reduces to
T Maxwellµν =
1
8pi2
{
(1/2) s ρρ ;µν + (1/2)sµν − s ρρ(µ;ν)
−a ρµ [ν;ρ] − a ρν [µ;ρ] − s ρρ µν + 2 s ρρ(µν)
−(1/2) gµν
[
(1/2)s ρρ − (1/2) s ;ρτρτ
−(1/2)Rρτsρτ − a ρ;τρτ + s ρτρτ
]
+2 vA1 µν − gµν
[
(3/2) vA1
ρ
ρ + v1
] }
. (129)
This last expression is nothing other than the renor-
malized expectation value of the stress-energy-tensor op-
erator associated with Maxwell’s electromagnetism (see
Eq. (3.41b) of Ref. [39]).
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It is interesting to note that Eq. (129) combined with
Eq. (81b) leads to
gµνT Maxwellµν =
1
8pi2
{
2 vA1
ρ
ρ − 4 v1
}
=
1
8pi2
{−(1/20)R− (5/72)R2 + (11/45)Rpq Rpq
− (13/360)RpqrsRpqrs
}
. (130)
We recover the trace anomaly for Maxwell’s theory.
E. Ambiguities in the renormalized stress-energy
tensor
1. General expression of the ambiguities
The renormalized expectation value 〈ψ|T̂µν(x)|ψ〉ren is
unique up to the addition of a geometrical conserved ten-
sor Θµν . In other words, even if it takes perfectly into
account the quantum state dependence of the theory, it
is ambiguously defined (see, Sec. III of Ref. [31] as well
as, e.g., comments in Refs. [25, 26, 41, 48, 49]).
As noted by Wald [31], Θµν is a local conserved ten-
sor of dimension (mass)4 = (length)−4 which remains
finite in the massless limit. As a consequence, it can be
constructed by functional derivation with respect to the
metric tensor from a geometrical Lagrangian of dimen-
sion (mass)4 = (length)−4. Such a Lagrangian is neces-
sarily a linear combination of the following four terms:
m4, m2R, R2, RpqR
pq. It should be noted that we could
also take into account the term RpqrsR
pqrs. But, in fact,
we can eliminate this term because, in a four-dimensional
background, the Euler number
χ =
∫
M
d4x
√−g [R2 − 4RpqRpq +RpqrsRpqrs] (131)
associated with the quadratic Gauss-Bonnet action is a
topological invariant.
The functional derivation of the action terms previ-
ously discussed provides the conserved tensors
1√−g
δ
δgµν
∫
M
d4x
√−gm4 = (1/2)m4gµν , (132a)
1√−g
δ
δgµν
∫
M
d4x
√−gm2R
= −m2 [Rµν − (1/2)Rgµν ] , (132b)
H(1) µν ≡ 1√−g
δ
δgµν
∫
M
d4x
√−g R2
= 2R;µν − 2RRµν
+gµν
[−2R+ (1/2)R2] , (132c)
H(2) µν ≡ 1√−g
δ
δgµν
∫
M
d4x
√−g RpqRpq
= R;µν −Rµν − 2RpqRµpνq
+gµν [−(1/2)R+ (1/2)RpqRpq] . (132d)
The general expression of the local conserved tensor Θµν
can be therefore written in the form
Θµν =
1
8pi2
{
αm4gµν + β m
2 [Rµν − (1/2)Rgµν ]
+γ1 H
(1)
µν + γ2 H
(2)
µν
}
, (133)
where α, β, γ1 and γ2 are constants which can be fixed
by imposing additional physical conditions on the renor-
malized expectation value of the stress-energy-operator
tensor, these conditions being appropriate to the prob-
lem treated.
2. Ambiguities associated with the renormalization mass
So far, in order to simplify the calculations, we have
dropped the scale length λ (or, equivalently, the mass
scale M = 1/λ, i.e., the so-called renormalization mass)
that should be introduced in order to make dimensionless
the argument of the logarithm in the Hadamard repre-
sentation of the Green functions. In fact, in Eqs. (35) and
(37) it is necessary to make the substitution ln[σ(x, x′)+
i] → ln[σ(x, x′)/λ2 + i] which leads in Eqs. (55) and
(58) to the substitution
ln |σ(x, x′)| → ln |σ(x, x′)/λ2|. (134)
This scale length induces an indeterminacy in the biten-
sors WAµν′(x, x
′) and W (x, x′) which corresponds to the
replacements
WAµν′(x, x
′)→WAµν′(x, x′)− V Aµν′(x, x′) ln(M2), (135a)
WΦ(x, x′)→WΦ(x, x′)− V Φ(x, x′) ln(M2), (135b)
WGh(x, x′)→WGh(x, x′)− V Gh(x, x′) ln(M2), (135c)
i.e., in terms of the associated Taylor coefficients, to re-
placements
sµν → sµν − vA0 (µν) ln(M2), (136a)
aµνa → aµνa − vA0 [µν]a ln(M2), (136b)
sµνab → sµνab −
(
vA0 (µν)ab + v
A
1 (µν)gab
)
ln(M2) (136c)
for the vector field Aµ and
w → w − v0 ln(M2), (137a)
wab → wab − (v0ab + v1gab) ln(M2) (137b)
for the scalar field Φ or the ghost fields. By substituting
Eqs. (135a)–(135c) into the general expression (112) of
the renormalized expectation value of the stress-energy-
tensor operator, we obtain the general form of the ambi-
guity associated with the scale length (or with the renor-
malization mass). It is given by
Θµν(M) = − ln(M
2)
8pi2
{
ΘclAµν
[
V A
]
+ ΘclΦµν
[
V Φ
]}
− ln(M
2)
8pi2
{
ΘGBAµν
[
V A
]
+ ΘGBΦµν
[
V Φ
]}
− ln(M
2)
8pi2
ΘGhµν
[
V Gh
]
(138)
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with
ΘclAµν
[
V A
]
(x) = lim
x′→x
T clAµν ρσ
′
(x, x′)
[
V Aρσ′(x, x
′)
]
,
(139a)
ΘclΦµν
[
V Φ
]
(x) = lim
x′→x
T clΦµν (x, x′)
[
V Φ(x, x′)
]
,
(139b)
ΘGBAµν
[
V A
]
(x) = lim
x′→x
T GBAµν ρσ
′
(x, x′)
[
V Aρσ′(x, x
′)
]
,
(139c)
ΘGBΦµν
[
V Φ
]
(x) = lim
x′→x
T GBΦµν (x, x′)
[
V Φ(x, x′)
]
(139d)
and
ΘGhµν
[
V Gh
]
(x) = lim
x′→x
T Ghµν (x, x′)
[
V Gh(x, x′)
]
,
(139e)
where the differential operators T clAµν ρσ
′
, T clΦµν , T GBAµν ρσ
′
,
T GBΦµν and T Ghµν are given in Eqs. (104a)–(104e). It should
be noted that Θµν(M) is a purely geometrical object.
This is due to the geometrical nature of the Hadamard
coefficients V Aµν′(x, x
′) and V (x, x′).
In order to obtain the explicit expression of the stress-
energy tensor Θµν(M), we can repeat the calculations of
Sec. IV C by replacingWAµν′ by V
A
µν′ , W
Φ by V Φ andWGh
by V Gh. From Eqs. (114a)–(114e) it is straightforward
to obtain explicitly ΘclAµν
[
V A
]
, ΘclΦµν
[
V Φ
]
, ΘGBAµν
[
V A
]
,
ΘGBΦµν
[
V Φ
]
and ΘGhµν
[
V Gh
]
by using the replacements
(136) and (137). We can then show that(
ΘclAµν
[
V A
]
+ ΘGBAµν
[
V A
]);ν
= 0, (140a)(
ΘclΦµν
[
V Φ
]
+ ΘGBΦµν
[
V Φ
]);ν
= 0 (140b)
and (
ΘGhµν
[
V Gh
]);ν
= 0. (140c)
Equations (140a)–(140c) are similar to Eqs. (115a)–
(115c) but now with the right-hand sides vanishing. This
is due to the fact that, unlike the wave equations (42)
and (46) for WAµν′ , W
Φ and WGh, the wave equations
for V Aµν′ , V
Φ and V Gh [cf. Eqs. (41) and (45)] have no
source terms. As a consequence Θµν(M) is a conserved
geometrical tensor. We can also check that
ΘGBAµν
[
V A
]
+ ΘGBΦµν
[
V Φ
]
+ ΘGhµν
[
V Gh
]
= 0. (141)
Equation (141) is similar to Eq. (120) but now with the
right-hand side vanishing. This is due to the fact that,
unlike the Ward identity (85) linking WAµν′ and W
Gh, the
Ward identity (84) linking V Aµν′ and V
Gh has no right-
hand side. As a consequence, from Eqs. (138) and (141),
we obtain
Θµν(M) = − ln(M
2)
8pi2
{
ΘclAµν
[
V A
]
+ ΘclΦµν
[
V Φ
]}
. (142)
The ambiguities associated with the scale length can
now be obtained explicitly from the replacements (136)
and (137). If we use the form (123) without taking into
account the geometrical terms, we obtain
Θµν(M) = − ln(M
2)
8pi2
{
(1/2) vA0
ρ
ρ ;µν + (1/2)vA0 µν
−vA0 ρρ(µ;ν) + (1/2)Rρ(µvA0 ν)ρ − (1/2) gρτvA0 [µρ](ν;τ)
−(1/2) gρτvA0 [νρ](µ;τ) − gρτvA0 [µρ][ν;τ ] − gρτvA0 [νρ][µ;τ ]
−vA0 ρρ µν + (1/2) vA0 ρ(ρµ)ν + (1/2) vA0 ρ(ρν)µ + vA1 µν
−gµν
[
(1/4)vA0 ρρ − (1/4) vA0 ;ρτρτ − (1/2) vA0 ρ;τ[ρτ ]
+vA1
ρ
ρ
]}
. (143)
Similarly, if we use the alternative form (125) where
the contributions corresponding to the vector field Aµ
and the auxiliary scalar field Φ are highlighted [see
Eqs. (126a) and (126b)], we obtain
Θµν(M) = Θ
A
µν(M) + Θ
Φ
µν(M) (144)
with
ΘAµν(M) = −
ln(M2)
8pi2
{
(1/2) vA0
ρ
ρ ;µν + (1/2)vA0 µν
−vA0 ρρ(µ;ν) − gρτvA0 [µρ][ν;τ ] − gρτvA0 [νρ][µ;τ ]
−vA0 ρρ µν + vA0 ρ(ρµ)ν + vA0 ρ(ρν)µ + 2 vA1 µν
−gµν
[
(1/4)vA0 ρρ − vA0 ρ;τ[ρτ ] + vA1 ρρ
]}
(145a)
and
ΘΦµν(M) = −
ln(M2)
8pi2
{(1/2) v0;µν − v0µν
−gµν [(1/4)v0 + v1]} . (145b)
Now, by using the explicit expressions (72) and (74)
of the Taylor coefficients of the purely geometrical
Hadamard coefficients, we can show that Eq. (143) re-
duces to
Θµν(M) = − ln(M
2)
8pi2
{
(1/4)m2Rµν − (1/20)R;µν
+(13/120)Rµν − (1/8)RRµν + (2/15)RµpR pν
+(7/20)RpqR
p q
µ ν − (1/15)RµpqrR pqrν
+gµν
[−(3/8)m4 − (1/8)m2R− (1/240)R
+(1/32)R2 − (29/240)RpqRpq
+(1/60)RpqrsR
pqrs
]}
, (146)
while Eqs. (145a) and (145b) provide
ΘAµν(M) = −
ln(M2)
8pi2
{
(1/3)m2Rµν − (1/30)R;µν
+(1/10)Rµν − (5/36)RRµν + (13/90)RµpR pν
+(31/90)RpqR
p q
µ ν − (13/180)RµpqrR pqrν
+gµν
[−(1/4)m4 − (1/6)m2R− (1/60)R
18
+(5/144)R2 − (11/90)RpqRpq
+(13/720)RpqrsR
pqrs
]}
(147a)
and
ΘΦµν(M) = −
ln(M2)
8pi2
{−(1/12)m2Rµν − (1/60)R;µν
+(1/120)Rµν + (1/72)RRµν − (1/90)RµpR pν
+(1/180)RpqR
p q
µ ν + (1/180)RµpqrR
pqr
ν
+gµν
[−(1/8)m4 + (1/24)m2R+ (1/80)R
−(1/288)R2 + (1/720)RpqRpq
−(1/720)RpqrsRpqrs
]}
. (147b)
Of course, it is easy to check that the sum of ΘAµν(M)
and ΘΦµν(M) is equal to Θµν(M).
It is possible to obtain a more compact form for the
stress-energy tensors (146), (147a) and (147b) by using
the conserved tensors (132a)–(132d). It should be noted
that the terms in RµpR
p
ν , RµpqrR
pqr
ν and RpqrsR
pqrs
which are not present in H
(1)
µν and H
(2)
µν can be elim-
inated by introducing
H(3) µν ≡ 1√−g
δ
δgµν
∫
M
d4x
√−g RpqrsRpqrs
= 2R;µν − 4Rµν + 4RµpRνp − 4RpqRµpνq
−2RµpqrRνpqr + gµν [(1/2)RpqrsRpqrs] (148)
and by noting that, due to Eq. (131),
H(1) µν − 4 H(2) µν + H(3) µν = 0. (149)
We then have
Θµν(M) =
ln(M2)
8pi2
{
(3/8)m4gµν
−(1/4)m2 [Rµν − (1/2)Rgµν ]
−(7/240) H(1) µν + (13/120) H(2) µν
}
, (150)
ΘAµν(M) =
ln(M2)
8pi2
{
(1/4)m4gµν
−(1/3)m2 [Rµν − (1/2)Rgµν ]
−(1/30) H(1) µν + (1/10) H(2) µν
}
(151a)
and
ΘΦµν(M) =
ln(M2)
8pi2
{
(1/8)m4gµν
+(1/12)m2 [Rµν − (1/2)Rgµν ]
+(1/240) H(1) µν + (1/120) H
(2)
µν
}
. (151b)
As expected, we can note that the ambiguities associated
with the scale length (or with the renormalization mass)
are of the form (133).
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FIG. 1. Geometry of the Casimir effect
V. CASIMIR EFFECT
A. General considerations
In this section, we shall consider the Casimir effect for
Stueckelberg massive electromagnetism in the Minkowski
spacetime (R4, ηµν) with ηµν = diag(−1,+1,+1,+1).
We denote by (T,X, Y, Z) the coordinates of an event
in this spacetime. We shall provide the renormalized
vacuum expectation value of the stress-energy-tensor op-
erator outside of a perfectly conducting medium with a
plane boundary wall at Z = 0 separating it from free
space (see Fig. 1). It is worth pointing out that this
problem has been studied a long time ago by Davies and
Toms in the framework of de Broglie-Proca electromag-
netism [50]. We shall revisit this problem in order to
compare, at the quantum level and in the case of a sim-
ple example, de Broglie-Proca and Stueckelberg theories
and to discuss their limit for m2 → 0. It should be noted
that the Casimir effect in connection with a massive pho-
ton has been considered for various geometries (see, e.g.,
Refs. [51–55]).
From symmetries and physical considerations, we can
observe that, outside of the perfectly conducting medium,
the renormalized stress-energy tensor takes the form (see
Chap. 4 of Ref. [24])
〈0|T̂µν |0〉ren = 1
3
〈0|T̂ ρρ |0〉ren
(
ηµν − ZˆµZˆν
)
, (152)
where Zˆµ is the spacelike unit vector orthogonal to the
wall. As a consequence, it is sufficient to determine the
trace of the renormalized stress-energy tensor. From
Eq. (124), we have
〈0|T̂ ρρ |0〉ren =
1
8pi2
{−m2s ρρ + s ρτρτ + (3/2)m4}
+ Θ ρρ . (153)
The term Θ ρρ encodes the usual ambiguities discussed in
Sec. IV E. In the Minkowski spacetime it reduces to
Θ ρρ =
1
8pi2
{
αm4
}
, (154)
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where α is a constant. From Eq. (153) it is clear that in
order to evaluate 〈0|T̂ ρρ |0〉ren, it is sufficient to take the
coincidence limit x′ → x of WAµν(x, x′) and WAµν;(ab)(x, x′)
[see Eqs. (78a) and (78c) and note that, in the Minkowski
spacetime, the bivector of parallel transport g ν
′
µ (x, x
′) is
equal to the unit matrix δ ν
′
µ (x, x
′)], where WAµν(x, x
′) is
the regular part of the Feynman propagator GAµν(x, x
′)
corresponding to the geometry of the Casimir effect.
B. Stress-energy tensor in the Minkowski
spacetime
Let us first consider the vacuum expectation value
of the stress-energy-tensor operator in the ordinary
Minkowski spacetime (i.e., without the boundary wall).
This will permit us to establish some notations and,
moreover, to fix the constant α appearing in Eq. (154).
Due to symmetry considerations, we have
〈0|T̂µν |0〉ren = 1
4
〈0|T̂ ρρ |0〉ren ηµν , (155)
where 〈0|T̂ ρρ |0〉ren is still given by Eqs. (153) and (154).
Of course, we must have 〈0|T̂µν |0〉ren = 0, and we have
therefore
〈0|T̂ ρρ |0〉ren = 0 (156)
which plays the role of a constraint for α.
In the Minkowski spacetime, the Feynman propagator
GAµν(x, x
′) associated with the vector field Aµ satisfies
the wave equation (23), i.e.,[
x −m2
]
GAµν(x, x
′) = −ηµνδ4(x, x′), (157)
and its explicit expression is given in terms of a Hankel
function of the second kind by (see, e.g., Chap. 27 of
Ref. [56])
GAµν(x, x
′) = −m
2
8pi
1
Z(x, x′)H
(2)
1 [Z(x, x′)] ηµν . (158)
Here, Z(x, x′) = √−2m2[σ(x, x′) + i] with 2σ(x, x′) =
−(T − T ′)2 + (X −X ′)2 + (Y − Y ′)2 + (Z − Z ′)2.
We have (see Chap. 9 of Ref. [57])
H
(2)
1 (z) = J1(z)− iY1(z), (159)
where J1(z) and Y1(z) are the Bessel functions of the
first and second kinds. By using the series expansions
for z → 0 (see Eqs. (9.1.10) and (9.1.11) of Ref. [57])
J1(z) =
z
2
∞∑
k=0
(−z2/4)k
k!(k + 1)!
(160a)
and
Y1(z) = − 2
piz
+
2
pi
ln
(z
2
)
J1(z)
− z
2pi
∞∑
k=0
[ψ(k + 1) + ψ(k + 2)]
(−z2/4)k
k!(k + 1)!
(160b)
[we note that Eq. (160b) is valid for | arg(z)| < pi,
and we recall that the digamma function ψ is defined
by the recursion relation ψ(z + 1) = ψ(z) + 1/z with
ψ(1) = −γ], we can provide the Hadamard representa-
tion of GAµν(x, x
′) given by Eq. (158). We can write
−m
2
8pi
1
Z(x, x′)H
(2)
1 [Z(x, x′)] =
i
8pi2
[
∆1/2(x, x′)
σ(x, x′) + i
+ V (x, x′) ln[σ(x, x′) + i] +W (x, x′)
]
, (161)
where
∆1/2(x, x′) = 1, (162a)
V (x, x′) =
∞∑
k=0
Vk σ
k(x, x′) (162b)
with
Vk =
(m2/2)k+1
k!(k + 1)!
(162c)
and
W (x, x′) =
∞∑
k=0
Wkσ
k(x, x′) (162d)
with
Wk = − (m
2/2)k+1
k!(k + 1)!
[
ψ(k + 1) + ψ(k + 2)− ln
(
m2
2
)]
.
(162e)
By noting that
WAµν(x, x
′) = W (x, x′) ηµν , (163)
where W (x, x′) is given by Eqs. (162d) and (162e), we
are now able to express 〈0|T̂ ρρ |0〉ren. From Eqs. (78a)
and (78c) we have, respectively,
sµν = m
2
[−1/2 + γ + (1/2) ln(m2/2)] ηµν (164)
and
sµνab = m
4
[−5/16 + (1/4) γ + (1/8) ln(m2/2)] ηµνηab.
(165)
Then, from Eq. (153), we obtain
〈0|T̂ ρρ |0〉ren =
m4
8pi2
{
α+ 9/4− 3 γ − (3/2) ln(m2/2)} ,
(166)
and, necessarily, by using Eq. (156), we have the con-
straint
α = −9/4 + 3 γ + (3/2) ln(m2/2). (167)
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C. Stress-energy tensor for the Casimir effect
Let us now come back to our initial problem. The
Feynman propagator previously considered is modified by
the presence of the plane boundary wall. The new Feyn-
man propagator G˜Aµν(x, x
′) can be constructed by the
method of images if we assume, in order to simplify our
problem, a perfectly reflecting wall. It should be noted
that this particular boundary condition is questionable
from the physical point of view. It is logical for the trans-
verse components of the electromagnetic field but much
less natural for its longitudinal component. Indeed, for
this component, we could also consider perfect transmis-
sion instead of complete reflection (see Refs. [50, 51, 58]).
We shall now consider that the Feynman propagator is
given by
G˜Aµν(x, x
′) = GAµν(x, x
′)− qν GAµν(x, x˜′). (168)
Here, x′µ = (T ′, X ′, Y ′, Z ′) and x˜′µ = (T ′, X ′, Y ′,−Z ′),
while qν = (1 − 2 δ3ν). It is important to note that, in
Eq. (168), the index ν is not summed. Furthermore, we
remark that the term GAµν(x, x˜
′) which is obtained by
replacing x′ by x˜′ in Eq. (158) as well as its derivatives
are regular in the limit x′ → x.
By following the steps of Sec. V B and using the rela-
tion
Kν(z) = −(1/2) ipi e−ipiν/2H(2)ν (z e−ipi/2) (169)
which is valid for −pi/2 ≤ arg(z) ≤ pi as well as the
properties of the modified Bessel functions of the second
kindK1, K2 andK3 (see Chap. 9 of Ref. [57]), it is easy to
show that the Taylor coefficients sµν and sµνab involved
in 〈0|T̂ ρρ |0〉ren are now given by
sµν = m
2
[−1/2 + γ + (1/2) ln(m2/2)] ηµν
−(m/Z)K1(2mZ) qν ηµν (170)
and
sµνab = m
4
[−5/16 + (1/4) γ + (1/8) ln(m2/2)] ηµνηab
− [(m2/Z2)K2(2mZ) qν ηµν (2 η3a η3b − (1/2) ηab)
+(m3/Z)K1(2mZ) qν ηµνη3aη3b
]
. (171)
By inserting Eqs. (170) and (171) in the expression (153)
and using the value of α fixed by Eq. (167), we obtain
〈0|T̂ ρρ |0〉ren =
3
8pi2
{
m2
Z2
K2(2mZ) +
m3
Z
K1(2mZ)
}
,
(172)
and from Eq. (152) we have
〈0|T̂µν |0〉ren = 1
8pi2
{
m2
Z2
K2(2mZ) +
m3
Z
K1(2mZ)
}
×
(
ηµν − ZˆµZˆν
)
. (173)
It is very important to note that this result coincides
exactly with the result obtained by Davies and Toms in
the framework of de Broglie-Proca electromagnetism [50].
In the limit m2 → 0 and for Z 6= 0, we obtain
〈0|T̂µν |0〉ren = 1
16pi2
1
Z4
(
ηµν − ZˆµZˆν
)
. (174)
In the massless limit, the vacuum expectation value of
the renormalized stress-energy tensor associated with the
Stueckelberg theory diverges like Z−4 as the boundary
surface is approached. This result contrasts with that ob-
tained from Maxwell’s theory (see also Ref. [50]). Indeed,
for this theory, the renormalized stress-energy-tensor op-
erator vanishes identically. In order to extract that result
from the Stuckelberg theory, we will now repeat the pre-
vious calculations from the expressions (125) and (126)
[as well as (127) and (128)] given in Sec. IV C 4, where
we have proposed an artificial separation of the contribu-
tions associated with the vector field Aµ and the auxiliary
scalar field Φ.
D. Separation of the contributions associated with
the vector field Aµ and the auxiliary scalar field Φ
In the Minkowski spacetime, Eqs. (127) and (128) re-
duce to
〈0|T̂ ρρ |0〉ren = T A ρρ + T Φ ρρ + Θ ρρ (175)
with
T A ρρ =
1
8pi2
{−s ;ρτρτ −m2s ρρ
+2 a ρ;τρτ + 2 s
ρτ
ρτ + 2m
4
}
(176)
and
T Φ ρρ =
1
8pi2
{−(1/2)w −m2w + (1/4)m4} . (177)
The term Θ ρρ encodes the usual ambiguities discussed in
Sec. IV E. We can split it in the form
Θ ρρ = Θ
A ρ
ρ + Θ
Φ ρ
ρ (178a)
with
ΘA ρρ =
1
8pi2
{
αAm4
}
(178b)
and
ΘΦ ρρ =
1
8pi2
{
αΦm4
}
, (178c)
where αA and αΦ are two constants associated, respec-
tively, with the contributions of the vector field Aµ
and the auxiliary scalar field Φ. We can then replace
Eq. (175) by
〈0|T̂ ρρ |0〉ren = 〈0|T̂A ρρ |0〉ren + 〈0|T̂Φ ρρ |0〉ren (179)
with
〈0|T̂A ρρ |0〉ren = T A ρρ + ΘA ρρ (180)
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and
〈0|T̂Φ ρρ |0〉ren = T Φ ρρ + ΘΦ ρρ , (181)
where the contributions associated with the vector field
Aµ and the auxiliary scalar field Φ are separated. At
first sight, T A ρρ seems complicated because it involves
Taylor coefficients of orders σ1/2 and σ1 of WAµν(x, x
′).
In fact, its expression can be simplified by replacing the
sum a ρ;τρτ +s
ρτ
ρτ from the relation (86b), and we obtain
T A ρρ =
1
8pi2
{−m2s ρρ + 2m2w + (1/2)m4} (182)
which only involves the first Taylor coefficients sµν and
w of order σ0. So, in order to evaluate 〈0|T̂ ρρ |0〉ren given
by Eq. (175), it is sufficient to take the coincidence limit
x′ → x of the state-dependent Hadamard coefficients
WAµν(x, x
′) and W (x, x′) associated with the Feynman
propagators GAµν(x, x
′) and GΦ(x, x′) corresponding to
the geometry of the Casimir effect.
At first, we must fix the constants αA and αΦ appear-
ing in Eq. (178). This can be achieved by imposing, in the
Minkowski spacetime without boundary, the vanishing of
〈0|T̂A ρρ |0〉ren given by Eq. (180) and 〈0|T̂Φ ρρ |0〉ren given
by Eq. (181). In this spacetime, everything related to the
Feynman propagator GAµν(x, x
′) has been already given in
Sec. V B, while the Feynman propagator GΦ(x, x′) asso-
ciated with the scalar field Φ satisfies the wave equation
(25) and is explicitly given by
GΦ(x, x′) = −m
2
8pi
1
Z(x, x′)H
(2)
1 [Z(x, x′)] . (183)
By using Eqs. (161) and (162), it is easy to see that this
propagator can be represented in the Hadamard form and
to obtain
w = m2
[−1/2 + γ + (1/2) ln(m2/2)] . (184)
We are now able to express 〈0|T̂ ρρ |0〉ren. From Eqs. (180),
(181), (182), (177) and (178), we obtain
〈0|T̂A ρρ |0〉ren =
m4
8pi2
{
αA + 3/2− 2 γ − ln(m2/2)}
(185)
and
〈0|T̂Φ ρρ |0〉ren =
m4
8pi2
{
αΦ + 3/4− γ − (1/2) ln(m2/2)} ,
(186)
and, necessarily, the vanishing of these traces provides
the two constraints
αA = −3/2 + 2 γ + ln(m2/2) (187a)
and
αΦ = −3/4 + γ + (1/2) ln(m2/2). (187b)
We now come back to the Casimir effect. The two
Feynman propagators previously considered are modified
by the presence of the plane boundary wall. The new
Feynman propagators can be constructed by the method
of images. Of course, the propagator of the vector field
Aµ is still given by Eq. (168), while we have
G˜Φ(x, x′) = GΦ(x, x′)−GΦ(x, x˜′) (188)
for the propagator of the scalar field Φ. In the context of
the Casimir effect, Eq. (184) must be replaced by
w = m2
[−1/2 + γ + (1/2) ln(m2/2)]
−(m/Z)K1(2mZ), (189)
and sµν is given by Eq. (170). By inserting Eqs. (170) and
(189) in Eqs. (182) and (177) and taking into account the
constraints (187a) and (187b), we obtain from Eq. (180)
〈0|T̂A ρρ |0〉ren = 0 (190)
and from Eq. (181)
〈0|T̂Φ ρρ |0〉ren =
3
8pi2
{
m2
Z2
K2(2mZ) +
m3
Z
K1(2mZ)
}
.
(191)
From Eq. (152) we can then see that the vacuum expecta-
tion value of the stress-energy-tensor operator associated
with the vector field Aµ is such that
〈0|T̂Aµν |0〉ren = 0, (192)
while the vacuum expectation value of the stress-energy-
tensor operator associated with the auxiliary scalar field
Φ is given by
〈0|T̂Φµν |0〉ren =
1
8pi2
{
m2
Z2
K2(2mZ) +
m3
Z
K1(2mZ)
}
×
(
ηµν − ZˆµZˆν
)
. (193)
Of course, the sum of these two contributions permits
us to recover the result (173) of Sec. V C which is also
the result obtained by Davies and Toms in the frame-
work of de Broglie-Proca electromagnetism [50]. It is
moreover interesting to note that the contribution (192)
associated with the vector field Aµ and which has been
artificially separated from the scalar field contribution
(see Sec. IV C 4) vanishes identically for any value of the
mass parameter m. This result coincides exactly with
that obtained from Maxwell’s theory (see also Ref. [50]).
VI. CONCLUSION
In the context of quantum field theory in curved space-
time and with possible applications to cosmology and to
black hole physics in mind, the massive vector field is
frequently studied. It should be, however, noted that,
in this particular domain, it is its description via the
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de Broglie-Proca theory which is mostly considered and
that there are very few works dealing with the Stueck-
elberg point of view (see, e.g., Refs. [59–64], but remark
that these papers are restricted to de Sitter and anti-de
Sitter spacetimes or to Roberstson-Walker backgrounds
with spatially flat sections). In this article, in order to
fill a void, we have developed the general formalism of
the Stueckelberg theory on an arbitrary four-dimensional
spacetime (quantum action, Feynman propagators, Ward
identities, Hadamard representation of the Green func-
tions), and we have particularly focussed on the aspects
linked with the construction, for a Hadamard quantum
state, of the expectation value of the renormalized stress-
energy-tensor operator. It is important to note that we
have given two alternative but equivalent expressions for
this result. The first one has been obtained by eliminat-
ing from a Ward identity the contribution of the auxil-
iary scalar field Φ (the so-called Stueckelberg ghost [47])
and only involves state-dependent and geometrical quan-
tities associated with the massive vector field Aµ [see
Eq. (123)]. The other one involves contributions com-
ing from both the massive vector field and the auxiliary
Stueckelberg scalar field [see Eqs. (125)–(126)], and it has
been constructed artificially in such a way that these two
contributions are independently conserved and that, in
the zero-mass limit, the massive vector field contribution
reduces smoothly to the result obtained from Maxwell’s
electromagnetism. It is also important to note that, in
Sec. IV E, we have discussed the geometrical ambigui-
ties of the expectation value of the renormalized stress-
energy-tensor operator. They are of fundamental impor-
tance (see, e.g., in Sec. V, their role in the context of the
Casimir effet).
We intend to use our results in the near future in cos-
mology of the very early universe, but we hope they
will be useful for other authors. This is why we shall
now provide a step-by-step guide for the reader who is
not especially interested by the technical details of our
work but who wishes to calculate the expectation value of
the renormalized stress-energy tensor from the expression
(123), i.e., from the expression where any reference to the
Stueckelberg auxiliary scalar field Φ has disappeared. We
shall describe the calculation from the Feynman propa-
gator as well as from the anticommutator function :
(i) We assume that the Feynman propagator
GAµν′(x, x
′) which is given by Eq. (22) and
satisfies the wave equation (30) [or that the
anticommutator G
(1)A
µν′ (x, x
′) which is given by
Eq. (59) and satisfies the wave equation (60)]
has been determined in a particular gravitational
background and for a Hadamard quantum state.
In other words, we consider that the Feynman
propagator GAµν′(x, x
′) can be represented in the
Hadamard form (35) [or that the anticommutator
G
(1)A
µν′ (x, x
′) can be represented in the Hadamard
form (55)].
(ii) We need the regular part of the Feynman propa-
gator GAµν′(x, x
′) [or that of the anticommutator
G
(1)A
µν′ (x, x
′)] at order σ. To extract it, we sub-
tract from the Feynman propagator GAµν′(x, x
′) its
singular part (48a) in order to obtain its regular
part (48b) [or we subtract from the anticommuta-
tor G
(1)A
µν′ (x, x
′) its singular part (68a) in order to
obtain its regular part (68b)]. We have then at
our disposal the state-dependent Hadamard bivec-
tor WAµν′(x, x
′). Here, it is important to note that
we do not need the full expression of the singular
part of the Green function considered, but we can
truncate it by neglecting the terms vanishing faster
than σ(x, x′) for x′ → x. As a consequence, we can
construct the singular part (48a) [or the singular
part (68a)] by using the covariant Taylor series ex-
pansion (A.9) of ∆1/2 up to order σ2, the covariant
Taylor series expansion (71a) of V A0 µν up to order
σ1 [see Eqs. (72a)–(72c)] and the covariant Taylor
series expansion (71b) of V A1 µν up to order σ
0 [see
Eq. (72d)].
(iii) Finally, by using Eqs. (78a)–(78c), we can construct
the expectation value of the renormalized stress-
energy tensor given by Eq. (123).
It is interesting to note that, in the literature concern-
ing Stueckelberg electromagnetism, some authors only fo-
cus on the part of the action associated with the massive
vector field Aµ and which is given by Eq. (13a) (see, e.g.,
Refs. [59, 62, 65]). Of course, this is sufficient because
they are mainly interested, in the context of canonical
quantization, by the determination of the Feynman prop-
agator associated with this field. However, in order to
calculate physical quantities, it is necessary to take into
account the contribution of the auxiliary scalar field Φ. It
cannot be discarded. This is very clear in the context of
the construction of the renormalized stress-energy-tensor
operator as we have shown in our article and remains
true for any other physical quantity.
To conclude this article, we shall briefly compare the
de Broglie-Proca and Stueckelberg formulations of mas-
sive electomagnetism and discuss the advantages of the
Stueckelberg formulation over the de Broglie-Proca one.
It is interesting to note the existence of a nice paper by
Pitts [66], where de Broglie-Proca and Stueckelberg ap-
proaches of massive electromagnetism are discussed from
a philosophical point of view based on the machinery of
the Hamiltonian formalism (primary and secondary con-
straints, Poisson brackets, . . . ). Here, we adopt a more
pragmatic point of view. We discuss the two formula-
tions in light of the results obtained in our article. In our
opinion:
(i) De Broglie-Proca and Stueckelberg approaches of
massive electromagnetism are two faces of the same
theory. Indeed, the transition from de Broglie-
Proca to Stueckelberg theory is achieved via the
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Stueckelberg trick (5) which permits us, by intro-
ducing an auxiliary scalar field Φ, to artificially re-
store Maxwell’s gauge symmetry in massive electro-
magnetism, but, reciprocally, the transition from
Stueckelberg to de Broglie-Proca theory is achieved
by imposing the gauge choice Φ = 0 [see Eq. (8)].
As a consequence, it is not really surprising to ob-
tain the same result for the renormalized stress-
energy-tensor operator associated with the Casimir
effect (see Sec. V) when we consider this problem in
the framework of the de Broglie-Proca and Stueck-
elberg formulations of massive electromagnetism.
Indeed, we can expect that this remains true for
any other quantum quantity.
(ii) However, we can note that with regularization and
renormalization in mind, it is much more interest-
ing to work in the framework of the Stueckelberg
formulation of massive electromagnetism. Indeed,
this permits us to have at our disposal the machin-
ery of the Hadamard formalism which is not the
case in the framework of the de Broglie-Proca for-
mulation. Indeed, due to the constraint (4a), the
Feynman propagator GAµν′(x, x
′) associated with
the vector field Aµ cannot be represented in the
Hadamard form (35).
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Appendix: Biscalars, bivectors and their covariant
Taylor series expansions
Regularization and renormalization of quantum field
theories in the Minkowski spacetime are most times based
on the representation of Green functions in momentum
space, and, in general, this greatly simplifies reasoning
and calculations. The use of such a representation is
not possible in an arbitrary gravitational background
where the lack of symmetries as well as spacetime cur-
vature prevent us from working within the framework of
the Fourier transform. As a consequence, regularization
and renormalization in curved spacetime are necessarily
based on representations of Green functions in coordinate
space, and, moreover, they require extensively the con-
cepts of biscalars, bivectors and, more generally, biten-
sors. Thanks to the work of some mathematicians [67–70]
and of DeWitt [23, 44, 56, 71] and coworkers [28, 29], we
have at our disposal all the tools necessary to deal with
this subject.
In this short Appendix, in order to make a self-
consistent paper (i.e., to avoid the reader needing to
consult the references mentioned above), we have gath-
ered some important results which are directly related
with the representations of Green functions in coordinate
space and, more particularly, with the Hadamard repre-
sentations of the Green functions appearing in Stueckel-
berg electromagnetism [see Eqs. (35), (37), (55) and (58)]
which is the main subject of Sec. III and which plays a
crucial role in Sec. IV. In particular, we define the geode-
tic interval σ(x, x′), the Van Vleck-Morette determinant
∆(x, x′) and the bivector of parallel transport from x to
x′ denoted by gµν′(x, x′) (see, e.g., Ref. [44]), and we
moreover discuss the concept of covariant Taylor series
expansions for biscalars and bivectors.
We first recall that 2σ(x, x′) is the square of the
geodesic distance between x and x′ which satisfies
2σ = σ;µσ;µ. (A.1)
We have σ(x, x′) < 0 if x and x′ are timelike related,
σ(x, x′) = 0 if x and x′ are null related and σ(x, x′) > 0
if x and x′ are spacelike related. We furthermore recall
that ∆(x, x′) is given by
∆(x, x′) = −[−g(x)]−1/2det(−σ;µν′(x, x′))[−g(x′)]−1/2
(A.2)
and satisfies the partial differential equation
xσ = 4− 2∆−1/2∆1/2;µσ;µ (A.3a)
as well as the boundary condition
lim
x′→x
∆(x, x′) = 1. (A.3b)
The bivector of parallel transport from x to x′ is defined
by the partial differential equation
gµν′;ρσ
;ρ = 0 (A.4a)
and the boundary condition
lim
x′→x
gµν′(x, x
′) = gµν(x). (A.4b)
The Hadamard coefficients V An µν′(x, x
′) and
WAn µν′(x, x
′) introduced in Eq. (36) and which are
bivectors involved in the Hadamard representation of
the Green functions (35) and (55) or the Hadamard co-
efficients Vn(x, x
′) and Wn(x, x′) introduced in Eq. (38)
and which are biscalars involved in the Hadamard repre-
sentation of the Green functions (37) and (58) cannot in
general be determined exactly. They are solutions of the
recursion relations (39a), (39b) and (40) or (43a), (43b)
and (44), and, following DeWitt [44, 71], we can look for
the solutions of these equations in the form of covariant
Taylor series expansions for x′ in the neighborhood of x.
This is the method we use in Sec. III. The series defining
the biscalars Vn(x, x
′) and Wn(x, x′) can be written in
the form
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T (x, x′) = t(x)− ta1(x)σ;a1(x, x′) +
1
2!
ta1a2(x)σ
;a1(x, x′)σ;a2(x, x′)
− 1
3!
ta1a2a3(x)σ
;a1(x, x′)σ;a2(x, x′)σ;a3(x, x′)
+
1
4!
ta1a2a3a4(x)σ
;a1(x, x′)σ;a2(x, x′)σ;a3(x, x′)σ;a4(x, x′) + · · · . (A.5)
By construction, the coefficients ta1...ap(x) are symmetric
in the exchange of the indices a1 . . . ap, i.e., ta1...ap(x) =
t(a1...ap)(x), and, moreover, by requiring the symmetry
of T (x, x′) in the exchange of x and x′, i.e., T (x, x′) =
T (x′, x), the coefficients t(x) and ta1...ap(x) with p =
1, 2, . . . are constrained. The symmetry of T (x, x′) per-
mits us to express the odd coefficients of the covariant
Taylor series expansion of T (x, x′) in terms of the even
ones. We have for the odd coefficients of lowest orders
(see, e.g., Ref. [72])
ta1 = (1/2) t;a1 , (A.6a)
ta1a2a3 = (3/2) t(a1a2;a3) − (1/4) t;(a1a2a3). (A.6b)
Similarly, the series defining the bivectors V An µν′(x, x
′)
and WAn µν′(x, x
′) can be written in the form
Tµν(x, x
′) = g ν
′
ν (x, x
′)Tµν′(x, x′)
= tµν(x)− tµνa1(x)σ;a1(x, x′)
+
1
2!
tµνa1a2(x)σ
;a1(x, x′)σ;a2(x, x′)
− 1
3!
tµνa1a2a3(x)σ
;a1(x, x′)σ;a2(x, x′)σ;a3(x, x′)
+ · · · . (A.7)
By construction, the coefficients tµνa1...ap(x) are symmet-
ric in the exchange of indices a1 . . . ap, i.e., tµνa1...ap(x) =
tµν(a1...ap)(x), and by requiring the symmetry of
Tµν′(x, x
′) in the exchange of x and x′, i.e., Tµν′(x, x′) =
Tν′µ(x
′, x), the coefficients tµν(x) and tµνa1...ap(x) with
p = 1, 2, . . . are constrained. The symmetry of Tµν′(x, x
′)
permits us to express the coefficients of the covariant Tay-
lor series expansion of Tµν′(x, x
′) in terms of their sym-
metric and antisymmetric parts in µ and ν. We have for
the coefficients of lowest orders (see, e.g., Refs. [35, 39])
tµν = t(µν), (A.8a)
tµνa1 = (1/2) t(µν);a1 + t[µν]a1 , (A.8b)
tµνa1a2 = t(µν)a1a2 + t[µν](a1;a2), (A.8c)
tµνa1a2a3 = (3/2) t(µν)(a1a2;a3)
−(1/4) t(µν);(a1a2a3) + t[µν]a1a2a3 . (A.8d)
In order to solve the recursion relations (39a), (39b),
(40), (43a), (43b) and (44) but also to do most of the cal-
culations in Secs. III and IV and, in particular, to obtain
the explicit expression of the renormalized stress-energy-
tensor operator, it is necessary to have at our disposal
the covariant Taylor series expansions of the biscalars
∆1/2, ∆−1/2∆1/2;µσ;µ and ∆1/2 and of the bivectors
σ;µν′ and gµν′ but also of some bitensors such as σ;µν ,
gµν′;ρ and gµν′;ρ′ . Here, we provide these expansions up
to the orders necessary in this article (for higher orders,
see Refs. [72, 73]). We have
∆1/2 = 1 +
1
12
Ra1a2σ
;a1σ;a2 − 1
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Ra1a2;a3σ
;a1σ;a2σ;a3
+
[
1
80
Ra1a2;a3a4 +
1
360
Rpa1qa2R
q
a3pa4 +
1
288
Ra1a2Ra3a4
]
σ;a1σ;a2σ;a3σ;a4
−
[
1
360
Ra1a2;a3a4a5 +
1
360
Rpa1qa2R
q
a3pa4;a5 +
1
288
Ra1a2Ra3a4;a5
]
σ;a1σ;a2σ;a3σ;a4σ;a5 +O(σ3),
(A.9)
∆1/2 = 1
6
R
+
[
1
40
Ra1a2 −
1
120
R;a1a2 +
1
72
RRa1a2 −
1
30
Rpa1Rpa2 +
1
60
RpqRpa1qa2 +
1
60
Rpqra1Rpqra2
]
σ;a1σ;a2
−
[
− 1
360
R;a1a2a3 +
1
120
(Ra1a2);a3 +
1
144
RRa1a2;a3 −
1
45
Rpa1Rpa2;a3 +
1
180
Rpq;a1R
q
a2pa3
+
1
180
RpqR
q
a1pa2;a3 +
1
90
Rpqra1Rpqra2;a3
]
σ;a1σ;a2σ;a3 +O(σ2), (A.10)
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∆−1/2∆1/2;µσ;µ =
1
6
Ra1a2σ
;a1σ;a2 +O(σ3/2),
(A.11)
σ;µν = gµν − 1
3
Rµa1νa2σ
;a1σ;a2 +O(σ3/2), (A.12)
g ν
′
ν σ;µν′ = −gµν −
1
6
Rµa1νa2σ
;a1σ;a2 +O(σ3/2),
(A.13)
g ν
′
ν gµν′;ρ = −
1
2
Rµνρa1σ
;a1
+
1
6
Rµνρa1;a2σ
;a1σ;a2 +O(σ3/2), (A.14)
g ν
′
ν g
ρ′
ρ gµν′;ρ′ = −
1
2
Rµνρa1σ
;a1
+
1
3
Rµνρa1;a2σ
;a1σ;a2 +O(σ3/2) (A.15)
and
g ν
′
ν gµν′ =
2
3
Ra1[µ;ν] σ
a1 +
[
−1
6
Ra1[µ;ν]a2
+
1
6
Rµνpa1R
p
a2 −
1
4
Rµpqa1R
pq
ν a2
]
σ;a1σ;a2
+O(σ3/2). (A.16)
[1] K. A. Olive et al. (Particle Data Group), Chin. Phys. C
38, 090001 (2014).
[2] D. D. Ryutov, Plasma Phys. Control. Fusion 49, B429
(2007).
[3] L.-C. Tu, J. Luo, and G. Gillies, Rept. Prog. Phys. 68,
77 (2005).
[4] A. S. Goldhaber and M. M. Nieto, Rev. Mod. Phys. 82,
939 (2010).
[5] L. de Broglie, Recherches sur la the´orie des quantas - sec-
onde the`se (Universite´ de Paris-Sorbonne, Paris, 1924).
[6] L. de Broglie, J. Phys. Radium 3, 422 (1922).
[7] L. de Broglie, Une nouvelle conception de la lumie`re.
(Hermann, Paris, 1934).
[8] L. de Broglie, Nouvelles recherches sur la lumie`re. (Her-
mann, Paris, 1936).
[9] L. de Broglie, Une nouvelle the´orie de la lumie`re,
la me´canique ondulatoire du photon. (Hermann, Paris,
1940).
[10] A. Proca, J. Phys. Radium 7, 347 (1936).
[11] A. Proca and G. A. Proca, Alexandre Proca 1897-1955:
Oeuvre scientifique publie´e. (Editions Georges A. Proca,
Paris, 1988).
[12] E. C. G. Stueckelberg, Helv. Phys. Acta 11, 225 (1938).
[13] E. C. G. Stueckelberg, Helv. Phys. Acta 11, 299 (1938).
[14] H. Ruegg and M. Ruiz-Altaba, Int. J. Mod. Phys. A 19,
3265 (2004), arXiv:hep-th/0304245.
[15] J. Jaeckel and A. Ringwald, Ann. Rev. Nucl. Part. Sci.
60, 405 (2010), arXiv:1002.0329 [hep-ph].
[16] R. Essig et al. (2013) arXiv:1311.0029 [hep-ph].
[17] H. An, M. Pospelov, and J. Pradler, Phys. Rev. Lett.
111, 041302 (2013), arXiv:1304.3461 [hep-ph].
[18] J. Balewski et al. (2014) arXiv:1412.4717 [physics.ins-
det].
[19] G. Eigen (BaBar Collaboration), J. Phys. Conf. Ser. 631,
012034 (2015), arXiv:1503.02860 [hep-ex].
[20] S. V. Kuzmin and D. G. C. McKeon, Can. J. Phys. 80,
767 (2002).
[21] I. L. Buchbinder, E. N. Kirillova, and N. G. Pletnev,
Phys. Rev. D 78, 084024 (2008), arXiv:0806.3505 [hep-
th].
[22] C. de Rham, Living Rev. Rel. 17, 7 (2014),
arXiv:1401.4173 [hep-th].
[23] B. S. DeWitt, Phys. Rep. 19, 295 (1975).
[24] N. D. Birrell and P. C. W. Davies, Quantum Fields in
Curved Space (Cambridge University Press, Cambridge,
England, 1982).
[25] S. A. Fulling, Aspects of Quantum Field Theory in Curved
Space-time (Cambridge University Press, Cambridge,
England, 1989).
[26] R. M. Wald, Quantum Field Theory in Curved Space-
Time and Black Hole Thermodynamics (The University
of Chicago Press, Chicago, 1995).
[27] L. E. Parker and D. J. Toms, Quantum Field Theory in
Curved Spacetime: Quantized Fields and Gravity (Cam-
bridge University Press, Cambridge, England, 2009).
[28] S. M. Christensen, Phys. Rev. D 14, 2490 (1976).
[29] S. M. Christensen, Phys. Rev. D 17, 946 (1978).
[30] R. M. Wald, Commun. Math. Phys. 54, 1 (1977).
[31] R. M. Wald, Phys. Rev. D 17, 1477 (1978).
[32] S. L. Adler, J. Lieberman, and Y. J. Ng, Annals Phys.
106, 279 (1977).
[33] S. L. Adler and J. Lieberman, Annals Phys. 113, 294
(1978).
[34] M. A. Castagnino and D. D. Harari, Annals Phys. 152,
85 (1984).
[35] M. R. Brown and A. C. Ottewill, Phys. Rev. D 34, 1776
(1986).
[36] D. Bernard and A. Folacci, Phys. Rev. D 34, 2286 (1986).
[37] S. Tadaki, Prog. Theor. Phys. 77, 671 (1987).
[38] B. Allen, A. Folacci, and A. C. Ottewill, Phys. Rev. D
38, 1069 (1988).
[39] A. Folacci, J. Math. Phys. 32, 2813 (1991).
[40] Y. Decanini and A. Folacci, Phys. Rev. D 78, 044025
(2008), arXiv:gr-qc/0512118.
[41] V. Moretti, Commun. Math. Phys. 232, 189 (2003),
arXiv:gr-qc/0109048.
[42] T.-P. Hack and V. Moretti, J. Phys. A 45, 374019 (2012),
arXiv:1202.5107 [gr-qc].
[43] S. W. Hawking and G. F. R. Ellis, The Large Scale Struc-
ture of Space-Time (Cambridge University Press, Cam-
bridge, England, 1973).
[44] B. S. DeWitt and R. W. Brehme, Annals Phys. 9, 220
(1960).
[45] T. Kugo and I. Ojima, Prog. Theor. Phys. 60, 1869
26
(1978).
[46] N. H. Barth and S. M. Christensen, Phys. Rev. D 28,
1876 (1983).
[47] H. van Hees, (2003), arXiv:hep-th/0305076 [hep-th].
[48] W. Tichy and E. E. Flanagan, Phys. Rev. D 58, 124007
(1998), arXiv:gr-qc/9807015 [gr-qc].
[49] S. Hollands and R. M. Wald, Rev. Math. Phys. 17, 227
(2005), arXiv:gr-qc/0404074 [gr-qc].
[50] P. C. W. Davies and D. J. Toms, Phys. Rev. D 31, 1363
(1985).
[51] P. C. W. Davies and S. D. Unwin, Phys. Lett. B 98, 274
(1981).
[52] G. Barton and N. Dombey, Nature 311, 336 (1984).
[53] G. Barton and N. Dombey, Annals Phys. 162, 231 (1985).
[54] L. P. Teo, Phys. Rev. D 82, 105002 (2010),
arXiv:1007.4397 [quant-ph].
[55] L. P. Teo, Phys. Lett. B 696, 529 (2011), arXiv:1012.2196
[quant-ph].
[56] B. S. DeWitt, The Global Approach to Quantum Field
Theory (Oxford University Press, Oxford, 2003).
[57] M. Abramowitz and I. A. Stegun, Handbook of Mathe-
matical Functions (Dover, New-York, 1965).
[58] L. Bass and E. Schro¨dinger, Proceedings of the Royal
Society of London Series A 232, 1 (1955).
[59] H. Janssen and C. Dullemond, J. Math. Phys. 28, 1023
(1987).
[60] L. P. Chimento and A. E. Cossarini, Phys. Rev. D 41,
3101 (1990).
[61] N. C. Tsamis and R. P. Woodard, J. Math. Phys. 48,
052306 (2007), arXiv:gr-qc/0608069.
[62] M. B. Fro¨b and A. Higuchi, J. Math. Phys. 55, 062301
(2014), arXiv:1305.3421 [gr-qc].
[63] O¨. Akarsu, M. Arik, N. Katirci, and M. Kavuk, JCAP
1407, 009 (2014), arXiv:1404.0892 [gr-qc].
[64] S. Kouwn, P. Oh, and C.-G. Park, (2015),
arXiv:1512.00541 [gr-qc].
[65] C. Itzykson and J.-B. Zuber, Quantum Field Theory
(McGraw-Hill, New York, 1980).
[66] J. B. Pitts, (2009), arXiv:0911.5400 [physics.hist-ph].
[67] J. Hadamard, Lectures on Cauchy’s Problem in Linear
Partial Differential Equations (Yale University Press,
New Haven, 1923).
[68] A. Lichnerowicz, Publications Mathe´matiques de
l’Institut des Hautes E´tudes Scientifiques 10, 5 (1961).
[69] P. R. Garabedian, Partial Differential Equations (Wiley,
New York, 1964).
[70] F. G. Friedlander, The Wave Equation on a Curved
Space-Time (Cambridge University Press, Cambridge,
England, 1975).
[71] B. S. DeWitt, Dynamical Theory of Groups and Fields
(Gordon and Breach, New York, 1965).
[72] Y. Decanini and A. Folacci, Phys. Rev. D 73, 044027
(2006), arXiv:gr-qc/0511115.
[73] A. C. Ottewill and B. Wardell, Phys. Rev. D 84, 104039
(2011), arXiv:0906.0005 [gr-qc].
