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Abstract 
 
 
 
In recent years, the video surveillance system for security and a driving safety system 
on the car have been growing rapidly. The video surveillance system has grown from a 
manual system to a fully autonomous system, whereas a driving safety system has 
evolved from a parking safety system to a collision avoidance system. The system 
requires a good ability to detect a moving object so as to be a reliable system. 
The problem that must be addressed in the detection of moving objects on a video is 
a dynamic background. In this thesis, we proposed a moving object detection method 
using sequential inference of the background to overcome the problem of the dynamic 
background. The sequential inference of the background uses a series of previous image 
frames to create a model of the background image for the current frame. After a 
background model is obtained, then the background subtraction can be done. 
The proposed method is applied to the video captured using a static camera and a 
moving camera. The detection of moving objects in a video captured by a moving 
camera is not as easy as the case using a static camera. Correspondence of pixels in the 
current image frame with the pixels of the previous image frame must be known in 
advance. The background model is formed using a bilinear interpolation of the previous 
image frame. The judgment of a pixel as the background or the foreground is done by 
subtracting the model of the background image from the current frame. 
An important stage in this method is updating normal distribution of the pixels on a 
background model. A background model is formed based on the value of the normal 
distribution which is updated with each frame of a video. The originality of this thesis is 
to propose novel ways of updating the normal distribution to obtain an effective 
background model.  
Experiments are performed on several videos. The results show that the proposed 
method can detect and extract moving objects that appear in a video scene successfully 
under various situations of the background. The effectiveness of the proposed method is 
recognized by recall, precision and F measure. 
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 1 
Chapter 1   Introduction 
 
 
 
1.1 Background 
Security is a very important requirement for humans. Security can be secure against 
a crime and safe in traffic. Many of crimes that occur and growth in the number of cars 
strongly encourage the need for a good and powerful surveillance system. In the 
worldwide, the number of people killed due to accidents is estimated at 1.2 million each 
year, while the injured victim can reach 50 million [1]. While a death due to crime in 
2012 in the worldwide was reached 437,000 people [2]. The number of traffic accidents 
that occurred in Japan is fairly high. According to the report published by the ministry 
of transport of Japan national police agency in 2013, the number of traffic accidents 
reached 629,021, human casualties reached 785,867 and 4,373 people deaths [3]. 
A surveillance system can be realized by installing cameras in places vulnerable to 
crime and accidents. Moreover cameras can also be mounted on a car to help a driver to 
be secure in driving. This means that video surveillance systems should be able to be 
done using a video captured using a static camera and a moving camera. 
There are 3 types of video surveillance activities, i.e. manual (conventional), semi-
autonomous and fully autonomous [4]. The conventional video surveillance systems can 
record what is seen but can not feel what is seen. Therefore we need trained security 
personnel to review the results of such video surveillance systems. Since the increasing 
number of cameras that are installed will increase the video surveillance data, the 
security personnel jobs become increasingly heavy. One solution to this difficulty is to 
add more security officers, but it is a costly option. A better solution is to replace a 
manual or conventional video surveillance system by a fully autonomous system. 
Input of the fully autonomous video surveillance system is video sequences taken in 
the spot where the surveillance is done. Object detection and object tracking is done 
using a computer and without human intervention [5]. Implementation of the fully 
autonomous video surveillance system has become possible because of the rapid 
development of computer technology, especially in terms of processing speed and 
amount of memory that can be installed in the system. 
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One of the important tasks in a video surveillance system is to detect moving objects 
in a video scene taken with the use of surveillance cameras. Once an object is detected, 
the action of the object can be identified and determined whether its action is normal or 
abnormal. Detection of objects can also be applied to monitoring students in the 
classroom, monitoring patients in hospitals, applications in the field of sports, 
applications in the military field, and others. 
Currently, Nissan's car uses a moving object detection technology to help the driver 
to be safe in the narrow alley, urban street and parking situations. The system then alerts 
the driver both visually and by sounds if the camera detects moving objects around the 
vehicle. There are two types of systems: the first system uses only a single camera 
installed in the rear of the car, while the second system uses four cameras installed in 
the front, rear and both sides of the car. In the first system, the vehicle can only detect 
certain moving objects that are behind the vehicle. The second system can alert drivers 
in three scenarios: while parked or in neutral; moving forward; and moving backward. 
When moving forward, the cameras on the front side detect moving objects in front of 
the vehicle. When moving backward, the cameras on the rear side detect moving objects 
behind the vehicle. When parking or neutral conditions, the system detects moving 
objects around the vehicle using a virtual bird's-eye view image. 
In the conventional video surveillance systems, the success of detecting moving 
objects is very much dependent on the conditions of security personnel. While in the 
fully autonomous video surveillance system, the success of detecting moving objects is 
very much dependent on the precision and the F of the moving object detection method 
that is used in the system. Therefore, the effectiveness of the proposed object detection 
method in this thesis is measured by finding the values of recall, precision and F.  
 
1.2 Previous Work 
The existing moving object detection methods can be separated into two categories:  
1. The first method uses a static camera. One approach used in the detection of moving 
objects by a static camera is the background subtraction method [6,7,8]. This 
method is very simple and it cannot work optimally in the dynamic background. 
This method cannot address the changes that may occur in the background; for 
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instance, the swaying leaves on the trees due to wind, changes in the light intensity 
in the background, rainy conditions, and others. Another method to address changes 
in the background is the use of Gaussian mixture models [9]. There are some other 
methods to detect and track a moving object such as an optical flow method [10], 
the method of frame differencing and template matching [11], the method of Fuzzy-
Extreme Learning Machine [12], the method of Detecting Contiguous Outliers in the 
Low-Rank Representation (DECOLOR) [13], and the method of Intensity Local 
Binary Patterns (iLBP) [14]. 
2. The second method uses a moving camera. Background subtraction method cannot 
be used directly in the detection of moving objects using a moving camera. Positions 
of all the background pixels in the current image are different with the positions of 
all the background pixels in the initial background. Methods in previous researches 
use the normal component of the optical flow field to detect moving objects in video 
taken using a moving airborne platform [15]. The other method uses a searching 
strategy of the trajectory of the foreground and the background [16], dual-mode 
Single Gaussian Model (SGM) and the mixing neighboring [17], ego-motion 
estimation and classification of the background or the foreground [18], robust SIFT 
trajectories [19], and Fuzzy Edge Incorporated Markov Random Field and Local 
Histogram Matching [20]. 
 
1.3 Objective of the Thesis 
In this thesis, we focus our attention on the dynamical nature of the background to 
detect moving objects from a video. If the background is stably defined under some 
dynamical disturbances in a scene, moving objects, if exist, can be extracted clearly as 
foreground objects. 
Although the above mentioned methods work reasonably in given respective 
conditions, it is still difficult to find a method which can be employed effectively in a 
practical situation having a dynamic background. 
This thesis proposes a moving object detection method using sequential inference of 
the background on the video captured by a static/moving camera. The proposed method 
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adapts to dynamical change of the background caused by, e.g., movement and light 
intensity: They are resolved by always updating the background model.  
On the video captured by a moving camera, all the pixels in the current frame 
change their positions from the previous frame. To be able to compare the current frame 
with the previous frame, the position of the pixels need to be adjusted. Changes in the 
position of pixels in the current frame from the previous frame are searched using a 
point tracker. Bilinear interpolation with four nearest pixels around the pixel in a 
previous background model which corresponds to a pixel in a current frame can be used 
for creating a current background model. Having obtained the background model, a 
pixel in a current frame can be determined if it is a background pixel or a foreground 
pixel. The last step is to update the normal distribution of each pixel on a background to 
address the changes in the background. 
In contrast to previous methods, in the method described in this thesis, a different 
threshold is used for each pixel in an image to determine whether the pixel belongs to 
the background or the foreground. It is also noted that the proposed method extracts the 
shape of moving objects directly as foreground objects. Since the shape is known, 
semantic analysis of the shape can be followed to label the objects or to analyze their 
activities. This will be an indispensable ability for a future system such as an intelligent 
room or an intelligent robot. 
 
1.4 Organization of the Thesis 
The organization of the thesis is as follows: 
In Chapter 2, we propose a method of detecting moving objects in a video having a 
dynamic background using sequential inference of the background and apply it to a 
video captured by a static camera. 
In Chapter 3, we propose an extended method of detecting moving objects using 
sequential background inference for the case of the video captured by a moving camera 
and apply it to a video taken by a hand-held camera. 
In Chapter 4, we summarize the moving object detection method which we have 
proposed in Chapter 2 and Chapter 3. The detection results of the used method are 
compared with the ground truth and another method to determine the effectiveness of 
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the proposed method. The result of this comparison yields a value of sensitivity, 
precision, and F of the used methods. 
Finally, the thesis is concluded in Chapter 5. 
 
 
6 
Chapter 2   Moving Object Detection Based on the Update of 
a Background Model 
 
 
Detection of moving objects is strongly needed for various applications. The goal of 
moving object detection is to extract moving objects that are of interest in video 
sequences. Some examples of interesting objects are people and vehicles but not the 
droplets of rain or leaves swaying on trees. The result is only interesting objects that 
remain in a scene: So it can be analyzed further. Many methods for moving object 
detection have been proposed, these include background subtraction, temporal frame 
differencing, Intensity Local Binary Patterns (iLBP), and optical flow.  
In this chapter, we propose a method of detecting moving objects on a video having a 
dynamic background using a sequential inference of the background. In a video 
surveillance system, the accuracy of detecting an object is very important. The object 
action will be more easily determined if the object can accurately recognized by the 
system. The system must be able to distinguish an object from the background which 
often changes due to the leaves swaying on trees, changes in intensity of light, and the 
water droplets of the rains and others.  
The output of this method is the moving objects that can be recognized in dynamic 
backgrounds. Moving objects are recognized by doing background subtraction between 
the current image frame and the background image that is constantly updated based on 
sequential inference from the background. An updating value of background pixels are 
affected by current pixels whether the pixels are included in the background or on a 
moving object. Therefore, each pixel is updated with different values. Moreover, the 
threshold value of each pixel is also different. This is to address the problem of 
vulnerability of the scene dynamics. 
The method proposed in this thesis is to detect a moving object from a video by use 
of sequential background inference. By making a background model sequentially, it 
extracts a moving object as a foreground image sequentially. This approach is different 
from the one based on motion vectors in that the shape of a moving object can be 
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obtained directly as a foreground image. The use of motion vectors only indicates the 
existence of a moving object by a bounding box which does not give the shape 
information of the object. If we obtain the shape of a moving object, we are able to go 
further to its semantic analysis such as what it is and what action it takes. In practice, we 
may be able to judge that the detected object is a person by use of the HOG feature [50], 
for example: Then we will analyze his/her motion/action in a given image sequence and 
classify it into walking, running or even fallen on the ground. If the detected object is a 
rigid object which does not change shape in the image sequence, it may be a bicycle or a 
vehicle. This indicates the intelligent nature of the proposed method, leading to the 
implementation of the method in a future robot which will help a human life in various 
ways. 
The existent methods concerning moving object detection employing sequential 
background inference are insufficient for a practical use when the intensity of light in an 
environment changes largely, such as sudden weather change outdoors or turning on/off 
the light indoors. The method proposed in this thesis includes and adapt to such a 
situation. 
 
2.1 Outline of the Proposed Method 
In this thesis, we propose a method of detecting a moving object using sequential 
inference of the background. The proposed method uses modification of the running 
average approach in forming a background model. Whereas the conventional running 
average approach only uses a single learning rate to form a background model, the 
proposed method uses different learning rates (weights) for pixels to form a background 
model. In order for a small motion or gray values change in the background to be 
recognized as part of the background, the pixel values of the background model must be 
updated constantly. The update of the pixel values in the background is affected by the 
pixel values of the current image frame. The more often the pixels are identified as the 
pixels in the background, the greater its influence. The update is done after a pixel is 
determined whether it is in the background or on a moving object. 
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Figure 2.1 Diagram of the proposed moving object detection method. 
 
 
 
The first step of the proposed method is to convert a color image frame into a 
grayscale image frame. The goal is to reduce the computational time of image 
processing. Initial image frame is considered as the initial background model. The 
values of mean and variance for the normal distribution model which is given to each 
pixel are determined from the initial values of the background pixels. The next step is to 
perform judgment if the pixels are included in the background or on the moving object. 
The morphological operations are performed on the image of detection result to reduce 
noise. Finally a moving object is extracted from the current image frame and then the 
background model is updated. Updating the background model is done using the present 
background model and the image frame at T+1 referring to the noise reduced image. 
Flowchart of the proposed moving object detection method is shown in Figure 2.1.  
 
2.2  Preprocessing an Image Frame 
The key function of image preprocessing is to improve the image or to make the 
image fit the image to be processed at a later stage for success of the next process [21]. 
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Image preprocessing conducted in the proposed method is to convert an RGB image to a 
grayscale intensity image. The conversion of an RGB image to grayscale image is done 
to simplify the model image. An RGB image is composed of three 8-bit channels, 
namely the R, G, and B, while a grayscale image consists of only 1 channel. The goal is 
to reduce computation time in anticipation of increasing video data. The result of 
converting an RGB image into a grayscale image is shown in Figure 2.2. Standard 
formula to convert RGB to grayscale is given as follows; 
BGRI 1140.05870.02989.0                  (2.1) 
2.3 Background Modeling 
Background subtraction is a method that is widely used in detecting moving objects. 
The idea of the background subtraction is to compare the image scene at the current 
time with a reference of the background image model. The main purpose of this method 
is to reduce the background pixels in a scene and leaving only the foreground object. 
This method is simple and applied directly to video having a static background. On the 
video having a dynamic background, this method becomes not simple, because the 
background sometimes changes, for example, due to the change in light intensity, 
moving objects due to wind, objects removed and/or introduced from/into the scene, the 
rain droplets, etc. This method uses the background modeling to reconstruct the 
background. This method can be applied to several fields such as video surveillance 
[22-24] and object tracking [15, 25, 26]. 
 
   
          (a)         (b) 
Figure 2.2 The result of the image conversion: (a) An RGB image, (b) a grayscale 
image. 
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Many background modeling methods have been developed to address this problem. 
The background modeling methods can be classified into the following categories [6]: 
Basic background modeling [27], statistical background modeling [28, 29], fuzzy 
background modeling [30, 31, 32], background clustering [33], wavelet background 
modeling [34], neural network background modeling [35, 36], and background 
estimation [37, 38]. Drawbacks of these methods include that they are not yet tested on 
a video that has sudden change of the background such as the lights in the room 
suddenly turned on/off or sudden change of the weather outdoors. These methods 
produce a background model which allows gradual change. So it is not suitable to be 
applied to an environment that has sudden change in the background. The proposed 
method is able to overcome sudden change in the background such as sudden change of 
the light intensity. 
Modeling the background consists of two steps: background model initialization and 
updating the background model. The initial background model is determined by a 
normal distribution of the initial image frame, while the update of the background 
model is performed by updating the normal distribution with each pixel, which is done 
after the detection of moving objects in the scene is completed.  
 
2.3.1 Initialization of a normal distribution  
After the preprocessing step is completed, the next step is to determine the initial 
normal distribution of an initial image. Each pixel in the initial image is determined a 
normal distribution value so that each pixel has a different normal distribution value. 
Illustration on the idea of a normal distribution model is shown in Figure 2.3. The 
normal distribution is formed using the following equation; 
 
 
Figure 2.3 Illustration of normal distributions on the initial image. 
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Here f is the value of the pixel intensity at pixel (x,y), and µ and  2  are the mean and 
the variance of the pixel intensity. The value of the initial mean is the value of the 
intensity of the pixel in image T(=0) and the value of the initial variance is determined 
as 1 in the experiment.  
After the initial normal distribution is obtained, the initial background model is 
formed by the mean value of the initial normal distribution. In another word, the initial 
background model is the same as the first frame of the video image. To detect the 
presence of a moving object in the scene, the background model image is compared 
with the current image frame. If the comparison between the two image frames exceeds 
a threshold value, the pixel is considered as part of a moving object. The detection 
results are used to determine the value of the next normal distribution. The judgment on 
whether a pixel is on a moving object or in the background will be discussed further in 
section 2.4.1. 
 
2.3.2 Updating a normal distribution 
After a moving object is extracted from the scene, then the next step is updating the 
normal distribution. This update is used to form new background models to 
accommodate the changes in the background. Each of the normal distributions of pixels 
is updated based on the value of the pixels in the scene. The updating weight of each 
pixel is different depending on whether the pixel is detected as an object or as the 
background. In addition, the more often the pixels are detected as moving objects from a 
previous scene, the larger the effect becomes. The update of the normal distribution is 
formed using the following equation; 
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Here  is a variable learning rate. Constant c is defined so that the maximum value of  
is 1. CT+1 is the number of successive frames where the pixel p(x,y) has been judged as a 
moving object pixel, and k is a constant.  
The update of the mean value is determined by the previous mean value and the value 
of current pixel intensity as given by Eq. (2.3). If the pixel is detected as a background, 
the mean value is affected by the value of the normal distribution. If detected as a 
moving object, the mean value is affected by the number of successive frames where the 
pixel has been judged as a moving object pixel. The update of the variance is 
determined by the current mean value of a pixel, the value of the current pixel intensity, 
and the value of the previous variance (See Eq. (2.4)). The update of the variance is 
affected by the value of the normal distribution and the number of successive frames 
where the pixel has been judged as a moving object pixel. It is strongly influenced by 
the previous background. 
The background model is updated using the mean value of the normal distribution 
that has been updated while the variance value is used to determine whether the pixel is 
part of the background or a moving object. The results of updating background models 
are shown in Figure 2.4. 
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Frame 225 
   
Frame 250 
   
Frame 275 
    (a)         (b) 
Figure 2.4 Update of background models: (a) Original image, (b) background models. 
The above update model prefers gradual change in the background model. It cannot, 
however, adapt to sudden change of light intensity such as sudden change of the 
weather outdoors or turning on/off the light in the room. In order to include this, another 
update model is given in the following, 
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According to Eq. (2.5), ρ approaches 1 when fT+1(x,y) is close to µT(x,y); otherwise ρ 
approaches 0. On the other hand, β is almost 1 when a pixel p(x,y) becomes a 
foreground pixel initially, and β tends to 0 if the pixel p(x,y) remains longer as a 
foreground pixel. 
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Taking these facts into account, the update model given by Eq. (2.3) tries to adapt to 
the present pixel value fT+1(x,y), if it is the background pixel and the gray value change 
is small. On the other hand, the model keeps the mean value µT(x,y) unless the pixel 
stays long as a foreground pixel. This means that if some pixels remain longer as 
foreground pixels, they are taken into the background gradually. 
With the update model defined by Eq. (2.7), on the contrary, the situation is all 
reversed. The model tries to adapt to the mean µT(x,y), if the pixel is the background 
pixel. But the model tends to have the present value   fT+1(x,y) when pixel p(x,y) changes 
from the background pixel to the foreground pixel even once. This is actually a sudden 
change and the model manages to adapt to a sudden change of the light intensity in an 
image frame.  
After all, the proposed method employs two strategies in updating the background 
model; It uses Eq. (2.3) for local intensity change and employs Eq. (2.7) for global 
change. The former realizes gradual change, whereas the latter does sudden change. 
Normally Eq. (2.3) (and (2.4)) is used in the method, and Eq. (2.7) is employed when 
the system detects a sudden overall intensity change in a fed image frame. After it, the 
system returns to the use of Eq. (2.3).  
The sudden change of light intensity can be determined by comparing the average 
gray value of the background model with the average gray value of the current image 
frame. If their difference is less than the specified threshold value, there is no sudden 
change in light intensity. The threshold value is 100 in the performed experiment. 
Comparison of the background model between the results of the use of Eq. (2.3) with 
the use of Eq. (2.3) and Eq. (2.7) is shown in Figure 2.5. Figure 2.5a shows the original 
frames (frame 1 to 10). On the 3rd frame, the room light was suddenly turned off and 
the room became totally dark. The use of Eq. (2.3) needs a longer time to achieve a 
totally dark background model than using Eq. (2.7). This is shown in Figure 2.5b and 
2.5c. 
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(a) 
      
     
(b) 
     
      
(c) 
Figure 2.5 Comparison of the results of the background modeling between the two 
methods: (a) Original frames, (b) the background model by Eq. (2.3), (c) the 
background model by Eq. (2.7). 
 
2.4  Extraction of a Moving Object  
After the formation of the background model, the moving object extraction is done. 
Extraction of a moving object is separation of a moving object from the background in a 
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video sequence that will be used as the object of further processing. The next process is 
the analysis of action if the object is human, and tracking of the object if an object is a 
human or a vehicle. The results of the analysis can be applied in the field of fully 
autonomous video surveillance, traffic surveillance, human action recognition, and 
others. 
Extraction of moving objects is an important step in moving object detection. The 
recall and precision levels of the detection result is determined at this stage. The higher 
levels of precision and recall make it even easier to analyze. The moving object 
extraction is divided into two stages: judgment if a moving object or the background 
and morphological operations. 
 
2.4.1 Judgment on a moving object  
The judgment of pixels as a moving object or the background is done by subtracting 
the intensity of the pixels in the current image with the background models. For the 
judgment, the following equation is employed; 
Th
f
B
BT 



                                                         (2.8) 
Here fT is the value of the pixel intensity in a current frame and µB is the pixel intensity 
of the background models. Th is the threshold value and 2B   is the variance value of the 
background model. The threshold value Th is determined as 1 and the value of the initial 
variance is also determined as 1 in the performed experiments. The mean and the 
variance of the background constantly change depending on the update of the normal 
distribution as described in section 2.3.2. A pixel is regarded as a pixel in the 
background, if it satisfies Eq. (2.8): Otherwise it is regarded as a pixel on the foreground 
or on a moving object.  
The binary image of a moving object, ),( yxOT , can also be determined using Eq. 
(2.9). The background is determined as 1 (white) and the moving object is determined 
as 0 (black).  
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2.4.2 Morphological Operation 
After having obtained an image frame which states the moving object in the form of 
a binary image, then morphological operation is performed on the image. 
Morphological image processing is done by passing a structuring element to an image. 
This operation is usually applied to a binary image. These operations include dilation, 
erosion, closing and opening. 
Morphological operation that is used in the proposed method is the opening 
operation. The opening operation is used to smooth an image, to break narrow joins, and 
to remove thin protrusions. The opening operation is a combination of erosion and 
dilation operations. They are performed in sequence, i.e., erosion is done first to the 
original image and then dilation is applied to the result. Illustration of an opening 
operation is shown in Figure 2.6. The result of judgment and morphological operation is 
shown in Figure 2.7. The opening operation of an image f by a structuring element s is 
formed using the following equation: 
ssyxfyxg  )),((),(                                                             (2.10) 
 
 
Figure 2.6 Opening operation 
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    (a)       (b) 
Figure 2.7 The result of judgment and morphological operations: (a) Original image, (b) 
the result of the moving object detection. 
 
The output of the morphological operation is regarded as a final result of moving 
object detection. The result of this operation is used for updating the normal distribution 
model that is used to form the background for the next image frame. Each pixel can be 
returned to the image frame to mark the location of a moving object. If the pixel value is 
0 (black), the pixel is marked in red: Otherwise it is not marked. 
 
2.5 Experimental Results 
In this section, we examine the proposed moving object detection method using 
three videos. Videos are captured by a static camera with a fixed position and placed on 
a tripod to avoid the possibility of camera movement. The video frame rate and the size 
of an image are 30 fps and 320x240 pixels, respectively. The configurations of the PC 
used in the experiments are shown in Table 2.1.  
Table 2.1 Configurations of the PC used in the experiments. 
OS Windows 7 Enterprise 
CPU Intel® core™ 2 Duo E7500, 2.93 GHz 
Memory 4GB 
Software Tool MS Visual Studio 2008 
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(a)  
   
(b)  
   
(c) 
   
(d) 
Figure 2.8. The results of the detection of moving objects in video 1: (a) Original frame, 
frames 130, 140, and 150, respectively, (b) the result of detection for frames 130, 140, 
and 150, (c) the result of detection using only background subtraction for frame 130, 
140, and 150, (d) the result of detection using background subtraction with 
morphological operation for frame 130, 140, and 150. 
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(a)  
   
(b)  
   
(c) 
   
(d) 
Figure 2.9. The results of the detection of moving objects in video 2: (a) Original frame, 
frames 650, 660, and 670, respectively, (b) the result of detection for frames 650, 660, 
and 670, (c) the result of detection using only background subtraction for frame 650, 
660, and 670, (d) the result of detection using background subtraction with 
morphological operation for frame 650, 660 and 670. 
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(a) 
   
(b) 
     
(c) 
   
(d) 
Figure 2.10. The results of the detection of moving objects in video 3: (a) Original 
frame, frames 235, 240, and 245, respectively, (b) the result of detection for frames 235, 
240, and 245, (c) the result of detection using only background subtraction for frame 
235, 240, and 245, (d) the result of detection using background subtraction with 
morphological operation for frame 235, 240, and 245. 
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Videos 1 and 2 are captured around the house with a camera placed on a tripod that 
was in the room on the 3rd floor but in a different time. This scene includes a person 
who is walking when the rain and the wind is quite strong. Video 3 is captured in the 
street with a camera placed on the balcony on the 2nd floor. The scene shows the traffic 
situation in front of the house, which contains a car and a walking person. The results of 
moving object detection are shown in Figure 2.8, Figure 2.9, and Figure 2.10. For 
reference, the result using only background subtraction is given in (c) of each figure. 
In the proposed method, the moving object is defined as an object, for example, a 
human or a vehicle that is moving across the coverage area of the image frame. In video 
1 and 2, a human is passing in the camera coverage. Raindrops and swaying leaves on 
the trees are not detected as moving objects. In the third video, the moving object is a 
passing car and a walking person. Raindrops and changes in the light intensity on the 
roof due to the rain are not detected. 
 
2.6 Evaluation 
The effectiveness of the proposed method is evaluated by comparing the results with 
the ground truth. In the resultant image of comparison between the result of the 
proposed method and the ground truth, the red areas are true positive (TP) that is an 
overlap part between the ground truth and detection results. Blue areas mean the part 
which is included in the ground truth but not in the detection result and this part is False 
Negative (FN). The green areas are False Positive (FP) which is included in the 
detection results but not in ground truth.  
The sensitivity of the proposed method is expressed using the popular parameters, 
Recall and Precision, whereas the accuracy of the method is calculated using the F-
measure. Recall, Precision and F-measure are defined respectively by the following 
formulas; 
Recall = %100
 FNTP
TP
NN
N
              (2.11) 
Precision  = %100
 FPTP
TP
NN
N
         (2.12) 
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F =
)(
2
PrecisionRecall
PrecisionRecall


            (2.13) 
Here NTP is the number of the pixels in the true positive area: NFP is the number of the 
pixels in the false positive area: NFN is the number of the pixels in the false negative 
area. Figure 2.11, Figure2.12 and Figure 2.13 show the results on the evaluation of the 
used method. The result on the evaluation is also shown in Table 2.2 numerically. 
Table 2.2. The result of evaluation of the method. 
Video  
Evaluation values 
Th Number of frames Recall Precision F 
Video 1 25 300 70.41 97.63 81.76 
Video 2 25 750 67.84 86.66 75.97 
Video 3 25 255 54.59 96.65 69.65 
Average   64.28 93.65 75.79 
 
2.7 Discussion and Conclusion 
The method used to detect a moving object on a video having a dynamic 
background is a background sequential inference. This method uses update of the pixel 
values of the background based on how often the pixel is recognized as a background or 
foreground. The updating value of each pixel on a background is different with each 
pixel on the background. The threshold value to determine whether a pixel is on the 
foreground or in the background is also different with every pixel in the background. On 
the other hand, the threshold value, appearing in Eq.(2.8), to determine whether a pixel 
is in the background or on the foreground should probably be different with every 
region on the given image. But it is actually given an identical value such as 1 
(equivalent to σ) in the experiment and it gives satisfactory results. 
The effectiveness of the proposed method was examined using the indexes for 
evaluation defined by Eqs.(2.11), (2.12) and (2.13). The method is considered effective, 
if the values of sensitivity, i.e., Recall and Precision, are greater than 50%. The used 
method achieved a high level of the precision and hence the F-measure is also high. It 
has achieved the precision level greater than 80% and the F greater than 65%. 
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(a)  
     
(b) 
     
(c)  
     
(d) 
Figure 2.11 Result of moving object detection using the method for video 1: (a) Original 
image, (b) detected objects, (c) evaluation, (d) ground truth. Time elapses from left to 
right. 
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(a) 
     
(b) 
     
(c) 
     
(d) 
Figure 2.12 Result of moving object detection using the method for video 2: (a) Original 
image, (b) detected objects, (c) evaluation, (d) ground truth. Time elapses from left to 
right. 
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(a) 
     
(b) 
     
(c) 
     
(d) 
Figure 2.13 Result of moving object detection using the method for video 3: (a) Original 
image, (b) detected object, (c) evaluation, (d) ground truth. Time elapses from left to 
right. 
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The used method can reduce the effects of rain droplets effectively as shown in 
Figure 2.14. Raindrops on a rainy day should be included as part of the background, 
since they don’t have a particular meaning as objects. In Figure 2.14a, many raindrops 
are observed. The used method can eliminate them as shown in Figure 2.14b, but if a 
simple background subtraction method is used, some of them are still detected as shown 
in Figure 2.14c. The fields circled in red in Fig. 2.14c are raindrops. 
Similarly, changes in light intensity on the roof and the swaying leaves on the trees 
should be included in the background as shown in Figure 2.15. Figure 2.15b shows that 
the change of the light intensity due to the effect of raindrops can be eliminated 
effectively using the proposed method. When using a simple background subtraction, 
the effect cannot be eliminated as shown in Figure 2.15c. 
The color of a moving object greatly affects the success of this technique. The color 
of an object that is very different from the background will be more easily recognized. 
The speed of a moving object also affects the success of this technique. If the object 
moves slowly or even it stands still in an image, it will be recognized as part of the 
background. 
 
     
                  (a)                (b)                 (c) 
Figure 2.14 Elimination of raindrops: (a) Original image containing raindrops, (b) the 
result by the proposed method, (c) the result by the simple background subtraction. The 
raindrops are circled in red. 
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        (a)                 (b)                 (c) 
Figure 2.15 Elimination of changes in light intensity: (a) Original image, (b) the result 
by the proposed method, (c) the result by the simple background subtraction. The 
changes in light intensity are circled in blue. 
 
Sudden change of the light intensity in a video scene can be anticipated by Eq. (2.7) 
so that the light intensity change may not be detected as moving objects but detected as 
the background. Comparison of the result of detection using Eq. (2.3) with the detection 
results using Eq. (2.3) and Eq. (2.7) is shown in Figure 2.16.  
Figure 2.16b shows the detection results just using Eq. (2.3), which detects the 
sudden change in light intensity as moving objects or the foreground (black is moving 
objects), whereas use of Eq (2.3) and Eq. (2.7) can distinguish the change in light 
intensity as the background as shown in Figure 2.16c. Use of Eq. (2.3) generates a 
model of the background that changes gradually. Eq. (2.7) is used only when there is a 
sudden change in light intensity in the background and Eq. (2.3) is used when the 
background is not significant change.  
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 (a) 
     
     
 (b) 
      
     
(c) 
Figure 2.16 Comparison of the detection results of the foreground between the two 
methods: (a) Original frames, (b) the detection result by Eq. (2.3), (c) the detection 
result by Eq. (2.3) and Eq. (2.7). Black pixels indicate the foreground in (b) and (c). 
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Chapter 3   Moving Object Detection Employing a Moving 
Camera 
 
In chapter 2, we proposed a method of moving object detection using sequential 
inference of the background from a video. The proposed method can detect a moving object 
in video scenes having a dynamic background. Although it has a dynamic background, the 
background pixels do not change its position from one scene to another in a static camera 
case. Therefore the background subtraction method can easily be applied to the video 
sequence. In this chapter, we propose a method of sequential inference of the background to 
detect moving objects in a video captured by a moving camera.  
The basic part of the method proposed in this chapter was described in Chapter 2, which 
adapts to strong light intensity change by the employment of two strategies in updating the 
background model. Another part of the method proposed in this chapter is the way of 
adapting to pixel displacement caused by camera movement on the sequential inference of 
the background model. This chapter mainly addresses this algorithm. 
 
3.1 Outline of the Proposed Method 
In contrast to the static camera case, background subtraction cannot be directly applied to 
the video captured by a moving camera. It is caused by the change in the positions of all the 
pixels in the background and also the background scene is dynamic. Therefore, there are 
several steps that must be done so that the background subtraction can be applied in this 
case as shown in Figure 3.1. The steps that must be included in the proposed method 
consist of initialization of the normal distributions of the background, search for 
corresponding pixels’ positions, making a background model, judgment of the background 
or the foreground, and updating the background model by renewing the normal 
distributions.  
In the proposed method, the initial frame of a video is considered as the initial 
background. The first step in the method is initialization of the values of the mean and the 
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variance of the normal distributions in the initial background. In the method, we apply it 
directly to the video without changing the color to grayscale format (described in Section 
3.2). The next step is to find the corresponding position of the current pixel in the previous 
frame to make a background model. This step consists of three stages; feature point 
extraction, feature point tracking, finding correspondence, and bilinear interpolation 
(Section 3.3). After having made a background model, judgment whether the pixel is a 
background pixel or a foreground pixel is done (Section 3.4), and the last step is to update 
the values of the normal distributions of the background to form a next background model 
(Section 3.5). The update is used to address the changes that may occur due to dynamic 
background such as the leaves swaying on trees and the change in light intensity according 
to the time lapse. Figure 3.2 shows the flowchart of the proposed method. 
 
 
Fig. 3.1 Block diagram of the proposed method. 
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Figure 3.2 Block diagram of the proposed method 
 
3.2  Initialization of a Normal Distribution  
The initial image frame of the video is used as a model of the initial background. Each 
pixel in the background model is calculated the value of its normal distribution to obtain the 
initial value of the normal distribution.  Because the background model uses an RGB color 
image frame, the 3D normal distribution is calculated using the following equation; 
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Here t is the frame number, f is a 3-tuple vector consisting of fR, fG, and fB,  is a 3-tuple 
vector consisting of R, G, and B representing average values, |Σ| is the determinant of , 
and  is a covariance matrix of the form 
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Here σ2 is a variance of the values fR, fG, and fB. In order to reduce the computational load, 
the variance is assumed to be identical among the images of red, green, and blue for every 
pixel on the image.  
 
3.3 Search for the Positions of Corresponding Pixels  
In the video captured by a moving camera, the whole background pixels are always 
changing their positions from one frame to the next frame in the video sequence. Therefore, 
the corresponding pixel positions in the current image frame to the positions of pixels in the 
previous image frame needs to be known. After this correspondence is known, the 
background model is created to be used as a comparator with the current image frame. As 
the result of the comparison of the background model with the current image frame, a 
moving object is obtained.  
 
3.3.1 Feature Point Extraction 
The initial step in finding the correspondence of each pixel is feature point detection in 
image frames. Feature points of an image frame are extracted to know the displacement of 
pixels from the second image frame. The proposed method uses the Harris corner detector 
[39] to detect feature points from the image frame. 
Harris corner detector is a popular corner detector, because it can produce a consistent 
value under the existence of scaling, rotation, noise, and variation in illumination. This 
detector is based on the local auto-correlation function of a signal. The local auto-
correlation function measures the local change of the signal with patches shifted by a small 
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amount in different directions. The autocorrelation is defined as; 
 
  
u v
vuIyvxuIvuwyxE 2),(),(),(),(          (3.3) 
Here, I is an image intensity, w(u, v) is a Gaussian function window which is centered at (u, 
v); I (u+x, v+y) is the intensity at the moved position (u+x, v+y) ; I (u, v) is the intensity at 
(u, v). Meanwhile, the intensity at the moved position, I (u+x, v+y) can be formulated with 
the Taylor expansion as follows; 
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Here, Ix and Iy are the partial derivatives of I in x and y directions. Substituting Eq.(3.4) into 
Eq.(3.3), we have 
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which is substituted into Eq.(3.5), yielding, 
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Here, the matrix P describes the shape of the auto-correlation function at the origin.  
A large variation of S in all directions of the vector (x, y) is characteristic to a corner. Let 
us denote the eigenvalues of matrix P by λ1 and λ2. By analyzing the eigenvalues of matrix 
P, we can decide a flat region, corner and edge. There are three possible conditions as 
shown in Figure 3.3. 
1. If both eigenvalues are small, then the result of its local autocorrelation function is 
flat. The intensity of the region traversed by a small window w(u,v) is constant, or 
only little changes exist in the E(x,y) in any direction. 
2. If one eigenvalue is small and the other is large, the results of the local auto-
correlation function is ridge shaped: Local shifts along the ridge (only in one 
direction) cause little change in E(x,y) and local shifts in the orthogonal direction 
cause significant change: This means that the area is edges. 
3. If both eigenvalues are large, the local autocorrelation function will form a sharp 
peak: Local shifts in any directions generate a very large value and will cause a 
dramatic change: This means that the area is a corner. 
 
Figure 3.4 shows an example of the detection result of feature points on the initial image of 
the background model. 
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Figure 3.3 Classification of pixels on an image using eigenvalues. 
  
 
  Video 1         Video 2       Video 3 
Figure 3.4 The result of feature points detection. 
 
3.3.2 Feature Points Tracking 
After feature points are obtained, the next step is tracking the feature points. The feature 
point tracker is used to find the feature points PT+1 in image frame IT+1 which corresponds to 
those on image frame IT. Lucas-Kanade tracker [40] is one of the most well-known feature 
points tracking algorithms. The Lucas–Kanade method assumes that the displacement of 
the image contents between two nearby frames is small and approximately constant. In the 
video captured by a moving camera, feature points tracking is strongly influenced by the 
moving speed of the camera.  
Let us consider an image point u = [ux uy]
T on the first image IT. The goal of feature point 
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tracking is to find the location v = u+d = [ux +dx uy +dy]
T of the point on the second image 
IT+1. Here, vector d = [dx dy]
T is the optical flow at x, also known as the image velocity at x. 
A small window is used to analyze the similarity between IT(u) and IT+1(v). The size of  the 
small window is defined by integers wx and wy. The optical flow or the image velocity d 
should minimize the residual function defined by ε as follows; 
 
2
1 )),(),((
),()(
y
wu
wux
wu
wuy
xTT
yx
dydxIyxI
ddd
xx
xx
yy
yy


 






     (3.8) 
The similarity function is measured on an image neighborhood (integration window) of 
the size (2wx+1)×(2wy+1). The values for wx and wy are between 2 and 7. Accuracy and 
robustness are two key components to any feature point tracker.  The accuracy relates to the 
local sub-pixel accuracy attached to tracking, while the robustness is related to the 
sensitivity of tracking with respect to changes of lighting and the size of the image motion.  
The selection of a good window size must consider the above two key components. To 
improve the accuracy, a small window can be selected, because the calculation is only 
performed on the nearest neighbor. Consequently it will decrease the robustness because of 
ignoring a large vector. Conversely, if we choose a large size, it will increase the robustness 
and decrease the accuracy. 
     When choosing the size of the integration window, there is a natural trade-off between 
local accuracy and robustness. The solution to this problem is to use a pyramidal 
implementation of the classical Lucas-Kanade algorithm [41]. The purpose of using the 
pyramidal representation is to handle the large movement of pixels [42]. The local 
sufficient tracking accuracy is given by an iterative implementation of the Lucas-Kanade 
optical flow computation.  
 
Pyramidal Implementation of the Lucas-Kanade tracker [41] 
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The pyramid representation is defined of a generic image I of the size nx ×ny. Let I
 0 = I 
be the “zeroth” level image. This image is the highest resolution image. The image width 
and height are defined as nx
0=nx and ny
0=ny. Recursively, the pyramid representation is 
built: Compute I1 based on I0, Compute I2 based on I1, Compute I3 based on I2, and so on. 
Let L=1,2,… be the level of generic pyramidal images. In general, it can be written that IL 
is computed based on I L-1, where the width and height of IL−1 are denoted by nx
L-1 and ny
L-1. 
The image IL is then defined as follows; 
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Equation (3.9) is only defined with the values of x and y such that 0 ≤ 2x ≤ nx
L-1-1 and                   
0 ≤ 2y ≤ ny
L-1 -1. Therefore, the width nx
L and height ny
L of IL are the largest integers that 
satisfy the following two conditions;  
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The pyramidal representation of the two images IT and IT+1 are reconstructed recursively 
using Eqs.(3.9), (3.10) and (3.11).  TLyLxL uuu  is a correspondence coordinate of the 
point u on the pyramidal image IL. Based on the definition of the pyramidal representation 
given by Eqs.(3.9), (3.10), and (3.11), the vector uL is computed using the following 
equation; 
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The overall pyramidal tracking algorithm is as follows: First, the optical flow is 
calculated at the deepest pyramid level Lm (  TLyLxL mmm ddd  ). Then, the result 
(  TLyLxL mmm ddd  ) is propagated to the upper level Lm-1 in the form of an initial guess for 
the pixel displacement (at level Lm −1). Furthermore, given the initial guess, the refined 
optical flow is calculated at the level Lm-1, and the results (  TLyLxL mmm ddd 111   ) is 
propagated to the level Lm-2. The last step is to perform the above procedure until it reaches 
to the level 0 (the original image). 
A more mathematical details of the recursive operations between two generic level L+1 
and L can be described as follows: First, assume that an initial guess for the optical flow at 
the level L,  TLyLxL ggg  , is available from the calculations done from level LM to level 
L+1. Then, the residual pixel displacement vector  TLyLxL ddd   that minimizes the new 
image matching error function εL given by Eq.(3.13) is needed to calculate the optical flow 
at level L. 
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       (3.13) 
For all values of L, the window of integration has a constant size (2wx+1)×(2wy+1). 
Vector gL is used to pre-translate the image patch in the second image IT+1. We use a step of 
a standard Lucas-Kanade tracker to compute the residual flow vector  TLyLxL ddd  . Then, 
the result of this calculation is propagated to the next level L-1 by passing the new initial 
guess gL-1, which is expressed by the equation 
 LLL dgg  21  (3.14) 
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The same procedure is used to compute the next level optical flow residual vector dL-1. 
When the level 0 is reached, the algorithm finishes. The initial guess for the level Lm on the 
algorithm is initialized by setting it to zero. The final optical flow solution d is obtained by 
using equation 
00 dgd                                                     (3.15) 
This solution can be expressed by the extended form of 



mL
L
LL dd
0
2                                                          (3.16) 
An example of the tracking result of the feature points on the initial image frame with the 
next image frame is shown in Figure 3.5. 
3.3.3 Discarding outliers 
Once the feature point pairs on the image frame IT and IT + 1 are obtained, the next step is 
to select the pairs that do not match (mismatch) with the results of feature points tracking. 
The mismatched feature points are called outliers while the matched feature points are 
called inliers. The mismatched feature points are produced by a feature point tracker often 
degrading the accuracy of the correspondence solution of all points on Image IT + 1 with a 
point on IT [43]. To obtain good accuracy, the outliers should be discarded. 
 
Figure 3.5 A tracking result of the feature points. 
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Many methods can be used to discard these outliers. One method that is often used to 
discard outliers is the RAndom SAmple Consensus (RANSAC) algorithm [44]. RANSAC 
uses a small set of initial data and enlarges the set with consistent data when possible. The 
outline of the algorithm is as follows [44]: 
1 Determine the number of iterations (N), the threshold value (ϵ), and the probability of 
occurrence of inliers (p).  
2 Randomly select a minimum number of points required to determine the model 
parameters. 
3 Determine how many points from the set of all points fit with a predefined threshold. 
4 Fit a model for the minimum subset of randomly selected points. 
5 Apply the transformation to the complete set of points and count inliers. 
6 If the fraction of the number of inliers over the total number points in the set exceeds a 
predefined threshold, re-estimate the model parameters using all the identified inliers 
and terminate. 
7 Otherwise, repeat steps 1 through 6 (maximum of N times) 
 
3.3.4 2D Projective Transform 
On the video captured by a moving camera, the position of stationary objects can 
undergo rotation and non-zero translation between two frames. After the camera moving, 
the set of homogeneous image points {Pk,T},k = 1,... n, viewed in the first image, is 
transformed to the set {Pk,T+1} in the second image. After the inlier feature point pairs {Pk,T, 
Pk,T+1} (k = 1,2, .., n) are obtained, the 2D projective transform IT+1→T is defined by [45] 
 
TT HII 1      (3.17) 
 
Here,  
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The matrix H is determined by using the equation 
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Here xn and yn are the coordinates of the n feature points (Pk,T ) on the image frames T and 
xʹn and yʹn are the coordinates of the n feature points (Pk,T+1 ) on the image frame T+1. After 
matrix H is obtained, all the pixels on image frame T+1 can find their corresponding pixels 
on image frame T.  To get the correspondence, the inverse 2D projective transform H-1 can 
be used in the following way; 
1
1

 TT IHI      (3.19) 
If  

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ihg
fed
cba
H 1 , the correspondence of the pixels in image frame T+1 and image 
frame T is given by the following equation; 
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The correspondence between the pixel of the image frame T+1 with the pixel in the 
image frame T is illustrated in Figure 3.6. The next step is to calculate the normal 
distribution in each pixel P(x,y) on IT+1 by using the bilinear interpolation method. First, 
choose 4 nearest pixels around the pixel P'(x,y)T (shaded area in Figure 3.6). Second, 
compute the mean values of µR, µG, µB with respect to R, G, and B, and the variance σ
2 of 
the normal distribution at T+1 from the 4 pixels by bilinear interpolation (See Eq.(3.22)) 
[46]. Third, perform the above procedure for all the pixels on image frame T+1. The results 
of bilinear interpolation of image frame T+1 to the image frame T is shown in Figure 3.7. 
This process produces the background model for image frame T+1. 
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 (3.22) 
Here Tyx ),(
'
# ),,(# BGR  is the mean gray value of pixel TyxP ),(
'
# . 
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Figure 3.6 Illustration of the correspondences of pixels between two successive frames.  
 
 
  (a)    (b)    (c) 
Figure 3.7 The result of bilinear interpolation from 2 successive image frames: (a) The 
initial background model, (b) image frame 15, (c) the background model for image frame 
15. 
 
3.4 Judgment on Background or Foreground 
The judgment on if a pixel is included in the background or in the foreground (moving 
object) is done by subtracting the R, G and B values of the present pixel by their mean in 
the background model. The judgment is done using the following equation; 
Th
fff
TTTTTT BBGGRR 




111111
    (3.23) 
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            (a)    (b) 
Figure 3.8 The result on the judgment if pixels are in the background or on the foreground: 
(a) Original image, and (b) extracted pixels on the foreground. 
 
Here
1TR
f , 
1TG
f , and 
1TB
f  are the RGB intensity values of a particular pixel in image T+1 
and 
1TR
 , 
1TG
 , and 
1TB
  are the RGB intensity values of a particular pixel in the 
background model. A pixel is regarded as the pixel in the background, if it satisfies 
Eq.(3.23): Otherwise it is regarded as a pixel on the foreground. The threshold value T is 
determined as 1 and the value of the initial variance is determined as 1 in performed 
experiments. Figure 3.8 shows the extraction of moving objects, where moving objects are 
marked in red according to Eq.(3.24). 
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3.5 Error Reduction [51] 
Once  the judgment of the pixels as background or foreground is completed, then a set of 
pixels that are marked as a moving object is checked to ensure that they really compose a 
moving object. The neighborhood of the pixel at image FT+1 is checked by comparing with 
the neighborhood of the pixel at the same position on the background model. It is done 
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using the following equation; 
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Here 1),( TyxP

is the average value of the neighboring pixels around pixel P(x,y) on image 
T+1 and BMyxP ),(

is the average value of the neighboring pixels around P(x,y) on the 
background model. A pixel is regarded as the pixel in the background, if it satisfies Eq. 
(3.25): Otherwise it is set as the foreground pixel. 
 
3.6 Updating the Normal Distribution 
The update of the values of the normal distribution is done so that the pixels can adapt to 
changes in the background, such as swaying leaves on the tree, raindrops and changes in 
light intensity. The update is done after the judgment process of a pixel as a background 
pixel or a foreground pixel is completed. The update of the normal distribution is formed 
using the following equations; 
(i) Case 1: Moderate dynamic change; 
   








 foregroundyxPyxyxf
backgroundyxPyxyxf
yx
TRTRTR
TRTRTR
TR
111
111
1 ),( if),(),()1(
),( if),()1(),(
),(


  
  








 foregroundyxPyxyxf
backgroundyxPyxyxf
yx
TGTGTG
TGTGTG
TG
111
111
1 ),( if),(),()1(
),( if),()1(),(
),(


           (3.28) 
   








 foregroundyxPyxyxf
backgroundyxPyxyxf
yx
TBTBTB
TBTBTB
TB
111
111
1 ),( if),(),()1(
),( if),()1(),(
),(


  
 47 

















foregroundyxP
yxyxyxf
backgroundyxP
yxyxyxf
yx
T
TTT
T
TTT
T
1
22
11
1
22
11
2
1
),( if
),()),(),()(1(
),( if
),()1()),(),((
),(


          (3.29) 







 





2
2
1
),(
)),(),((
2
1
2
1
),(2
)),(,),(;),((
T
TT
yx
yxyxf
T
TTT
e
yx
c
yxyxyxfcN




    (3.30) 
2
1),(1
1


TyxkC
       (3.31) 
 
Here  is a variable learning rate. Constant c is defined so that the maximum value of  is 
1. C(x,y)T+1 is the number of successive frames where the pixel P(x,y) has been judged as a 
moving object pixel, and k is a constant.  
(ii) Case 2: Overall light intensity change; 
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If Case 2 is employed for the update,   is reset to 1. The judgment on which case to 
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choose can be done by counting the number of foreground pixels. The overall light 
intensity change yields a large number of foreground pixels. 
 
3.7 Experimental Results 
3.7.1 The Results in Case of Moderate Dynamic Change  
In the first place, experimental results on the case where dynamic change of the 
background is moderate are given. The update strategy of Case 1 (Eqs.(3.28)-(3.31)) is used 
in this experiment. 
In order to perform the experiment on moving object detection using the proposed 
method, we use a video taken by a moving camera. For experiment, we use 3 video scenes. 
The video frame rate and the size of an image are 30 fps and 320x240 pixels, respectively. 
The videos are taken using a handheld camera with slow movement.  
Video 1 is captured in the street in front of the house. This scene includes a young man 
who is walking while carrying his guitar. Video 2 is obtained from the video site depicting 
scenes of two people walking together [47]. Video 3 was taken in a road and depicts a 
scene of fairly quiet traffic atmosphere. Video 1 and 3 have a dynamic background because 
of the trees whose leaves are always on the move due to the wind, while the video 2 has a 
static background. The results are shown in Figure 3.9, Figure 3.10 and Figure 3.11. 
In contrast to the method based on the video captured using a static camera (proposed in 
Chapter 2), the background of this method is always changing. Pixel values in the 
background are determined by the values of some pixels of the previous frame. The 
background pixels in the current frame can be lost due to the movement of the camera and 
replaced by new pixels of the current frame, which is then considered as a background for 
the next frame. The faster the camera moves, the more pixels are lost and replaced by the 
new pixels of the current frame for the next background. 
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(a) 
         
(b) 
     
(c) 
Figure 3.9 Result of foreground pixels detection for video 1: (a) Original Image frames, (b) 
background models corresponding to the frames in (a), (c) detected foreground pixels (a 
moving object). 
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(a) 
 
    (b) 
 
(c) 
Figure 3.10 Result of foreground pixels detection for video 2: (a) Original Image frames, 
(b) background models corresponding to the frames in (a), (c) detected foreground pixels 
(moving objects). 
3.7.2 The Result with Overall Light Intensity Change 
   The experimental results are shown with the case that a video contains some frames 
where overall light intensity change occurs. The update strategy of Case 2 given by 
Eq.(3.32) is used along with the strategy of Case 1 (Eqs.(3.28)-(3.31)). The video used in 
this experiment, referred to as Video 4, was captured by a moving camera indoors. It 
contains a scene in which the light of a room was turned off and then turned on. The results 
are shown in Figure 3.12. 
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(a) 
     
(b) 
     
(c) 
Figure 3.11 Result of foreground pixels detection for video 3: (a) Original Image frames, 
(b) background models corresponding to the frames in (a), (c) detected foreground pixels (a 
moving object). 
 
3.8 Evaluation  
In the same way as Chapter 2, the effectiveness of the proposed method is declared using 
the evaluation indexes; recall, precision and F-measure. They are calculated using 
Eqs.(2.10), (2.11) and (2.12). Figure 3.13, Figure 3.14 and Figure 3.15 show the resultant 
images of comparison between the ground truth and the result of the proposed method. 
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 (a) 
 
 (b) 
  
 (c) 
Figure 3.12 Result of foreground pixels detection for Video 4: (a) Original image frames, 
(b) background models corresponding to the frames in (a), (c) detected foreground pixels (a 
moving object). 
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(a) 
     
(b) 
     
(c) 
        
(d) 
Figure 3.13 Result of moving object detection using the proposed method for Video 1. 
Time elapses from left to right: (a) Original image, (b) moving object expressed in red, (c) 
the ground truth, (d) the resultant evaluated image (Red: TP, Blue: FN, Green: FP). 
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(a) 
 
(b) 
       
(c) 
     
(d) 
Figure 3.14 Result of moving object detection using the proposed method for Video 2. 
Time elapses from left to right: (a) Original image, (b) moving object expressed in red, (c) 
the ground truth, (d) the resultant evaluated image (Red: TP, Blue: FN, Green: FP). 
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(a) 
 
 (b)  
 
(c) 
     
(d) 
Figure 3.15 Result of moving object detection using the proposed method for Video 3. 
Time elapses from left to right: (a) Original image, (b) moving object expressed in red, (c) 
the ground truth, (d) the resultant evaluated image (Red: TP, Blue: FN, Green: FP). 
 
Figure 3.13 (d), Fig. 3.14 (d), and Fig. 3.15 (d) show that the red areas are true positive 
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(TP) areas recognized as part of the moving object by the proposed method and the ground 
truth. The blue areas are False Negative (FN) areas, the part which is included in the ground 
truth but not in the detection result. The green areas are False Positive (FP) areas included 
in the detection results but not in the ground truth. The evaluation results obtained with the 
proposed method using Eqs.(2.11), (2.12) and (2.13) are given in Table 3.1. 
Table 3.1. The result of evaluation of the proposed method. 
Video Evaluation values (%) 
Th Number of frame Recall Precision F 
Video 1 30 150 74.40 77.76 76.04 
Video 2 30 155 56.24 73.50 63.72 
Video 3 30 102 68.86 69.55 69.20 
Average   66.50 73.60 69.65 
 
 
3.9 Discussion and Conclusion  
 The proposed method to detect moving objects on a video taken by a moving camera 
used sequential background inference. This technique was tested on 3 video scenes 
containing moderate dynamic background change. Each video scene was captured using a 
hand-held camera and the camera movement was still assumed to be slow. Table 3.1 shows 
that the results of evaluation of the three video scenes give more than 50% with respect to 
the three indices. 
The success of this technique is strongly influenced by the difference in the color of 
moving objects with background color. If the background color has resemblance to the 
color of the object, it would be difficult to determine whether or not there is a moving 
object in the image frame. If the color of the moving object is very different from the 
background color, the moving objects are more easily extracted or separated. 
Video 1 is taken on a sunny day. The colors of a moving object are quite different from 
the background. The background motion such as leaves swaying on the tree is not too large 
and moving objects do not move too fast. The color difference between the object and the 
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background is large enough to be separated as a moving object. In Video 2, some areas of 
the moving object which has similarities with the background color are not detected as part 
of a moving object area. There are parts of the body and legs of the object detected as a 
background as shown in Figure 3.14 (b). In Video 3, the color of the background is a little 
similar to the color of the car being run in the first two frames and the shadow of the car is 
also detected as a moving object. These facts made the value of the precision low.  
For future work, to overcome the above difficulties, we will try to update the normal 
distribution of each background pixel based on the color of the pixel separately, so that 
each pixel may have different means ( BGR  and, ) and variances (
222 and, BGR  ). This 
solution may cause higher computational load, though. 
On the video which contains some frames where overall light intensity change occurs, 
the background modeling is done using Eq. (3.32). Changes of the light intensity occurs 
from light to dark or vice versa. Figure 3.12 show that Eq. (3.32) can form a background 
model which is almost the same as the background image of the current frame. The 
generated background model adapts quickly to sudden change of the light intensity. When 
the light intensity changes from light to totally dark, the background also directly change 
into totally dark and vice versa. This is very important because it affects the results of 
moving object detection. 
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Chapter 4   Performance of the Method 
 
 
 
Detection of a moving object is an important initial step in object recognition for 
visual surveillance systems or guidance of autonomous vehicles [48]. If a camera is 
fixed, the background is static and the number of targets is small and the objects can 
easily be detected using simple methods. A moving camera and a dynamic background 
are challenges in detecting a moving object.  
A common approach used to detect a moving object (foreground) is background 
removal or often called background subtraction. On the background subtraction, each 
image frame of the video is compared against a reference or a background model. Those 
pixels that deviate significantly from the background are considered to be moving 
objects. There are two possibilities for the dynamic nature of the camera concerning 
detection of moving objects; a static camera and a moving camera. 
The background modeling plays an important role in the success of moving object 
detection in the background subtraction method. On the static background such as the 
one in an indoor video captured by a static camera, the background modeling can be 
done easily. In outdoor video captured by a static camera, background modeling is more 
difficult because the background is dynamic. There is a little change in the background 
such as leaves swaying in the trees, the light intensity change, raindrops, or objects 
deliberately moved by a moving object.  
The background modeling on the video captured by a moving camera has the 
highest level of difficulty. In the video captured by a moving camera, the entire position 
of the background changes. The current background is then different from the previous 
background. Therefore, the background subtraction can not be done directly. 
Sequential inference of the background is proposed to overcome the problem of 
dynamic background [49]. The principle of this method is that the background model 
for the current image frame is formed by the previous background model and the 
previous image frame. A pixel in the current image frame is giving effect to the pixel on 
the background model for the next image frame. It aims at addressing the change that 
occurs gradually in the background such as the change in the position of objects in the 
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background. The proposed method is tested to some video taken using a static and a 
moving camera. 
 
4.1 Moving Object Detection Based on the Update of a Background Model. 
One of the challenges in detecting objects in a video captured using a static camera 
is a dynamic background. Many methods have been proposed to overcome this problem. 
In chapter 2, a method was proposed on the moving object detection using sequential 
inference of the background. In this section, we summarize the object detection method 
proposed in Chapter 2. 
Step 1: Conversion of an RGB image to a grayscale image (described in Section 2.2). 
Step 2: Initialization of a normal distribution (described in Section 2.3.1). 
Step 3: Judgment on a moving object (described in Section 2.4.1).  
Step 4: Morphological Operation (described in Section 2.4.2). 
Step 5: Updating a normal distribution (described in Section 2.3.2). 
Step 6: Doing steps 1-5 until the video comes to the end. 
 
The results of moving object detection based on the update of a background model 
in a video captured by a static camera are shown in Figures 2.8, 2.9 and 2.10.  
In Step 5 of the above procedure, we proposed two ways of updating the 
background model: One is for moderate dynamic change of the background formulated 
by Eq. (2.3) and the other is for overall change in, e.g., light intensity formulated by Eqs. 
(2.3) and (2.7). Their effects were illustrated in Figure 2.5. The method is further tested 
for moving object detection on a video that has a scene with sudden changes in light 
intensity. The result is shown in Figure 4.1. The video was taken in a room at night: The 
light of the room was switched off and on suddenly. In Figure 4.1, (a) is the original 
video showing turn-off/on of the room light, (b) is the background model by Eq. (2.3), 
(c) is the background model by Eqs. (2.3) and (2.7), (d) is the result of foreground pixels 
detection based on the background model given in (b), and (e) is the result by the 
background model in (c). Note that the black color indicates foreground pixels and 
hopefully a moving object in (d) and (e). Obviously, many incorrect foreground pixels 
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are seen on the latter 3 frames in (d), because the sudden change of light intensity was 
detected as moving objects or the foreground. On the contrary, there is very few 
incorrect detection in (e), because the sudden change of light intensity was detected as 
the background. 
 
     
 (a) 
     
 (b) 
     
 (c) 
     
 (d) 
     
 (e) 
Figure 4.1 Comparison of the background modeling and the detection result between 
two methods: (a) Original frames (frame 180, 190, 200, 210 and 220), (b) the 
background model by Eq. (2.3), (c) the background model by Eq. (2.3) and Eq. (2.7), 
(d) the detection result by Eq. (2.3), (e) the detection result by Eq. (2.3) and Eq. (2.7). 
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4.2 Detecting Moving Objects in a Video Captured by a Moving Camera. 
Detection of moving objects in a video captured by a moving camera has a greater 
difficulty level than in a video taken using a static camera. The background subtraction 
cannot be done directly, because the pixel positions in the background change with 
every frame. A background pixel in the next frame is partially lost due to camera 
movement. Chapter 3 presented moving object detection under camera movement. In 
this section, we summarize the object detection method proposed in Chapter 3. 
 
Step 1: Initialization of a normal distribution (described in Section 3.2). 
Step 2: Extraction of feature points (described in Section 3.3.1). 
Step 3: Finding feature point correspondence (described in Section 3.3.2).  
Step 4: Computing a 2D projective transform (described in Section 3.3.4). 
Step 5: Judgment of pixels as a background or foreground (described in Section 3.4). 
Step 6: Updating a normal distribution (described in Section 3.5) 
Step 7: Doing steps 1-6 until the video comes to the end. 
 
The results of the detection of moving objects in a video captured by a moving 
camera using the proposed method are shown in Figure 3.10, Fig. 3.11, and Fig. 3.12. 
 In the same way as the static camera case, two update strategies are contained in 
Step 6 in the above procedure. The proposed method is further applied to moving object 
detection from a video take by a moving camera. In the video, the room light is turned 
off and on while a person walks in the room. Figure 4.2 shows the background 
modeling and detection of a moving object in a video scene captured by a moving 
camera and has sudden change of light intensity. The video was taken in a room at night 
and the light was switched off and on in the scene. In Figure 4.2, (a) is the original 
video, (b) is the background model by Eq. (3.28), (c) is the background model by Eqs. 
(3.28) and (3.32), (d) is the result of foreground pixels detection based on the 
background model given in (b), and (e) is the result by the background model in (c). The 
red color indicates a moving object in (d) and (e).  
As seen in (e), sudden change of light intensity on the image frames was dealt with 
as a new background by assuming it a new image, and the sudden change of light 
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intensity was detected as the background. While in (d), as the background changes 
gradually, the sudden change of light intensity was detected as a moving object or the 
foreground, which is seen in the third frame. 
 
     
(a) 
     
 (b) 
     
 (c) 
     
 (d) 
     
 (e) 
Figure 4.2 Comparison of the background modeling and the detection result between 
two methods: (a) Original frames (frame 60, 80, 100, 120 and 140), (b) the background 
model by Eq. (3.28), (c) the background model by Eq. (3.28) and Eq. (3.32), (d) the 
detection result by Eq. (3.28), (e) the detection result by Eq. (3.28) and Eq. (3.32). 
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4.3 Evaluation 
The effectiveness of the proposed method on the video captured by a static camera 
is compared with the effectiveness of a simple background subtraction method in this 
section. The results of the comparison are shown in Table 4.1, Table 4.2 and Table 4.3. 
The proposed method has an F and precision higher than the simple background 
subtraction method, whereas the sensitivity of the proposed method is lower.  
The effectiveness of the proposed method on the video captured by a moving 
camera is shown in Table 3.1. The effectiveness of the proposed method for three video 
scenes are shown by Figure 3.13, Fig. 3.14 and Fig. 3.15.  
 
 
Table 4.1. Comparison of the effectiveness of the proposed method with the background 
subtraction method in video 1. 
Video 
Evaluation values 
Recall Precision F 
Proposed method 70.41 97.63 81.76 
Background Subtraction 95.6 56.37 70.82 
 
Table 4.2. Comparison of the effectiveness of the proposed method with the background 
subtraction method in video 2. 
Video 
Evaluation values 
Recall Precision F 
Proposed method 67.84 86.66 75.97 
Background Subtraction 91.24 30.37 45.57 
 
Table 4.3. Comparison of the effectiveness of the proposed method with the background 
subtraction method in video 3. 
Video 
Evaluation values 
Recall Precision F 
Proposed method 54.59 96.65 69.65 
Background Subtraction 87.31 30.10 44.72 
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4.4. Discussion 
With respect to the video captured by a static camera, the effectiveness of both 
methods for three video scenes are shown in Figure 4.3, Fig. 4.4 and Fig. 4.5. The 
images showed that the simple background subtraction method produces larger false 
positive areas than the proposed method. It affects the value of the precision of the used 
method, i.e. the greater the false positive value, the smaller the value of precision (Eq. 
(2.11)). On the other hand, the proposed method produces larger false negative areas 
than a simple background subtraction method. So the recall value (sensitivity) of the 
proposed method is lower than the background subtraction method (Eq. (2.10)). The 
simple background subtraction method produces larger true positive areas than the 
proposed method. After all, the proposed method is better than the simple background 
subtraction method, because it is more precise and accurate. 
When the proposed method is applied to the video captured by a moving camera, it 
produces recall value and precision above 50%. The proposed method is considered 
effective, if the result of recall (sensitivity) is greater than 50%. This means that the 
proposed method can recognize moving objects with sufficient precision and recall. In 
this study, the video was taken with a camera whose motion is not fast. So the 
background moves just a little between successive frames. Hence the background pixel 
from one frame to the next frame does not move much, which makes the background 
modeling for the next frame easier. The results of the background modeling on the 
video captured by a moving camera are shown in Figure 4.6. 
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(c) 
     
(d) 
     
(e) 
     
(f) 
Figure 4.3 Comparative evaluations of the results of the two methods for video 1: (a) 
Original image, (b) the result of the proposed method, (c) the result of the simple 
background subtraction method, (d) evaluation on the proposed method, (e) evaluation 
on the simple background subtraction method, (f) the ground truth image. 
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(e) 
     
(f) 
 
Figure 4.4 Comparative evaluations of the results of the two methods for video 2: (a) 
Original image, (b) the result of the proposed method, (c) the result of the simple 
background subtraction method, (d) evaluation on the proposed method, (e) evaluation 
on the simple background subtraction method, (f) the ground truth image. 
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Figure 4.5 Comparative evaluations of the results of the two methods for video 3: (a) 
Original image, (b) the result of the proposed method, (c) the result of the simple 
background subtraction method, (d) evaluation on the proposed method, (e) evaluation 
on the simple background subtraction method, (f) the ground truth image. 
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(a) 
     
(b) 
     
(c) 
 
Figure 4.6 The result of the background modeling: (a) Original image, (b) the 
background model of the original image, (c) the result of detecting a moving object. 
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Chapter 5   Conclusion 
 
 
 
5.1 Conclusion 
In this thesis, we propose a method of a moving object detection using sequential 
inference of the background images on a video captured by a static and a moving 
camera. The used videos have a dynamic background. In the video captured by a static 
camera, some of the scenes were taken during the rainy and windy day. On the other 
hand, the scenes in videos taken by a moving camera include a person who are walking 
and a car running in the traffic road. 
The detection results of the proposed method produce recall values (sensitivity) 
above 50% and the level of precision and F above 60%. The recall of the proposed 
method for a video using a static and a moving camera is almost the same around 65%. 
The average recall value of the proposed method for a video captured using a static 
camera is about 64% and for a video captured by a moving camera is about 67%. 
However the level of precision of the proposed method is quite different between the 
video using a static camera (around 94% in average) and the video using the moving 
camera (around 74% in average). The proposed method has the F-value of about 76% in 
average when it is applied to the video taken by a static camera and it is about 70% in 
average for the video captured by a moving camera. 
The proposed method not only handles moderate dynamic change in the background, 
but also overcomes the problem of sudden changes in the light intensity on the video 
scene by the employment of two strategies in updating the background. This means that 
the proposed method is adaptable to wider dynamic change in the environment. In this 
sense, the proposed method possesses better performance compared to existent methods.  
 
 
5.2 Future Work 
The proposed moving object detection method using sequential inference of the 
background has some disadvantages to be improved by future work.  
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The proposed method cannot work well if a moving object has a color or a gray value 
similar to the color or the gray value of the background, because the moving object will 
be considered as part of the background then. More sensitive processing on color or 
gray values should be employed along with the employment of the information on the 
shape of a moving object. 
The proposed method can work well on the video captured by a mobile camera, but 
the camera had better move slowly at the moment to raise the precision of the 2-D 
projective transform between successive image frames. The employment of pyramidal 
representation of an image will be taken into account to solve this problem. 
In the video captured using a static camera, the proposed method can work well to 
eliminate the effect of dynamic background. But the method regards a moving object as 
part of the background, when the object stops moving or moving very slowly. This will, 
however, be solved by considering motion sequence of a detected moving object.  
The proposed method has realized an update strategy of the background image 
adaptable to large light intensity change in a video. It may also be applied to sudden 
scene change in a video, which will be investigated as another future work. 
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