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Abstract---Optimal interpolation and approximation algorithms from function values of con- 
tractions in higher dimensional spaces are described. 
I. INTRODUCTION 
The problem of optimal recovery is that of estimating as effectively as possible some feature 
of a function from limited information about it. Micchelli and Rivlin [1] (referred to 
henceforth as M-R) gave a general framework and theory for such problems, as well as 
many examples. Among the examples, most of those that dealt with optimal interpolation 
and approximation involved functions of one variable. We wish to present here some 
examples of optimal interpolation and approximation i volving multivariate functions. 
2. STATEMENT OF RESULTS 
Let B denote a compact set in Rn, n t> 1, and let 
K={f~L~(B) :  [ f (x ) - f (y ) l~<lx -y l ,  x ,y~B},  
(where I [ denotes the usual Euclidean distance in B as well as on [R). We call functions 
in K contractions on B. 
Let x j . . . . .  x k be given distinct points of B. Suppose that we know of a function that 
is in K, and its values at x t , . . . ,  x k. The first problem we wish to consider is: given w E B 
what is the best possible stimate, based solely on the information just described, of the value 
of the function at w? We refer to this as the problem of optimal interpolation. Let us 
formulate this problem more precisely, following M-R. 
Supposef~ K and If: = Lf(x I) . . . . .  f(x*)]. We call any function ~ whose domain is l~ k 
and range is in R an algorithm. 
The error of an algorithm, x, is given by 
E(x)  = sup If(w) - ~ (If)l, (1) 
feK 
and 
E* = infE(~) (2) 
Z 
is called the intrinsic error of the problem. If E (~*)= E* then x* is called an optimal 
algorithm and it effects the optimal recovery o f f (w) .  A useful tool in finding an optimal 
algorithm is the lower bound for the intrinsic error 
E* >t sup{lf(w)[: fe  K, f (x  i) = 0, i = I . . . . .  k}. (3) 
Formula (3) is a special case of a general result whose simple proof may be found in M-R. 
Let Bi = {x ~ B: Ix - x'[ <~ Ix - xq j  = I . . . . .  k}. The B~ are closed subsets of B and every 
x ~ B is in some B~ (possibly more than one), i = 1 . . . . .  k. Then we state: 
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Theorem 1. For the problem of optimal interpolation at w ~ Bi we have 
E* = Iw - xq, and 
*:Lf(x ') . . . . .  f(xk)] --. f (x ' ) ,  (4) 
is an optimal algorithm. 
Suppose next that one wishes to estimate the functionf[rather than the functionalf(w)] 
on B from the same information. Namely, one seeks 
E* = inf sup ]If - ~(If)[I ~, 
f~g 
and an optimal algorithm ~* such that 
sup [ I f -  ~*(/f)ll ~ = E*, 
where now ~: R k --, L ~(B). This is the problem of optimal approximation. 
Theorem 2. For the problem of optimal approximation we have 
E*= max max[w-xq  
i=  1 . . . . .  k w~B,  
and 
~¢*: [ f (x ' )  . . . . .  f(xk)] "-* s(x), (5) 
where s(x) =f (x ' ) ,  x e int B~, i = 1 . . . .  , k, is an optimal algorithm. 
Note that the optimal approximating function provided by Theorem 2 is a step function. 
We shall show, and this is the major novelty of our work, that for certain B there is another 
simple optimal algorithm which provides a continuous function as an optimal approxi- 
mation. To this end let B = S, a (non-degenerate) simplex in n-space, with vertices 
x I . . . . .  x "+1 (so that k = n + 1 in our previous etting) at which we know the values of a 
contraction. Moreover, suppose that there exists a point c in S which is equidistant from 
all vertices (e.g. for n = 2 no angle of the triangle is obtuse). Let r denote the common 
distance from c to the vertices, then we state 
Theorem 3. If B = S and x ~ . . . . .  x "+1 are the vertices of S for the problem of 
optimal approximation of contractions on S we have 
E*~r  
and an optimal algorithm is given by 
[3: [ f  (x I) . . . . .  f (x,+ 1)] _.. l(x), 
where l(x) is the linear function satisfying 
l(x ~) =f(x~),  i = 1 . . . . .  n + 1. 
Remark 1. l(x) is surely a continuous function. When n = 1 it is easy to see that I is 
also a contraction. However, when n --- 2, l need not be a contraction, as the following 
example shows. Suppose S is an isosceles right triangle with the vertex of the right angle 
at the origin (x t= 0) and the other two vertices at x2: ( -1 ,  - i )  and x3: (I, -1 ) .  The 
function g(x)=min  ( Ix -xZl ,  Ix -x31)  is a contraction on S with g(x~)=2 I:'- and 
g(x") = g(x 3) = O. l(x) = l(xl, Yl) = 2~( 1 + YL) is the interpolating linear function to g at 
x 1, x 2, x 3. But l(0, 0) - l(0, - 1) = 21'2 and so I is not a contraction on S. 
Given any y(~ R "+ 1) in IK, i f f  ~ K and I f  = y then L (x; y) <~f(x) <~ U(x;y) ,  all x e B, 
where L(x ;y )=max{y, - Ix  -x~[: i=  1 . . . . .  n + 1} and U(x ;y )=min  {y~+lx -xq :  
i = 1 . . . . .  n + 1}, [L(y)  and U(y)  are, respectively, the lower and upper envelopes of 
{feK:  I f=)'}].  A consequence of M-R  [1, p. 8, Theorem 4] is that 
U(x;y)  + L (x ;y )  
c~: y --, 2 
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is also an optimal algorithm; 6 is not linear as a function o fy  but it produces a contraction, 
in contrast o p which is linear as a function of y but does not necessarily produce a 
contraction. 
Remark  2. If a compact B can be triangulated by allowable simplices and contractions 
on B are sampled at all the resulting vertices then the linear interpolating functions on each 
of the component simplices form a piecewise linear optimal approximation toa contraction 
on B. For example, when n = 2 every convex quadrilateral admits such a triangulation. 
Before turning to the proofs of our theorems we wish to mention the previous literature 
on these problems. When n = I, all three theorems are known (cf. Micchelli et aL [2]). 
Theorems 1 and 2 were proved for  n = 2 and B the closed unit disc in Rivlin [3]. The proof 
given there is easily generalized, as we shall see next. 
3. PROOFS 
We begin with Theorem 1. Put 
q(x)= lx -xq ,  x~&,  i= i  . . . . .  k. 
Then it is easy to see that q ~ K. But also q(x' )  = O, i = 1 . . . . .  k and hence formula (3) 
yields 
E*  >1 q(w)  = Iw - x~l. 
But consider the algorithm ~* defined in formula (4). We have 
E(~') = sup If(w) - ~*(If)[ = sup If(w) - f (x i ) [  < [w - xi[ = q(w).  
fEE f~K 
Thus E(~*) ~ q(w)  ~ E*,  hence E(~*) = q(w)  = E*  and Theorem 1 is proved. 
We turn next to Theorem 2. The analogue of formula (3) [cf. 1] is 
E* >i sup {[[f ll~: f ~ K , f  (x ' )  = O, i = 1 . . . . .  k }. 
Hence E*  >t Ilqll~. 
But consider the algorithm ~* defined in formula (5). For x ~ int Bi, i = 1 . . . . .  k, we 
have 
I f (x)  - =*(lf)l = I f (x)  - f (x ' ) l  ~< Ix - xq -- q(x)  <~ IIq II,. 
E(,,)* ~< [[q[[~ ~< E'implies E(~*) = [Iql[~ -- E*, thus proving Theorem 2. 
Consider next, Theorem 3. We may assume, without loss of generality, that x * . . . . .  x "+* 
are distinct points of the unit sphere in R" and c = 0 ~ S. Our plan of proof is to show 
first that Theorem 2, when applied in the setting of Theorem 3, yields E*= 1. We then 
conclude by showing that linear interpolation at x ~ . . . . .  x "+~ produces an error that does 
not exceed 1. 
To show that E*= 1 it suffices to show that 
max I x  - xi[ = Ix'[ = I. 
x~Bi 
But this follows from the observation that B~ is a dosed convex subset of the ball, B(x~; !), 
of  radius 1 centered at x', / -- 1 . . . . .  n + i. This latter fact follows from noting that no 
edge of S emanating from x '  has length greater than 2 while B(x~; I) meets each such edge 
at a point whose distance from x '  is 1. (0, which is in all B. i = I . . . . .  n + 1 is the 
intersection of all hyperplanes perpendicular to the edges of S at their midpoints.) 
Next we introduce barycentric coordinates in S. If x¢S  we write 
x = 2~x~ +. . .+  ;.,÷~x "÷u, where ;,.i>~O, i=  ! . . . . .  n + and , ; .~+. . .+; . , .~= i. Then if 
linear l (x )  satisfies 
l (X i )=f (x i ) ,  i=  1 . . . . .  n + l, 
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we have 
Thus  
which impl ies 
n-¢-I n÷l  
l(x) = ~ 2,(x)l(x')= ~ ).,(x)f(x'). 
i= l  i=1  
n+l  
f (x ) -  l (x)= ~. ),,[f(x)--f(x')], 
i~ l  
n+l  
I f (x )  - / (x ) l  ~< ~ ,;.,(x)lx - xq. (6) 
i= l  
We now conc lude  our  proo f  by showing  that  for x ~ S the r.h.s, in inequal i ty  (6) never 
exceeds 1, the value 1 be ing at ta ined  on ly  at x = 0. We state the result we now require 
as fol lows. 
Lemma 1. If 
and 
n+l  
X = Z M x)x'  
i~ l  
n+l  
v(x) = Y. ).,(x)lx- xq 
i~1  
then r (x )~< 1, with equal i ty  only for x = 0. 
Proof. Put  x '= (x~ . . . . .  xi,), i = 1 . . . . .  n + 1, x = (x t . . . . .  x,)  and r i = Ix - xq. Then  
t F'~' 7'"2 F"~' " _I = = )" j~l  (x~-  x}) 271/2 
i - I  Li-1 = 
= k., "k',., + ,- ,.,k x U 
where we have used Schwarz ' s  inequal i ty  and the facts that  Ixq = 1, i = 1 . . . . .  n + 1 and 
n+l  
xj = E ;.,xj. 
i= l  
Lemma 1 is p roved  and  so then is Theorem 3. 
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