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We introduce the classes of monotonically monolithic and strongly monotonically mono-
lithic spaces. They turn out to be reasonably large and with some nice categorical
properties. We prove, in particular, that any strongly monotonically monolithic countably
compact space is metrizable and any monotonically monolithic space is a hereditary
D-space. We show that some classes of monolithic spaces which were earlier proved to
be contained in the class of D-spaces are monotonically monolithic. In particular, Cp(X) is
monotonically monolithic for any Lindelöf Σ-space X . This gives a broader view of the
results of Buzyakova and Gruenhage on hereditary D-property in function spaces.
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0. Introduction
The object of this paper is to present our results on D-property and monolithity; let us ﬁrst recall some deﬁnitions.
A function N deﬁned on a space X is a neighbourhood assignment on X if, for any x ∈ X , the set N(x) is an open neighbour-
hood of the point x; let N(A) =⋃{N(x): x ∈ A} for every A ⊂ X . Call X a D-space if, for any neighbourhood assignment N
on the space X , there exists a closed discrete subspace D ⊂ X such that N(D) = X . The notion of a D-space was introduced
in [8] in 1979 and a lot of interesting results about the D-property have been obtained since then; the reader can ﬁnd the
relevant information and references in the papers [11,5,3,4,9].
A space X is called monolithic if nw(A)  max{|A|,ω} for any A ⊂ X . This concept, introduced by Arhangel’skii [1]
proved to be very useful both for the theory of cardinal invariants and Cp-theory. Arhangel’skii proved in [1] that Cp(X)
is monolithic if and only if X is stable and X is monolithic if and only if Cp(X) is stable. Since every Lindelöf Σ-space is
stable [2, Theorem II.6.21], it follows that Cp(X) is monolithic whenever X is a Lindelöf Σ-space.
The class of Corson compact spaces plays an essential role in functional analysis; it is well known that every Cor-
son compact space is monolithic. Recent results of Arhangel’skii, Buzyakova and Gruenhage (see [3,6,7,11]) show that
many monolithic spaces have the D-property. In particular, any subspace of Cp(X) is a D-space whenever X is a Lin-
delöf Σ-space [11]. Corson compact spaces also have the D-property hereditarily [11] and it is a result of Arhangel’skii and
Buzyakova [4] that any space with a point-countable base is a D-space.
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cally monolithic space is hereditarily D . We also show that Cp(X) is monotonically monolithic for any Lindelöf Σ-space X
and every space with a point-countable base is strongly monotonically monolithic. In particular, every metrizable space is
strongly monotonically monolithic. Therefore the class of monotonically monolithic spaces is reasonably large; we also show
that it has some nice categorical properties.
Being a strongly monotonically monolithic space is a much more restrictive property. For example, every strongly
monotonically monolithic countably compact space is metrizable while there exist pseudocompact strongly monotonically
monolithic non-metrizable spaces.
1. Notation and terminology
Given a set A we denote by exp(A) the family of all subsets of A. All spaces under consideration are assumed to be
Tychonoff. If X is a space then τ (X) is its topology and τ ∗(X) = τ (X) \ {∅}. If A ⊂ X then τ (A, X) = {U ∈ τ (X): A ⊂ U }. We
write τ (x, X) instead of τ ({x}, X). A space X is monolithic if nw(A) |A| for any A ⊂ X . The space X is strongly monolithic
if w(A) |A| for any set A ⊂ X .
Say that a family F of subsets of a space X is a network modulo a cover C if for any C ∈ C and U ∈ τ (C, X) there
exists F ∈ F such that C ⊂ F ⊂ U . A space X is Lindelöf Σ if there exists a countable family F of subsets of X such that
F is a network modulo a compact cover C of the space X . For any space X we denote by Cp(X) the set of all real-valued
continuous functions on X endowed with the topology of pointwise convergence.
A map f : X → Y is called closed (open) if it is continuous, surjective and f (A) is closed (open) in Y whenever A is
closed (open) in X . A function N : X → τ (X) is a neighbourhood assignment on X if x ∈ N(x) for any x ∈ X ; for any A ⊂ X
let N(A) =⋃{N(x): x ∈ A}. Say that X is a D-space if, for any neighbourhood assignment N on the space X there exists
a closed discrete set D ⊂ X such that N(D) = X .
The rest of our notation is standard and can be found in [10] and [2].
2. Monotonically monolithic spaces and their applications
We introduce the class of monotonically monolithic spaces which seems to be interesting in itself. Its main applications
are provided by the fact that every monotonically monolithic space has the D-property hereditarily. This shows that quite
a few results on D-property can be deduced from monotonic monolithity of the respective spaces.
Deﬁnition 2.1. Given a set A in a space X say that a family N of subsets of X is an external network (base) of A in X if
(all elements of N are open in X and) for any x ∈ A and U ∈ τ (x, X) there exists N ∈ N such that x ∈ N ⊂ U .
Deﬁnition 2.2. Say that a space X is monotonically monolithic (or strongly monotonically monolithic respectively) if, for
any A ⊂ X we can assign an external network (base) O(A) to the set A in such a way that the following conditions are
satisﬁed:
(a) |O(A)|max{|A|,ω};
(b) if A ⊂ B ⊂ X then O(A) ⊂ O(B);
(c) if α is an ordinal and we have a family {Aβ : β < α} of subsets of X such that β < β ′ < α implies Aβ ⊂ Aβ ′ then
O(⋃β<α Aβ) =
⋃
β<α O(Aβ).
Let us list some facts that are immediate from the deﬁnitions.
Proposition 2.3.
(i) Every monotonically monolithic space is monolithic;
(ii) every strongly monotonically monolithic space is strongly monolithic;
(iii) every strongly monotonically monolithic space is monotonically monolithic;
(iv) every subspace of a (strongly)monotonically monolithic space is (strongly)monotonically monolithic.
Since monolithity is preserved by closed maps, it is natural to expect the same from its monotonic version.
Proposition 2.4. If a space X is monotonically monolithic and there exists a closed map f : X → Y then Y is also monotonically
monolithic.
Proof. Fix a point xy ∈ f −1(y) for any y ∈ Y and take an operator O which witnesses monotonic monolithity of X . Given
a set B ⊂ Y let A = {xy: y ∈ B} and N (B) = { f (P ): P ∈ O(A)}. It is routine to see that N satisﬁes the conditions (a)–(c) of
the deﬁnition.
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f (A) = B so there is a point x ∈ A with f (x) = y. If P ∈ O(A) and x ∈ P ⊂ f −1(U ) then f (P ) ∈ N (B) and y ∈ f (P ) ⊂ U
so Y is monotonically monolithic. 
Proposition 2.5. If X has a point-countable base then X is strongly monotonically monolithic. In particular, any metrizable space is
strongly monotonically monolithic.
Proof. Fix a point-countable base B in the space X and consider the family O(A) = {B ∈ B: B ∩ A 	= ∅} for any A ⊂ X . It is
evident that O(A) has the properties (a)–(c) of the deﬁnition of the operator of strong monotonic monolithity. If x ∈ A and
U ∈ τ (x, X) then there is B ∈ B such that x ∈ B ⊂ U ; we also have B ∩ A 	= ∅ so B ∈ O(A) and hence the family O(A) is the
required external network of A in X . 
We will see later that strong monotonic monolithity is not preserved by closed maps. However, point-countable bases
are preserved under open maps with separable ﬁbers so it is easy to guess that the same is true for strongly monotonically
monolithic spaces.
Proposition 2.6. Suppose that X is a strongly monotonically monolithic space and f : X → Y is an open map such that f −1(y) is
separable for any y ∈ Y . Then Y is strongly monotonically monolithic.
Proof. Take a countable dense set Ay in the space f −1(y) for any y ∈ Y and let O be the strong monotonic monolithity
operator in X . If B ⊂ Y then let Q B =⋃{Ay: y ∈ B} and N (B) = { f (E): E ∈ O(Q B)}. We omit an easy proof that N
satisﬁes the conditions (a)–(c) of the deﬁnition of strong monotonic monolithity.
To see that N (B) is an external base for B take a point y ∈ B and a set U ∈ τ (y, Y ); observe that f −1(B) ∩ f −1(y) 	= ∅
because the map f is open. Since Q B is dense in f −1(B), there exists a point x ∈ f −1(y) with x ∈ Q B . Take a set V ∈ O(Q B)
such that x ∈ V ⊂ f −1(U ); then W = f (V ) ∈ N (B) and y ∈ W ⊂ U , i.e., N (B) is an external base for B . 
Theorem 2.7. If X is a countably compact strongly monotonically monolithic space then X is metrizable.
Proof. Take an operator O which witnesses strong monotonic monolithity of X and ﬁx a point a ∈ X ; let A0 = {a}. Proceed-
ing inductively assume that n ∈ ω and we have countable subsets A0, . . . , An of the space X with the following properties:
(1) Ai ⊂ Ai+1 for any i < n;
(2) if i < n and U is a ﬁnite subfamily of O(Ai) such that
⋃U 	= X then there is a point x ∈ Ai+1 \ (⋃U).
The set An being countable the family V of all ﬁnite unions of the elements of O(An) is also countable. Let V ′ = {V ∈ V :
V 	= X} and choose a point xV ∈ X \ V for any V ∈ V ′ . The set An+1 = An ∪ {xV : V ∈ V ′} is countable and it is immediate
that the properties (1) and (2) still hold if we replace n with n + 1.
Therefore our inductive procedure can be continued to construct a sequence {An: n ∈ ω} such that (1) and (2) are true
for all n ∈ ω. If A =⋃n∈ω An is not dense in X then pick a set W ∈ τ ∗(X) such that W ∩ A = ∅. The family O(A) being an
external base for A we can choose a set Vx ∈ O(A) such that x ∈ Vx ⊂ X \ W for any x ∈ A.
The space A is countably compact and second countable because O(A) is a countable external base of A. Thus A is
compact and hence there exists a ﬁnite Q ⊂ A such that A ⊂⋃{Vx: x ∈ Q }. It follows from the conditions (b) and (c) of
the deﬁnition of strong monotone monolithity that V = {Vx: x ∈ Q } ⊂ O(An) for some n ∈ ω. The property (2) implies that
An+1 \ (⋃V) 	= ∅ while An+1 ⊂ A ⊂⋃V ; this contradiction shows that A is dense in X and hence O(A) is a countable base
in X . 
Proposition 2.8. Every space with a unique non-isolated point is monotonically monolithic.
Proof. If X is a space and q is the unique non-isolated point of X then let O(A) = {{a}: a ∈ A} ∪ {q} for any A ⊂ X . It is
trivial that O witnesses monotonic monolithity of X . 
Proposition 2.9. If X is a Lindelöf Σ-space then Cp(X) is monotonically monolithic.
Proof. For any E1, . . . , En ⊂ X and U1, . . . ,Un ∈ τ (R) we will need the set [E1, . . . , En,U1, . . . ,Un] = { f ∈ Cp(X): f (Ei) ⊂ Ui
for every i  n}. Fix a countable base B in the real line R and take a compact cover K of the space X such that there exists
a countable network N modulo K. For every family E of subsets of X let C(E) = {N \ E: E ∈ E, N ∈ N } and consider the
family F(E) of all ﬁnite unions of the elements of E ; besides, let W(E) = {[E1, . . . , En,U1, . . . ,Un]: Ei ∈ E and Ui ∈ B for
all i  n}.
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from the proof of Proposition 2.7 of [11] that the family O(A) is an external network for A. However, we will give a short
proof here for the reader’s convenience.
Take any function f ∈ A; we claim that
(3) for any x ∈ X and B ∈ B such that f (x) ∈ B there exists P ∈ H such that f ∈ [P , B] ⊂ [{x}, B].
To prove (3), take a set K ∈ K with x ∈ K . For any y ∈ X \ f −1(B) pick a set B y ∈ B such that f (y) ∈ B y and f (x) /∈ B y ;
there exists a function ay ∈ A such that ay(x) ∈ B \ B y and ay(y) ∈ B y . The family A = {a−1y (B y): y ∈ X \ f −1(B)} covers the
set X \ f −1(B) and hence we can choose a ﬁnite set Q ⊂ X \ f −1(B) such that K ⊂ G =⋃{a−1y (B y): y ∈ Q } ∪ f −1(B).
There exists a set N ∈ N such that K ⊂ N ⊂ G; observe that we have x /∈ a−1y (B y) for any point y ∈ Q so x ∈ P =
N \ (⋃{a−1y (B y): y ∈ Q }) ⊂ f −1(B). This shows that f (P ) ⊂ B and hence f ∈ [P , B] and it follows from x ∈ P that
[P , B] ⊂ [{x}, B]; since P ∈ H, the property (3) is proved.
Now, take any V ∈ τ ( f ,Cp(X)); there exist points x1, . . . , xn ∈ X and sets B1, . . . , Bn ∈ B such that V ′ = [{x1}, . . . , {xn},
B1, . . . , Bn] ⊂ V . Observe that V ′ =⋂{[{xi}, Bi]: i  n} and apply (3) to ﬁnd sets P1, . . . , Pn ∈ H such that f ∈ [Pi, Bi] ⊂
[{xi}, Bi] for each i  n. Then the set L = [P1, . . . , Pn, B1, . . . , Bn] belongs to O(A) and f ∈ L ⊂ V ′ ⊂ V , i.e., O(A) is, indeed
an external network for A. It is straightforward that the operator O satisﬁes the conditions (a)–(c) of the deﬁnition of
monotonic monolithity so Cp(X) is monotonically monolithic. 
Theorem 2.10. If a space Xi is (strongly) monotonically monolithic for every i ∈ ω then the space X =∏i∈ω Xi is also (strongly)
monotonically monolithic.
Proof. For each i ∈ ω ﬁx an operator Oi which witnesses (strong) monotonic monolithity of Xi and consider the projection
πi : X → Xi . Given a collection A = {Ai: i ∈ ω} of families such that Ai ⊂ exp(Xi) for all i ∈ ω it is easy to see that the
family W(A) = {(∏i∈Q Ai) × (
∏
i∈ω\Q Xi): Q is a ﬁnite subset of ω and Ai ∈ Ai for each i ∈ Q } consists of open subsets
of X if Ai ⊂ τ (Xi) for all i ∈ ω.
Given any set A ⊂ X let Ai = πi(A) and Ai = Oi(Ai) for every i ∈ ω. If A = {Ai: i ∈ ω} then it is easy to check that the
family O(A) = W(A) is an external network (base) for the set A in X . We omit a routine veriﬁcation that the operator O
witnesses that X is (strongly) monotonically monolithic. 
Our next group of results shows that many statements about the D-property hold because the respective spaces are
monotonically monolithic. We establish that every monotonically monolithic space is hereditarily D . Our proof heavily uses
the ideas of Buzyakova she applied in [7] to prove that if K is compact then every subspace of Cp(K ) is a D-space. Actually,
the initial purpose of inventing monotonically monolithic spaces was to generalize the proof of Buzyakova. However, this
class seems to be of its own importance.
Deﬁnition 2.11. Assume that X is a monotonically monolithic space and ﬁx an operator O which witnesses that; let N be
a neighbourhood assignment on X . For every P ⊂ X say that x ∈ P is a central point of P if P ⊂ N(x); denote by K (P )
the set of all central points of P . For an open set U ⊂ X say that a set A ⊂ X is U -saturated if K (P ) ⊂ N(A) ∪ U for any
P ∈ O(A). If U = ∅ then U -saturated sets will be called saturated.
The proof of the following lemma is an easy exercise.
Lemma 2.12. Assume that X is a monotonically monolithic space with the respective operatorO; let N be a neighbourhood assignment
on X and ﬁx a set U ∈ τ (X). Suppose that β is an ordinal and we have a β-sequence {Aα: α < β} of U-saturated sets such that α < α′
implies Aα ⊂ Aα′ . Then A =⋃{Aα: α < β} is U -saturated.
Lemma 2.13. Suppose that X is a monotonically monolithic space; ﬁx the respective operator O and let N be a neighbourhood as-
signment on X. Then for any A ⊂ X and U ∈ τ (X) such that N(A) ⊂ U there exists a closed discrete set D ⊂ X \ U such that
|D|max{|A|,ω} and the set A ∪ D is U-saturated.
Proof. We will use induction on the cardinal κ = |A|. To start off, assume that |A|  ω and take a family {Ωn: n ∈ ω}
of inﬁnite disjoint subsets of ω such that
⋃{Ωn: n ∈ ω} = ω and {0, . . . ,n} ⊂ Ω0 ∪ · · · ∪ Ωn for all n ∈ ω. Enumerate the
family O(A) as {Pn: n ∈ Ω0} and let B0 = A. Proceeding inductively assume that k ∈ ω and we have sets B0, . . . , Bk with
the following properties:
(4) Bi ⊂ Bi+1 and |Bi+1 \ Bi | 1 for any i < k;
(5) an enumeration {Pn: n ∈ Ω j} for the family O(B j) is chosen for each j  k;
(6) if i < k, i ∈ Ω j and ⋃{K (Pn): n ∈ Ω j} \ (N(Bi)∪U ) 	= ∅ then, for the number m = min{n ∈ Ω j: K (Pn) \ (N(Bi)∪U ) 	= ∅}
we have Bi+1 = Bi ∪ {d} for some d ∈ K (Pm) \ (N(Bi) ∪ U ).
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then let Bk+1 = Bk; if not, then consider the number m = min{n ∈ Ω j: K (Pn) \ (N(Bk) ∪ U ) 	= ∅}, choose a point
d ∈ K (Pm) \ (N(Bk)∪U ) and let Bk+1 = Bk ∪ {d}. Choose an enumeration {Pn: n ∈ Ωk+1} of the family O(Bk+1) and observe
that now the conditions (4)–(6) are satisﬁed if we replace k with k+ 1. Therefore our inductive procedure can be continued
to construct a family {Bi: i ∈ ω} such that the properties (4)–(6) hold for all k ∈ ω.
Let B =⋃i∈ω Bi and consider the set D = B \ A. It follows from (4) that |D|ω; the condition (6) shows that D ⊂ X \U .
To see that the set A ∪ D = B is U -saturated take any P ∈ O(B); there exists j ∈ ω such that P ∈ O(B j) and hence P = Pn
for some n ∈ Ω j . If K (P ) \ (N(B) ∪ U ) 	= ∅ then K (Pn) \ (N(Bi) ∪ U ) 	= ∅ for all i ∈ Ω j which is impossible because the
condition (6) implies that after at most n inductive steps a point d ∈ K (Pn) \ (N(Bi) ∪ U ) has to be chosen for some i ∈ Ω j
and hence Pn ⊂ N(d) ⊂ N(B); this contradiction shows that A ∪ D is U -saturated.
Now ﬁx any point x ∈ X ; if x ∈ U then U is a neighbourhood of x with U ∩ D = ∅. If x /∈ N(B) ∪ U and x ∈ D then
there exists P ∈ O(D) such that x ∈ P ⊂ N(x) and hence x ∈ K (P ) \ (N(B) ∪ U ). We have O(D) ⊂ O(B) so P ∈ O(B) which
contradicts the fact that B is U -saturated. Thus x /∈ D for any x /∈ N(B) ∪ U .
Finally, if x ∈ N(B) \ U then let m be the minimal i for which x ∈ N(Bi). It follows from (6) that N(Bi) is an open
neighbourhood of x which does not meet the set D \ Bi ; this, together with (4) shows that N(Bi) ∩ D is ﬁnite. Thus every
x ∈ X has a neighbourhood whose intersection with D is ﬁnite and hence D is closed and discrete. This completes our proof
for a countable A.
Now assume that κ is an uncountable cardinal and our lemma is proved whenever A ⊂ X , |A| < κ and U ∈ τ (N(A), X).
Take an arbitrary set A ⊂ X such that |A| = κ , let {aα: α < κ} be an enumeration of A and take any U ∈ τ (N(A), X); we
will also need the set Aα = {aβ : β < α} for all α < κ .
By the induction hypothesis there is a countable closed discrete set Dω ⊂ X \U such that the set Aω ∪Dω is U -saturated.
Proceeding inductively assume that ω < α < κ and we have a family {Dβ : ω β < α} with the following properties:
(7) if Uβ = U ∪ N(⋃ωγ<β Dγ ) then Dβ is a closed discrete subspace of X \ Uβ and |Dβ | |β| for all β ∈ [ω,α);
(8) if Bβ = Aβ ∪⋃ωγ<β Dγ then Bβ ∪ Dβ is U -saturated whenever ω β < α.
Let Uα = U ∪ N(⋃ωβ<α Dβ); it follows from (7) that the cardinality of the set Bα = Aα ∪
⋃
ωβ<α Dβ does not ex-
ceed |α|; besides, N(Bα) ⊂ Uα so we can apply our induction hypothesis to ﬁnd a closed discrete subset Dα of the set X \Uα
such that Bα ∪Dα is Uα-saturated. The equality Uα ∪N(Bα ∪Dα) = U ∪N(Bα ∪Dα) shows that Bα ∪Dα is also U -saturated.
It is clear that the conditions (7) and (8) are satisﬁed for all β ∈ [ω,α] so our induction procedure can be continued to
construct a family {Dβ : ω β < κ} for which the conditions (7) and (8) are satisﬁed whenever ω < α < κ .
If D =⋃ωβ<κ Dβ then it follows from (7) that D ⊂ X \ U . Take any set P ∈ O(A ∪ D). There exists β < κ such that
P ∈ O(Bβ) so the condition (8) implies that K (P ) ⊂ U ∪ N(Bβ ∪ Dβ) ⊂ U ∪ N(D); this proves that A ∪ D is U -saturated.
Take any x ∈ X ; if x ∈ U then U is a neighbourhood of x which does not meet D . If x /∈ U ∪ N(D) and x ∈ D then there
exists P ∈ O(D) ⊂ O(A ∪ D) such that x ∈ P ⊂ N(x) and hence x ∈ K (P ) \ (U ∪ N(D)) which is a contradiction with the
fact that A ∪ D is U -saturated. Therefore x /∈ D . If x ∈ N(D) \ U then let α be the minimal ordinal such that x ∈ N(Dα).
If α = γ + 1 for some ordinal γ then the set Eα =⋃ωβ<α Dβ is contained in Bγ ∪ Dγ . If x ∈ Eα then x ∈ P ⊂ N(x)
for some P ∈ O(Eα) ⊂ O(Bγ ∪ Dγ ). The set Bγ ∪ Dγ being U -saturated, we have x ∈ K (P ) ⊂ U ∪ N(Bγ ∪ Dγ ) and hence
x ∈ N(⋃ωβγ Dβ) which contradicts the choice of α. This proves that x /∈ Eα .
If α is a limit ordinal then Bα =⋃ωβ<α(Bβ ∪ Dβ) so it follows from (8) and Lemma 2.12 that Bα is U -saturated.
If x ∈ Eα then x ∈ P ⊂ N(x) and hence x ∈ K (P ) for some P ∈ O(Eα) ⊂ O(Bα). The set Bα being U -saturated, we have
K (P ) ⊂ U ∪ N(Bα), since x /∈ U , we conclude that x ∈ N(Eα) which is again a contradiction with the choice of α. Therefore
x /∈ Eα in all cases. The property (7) shows that N(Dα) is a neighbourhood of x which does not meet the set ⋃α<β<κ Dβ .
Consequently, the point x has a neighbourhood which does not meet the set
⋃{Dβ : β ∈ [ω,κ) \ {α}}. The set Dα is closed
and discrete so x has a neighbourhood which contains at most one point of D . Therefore the set D is closed and discrete
in X and it follows from the property (7) that |D|  κ ; thus, we carried out the inductive step and hence our proof is
complete. 
Theorem 2.14. Any monotonically monolithic space is a hereditarily D-space.
Proof. Since monotone monolithity is a hereditary property, it suﬃces to show that every monotonically monolithic space X
is a D-space. Let κ = |X |; there is no loss of generality to assume that κ ω. Fix an operator O which witnesses monotone
monolithity of X . Take an arbitrary neighbourhood assignment N on the space X and a point a ∈ X . Apply Lemma 2.13 to
the sets {a} and U = N(a) to ﬁnd a closed discrete set D ′0 ⊂ X \ U such that the set D0 = {a} ∪ D ′0 is U -saturated; it is easy
to see that D0 is closed, discrete and saturated.
Proceeding by induction assume that 0<α < κ+ and we have chosen a family {Dβ : β < α} of closed non-empty discrete
subsets of X with the following properties:
(9) the set
⋃
γβ Dγ is saturated for any β < α;
(10) Dβ ⊂ X \ N(⋃γ<β Dγ ) for each β < α.
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β<α Dβ) 	= X then let Q =
⋃
β<α Dβ and choose a point b ∈ X \ N(Q ). Apply Lemma 2.13 to the sets Q ∪ {b}
and V = N(Q ∪ {b}) to ﬁnd a closed discrete set D ′α ⊂ X \ N({b} ∪ Q ) such that Q ∪ {b} ∪ D ′α is V -saturated and let
Dα = {b} ∪ D ′α . It is easy to see that the set Dα ∪ Q =
⋃
βα Dβ is saturated so the properties (9) and (10) still hold for all
β  α.
Therefore this inductive construction can be continued to construct a set Dα as soon as N(
⋃
β<α Dβ) 	= X . It follows
from (10) that the sets N(
⋃
β<α Dβ) are strictly increasing so it is impossible to obtain the family {Dα: α < κ+} and hence
there exists α < κ+ such that N(
⋃
β<α Dβ) = X . Let D =
⋃
β<α Dβ and ﬁx any point x ∈ X .
Denote by γ the least ordinal such that x ∈ N(Dγ ). It follows from (10) that N(Dγ ) is a neighbourhood of x which does
not meet the set
⋃
γ<β<α Dβ . Apply the property (9) and Lemma 2.12 to see that the set E =
⋃
β<γ Dβ is saturated. If x ∈ E
then x ∈ P ⊂ N(x) for some P ∈ O(E). Therefore x ∈ K (P ) ⊂ N(E) which is a contradiction with the choice of γ . Thus x /∈ E
and hence the point x has a neighbourhood which meets only the set Dγ . Since Dγ is closed and discrete, the point x has
a neighbourhood which contain at most one point of D . This proves that D is a closed discrete subset of X and hence X is
a D-space. 
Corollary 2.15. ([11]) If X is a Lindelöf Σ-space then every subspace of Cp(X) is a D-space.
Since monotone monolithity is a fairly strong property, it might be interesting to see its limits in compact spaces. So
far, nothing contradicts the hypothesis that every monotonically monolithic compact space X is Gul’ko compact, i.e., Cp(X)
is a Lindelöf Σ-space. The following two results show that monotonically monolithic compact spaces have many common
properties with Gul’ko compact spaces.
Theorem 2.16. If a countably compact space X is monotonically monolithic then X is a Fréchet–Urysohn compact space.
Proof. Observe ﬁrst that X is a D-space by Theorem 2.14. A countably compact D-space is compact so X has to be compact.
If t(X) > ω then there exists a non-closed set A ⊂ X such that B ⊂ A for any countable B ⊂ A; as an immediate conse-
quence, A is countably compact. Apply Theorem 2.14 once more to see that A is a D-space; thus A is also compact so it
must be closed in X which is a contradiction. Thus t(X) ω and now it is standard to deduce from monolithity of X that
X is Fréchet–Urysohn. 
Corollary 2.17. If a compact space X is monotonically monolithic and ω1 is a caliber of X then X is metrizable.
Proof. The space X has countable tightness by Theorem 2.16 so we can apply [12, Corollary to 3.25] to see that X is
separable. By monolithity of X , we have nw(X)ω so X is second countable. 
Examples 2.18.
(a) Closed maps do not preserve strong monotonic monolithity;
(b) an open image of a strongly monotonically monolithic space is not necessarily monolithic;
(c) there exists a pseudocompact non-metrizable space X with a point-countable base. Therefore X is a non-metrizable
pseudocompact strongly monotonically monolithic space;
(d) the space (ω1 + 1) is compact and monolithic but not monotonically monolithic;
(e) there exists a Lindelöf monotonically monolithic space of uncountable tightness.
Proof. (a) The space R is strongly monotonically monolithic being metrizable (see Proposition 2.5); the set F = {n: n ∈ ω}
is closed in R. Let Y be the space obtained by collapsing F to a point. The respective quotient map ϕ :R→ Y is closed and
it is standard that Y is not ﬁrst countable. Therefore Y is not strongly monotonically monolithic.
(b) Let Y be the Sorgenfrey line; then Y is not even monolithic. Since χ(Y ) ω, there exists a metrizable space X for
which there is an open map f : X → Y . Therefore X is a strongly monolithic space whose open continuous image fails to
be monolithic.
(c) Many pseudocompact non-metrizable spaces with a point-countable base were constructed by Shakhmatov in [13].
(d) The space (ω1 + 1) is not monotonically monolithic because it has uncountable tightness (see Theorem 2.16).
(e) Let L be the one-point Lindelöﬁcation of a discrete space of cardinality ω1. Then L is monotonically monolithic by
Proposition 2.8. It is an easy exercise that L is a Lindelöf space of uncountable tightness. 
3. Open questions
We already saw that monotonic monolithity and strong monotonic monolithity have quite a few nice properties. This
does not mean, however, that we know everything about these concepts; below we give a list of some open problems which
show that a lot more things can be done in this area.
846 V.V. Tkachuk / Topology and its Applications 156 (2009) 840–846Question 3.1. Suppose that X is an M1-space, i.e., X has a σ -closure-preserving base. Must X be monotonically monolithic?
Question 3.2. Is every stratiﬁable space monotonically monolithic?
Question 3.3. Suppose that X is strongly monotonically monolithic and ω1 is a caliber of X . Must X be second countable?
Question 3.4. Suppose that X is strongly monotonically monolithic. Must X have a point-countable base?
Question 3.5. Is every Corson compact space monotonically monolithic?
Question 3.6. Let X be a compact monotonically monolithic space. Must X be Corson compact?
Question 3.7. Suppose that X is a scattered monotonically monolithic compact space. Must X be Eberlein compact?
Question 3.8. Suppose that X is a monotonically monolithic compact space. Must Cp(X) be Lindelöf?
Question 3.9. Suppose that Cp(X) is monotonically monolithic. Must X be a Lindelöf Σ-space? Must X be Lindelöf?
Question 3.10. Suppose that the space Cp(Cp(X)) is monotonically monolithic. Must Cp(X) be a Lindelöf Σ-space?
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