The Wind-US computational fluid dynamics flow solver was validated for incompressible and supersonic flows over a flat plate and a backward-facing step. The calculations used unstructured hexahedral grids. The solutions were compared to experimental data as well as solutions obtained with the Wind-US structured flow solver. The unstructured solver solutions exhibited small differences from the structured solver solutions, but still showed overall good agreement with the experimental data. 
I. Introduction
The NPARC Alliance has recently added an unstructured flow solver 1 to its WIND structured flow solver. With this new capability, WIND has been renamed Wind-US. Wind-US can solve flows on structured, unstructured, or hybrid grids (consisting of both structured and unstructured zones). The unstructured solver allows grids consisting of a mixture of completely general types of cells, including tetrahedral, hexahedral, prismatic, and pyramidal. Mohler 2, 3 has recently documented a complete Wind-US solution process using tetrahedral, pyramidal, and prismatic cells.
The NPARC Alliance maintains an archive of Wind-US CFD cases, complete with input files, on its Verification and Validation Web Site 4 . The site is dominated by cases for the structured flow solver in Wind-US. To address the need for validating the unstructured flow solver, the current study presents flow solutions for two classes of wall-bounded flows: flow over a flat plate and flow over a rearwardfacing step. The cases test the ability of Wind-US to predict turbulent boundary layers with no pressure gradient and separating flow with adverse pressure gradient in compressible and incompressible flow conditions.
The purpose of this study is to test the performance of the Wind-US unstructured solver using four benchmark wall-bounded flows. The results from the unstructured solver will be compared to experimental results and results from the Wind-US structured solver.
II. Validation Cases
This study uses four benchmark flows: incompressible flows over a flat plate and a rearwardfacing step and supersonic flows over a flat plate and rearward-facing step. These flows were chosen because they tested the ability of Wind-US to predict turbulent boundary layer growth and flow separation and reattachment. A description of each of the four test flows is given below.
A. Incompressible Flow Over a Flat Plate
An incompressible flow over a flat plate with a fully-developed turbulent boundary layer was run using the Wind code. This flat plate flow has been documented by Wieghardt 5 , Coles, et al 6 , and Patel, et al 7 . More recently, turbulence model validation studies using this benchmark flow were conducted by Yoder and Georgiadis 8 and also by Dippold 9 . These analyses simulated Mach 0.2 flow over a 16.67 ft long flat plate. The domain included a 1.0 ft section before the leading edge of the plate to set up the flow. In Wind-US, the total pressure and total temperature of the flow were set at 14.7 lb/in 2 and 530º R, respectively.
B. Supersonic Flow Over a Flat Plate
Coles 10, 11, 12 conducted experiments for turbulent boundary layers with supersonic freestream flow over a flat plate. Tests were conducted in the 20 inch Supersonic Wind Tunnel at the Jet Propulsion Lab at Mach numbers ranging from 1.3 to 4.5 and Reynolds numbers ranging from 2*10 5 to 9*10 6 . The flat plate was 33 inches long and spanned the entire test section width. To hasten turbulent transition and produce a fully-developed turbulent boundary layer, Coles tripped the boundary layer using sand paper, fences, and air jets. This study simulated the test with a Mach 4.5 freestream flow.
C. Incompressible Flow Over a Rearward-Facing Step
Incompressible turbulent flow over a rearward-facing step was investigated by Driver and Seegmiller 13 . Figure 1 shows a schematic of this flow. The test rig used a 39.4 in long, 5.94 in wide, and 3.98 in high rectangular inflow duct that was followed by a 0.50 in high rearward-facing step. The wall opposite the step was hinged 0.236 in upstream of the step. This hinged wall could then be angled to introduce a pressure gradient to the freestream region of the flow, downstream of the step. In the studies presented here, the zero angle configuration is simulated. The inlet flow leading to the rearward-facing step had a freestream Mach number of 0.128 at a location four step heights upstream of the step. Freestream total pressure and temperature were set to atmospheric conditions.
D. Supersonic Flow Over a Rearward-Facing
Step Smith 14 performed a number of tests to measure heat transfer and turbulent transition in supersonic flow over a rearward-facing step. Additionally, Smith observed the structure of the expansion fan off the edge of the step and the oblique shock wave that forms where the flow reattaches downstream of the step. The model and flow features are pictured in Figure 2 . The model was water-cooled and had a moveable wall such that the step height could be set at 0 in, 0.443 in, or 0.75 in. Smith examined flows with freestream Mach numbers ranging from 2.5 to 5.0 and Reynolds numbers, based on the entrance flow length, ranging from 2.5*10 5 to 1.8*10 6 . The low Reynolds number allowed the flow to remain laminar and the boundary layer to remain relatively small until after the flow separated as it passed over the rearward-facing step. Transition to turbulent flow took place over the separated region. This paper looks at a Mach number 2.5 flow over the 0.443 in backstep. The freestream Reynolds number for this case was 4.6*10 5 in -1 .
III. Computational Method

A. Flow Solver
This study utilized Wind-US version 1.0 1, 15, 16 . Wind-US is a general Reynolds-Averaged Navier Stokes (RANS) code, developed and managed by the NPARC Alliance. The NPARC Alliance is a partnership among NASA Glenn Research Center, USAF Arnold Engineering Development Center, and The Boeing Company. Wind-US incorporates the Wind code -a multi-zone, structured grid, compressible flow solver -with a new unstructured flow solver. The structured solver offers the user a wide choice of turbulence models: several zero-equation models, Spalart-Allmaras 17 and other singleequation models, and the Chien K- 18 and Menter SST 19 two-equation models. The unstructured solver in the production version of Wind-US is currently limited to using only the Spalart-Allmaras and Goldberg pointwise turbulence models. Wall functions are also available for use within Wind-US. Wind-US also has the ability to use both structured and unstructured solvers on different zones of the same grid.
While the unstructured solver of Wind-US uses many of the same features and options as the structured solver, there are several noteworthy differences. In many cases, it is necessary to use some level of smoothing in order to obtain a solution with the unstructured solver. Mohler 2,3 discusses the effect of smoothing inputs on the solution. A second difference is that the unstructured solver can use a Rusanov differencing scheme as well as a Roe differencing scheme, which is the default for the structured solver. The Wind-US User's Guide 16 recommends using the Rusanov differencing scheme, especially for flows with Mach numbers exceeding 2.5.
B. Computational Procedures
All the analyses were performed on an Intel Xeon-based workstation running the Linux operating system. Run times ranged from several hours for the flat plate and supersonic back step to nearly a day for the incompressible back step.
To ensure that the flow solution had converged, various flow quantities were monitored in addition to the L 2 residual. For the flat plate cases, the convergence of skin friction along the plate and the velocity profile at an arbitrary station were observed. Mass flow and skin friction were monitored in the rearward-facing step cases. The solution was deemed converged when these quantities did not change noticeably over the course of several hundred iterations.
C. Computational Grids
The unstructured solver within Wind-US requires 3D grids, consisting of two or more elements in the normal direction. The Wind-US structured solver can use either 2D or 3D grids. Structured 2D grids were created for each flow case. Then, the 2D grids were extruded in the normal direction to 3D grids and converted to unstructured format. Therefore, the unstructured grids used 3D grid topology equivalent to the 2D structured grids.
Incompressible Flow Over a Flat Plate
The grid for the incompressible flat plate flow consisted of a single zone. The 2D grid size was 111x81 points and the 3D grid was 111x81x3 points. The grid was packed to the wall surface with a first grid point spacing corresponding to an average y + =2.
Supersonic Flow Over a Flat Plate
The grid for the supersonic flow over a flat plate also consisted of a single zone. The 2D grid size was 46x81 points, and the 3D grid consisted of 46x81x3 points. Two first grid point spacings were used when packing points at the wall: y + =1.0 and y + =0.1.
Incompressible Flow Over a Rearward-Facing Step
For the incompressible flow over a rearward-facing step, the flow domain was divided into two zones. The first zone modeled the flow from the inflow to the edge of the step and the second zone modeled the flow from the step to the outflow, as shown in Figure 3 . For the 2D grid, the first zone consisted of 101x131 grids points and the second zone consisted of 138x185 grid points. Similar to the flat plate grids, the 2D grid was extruded to three points in the normal direction for the 3D grid. Additionally, the grid points were packed to the walls with a nominal wall spacing of y + =1.
Supersonic Flow Over a Rearward-Facing Step
The grid for the supersonic flow over a rearward-facing step also consisted of two zones. For the 2D grid, the first zone measured 41x61 grid points and the second zone measured 101x101 grid points. The 3D grid extruded the 2D grid to three points in the normal direction. Grid points were packed to the walls with a first grid point spacing of y + =1.
IV. Results
The results of the Wind-US analyses for each test case are presented below. An extra step was required to post-process the unstructured solutions: a CFPOST rake file was created using the structured grid, and the unstructured solution was interpolated onto this rake file. Once this was performed, velocities, pressures, and shear stress could be examined at arbitrary points selected by the user.
A. Incompressible Flow Over a Flat Plate
Four analyses of incompressible flow over a flat plate were run using the Wind-US code. Two structured analyses were run using two different boundary conditions on the grid boundary opposite the flat plate: the first using the freestream boundary condition; the second using the inviscid wall boundary condition. While the freestream boundary condition is more appropriate, use of the inviscid boundary condition was necessary because the freestream boundary condition in the Wind-US unstructured solver was found to not work properly. When an unstructured grid analysis was run using the freestream boundary condition, the flow was found to accelerate substantially as is moved across the flat plate. It was not until the inviscid boundary condition was used instead that this unphysical event ceased. The freestream boundary condition for the unstructured solver will be corrected in a future release of the Wind-US code. Two analyses were run using the Wind-US unstructured solver: one using a secondorder Rusanov cell-centered differencing scheme; the other using a second-order Roe cell-center scheme. The structured grid analyses use a second-order Roe upwind-biased differencing scheme, which is the default scheme. Figure 4 shows the skin friction plotted as a function of the Reynolds number, where 
The wall shear stress, w, is defined as: The structured grid solutions, in Figure 4 , show excellent agreement with the experimental data. It is also important to note that the upper boundary of the computational domain is sufficiently far enough away from the wall that there is a negligible difference between using the freestream boundary condition or the inviscid wall boundary condition. The unstructured grid solutions predicted the skin friction to be about 7% higher than the experimental data across the entire flat plate. However, there is little difference between the Roe scheme and the Runsanov scheme for this case.
The velocity profile through the boundary layer at Rex=1.03*10 7 is plotted in Figure 5 using the non-dimensionalized variables y + and u + . Like the skin friction plot, the structured grid solutions show excellent agreement with the experimental data while the unstructured solutions differ from the experimental data by about 4%. (5) While no experimental data for the boundary layer thickness is available, the Wind-US solution data is compared to the correlation by Schlichting 20 for a 1 /7-th power velocity distribution: 
For each of the integrated boundary layer quantities, the Wind-US predictions are all 9-11% lower than what is predicted using Schlichting's formulations. The unstructured solutions show good agreement with the structured solutions, differing by less than 2% for and less than 10% for and * . 
B. Supersonic Flow Over a Flat Plate
Four analyses of Mach 4.5 turbulent flow over a flat plate were run with Wind-US. Two cases used structured grids with first point grid spacings of y + =1.0 and y + =0.1, and two cases used unstructured grids with first point grid spacings of y + =1.0 and y + =0.1. Figure 6 shows the skin friction plotted as a function of the Reynolds number for the four Wind-US analyses and several experimental data sets. In the experiment, a number of different methods were used to transition the flow to turbulent: a natural transition, a fence trip, a sand trip, and air jets. The CFD analyses compare well with all the data, and most accurately with the "tripped" flow experimental data. This is expected as the CFD analyses were run fully turbulent. The structured grid analysis and the unstructured grid analysis with wall spacing of y + =1.0 show excellent agreement with each other. For the unstructured grid with wall spacing of y + =0.1, the Wind-US unstructured solver predicts skin friction to be about 10% higher than the other analyses. Figure 7 shows the velocity profiles through the boundary layer at Rex=3.81*10 6 . All four Wind-US analyses show excellent agreement with each other and excellent agreement with "tripped" flow experimental data.
Figures 8a-8c compare the boundary layer thickness, , momentum thickness, , and displacement thickness, * , of the experimental data sets and Wind-US analyses at Rex=3.81*10 6 . There is a significant difference between the integrated boundary layer quantities of the "tripped" flow data sets and the natural transition data set -on the order of 50%. Of the "tripped" flow data sets, the fence trip consistently results in a thicker boundary layer than the sand and air jet trips. The boundary layer thickness predicted by the unstructured grid solutions is on the order of 10% less than that predicted by the structured grid solutions. But, all the CFD solutions fall in the middle of the "tripped" flow experimental data sets. Similarly for the momentum thickness, the unstructured grid solutions prediction is about 15% smaller than that of the structured grid solutions, yet all the CFD solutions are in the range of the "tripped" flow experimental results. The Wind-US solutions' predictions of the displacement thickness show excellent agreement with each other, and show good agreement with the sand and air jet "tripped" flow data.
C. Incompressible Flow Over a Rearward-Facing Step
The Mach 0.128 flow over a rearward-facing step tests the ability of Wind-US to predict the effects of flow separation and reattachment. As mentioned previously, the unstructured grid solver within Wind-US is currently limited to using only the Spalart-Allmaras 17 and Goldberg pointwise turbulence models. Dalbello, et al 21 have shown that Menter's SST turbulence model 19 performs the best in the presence of separated flows. Therefore, an additional structured grid case, using the SST turbulence model, was run to better ascertain the performance of the Wind-US structured and unstructured grid solvers versus the performance of the turbulence model when compared to experimental data.
The skin friction for the flow over a backstep is plotted in Figure 9 . The axial coordinate is normalized by the step height, H=0.5 in. All the Wind-US analyses do a good job of predicting separation and reattachment. In fact, the CFD solutions all show excellent agreement with the experimental data regarding the location of reattachment. This is further shown in Table 2 . In Figure 9 , the structured grid analysis with the SST model shows the closest agreement with the experimental data, predicting a slightly lower skin friction in the separated region. This actually corresponds to a higher shear in the reverse flow direction. The structured grid analyses with the Spalart-Allmaras model predicts lower skin friction in the separated region, too, and also gives lower values of skin friction downstream of where the flow reattaches. The three structured grid solutions show good agreement with each other upstream of the step, but predict a value of skin friction higher than what was observed experimentally. The unstructured grid analyses (using only the Spalart-Allmaras turbulence model) show an even higher value of skin friction than the structured grid solutions upstream of the step. After the step, the Roe scheme solution shows the best agreement with the experimental date after the flow reattaches. 6.14 Wind-US, 3D Structured Grid, S-A, Roe 6.14 Wind-US, 3D Unstructured Grid, S-A, Rusanov 5.70 Wind-US, 3D Unstructured Grid, S-A, Roe 6.01
The pressure coefficient along the wall surface is plotted in Figure 10 . The pressure coefficient is defined by:
The structured and unstructured grid solutions using the Spalart-Allmaras turbulence model show excellent agreement with each other and reasonably good agreement with the experimental data. The analyses predict the pressure low through the separated region and the pressure high downstream of reattachment. The structured grid solution with the SST model does a better job predicting the correct pressure through the separated region, yet also suffers from predicting too high pressure downstream of reattachment. Velocity profiles of the flow over the backstep are plotted in Figure 11 . The velocities are normalized by reference velocity, Uref, which in this case is an area-averaged velocity 4H upstream of the step. Wind-US analyses show very good agreement with each other and the experimental data. The only region in which the CFD-predicted velocities show any disagreement with the experimental data is inside the separated region of the flow and just downstream reattachment. With regards to the velocity profiles, the SST turbulence model shows better agreement with the experimental data immediately following the step. Farther downstream and near the point of reattachment, the Spalart-Allmaras model gives the better prediction. There is little difference between structured and unstructured grid solutions or between Roe and Rusanov scheme solutions.
D. Supersonic Flow Over a Rearward-Facing Step
An extra supersonic rearward-facing step analysis was performed using Menter's SST turbulence model, as also done with the incompressible rearward-facing step. Figure 12 shows a plot of the pressure along the surface. The x-coordinate is normalized by the step height, H=0.443 in in this case. Following the convention of Smith 14 , the local surface pressure is normalized by the pressure along the surface at x/H=-3.39. All the Wind-US solutions show excellent agreement with each other. The Wind-US solutions also show good agreement with the experimental data. The CFD solutions predict lower pressures immediately following the step than observed experimentally and a slower pressure recovery in the region of x/H=3 to x/H=5. The unstructured grid solutions show excellent agreement with the structured grid solutions. Figure 13 shows the contour plots of the Mach number and the normalized static pressure for Mach 2.5 flow over a rearward-facing step. The unstructured grid using the Rusanov scheme solution is shown, but all the cases look relatively the same. The expansion over the corner, the region of separated flow on the base of the step, and the reattachment shock are all clearly visible. Table 3 lists the reattachment points for each Wind-US solution. Although there is no experimental data to compare to, this is a good indicator of how consistent the solutions are with each other. The structured grid solution using the Spalart-Allmaras turbulence model predicts reattachment at 2.53H downstream of the step. The structured grid solution with the SST turbulence model, which has demonstrated better performance when separation is present 20 , predicts an earlier reattachment at 2.29H downstream of the step. The unstructured grid solutions predict a significantly earlier reattachment: 2.00H for the Roe scheme and 1.89H for the Rusanov scheme. 
V. Conclusions
The goal of this study was to ascertain the performance of the Wind-US unstructured grid solver for several benchmark wall-bounded flows. For incompressible flows, the Wind-US unstructured solver tends to predict wall shear stress values higher than the structured solver. In supersonic flows, the Wind-US unstructured solver solutions demonstrated excellent consistency with the structured solver solutions. In separated flows, the unstructured solver predicts reattachment earlier than the structured solver. The Rusanov scheme is the recommended differencing scheme with unstructured grids 16 , especially for high speed flows. However, the differences between the Rusanov and Roe schemes were small and neither scheme proved to be clearly better than the other, including solution stability. It must also be noted that the Wind-US unstructured solver runs slower than the structured solver, requiring about 65% more clock time than an equivalent structured grid. The real advantages of unstructured grids is that they can be used to model flows around complex or irregularly shaped objects, and they should help reduce the number of grid points in regions away from surfaces. This study has demonstrated that the cost in solution fidelity of using unstructured grids in these situations is relatively small. 
