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Abstrat
Rate-independent systems allow for solutions with jumps that need additional
modeling. Here we suggest a formulation that arises as limit of visous regularization
of the solutions in the extended state spae. Hene, our parametrized metri solutions
of a rate-independent system are absolutely ontinuous mappings from a parameter
interval into the extended state spae. Jumps appear as generalized gradient ows
during whih the time is onstant. The losely related notion of BV solutions is
developed afterwards. Our approah is based on the abstrat theory of generalized
gradient ows in metri spaes, and omparison with other notions of solutions is
given.
1 Introdution
This paper is onerned with the analysis of dierent solution notions for rate-independent
evolutionary systems. The latter arise in a very broad lass of mehanial problems,
usually in onnetion with hystereti behavior. With no laim at ompleteness, we may
mention for instane elastoplastiity, damage, the quasistati evolution of fratures, shape
memory alloys, delamination and ferromagnetism, referring to [Mie05℄ for a survey of the
modeling of rate-independent phenomena.
Beause of their relevane in appliations, the analysis of these systems has attrated
some attention over the last deade, also in onnetion with the issue of their proper
formulation. In fat, in several situations rate-independent problems may be reast in the
form of a doubly nonlinear evolution equation involving two energy funtionals, namely
∂q˙R(q(t), q˙(t)) + ∂qE(t, q(t)) ∋ 0 in Q′ for a.a. t ∈ (0, T ) , (1.1)
where Q is a separable Banah spae, R : Q × Q → [0,∞] a dissipation funtional and
E : [0, T ]×Q→ (−∞,∞] an energy potential, ∂q˙ and ∂q denoting their subdierential with
respet to the seond variable. Rate-independene is rendered through 1-homogeneity of
the funtional R with respet to its seond variable. Indeed, assuming that R(q, γv) =
γR(q, v) for all γ ≥ 0 and (q, v) ∈ Q × Q, one has that equation (1.1) is invariant for
time-resalings. This aptures the main feature of this kind of proesses, whih are driven
by an external loading set on a time sale muh slower than the time sale intrinsi to the
system, but still fast enough to prevent equilibrium. Typially, this quasistati behavior
originates in the limit of systems with a visous, rate-dependent dissipation.
The formulation of rate-independent problems in terms of the subdierential inlusion
(1.1) has been thoroughly analyzed in [MiT04℄, in the ase of a reexive Banah spae.
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Existene of solutions to the Cauhy problem for (1.1) is proved through approximation
by time disretization and solution of inremental minimization problems. However, in
many appliations the energy E(t, ·) is neither smooth nor onvex, and the state spae
Q is often neither reexive nor the dual of a separable Banah spae (see e.g. [KrZ07℄
for energies having linear growth at innity). Furthermore, Q may even lak a linear
struture (in these ases we will denote it by the alligraphi letter Q), like for nite-
strain elastoplastiity [Mie03, MaM08℄ or for quasistati evolution of fratures [DFT05℄.
In suh situations, the dierential formulation (1.1) annot be used. In [MiT99, MTL02℄,
the onept of energeti solution for general rate-independent energeti systems (Q,E,D)
has been introdued, by replaing the innitesimal metri R of the subdierential formu-
lation (1.1) by a global dissipation distane D : Q × Q → [0,∞]. This formulation, see
Setion 5.1, is derivative-free, and thus applies to solutions with jumps and an be used in
very general frameworks, like, for example, in a topologial spae Q, with E and D lower
semi-ontinuous only, see [MaM05, Mie05, FrM06℄. Energeti solutions are very exible
and allow for a quite general existene theory; however, the global stability ondition, ask-
ing that q(t) globally minimizes the map q˜ 7→ E(t, q˜) + D(q(t), q˜), implies that solutions
jump earlier as physially expeted, sine they are fored to leave a loally stable state, see
e.g. [Mie03, Ex. 6.1℄ or [KMZ07, Ex. 6.3℄, and Example 7.1 below. Moreover, existene of
energeti solutions is proved via time disretization and inremental global minimization,
but, as disussed in [Mie03, Se. 6℄, loal minimization would be more appropriate both
from the perspetive of modeling and of numerial algorithms.
In response to these issues, in [EfM06℄ a vanishing visosity approah was proposed to
derive new solution types for rate-independent systems (Q,R,E). There, Q is assumed
to be a nite-dimensional Hilbert spae Q and E ∈ C1([0, T ] × Q). The natural visous
approximation of (1.1) is obtained by adding a quadrati term to the dissipation potential,
viz. Rε(q, v) = R(q, v) +
ε
2
‖v‖2, and leads to the doubly nonlinear equation
εq˙(t) + ∂q˙R(q(t), q˙(t)) + ∂qE(t, q(t)) ∋ 0 for a.a. t ∈ (0, T ) . (1.2)
Using dimQ < ∞, the existene of solutions qε ∈ H1([0, T ];Q) is obvious and passing
to the limit ε ց 0 in (1.2) leads to new solutions and to a ner desription of the
jumps, whih our later than for energeti solutions. The key idea (see Setion 2) is
that the limiting solution at jumps shall follow a path whih somehow keeps trak of
the visous approximation. To exploit this additional information, one has to go over
to an extended state spae: reparametrizing the approximating visous solutions qε of
(1.2) by their arlength τε, and introduing the resalings t̂ε = τ
−1
ε and q̂ε = qε ◦ t̂ε, one
studies the limiting behavior of the sequene {(t̂ε, q̂ε)}ε as ε ↓ 0. Hene, in [EfM06℄ it was
proved that (up to a subsequene), {(t̂ε, q̂ε)}ε onverges to a pair (t̂, q̂), whose evolution
enompasses both dry frition eets and, when the system jumps, the inuene of rate-
dependent dissipation. In fat, the jump path may be ompletely desribed by a gradient
ow equation, whih leads to this interpretation: jumps are fast (with respet to the slow
external time sale) transitions between two metastable states, during whih the system
swithes to a visous regime. Furthermore, solutions of the limiting rate-independent
problem an be onstruted by means of a time-disretization sheme featuring loal,
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rather than global, minimization.
This paper provides the rst step of the generalization of these ideas to the muh more
general metri framework using the onept of urves of maximal slope, whih dates bak
to the pioneering paper [DGMT80℄. We also refer to the reent monograph [AGS05℄, the
referenes therein, and to [RMS08℄. The general setup starts with a
omplete metri spae (X, d)
and introdues the metri veloity
|q′| := lim
hց0
d(q(t), q(t+h))
h
= lim
hց0
d(q(t−h), q(t))
h
, (1.3)
whih is dened a.e. along an absolutely ontinuous urve q : [0, T ]→ X.
This replaes the norm of the derivative q′ in the smooth setting, and, in the same way, the
norm of the (Gâteaux)-derivative or the subdierential of a funtional F : X → (−∞,∞]
is replaed by the loal slope of F in q ∈ dom(Ψ), whih is dened by
|∂qF|(q) := lim sup
v→q
(F(q)− F(v))+
d(q, v)
, (1.4)
where (·)+ denotes the positive part. With these onepts, the visous problem (1.2) has
the equivalent metri formulation
d
dt
E(t, q(t))− ∂tE(t, q(t)) ≤ −(|q′|(t) + ε
2
|q′|2(t))− 1
2ε
((|∂qE| (t, q(t))− 1)+)2 , (1.5)
for a.a. t ∈ (0, T ), see Setion 3.1 for further details. It was proved in [RMS08, Thm. 3.5℄
that, under suitable assumptions on E, for every ε > 0 the related Cauhy problem has
at least one solution qε ∈ AC([0, T ];X).
Following the approah of [EfM06℄, for every ε > 0 we now onsider the (arlength) resal-
ings (t̂ε, q̂ε) assoiated with qε, whih in turn fulll a resaled version of (1.5), f. (3.12).
Under suitable assumptions, in Theorem 3.8 we shall show that, up to a subsequene,
{(t̂ε, q̂ε)} onverges to a limit urve (t̂, q̂) ∈ AC([0, S]; [0, T ]× X) suh that
t̂ : [0, S]→ [0, T ] is nondereasing,
t̂′(s) + |q̂′|(s) > 0 for a.a. s ∈ [0, S], (1.6a)
t̂′(s) > 0 =⇒ |∂qE|
(
t̂(s), q̂(s)
) ≤ 1,
|q̂′|(s) > 0 =⇒ |∂qE|
(
t̂(s), q̂(s)
) ≥ 1,
}
for a.a. s ∈ [0, S] , (1.6b)
and the energy identity
d
ds
E(t̂(s), q̂(s))− ∂tE(t̂(s), q̂(s)) t̂′(s) = 〈DqE(t̂(s), q̂(s)), q̂′(s)〉
= −|q̂′|(s) |∂qE|
(
t̂(s), q̂(s)
)
for a.a. s ∈ (0, S) ,
(1.6)
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holds. A pair (t̂, q̂) : [s0, s1] → [0, T ]× X satisfying (1.6) (with [0, S] replaed by [s0, s1])
is alled parametrized metri solution of the rate-independent system (X, d,E).
Indeed, the very fous of this paper is on getting insight into the properties of parametrized
metri solutions and omparing them with the other solution notions for rate-independent
evolutions. That is why, in order to avoid tehnialities and to highlight, rather, the
features of our approah, throughout the next setions we shall work in a tehnially
simpler setup, in whih the state spae X is a nite-dimensional manifold, endowed with
a (Finsler) distane d assoiated with a 1-homogeneous dissipation funtional R : TQ →
[0,∞), and an energy E ∈ C1([0, T ]×Q). The fully general metri framework is postponed
to the forthoming paper [MRS08℄, see also Setion 6.
The notion of parametrized metri solution (t̂, q̂) generalizes the outome of the nite-
dimensional vanishing visosity analysis of [EfM06℄ and hene allows for the same mehan-
ial interpretation, see Remark 3.5. Namely, aording to whether either of the derivatives
t̂′ or |q̂′| is null or stritly positive, one distinguishes in (1.6b) three regimes: stiking, rate-
independent evolution, and swithing to a visous regime (in orrespondene to jumps of
the system from one metastable state to another). In this metri setup as well, we show
that the behavior of the system along a jump path is desribed by a generalized gradient
ow. This an be seen more learly when onsidering the non-parametrized solution q
orresponding to the pair (t̂, q̂). The latter funtions are alled BV solutions of (Q, d,E)
and are pointwise limits of the un-resaled vanishing visosity approximations qε, see Def-
inition 4.3 and Setion 4 for an analysis of their properties. In partiular, we shall show
how to pass, by means of a suitable transformation, from a (truly jumping) BV solution
q to a (virtually jumping) parametrized solution (t̂, q̂), and onversely.
In Setion 5, we ompare the notion of BV solutions with other solutions onepts, namely
with the energeti solutions of [MiT99, MTL02℄, and with the approximable and loal
solutions of [KMZ07, ToZ06, Cag08℄ (suitably rephrased in the metri setting, see Deni-
tions 5.1, 5.5, and 5.6). In Setion 5.3 we review the notion of Φ-minimal solutions of a
rate-independent evolutionary system, proposed in [Vis01℄ using a global variational prin-
iple in terms of a suitably dened partial order relation between trajetories. First, we
onlude that the notion of loal solution is the most general onept, inluding energeti
and BV solutions, whereas BV solutions enompass approximable and Φ-minimal solu-
tions. Moreover, our notion of BV solutions has more struture, whih makes it robust
with respet to data perturbations (f. Remark 3.10), whereas neither approximable nor
Φ-minimal solutions are upper-semiontinuous with respet to data perturbations.
Further insight into the omparison between the various solution notions is provided by
the examples presented in Setion 7, whih are one or two-dimensional, suh that the
set of all solutions an be disussed easily. The one-dimensional ase in fat relates to
rak growth (under the assumption of a presribed rak path), whih was treated in
[ToZ06, Cag08, NeO07, KMZ07℄. The solution onepts developed there are also based on
the vanishing visosity method. In the latter ase, the solution type in fat oinides with
our notion of BV solution. We postpone the more diult PDE appliations to [MRS08℄,
where we are going to ombine the notions of this paper with the methods of [RMS08℄
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to develop the present ideas in the innite-dimensional or fully metri setting. Related
ideas using the vanishing visosity method for PDEs are found in [DD
∗
07℄, for a model
for elastoplastiity problems with softening, and in [MiZ08℄, for general paraboli PDEs
with rate-independent dissipation terms.
2 Setup and mehanial motivation
We onsider a manifold Q that ontains the states of our system. The energy E of the
system depends on the time t ∈ [0, T ] and the state q ∈ Q. Throughout the paper, we
shall assume that E ∈ C1(QT ), where QT = [0, T ]× Q denotes the extended state spae.
The evolution of the system is governed by a balane between the potential restoring
fore −DqE(t, q) and a fritional fore f . The latter is given by a ontinuous dissipation
potential R : TQ → [0,∞), in the form f ∈ ∂q˙R(q, q˙). We generally assume that
R(q, ·) : TqQ → [0,∞) is onvex and ∂q˙R(q, q˙) ⊂ T∗qQ is the set-valued subdierential.
Hene, the system is governed by the dierential inlusion
0 ∈ ∂q˙R(q(t), εq˙(t)) + DqE(t, q(t)) ⊂ T∗qQ , t ∈ (0, T ) , (2.1)
in whih we have introdued a small parameter ε > 0 to indiate that we are on a very
slow time sale.
Further, we suppose that R = R1 + R2, where R1 : TQ → [0,∞) and R2 : TQ → [0,∞)
are suh that for every q ∈ Q
R1(q, ·) is onvex and homogeneous of degree 1,
R2(q, ·) is onvex and homogeneous of degree 2.
Note that Rj(q, γv) = γ
jR(q, v) implies ∂Rj(q, γv) = γ
j−1∂Rj(q, v) for all γ ≥ 0 and
(q, v) ∈ TQ. Hene, (2.1) takes the form
0 ∈ ∂q˙R1(q(t), q˙(t)) + ε∂q˙R2(q(t), q˙(t)) + DqE(t, q(t)) , t ∈ (0, T ). (2.2)
We all R1 the potential of rate-independent frition and R2 the potential of visous
frition.
Remark 2.1 A prototype of the mehanial situation we aim to model arises in on-
netion with a system of k partiles (k ≥ 1) moving in Rd, hene with state-spae
Q =
{
q = (q1, . . . , qk) : qi ∈ Rd
}
= Rkd . We impose rate-independent frition R1 and
visous frition R2 via
R1(q, q˙) =
k∑
j=1
µ(qj)|q˙j| and R2(q, q˙) =
k∑
j=1
ν(qj)
2
|q˙j |2 for (q, q˙) ∈ Rkd ×Rkd ,
where |q˙j| is the Eulidean norm of the j-th partile veloity and µ, ν : Rd → [0,∞)
are given ontinuous funtions. For k = 1 the potentials Rj are related by R2(q, q˙) =
ν(q)
2µ2(q)
R21(q, q˙), while for k = 2 their interplay is more omplex.
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Our aim is to understand the limiting behavior of the solutions to (2.2) for ε → 0. In
fat, we expet that for ε → 0 the rate-independent frition dominates, but the solution
qε : [0, T ]→ Q may develop sharp transition layers, with q˙ of order 1/ε. In the limit we
obtain a jump, but in order to haraterize the jump path the visous potential is ruial.
The key idea is to study the trajetories Tε = { (t, qε(t)) | t ∈ [0, T ] } in the extended
state spae QT . The point is that the limit of trajetories Tε may no longer be the graph
of a funtion. To study the limits via dierential inlusions, we may reparametrize the
trajetories Tε in the form
Tε = { (t̂ε(s), q̂ε(s)) | s ∈ [0, Sε] },
where t̂ε is supposed to be nondereasing and absolutely ontinuous.
For passing to the limit it is now helpful to selet a family of parametrizations via mε ∈
L1
lo
((0,∞)) onverging to m in L1
lo
((0,∞)), with m(s), mε(s) > 0 for a.a. s ∈ (0,∞),
and to assume
t̂′ε(s) +
√
2R2(q̂ε(s), q̂′ε(s)) = mε(s) for a.a. s ∈ (0, Sε) . (2.3)
Note that this an always be ahieved. In partiular, when
Q = Rd , R2(q, q˙) =
1
2
|q˙|2 ∀ (q, q˙) ∈ Rd ×Rd and m = mε ≡ 1 , (2.4)
relation (2.3) leads to the arlength parametrization of Tε, whih was onsidered in
[EfM06℄. The total length is Sε := T +
∫ T
0
√
2R2(qε(t), q′ε(t)) dt. Sine Sε → S up to
a subsequene (thanks to standard energy estimates), it is not restritive to assume that
Sε is independent of ε by the simple linear resaling m˜ε(s) = mε(sSε/S).
By the hain rule and the j-homogeneity we have
∂q˙Rj(qε(t), q˙ε(t))|t=btε(s) =
(
1
t̂′ε(s)
)j−1
∂q˙Rj(q̂ε(s), q̂
′
ε(s)) for a.a. s ∈ (0, Sε) .
Now, using (2.3) and dening
R˜(q, v) = g(R2(q, v)) with g(r) =
{
log
(
1
1−√2r
)
−√2r for r ∈ [0, 1
2
),
∞ otherwise,
easy omputations (f. [EfM06, Thm. 3.1℄ in the partiular ase of (2.4)) show that (2.2)
is equivalent to
0 ∈ ∂q˙R1(q̂ε, q̂′ε) + ε∂q˙R˜
(
q̂ε,
q̂′ε
mε
)
+DqE(t̂ε, q̂ε) a.e. in (0, Sε) . (2.5)
In this formulation we may pass to the limit, and we expet to obtain the limit problem
0 ∈ ∂q˙R̂(q̂, bq′m) + DqE(t̂, q̂),
t̂′ +
√
2R2(q̂, q̂′) = m,
}
a.e. in (0, S) , (2.6)
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where
R̂(q, v) =
{
R1(q, v) for R2(q, v) ≤ 12 ,
∞ for R2(q, v) > 12 .
Formulation (2.6) is in fat a generalization of the one in [EfM06℄, where rigorous on-
vergene proofs of problem (2.5) to (2.6) are derived (in the ase Q is nite-dimensional).
Although R̂ is no longer 1-homogeneous, the limit problem is still rate-independent: upon
adjusting the free funtion m, one sees immediately that system (2.6) is invariant under
time reparametrizations.
In the present work we onentrate on the ase R2(q, v) =
1
2
R1(q, v)
2
, sine it is this ase
whih an be generalized to abstrat metri spaes and hene to the innite-dimensional
setting, see [MRS08℄. By introduing the dual norm of a o-vetor w ∈ T∗qQ
R1,∗(q, w) := sup
{〈w, v〉 : v ∈ TqQ, R1(q, v) ≤ 1}, (2.7)
the operators ∂R1(q, ·) and ∂R2(q, ·) an be haraterized by
w ∈ ∂R1(q, v), v 6= 0 ⇐⇒ R1,∗(q, w) = 1, 〈w, v〉 = R1(q, v) > 0 , (2.8a)
w ∈ ∂R1(q, 0) ⇐⇒ R1,∗(q, w) ≤ 1 , (2.8b)
w ∈ ∂R2(q, v) ⇐⇒ R1,∗(q, w) = R1(q, v) = 〈w, v〉 , (2.8)
and they satisfy ∂R2(q, v) = R1(q, v) ∂R1(q, v) and
R1,∗(q, w)R1(q, v) = 〈w, v〉 ⇐⇒ w ∈ λ∂R1(q, v) for some λ ≥ 0. (2.9)
Proposition 2.2 In the ase R2(q, v) =
1
2
R1(q, v)
2
, a pair (t̂, q̂) ∈ AC([0, S]; [0, T ]× Q)
fulls (2.6) (for some m ∈ L1(0, S) with m(s) > 0 a.e. in (0, S)) if and only if there
exists a funtion λ : (0, S)→ (0,∞) suh that
0 ∈ λ∂R1(q̂, q̂′) + DqE(t̂, q̂),
t̂′ ≥ 0, λ ≥ 1, (λ−1)t̂′ ≡ 0,
t̂′ + R1(q̂, q̂′) > 0
 a.e. in (0, S) . (2.10)
Proof: First, we note that, using the 1-homogeneity of R1, the seond of (2.6) may be
rewritten as
t̂′
m
+ R1
(
q̂,
q̂′
m
)
= 1 a.e. in (0, S) . (2.11)
Now, it is not diult to see that
∂q˙R̂(q̂,
q̂′
m
) =
{
∂q˙R1(q̂,
bq′
m
) if R1(q̂,
bq′
m
) ∈ [0, 1) (⇔ t̂′ > 0) ,
[1,∞) · ∂q˙R1(q̂, bq′m) if R1(q̂, bq
′
m
) = 1 (⇔ t̂′ = 0) , (2.12)
where the equivalenes in parentheses follow from (2.11). Combining (2.12) with the rst
of (2.6) and using that ∂R1 is 0-homogeneous, we dedue (2.10).
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Conversely, starting from (2.10), we put m(s) := t̂′(s) + R1(q̂(s), q̂′(s)) for a.a. s ∈ (0, S)
and note that, by the third of (2.10), m > 0 a.e. in (0, S) and m ∈ L1(0, S), sine R1 is
ontinuous. Using (2.11) and arguing as in the above lines, one sees that, if the pair (t̂′, λ)
satises the seond of (2.10), then λ∂q˙R1(q̂, q̂
′) = ∂q˙R̂(q̂,
bq′
m
) , whih allows us to dedue
the dierential inlusion in (2.6) from the one in (2.10).
3 Analysis with metri spae tehniques
3.1 Problem reformulation in a metri setting
First of all, we omplement the setup of Setion 2 by speifying our assumptions on the
rate-independent system (Q,R1,E), where Q is the ambient spae, R1 the dissipation fun-
tional, and E the energy funtional. The more general setup will be studied in [MRS08℄.
Namely, we require that
Q is a nite-dimensional and smooth manifold, (3.Q)
and the energy funtional satises
E ∈ C1(QT ) . (3.E)
The dissipation funtional R1 : TQ → [0,∞) is a omplete Finsler struture on Q (see e.g.
[BCS00, Ch. I.1℄), namely
R1 is ontinuous on TQ and ∀ q ∈ Q : R1(q, ·) is a norm on TqQ , (3.R)
alled Minkowski norm in the Finsler setting. Then, R1 indues the (Finsler) distane
d : Q× Q → [0,∞):
d(q0, q1) := min
{∫ 1
0
R1(q˜(s), q˜
′(s))ds : q˜ ∈ A(q0, q1)
}
,
where for all q0, q1 ∈ Q we set
A(q0, q1) = { y ∈ AC([0, 1],Q) | y(0) = q0, y(1) = q1 }. (3.1)
Hene, (Q, d) is a metri spae, whih we assume to be omplete. Like in the previous
setion, we let R2 ≡ 12R21. For a urve q ∈ AC([0, T ];Q), the Finsler length of its veloity
q′(t) is given by
|q′|(t) := R1(q(t), q′(t)), well-dened for a.a. t ∈ (0, T ), (3.2)
and satises
d(q(s), q(t)) ≤
∫ t
s
|q′|(r) dr for all 0 ≤ s < t ≤ T . (3.3)
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Using R1, we dene the assoiated loal slope |∂qE| : QT → [0,∞] via
|∂qE| (t, q) := sup
v∈TqQ\{0}
〈DqE(t, q), v〉
R1(q, v)
= R1,∗(q,DqE(t, q)) , (3.4)
whih is the onjugate norm with respet to the Minkowski norm R1(q, ·) of the dierential
of the energy in the otangent spae T∗qQ.
Using the smoothness of E we have that for every urve (t, q) ∈ AC([s0, s1];QT ) the map
s 7→ E(t(s), q(s)) is absolutely ontinuous and the hain rule for E gives
d
ds
E(t(s), q(s)) = ∂tE(t(s), q(s)) t
′(s) + 〈DqE(t(s), q(s)), q′(s)〉 (3.5)
for a.a. s ∈ (s0, s1). On the other hand, formulae (3.2) and (3.4) yield
〈DqE(t, q), q′)〉 ≥ −|q′| |∂qE| (t, q) . (3.6)
Therefore, every (t, q) ∈ AC([s0, s1];QT ) fullls the hain rule inequality
d
ds
E(t(s), q(s))− ∂tE(t(s), q(s))t′(s) ≥ −|∂qE| (t(s), q(s)) |q′|(s) a.e. in (s0, s1). (3.7)
The metri formulation of doubly nonlinear equations. We now see how notions
(3.2) and (3.4) so far introdued ome into play in the reformulation of a lass of doubly
nonlinear evolution equations in the metri setting (Q, d).
Let ψ : [0,∞) → [0,∞] be a lower semiontinuous, nondereasing, and onvex funtion
and ψ∗ : [0,∞)→ [0,∞] its onjugate funtion (LegendreFenhel transform), namely
ψ∗(ξ) = sup{ νξ − ψ(ν) | ν ≥ 0 }.
Following [AGS05℄ (see also [RMS08℄), a funtion q ∈ AC([0, T ];Q) is alled a solution of
the ψ-gradient system assoiated with (Q, d,E) if
d
dt
E(t, q(t)) ≤ ∂tE(t, q(t))− ψ(|q′|(t))− ψ∗
(|∂qE| (t, q(t)) ) a.e. in (0, T ) . (3.8)
It has been proved in [RMS08, Prop. 8.2℄ that q fullls (3.8) if and only if it solves the
doubly nonlinear equation (also alled quasi-variational evolutionary inequality)
0 ∈ ∂q˙Ψ(q(t), q˙(t)) + DqE(t, q(t)) a.e. in (0, T ) , where Ψ(q, q˙) := ψ(R1(q, q˙)) . (3.9)
Under assumptions (3.Q), (3.R), and (3.E), the existene of absolutely ontinuous solu-
tions to the Cauhy problem for (3.8) follows from [RMS08, Thm. 3.5℄. We stress that
the simple, but entral duality inequality ψ(ν)+ψ∗(ξ) ≥ νξ for all ν, ξ ∈ [0,∞), together
with the hain rule inequality (3.7), enfores equality in (3.8) (ultimately in (3.7) as well).
In the rate-independent setting, the natural hoie is
ψ0(ν) ≡ ν giving ψ∗0(ξ) = I[0,1](ξ) ,
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where I[0,1](·) denotes the indiator funtion of [0, 1], i.e. I[0,1](ξ) = 0 if ξ ∈ [0, 1], and
I[0,1](ξ) =∞ otherwise. However, simple one-dimensional (not stritly onvex) examples
show that we annot expet existene of absolutely ontinuous solutions in this ase, f.
Example 7.1. Hene, we proeed as in Setion 2 and onsider limits of visous regulariza-
tions after suitable reparametrizations.
Before doing so, note that (3.8) is equivalent to the parametrized version on some inter-
val (s0, s1), given by
d
ds
E(t̂(s), q̂(s))− ∂tE(t̂(s), q̂(s))t̂′(s)
≤ −ψ
(
1
bt′(s)
|q̂′|(s)
)
t̂′(s)− ψ∗
(
|∂qE|
(
t̂(s), q̂(s)
) )
t̂′(s) for a.a. s ∈ (s0, s1) ,
(3.10)
where q̂(s) = q(t̂(s)) and t̂′(s) > 0 a.e. in (s0, s1). In the rate-independent ase, the
right-hand side does not depend on t̂′(s), beause ψ0(ν) = ν implies ψ0(αν) = αψ0(ν)
and ψ∗0(ξ) = αψ
∗
0(ξ) for all α > 0.
3.2 Rate-independent limit of visous metri ows
We now onsider the ase of small visosity added to the rate-independent dissipation,
namely
ψε(ν) = ν +
ε
2
ν2 ∀ ν ∈ [0,∞) . (3.11)
We obtain ψ∗ε(ξ) =
1
2ε
((ξ−1)+)2. Thus, (3.10) takes the form
d
ds
E(t̂(s), q̂(s))− ∂tE(t̂(s), q̂(s)) t̂′(s) ≤ −Mε
(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) )
(3.12)
for a.a. s ∈ (s0, s1), with
Mε
(
α, ν, ξ
)
:= αψε
(ν
α
)
+ αψ∗ε (ξ) = ν +
ε
2α
ν2 +
α
2ε
((ξ−1)+)2 (3.13)
for all (α, ν, ξ) ∈ (0,∞)×[0,∞)2. Clearly, for xed α > 0 the limit as εց 0 ofMε(α, ν, ξ)
gives ψ0(ν) + ψ
∗
0(ξ). However, our purpose is to blow-up the time parametrization when-
ever jumps our. Indeed, the nite-dimensional ase (see [EfM06℄) suggests that jumps
in the rate-independent evolution will our at xed resaled time (i.e., when t̂′ = 0).
Hene, we also have to onsider the ase α→ 0 as ε→ 0. For this, note that when ξ > 1
Mε(·, ν, ξ) assumes its minimum on [0,∞) for αε∗ = εν/(ξ − 1)+, orresponding to the
value Mε
(
αε∗, ν, ξ
)
= ν + ν(ξ−1)+. In any ase we have
Mε
(
α, ν, ξ
) ≥Minf(ν, ξ) := ν + ν(ξ−1)+ for all (α, ν, ξ) ∈ (0,∞)× [0,∞)2 . (3.14)
Thus, we dene M0 : [0,∞)3 → [0,∞] via
M0
(
α, ν, ξ
)
:=
{
Minf(ν, ξ) = ν + ν(ξ−1)+ for α = 0,
Msup(ν, ξ) = ν + I[0,1](ξ) for α > 0,
(3.15)
and obtain the following result.
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Lemma 3.1 Dene Mε : [0,∞)3 → [0,∞] via (3.13), Mε(0, 0, ξ) = 0 for all ξ, and
Mε(0, ν, ξ) =∞ for all ξ and ν > 0. Then, we have the following results:
(A) Mε Γ-onverges to M0, viz.
Γ-liminf estimate:
(αε, νε, ξε)→ (α, ν, ξ) =⇒ M0(α, ν, ξ) ≤ lim inf
εց0
Mε(αε, νε, ξε) ,
(3.16a)
Γ-limsup estimate:
∀ (α, ν, ξ) ∃ ((αε, νε, ξε))ε>0 :
{
(αε, νε, ξε)→ (α, ν, ξ) and
M0(α, ν, ξ) ≥ lim supεց0Mε(αε, νε, ξε) .
(3.16b)
(B) If (αε, νε) ⇀ (α̂, ν̂) in L
1((s0, s1)) and lim infε→0 ξε(s) ≥ ξ̂(s) a.e. in (s0, s1), then∫ s1
s0
M0(α̂(s), ν̂(s), ξ̂(s))ds ≤ lim inf
ε→0
∫ s1
s0
Mε(αε(s), νε(s), ξε(s))ds .
Proof: Estimate (3.16a) is trivial for α > 0, as we have pointwise onvergene then. If
α = 0, we employ (3.14) and use that Minf is ontinuous.
To obtain (3.16b) in the ase α > 0 we simply take (αε, νε, ξε) = (α, ν, ξ) and the result
follows from pointwise onvergene. If α = 0, we let (αε, νε, ξε) = (α
ε
∗, ν, ξ) and the desired
result follows. Thus, (A) is proved.
To show the estimate in Part (B), let us introdue the funtion M¯ : [0,∞)4 → [0,∞]
M¯(α, ν; ξ, ε) :=Mε(α, ν, ξ);
by the previous point (A) and the fat that M¯ is lower semiontinuous when ε > 0, it
is immediate to hek that M¯ is lower semiontinuous in [0,∞)4. Moreover, M¯(·, ·; ξ, ε)
is onvex in [0,∞)2 for all ξ, ε: this property an be diretly heked starting from the
denition of M¯ or by observing that Mε(·, ·, ξ) is onvex when ε > 0 thanks to (3.13) and
the onvexity of the map (ν, α) 7→ ν2/α.
Assuming initially that ξε → ξ̂ in L1(s1, s2) and onsidering an arbitrary innitesimal
subsequene εn → 0, we an then apply Ioe's Theorem (see [Iof77℄) to the sequene of
maps s 7→ (αεn(s), νεn(s), ξεn(s), εn), obtaining∫ s1
s0
M¯(α̂(s), ν̂(s), ξ̂(s), 0)ds ≤ lim inf
n→∞
∫ s1
s0
M¯(αεn(s), νεn(s), ξεn(s), εn)ds .
In the general ase, we onsider an arbitrary κ > 0 and we replae ξεn with the sequene
ξκ,n(s) := min(ξεn(s), ξ̂(s), κ), onverging to ξ̂k(s) := min(ξ̂(s), κ) in L
1(s1, s2). Sine M¯
is nondereasing with respet to ξ, we argue as above and obtain∫ s1
s0
M¯(α̂(s), ν̂(s), ξ̂κ(s), 0)ds ≤ lim inf
n→∞
∫ s1
s0
M¯(αεn(s), νεn(s), ξκ,n(s), εn)ds
≤ lim inf
n→∞
∫ s1
s0
M¯(αεn(s), νεn(s), ξεn(s), εn)ds .
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Figure 3.1: The set Ξ = Ξstik ∪ Ξslip ∪ Ξjump
Passing to the limit as κ → ∞ and applying Fatou's Lemma we obtain the desired
inequality.
In fat, the spei form of M0 is not needed in the sequel. Hene, we will onsider
general funtions M : [0,∞)3 → [0,∞] with the following properties (whih are obviously
satised by M0):
M : [0,∞)3 → [0,∞] is l.s.., (3.17a)
M(γα, γν, ξ) = γM(α, ν, ξ) for all α, ν, ξ, γ ∈ [0,∞) , (3.17b)
M(α, ν, ξ) ≥ νξ for all α, ν, ξ ∈ [0,∞) , (3.17)
M(α, ν, ξ
)
= νξ ⇐⇒ (α, ν, ξ) ∈ Ξ , (3.17d)
where the set Ξ := Ξstik ∪ Ξslip ∪ Ξjump onsists of the disjoint at piees (see Figure 3.1)
Ξstik := { (α, 0, ξ) ∈ [0,∞)3 | α ≥ 0, ξ ∈ [0, 1) },
Ξslip := { (α, ν, 1) ∈ [0,∞)3 | α > 0, ν ≥ 0 }, and
Ξjump := { (0, ν, ξ) ∈ [0,∞)3 | ν ≥ 0, ξ ≥ 1 }.
(3.18)
For instane, the funtion
M˜(α, ν, ξ) = ν + (ξ−1)+(α+ν) = max(ξ, 1)ν + (ξ−1)+α (3.19)
ts in this framework. It is not diult to hek that, ifM is nonderesasing with respet
to ξ, then M ≤ M0.
The notion of parametrized metri solutions. The following notion of parametrized
metri solution of the rate-independent system (Q, d,E) is proposed in a general form, re-
plaing the funtion M0 obtained in the vanishing visosity limit with a generi funtion
M satisfying (3.17). The proposed notion is tted to the metri framework and does not
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need a dierentiable struture. However, it strongly relies on the fat that the small vis-
ous frition ε|q′|(t)2 is given in terms of the same metri veloity as the rate-independent
frition, see also the assumption R2 =
1
2
R21. We refer to [EfM06, MiZ08℄ for settings
avoiding this assumption.
Denition 3.2 (Parametrized metri solution) Let (Q, d,E) satisfy (3.Q), (3.R), and
(3.E) and letM fulll (3.17). An absolutely ontinuous urve (t̂, q̂) : (s0, s1)→ QT is alled
a parametrized metri solution of (Q, d,E), if
t̂ : (s0, s1)→ [0, T ] is nondereasing, (3.20a)
t̂′(s) + |q̂′|(s) > 0 for a.a. s ∈ (s0, s1), (3.20b)
d
ds
E(t̂(s), q̂(s))− ∂tE(t̂(s), q̂(s)) t̂′(s)
≤ −M(t̂′(s), |q̂′|(s), |∂qE| (t̂(s), q̂(s)) ) for a.a. s ∈ (s0, s1) . (3.20)
If (t̂, q̂) satises only (3.20a) and (3.20), it is alled a degenerate parametrized metri
solution. If t̂ : (s0, s1)→ [0, T ] is also surjetive, i.e. t̂(s0) = 0 and t̂(s1) = T , then (t̂, q̂)
is alled a surjetive parametrized metri solution.
This solution onept has the onatenation property as well as the restrition property.
The former means that if (t̂, q̂) : (s0, s1)→ QT and (t˜, q˜) : (s1, s2)→ QT are parametrized
metri solutions with (t̂(s−1 ), q̂(s
−
1 )) = (t1, q1) = (t˜(s
+
1 ), q˜(s
+
1 )), then their onatenation
(t, q) : (s0, s2) → QT is a solution as well. We point out that, thanks to (3.17b), the
notion of parametrized metri solution is rate-independent, i.e., invariant under time
reparametrizations by absolutely ontinuous funtions with stritly positive derivative a.e.
(by nondereasing absolutely ontinuous funtions in the ase of degenerate solutions).
Moreover, the notion is independent of the partiular hoie of M , as long as M satises
(3.17).
Remark 3.3 (Nondegeneray and arlength reparametrization) Any degenerate
parametrized metri solution admits a nondegenerate reparametrization (t˜, q˜) : [0, S˜] →
QT , thus satisfying also (3.20b). This means that t̂(s) = t˜(σ(s)), q̂(s) = q̂(σ(s)) for some
absolutely ontinuous, nondereasing and surjetive map σ : [s0, s1]→ [0, S˜]. In partiular,
we an hoose σ so that t˜′ + |q˜′| = 1 a.e. in (0, S˜) by dening
σ(s) :=
∫ s
s0
(
t̂′(s) + |q̂′|(s))ds = t̂(s)− t̂(s0) + ∫ s
s0
|q̂′|(s)ds, S˜ := σ(s1)
(f. also Lemma 4.1). In fat, for every interval [r0, r1] ⊂ [s0, s1] we then have
σ(r0) = σ(r1) ⇔ t̂(r0) = t̂(r) = t̂(r1), q̂(r0) = q̂(r) = q̂(r1) for all r ∈ [r0, r1].
We an then dene (t˜(σ), q˜(σ)) := (t̂(s), q̂(s)), whenever σ = σ(s). For σ0 = σ(r0) < σ1 =
σ(r1) we obtain
t˜(σ1)− t˜(σ0) + d(q˜(σ1), q˜(σ0)) ≤
∫ r1
r0
(
t̂′(s) + |q̂′|(s))ds = σ1 − σ0 ,
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giving t˜′ + |q˜′| ≤ 1 a.e. in [0, S˜]. The nondegeneray ondition holds with t˜′ + |q˜′| = 1 a.e.
in S˜, whih follows via the hange of variable formula:
S˜ ≥
∫ S˜
0
(
t˜′ + |q˜′|)dσ = ∫ s1
s0
(
t˜′(σ(s)) + |q˜′|(σ(s)))σ′(s)ds
=
∫ s1
s0
(
t̂′(s) + |q̂′|(s))ds = σ(s1) = S˜.
Parametrized metri solutions admit various dierent but equivalent metri harateriza-
tions (where we avoid to expliitly use the dierential Dq of the energy).
Proposition 3.4 Under the same assumptions of the previous Denition 3.2, an abso-
lutely ontinuous urve (t̂, q̂) : (s0, s1)→ QT satisfying (3.20a) and (3.20b) is a parametrized
metri solution of (Q, d,E) if and only if it satises one of the following onditions (equiv-
alent to (3.20)):
A) For all s0 ≤ σ0 < σ1 ≤ s1 we have
E(t̂(σ1), q̂(σ1))− E(t̂(σ0), q̂(σ0))−
∫ σ1
σ0
∂tE(t̂(s), q̂(s)) t̂
′(s) ds
≤ −
∫ σ1
σ0
M
(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) )
ds.
(3.21)
B) Eqn. (3.21) holds just for σ0 = s0 and σ1 = s1, i.e.
E(t̂(s1), q̂(s1))− E(t̂(s0), q̂(s0))−
∫ s1
s0
∂tE(t̂(s), q̂(s)) t̂
′(s) ds
≤ −
∫ s1
s0
M
(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) )
ds.
(3.22)
C) For a.a. s ∈ (s0, s1) we have
d
ds
E(t̂(s), q̂(s))− ∂tE(t̂(s), q̂(s)) t̂′(s) = −|q̂′|(s) |∂qE|
(
t̂(s), q̂(s)
)
, (3.23)
and one of the following (equivalent) properties
M
(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) )
= |q̂′|(s) |∂qE|
(
t̂(s), q̂(s)
)
, (3.24a)(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) ) ∈ Ξ , (3.24b){
t̂′(s) > 0 =⇒ |∂qE|
(
t̂(s), q̂(s)
) ≤ 1,
|q̂′|(s) > 0 =⇒ |∂qE|
(
t̂(s), q̂(s)
) ≥ 1. (3.24)
In partiular, by (3.23) and (3.24a), the following identity holds a.e. in (s0, s1):
d
ds
E(t̂(s), q̂(s))− ∂tE(t̂(s), q̂(s)) t̂′(s) = −M
(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) )
. (3.25)
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Proof: A) is just the integral formulation of (3.20).
We note that the hain rule inequality (3.7), ombined with (3.20) and (3.17), implies
(3.23) and (3.24a). By ondition (3.17d), (3.24a) is equivalent to (3.24b).
Sine the set Ξ an be easily haraterized via
(α, ν, ξ) ∈ Ξ ⇐⇒
(
(α > 0⇒ ξ ≤ 1) and (ν > 0⇒ ξ ≥ 1)
)
,
we ultimately nd that (3.24b) an be replaed by the simple relations (3.24).
Having obtained the equivalene between (3.20) and C), we an now show that B) is
suient to haraterize parametrized metri solutions (the neessity is trivial): again
applying the hain rule (3.5)-(3.7), we get∫ s1
s0
(
M
(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) )− 〈−DqE(t̂(s), q̂(s)), q̂′(s)〉) ds ≤ 0
so that (3.17) and (3.6) yield
M
(
t̂′(s), |q̂′|(s), |∂qE|
(
t̂(s), q̂(s)
) )
= 〈−DqE(t̂(s), q̂(s)), q̂′(s)〉 = |q̂′|(s) |∂qE|
(
t̂(s), q̂(s)
)
for a.a. s ∈ (s0, s1). We thus get (3.23) and (3.24a).
Remark 3.5 (Mehanial interpretation) The evolution desribed by relations (3.24)
bears the following mehanial interpretation, f. [EfM06℄. Indeed, with (α, ν, ξ) =
(t̂′, |q̂′|, |∂qE|
(
t̂, q̂
)
) we an use the deomposition Ξ = Ξstik ∪ Ξslip ∪ Ξjump:
• (t̂′ > 0, |q̂′| = 0) leads to stiking ((α, ν, ξ) ∈ Ξstik),
• (t̂′ > 0, |q̂′| > 0) leads to rate-independent evolution ((α, ν, ξ) ∈ Ξslip),
• when (t̂′ = 0, |q̂′| > 0), the system has swithed to a visous regime, whih is
seen as a jump in the (slow) external time sale (the time funtion t is frozen and
(α, ν, ξ) ∈ Ξjump).
Remark 3.6 Properties (3.17) and (3.17d) seem to be related to the notion of bipotential
(f. e.g. [BdV08℄), whih was proposed for studying non-assoiated onstitutive laws in
mehanis by onvex analysis tools. We reall that, given two (topologial, loally onvex)
spaes in duality Z and Z ′, a funtion b : Z × Z ′ → (−∞,∞] is alled a bipotential if
it is onvex, lower semiontinuous with respet to both arguments, and fullls for all
(ν, ξ) ∈ Z × Z ′
b(ν, ξ) ≥ 〈ξ, ν〉 and
(
ξ ∈ ∂νb(·, ξ)(ν) ⇔ ν ∈ ∂ξb(ν, ·)(ξ) ⇔ b(ν, ξ) = 〈ξ, ν〉
)
.
Indeed, for every α > 0 the funtions Mε(α, ·, ·) given by (3.13) and M0(α, ·, ·) by (3.15)
are bipotentials on [0,∞)× [0,∞).
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The next result ensures that the abstrat metri evolution formulation developed here
redues to the one stated in Proposition 2.2.
Proposition 3.7 Let (Q, d,E) satisfy (3.Q), (3.R), and (3.E). Then, a urve (t̂, q̂) ∈
AC([s0, s1];QT ) is a parametrized metri solution of the rate-independent system (Q, d,E)
if and only if there exists λ : (s0, s1)→ [1,∞) suh that (2.10) holds.
Proof: By (3.2), ondition (3.20b) in Denition 3.2 oinides with the third of (2.10).
Now, let us rst suppose that (3.20) holds, and set λ(s) := max{|∂qE|
(
t̂(s), q̂(s)
)
, 1} .
We shall prove that the triple (t̂, q̂, λ) fullls (2.10) on (s0, s1). Indeed, (3.23), (3.4), and
(2.9) yield
−DqE(t̂(s), q̂(s)) ∈ |∂qE|
(
t̂(s), q̂(s)
)
∂R1(q̂(s), q̂
′(s)) for a.a. s ∈ (s0, s1) . (3.26)
Now, let us x s¯ ∈ (s0, s1) at whih (3.26) holds: if |q̂′|(s¯) > 0, taking into aount
the seond of (3.24) we nd that λ(s¯) = |∂qE|
(
t̂(s¯), q̂(s¯)
)
and that, by (3.26), the triple
(t̂′, |q̂′|, λ) satises the rst of (2.10) at s = s¯. On the other hand, if |q̂′|(s¯) = 0, neessarily
t̂′(s¯) > 0 by (3.20b) and the rst of (3.24) gives that |∂qE|
(
t̂(s¯), q̂(s¯)
) ≤ 1. In this ase,
λ(s¯) = 1 and (3.26) implies
−DqE(t̂(s¯), q̂(s¯)) ∈ ∂R1(q̂(s¯), 0) ,
hene we again onlude that (t̂′(s¯), |q̂′|(s¯), λ(s¯)) fullls (2.10)1.
Conversely, from the rst of (2.10) we read that for a.a. s ∈ (s0, s1)
|∂qE|
(
t̂(s), q̂(s)
) |q̂′| = 〈−DqE(t̂(s), q̂(s)), q̂′(s)〉, (3.27)
|∂qE|
(
t̂(s), q̂(s)
) ≤ λ(s), (3.28)
|∂qE|
(
t̂(s), q̂(s)
)
= λ(s) if |q̂′| > 0. (3.29)
Then (3.20) follows, if we hek (3.24). Indeed, if t̂′ > 0, then the seond of (2.10) yields
λ = 1. Therefore the rst ondition of (3.24) follows from (3.28). If |q̂′| > 0, ombining
(3.29) and the onstraint λ ≥ 1 of (2.10), we also get the seond of (3.24).
Convergene of the visous approximation. The main result of this setion states
that limits (t̂, q̂) of parametrized solutions (t̂ε, q̂ε) of the visous system (3.10), with ψ =
ψε, are atually parametrized metri solutions of the rate-independent system (Q, d,E).
By the standard energy estimates and an elementary resaling, it is not restritive to
assume that the domain of (t̂ε, q̂ε) is a xed interval [s0, s1], independent of ε.
Theorem 3.8 (Vanishing visosity limit) Let (Q, d,E) satisfy (3.Q), (3.R), and (3.E).
For every ε > 0 let qε ∈ AC([0, T ];Q) be a solution to (3.8) for ψ = ψε. Choose non-
dereasing surjetive parametrizations t̂ε ∈ AC([s0, s1]; [t0,ε, T ]), and let q̂ε(s) = qε(t̂ε(s)).
Suppose that there exists q0 ∈ Q, and m ∈ L1((0, S)) suh that
t0,ε = t̂ε(s0)→ 0 , q̂ε(s0) = qε(t0,ε)→ q0 as εց 0, (3.30)
mε := t̂
′
ε + |q̂′ε|⇀ m in L1(s0, s1) as εց 0. (3.31)
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Then, there exist a subsequene ((t̂εk , q̂εk))k∈N with εk ց 0 and (t̂, q̂) ∈ AC([s0, s1];QT )
suh that (t̂(s0), q̂(s0)) = (0, q0), and, as k →∞,
(t̂εk , q̂εk)→ (t̂, q̂) in C0([s0, s1];QT )), (3.32)
(t̂′εk , |q̂′εk|)⇀ (t̂′, |q̂′|) in L1([s0, s1];R2),
∫ T
t0,εk
|q′εk |(t)dt→
∫ s1
s0
|q̂′|(s)ds. (3.33)
The limit (t̂, q̂) is a degenerate parametrized metri solution of (Q, d, ξ) (i.e. it satises
(3.20a) and (3.20)), and it is nondegenerate (reall (3.20b)) if m(s) > 0 a.e. in (s0, s1).
Proof: Eqns. (3.3) and (3.31) yield
d(q̂ε(r0), q̂ε(r1)) ≤
∫ r1
r0
|q̂′ε|(s) ds ≤
∫ r1
s0
mε(s) ds. (3.34)
In partiular, hoosing r0 = s0 and using (3.30)-(3.31) we nd C > 0 suh that
d(q0, q̂ε(t)) ≤ C for all t ∈ [s0, s1] and all ε > 0 . (3.35)
Moreover, it follows from (3.31) that the sequenes {t̂′ε} and {|q̂′ε|} are bounded and
uniformly integrable in L1(s0, s1). Hene, on the one hand, the Asoli-Arzelà ompatness
theorem and its version for metri spaes [AGS05, Prop. 3.3.1℄ yield that there exists
an absolutely ontinuous urve (t̂, q̂) : [s0, s1] → QT suh that, up to a subsequene,
onvergenes (3.32) hold. On the other hand, by the Dunford-Pettis riterion (see, e.g.,
[DuS88, Cor. IV.8.11℄), there exists η ∈ L1(s0, s1) suh that, up to the extration of a (not
relabeled) subsequene,
t̂′ε ⇀ t̂
′, |q̂′ε|⇀ η in L1(s0, s1) as εց 0. (3.36)
Passing to the limit in (3.34) we easily get
|q̂′|(s) ≤ η(s) ≤ m(s) for a.a. s ∈ (s0, s1) . (3.37)
Now, the smoothness of E and assumption (3.Q) yield that E, ∂tE, and |∂qE| are ontinuous
with respet to both arguments, thus we readily infer from (3.32) that
E(t̂ε, q̂ε)→ E(t̂, q̂), |∂qE|
(
t̂ε, q̂ε
)→ |∂qE| (t̂, q̂) and ∂tE(t̂ε, q̂ε)→ ∂tE(t̂, q̂)
uniformly in [s0, s1] for εց 0 .
(3.38)
To proeed further, we integrate (3.12) over [s0, s1] and obtain
E(t̂ε(s0), q̂ε(s0))− E(t̂ε(s1), q̂ε(s1)) +
∫ s1
s0
∂tE(t̂ε(s), q̂ε(s)) t̂
′
ε(s)ds
≥
∫ s1
s0
Mε
(
t̂′ε(s), |q̂′ε|(s), |∂qE|
(
t̂ε(s), q̂ε(s)
) )
ds .
(3.39)
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On the left-hand side we an pass to the limit ε→ 0 using (3.36) and (3.38), whereas for
the right-hand side we use Part (B) of Lemma 3.1:
E(t̂(s0), q̂(s0))− E(t̂(s1), q̂(s1)) +
∫ s1
s0
∂tE(t̂(r), q̂(r)) t̂
′(r) dr
= lim
εց0
(
E(t̂ε(s0), q̂ε(s0))− E(t̂ε(s1), q̂ε(s1)) +
∫ s1
s0
∂tE(t̂ε(r), q̂ε(r)) t̂
′
ε(r) dr
)
≥ lim inf
εց0
∫ s1
s0
Mε
(
t̂′ε(r), |q̂′ε|(r), |∂qE|
(
t̂ε(r), q̂ε(r)
) )
dr
≥
∫ s1
s0
M0
(
t̂′(r), η(r), |∂qE|
(
t̂(r), q̂(r)
) )
dr
≥
∫ s1
s0
M0
(
t̂′(r), |q̂′|(r), |∂qE|
(
t̂(r), q̂(r)
) )
dr
where we have used (3.37) and the monotoniity of M0(α, ·, ξ) for the last estimate.
We see that (t̂, q̂) fullls (3.22) a.e. in (s0, s1) , and it is therefore a (possibly) degenerate
parametrized metri solution of (Q, d,E). Moreover, omparing the last inequalities with
the integrated form of (3.25), we get
M0
(
t̂′(r), η(r), |∂qE|
(
t̂(r), q̂(r)
) )
= M0
(
t̂′(r), |q̂′|(r), |∂qE|
(
t̂(r), q̂(r)
) )
<∞
for a.a. r ∈ (s0, s1). Sine M0(α, ·, ξ) is stritly monotone in its domain of niteness, we
get η(r) = |q̂′|(r) for a.a. r ∈ (s0, s1), thus obtaining (3.33). Using the rst onvergene
in (3.36) we also nd t̂′ + |q̂′| = m and the last assertion follows.
Remark 3.9 (Preservation of arlength parametrizations) If (t̂ε, q̂ε) are arlength
parametrization (i.e. mε ≡ 1), then their limit (t̂, q̂) still satises the arlength property
t̂′ + |q̂′| = 1, thanks to (3.33). This generalizes [EfM06, Cor. 3.6℄.
Remark 3.10 Mimiking the argument of the proof of Proposition 3.8, under the same
assumptions it is also possible to prove a result of stability with respet to initial data
for parametrized metri solutions. Namely, let {(t̂n, q̂n)} be a sequene of parametrized
metri solutions on a time interval [s0, s1], suh that (t̂n(s0), q̂n(s0)) = (t
n
0 , q
n
0 ) for every
n ∈ N, with (tn0 , qn0 ) → (t0, q0) and mn := t̂′n + |q̂′n| ⇀ m in L1(s0, s1). Then, there
exists a parametrized metri solution (t̂∞, q̂∞), starting from (t0, q0), suh that, up to the
extration of a subsequene, (t̂n, q̂n) → (t̂∞, q̂∞) uniformly in [s0, s1], with (t̂′n, |q̂′n|) ⇀
(t̂′∞, |q̂′∞|) in L1(s0, s1). In fat, in [MRS08℄ we shall prove the above result, as well as
the vanishing visosity analysis of Theorem 3.8, in the more general setting detailed in
Setion 6.
4 BV solutions
Before introduing the notion of BV solution to the rate-independent system driven by
E, we reall some denitions and properties of BV funtions on [0, T ] with values in the
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spae (Q, d) introdued in the previous setion. Note that, however, the following notions
are indeed independent of the Finsler setting (3.Q)(3.R) and an be given for a general
omplete metri spae.
Preliminaries on BV funtions. Given a funtion q : [0, T ] → Q and an interval
I ⊂ [0, T ], we dene its variation on I by
Var(q, I) := sup
n∑
j=1
d(q(τj−1), q(τj)), (4.1)
where sup is taken over all n ∈ N and all partitions τ0 < τ1 · · · < τn−1 < τn with τ0, τn ∈ I.
We set
BV([0, T ];Q) = { q : [0, T ]→ Q | Var(q, [0, T ]) <∞},
where we emphasize that funtions are dened everywhere, as is ommon for rate-independent
proesses. For q ∈ BV([0, T ];Q) and t ∈ [0, T ] the left and right limits exist:
q(t−) := lim
hց0
q(t−h) and q(t+) := lim
hց0
q(t+h),
where we put q(0−) = q(0) and q(T+) = q(T ). In general, the three values q(t−), q(t),
and q(t+) may dier. We dene the ontinuity set Cq and the jump set Jq by
Cq = { t ∈ [0, T ] | q(t−) = q(t) = q(t+) }, Jq = [0, T ] \ Cq.
Indeed, our denition of Var is suh that we have for all 0 ≤ r ≤ s ≤ t ≤ T
Var(q, [r, s]) = d(q(r), q(r+)) + Var(q, (r, s)) + d(q(s−), q(s)) , (4.2)
and the additivity property
Var(q, [r, t]) = Var(q, [r, s]) + Var(q, [s, t]). (4.3)
When alulating the variation of q over an interval I, one has to be areful with (possible)
jumps at the boundary of I, if I ontains boundary points. Now, for a funtion q ∈
BV([0, T ],Q) we introdue the nondereasing funtion
Vq : [0, T ]→ [0,∞) , Vq(t) := Var(q, [0, t]).
The distributional derivative of Vq denes a nonnegative Radon measure µq suh that
µq([s, t]) = Vq(t)− Vq(s) ∀ t, s ∈ Cq , (4.4)
and, more generally (see [Fed69, 2.5.17℄)∫ T
0
ζ(t) dVq(t) =
∫ T
0
ζ(t)µq(dt) for all ζ ∈ C0c(0, T ), (4.5)
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where
∫ T
0
ζ dVq denotes the Riemann-Stieltjes integral. As usual, µq an be deomposed
into a ontinuous (also alled diuse) part µcoq and a disrete part µ
J
q , where for a Borel
set A ⊂ [0, T ] we have
µJq(A) = µq(A ∩ Jq) =
∑
t∈A∩Jq
d(q(t−), q(t)) + d(q(t), q(t+)) , (4.6)
in aordane with formula (4.2) above.
In the following tehnial lemma (whose proof is postponed to the end of this setion),
we will disuss the link between a BV map q : [0, T ]→ Q and its graph q(t) = (t, q(t)) in
the extended state spae QT , endowed with the distane dQT ((t0, q0), (t1, q1)) := |t0−t1|+
d(q0, q1) . We denote by L[a,b] the Lebesgue measure on the interval [a, b], whereas L
denotes a general one-dimensional Lebesgue measure.
Lemma 4.1 Let q ∈ BV([0, T ];Q) and q ∈ BV([0, T ];QT ) with q(t) := (t, q(t)). Set
ρ(t) := Vq(t) = Var(q, [0, t]), R := ρ(T ); σ(t) := Vq(t) = Var(q, [0, t]), S := σ(T ),
with their right-ontinuous inverse
τ̂ (r) := sup{ t ∈ [0, T ] | Vq(t) = ρ(t) < r }, t̂(s) := sup{ t ∈ [0, T ] | Vq(t) = σ(t) < s }.
Then, the following statements hold:
A) σ(t) = t+ρ(t), Jq = Jq, Cq = Cq, µq = L + µq, µ
co
q
= L + µcoq , µ
J
q
= µJq.
B) There exist 1-Lipshitz maps q̂ = (t̂, q̂) : [0, S]→ QT and ρ̂ : [0, S]→ [0, R] suh that
q(t) = q̂(σ(t)), ρ(t) = ρ̂(σ(t)) for all t ∈ [0, T ]. The map t̂ is uniquely determined,
it is the right-ontinuous inverse of σ, and it is injetive on Ĉq := σ(Cq) = t̂
−1(Cq).
The maps q̂ and ρ̂ are uniquely determined on the set Ĉq and satisfy q̂(s) = q(t̂(s))
and τ̂ (ρ̂(s)) = t̂(s) for all s ∈ Ĉq.
C) t̂#(L[0,S]) = µq and τ̂#(L[0,R]) = µq, in the sense that for all bounded Borel funtion
ζ : [0, T ]→ R and Borel set A ⊂ [0, T ]∫
bt−1(A)
ζ(t̂(s)) ds =
∫
A
ζ(t)µq(dt),
∫
bτ−1(A)
ζ(τ̂(r))dr =
∫
A
ζ(t)µq(dt). (4.7)
In partiular, if A ⊂ [0, T ], B ⊂ Cq ⊂ [0, S] are Borel sets, then
µq(A) = L(t̂
−1(A)), L(B) = µq(t̂(B)). (4.8)
D) The Lebesgue densities of the measures L, µcoq ≪ µcoq with respet to µcoq are expressed
by the formulae
dL
dµco
q
= t̂′ ◦ σ, dµ
co
q
dµco
q
= |q̂′| ◦ σ = ρ̂′ ◦ σ. (4.9)
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The notion of BV solution. Let us rst introdue a new family of 1-homogeneous
dissipation funtionals Sα(t; ·, ·) : TQ → [0,∞), depending on the two parameters α ∈
[0,∞) and t ∈ [0, T ], dened as
Sα(t; q, v) := max
{|∂qE| (t, q) , α}R1(q, v) (4.10)
Notie that for all α > 0, t ∈ [0, T ], and q ∈ Q the funtional Sα(t; q, ·) is a norm on TqQ
(possibly degenerate, when α = 0), thus satisfying ondition (3.R). As in Setion 3.1, we
an therefore onsider the orresponding Finsler distanes Sα(t; ·, ·) : Q× Q → [0,∞) via
Sα(t; q0, q1) := inf
{ ∫ 1
0
Sα(t; y(s), y
′(s))ds
∣∣∣ y ∈ A(q0, q1) } . (4.11)
The funtional S0 is alled slope distane and Sα(t; ·, ·) also admits the equivalent formu-
lation in terms of the metri veloity
Sα(t; q0, q1) := inf
{ ∫ 1
0
max
{|∂qE| (t, y(s)) , α} |y′|(s)ds ∣∣∣ y ∈ A(q0, q1) } . (4.12)
For α > 0 the inmum in (4.11) and (4.12) is attained.
A straightforward onsequene of the symmetry R1(q,−v) = R1(q, v) (see (3.R)) is that
Sα(t; q0, q1) = Sα(t; q1, q0). Using the hain rule inequality (3.7) we nd
|E(t, q1)−E(t, q0)| ≤ S0(t; q0, q1) ≤ Sα(t; q0, q1) for all (t, q0, q1) ∈ [0, T ]×Q×Q . (4.13)
The notion of BV solution to the rate-independent system (Q, d,E), whih we are going
to introdue, relies on a version of the hain rule for BV funtions with values in a metri
spae. In order to state it, for a general q ∈ BV([0, T ];Q) and 0 ≤ t0 ≤ t1 ≤ T we dene
Σ0(q, [t0, t1]) :=
∫ t1
t0
|∂qE| (r, q(r)) µcoq (dr) + S0(t0; q(t0), q(t+0 )) + S0(t1; q(t−1 ), q(t1))
+
∑
t∈Jq∩(t0,t1)
[S0(t; q(t
−), q(t))+S0(t; q(t), q(t+))] .
(4.14)
Based on (4.13), we dene a seond funtional Γ via
Γ(q, [t0, t1]) :=
∫ t1
t0
|∂qE| (r, q(r)) µcoq (dr)
+ |E(t0, q(t0))−E(t0, q(t+0 ))|+ |E(t1, q(t−1 ))−E(t1, q(t1))|
+
∑
t∈Jq∩(t0,t1)
[
E(t, q(t))−E(t, q(t+))|+ |E(t, q(t−))−E(t, q(t))|
]
.
(4.15)
Obviously, we have Σ0(q, [s, t]) ≥ Γ(q, [s, t]) ≥ 0 and both funtionals Σ0(q, ·) and Γ(q, ·)
fulll the additivity property (4.3), when onsidered as funtions on intervals.
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Proposition 4.2 Under assumptions (3.Q), (3.R), and (3.E), the following hain rule
inequality holds for all q ∈ BV([0, T ],Q) and 0 ≤ t0 ≤ t1 ≤ T :
E(t1, q(t1))− E(t0, q(t0))−
∫ t1
t0
∂tE(t, q(t))dt ≥ −Γ(q, [t0, t1]) ≥ −Σ0(q, [t0, t1]) . (4.16)
Proof: The funtion t 7→ E(t) := E(t, q(t)) is of bounded variation on [0, T ] and its jump
set is ontained in Jq. We denote by η =
d
dt
E its distributional derivative (a bounded
Radon measure on (0, T )) and by ηco its diuse part, dened as ηco(A) := η(A ∩ Cq) for
all Borel sets A ⊂ [0, T ]. Thanks to (4.13), we have (4.16) if we show that
ηco ≥ ∂tE(·, q(·))L− |∂qE| (·, q(·))µcoq . (4.17)
We introdue the maps σ and q̂ = (t̂, q̂) as in Lemma 4.1 and we set Ê(s) := E(t̂(s), q̂(s))
for all s ∈ [0, S], so that E(t) = Ê(σ(t)) for all t ∈ [0, T ]. Sine t̂, q̂ are Lipshitz
ontinuous and E is of lass C1, the lassial hain rule (3.5)(3.7) yields
Ê ′(s) ≥ ∂tE(t̂(s), q̂(s))t̂′(s)− |∂qE|
(
t̂(s), q̂(s))
) |q̂′|(s) for L-a.a. s ∈ (0, S). (4.18)
On the other hand, sine Ê is a Lipshitz map and sine dσ
dt
= µq, the general hain rule
of [AmD90℄ yields
ηco = (Ê ′ ◦ σ)µco
q
≥
(
∂tE(t, q(t))t̂
′ ◦ σ − |∂qE| (t, q(t)) |q̂′| ◦ σ
)
µco
q
. (4.19)
Taking into aount (4.9), we onlude (notie that Ê ′ ◦ σ is well dened µco
q
-a.e., sine,
for every Lebesgue negligible set N ⊂ Ĉq = σ(Cq), (4.8) yields µcoq (σ−1(N)) = 0).
Now we are able to dene the notion of BV solution. The formulation is more ompliated
than the one dening parametrized metri solutions, but it niely reets the dierent
ow regimes of rate-independent ow, and the jumps. A shorter but muh more impliit
formulation will be given in Remark 4.4.
Denition 4.3 (BV solution) Let (Q, d,E) satisfy (3.Q), (3.R), (3.E). A funtion
q ∈ BV([0, T ];Q) is alled a BV solution of the rate-independent system (Q, d,E), if the
following four onditions hold:
E(t1, q(t1))− E(t0, q(t0))−
∫ t1
t0
∂tE(t, q(t))dt
≤ −Σ0(q, [t0, t1]) for 0 ≤ t0 < t1 ≤ T ;
(4.20a)
|∂qE| (t, q(t)) ≤ 1 for t ∈ [0, T ] \ Jq; (4.20b)
|∂qE| (t, q(t)) ≥ 1 for t ∈ sppt(µq); (4.20)
for t ∈ Jq there exist yt ∈ A(q(t−), q(t+)) and θt ∈ [0, 1] suh that
(α) yt(θt) = q(t),
(β) |∂qE|
(
t, yt(θ)
) ≥ 1 for all θ ∈ [0, 1],
(γ) E(t, q(t+))− E(t, q(t−)) = − ∫ 1
0
|∂qE| (t, yt(θ)) |y′|(θ)dθ.
(4.20d)
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Again we point out that, due to the hain rule inequality (4.16), relation (4.20a) holds
as an equality, whih is the energy balane. Using this energy identity on the intervals
[t−h, t] and [t, t+h] and letting hց 0 leads to the rst two of the following jump relations,
whih will be used later (reall the denition (4.11) of S1):
E(t, q(t−))−E(t, q(t)) = S0(t; q(t−), q(t)) = S1(t; q(t−), q(t)),
E(t, q(t))−E(t, q(t+)) = S0(t; q(t), q(t+)) = S1(t; q(t), q(t+)),
E(t, q(t−))−E(t, q(t+)) = S0(t; q(t−), q(t+)) = S1(t; q(t−), q(t+)),
(4.21)
for eah t ∈ Jq. The third relation follows from (4.20d). By the denition of the slope
distane S0, these jump relations already inlude the existene of a onneting gradient-
ow urve y ∈ A(q(t−), q(t+)), i.e. (α), (β), and (γ) of (4.20d) follow.
The above formulation of BV solutions looks quite lengthy ompared to the more elegant
forms of gradient-like ows, whih an be haraterized by one inequality, f. e.g., (3.8)
or (3.20). However, this formulation reets the mehanial interpretation of the three
dierent ow types quite well, namely stiking, slipping and jumping. The following result
presents a more ompat form, whih is however less tratable for further analysis.
Proposition 4.4 In the setting of (3.Q), (3.R), (3.E), let Σ1(·, [t0, t1]) be the funtional
dened on BV([0, T ],Q) via
Σ1(q, [t0, t1]) :=
∫ t1
t0
max
{|∂qE| (t, q(t)) , 1}µcoq (dt) + ∫ t1
t0
(
|∂qE| (t, q(t))− 1
)+
dt
+ S1(t0; q(t0), q(t
+
0 )) + S1(t1; q(t
−
1 ), q(t1))
+
∑
t∈Jq∩(t0,t1)
[S1(t, q(t
−), q(t))+S1(t, q(t), q(t+))].
Then, q ∈ BV([0, T ];Q) is a BV solution if and only if
E(t1, q(t1))−E(t0, q(t0))−
∫ t1
t0
∂tE(t, q(t))dt ≤ −Σ1(q, [t0, t1]) for 0 ≤ t0 < t1 ≤ T . (4.22)
Proof: It is lear that under onditions (4.20b), (4.20), and (4.20d) a BV solution q
satises
Σ0(q; [t0, t1]) = Σ1(q; [t0, t1]) for 0 ≤ t0 < t1 ≤ T, (4.23)
so that (4.20a) yields (4.22).
Conversely, if q ∈ BV([0, T ];Q) satises (4.22), the hain rule (4.16) and the inequality
Σ0(·; [t0, t1]) ≤ Σ1(·; [t0, t1]) yield (4.20a) and (4.23). Choosing e.g. t0 = 0, t1 = T we get
0 =
∫ T
0
(
max
{|∂qE| (t, q(t)) , 1}− |∂qE| (t, q(t)))µcoq (dt) + ∫ T
0
(
|∂qE| (t, q(t))− 1
)+
dt
+
(
S1(0; q(0), q(0
+))− S0(0; q(0), q(0+))
)
+
(
S1(T ; q(T
−), q(T ))− S0(T ; q(T−), q(T ))
)
+
∑
t∈Jq
[
S1(t; q(t
−), q(t))− S0(t; q(t−), q(t))+S1(t; q(t), q(t+))− S0(t; q(t), q(t+))
]
.
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Sine eah addendum is nonnegative, we easily nd (4.20b) and (4.20) (realling that
|∂E| is ontinuous). Moreover, passing to the limit in (4.22) as t0 ր t, t1 ց t, with t ∈ Jq,
we onlude
E(t, q(t+))− E(t, q(t−)) ≤ −S1(t; q(t−), q(t))− S1(t; q(t), q(t+)).
Realling (4.11) and the hain rule, for every t ∈ Jq we nd a urve yt satisfying ondition
(4.20d).
BV and parametrized metri solutions. We laim that the notion of BV solution
is essentially the same as that of parametrized metri solution. Intuitively, (4.20a) or-
responds to (3.23). Further, (4.20b) and (4.20) are the analog in the BV setting of the
rst of (3.24), whih enompasses both stiking and rate-independent evolution (reall
Remark 3.5). The jumping regime is aounted for by ondition (4.20d): at jump times,
the system swithes to a visous, rate-dependent behavior, following a path desribed by
a generalized gradient ow, see (γ) in (4.20d).
In order to formalize these onsiderations, we return to the trajetories in QT . Indeed, we
may assoiate with eah BV solution qBV a trajetory, by lling the jumps of the graph
{ (t, qBV(t)) | t ∈ [0, T ]) } with the urves yt ∈ AC([0, 1],Q), for t ∈ JqBV . Thus, we obtain
T = { (t, qBV(t)) | t ∈ [0, T ] } ∪
⋃
t∈JqBV
{ (t, yt(θ)) | θ ∈ [0, 1] }.
By onstrution, T is a onneted urve that has exatly the length Var(q, [0, T ]) + T
if we use the extended metri dQT ((t0, q0), (t1, q1)) := |t0−t1| + d(q0, q1) on QT . Hene,
there exists an absolutely ontinuous parametrization of T, and it an be shown that
this parametrized urve is a parametrized metri solution. Indeed, in Example 7.4 we
shall show, that to a given BV solution, there may orrespond innitely many distint
parametrized metri solutions.
On the other hand, we an pass from parametrized metri solutions (t̂, q̂) dened in [s0, s1]
to BV solutions by hoosing
σ(t) ∈ { s ∈ [s0, s1] | t̂(s) = t } and dening q(t) := q̂(σ(t)) . (4.24)
Hene, Jq = { t ∈ [0, T ] | σ(t+) > σ(t−) }, and we see that q(t) is uniquely determined
from q̂ for t ∈ [0, T ] \ Jq. At the jump times t we an in fat hoose any point q(t) = q̂(s)
with s ∈ [σ(t−), σ(t+)]. Note that
yt(θ) := q̂
(
σ(t−) + θ[σ(t+)−σ(t−)]), θ ∈ [0, 1], t ∈ Jq (4.25)
denes a onneting jump path as desired in (4.20d). We ollet these remarks in the
next proposition, whose proof easily follows from Lemma 4.1 (see also the Remark 3.3).
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Proposition 4.5 In the setting of (3.Q), (3.R), (3.E), let qBV ∈ BV([0, T ];Q) be a BV
solution of the rate-independent system (Q, d,E) and let q̂ = (t̂, q̂) be a map as in Lemma
4.1. Then, setting
ẑ(s) :=
{
q̂(s) if s ∈ Ĉq ,
yt(θ) if s ∈ Ĵq, t̂(s) = t, s = (1− θ)σ(t−) + θσ(t+) for θ ∈ [0, 1] ,
(4.26)
the map (t̂, ẑ) : [0, S] → QT is a parametrized metri solution of (Q, d,E) aording to
Denition 3.2.
Conversely, if (t̂, q̂) : [s0, s1] → QT is a surjetive parametrized metri solution (i.e.
t̂(s0) = 0 and t̂(S1) = t), then any map q dened as in (4.24) is a BV solution.
The next result shows that BV solutions an be diretly obtained as a vanishing visosity
limit, as in Theorem 3.8, but now resaling is not needed. The imposed a priori bound
on the total variation for the visosity solutions qε an be easily obtained from the energy
inequality (3.8) under general assumptions on E, see e.g. (6.6).
Corollary 4.6 (Vanishing visosity limit (II)) Let (Q, d,E) satisfy (3.Q), (3.R), and
(3.E). For every ε > 0 let qε ∈ AC([0, T ];Q) be a solution to (3.8) for ψ = ψε. Assume
that qε(0) → q0 as ε ց 0 and Var(qε, [0, T ]) ≤ C for all ε > 0 with a onstant C
independent of ε. Then, there exist a subsequene qεk with εk ց 0 and a BV solution q
for (Q, d,E) suh that qεk(t)→ q(t) as k →∞ for all t ∈ [0, T ].
Proof: Let us onsider the funtions σε as in Lemma 4.1. By Helly's seletion theorem
we an nd subsequenes (qεk)k, (σεk)k onverging pointwise in [0, T ]. Let us onsider the
orresponding parametrized metri solutions (t̂ε, q̂ε) introdued in Proposition 4.5. Sine
σε is absolutely ontinuous with σ
′
ε ≥ 1, dierentiating the identity σε(t) = t̂ε(σε(t)) +
ρ̂ε(σε(t)) we obtain mε := t̂
′
ε + |q̂′ε| = 1 a.e. in (0, Sε) and Sε := σε(T ) ≥ T . Sine Sεk
onverges to S ≥ T > 0, up to a further linear resaling it is not restritive to assume
that Sεk = S and mεk = Sεk/S → 1.
Applying Theorem 3.8 we an nd suitable subsequenes (still labelled εk) suh that
(t̂εk , q̂εk) → (t̂, q̂) in C0([0, S];QT )). Sine qε(t) = q̂ε(σε(t)) and t = t̂ε(σε(t)), we easily
get qεk(t) → q̂(σ(t)) and t̂(σ(t)) = t, so that q is a BV solution indued by (t̂, q̂) as in
(4.24).
We onlude the setion with the Proof of Lemma 4.1:
PartA) is immediate. PartB) is an obvious extension of [Fed69, 2.5.16℄, sine eah ouple
of points in Q an be onneted by a geodesi. Notie that τ̂ (Vq(t)) = t and therefore
τ̂(ρ̂(σ(t))) = t if t ∈ Cq. We thus get τ̂ ◦ ρ̂ = t̂ in Ĉq.
In order to prove C) it is not restritive to assume A = [0, T ] and ζ ∈ C0c([0, T ]). Then,
(4.7) follows from (4.5) and [Fed69, 2.5.18(3)℄, observing that
L
({ s ∈ [0, S] | t̂(s) < t }) = Vq(t) for all t ∈ Cq, L({ r ∈ [0, R] | τ̂(r) < t }) = Vq(t).
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Let us now prove the rst identity of (4.9): setting Ĵq := t̂
−1(Jq) = [0, S] \ Ĉq, we observe
that t̂′(s) = 0 for L-a.e. s ∈ Ĵq. Sine t̂ is Lipshitz ontinuous and monotone, the hange
of variable formula and (4.7) yield, for every ontinuous funtion ζ with ompat support
in (0, T ),∫ T
0
ζ(t)dt =
∫ S
0
ζ(t̂(s))t̂′(s)ds =
∫
bCq
ζ(t̂(s))t̂′(s)ds =
∫
Cq
ζ(t) t̂′ ◦ σ(t)µco
q
(dt).
The seond identity of (4.9) follows by a similar argument:∫ T
0
ζ(t)µcoq (dt) =
∫
Cq
ζ(t)µq(dt) =
∫
bτ−1(Cq)
ζ(τ̂(r))dr =
∫
bρ−1(bτ−1(Cq))
ζ(τ̂(ρ̂(s)))ρ̂′(s)ds
=
∫
bCq
ζ(t̂(s))ρ̂′(s)ds =
∫
Cq
ζ(t)ρ̂′ ◦ σ(t)µx(dt) =
∫ T
0
ζ(t)ρ̂′ ◦ σ(t)µco
q
(dt).
The identity ρ̂′ ◦ σ = |q̂′| ◦ σ follows from the property Vq(t) = Vbq(σ(t)) for all t ∈ Cq, so
that Vbq(s) = ρ̂(s) for all s ∈ Ĉq.
5 Other solution onepts
Here we disuss other notions of solutions for rate-independent systems (Q, d,E), namely
energeti solutions, loal and approximable solutions, and Φ-minimal solutions.
5.1 Energeti solutions
The onept of energeti solutions provides the most general setting, in the sense that
it does not even rely on a dierentiability struture like the Finsler metri R, but only
uses the distane d. In suh a framework it is even possible to onsider quasi-metris (i.e.
unsymmetri and allowed to take the value ∞), f. [Mie05℄.
Denition 5.1 A mapping q : [0, T ] → Q is alled energeti solution for the rate-
independent system (Q, d,E) if for all t ∈ [0, T ] the global stability (S) and the energy
balane (E) hold:
(S) ∀ q˜ ∈ Q : E(t, q(t)) ≤ E(t, q˜) + d(q(t), q˜);
(E) E(t, q(t)) + Var(q, [0, t]) = E(0, q(0)) +
∫ t
0
∂sE(s, q(s))ds .
We refer to [MiT99, MTL02℄ for the origins of this theory and to [Mie05℄ for a survey. In
analogy with (4.21) we have the jump relations
E(t, q(t−))−E(t, q(t)) = d(q(t−), q(t)),
E(t, q(t))−E(t, q(t+)) = d(q(t), q(t+)),
E(t, q(t−))−E(t, q(t+)) = d(q(t−), q(t+)),
(5.1)
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for all t ∈ Jq. Here they are easily obtained by onsidering the energy identity E(s, q(s))+
Var(q, [r, s]) = E(r, q(r))+
∫ s
r
∂τE(τ, q(τ))dτ , whih follows immediately from (E), for the
intervals [t−h, t], [t, t+h], and [t−h, t+h], respetively, and letting hց 0.
To ompare energeti and BV solutions, we introdue the global slope G[E(t, ·)] : Q →
[0,∞] via
G[E(t, ·)](q) := sup
eq 6=q
(
E(t, q)− E(t, q˜))+
d(q, q˜)
for all q ∈ D .
Using this denition, the global stability (S) an obviously be rephrased as G[E(t, ·)](q(t)) ≤
1. We also have
|∂qE| (t, q) ≤ G[E(t, ·)](q) for all (t, q) ∈ QT . (5.2)
Indeed, hoosing a loal oordinate system in Q, one an hek (f. [BCS00, Ch.VI.2℄)
that
|∂qE| (t, q) = sup
v∈TqQ\{0}
〈DqE(t, q), v〉
R1(q, v)
= lim sup
eq→q
(E(t, q)− E(t, q˜))+
d(q, q˜)
, (5.3)
whene (5.2).
Remark 5.2 It is well known that (S) implies the lower energy estimate
E(s, q(s))− E(r, q(r))−
∫ s
r
∂tE(t, q(t))dt ≥ −Var(q, [r, s])
for 0 ≤ r < s ≤ T , f. [MTL02, Thm. 2.5℄ and [Mie05, Prop. 5.7℄. In the present setting
this is in fat an easy onsequene of the hain rule inequality (4.16) and of the observation
that G[E(t, ·)](q(t)) ≤ C implies Γ(q, [r, s]) ≤ C Var(q, [r, s]).
Moreover, it is possible to derive a gradient-ow like inequality of the type given in (3.8),
(3.20), or (4.22). For this, dene the funtional Γ∗(·, [r, s]) on BV([0, T ],Q) via
Γ∗(q, [r, s]) :=
∫ s
r
max
{
G[E(t, ·)](q(t)), 1}µcoq (dt) + ∫ s
r
(
G[E(t, ·)](q(t))− 1)+dt
+max{|E(r, q(r))−E(r, q(r+))|, d(q(r), q(r+))}
+max{|E(s, q(s−))−E(s, q(s))|, d(q(s−), q(s))}
+
∑
t∈(r,s)∩Jq
[
max{|E(t, q(t−))−E(t, q(t))|, d(q(t−), q(t))}
+max{|E(t, q(t))−E(t, q(t+))|, d(q(t), q(t+))}] .
Then, q : [0, T ]→ Q is an energeti solution for (Q, d,E) if and only if G[E(0, ·)](q(0)) ≤ 1
and
E(s, q(s))− E(r, q(r))−
∫ s
r
∂tE(t, q(t))dt ≤ −Γ∗(q, [r, s]) for 0 ≤ r < s ≤ T . (5.4)
The following result essentially states that every energeti solution q is a BV solution
outside its jump set. Moreover, if the jump relations (4.21) and (5.1) are both satised,
then an energeti solution is also a BV solution. Conversely, if a BV solution additionally
satises G[E(t, ·)](q(t)) ≤ 1, then it is an energeti solution as well.
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Proposition 5.3 (Comparison between energeti and BV solutions) Assume that
(Q, d,E) satises (3.Q), (3.R), and (3.E).
(A) If q ∈ BV([0, T ];Q) is an energeti solution, then q is also a BV solution if and only
if (4.20d) holds additionally.
(B) If q ∈ BV([0, T ];Q) is a BV solution with G[E(t, ·)](q(t)) ≤ max{1, |∂qE| (t, q(t))} for
all t ∈ [0, T ] and G[E(0, ·)](q(0)) ≤ 1, then q is also an energeti solution.
Proof: To prove (A), we rst note that the neessity of (4.20d) is obvious at it is part of
the denition of BV solutions. To establish the suieny in (A), we observe that (4.20d)
yields (4.21), so that the dissipation term Σ1 of Proposition 4.4 satises
Σ1(q, [t0, t1]) ≤ Γ∗(q, [t0, t1]) for all 0 ≤ t0 < t1 ≤ T.
Hene, (4.22) follows from (5.4). Thus, statement (A) is established.
The neessity of the additional ondition on G[E(t, ·)](q(t)) is obvious, sine energeti
solutions have to satisfy the stronger stability ondition (S). To show the suieny we
observe that the additional ondition yields
Γ∗(q, [t0, t1]) ≤ Σ1(q, [t0, t1]) for all 0 ≤ t0 < t1 ≤ T,
so that (5.4) follows from (4.22).
Remark 5.4 The additional ondition in Proposition 5.3(B) is implied by the general
ondition
G[E(t, ·)](q̂) = |∂qE| (t, q̂) for all (t, q̂) ∈ QT . (5.5)
If this ondition holds, then the notions of energeti solutions and BV solutions oinide
under the additional assumption that the initial state q0 is stable, i.e. G[E(0, ·)](q0) ≤ 1.
One ondition guaranteeing (5.5) is a metri version of onvexity for E(t, ·), see [AGS05,
Def. 2.4.3℄. Here, we say that F : Q → R ∪ {∞} is onvex on (Q, d), if
∀ q0, q1 ∈ Q, θ ∈ [0, 1] ∃ qθ ∈ Q : d(q0, qθ) = θd(q0, q1), d(qθ, q1) = (1−θ)d(q0, q1),
F(qθ) ≤ (1−θ)F(q0) + θ F(q1).
(5.6)
To establish (5.5) for F note that for eah q̂ and ε > 0 we have G[F](q̂) ≥ F(bq)−F(eq)
d(bq,eq)
−ε for
some q˜. Moreover, for eah n ∈ N, hoosing θ = 1/n we nd qn with d(q̂, qn) = 1nd(q̂, q˜)
and d(qn, q˜) =
n−1
n
d(q̂, q˜). Applying (5.6) we obtain
|∂qF|(q̂) ≥ lim sup
n→∞
F(q̂)−F(qn)
d(q̂, qn)
≥ lim sup
n→∞
F(q̂)−n−1
n
F(q̂)− 1
n
F(q˜)
1
n
d(q̂, q˜)
=
F(q̂)−F(q˜)
d(q̂, q˜)
≥ G[F](q̂)−ε .
In this way, part (B) of Proposition 5.3 is a generalization to the metri setting of Theorem
3.5 in [MiT04℄, whih states that for a Banah spae Q, a onvex energy funtional E,
and a translation invariant metri d the subdierential formulation and the energeti
formulation for (Q, d,E) are equivalent.
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5.2 Loal and approximable solutions
As we have already mentioned in the introdution, energeti solutions have the disadvan-
tage that the stability ondition (S) is global, so that solutions tend to jump earlier than
expeted, see Example 7.1. To avoid these early jumps, the vanishing visosity method
was employed in [EfM06, DD
∗
07, ToZ06, KMZ07℄. When avoiding parametrization and
studying the limits of the visous solutions qε : [0, T ]→ Q diretly, one obtains an energy
inequality and a loal stability ondition. Hene, we next introdue the notions of loal
solution and of approximable solution, generalizing the denitions given in [ToZ06℄ to the
metri setting.
Denition 5.5 A mapping q : [0, T ]→ Q is alled loal solution, if (a1) and (a2) hold:
(a1) |∂qE| (t, q(t)) ≤ 1 for a.a. t ∈ [0, T ];
(a2) for all r, s ∈ [0, T ] with r < s we have
E(s, q(s)) + Var(q, [r, s]) ≤ E(r, q(r)) + ∫ s
r
∂tE(τ, q(τ))dτ.
We will see in the examples of Setion 7 that the notion of loal solution is very general.
Using (5.2), it is lear that all energeti solutions are loal solutions. Similarly, all BV
solutions are loal solutions. To see this, we use (4.20) and (4.20d) to obtain (a1), sine
there are at most a ountable number of jump points, and we onlude Σ0(q, [r, s]) ≥
Var(q, [r, s]) for 0 ≤ r ≤ s ≤ T , whih gives (a2).
On the other hand, note that, unlike the ase of energeti solutions, the ombination of
the loal stability ondition with the energy inequality does not provide full information
on the solution q. In partiular, the behavior of the solution at jumps is poorly desribed
by relations (a1) and (a2). This also highlights the role of the term Σ0(q, ·), here missing,
in the energy identity for BV solutions. As a onsequene there are many more loal
solutions, see also Example 7.1.
Indeed, the vanishing visosity method turns out to provide a seletion riterion for loal
solutions. Among loal solutions, we thus distinguish the following ones:
Denition 5.6 A mapping q : [0, T ]→ Q is alled approximable solution, if there exists
a sequene (εk)k∈N with εk ց 0 and solutions qεk ∈ AC([0, T ],Q) of (3.8) with ψ = ψεk
suh that for all t ∈ [0, T ] we have qεk(t)→ q(t).
It follows from Corollary 4.6 that, under the assumptions (3.Q), (3.R), and (3.E), any
approximable solution is a BV solution as well.
The notion of approximable solutions suers from two drawbaks. First of all, there is no
diret haraterization of the limits in terms of a subdierential inlusion or variational
inequality, unlike for parametrized/BV solutions, reall Proposition 3.7. Seondly, sine
the solution set is dened through a limit proedure, it is not upper semiontinuous with
respet to small perturbations, as shown in Example 7.3. This is in ontrast with the
stability properties of the set of parametrized/BV solutions, see Remark 3.10.
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5.3 Visintin's Φ-minimal solutions
In [Vis01, Vis06℄ a new minimality priniple was introdued. Here, we present the adap-
tation to rate-independent evolutions proposed in [Mie05, Set.5.4℄, in the urrent metri
setting. Again, we use parametrized urves, as it is essential to have ontinuous paths.
For simpliity, we restrit to arlength parametrization, i.e.,
t′(s) + |q′|(s) = 1 for a.a. s ∈ [s0, s1]. (5.7)
In the framework of (3.Q), (3.R), (3.E), for a given initial pair (t0, q0) we introdue the
spae of arlength-parametrized paths (on some interval [0, S]) starting in (t0, q0) via
AS(t0, q0) := { (t, q) ∈ C0([0, S],QT ) | t(0) = t0, t nondereasing,
q(0) = q0, t(s) + Var(q, [0, s]) = s for all s ∈ [0, S] }.
On this set we dene the funtion Φ : AS(t0, q0)→ L∞([0, S]) via
Φ[t, q](s) = E(t(s), q(s)) + Var(q, [0, s])−
∫ s
0
∂tE(t(r), q(r))t
′(r)dr .
Between paths in AS(t0, q0) we introdue an order relation  as follows. For (t, q), (τ, p) ∈
AS(t0, q0), dene the arlength of equality via
S[(t, q), (τ, p)] = inf{ s ∈ [0, S] | (t(s), q(s)) 6= (τ(s), p(s)) }.
Then, the order relation is given by
(t, q)  (τ, p) ⇐⇒
{
∀ s > S[(t, q), (τ, p)] ∃ s∗ ∈ (S[(t, q), (τ, p)], s) :
Φ[(t, q)](s∗) ≤ Φ[(τ, p)](s∗).
Denition 5.7 An arlength-parametrized funtion (t, q) : [s0, s1] → QT is alled a Φ-
minimal solution for (Q, d,E), if for all (τ, p) ∈ As1−s0(t(s0), q(s0)) we have (t, q)  (τ, p).
Like for energeti solutions, this solution notion appears partiularly suitable to handle
nonsmooth energy funtionals, sine no derivatives/slopes of E with respet to the variable
q our in the denition of the funtional Φ.
We now show that, in a smooth setting, Φ-minimal solutions are parametrized metri
solutions. Using suitably hosen test funtions, it an be shown that a neessary ondition
for Φ-minimality is the loal ondition
d
ds
Φ[(t, q)](s) ≤ N(t(s), q(s)) for a.a. s ∈ (s0, s1),
where N : QT → R is dened via
N(t, q) = lim inf
ε→0
(1
ε
inf{E(t, q˜)−E(t, q)+d(q, q˜) | d(q, q˜) ≤ ε }
)
.
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A simple alulation gives
N(t, q) =
{
0 for |∂qE| (t, q) ≤ 1,
1− |∂qE| (t, q) for |∂qE| (t, q) ≥ 1
∀ (t, q) ∈ QT .
Sine t′ + |q′| = 1 a.e. and
d
ds
Φ[(t, q)](s) =
d
ds
E(t(s), q(s)) + |q′|(s)− ∂tE(t(s), q(s))t′(s) for a.a. s ∈ (s0, s1),
we onlude that all Φ-minimal solutions satisfy a.e. in (s0, s1)
d
ds
E(t(s), q(s))− ∂tE(t(s), q(s))t′(s) ≤ −M˜
(
t′(s), |q′|(s), |∂qE| (t(s), q(s))
)
,
together with the onstraint t′(s) + |q′|(s) = 1, where M˜(α, ν, ξ) = ν + (ξ− 1)+. We have
thus proved that any Φ-minimal solution (t, q) on [s0, s1] is a parametrized metri solution,
and hene a BV solution (up to a parametrization). The opposite is in general not true,
see Example 7.2. Further, Example 7.3 shows that the set of Φ-minimal solutions is not
stable with respet to perturbations.
6 Outlook to the analysis in metri spaes
In [MRS08℄ we shall analyze rate-independent evolutions in
a omplete metri spae (X, d) . (6.1)
In fat, using the results in [RMS08℄ we shall be able to handle the ase in whih d is a
quasi-distane on X, i.e. possibly unsymmetri and possibly taking the value ∞.
In this framework, the metri veloity (1.3) of a urve q ∈ AC([0, T ];X) is dened by
|q′|(t) := lim
hց0
1
h
d(q(t), q(t+h)) = lim
hց0
1
h
d(q(t−h), q(t)) for a.a. t ∈ (0, T ) . (6.2)
In the Finsler setting (3.Q)(3.R) of Setion 3.1, one indeed has |q′|(t) = R1(q(t), q′(t))
for a.a. t ∈ (0, T ) (see [BCS00, Chap.VI.2℄). Further, given a funtional
E : [0, T ]× X → R ∪ {∞}, with domain dom(E) = [0, T ]×D (6.3)
for some D ⊂ X, the loal slope is dened via
|∂qE| (t, q) = lim sup
eq→q
1
d(q, q˜)
(E(t, q)− E(t, q˜))+ , (6.4)
whih in the Finsler setting X = Q oinides with (3.4). With these tools, (3.8) is the
purely metri formulation of doubly nonlinear equations of the type (3.9), provided the
loal slope fulls the following hain rule inequality.
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Denition 6.1 We say that the triple (X, d,E) satises the hain rule inequality if for
every absolutely ontinuous urve (t, q) : [s0, s1] → [0, T ] × X suh that t′ ≥ 0 a.e. in
(s0, s1), q(s) ∈ D for every s ∈ [s0, s1], and∫ s1
s0
|∂qE| (t(s), q(s)) |q′|(s) + |∂tE(t(s), q(s))| t′(s)ds <∞ ,
the map s 7→ E(t(s), q(s)) is absolutely ontinuous on [s0, s1] and satises
d
ds
E(t(s), q(s))− ∂tE(t(s), q(s))t′(s) ≥ −|∂qE| (t(s), q(s)) |q′|(s) a.e. in (s0, s1). (6.5)
Unlike in Setion 3.1, within this abstrat setting the hain rule inequality is no longer
granted, but has to be imposed instead. We refer to [RMS08℄ for a disussion on some
suient onditions for (6.5) to hold.
If the above hain rule holds, the (parametrized) metri formulation (3.12) is again the
starting point for the vanishing visosity analysis, whih was developed in Setion 3.2 in a
Finsler setting for smooth E. In this general framework, E has to satisfy some oerivity
and (lower semi-) ontinuity properties:
the funtionals E(t, ·) are lower semiontinuous and
uniformly bounded from below with K0 := inf
t∈[0,T ], q∈D
E(t, q) > −∞ ;
∀ t ∈ [0, T ] : E(t, ·) has ompat sublevels in X ;
∃K1 > 0 ∀ q ∈ D : E(·, q) ∈ C1([0, T ]) and
|∂tE(t, q)| ≤ K1(E(t, q)+1) for all t ∈ [0, T ] ;
∀ ((tn, qn))n∈N ⊂ [0, T ]× X with (tn, qn)→ (t, q) :
∂tE(t, q) = lim
n→∞
∂tE(tn, qn) and |∂qE| (t, q) ≤ lim inf
n→∞
|∂qE| (tn, qn) .
(6.6)
In [MRS08℄, under assumptions (6.1) and (6.3)(6.6) on E, we shall perform the vanishing
visosity analysis of Theorem 3.8, leading to the notion of parametrized metri solution of
the rate-independent system (X, d,E). In this general setting, it is obviously still possible
to onsider the notion of BV solution, and our remarks on the omparison between BV
(parametrized) and loal/approximable/Φ-minimal solutions arry over.
Indeed, in [MRS08℄ we shall disuss BV solutions with more detail, in partiular proving
existene through approximation by time disretization and solution of inremental (loal)
minimization problems.
7 Examples
Many of the dierenes between the various solution onepts disussed above manifest
themselves already in the ase in whih the state spae is the real line. Hene, we disuss
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the very simple model with
Q = R, d(q0, q1) = |q0 − q1| , E(t, q) = U(q)− ℓ(t)q , (7.1)
where the funtion ℓ will be speied in the dierent examples. The potential U is the
nononvex funtion given via
U(q) =

1
2
(q+4)2 for q ≤ −2,
4−1
2
q2 for |q| ≤ 2,
1
2
(q−4)2 for q ≥ 2.
(7.2)
As initial datum we shall take
q0 = −5. (7.3)
Example 7.1 We let ℓ(t) = t for all t ≥ 0. We laim that the approximable, the Φ-
minimal, the parametrized, and the BV solutions on [0,∞) are essentially unique and
oinide. However, the unique energeti solution is dierent. Moreover, we show that
there is an unountable family of dierent loal solutions. With diret alulations, one
sees that the energeti solution takes the form
q(t) = t−5 for t ∈ [0, 1) and q(t) = t+3 for t > 1.
Choose any t∗ ∈ [1, 3] and any q∗ ∈
[
3+t∗, 3+t∗+min{2, 4
√
t∗−1}
]
. Then,
q(t) =

t−5 for t ∈ [0, t∗),
q∗ for t ∈ (t∗, q∗−3],
t+3 for t ≥ q∗−3,
is a loal solution. Note that the starting point of the jump at q(t∗−) = t∗−5 an be
hosen in a full interval. Moreover, for a xed t∗ > 1 we still have the possibility to hoose
the ending point q∗ = q(t∗+) of the jump in a full interval.
All the other solution types essentially lead (up to denition in one point) to the same
solution. Without time parametrization it reads
q(t) =

t−5 for t ∈ [0, 3),
q∗ for t = 3,
t+3 for t > 3,
where q∗ ∈ [−2, 6] is arbitrary. The assoiated arlength-parametrized solution takes the
form (
t̂(s), q̂(s)
)
=

(
s
2
, s
2
−5) for s ∈ [0, 6],
(3, s−8) for s ∈ [6, 14],(
s
2
−4, s
2
−1) for s ≥ 14.
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Example 7.2 In this example we show that, in general, approximable solutions and Φ-
minimal solutions are dierent. In partiular, realling the disussions in Setions 5.2 and
5.3, this shows that the set of BV solutions (or parametrized metri solutions) is stritly
bigger then any of the other solution sets.
In the setting of (7.1)(7.3), we now hoose the funtion ℓ(t) := min{t, 6−t} for all t ≥ 0,
i.e., the loading redues exatly when the solution reahes the jump point. It is easy to
see that there are two dierent BV solutions: q1, whih jumps at t = 3, and q2, whih
does not jump. We have
q1(t) =

t−5 for t ∈ [0, 3),
6 for t ∈ (3, 5],
11−t for t ∈ [5, 9),
3−t for t ≥ 9;
q2(t) =

t−5 for t ∈ [0, 3],
−2 for t ∈ [3, 5],
3−t for t ≥ 5.
For ε > 0 the visous solution qε of the dierential inlusion
0 ∈ Sign(q˙) + εq˙ + U ′(q)− ℓ(t), q(0) = −5,
is unique and an be alulated by mathing solutions of linear ODEs. We nd
qε(t) =

t−5+ε(e−t/ε−1) for t ∈ [0, 3],
qε∗ for t ∈ [3, tε∗],
3−t+ε(e−(t−tε∗)/ε−1) for t ≥ tε∗,
where qε∗ = q
ε(3−) . −2 and tε∗ = 3− qε∗ & 5. Thus, we have qε(t)→ q2(t) for every t ≥ 0
as ε ↓ 0, and q2 turns out to be approximable, whereas q1 is not. As a general priniple,
one may onjeture that visosity slows down solutions, and thus approximable solutions
tend to avoid jumps if there is a hoie.
ForΦ-minimal solutions this seems to be opposite. We laim that q1 is (up to a reparametriza-
tion) Φ-minimal but q2 is not. For this, we use the arlength parametrizations
(t̂1, q̂1)(s) =

(
s
2
, s
2
−5) for s ∈ [0, 6],
(3, s−8) for s ∈ [6, 14],
(s−11, 6) for s ∈ [14, 16];
(t̂2, q̂2)(s) =

(
s
2
, s
2
−5) for s ∈ [0, 6],
(s−3,−2) for s ∈ [6, 8],(
s
2
+1, 2− s
2
)
for s ≥ 8.
The funtionals ϕj(s) = Φ[(t̂j , q̂j)](s) for all s ≥ 0, j = 1, 2, an be alulated expliitly:
indeed, one heks that
ϕ1(s) =
{
1
2
for s ∈ [0, 6],
1
2
− 1
2
(s−6)2 for s ∈ [6, 10], while ϕ2(s) =
1
2
for s ≥ 0 , (7.4)
whih learly shows that (t̂2, q̂2) is not Φ-minimal for s ∈ [0, 7].
To prove Φ-minimality of (t̂1, q̂1) we point out that hain rule inequality (3.7) gives
Φ(τ(s), p(s)) ≥ 1
2
+ Var(p, [0, s])−
∫ s
0
|∂qE| (τ(σ), p(σ)) |p′|(σ) dσ (7.5)
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for all s ∈ [0, T ] and all (τ, p) ∈ AT (0, q0). Equality holds in (7.5) if and only if (τ, p) is a
parametrized metri solution (t̂, q̂) on [0, T ]. In that ase, in view of (3.24a) one further
has, for all s ∈ [0, T ],
Φ(t̂(s), q̂(s)) =
1
2
+ Var(q̂, [0, s])−
∫ s
0
M(|t̂′|(σ), |q̂′|(σ), |∂qE|
(
t̂(σ), q̂(σ)
) |q̂′|(σ) dσ .
Therefore, in order to hek that (t̂1, q̂1) is Φ-minimal, it is suient to prove that
(t̂1, q̂1)  (t̂, q̂) for all parametrized metri solutions (t̂, q̂), and this, for all the arlength
parametrizations (t̂, q̂) orresponding to the (not jumping) BV solution q2, follows from
the previous disussion on (t̂2, q̂2). Now, the above energy balane states a general fat
about parametrized metri solutions: Φ(t̂, q̂) is onstant as long as no jumps our, i.e.
|∂qE|
(
t̂, q̂
) ≤ 1 holds. If jumps with |∂qE| (t̂, q̂) > 1 our, then Φ will stritly derease.
Thus, if there is a hoie between one solution with a fast jump and another without
jumps, then the solution without jumps annot be Φ-minimal.
Example 7.3 Here, we study the parameter dependene of solutions under the loading
ℓδ(t) = min{t, 6+2δ−t} for t ≥ 0,
where δ is a small parameter. In the ase δ = 0 we have two BV solutions q1 and q2 (or
similarly parametrized metri solutions), as was disussed in Example 7.2. For−1 < δ < 0
there is only one solution, namely
qδ(t) =

t−5 for t ∈ [0, 3+δ],
δ−2 for t ∈ [3+δ, 5+δ],
3+2δ−t for t ≥ 5+δ.
The orresponding parametrized solution is the unique Φ-minimal solution. Now, for
δ ր 0 we nd qδ(t) → q2(t) for every t ≥ 0. Hene, the set of Φ-minimal solutions is
not losed (or not stable or not upper semiontinuous) under pointwise onvergene.
Similarly, we may onsider δ > 0 to obtain a unique BV solution qδ that jumps at time
t = 3 before the unloading starts at t = 3+δ > 3. Clearly, these solutions are approximable
and onverge pointwise to q1, whih is not approximable. Thus, the set of approximable
solutions is not upper semiontinuous.
Example 7.4 We provide an example where one BV solution orresponds to many dif-
ferent parametrized metri solutions. The BV solution has exatly one jump, and there
are innitely many distint onneting orbits y in (iv) of Denition 4.3, giving rise to
innitely many distint parametrized metri solutions. We onsider
Q = R2, and d(q, q˜) =
1
2
(|q1 − q˜1|+ |q2 − q˜2|) .
With q = (q1, q2) ∈ Q = R2 the potential takes the form
E(t, q) = U
(
q1 + q2
2
)
+W (q1 − q2)− t
(
q1 + q2
2
)
,
where U is dened in (7.2) and W : R → [0,∞) by W (ρ) = 0 for |ρ| < 1 and W (ρ) =
(|ρ| − 1)2 else. Starting from q(0) = (−5,−5), we have q(t) = (q˜(t), q˜(t)), q˜ being the BV
solution of Example 7.1. Hene, the (unique) jump ours at t = 3, starting in (−2,−2)
and ending in (6, 6). However, the set of onneting paths y is innite. Indeed, for every
onneting path there holds for a.a. s ∈ (s0, s1)
|y′|(s) = 1
2
(|y′1(s)|+ |y′2(s)|) , |∂qE(t, ·)|(q(s)) =
1
2
∣∣∣∣U ′(y1(s) + y2(s)2
)
− t
∣∣∣∣
if |y1(s)−y2(s)| ≤ 1. Now, for a given urve γ : [0, 1]→ [0,∞) let us set yγ := (q˜−γ, q˜+γ).
Indeed, |y′γ| = 1/2(|q˜′ − γ′|+ |q˜′ + γ′|) = |q˜′| whenever |γ′| ≤ |q˜′|. Therefore,∫ 1
0
|∂qE(t, ·)|(yγ(s))|y′γ|(s) ds =
∫ 1
0
|∂qE(t, ·)|(y(s))|y′|(s)ds
for all urves γ with γ(0) = γ(1) = 0 and |γ′|(s) ≤ |q˜′|(s) for a.a. s ∈ (s0, s1), and for suh
γ′s yγ is an optimal onneting urve.
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