Affine coordinates and Virasoro unitarizing measures  by Airault, Helene
J. Math. Pures Appl. 82 (2003) 425–455
www.elsevier.com/locate/matpur
Affine coordinates and Virasoro unitarizing
measures
Helene Airault ∗
INSSET, Université de Picardie, 48 rue Raspail, 02100 Saint-Quentin (Aisne), Laboratoire CNRS UMR 6140,
LAMFA, 33, rue Saint-Leu, 80039 Amiens, France
Received 10 January 2003
Abstract
Two univalent functions with the same Schwarzian derivative are equivalent. Extending the
Kirillov method of identifying a univalent function with the sequence of the coefficients in its
asymptotic expansion, a realization of the integration by parts formula for unitarizing measures of
the Virasoro algebra is given in affine coordinates.
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Résumé
Deux fonctions univalentes sont équivalentes si elles ont la même dérivée schwarzienne. En
étendant à l’espace quotient la méthode de Kirillov, on donne une réalisation en coordonnées affines
de la formule d’intégration par parties pour les mesures unitarisantes de l’algèbre de Virasoro.
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0. Introduction
Let Diff(S1) be the group of C∞ orientation preserving diffeomorphisms of the circle
and diffC(S1) its complexified Lie algebra. With the method of [10], to a vector field
v ∈ diffC(S1), we associate a vector field Kv on the set S of functions f univalent
on the disk D = {|z| < 1}. To the vector fields ek = eikθ ddθ , k ∈ Z on diffC(S1), there
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correspond the holomorphic vector fields (Kk)k∈Z on the complex manifold S of univalent
functions on the disk. Let ψ be the map defined on S , the map ψ associates to a
univalent function f (z) = z(1 | ∑∞n=1 cnzn), the sequence of its coefficients (cn)n1,
ψ :f → (c1, c2, . . . , cn). LetM=ψ(S)⊂ C∞ where C∞ is a countable product of copies
of the complex space C. With the map ψ , holomorphic vector fields (Lk)k∈Z are obtained
on M. They satisfy Lk[f (z)] = (Kkf )(z). See [10]. In [1], holomorphic vector fields
were denoted with an upper indice Kh or Lh, here the upper indice will be understood
and we write K or L, since we consider mainly holomorphic vector fields or their
conjugate. In order to obtain probability measures satisfying the unitarizing integration
by parts formula, the work [4] showed the importance of taking the quotient space
Diff(S1)/SL(2,R) of the diffeomorphism group by the homographic transformations. For
that reason, in [5], a concrete realization of this quotient was found. On S , consider the
equivalence relation, two univalent functions f1 and f2 are equivalent “f1 ∼ f2” if there
exists hα(z) = z/(1 + αz), α ∈ C, such that f2(z) = (hα ◦ f1)(z). Since the Schwarzian
derivative Sh = 0, see for example [11, p. 53], two functions f1 and f2 are equivalent,
f1 ∼ f2 if and only if f1 and f2 have the same Schwarzian derivative:
Sf (z)=
(
f ′′
f ′
)′
− 1
2
(
f ′′
f ′
)2
. (0.1)
If we know the Schwarzian derivative Sf (z), then the univalent function f (z) is uniquely
determined by the conditions f (0)= 0, f ′(0)= 1, and f ′′(0)= 0. See [11]. We denote S˜
or S/∼, the quotient space of S by the equivalence relation ∼. We have a canonic section
from the quotient space S˜ to S , defined by the function:
σ(f )(z)= f (z)
1+ (f ′′(0)/2)f (z) = z+ c˜2z
3 + c˜3z4 + · · · . (0.2)
In [5], an embedding of the quotient S˜ has been constructed. To f ∈ S , corresponds
the sequence of the coefficients (c˜2, c˜3, . . . , c˜n, . . .) of σ(f )(z). The map φ :S → C∞
defined in this way, factors by the equivalence relation and gives a map φ˜ : S˜→ C∞. Let
N = φ˜(S˜) be the image of the quotient manifold. With φ˜, the equivalence class f˜ of f is
identified with the sequence (c˜2, c˜3, . . . , c˜n . . .) of the coefficients of σ(f ). In [5], vector
fields (L˜k)k∈Z on N ∈ C∞ have been obtained as well as the corresponding vector fields
(K˜k)k∈Z on the quotient S˜ , they satisfy:
L˜k
[
f (z)
]= Lk[σ(f )(z)] and K˜k(f˜ )(z)= Lk[σ(f )(z)] ∀k ∈ Z (0.3)
and for |f (z)|< |f (w)|,
M(z,w)=
∑
k∈Z
(
K˜kf˜
)
(z)w−k =w2 f
′(w)2
f (w)3
· f (z)[σ(f )(z)]
2
f (w)− f (z) . (0.4)
The vector fields on S˜ must be invariant if we replace f by f/(1 + cf ) where c is an
arbitrary constant. It is easy to verify that the functions
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1
f (z)
− 1
f (w)
and
d
dz
1
f (z)
=− f
′(z)
f (z)2
(0.5)are invariant by the transformation f → f/(1 + cf ) and in (0.4)
f ′(w)2
f (w)3
· f (z)
f (w)− f (z)
is also invariant. In the present work, we prove that
for k −1, L˜−k =
∑
j2
Dkj L˜j , (0.6)
where Dkj is a homogeneous polynomial of degree k + j . The polynomials Dkj are given
by:
G(z, ξ)=
∑
k−1
∑
j2
Dkj z
j+1ξk+1 = z
3
z− ξ −
ξ3f ′(ξ)2
f (ξ)3
· f (z)
3
f ′(z)(f (z)− f (ξ)) . (0.7)
When k  2, we have L˜j (Dkj ) = 0 for j  k + 2. Moreover, for k  2, we have the nice
formula:
Rk :=
k+1∑
j=2
L˜j
(
Dkj
)= 13
6
Pk, (0.8)
where (Pk) are the Neretin polynomials of the coefficients of the asymptotic expansion of
the Schwarzian derivative z2Sf (z)=∑n0Pnzn. Because of (0.6), for k −1,
L˜−k(Pn)=
∑
j2
Dkj L˜j (Pn). (0.9)
The function G(z, ξ) is invariant if we replace f by f/(1+ cf ) for any constant c. We see
that the evaluation of Rk comes back to take a trace on G(z, ξ). Consider
G˜(z, ξ,w)=
∑
s∈Z
∑
k−1
∑
j2
L˜s
(
Dkj
)
zj+1ξk+1w−s . (0.10)
We prove that G˜(z, ξ,w) can be expressed in terms of the function h = 1/f , see (3.1.5)
Section 3. After a double residue calculus on
H(z, ξ)= 1
2iπ
∫
γ
G˜(z, ξ,w)
(z−w)w2 dw and E(ξ)=
1
2iπ
∫
γ1
H(z, ξ)dz (0.11)
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we find thatE(ξ)=−13
6
ξ2Sf (ξ).
The relation (0.8) is an integration by parts formula see Section 4. Presumably (0.8)
relates to the value 136 (k
3 − k) found by [7], for the Ricci curvature of the manifold
Diff(S1)/SL(2,R).
1. The manifold S of univalent functions
1.1. Homographic transformations and univalent functions
Let γ be a diffeomorphism of the circle, then one can write in a unique way f ◦ γ = g
where f and g are univalent functions such that
f (z)= z
(
1+
∑
n1
cnz
n
)
and g(z)= b−1z+ b0 + b1
z
+
∑
n2
bn
zn
. (1.1.1)
For example, consider the diffeomorphism associated to the homographic transformation:
eiγ (θ) = γ (eiθ)= eiθ + b
1+ beiθ = γ (z). (1.1.2)
For the homographic transformation γ , the functions f and g such that f ◦ γ = g are
f (z)= γ
−1(z)− γ−1(0)
(γ−1)′(0)
= z
1− b¯z and g(z)= f
(
γ (z)
)= z+ b
1− bb¯ . (1.1.3)
This generalizes as follows:
Lemma. Consider the homographic transformation
T (z)= z+ b
1+ b¯z . (1.1.4)
Let γ1 be a diffeomorphism of the circle and f1, g1 two univalent functions as in (1.1.1)
and such that f1 ◦ γ1 = g1. Let
γ2 = γ1 ◦ T , f2(z)= f1(z)1− c¯f1(z) and g2(z)=
g1(T (z))
1− c¯g1(T (z)) . (1.1.5)
We take c such that 1 − c¯g1(1/b¯)= 0, then the two functions f2, g2 are as in (1.1.1) and
univalent, they satisfy f2 ◦ γ2 = g2.
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Proof. When z→∞, T (z)= (1/b¯)× (1 + (b − 1/b¯)1/z+ · · ·) behaves like (1/b¯), and
¯since g1 is univalent g1(1/b) is finite and = 0. Then g2(z) becomes infinite when z→∞.
Moreover, 1 − c¯g1(T (z)) behaves like constant × 1/z when z→∞. Thus g2(z)/z is of
the form constant+∑n1 αn/zn. ✷
Remark. Assume that γ2 = T ◦ γ1 and that f1 ◦ γ1 = g1, let
f2(z)= f1(T
−1(z))− f1(T −1(0))
(f1 ◦ T −1)′(0) and g2(z)=
g1(z)− f1(T −1(0))
(f1 ◦ T −1)′(0) , (1.1.6)
then f2 ◦ γ2 = g2 and f2, g2 are as in (1.1.1).
Definition. S is the set of functions f , holomorphic on D, of C∞-class on D, f is injective
on D, f (0)= 0 and f ′(0)= 1.
Since (1.1.5) is simpler than (1.1.6), and (1.1.6) does not really take into account that T is
a homographic transformation, the quotient manifold S˜ will be taken with (1.1.5).
1.2. Realization of the Virasoro algebra in the set of univalent functions
We refer to [1, p. 621] for the definition of the Virasoro algebra. We denote
[φ1, φ2]diff = φ1φ′2−φ′1φ2. This bracket is extended to complex functions on the unit circle
S1 and defines diffC(S1). We put ek = eikθ ddθ . We have
[ek, ep]diff = i(p− k)ep+k.
We consider the symplectic form, see [1]:
ω(φ,ψ)=−
2π∫
0
(φ′ + φ′′′)ψ dθ
2π
. (1.2.1)
Then ω(ek, ep) = i(k3 − k)δk,−p. Let κ be the central element in the Virasoro algebra
Vc,h = C ⊕ diffC(S1). We have [ek, ep]Vir = i(p − k)ep+k if k = −p and [ek, e−k]Vir =
i c12 (k
3 − k)κ − 2ike0.
With a variational method on the equation fε ◦ γε = gε , Kirillov transfered the vector
fields v ∈ diffC(S1) to vector fields Kv on the manifold S . The vector fields on S are
obtained with (
d
dε
∣∣∣∣
ε=0
fε
)(
f−1ε (u)
)∣∣
ε=0 at u= f (z). (1.2.2)
Consider the evaluation map from S to C defined by εz :f → f (z), for a vector field Kv
on S , we denote:
(Kvf )(z) :=Kv(εz)(f ). (1.2.3)
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Let Kk be the vector field on S corresponding to ek = eikθ ddθ ∈ diffC(S1), k ∈ Z, then [10],∑
k∈Z
(Kkf )(z)w
−k = w
2f ′(w)2
f (w)2
f (z)2
(f (w)− f (z)) (1.2.4)
with
(Kkf )(z)= z1+kf ′(z) for k  1. (1.2.5)
For k  0, (Kkf )(z) = z1+kf ′(z) + φfk (f (z)) where φfk (w) is given by the generating
function, see [2],
ξ2f ′(ξ)2
f (ξ)2
w2
(f (ξ)−w) =
∑
p0
φ
f
p (w)ξ
p. (1.2.6)
We have (K0f )(z)= zf ′(z)− f (z), (K−1f )(z)= f ′(z)− 1− f ′′(0)f (z),
(K−2f )(z)= f
′(z)
z
− 1
f (z)
− 3
2
f ′′(0)−
(
2
3
f ′′′(0)− f
′′(0)2
4
)
f (z) · · · . (1.2.7)
For k  1, let ft (z) = f (z/(1− tkzk)1/k), then (Kkft )(z) = ddt ft (z). Moreover, let
ft (z)= f (et z)/et , then (K0ft )(z)= ddt ft (z) and
(K−1ft )(z)= ddt ft (z) with ft (z)=
f (z+ t)− f (t)
f ′(t)
. (1.2.8)
From (1.2.4)–(1.2.5), we obtain:
∑
k1
(K−kf )(z)wk = w
2f ′(w)2
f (w)2
f (z)2
(f (w)− f (z)) −
zwf ′(z)
w− z + f (z). (1.2.9)
In (1.2.4), the vector fields (Kk) are holomorphic vector fields. In this work all holomorphic
vector fields will be denoted Kk or Lk , the upper indice of holomorphy being understood.
1.3. The manifoldM of coefficients of univalent functions and the vector fields (Lk)
on M
Following [10], we have an embedding from S into the infinite-dimensional com-
plex space C∞ formed with infinitely countable many copies of C. To the function
f (z)= z(1+∑∞n=1 cnzn), we associate the sequence (cn)n1 of its coefficients. We denote
ψ :f → (c1, c2, . . . , cn) (1.3.1)
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and we let M = ψ(S). The correspondence K → LK between vector fields on S and
vector fields on M is given by K(G ◦ ψ)(f ) = LK(G)(ψ(f )) where G is a function
G :M→ C.
Lemma. Let f (z)= z+∑n1 cnzn+1, then (Kvf )(z)=∑n1 Bn(c1, c2, . . .)zn+1, where
Bn is holomorphic in the variables (c1, c2, . . . , cn). The vector field on M associated to
Kv is LKv =
∑
n1Bn(c1, c2, . . .)
∂
∂cn
and LKv [f (z)] = (Kvf )(z).
With this correspondence, to the vector fields (Kk)k∈Z defined by (1.2.4), we associate
vector fields (Lk)k∈Z onM⊂ C∞. See [10,1,5]. We have (see [1, Appendix (A.4.16)]),
1+
∑
k0
L−k(c1)zk+1 = z3 f
′(z)2
f (z)3
. (1.3.2)
For k  0, L−k =∑j1Akj ∂∂cj and because of (1.2.5),
L−k =
∑
j1
EkjLj , (1.3.3)
where Ekj are homogeneous polynomials of degree j + k in the variables c1, c2, . . . . For
any k  0,
L−k[f (z)]
f ′(z) =
∑
j1
Ekj z
j+1. (1.3.4)
From (1.2.4)–(1.2.9), we deduce that the (Ekj )k0 are given by:
Ef (z, ξ)=
∑
j1,k0
Ekj z
j+1ξk = ξ
2f ′(ξ)2
f (ξ)2
f (z)2
f ′(z)(f (ξ)− f (z)) −
z2
ξ − z . (1.3.5)
For s  1, Ls [Ef (z, ξ)] =∑j1,k0Ls [Ekj ]zj+1ξk can be obtained with (1.3.5). We put:
Ff (z, ξ)= ξ
2f ′(ξ)2
f (ξ)2
f (z)2
f ′(z)(f (ξ)− f (z)) . (1.3.6)
For s  1, we have:
Ls
[
Ff (z, ξ)
]= [z1+s d
dz
+ ξs+1 d
dξ
]
Ff (z, ξ)+
[
2sξs − (1+ s)zs]Ff (z, ξ) (1.3.7)
and
[
z1+s d
dz
+ ξs+1 d
dξ
]
zξ
ξ − z +
[
2sξs − (1+ s)zs] zξ
ξ − z =
s−1∑
k=0
(2s − k)zk+1ξs−k.
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Thus, by identification of the coefficients of the (zj+1ξk) in Ls [Ef (z, ξ)], we obtain for
s  1,
Ls
[
Ekj
]= (j − 2s)Ekj−s + (k + s)Ek−sj if s < j + k, (1.3.8)1
where we put Ekj = 0 if j < 1 or k < 0.
Ls
(
Ekj
)= 0 if s > j + k, Ls(Eks−k)= s + k. (1.3.8)2
In particular, if k  j ,
Lj
(
Ekj
)= (k + j)Ek−jj (1.3.8)3
and Lj (Ekj )= 0 if 0 < k < j , Lj(E0j )= j .
Proposition. Consider the polynomials (Ekj ) defined by (1.3.3)–(1.3.4) and put:
Tk =
∑
1jk
Lj
(
Ekj
)
, (1.3.9)
then Tk is a homogeneous polynomial of degree k and
Lp(Tk)= (k + p)Tk−p if p < k, Lk(Tk)= 13k
3 − k
6
. (1.3.10)
We have:
∑
k0
Tkz
k = z
2f ′(z)2
f (z)2
+ 13
6
z2Sf (z), (1.3.11)
where Sf is the Schwarzian derivative of f .
Compare Lk(Tk) with the value of the Ricci curvature of Diff(S1)/S1 found in [8,
formula (11)].
Proof. From (1.3.8)3, Tk =∑1jk Lj (Ekj ) =∑1jk(k + j)Ek−jj . For 1  p < k,
Lp(Tk)=∑1jk(k + j)Lp(Ek−jj ). Since
Lp
(
E
k−j
j
)= (j − 2p)Ek−jj−p + (k − j + p)Ek−j−pj
we find:
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Lp(Tk) =
∑
(k + j)(j − 2p)Ek−jj−p +
∑
(k+ j)(k − j + p)Ek−j−pj
p+1jk 1jk−p
=
∑
1jk−p
(j − p)(k + p+ j)Ek−j−pj +
∑
1jk−p
(k + j)(k− j + p)Ek−j−pj
= (k + p)
∑
1jk−p
(k − p+ j)Ek−p−jj .
This gives Lp(Tk) = (k + p)Tk−p for p < k. Since Ls(Eps−p) = s + p, we have
Lk(E
k−j
j )= 2k− j and
Lk(Tk)=
∑
1jk
(k + j)(2k− j)= 2k3 + k
2(k + 1)
2
− k(2k+ 1)(k+ 1)
6
= 13k
3 − k
6
.
We deduce (1.3.11) from (1.3.10) and the identification of the first polynomials (Tk)k1.
Following [10,12], for f ∈ S , we put:
Ph,c(z) = hz2 (f
′)2
f 2
+ cz2Sf (z)=
∑
n0
Ph,cn zn =
∑
n0
[hQn + cPn]zn
= h+ 2c1hz+
[
h
(
4c2 − c21
)+ 6c(c2 − c21)]z2
+ [h(6c3 − 2c1c2)+ 6c(4c3 + 4c31 − 8c1c2)]z3
+ [h(8c4 − 2c1c3 + · · ·)
+ 6c(10c4 − 20c1c3 − 12c22 + 34c21c2 − 12c41)]z4 + · · · . (1.3.12)
For k  1, see [10,12],
Lk
(Ph,cn )= (n+ k)Ph,cn−k + ck(k2 − 1)δk,n. (1.3.13)
Moreover, let Pk = P0,1n , then L−k(Pp) − L−p(Pk) = (p − k)Pp+k for k  0, p  0,
see [1]. In the next subsection, we define the quotient manifold. Compare (1.3.8)–(1.3.9)
above with the Main Theorem in Section 2 (Eq. (2.3.10)). With the vector fields (Lk)k∈Z
defined by (1.2.4)–(1.2.5), we take h = 1 in (1.3.13). With the vector fields (L˜k)k∈Z on
the quotient manifold, we take h = 0 in (1.3.13). We obtain (0.6)–(0.8). Instead of the
polynomials (Tk)k1 of (1.3.11), we obtain the polynomials ( 136 Pk)k2, see (0.8) and for
k  2, it holds L˜k( 136 Pk) = 136 (k3 − k). See [5] for a discussion of the existence of a
unitarizing measure on M or on the quotient manifold when h = 0 or when h= 0. ✷
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2. Taking quotient. The vector fields on the quotientThe quotient S/∼ has been constructed in [5] as well as an embedding of the quotient
manifold S/∼ into a submanifoldN ,N ⊂ C∞. In general, vector fields do not “get down”
to the quotient, here we obtain vector fields on the quotient manifold S/∼. The equivalence
relation to obtain the quotient manifold S/∼ is “up to an homographic transformation”,
see [1], (1.1.5) Section 1 and (2.1.1) below.
2.1. The quotient manifold. The invariance property
Definition. Let f1 and f2 ∈ S , we say that f1 ∼ f2 if there exists hα(z) = z/(1 + αz),
α ∈C, such that f2(z)= (hα ◦ f1)(z).
Since the Schwarzian derivative of hα satisfies Sh = 0, see for example [11, p. 53],
f1 ∼ f2 if and only if f1 and f2 have the same Schwarzian derivative. Conversely, if
we know the Schwarzian derivative Sf (z), then the univalent function f (z) is uniquely
determined by the conditions f (0)= 0, f ′(0)= 1, and f ′′(0)= 0. See [11]. We denote S˜
or S/∼, the quotient space of S by the equivalence relation ∼. Let
σ(f )= h(f ′′(0)/2) ◦ f (2.1.1)1
then f1 ∼ f2 if and only if σ(f1)= σ(f2) or equivalently,
1
f1(z)
+ f
′′
1 (0)
2
= 1
f2(z)
+ f
′′
2 (0)
2
. (2.1.1)2
The map σ :S/∼ → S defines a section of the quotient space. We define a map
φ :S → C∞, to the function f ∈ S , we associate the coefficients in the expansion of
σ(f )= hf ′′(0)/2 ◦ f . The map φ factors into a map
φ˜ :S/∼→C∞. (2.1.2)
We denoteN = φ˜(S/∼). The map φ˜ permits to identify the equivalence class f˜ of f , with
the sequence (c˜2, c˜3, . . . , c˜n, . . .) of the coefficients of σ(f ).
If f (z)= z+∑n1 cnzn, the polynomialsPn of the asymptotic expansion of Sf (z) are
given in terms of the coefficients of σ(f ), we have σ(f )= z+∑n2 c˜nzn+1 with
c˜2 = c2 − c21, c˜3 = c3 − 2c1c2 + c31, c˜4 = c4 + c21c2 − 2c1c3,
c˜5 = c5 − 2c1c4 + c21c3 + 2c31c2 − c51 − c1c22,
c˜6 = c6 − 2c1c2c3 − 2c1c5 + c21c4 + 3c21c22 + 8c31c3 − 3c41c2 + c61. (2.1.3)
This gives, P2 = 6c˜2, P3 = 24c˜3, P4 = 12(5c˜4 − 6c˜22),
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P5 = 12
(
10c˜5 − 26c˜2c˜3
)
, P6 = 3
(
70c˜6 − 190c˜2c˜4 − 104c˜23 + 126c˜32
)
,P7 = 24
(
14c˜7 − 39c˜2c˜5 − 45c˜3c˜4 + 87c˜3c˜22
)
,
P8 = 12
(
42c˜8 − 119c˜2c˜6 − 142c˜3c˜5 + 285c˜22c˜4 − 75c˜24 + 308c˜23c˜2 − 135c˜42
)
,
...
Pk =
(
k3 − k)c˜k + · · · . (2.1.4)
For n 2, consider the map from Cn to C defined by:
(c1, c2, . . . , cn)→Pn(c1, c2, . . . , cn),
where Pn is the nth Neretin polynomial of Sf (z) and let c˜ : Cn → Cn−1 be the map
defined by (2.1.3), (c1, c2, . . . , cn)→ (c˜2, . . . , c˜n). Denote P˜n : Cn−1 → C the map which
to (c˜2, . . . , c˜n) associates the nth Neretin polynomial of σ(f )(z), then we have the
factorization, see (2.1.3)–(2.1.4),
Pn = P˜n ◦ c˜. (2.1.5)
For convenience in the following, we shall denote indifferently Pn or P˜n.
Because of (2.1.1)2, the following lemma will be useful to define the vector fields on
the quotient manifold S/∼.
Lemma.
Lk
[
σ(f )(z)
]= zk+1σ(f )′(z)= zk+1 + 3c˜2zk+3 + · · · , ∀k  2,
L1
[
σ(f )(z)
]= z2(σ(f ))′(z)− (σ(f )(z))2 = B−12 z3 +B−13 z4 + · · · = c˜2z4 + · · · ,
L0
[
σ(f )(z)
]= z(σ(f ))′(z)− σ(f )(z)= B02z3 +B03z4 + · · · = 2c˜2z3 + · · · ,
and for k > 0,
L−k
[
σ(f )(z)
]= Bk2z3 +Bk3z4 + · · · , (2.1.6)
where in Bkj , k and j are indices and B
k
j is a homogeneous polynomial of degree k + j in
the variables (c˜2, c˜3, . . . , c˜n, . . .). Let
hf (z)= 1
σ(f )(z)
= 1
f (z)
+ f
′′(0)
2
, (2.1.7)1
we have:
∑
p−1
L−p
[
hf (z)
]
ξp+1 = z
3h′f (z)
z− ξ +
ξ3h′f (ξ)2
(hf (ξ)− hf (z)) . (2.1.7)2
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Proof. Assume that f (z)= z+ c1z2 + · · · , then σ(f )(z)= f (z)/(1+ c1f (z)), and since
Lk is a derivation,
Lk
[
σ(f )(z)
] = Lk[f (z)] − f (z)2Lk(c1)
(1+ c1f (z))2
=
(
Lk[f (z)]
f (z)2
−Lk(c1)
)(
σ(f )(z)
)2
. (2.1.8)
We have Lk[f (z)] = Lk(c1)z2 +Lk(c2)z3 +Lk(c3)z4 + · · · , thus
Lk[f (z)]
f (z)2
−Lk(c1)=
(
Lk(c2)− 2c1Lk(c1)
)
z+ · · ·
and since (σ (f )(z))2 = z2 + · · · , we find that for any k ∈ Z, the expansion (2.1.6) begins
with a term in z3. We have:
Bk2 = Lk(c2)− 2c1Lk(c1), Bk3 = Lk(c3)− 2c1Lk(c2)+
(
3c21 − 2c2
)
Lk(c1),
Bk4 = Lk(c4)− 2c1Lk(c3)+ c21Lk(c2)+ (2c1c2 − 2c3)Lk(c1).
By (1.2.5), (1.3.2) and (2.1.6),
∑
k∈Z
[
Lk[f (z)]
f (z)2
−Lk(c1)
]
w−k =w2 f
′(w)2
f (w)3
· f (z)
f (w)− f (z) . (2.1.9)
We verify that
f ′(w)2
f (w)3
· f (z)
f (w)− f (z)
is invariant if we replace f by f/(1+ cf ) for any constant c. This proves that the (Bkj ) are
polynomials in the variables (c˜j )j2.
For p  2, Lp[σ(f )(z)] = zp+1(σ (f ))′(z). From (2.1.9), ∑p∈Z Lp[σ(f )(z)]ξ1−p is
known, we deduce
∑
p1 Lp[σ(f )(z)]ξ1−p . This gives:
∑
p−1
L−p
[
σ(f )(z)
]
ξp+1 =
∑
j2,p−1
B
p
j z
j+1ξp+1
= z
3(σ (f ))′(z)
z− ξ −
ξ3f ′(ξ)2
f (ξ)3
.
f (z)(σ (f ))(z)2
(f (z)− f (ξ)) . (2.1.10)
This proves (2.1.7). ✷
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Remark. From (2.1.8), when f1 ∼ f2, then for any p ∈ Z,
Lp[f1(z)]
f1(z)2
= Lp[f2(z)]
f2(z)2
+ 1
2
Lp
[
f ′′1 (0)− f ′′2 (0)
]
.
In the following, we study the invariance by the transformation v→ v/(1+ cv),
(v,u)→ vu
v − u (2.1.11)1
is invariant if we replace v by v/(1+ cv), and u by u/(1+ cu), for any constant c.
Lemma.
1
f (z)
− 1
f (w)
and
d
dz
1
f (z)
=− f
′(z)
f (z)2
(2.1.11)2
are invariant if we replace f by f/(1+ cf ) for any constant c.
We deduce from the lemma the invariance of several functionals as
φk(z,w)= f
′(w)k
f (w)p
f (z)
f (z)− f (w) if p = 2k − 1,
d
dz
log
(
1
f (z)
− 1
f (w)
)
= f
′(z)f (w)
f (z)(f (z)− f (w)) =−φ1(w, z),
G(z, ξ)=−ξ
3f ′(ξ)2
f (ξ)3
· f (z)
3
f ′(z)(f (z)− f (ξ)) =
∑
p∈Z
f (z)2Lp[σ(f )(z)]
f ′(z)
ξp+1.
(2.1.12)
We have, see [2, (II.2.1)],
wφ1(z,w)− z
z−w =
wf ′(w)
f (w)
f (z)
f (z)− f (w) −
z
z−w =
∑
n1
∑
k1
βnkw
nzk,
where (βnk) are the Grunsky coefficients of 1/f (1/z). The functional φ2(z,w) is given
by (2.1.9). For G(z, ξ), see (3.1.5) Section 3, G(z, ξ)=−ξ3φ2(z, ξ)× f (z)2/f ′(z).
2.2. The vector fields (K˜k)k∈Z on the quotient S˜ and the vector fields (L˜k)k∈Z on the
manifold N = φ˜(S˜)
Definition. We define vector fields L˜k , k ∈ Z on N = φ˜(S/∼)⊂ C∞. We put:
L˜k
[
σ(f )(z)
]= Lk[σ(f )(z)] (2.2.1)
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and we define the vector fields K˜k on S/∼ with(
K˜kf˜
)
(z)= Lk
[
σ(f )(z)
]
. (2.2.2)
We have ∂
∂c˜n
(σ (f )(z))= zn+1, we consider σ(f )(z) first as a function of the variables
(c˜2, c˜3, . . .) and then, by the composition (2.1.3), as a function of the variables (c1, c2, . . .).
This explains (2.2.1). From now, we shall forget the variables (c1, c2, . . . , cn, . . .) and use
only the (c˜j )j2 and to shorten the notation we shall omit˜ and write cj for c˜j . We denote
∂n := ∂/∂c˜n.
Lemma. The vector fields (L˜k)k∈Z on N = φ˜(S/∼)⊂ C∞ are given by:
L˜k = ∂k + 3c2∂k+2 + · · · + (n+ 1)cn∂k+n + · · · for k  2,
L˜1 = c2∂3 + 2c3∂4 +
(
3c4 − c22
)
∂5 + (4c5 − 2c2c3)∂6 +
(
5c6 − 2c2c4 − c23
)
∂7 + · · · ,
L0 = 2c2∂2 + 3c3∂3 + 4c4∂4 + · · · . (2.2.3)
For k −1, L˜−k =∑j2 Bkj ∂j where Bkj is given by (2.1.6).
We take f (z)= σ(f )(z)= z+ c˜2z3 + c˜3z4 + · · · . For such f (z), we see from (2.1.8)–
(2.1.10) that
(
K˜kf˜
)
(z)= f (z)
3
2iπ
∫
S1
(
wf ′(w)
f (w)
)2
wk
f (w)(f (w)− f (z)) ·
dw
w
. (2.2.4)
For k −1 and for f such that f ′′(0)= 0,
(
K˜−kf˜
)
(z)= z1−kf ′(z)−ψk
(
f (z)
)(
f (z)
)2
, (2.2.5)
(
K˜1f˜
)
(z)= z2f ′(z)− f (z)2, (K˜0f˜ )(z)= zf ′(z)− f (z),(
K˜−1f˜
)
(z)= f ′(z)− 1− f
′′′(0)
2
f (z)2,
(
K˜−2f˜
)
(z)= z−1f ′(z)− 5
24
f (4)(0)f (z)2 − 1
f (z)
− 2f
′′′(0)
3
f (z). (2.2.6)
Let ft (z)= f (z+t )−f (t)f ′(t) as in (1.2.7), then Sft (z)= Sf (z+ t) and
d
dt
σ (ft )(z)= σ(ft )′(z)− 1− 12Sf (t)
[
σ(ft )(z)
]2 = (K˜−1σ(ft ))(z), (2.2.7)
where Sf is the Schwarzian derivative of f .
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In (2.2.5), we have ψ−1(w) = 1 and with (2.1.10), we see that the functions ψk for
|f (ξ)|< |w| are given by:
ξ3f ′(ξ)2
f (ξ)3
w
w− f (ξ) = 1+
∑
p0
ψp(w)ξ
p+1
= 1+ ξ
w
+
(
3c2 + 1
w2
)
ξ2 + · · · . (2.2.8)
Lemma. The functions ψp(w) in (2.2.8) satisfy for j  2,
L˜j (ψj−1)= (2j − 1),
L˜j (ψj+q )= (2j + q)ψq for q  0,
L˜j (ψs)= 0 if s < j − 1. (2.2.9)
Proof. By operating L˜j on the generating function (2.2.8):
∑
p0
(
L˜jψp
)
(w)ξp+1 = ξ1+j d
dξ
[∑
p0
ψp(w)ξ
p+1
]
+ (2j − 1)ξj
(
1+
∑
p0
ψp(w)ξ
p+1
)
.
The identities (2.2.9) permit to obtain (ψp) recursively. ✷
2.3. The vector fields (L˜−k)k2 and the adjoint operators
The following theorem permits to forget the coordinates.
Theorem. For k −1, we have L˜−k =∑j2Dkj L˜j where in Dkj , k and j are indices and
Dkj is a homogeneous polynomial of degree j + k and for j  2, the vector fields L˜j are
given by (2.2.3). The polynomials Dkj are obtained with
L˜−k[σ(f )(z)]
σ(f )′(z)
=
∑
j2
Dkj z
j+1. (2.3.1)1
We have:
K(z, ξ) =
∑
k−1
∑
j2
Dkj z
j+1ξk+1 =
∑
k−1
L˜−k[σ(f )(z)]
σ(f )′(z)
ξk+1
= z
3
z− ξ −
ξ3f ′(ξ)2
f (ξ)3
· f (z)
3
f ′(z)(f (z)− f (ξ))
= z
3
z− ξ −
ξ3h′(ξ)2
h′(z)
· 1
h(z)− h(ξ) . (2.3.1)2
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Moreover, for k  2,L˜p
(
Dkj
)= (j − 2p)Dkj−p + (k +p)Dk−pj if p < j + k,
L˜p
(
Dkp−k
)= p | k for p  k + 2, (2.3.2)
where we put Dkj = 0 if j  1 or k <−1. In particular
L˜j
(
Dkj
)= 0 for j  k + 2,
L˜j
(
Dkj
)= (k + j)Dk−jj for j  k + 1. (2.3.3)
Proof. From [2], ∂˜p =∑n0 BnL˜n+p where (Bn) is given by:
1
f ′(z)
=
∑
n0
Bnz
n (2.3.4)
and f (z)= z+ c2z3 + c3z4 + · · · , we have:
L˜−k =
∑
p2
Bkp∂˜p =
∑
p2,n0
BkpBnL˜n+p.
Rearranging the terms in the sum, we deduce L˜−k =∑j2(∑jp=2BkpBj−p)L˜j . We see
that the coefficient
∑j
p=2 BkpBj−p is obtained by taking the product of the two generating
functions (2.3.4) and (2.1.10). Thus to obtain (2.3.1), we just have to divide (2.1.10) by
f ′(z). For example, from [2, (2.4.3)], we deduce that
L˜1 =
∑
j2
D−1j L˜j with z
2 − [σ(f )(z)]
2
σ(f )′(z)
=
∑
j2
D−1j z
1+j . (2.3.5)
To prove (2.3.3), we apply L˜p , for p  2 on both sides of (2.3.1). Let
G(z, ξ) = K(z, ξ)− z
3
z− ξ =−
ξ3f ′(ξ)2
f (ξ)3
· f (z)
3
f ′(z)(f (z)− f (ξ))
=
∑
k−1, j2
Dkj z
j+1ξk+1 − z
3
z− ξ . (2.3.6)
We put:
A(ξ)=−ξ
3f ′(ξ)2
f (ξ)3
· w
3
(w− f (ξ)) and B(z)=−
f (z)3
f ′(z)(f (z)− v) ,
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thenL˜p
[
A(ξ)
]= ξ1+p d
dξ
A+ (2p− 1)ξpA and L˜p
[
B(z)
]= z1+p d
dz
B − (1+ p)zpB.
We find:
L˜p
[
G(z, ξ)
] = [z1+p d
dz
+ ξ1+p d
dξ
]
G(z, ξ)
+ [(2p− 1)ξp − (1+ p)zp]G(z, ξ). (2.3.7)1
We verify that
T (z, ξ)= z1+p d
dz
(
z3
z− ξ
)
+ ξp+1 d
dξ
(
z3
z− ξ
)
+ [(2p− 1)ξp − (1+ p)zp] z3
z− ξ
has no pole at z = ξ . We have T (z, ξ) = −∑p+1j=2 (2p − j)zj+1ξp−j+1. For p  2, we
obtain: ∑
k−1
∑
j2
L˜p
(
D
j
k
)
zj+1ξk+1
=
∑
k−1
∑
j2
[
(j − p)Djk ξk+1z1+j+p + (2p+ k)Djk ξp+k+1zj+1
]
+
p+1∑
j=2
(2p− j)zj+1ξp−j+1. (2.3.7)2
By expanding (2.3.7)1, then by matching coefficients of terms of equal powers in ξ and
z in (2.3.7)2, we obtain (2.3.2). Then (2.3.3) is an immediate consequence of (2.3.2). If
k =−1, we have:
L˜p
(
D−1j
)= (j − 2p)D−1j−p when j > p+ 1,
L˜p
(
D−1p+1
)= (1− p)D−11 + (p− 1)= p− 1 since D−11 = 0,
L˜p
(
D−1j
)= 0 when j < p+ 1. (2.3.8)
We remark that Dk0 = 0. For f (z)= z+ c2z3 + c3z4 + · · · , we have, see (2.3.5),
z2 − f (z)
2
f ′(z)
=
∑
j2
D−1j z
1+j ,
z− f (z)
f ′(z)
=
∑
j2
D0j z
1+j and 1− 1
f ′(z)
− 3c2 f (z)
2
f ′(z)
=
∑
j2
D1j z
j+1. (2.3.9)
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Main Theorem. For k  2, L˜−k = ∑j2 Dkj L˜j . Let Rk = ∑k+1j=2 L˜j (Dkj ), we have
R2 = 13c2 = 136 P2, R3 = 52c3 = 136 P3, R4 = 26(5c4 − 6c22) = 136 P4, . . . . The homoge-
neous polynomials Rk for k  2, are given by
Rk = 136 Pk, (2.3.10)
where (Pk) are the Neretin polynomials, z2Sf (z)=∑n2Pnzn.
Proof. By (2.3.3), we have Rk =∑k+1j=2(j + k)Dk−jj . With (2.3.2), we obtain:
L˜p(Rk)=
k+1∑
j=2
(j + k)(p+ k − j)Dk−p−jj +
k+1∑
j=2
(j + k)(j − 2p)Dk−jj−p.
We put j˜ = j − p in the last term, it gives
(j + k)(p+ k − j)+ (p+ k + j)(j − p)= (p+ k)(j + k −p),
thus, if k = p,
L˜p(Rk)= (p+ k)
k−p+1∑
j=2
(j + k − p)Dk−p−jj = (p+ k)Rk−p.
By direct computation, we prove that the first (Rk), k = 2,3,4,5, are identical with
13
6 ×Pk .
D22 = 6c4 − 5c22, L˜2
(
D22
)= 4D02 = 8c2,
D23 = 7c5 − 16c2c3, L˜3
(
D23
)= 5D−13 = 5c2,
D24 = 8c6 − 11c23 − 24c2c4 + 16c32, L˜4
(
D24
)= 0,
...
R2 = L˜2
(
D22
)+ L˜3(D23)= 13c2 = 136 P2,
D32 = 8c5 − 12c2c3, L˜2
(
D32
)= 5D12 = 20c3,
D33 = 9c6 + 10c32 − 20c2c4 − 9c23, L˜3
(
D33
)= 6D30 = 18c3,
D34 = 10c7 − 26c3c4 + 54c3c22 − 30c2c5, L˜4
(
D34
)= 7D−14 = 14c3,
D35 = 11c8 + 11c22c4 + 87c2c23 − 32c42 − 33c2c6 − 44c3c5 − 17c24, L˜5
(
D35
)= 0,
...
D3 = L˜2
(
D32
)+ L˜3(D33)+ L˜4(D34)= 52c3 = 136 P3,
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D42 = 10c6 − 14c2c4 − 6c23 + 4c32, L˜2
(
D42
)= 6D22 = 36c4 − 30c22,
D43 = 11c7 + 30c3c22 − 20c3c4 − 24c2c5, L˜3
(
D43
)= 7D13 = 7(5c4 − 6c22),
D44 = 12c8 − 36c2c6 − 30c3c5 − 14c24 + 60c22c4 + 54c2c23 − 21c42,
D54 = 13c9 − 38c4c5 + 176c2c3c4 + 81c22c5 − 142c32c3 − 39c2c7 − 52c3c6 + 34c33,
...
L˜4
(
D44
) = 8D04 = 8(4c4 − 6c22),
L˜5
(
D45
) = 9D−15 = 9(3c4 − 4c22),
...
R4 = L˜2
(
D42
)+ L˜3(D43)+ L˜4(D44)+ L˜5(D45)= 26(5c4 − 6c22)= 136 P4.
On the other hand, the relations L˜p(Rk) = (p + k)Rk−p for p < k determine the
polynomials, if we know the coefficient of the leading term ck to be equal to k3 − k, and
we know the first polynomials. This proves the Theorem. ✷
2.4. Differential forms on the quotient manifold S˜
We use the coordinates (cj )j2 on N of the previous Sections 2 and 3 (cj is
written for c˜j ). We define the (1,0)-forms (ψ−k)k2 dual to the vector fields (L˜k)k2
as follows:
d
[
σ(f )(z)
]=∑
k2
∂
∂ck
[
σ(f )(z)
]
dck =
∑
k2
L˜k
[
σ(f )(z)
]
ψ−k. (2.4.1)
For fixed k, we have ψ−k =∑j2 αjkdcj .
Definition. We say that a one-form ψ is homogeneous of degree k if
ψ =
∑
2jk
αjkdcj
and αjk are homogeneous polynomials of degree k − j in the variables c2, c3, . . . , ck−2.
Lemma. The (1,0)-forms (ψ−k)k2 dual to the vector fields (L˜k)k2 are given by:
ψ−k =
∑
2vk
Bk−vdcv with
1
σ(f )′(z)
=
∑
n0
Bnz
n, (2.4.2)
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ψ−2 = dc2, ψ−4 = dc4 − 3c2dc2,
ψ−3 = dc3, ψ−5 = dc5 +B2dc3 +B3dc2 = dc5 − 3c2dc3 − 4c3dc2,
ψ−6 = dc6 +B2dc4 +B3dc3 +B4dc2 = dc6 − 3c2dc4 − 4c3dc3 +
(
9c22 − 5c4
)
dc2,
...
or equivalently, for j  2, dcj = ψ−j + 3c2ψ−j+2 + 4c3ψ−j+3 + · · · . We have:
dPn = L˜2(Pn)ψ−2 + L˜3(Pn)ψ−3 + L˜4(Pn)ψ−4 + · · · + L˜n(Pn)ψ−n ∀n 2.
(2.4.3)
Proof. We write f (z) for σ(f )(z). Then
d
[
f (z)
]=∑
k2
∂
∂ck
[
f (z)
]
dck =
∑
k2
zk+1dck.
Let ψ−k =∑v2 αvkdcv . From
d
[
f (z)
]=∑
k2
zk+1f ′(z)dψ−k = f ′(z)
∑
k2
∑
v2
zk+1αvkdcv
we deduce that z1+v = f ′(z)∑k2 zk+1αvk . This yields
1
f ′(z)
=
∑
k2
zk−vαvk =
∑
u0
zuαv,u+v
with αvk = 0 if k < v and αv,v+u = Bu for u 0. This gives (2.4.2). Since the polynomial
Bu is homogeneous of degree u, the differential form ψ−k is homogeneous of degree k.
We deduce d[Sf (z)] =∑k2 L˜k[Sf (z)]ψ−k from (2.4.1) by exchanging the order of the
derivations ddz and ∂k , this yields (2.4.3). ✷
Remark. To the sequence of forms (ψ−k)k2, we can associate the double series with
|z|< |w|,
∑
k2
∑
2vk
Bk−vw1−vzk = z
2
σ(f )′(z)(w− z) . (2.4.4)
Extending the relations for forms on Diff(S1), see [1, (2.2.3), p. 637], to the differential
forms (ψ−k)k2 defined on N by (2.4.2), we obtain:
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Lemma. For k  2,dψ−k =−12
∑
2pk−2
(k − 2p)ψ−(k−p) ∧ψ−p. (2.4.5)
Proof. In (2.4.1), we write d[d[f (z)]] = 0. This gives:
0=
∑
k2
d
[
Lk
[
f (z)
]]
ψ−k +
∑
k2
Lk
[
f (z)
]
dψ−k. (2.4.6)
From (2.4.1), d[Lk[f (z)]] =∑j2 LjLk[f (z)]ψ−j . We replace in (2.4.6), it gives:
0=
∑
k2, j2
LjLk
[
f (z)
]
ψ−j ∧ψ−k +
∑
k2
Lk
[
f (z)
]
dψ−k. (2.4.7)
Exchanging j and k in the first sum of (2.4.7), we obtain:
0 =−
∑
k2, j2
LkLj
[
f (z)
]
ψ−j ∧ψ−k +
∑
k2
Lk
[
f (z)
]
dψ−k.
We add to (2.4.7), it gives:
0 =
∑
k2, j2
(LjLk −LkLj )
[
f (z)
]
ψ−j ∧ψ−k + 2
∑
k2
Lk
[
f (z)
]
dψ−k. (2.4.8)
Since LjLk −LkLj = (j − k)Lj+k , and Lk[f (z)] = z1+kf ′(z), we have:∑
k2, j2
(j − k)z1+j+kψ−j ∧ψ−k + 2
∑
u2
z1+udψ−u = 0. ✷ (2.4.9)
3. The coalescence of poles in generating functions
In this section (Section 3 below), we justify the Main Theorem of Section 2 by a residue
calculus.
3.1. The functions M(z,w), N(z,w) and G(z,w)
As in (2.2.4)–(2.2.5) Section 2, let f (z)= σ(f )(z). Because of the invariance property
(2.1.11)2, Section 2, we calculate with h(z) = 1/f (z). For p  2, L˜p[h(z)] = z1+ph′(z)
and
L˜1
[
h(z)
]= z2h′(z)+ 1, L˜0[h(z)]= zh′(z)+ h(z),
L˜−1
[
h(z)
]= h′(z)+ h(z)2 + 1
2
Sh(0), (3.1.1)
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where Sh is the Schwarzian derivative of h (Sh = Sf ).L˜p
[
Sh(z)
]= (p3 −p)zp−2 + z1+p d
dz
Sh(z)+ 2(1+ p)zpSh(z) ∀p  2
and
L˜1
[
Sh(z)
] = z2 d
dz
Sh(z)+ 4zSh(z), L˜0
[
Sh(z)
]= z d
dz
Sh(z)+ 2Sh(z),
L˜−1
[
Sh(z)
] = d
dz
Sh(z), L˜−2
[
Sh(z)
]= 1
z
d
dz
Sh(z)− 2
z2
Sh(z)+ 6
(
h′(z)2 − 1
z4
)
,
...
By (2.1.10) Section 2, we have:
wM(z,w) =
∑
s∈Z
L˜s
[
σ(f )(z)
]
w−s+1 =w3 f
′(w)2
f (w)3
· f (z)σ (f )(z)
2
f (w)− f (z)
= −w3h′(w) · h
′(w)
h(w)− h(z) · σ(f )(z)
2
=
∑
j2
∑
p−1
B
p
j z
j+1wp+1 − z
3σ(f )′(z)
z−w . (3.1.2)
The function M(z,w) depends on the section f˜ → σ(f ) of the quotient manifold S˜ . Let
h(z)= 1/f (z),
N(z,w)=
∑
s∈Z
L˜s
[
h(z)
]
w−s =−M(z,w)
f (z)2
=w2 h
′(w)2
h(w)− h(z) , (3.1.3)1
∑
s1
L˜s
[
h(z)
]
w−s =w2 h
′(w)2
h(w)− h(z) −
z3h′(z)
w(w− z) . (3.1.3)2
Both (3.1.3)1–(3.1.3)2 are invariant if we replace f by f/(1+ cf ). From (3.1.2) we deduce
that: ∑
s∈Z
L˜s
[
Sh(z)
]
w−s = 6w
2h′(w)2h′(z)2
(h(w)− h(z))4 , (3.1.4)1
∑
s2
L˜−s
[
Sh(z)
]
ws = 6w
2h′(w)2h′(z)2
(h(w)− h(z))4 −
6w2
(w− z)4 −
w2
w− z
d
dz
Sh(z)
− 2w
2
(w− z)2 Sh(z). (3.1.4)2
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With the asymptotic expansions in [4, (A.1.6)], it is not a big task to expand 1
(h(w)−h(z))4 inpowers of ε =w− z,
h′(w)2h′(z)2
(h(w)− h(z))4 =
1
ε4
+ 1
3ε2
Sh(z)+ 16εS
′
h(z)+
1
20
S′′h(z)+
11
180
Sh(z)
2
+
(
1
90
S′′′h (z)+
11
180
S′h(z)Sh(z)
)
ε+ · · ·
then with the technique of [6, p. 64], we make w→ z in (3.1.4)2, this gives:
lim
w→z
∑
s2
L˜−s
[
Sh(z)
]
ws = 3
10
z2S′′h(z)+
11
30
z2
(
Sh(z)
)2
. (3.1.4)3
If we replace Sh(z) by its asymptotic expansion in (3.1.4)3, we obtain:∑
2ku
L˜−k(Pu−k+2)
in terms of the (Pk)k2.
We find
L˜−2(P2)= 610P4 +
11
30
P22 , L˜−2(P3)+ L˜−3(P2)=
18
10
P5 + 2230P2P3, · · · .
For k −1, we have (0.9). The function (see (2.3.6) and (2.1.12) Section 2),
G(z,w) = w3 f
′(w)
f (w)2
× f
′(w)f (z)
f (w)(f (w)− f (z)) ×
f (z)2
f ′(z)
=wM(z,w)
f ′(z)
= w3 h
′(w)
h′(z)
· h
′(w)
h(w)− h(z) =
N(z,w)
h′(z)
=
∑
k−1
∑
j2
Dkj z
j+1wk+1 − z
3
z−w (3.1.5)
is invariant if we replace f by f/(1+ cf ).
3.2. Differential calculus on generating functions
For the invariant functions given in Section 2 (2.1.11)2, with h= 1/f , we have:
∑
s∈Z
L˜s
[
log
(
h′(ξ)
)]
w−s = w
2h′(w)2
(h(w)− h(ξ))2 ,
∑
s∈Z
L˜s
[
log
(
h(ξ)− h(z))]w−s = w2h′(w)2
(h(w)− h(ξ))(h(w)− h(z)) . (3.2.1)
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The first relation in (3.2.1) can be obtained from the second by taking the limit when ξ → z.
We deduce:
∑
s∈Z
L˜s
[
h′(ξ)
]
w−s = d
dξ
[
N(ξ,w)
]=w2 h′(w)2h′(ξ)
(h(w)− h(ξ))2 ,
∑
s∈Z
L˜s
[
f (z)2
f ′(z)
]
w−s =G(z,w) 1
h(w)− h(z) =−
w2f ′(w)2f (z)3
f (w)3f ′(z)(f (z)− f (w)) ,
∑
s∈Z
L˜s
[
h′(ξ)
h(ξ)− h(z)
]
w−s = w
2h′(w)2
h(w)− h(z) ·
h′(ξ)
(h(ξ)− h(w))2 ,
∑
s∈Z
L˜s
[
h′(ξ)h′(z)
(h(ξ)− h(z))2
]
w−s = w
2h′(w)2h′(ξ)h′(z)
(h(w)− h(ξ))2(h(w)− h(z))2 ,
∑
s−1
L˜s
[
h′(ξ)h′(z)
(h(ξ)− h(z))2
]
w−s =
(
w2
(w− ξ)2 −
w2
(w− z)2
)
h′(ξ)h′(z)
(h(ξ)− h(z))2
+
(
wξ
w− ξ
d
dξ
− wz
w− z
d
dz
)[
h′(ξ)h′(z)
(h(ξ)− h(z))2
]
,
∑
s,p∈Z
L˜s L˜p
[
ξ2Sh(ξ)
]
w−sz−p = 12ξ
2w2z2h′(z)2h′(w)2h′(ξ)2
(h(w)− h(ξ))2(h(ξ)− h(z))2(h(z)− h(w))2 .
(3.2.2)1
The following identities will also be useful, for p  2,
L˜p
[
h′(w)2
h(w)− h(z)
]
=
(
w1+p d
dw
+ z1+p d
dz
)[
h′(w)2
h(w)− h(z)
]
+ 2(1+ p)w
ph′(w)2
h(w)− h(z) ,∑
p2
L˜p
[
h′(w)2
h(w)− h(z)
]
ξ−p =
(
w3
ξ(ξ −w)
d
dw
+ z
3
ξ(ξ − z)
d
dz
)[
h′(w)2
h(w)− h(z)
]
+ 2w
2(3ξ − 2w)
ξ(ξ −w)2
h′(w)2
h(w)− h(z) . (3.2.2)2
The function
N˜(ξ, z,w) =
∑
s∈Z
L˜s
[
N(ξ, z)
]
w−s =
∑
s,p∈Z
L˜sL˜p
[
h(ξ)
]
z−pw−s
= z2w2 h
′(z)2h′(w)2
(h(w)− h(z))2
[
1
h(z)− h(ξ) +
1
h(w)− h(ξ)
]
(3.2.3)
is symmetric in the variables z, w. In the same way,
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∑
L˜s L˜pL˜k
[
h(ξ)
]
z−pw−s t−k = z2w2t2h′(z)2h′(w)2h′(t)2s,p,k∈Z
×
[
1
(h(t)− h(ξ))(h(z)− h(w))2
[
1
(h(t)− h(z))2 +
1
(h(t)− h(w))2
]
+ 1
(h(z)− h(ξ))(h(w)− h(t))2
[
1
(h(z)− h(w))2 +
1
(h(z)− h(t))2
]
+ 1
(h(w)− h(ξ))(h(t)− h(z))2
[
1
(h(w)− h(t))2 +
1
(h(w)− h(z))2
]]
(3.2.4)
is symmetric in the variables z, w, t .
Lemma. Let G˜(z, ξ,w)=∑s∈Z∑k−1∑j2 L˜s(Dkj )zj+1ξk+1w−s , then
G˜(z, ξ,w) =
∑
s∈Z
L˜s
[
G(z, ξ)
]
w−s =
∑
s∈Z
L˜s
[
N(z, ξ)
h′(z)
]
w−s
= ξ
2w2h′(ξ)2h′(w)2
h′(z)
[
1
(h(w)− h(ξ))2
(
1
h(ξ)− h(z) +
1
h(w)− h(z)
)
+ 1
(h(w)− h(z))2 ·
1
h(z)− h(ξ)
]
. (3.2.5)
Proof. From (3.2.2)–(3.2.3). ✷
Remark.
∑
s2 L˜−s L˜s [h(z)] is finite and
∑
s2 L˜s L˜−s [h(z)] is infinite (compare with [13,
(9.4.3), p. 184]).
Proof. From (2.3.1), L˜−s L˜s =∑j2 Dsj L˜j L˜s and see (2.3.1),
∑
s2
L˜−sL˜s
[
h(z)
] = ∑
s2, j2
Dsj L˜j L˜s
[
h(z)
]= ∑
s2,j2
Dsj z
1+s(z1+jh′(z))′
= d
dz
[ ∑
s2, j2
Dsjz
1+jh′(z)
]
ξ1+s |ξ=z
= d
dz
∣∣∣∣
ξ=z
(
K(z, ξ)h′(z)
)− [L˜−1L˜1 + L˜20 + L˜1L˜−1][h(z)]. (3.2.6)
Since
d
dz
∣∣∣∣
ξ=z
(
K(z, ξ)h′(z)
)= ( 3
z2
+ 3
z
h′′(z)
h′(z)
+ 2
3
Sh(z)+ 34
h′′(z)2
h′(z)2
)
z3h′(z),
450 H. Airault / J. Math. Pures Appl. 82 (2003) 425–455
we obtain that
∑
s2 L˜−s L˜s[h(z)] is finite. To study
∑
s2 L˜s L˜−s [h(z)], we can
use (2.3.2). ✷
3.3. The coalescence of poles and the traces
Definition. We put:
T1(z, ξ,w)= ξ
2h′(ξ)2h′(w)2
h′(z)
× 1
(h(w)− h(ξ))2 ×
1
h(ξ)− h(z) ,
T2(z, ξ,w)= ξ
2h′(ξ)2h′(w)2
h′(z)
× 1
(h(w)− h(ξ))2 ×
1
h(w)− h(z) ,
T3(z, ξ,w)= ξ
2h′(ξ)2h′(w)2
h′(z)
× 1
(h(w)− h(z))2 ×
1
h(z)− h(ξ) .
Then
G˜(z, ξ,w)=w2(T1(z, ξ,w)+ T2(z, ξ,w)+ T3(z, ξ,w)).
Formally, we have:
T (ξ,w)= G˜(z, ξ,w)|z=w =
∑
u∈Z
[ ∑
k−1
∑
j2
L˜j−u
(
Dkj
)
ξk+1
]
wu+1.
In the series T (ξ,w), we consider the coefficients
∑
k−1
∑
j2 L˜j−u(Dkj )ξk+1 of wu+1.
Formally,
∑
k−1
[∑
j2
L˜j
(
Dkj
)]
ξk+1 = 1
2iπ
∫
γ
T (ξ,w)
dw
w2
and from (2.3.9) Section 2,
∑
k2
[∑
j2
L˜j
(
Dkj
)]
ξk = 13
6
Sf (ξ)ξ
2.
However most of the coefficients of the series T (ξ,w) are infinite. For example, if we
consider the case u= 1 and k =−1, we have:∑
j2
L˜j−1
(
D−1j
)= L˜1(D−12 )+ L˜2(D−13 )+ L˜3(D−14 )+ · · · = 0+ 1+ 2+ 3+ · · ·
which diverge. For this reason, we shall proceed by a double residue calculus. The idea is
as follows. Formally, by Cauchy’s formula,
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T (ξ,w)= G˜(z, ξ,w)|z=w = 1
∫
G˜(z, ξ,w)
dz,2iπ
γ1
z−w
then formally, we have:
1
2iπ
∫
γ
T (ξ,w)
dw
w2
= 1
2iπ
· 1
2iπ
∫
γ
∫
γ1
G˜(z, ξ,w)
(z−w)w2 dzdw.
We exchange the order of integration, as
∫
γ
∫
γ1
G˜(z, ξ,w)
(z−w)w2 dzdw =
∫
γ1
∫
γ
G˜(z, ξ,w)
(z−w)w2 dw dz
and the calculation of the second integral gives the desired result, we have:
Theorem. Let
H(z, ξ)= 1
2iπ
∫
γ
G˜(z, ξ,w)
(z−w)w2 dw and E(ξ)=
1
2iπ
∫
γ1
H(z, ξ)dz,
then E(ξ)=− 136 ξ2Sh(ξ) where Sh is the Schwarzian derivative of h.
Proof. First, we calculate H(z, ξ) by the residue method. We have:
G˜(z, ξ,w)
(z−w)w2 =
1
z−w ×
[(
T1(z, ξ,w)+ T2(z, ξ,w)+ T3(z, ξ,w)
)]
.
Since w = z is a simple pole for the function w→ 1
z−wT1(z, ξ,w), we have:
RT1 = residue |w=z
[
1
z−wT1(z, ξ,w)
]
= ξ
2h′(ξ)2h′(z)
(h(z)− h(ξ))3 .
In the case of T2, the function w→ 1z−wT2(z, ξ,w) has a pole of order 2 at z, we need to
expand
h′(w)2
(h(w)− h(ξ))2(h(w)− h(z))
in powers of ε =w− z, we have:
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1
h(w)− h(z) =
1
εh′(z)
[
1− 1
2
h′′
h′
(z)ε− 1
6
Sh(z)ε
2 + · · ·
]
,h′(w)2
(h(w)− h(ξ))2 =
h′(z)2
(h(z)− h(ξ))2 ×
[
1+
(
2
h′′
h′
(z)− 2 h
′(z)
h(z)− h(ξ)
)
ε + · · ·
]
,
thus
h′(w)2
(h(w)− h(ξ))2(h(w)− h(z))
= h
′(z)
ε(h(z)− h(ξ))2 ×
[
1+
(
3
2
h′′
h′
(z)− 2 h
′(z)
h(z)− h(ξ)
)
ε+ · · ·
]
.
This gives
RT2 = residue |w=z
[
1
z−wT2(z, ξ,w)
]
= − ξ
2h′(ξ)2
(h(z)− h(ξ))2 ×
[
3
2
h′′
h′
(z)− 2 h
′(z)
h(z)− h(ξ)
]
.
The function w→ 1
z−wT3(z, ξ,w) has a pole of order 3 at z, we have:
h′(w)2
(h(w)− h(z))2 =
1
ε2
[
1+ h
′′
h′
(z)ε+
(
h′′′
h′
(z)− 3
4
h′′(z)2
h′(z)2
− 1
3
Sh(z)
)
ε2 + · · ·
]
.
This yields
RT3 = residue |w=z
[
1
z−wT3(z, ξ,w)
]
= − ξ
2h′(ξ)2
h′(z)(h(z)− h(ξ)) ×
[
h′′′
h′ (z)−
3
4
h′′(z)2
h′(z)2
− 1
3
Sh(z)
]
.
We add the 3 residues, it gives:
H(z, ξ)=RT1 +RT2 +RT3 =
3ξ2h′(ξ)2h′(z)
(h(z)− h(ξ))3 −
3
2
ξ2h′(ξ)2h′′(z)
h′(z)(h(ξ)− h(z))2
− ξ
2h′(ξ)2
h′(z)(h(z)− h(ξ))
[
3
4
h′′(z)2
h′(z)2
+ 2
3
Sh(z)
]
,
We put:
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r1(z, ξ)= 3ξ
2h′(ξ)2h′(z)
3 , r2(z, ξ)=−
3 ξ2h′(ξ)2h′′(z)
′ 2 ,(h(z)− h(ξ)) 2 h (z)(h(ξ)− h(z))
r3(z, ξ)=− ξ
2h′(ξ)2
h′(z)(h(z)− h(ξ))
[
3
4
h′′(z)2
h′(z)2
+ 2
3
Sh(z)
]
.
Now, we have to calculate the residue at ξ of the function z→H(z, ξ) with
H(z, ξ)= r1(z, ξ)+ r2(z, ξ)+ r3(z, ξ).
The function z→ r3(z, ξ) has a simple pole at ξ , we obtain immediately:
r3 = residue |z=ξ r3(z, ξ)=−ξ2
[
3
4
h′′(ξ)2
h′(ξ)2
+ 2
3
Sh(ξ)
]
.
For r1(z, ξ), we have:
3ξ2h′(ξ)2h′(z)
(h(z)− h(ξ))3 =
3ξ2
ε3
[
1− 3
2
h′′
h′
(ξ)ε +
(
3
4
h′′(ξ)2
h′(ξ)2
− 1
2
Sh(ξ)
)
ε2 + · · ·
]
×
[
1+ h
′′
h′
(ξ)ε+ h
′′′(ξ)
h′(ξ)
ε2
2
+ · · ·
]
this gives:
r1 = residue |z=ξ r1(z, ξ)= 3ξ2
[
1
2
h′′′
h′
(ξ)− 3
2
h′′(ξ)2
h′(ξ)2
+ 3
4
h′′(ξ)2
h′(ξ)2
− 1
2
Sh(ξ)
]
= 0.
For r2(z, ξ),
3
2
ξ2h′(ξ)2h′′(z)
h′(z)(h(ξ)− h(z))2 =
3
2
ξ2h′(ξ)2h′′(ξ)
ε2h′(ξ)3
×
[
1+ h
′′′(ξ)
h′′(ξ)
ε+ · · ·
]
×
[
1− h
′′(ξ)
h′(ξ)
ε+ · · ·
]
×
[
1− h
′′(ξ)
h′(ξ)
ε+ · · ·
]
= 3
2
ξ2h′′(ξ)
ε2h′(ξ)
×
[
1+
(
h′′′(ξ)
h′′(ξ)
− 2h
′′(ξ)
h′(ξ)
)
ε+ · · ·
]
.
This gives
r2 = residue |z=ξ r2(z, ξ)=−32ξ
2
[
h′′′
h′
(ξ)− 2h
′′(ξ)2
h′(ξ)2
]
.
Finally,
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E(ξ) = r1 + r2 + r3 =−ξ2
[
2
Sh(ξ)+ 3 h
′′(ξ)2
′ 2 + 0+
3 h′′′
′ (ξ)− 3
h′′(ξ)2
′ 2
]
3 4 h (ξ) 2 h h (ξ)
= −ξ2
(
2
3
Sh(ξ)+ 32Sh(ξ)
)
=−13
6
ξ2Sh(ξ).
This ends the proof. ✷
4. Unitarizing measures onN
In [9], the existence of invariant probability measures on a real manifold has been
related to an estimate on the Ricci curvature. In the following, we see how the knowledge
of (Rk)k2 is related to an integration by parts formula for the unitarizing measure µ
on N . Assume that the unitarizing measure µ is absolutely continuous with respect to the
“infinite-dimensional Lebesgue measure dv”, and let H(c2, c2, . . .) be the density. See [5]
and [3]. Since in the expression of the operators L˜1 and L˜−1, the coefficients of ∂/∂cn
do not depend upon cn, we obtain, after integration by parts, with any function F with
compact support,
∫ [(
L˜1 − L˜−1
)
F
] ·H dv = ∫ F (L˜1 − L˜−1 )(H)dv = 0,
and the density H is a solution of (L˜1 − L˜−1)(H)= 0.
Lemma. Let µ be a probability measure on N . Assume that for any k  2,
divµ(L˜k − L˜−k)= αPk , where α is a constant independent of k. Assume that the measure
µ is absolutely continuous with respect to the “infinite-dimensional Lebesgue measure
dv”, and let H(c˜2, c˜2, . . .) be the density, then
(
L˜k − L˜−k
)
(H)=
(
13
6
− α
)
Pk.
Proof. For any n  2, the coefficient of ∂/∂cn in L˜j does not depend upon cn, and
L˜−k =∑j2 Dkj L˜j . Thus
−
∫
divµ
(
L˜k − L˜−k
)
FHdv =
∫ [(
L˜k − L˜−k
)
F
]
Hdv =
∫ [(
L˜k −
∑
j2
Dkj L˜j
)
F
]
Hdv
=−
∫
F
(
L˜k − L˜−k
)
Hdv+
∫ [∑
j2
L˜j
(
Dkj
)]
FHdv. ✷
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