ABSTRACT. We continue our exercises with the universal R-matrix based on the Khoroshkin and Tolstoy formula. Here we present our results for the case of the twisted affine Kac-Moody Lie algebra of type A (2) 2 . Our interest in this case is inspired by the fact that the Tzitzéica equation is associated with A 1 . The fundamental spin-chain Hamiltonian is constructed systematically as the logarithmic derivative of the transfer matrix. L-operators of two types are obtained by using q-deformed oscillators.
INTRODUCTION
The Izergin-Korepin model [14] was introduced as a quantum integrable model related to a classical integrable system described by the nonlinear differential equation
for a function F of two independent variables. Although it was introduced for the first time by Tzitzéica within the framework of differential geometry, this equation is mostly known as the Dodd-Bullough-Mikhailov or Jiber-Mikhailov-Shabat model, since it was investigated later in the context of the theory of solitons and general aspects of classical integrability. It is also known that this equation is a particular case of the Toda equations associated with twisted loop groups [24, 25] . Here the affine group of type A (2) 2 plays the role of the underlying symmetry group, which for the sine-Gordon equation takes the simplest affine group of type A (1) 1 .
To a certain extent, the model under consideration has features reminiscent of both, the so-called sl 3 and sl 2 , cases: on one hand it is related to a three-dimensional matrix representation, while, on the other hand, the infinite-dimensional part of the whole representation should correspond to only one scalar field entering the integrable equation written above, and therefore we expect that a single copy of the q-deformed oscillator algebra will be sufficient to describe L-and Q-operators.
We work in the spirit and use notations of [5] , continuing our exercises with the universal R-matrix based on the remarkable formula presented by Khoroshkin and Tolstoy [18, 19, 30] . After reproducing the R-matrix of the Izergin-Korepin model, we construct two types of the L-operators using a q-deformed oscillator algebra. In the case under consideration these L-operators turn out to be related by a similarity transformation. A similar relation holds for the R-matrix as well. We also discuss various (anti)automorphisms generating new L-operators from given ones. The L-operators can then be used for the subsequent construction of Q-operators encoding the information about the spectrum of the quantum integrable system under consideration.
The problem of the calculation of the eigenvalues of the transfer-matrix for the Izergin-Korepin model was studied in [26] . An algebraic Bethe ansatz solution of this model was constructed in [27, 29] . This consideration was extended in [23, 22] to the case of open boundary conditions.
GENERATORS AND ROOTS
Let A = (a ij ) i,j=0,1 be the generalized Cartan matrix of type A Before proceeding to the universal R-matrix, let us first describe the structure of the Kac-Moody algebra g ′ (A), enveloping algebra U(g ′ (A)) and its quantum deformation U¯h(g ′ (A)). In accordance with the general construction, see, for example, the books [17, 10] , the twisted affine Lie algebra g ′ (A) is generated by the elements h i , e i , f i , i = 0, 1, with the defining relations (ad e i ) 1−a ij (e j ) = 0, (ad f i ) 1−a ij ( f j ) = 0, (2.4) satisfied for all distinct i and j. We denote the linear span of the generators h i by h ′ (A) and its dual space by h ′ * (A). The vector space h ′ (A) is the Cartan subalgebra of g ′ (A), and we have the decomposition
where for any γ ∈ h ′ * (A) we denote
The elements of △(A) are roots, and g ′ (A) γ is the root space of γ whose nonzero elements are root vectors.
The generators e i are evidently root vectors. We denote the corresponding roots by α i . These are simple roots. Any other root is a linear combination of simple roots with integer coefficients all of which are either non-negative or non-positive. In the former case we have a positive root and in the latter a negative one. In particular, the generators f i are root vectors corresponding to the negative roots −α i . One has △(A) = △ + (A) ⊔ △ − (A), where △ + (A) is the set of positive roots and △ − (A) = −△ + (A).
The symmetrized Cartan matrix A S determines a symmetric bilinear form on h ′ * (A) by the equality
It is convenient to denote
It can be shown that the set of the positive roots is
see, for example, the book [10] . All root spaces corresponding to positive and negative roots are one-dimensional. Choosing a root vector for each root and adding the Cartan generators h i we obtain a Cartan basis of g ′ (A).
The enveloping algebra U(g ′ (A)) is defined as the unital associative algebra with generators h i , e i , f i and with the same relations (2.1)-(2.4) as g ′ (A). Here we can rewrite the Serre relations (2.4) as
The Lie algebra g ′ (A) can be naturally considered as a subspace of U(g ′ (A)), and a Cartan basis of g ′ (A) as any of its bases generates a Poincaré-Birkhoff-Witt basis of U(g ′ (A)).
Leth be an indeterminate and q = exph. In accordance with the general definition, see, for example, the book [11] , the quantum deformation of U(g ′ (A)), the quantum group U¯h(g ′ (A)), is the topological C[[h]]-algebra generated by six elements h i , e i , f i , i = 0, 1, with the defining relations
satisfied for all i and j, and the Serre relations
satisfied for all distinct i and j. Here we have introduced the q-binomial coefficients
It is clear that the relations (2.7)-(2.9) are deformations of the relations (2.1)-(2.3), and the quantum Serre relations (2.10), (2.11) are deformations of the Serre relations (2.5), (2.6). Khoroshkin and Tolstoy use a slightly different definition of a quantum group [30, 19] . We come to this definition using the rescaling of the generators
After this, the defining relations (2.7)-(2.9) take the form 14) while the Serre relations (2.10) and (2.11) preserve their form. Below we work in terms of the rescaled generators. Note that the element c = h 0 + 2h 1 belongs to the center of U¯h(g ′ (A)). It is convenient to assume that the definition of U¯h(g ′ (A)) includes an additional relation
This allows us to use for the case of the quantum groups U¯h(g ′ (A)) the KhoroshkinTolstoy formula for the universal R-matrix valid for quantum groups U¯h(g(A)) just putting there c = 0. The quantum group U¯h(g ′ (A)) is a topological Hopf C[[h]]-algebra with correspondingly defined comultiplication, counit and antipode, see, for example, the book [11] .
Associate now with each root from the infinite root system △(A) a corresponding root vector. We denote the root vector corresponding to a positive root γ by e γ , and the root vector corresponding to a negative root −γ by f γ . Let us start with the simple positive roots and put where the q-deformed commutator is defined as
for any two roots γ and γ ′ from the root system △ + (A). These relations allow us to construct the root vectors corresponding to all the roots from the set △ + (A). In fact, the expression for the universal R-matrix given by Khoroshkin and Tolstoy [30] contains the root vectors e mδ related to the root vectors e ′ mδ by the equality
To complete the set of root vectors we need to construct root vectors for negative roots from the system △ − (A). We do it using the rule
for any γ ∈ △ + (A). Here ω is the Cartan anti-involution defined on the generators by the relations (2.20) supplied with the rule ω(h) = −h implying that ω(q) = q −1 . Note that we use such normalization of the root vectors that for any γ = mδ we have
It appears that, as in the case of U(g ′ (A)), the root vectors corresponding to all roots from △(A) together with the Cartan generators h i generate a Poincaré-Birkhoff-Witt basis of U¯h(g ′ (A)).
UNIVERSAL R-MATRIX
We consider the case of a quasi-triangular Hopf algebra, see, for example, [11] . The corresponding universal R-matrix R satisfies the Yang-Baxter equation
and serves as basic object for the construction and investigation of integrable models. In particular, let for any ζ ∈ C × a representation ϕ ζ of U¯h(g ′ (A)) be given. Then the parameter dependent R-matrix 2 We use primed notation for the root vectors corresponding to the roots mδ because we redefine them below.
satisfies the Yang-Baxter equation of the form
Usually, one chooses the representation in such a way that R(ζ 1 |ζ 2 ) depends only on combination
2 . This allows one to introduce the R-matrix R(z) depending on a single parameter, so that
2 ). Now the Yang-Baxter equation takes its original form
Here and below we use the notation ζ ij = ζ i ζ −1
j . An explicit construction of the universal R-matrix for quantum groups was proposed by Khoroshkin and Tolstoy [30] . For the case under consideration it looks as follows [19] .
First of all, we have to choose a normal ordering [21, 1] 
Gathering, we can write
where γ = α, 2α. Another ordering is the reverse to this one. Now we have all the ingredients needed to construct the universal R-matrix. According to Khoroshkin and Tolstoy, it has the form R = R ≺δ R ∼δ R ≻δ K.
The first factor is the product of the q-exponentials
where γ = α, 2α, m ∈ Z ≥0 . Here we use the notation
and understand the q-exponential as the series
The order of the factors in R ≺δ coincides with the chosen normal order of the roots γ + mδ. The second factor is
where
Note here that [e α+mδ , e nδ ] q = b n e α+(m+n)δ , as it used to be for the untwisted case [19] . The factor R ≻δ is the product of the qexponentials
where γ = α, 2α and m ∈ Z ≥0 . The order of the factors in R ≻δ coincides with the chosen normal order of the roots (δ − γ) + mδ. Finally, for the factor K we have the expression
FINITE-DIMENSIONAL REPRESENTATION
Given ζ ∈ C × , define the three-dimensional representation ϕ ζ of the quantum group U¯h(g ′ (A) by the relations
where s i , i = 0, 1 are some integers, i = 0, 1, and the 3 × 3 matrix units E ij are defined as (E ij ) mn = δ im δ jn . The basic property following from this definition and used in what follows is given by the relation
If we have an expression for ϕ ζ (a), where a ∈ U¯h(g ′ (A)), in order to obtain the expression for ϕ ζ (ω(a)), we should simply take the transpose of ϕ ζ (a), also changing the deformation and spectral parameters as q to q −1 and ζ to ζ −1 . We denote this operation by Ω 3 , where the index corresponds to the rank of the matrix it acts on. We will use similar operations for matrices of different ranks. Now, using the recursive relations for the higher root vectors as given above and equations (4.1)-(4.3), we obtain
where m = 0, 1, 2, . . .. For the primed positive imaginary root vectors we have the following expressions:
This allows us to pass to unprimed quantities via the relation
The corresponding expressions for the unprimed generators f mδ can be found then by applying the Cartan anti-involution. After some calculations we find
where m runs over the set of all positive integers.
R-MATRIX
In this section, we construct the R-matrix corresponding to the representation ϕ ζ defined in the previous section. As usual, the most cumbersome part of the calculations is about the factor ϕ ζ 1 ⊗ ϕ ζ 2 (R ∼δ ). We obtain the following diagonal matrix:
A useful property of the transcendental function λ is that
Further, using equations (4.4), (4.5) and (4.8), (4.9) we see that ϕ ζ 1 ⊗ ϕ ζ 2 (R α, m ) commute with ϕ ζ 1 ⊗ ϕ ζ 2 (R 2α, n ) for any m and n, where R α, m and R 2α, n are factors in R ≺δ corresponding to the roots α + mδ and 2α + (2n + 1)δ, respectively. Similarly, using equations (4.6), (4.7) and (4.10), (4.11) we see that
for any m and n. Here R δ−2α, m and R δ−α, n are factors present in R ≻δ corresponding to the roots δ − 2α + 2mδ and δ − α + nδ, respectively. Therefore, we can rearrange the factors entering ϕ ζ 1 ⊗ ϕ ζ 2 (R ≺δ ) in the definition of the universal R-matrix, so that the factors corresponding to the roots α + mδ will come first, and then come the factors corresponding to the roots 2α + (2m + 1)δ. Similarly, we can rearrange the factors entering ϕ ζ 1 ⊗ ϕ ζ 2 (R ≻δ ) in the definition of the universal R-matrix in such a way that the factors corresponding to the roots δ − 2α + 2mδ come first, and only then come the factors corresponding to the roots δ − α + mδ. The same useful rearrangement turns out to be also valid for the matter of constructing the L-operators.
Hence, in the case under consideration we can write
where the factors entering this definition are given by the expressions
and
Using the expressions for
, we obtain by the respective matrix multiplication
For the simplest part of the calculations, the last factor in the definition of the universal R-matrix, we find the following diagonal matrix
Now, multiplying all the factors in the given order, we finally obtain
Here we use the notations
Choosing s 0 = 1, s 1 = 0 we recover the R-matrix presented in [19] . To compare with the original result of [14] , one should apply certain similarity transformation and also adjust the respective parametrization, see, for example, [20, 23] . Here we have that
and we take into account that we have
The explicit matrix form of the R-matrix for the considered representation is given in Figure 1 . It is clear, in particular, that diagonalizing this matrix means an independent diagonalization of two its 2 × 2 sub-matrices with ρ and one 3 × 3 block with σ. Here we obtain three different eigenvalues {q,
The R-matrices corresponding to different values of s = s 0 + 2s 1 and s 1 are related by a change of the spectral parameter and a gauge transformation [9, 5] . In the case 4 Compare with the untwisted case associated with A (1) 2 , where one has only two different eigenvalues {1,
under consideration we have the following relation:
and ζ 12 denotes the ratio ζ 1 /ζ 2 . Note finally that the expression for the R-matrix remarkably factorizes. Indeed, the expression for the universal R-matrix can be written as
Observing that the relation
holds in the case under consideration, we can thus write
where we have denoted the upper-triangular, diagonal and lower-triangular factors as 
respectively. Here we also have the Cartan anti-involution relations
THE SPIN-CHAIN HAMILTONIAN
The transfer-matrix of the system based on N sites is given by the relation
where the string of R 0k (ζ/ξ k ) acts in V 0 ⊗ V 1 ⊗ . . . ⊗ V N and the trace is taken over V 0 in the given representation. The corresponding Hamiltonian is defined by the formula
where T(ζ) = T(ζ|1, . . . , 1), and allows one to obtain the ground-state energy of the system, see, for example, [31, 32] . Direct calculations show that the Hamiltonian in the case under consideration is a sum of four terms,
,
, 6 Also a certain twist operator can be introduced in the definition of the transfer-matrix corresponding to specific boundary conditions.
in the standard notation, with s i fixed as s 0 = 1, s 1 = 0.
Recall that for the untwisted case, i. e. the system associated with A
n−1 , we have the Hamiltonian also expressed in terms of the respective matrix units,
In the best studied cases, n = 2 and n = 3, the Hamiltonian can be represented by means of the generators of the 1st fundamental representation of the corresponding finite-dimensional algebras, A 1 and A 2 , respectively,
Here we kept the boundary terms and the constant terms. Now, comparing these expressions with what we have obtained for the twisted A (2) 2 case, we see that the Hamiltonian of the system under consideration is the sum of two pure A
1 -type systems' Hamiltonians H (12) and H (23) , related to the indices (12) and (23), one more somewhat shifted A (1) 1 -type system's Hamiltonian H (31) , and an essentially A (2) 2 addition presented explicitly by the part H (123) . Here, we cannot express the Hamiltonian H in terms of matrices representing the algebra generators, which is in contrast with the untwisted cases.
L-OPERATORS IN q-OSCILLATOR REPRESENTATION
A useful object to investigate the properties of an integrable system is the corresponding Q-operator. According to the modern approach, it is constructed as the trace of some monodromy type operator constructed, in turn, from an L-operator. Here the L-operator is obtained by taking one of the factors of the universal R-matrix in an infinite-dimensional representation. Usually, it is some q-oscillator representation [4, 2, 5] .
In the case under consideration, R is an element of the tensor product of the Borel subalgebras of the quantum group U¯h(g ′ (A)), and thus we have
The two Borel subalgebras here are unital associative algebras generated by the elements h i , e i and h i , f i respectively. To construct an L-operator it therefore suffices to have representations of the Borel subalgebras.
Resolving the Serre relations.
In this section we construct L-operators based on the q-deformed oscillator algebra defined as an associative algebra Osc¯h with generators a, a † and D subject to the relations
The transformations
form a two-parametric group of automorphisms of Osc¯h. One can use these transformations to obtain different L-operators, however, the trace used in the definition of Q-operators is invariant with respect to the action of this automorphism group [4, 7] .
To construct L-operators we have to consider representations χ ζ and ψ ζ of U¯h(b ′ + (A)) and U¯h(b ′ − (A)), respectively, in addition to the representation ϕ ζ already described in section 3. Slightly more abstractly, we will use homomorphisms χ ζ and ψ ζ of U¯h(b ′ + (A)) and U¯h(b ′ − (A)) to Osc¯h. It is easy to switch to representations, when necessary, using the well known representations of Osc¯h.
By an L-operator of typeL we denote an element of Osc¯h ⊗ End(
Here, we have assumed that the homomorphisms χ ζ and ϕ ζ are such that they result in an L-operator depending only on ζ 12 = ζ 1 /ζ 2 . It follows from the Yang-Baxter equation (3.1) that the L-operators of typeL should satisfy the equation
As an L-operator of typeĽ we define an element of End( 7 Instead of the naturally q-deformed oscillators, defined by the relations [
we use slightly different objects used earlier in [6, 7, 8] . The latter are related with the former as
assuming again that the homomorphisms ψ ζ and ϕ ζ are such that they result in a dependence on the ratio ζ 1 /ζ 2 . Using the Yang-Baxter equation (3.1) we derive the following equation for the L-operators of typeĽ:
In terms of the matricesR andŘ defined by means of the matrix of the permutation operator P 12 asR 4) equations (7.2) and (7.3) take the formŝ
respectively, where ⊠ means a generalization of the Kronecker product to the matrices with arbitrary algebra-valued entries [11, 5] .
Remember that the Borel subalgebra U¯h(b ′ + (A)) is generated by the elements h i , e i , while the dual Borel subalgebra U¯h(b ′ − (A)) is generated by h i , f i , i = 0, 1. Here, the corresponding Serre relations (2.10), (2.11) 
with free parameters µ 0 , µ 1 and ν. The ζ-dependent homomorphism χ ζ can be defined by the same procedure used earlier for the homomorphism ϕ ζ . Here, changing the parameter µ 0 we always change the coefficient at ζ s . Note that the parameters µ 0 , µ 1 , ν can be freely changed by the transformations (7.1). Analogously, to satisfy the defining relations of U¯h(b ′ − (A)), meaning also the corresponding Serre relations, we use the homomorphism ψ defined by the equations
where µ 0 , µ 1 and ν are again free parameters. The ζ-dependent homomorphism ψ ζ can be defined by the same procedure used earlier for the homomorphism ϕ ζ . Changing the parameter µ 0 we always change the coefficient at ζ s , and the parameters µ 0 , µ 1 , ν can be freely changed by the transformations (7.1). In both cases, the L-operators corresponding to different values of µ 0 , µ 1 and ν are equivalent.
L-operators of typeL.
Thus, to construct L-operators of typeL we use the homomorphism χ ζ from U¯h(b ′ + (A)) to Osc¯h defined by the following relations:
This corresponds to the choice of the free parameters µ 0 = (q
The higher root vectors are defined according to the recursive relations (2.15)-(2.19). Applying the homomorphism χ ζ we subsequently obtain
where the quantities b m are given explicitly by (3.5) . Taking also the expression for ϕ ζ ( f mδ ) from equation (4.15) we obtain for the image of the factor R ∼δ the following expression:
The simplest part of the calculations is, as usual, given by the operator K. In our case it is represented by a diagonal matrix of the form
As we already did for the R-matrix in section 5, we can rearrange the factors entering χ ζ 1 ⊗ ϕ ζ 2 (R ≺δ ) in the definition of the universal R-matrix in such a way that the factors corresponding to the roots α + mδ come first, and only then come the factors corresponding to the roots 2α + (2m + 1)δ. Similarly, concerning the factor χ ζ 1 ⊗ ϕ ζ 2 (R ≻δ ), we rearrange the factors entering there in such a way that the ones corresponding to the roots δ − 2α + 2mδ come first, and finally come those ones corresponding to δ − α + mδ.
Altogether, the relations derived in Appendix B allow us to write down expressions corresponding to the factors R ≺δ = R α R 2α and R ≻δ = R δ−2α R δ−α . We obtain
As above, also in what follows the more convenient combination of the integers s = s 0 + 2s 1 and s 1 will be used instead of the initial ones, s 0 and s 1 .
Multiplying the above presented factors in the given order, R ≺δ R ∼δ R ≻δ K, we finally obtain the L-operator. According to our terminology, the corresponding object is called an L-operator of typeL, and therefore, we will use the respective notation. In matrix form we havê
We have the following relation between the L-operators with arbitrary values of the parameters and fixed ones:
where the matrix G(ζ) was defined earlier by (5.2), while the mapping γ ζ , ζ ∈ C × , is defined by the relations
It means, in particular, that the Q-operators based on L-operators with different values of s and s 1 are related by a change of the spectral parameters and a similarity transformation. Applying toL the automorphism σ generated by the transformation
we obtain another L-operator of typeL,
, and we have used the notation
Note also that an object similar toL ′ σ was used in [12] in attempts to describe socalled defects in affine Toda field theory. 
Using the Cartan anti-involution we obtain from the recursive relations (2.15)-(2.19) recursive relations for the higher root vectors spanning the whole U¯h(b ′ − (A)). Performing the whole procedure in the same way as in the preceding subsection, we obtain the following matrix form of the L-operator of typeĽ:
Here, to bring the scalar factor to the given simple form, we have used the relation e −λ(q 4 ζ)
following from the basic equation (5.1) for the function λ. For the L-operators of typě L we have the following relation:
Now, comparing the explicit forms of the L-operators of the typeL andĽ we see that they are related asĽ
where J is the 3 × 3 skew-diagonal unit matrix. 9 Besides, for the matricesR andŘ introduced by equation (7.4) , we obtain the following relation:
Also the inverse of the L-operator of typeL at ζ −1 should be an L-operator of typě L. Explicitly we haveL
where we have denoteď
And again, using equation (7.7) one can simplify the form of the scalar factor atĽ ′ . −1 ) ) is an L-operator of typeĽ, and vice versa, ifĽ(ζ) is an L-operator of typeĽ, then τ(Ľ(ζ −1 )) is an Loperator of typeL, where τ means the anti-involution of the q-oscillator algebra Osc¯h defined by the relations
Note finally that, ifL(ζ) is an L-operator of typeL, then τ(L(ζ
Besides, applying toĽ the automorphism σ described in the preceding sub-section, one can obtain another L-operator of typeĽ.
CONCLUDING REMARKS
We have constructed the R-matrix for the twisted Kac-Moody algebra of type A
2 , that is given by the universal R-matrix under the action of a twisted evaluation homomorphism. That latter allowed us to bring the dual Borel subalgebras to a finitedimensional matrix representation. We have found an expression for the respective spin-chain Hamiltonian. We have also constructed L-operators realizing one of the Borel subalgebras in the q-deformed oscillator algebra.
We have seen, in particular, that the R-matrix and L-operators have two points of degeneracy in this twisted case in contrast to the earlier considered untwisted cases where we had only one such a point.
Recall that one usually considers a useful decomposition of the R-matrix in the form
0 , where the non-degenerate matrix R 0 does not depend on the spectral parameter z. Instead, taking, for simplicity s 0 = 1, s 1 = 0, so that s = 1, we will have another relation,
where the upper-triangular matrices r 0 and r 1 do not depend on ζ and the scalar prefactor Λ is a rational function subject to the condition
Here we explicitly have
We have also constructed L-operators of two types,L andĽ, in the q-oscillator representation. They satisfy Yang-Baxter equations with the R-matricesR andŘ, respectively. Here, the L-operators and R-matrices of different types are related by similarity transformations.
The L-operators allow for the decomposition of the usual form ζL + − ζ −1 L − , where the constituents L + and L − are presented by non-degenerate matrices. The latter differs from the untwisted case, where one of such two parts, L + or L − , turned out to be degenerate [5] . However, to find also for the L-operators a decomposition similar to what we have for the R-matrix, one needs to define an analogue of the Cartan anti-involution in the q-oscillator algebra.
An interesting and quite non-trivial question in a lattice model is about continuum analogues of any monodromy type matrices. In a reasonable classical limit one should anticipate that the corresponding objects, in terms of suitable phase space variables, would have certain fundamental Poisson brackets with the classical r-matrix. This problem, in a somewhat reversed form, was formulated in the pioneering papers on the quantum inverse scattering method, see, for example, [28, 15] . And also in our case it will be the matter of further investigation.
Another special question concerns the quasi-classical limit. If we evaluate our Loperators naively ath → 0, where q → 1 and ζ → 1, we obtain a rather meaningless degenerate matrix. Instead, we could follow an idea exploited e. g. in [3] and first renormalize the L-operators by means of certain linear transformation. Let us consider L(ζ) of section 7.2 with fixed s = 2, s 1 = 0 and change there ζ 2 by −ζ 2 for convenience. Performing now the transformation
we rewrite the transformed L-operator in terms of the naturally q-deformed oscillators 10 N , b and b † and use the parametrization q = e¯h and ζ = e¯h z . Then, in the limit h → 0 we haveL
One can treat the obtained matrixL c (z) as a local quantum Lax operator for the quasiclassical limit of the Izergin-Korepin model. The objects constructed in this work will be used in future work to develop the method of functional relations including the transfer matrix and Baxter's Q-operators for the quantum integrable system considered here. Note that to obtain functional relations one can also use an approach based on the notion of fundamental modules over the Borel subalgebras of the quantum algebras [13, 16] , allowing one to avoid explicit forms of the L-operators.
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APPENDIX A. CALCULATING THE R-MATRIX
The calculation of the factors ϕ ζ 1 ⊗ ϕ ζ 2 (R 2α ) and ϕ ζ 1 ⊗ ϕ ζ 2 (R δ−2α ) belongs obviously to the simplest part of the work, since, due to the relation
the infinite products in the corresponding expressions reduce to simple infinite geometric series. Indeed, we have
where I stands for the 9 × 9 unit matrix. Then we easily perform the summation in the expression above and obtain
Similarly, for the factor R δ−2α we obtain
This allows us to write down the expression
The most complicated part of our calculations concerns the factors R α and R δ−α . This is due to the fact that the images of the generators in the corresponding exponentials are now nilpotent of degree three. Hence, we need to take into account terms quadratic in such generators,
while all higher order terms vanish. Here, for convenience, we have used the notation
where ϕ ζ 1 (e α+mδ ) and ϕ ζ 2 ( f α+mδ ) are explicitly given above. The infinite product in the expression for ϕ ζ 1 ⊗ ϕ ζ 2 (R α ) can be rewritten as the following infinite sum: 
we obtain
We have the same situation with the factor R δ−α . Here we have to carry out the expression
where now we have denoted
with ϕ ζ 1 (e δ−α+mδ ) and ϕ ζ 2 ( f δ−α+mδ ) given in the preceding section. Again, we rewrite the infinite product in the expression for ϕ ζ 1 ⊗ ϕ ζ 2 (R δ−α ) as an infinite sum,
After some calculations, 
