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Introdution Générale
La simulation numérique onsiste à résoudre des équations de manière appro-
hée. La mise en équation représente l'étape de modélisation de phénomènes phy-
siques, de proessus biologiques, de réations himiques, d'évolutions éonomiques,
et. Dans ette thèse, nous nous intéresserons partiulièrement aux équations issues
de la modélisation de uides. Ces équations sont en général trop omplexes pour être
résolues de manière analytique, sauf dans des as très simples. La simulation numé-
rique permettra don d'obtenir une solution approhée du problème qu'on herhe à
résoudre. En eet, la solution exate vit a priori dans un espae de dimension innie
et le passage au problème approhé revient à se ramener à un problème plus faile,
de dimension nie. La qualité de la solution approhée dépendra fortement de deux
hoix : il faudra d'une part onstruire et espae de dimension nie qu'on appelle
l'espae d'approximation et d'autre part trouver un algorithme qui permette de sé-
letionner un élément de et espae en tant que solution approhée, e qu'on nomme
le shéma numérique. Plus l'espae d'approximation est grand, plus la résolution
du problème approhé prendra de temps. On mesure la taille de et espae par sa
dimension, qu'on appelle, en langage de numériien, le nombre de degrés de liberté
ou le nombre d'inonnues. On herhe don à avoir un espae le plus petit possible,
mais ontenant la meilleure approximation de la solution possible. Autrement dit,
pour un nombre de degré de liberté donné, on herhe à les utiliser de la meilleure
manière possible.
Plusieurs sortes de shémas numériques existent, mais nous nous plaerons uni-
quement dans le adre  assez large  des éléments nis généralisés, qui ont l'avan-
tage de s'appuyer sur une théorie mathématique solide, e qui permet de mieux les
omprendre.
La famille des problèmes auxquels nous nous intéressons sont les problèmes où
l'évolution d'un uide est dominée par l'advetion mais où les eets visqueux ne
sont pas négligeables. Des exemples typiques sont les équations de Navier-Stokes ou
l'équation d'advetion-diusion. À ause de la faiblesse des eets visqueux omparés
aux eets de l'advetion, es équations sont diiles à résoudre numériquement
et requièrent des traitements spéiques, en partiulier lorsqu'une ouhe limite
se développe. Il s'agit d'une région très étroite omparée à la taille du domaine
de alul, mais d'importane ruiale pour la qualité de la solution. La diulté
provient du fait que sur un espae très restreint, la solution subit de fortes variations.
Les approhes lassiques visant à lever les diultés liées aux ouhes limites
onsistent prinipalement à mettre beauoup de degrés de liberté dans la ouhe
limite, soit en ranant le maillage sur lequel est onstruit l'espae d'approximation,
soit en augmentant le degré des polynmes utilisés.
Nous souhaitons explorer une troisième approhe qui permettra d'utiliser les
degrés de liberté supplémentaires à meilleur esient. Il s'agira d'enrihir l'espae
d'approximation ave des fontions onstruites pour tenir ompte d'informations
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sur la solution et palier ainsi aux mauvaises propriétés d'interpolation des espaes
lassiques.
Ce manusrit est organisé de la façon suivante. Nous présentons d'abord le
ontexte des problèmes dominés pas l'advetion et en partiulier le phénomène qui
nous intéresse ii, les ouhes limites. Le deuxième hapitre présente la méthode des
éléments nis de manière très lassique, en donnant quelques résultats théoriques
ainsi que les hoix tehnologiques que nous avons fait à e niveau (notamment la
stabilisation). Le hapitre qui suit donne un aperçu des diérentes méthodes d'en-
rihissement. L'aent est mis sur leurs appliations aux problèmes dominés par
l'advetion. Après es hapitres plutt introdutifs, nous rentrons dans le ÷ur de
notre travail, à savoir le développement d'un algorithme d'enrihissement adapta-
tif. De nombreuses simulations sont onduites pour démontrer l'intérêt de notre
approhe sur des équations simples, puis sur un problème de Navier-Stokes. Nous
proposons également une utilisation de notre algorithme pour réduire le oût d'une
boule d'adaptation en p. Le inquième hapitre aborde le problème de l'enrihis-
sement des shémas distribuant le résidu. Enn, un ourt hapitre est dédié aux
pistes que nous avons pour traiter des problèmes instationnaires. Les remarques de
onlusion et une bibliographie des référenes itées terminent e manusrit.
En termes de diusion sientique, e travail a été l'objet d'un exposé lors de
l'ICIAM 2011 à Vanouver [3℄. Deux artiles ont également été aeptés à IJNMF,
l'un portant sur le traitement des termes visqueux dans les shémas RD [2℄,[1℄,
et l'autre exposant notre algorithme d'enrihissement adaptatif [5℄,[4℄. Ce travail
s'insrit dans le adre de l'équipe assoiée AQUARIUS entre l'INRIA et l'université
de Stanford, qui a donné lieu à un séjour de reherhe au sein du groupe de reherhe
du professeur Farhat à l'automne 2011.
Cette thèse est soutenue et nanée par l'ERC Advaned Grant n
◦
226316 AD-
DECCO.
Notations
Divers
Ω . . . domaine de alul, sous ensemble de Rn
∂Ω . . . frontière de Ω
x, y, z . . . variables d'espae
X . . . veteur de oordonnées en 2D ou 3D
∂xu . . . derivée de u en x
∂αu . . . derivées de u d'ordre |α| où α est un multi-indie
Navier-Stokes
ρ . . . densité
u . . . vitesse du uide
p . . . pression
Espaes fontionnels
Lq(Ω) . . . espae des fontions dont la puissane d'exposant q
est sommable sur Ω au sens de Lebesgue
W
|α|
q (Ω) . . . espae de Sobolev des fontions dont les derivées k-ièmes,
où k ≤ |α|, sont dans Lq(Ω)
H1(Ω) . . . W 12 (Ω)
H10 (Ω) . . . espae des fontions de H
1(Ω) de trae nulle sur ∂Ω
Pour le maillage
Th . . . maillage
ns . . . nombre de sommets du maillage
na . . . nombre d'arêtes du maillage
ne . . . nombre d'éléments du maillage
Espaes disrets
Vh . . . espae d'approximation onstruit sur un maillage Th
V kp . . . espae des fontions ontinues et polynmiales de degré k
sur haque élément de Th
Ve . . . espae engendré par les fontions d'enrihissement

Chapitre 1
Contexte : problèmes dominés par
l'advetion
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1.1 Introdution
Sans trop rentrer dans les détails physiques, nous allons parler ii de e qui mo-
tive ette thèse, 'est à dire les équations modèles que l'on herhe à résoudre et
les diultés qui leurs sont propres. Les équations dominées par l'advetion sont
utilisées pour modéliser des problèmes de méanique des uides. Nous nous inté-
ressons uniquement aux modèles présentant une  faible  visosité. Une diulté
aratéristique de e type de problème est l'apparition d'un phénomène de ouhe
limite qui a motivé le travail présenté dans ette thèse.
1.2 Les équations modèles
Nous présentons dans ette setion les trois équations modèles qui ont servi à la
réalisation de tous nos as tests, de la plus simple à la plus ompliquée. Le domaine
de alul est noté Ω.
1.2.1 Advetion-diusion
Une équation d'advetion-diusion linéaire stationnaire s'érit sous la forme
∇ · (λu)−∇ · (K∇u) = f, dans Ω,
à quoi il faut ajouter des onditions au bord. Ii λ est une fontion de Ω dans Rn,
K est une matrie n× n et f est un terme soure.
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Lorsque le nombre de Pélet, ‖λ‖/‖K‖ est grand, ela signie que la partie ad-
vetive domine. C'est une équation très utilisée, notamment pare que sa simpliité
permet une bonne ompréhension mathématique.
Dans nos tests, nous onsidérerons uniquement le as où λ est onstante sur tout
Ω et K = εId. L'équation peut alors se réérire :
λ · ∇u− ε∆u = f, dans Ω.
Pour que e problème soit bien posé, il faut alors ajouter des onditions au
bord. Le as qui nous intéresse est elui où une ondition de Dirihlet inhomogène
est imposée sur tout le bord ∂Ω. Une famille de solutions au problème homogène
(f = 0) est donnée par
u(X) = exp
(
β ·X
ε
)
,
où β vérie la relation λ · β = |β|2. On imposera don que la restrition de u à ∂Ω
soit de ette forme. Cei nous permet de onnaître la solution exate au problème
et don de aluler l'erreur (L2, L1, L∞, . . . ) ommise par un shéma et de aluler
des ourbes de onvergene expérimentales.
1.2.2 Burgers
L'équation de Burgers visqueuse est une équation dont le terme d'advetion est
non linéaire. Le terme de diusion est le même que pour l'équation d'advetion-
diusion. Ii, nous ne onsidérons que le as de l'équation instationnaire 1D :
∂tu+ ∂x
u2
2
− ε∂2xu = 0, dans Ω = [0, 1]x × [0, 1]t.
En onsidérant le temps omme une variable d'espae, on peut alors la reformuler
omme un problème d'advetion-diusion non-linéaire 2D :
∇ · λ(u)−∇ · (K∇u) = 0,
où
λ(u) =
(
u2
2
u
)
et K =
(
ε 0
0 0
)
.
À ause de la dérivée en temps, une solution initiale doit être onnue à t = 0. D'autre
part, à un instant t donné, à ause de la dérivée seonde en x, il faut spéier une
ondition au bord à x = 0 et x = 1. Autrement dit, nous imposons des onditions
de Dirihlet sur Γ, une partie de ∂Ω dénie par
Γ = {0, 1}x × [0, 1]t ∪ [0, 1]x × {0}t.
La fontion
u(x, t) = b− a tanh
(
a(x− bt)
2ε
)
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est solution de l'équation de Burgers, pour des paramètres quelonques a et b. Lors
des as tests, nous imposerons don omme ondition au bord que la restrition de
u à Γ soit de ette forme.
On peut interpréter ette solution omme un ho visqueux d'amplitude a et de
vitesse b. Ou enore omme une ouhe limite interne. Le paramètre ε détermine la
raideur de ette ouhe limite.
1.2.3 Navier-Stokes
Les équations de Navier-Stokes permettent de modéliser un uide newtonien en
faisant l'hypothèse que e uide est un milieu ontinu qui satisfait aux équations de
onservation de la masse, de la quantité de mouvement et de l'énergie. Notons ρ la
densité, u = (u, v) la vitesse (2D), p la pression, et E l'énergie totale. Les équations
de Navier-Stokes ompressibles érites sous forme onservative sont alors
∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) = ∇ · σ,
∂t(ρE) +∇ · (ρEu) = ∇ · (σu)−∇ · q,
où σ = τ − pId est le tenseur des ontraintes, τ est le tenseur des ontraintes
visqueuses, et q est le ux de haleur.
On peut aussi réérire es équations sous forme primitive :
∂tρ+ u · ∇ρ+ ρ∇ · u = 0,
∂tu + u · ∇u + 1
ρ
∇p = 1
ρ
∇ · τ,
∂tp+ u · ∇p+ γp∇ · u = (γ − 1)(τ · ∇u−∇ · q).
Le tenseur des ontraintes visqueuses τ s'érit
τ = λ(∇ · u)I + µ(∇u + (∇u)T)
où µ et λ sont des oeients de visosité. Nous faisons l'hypothèse de Stokes que
λ = −2
3
µ.
Par ailleurs nous faisons l'hypothèse que le ux de haleur q soit
q = − µ
Pr(γ − 1)∇
(
γ
p
ρ
)2
,
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où Pr est le nombre de Prandtl, relié à γ par
Pr =
4γ
9γ − 5 .
Enn, γ est donné par
γ =
5
3
(gaz monoatomique) ou
7
5
(gaz diatomique).
Le système sous forme primitive est ainsi bien déni. Pour plus d'informations
sur es équations, le leteur peut se référer, par exemple, à [Masatsuka 2009℄. Nous
nous intéressons ii uniquement au as stationnaire, 'est à dire que la solution vérie
∂tρ = 0,
∂tu = 0,
∂tp = 0.
Une telle solution n'existe pas toujours, mais nous nous limiterons à des problèmes
dont on sait que 'est le as, en partiulier au as d'un NACA0012 dans un éoule-
ment uniforme. Pour être omplets, il nous faut enore parler brièvement des ondi-
tions au bord.
Sur la paroi du NACA, une ondition de paroi adhérente en imposée, 'est à dire
u = 0. Sur le bord extérieur du domaine, il faudrait théoriquement distinguer la
partie où s'applique une ondition de ux entrant de elle où s'applique une ondition
de ux sortant à la manière d'un ux de Steger-Warming. Ii, nous prenons une
approhe plus simple. Nous supposons que le domaine est assez grand par rapport
à la taille du NACA et imposons des onditions uniformes à l'inni :
ρ = ρ∞,
u = u∞,
p = p∞.
1.3 Phénomène de ouhe limite
Pour ette introdution sur les ouhes limites, nous reprenons quelques élé-
ments exposés plus en détails dans le très omplet livre [Shlihting 2000℄. Pour une
meilleur ompréhension mathématique des ouhes limites, le leteur peut égale-
ment se référer à [Métivier 2004℄. Une approhe un peu plus pratique de e phéno-
mène, y ompris lorsqu'il s'agit de le simuler numériquement est développée dans
[Cousteix 2006℄.
Pendant longtemps, l'aérodynamique faisait fae à un problème onnu sous le
nom de paradoxe de D'Alembert. Celui-i stipule qu'un solide en mouvement uni-
forme subsonique dans un uide non visqueux ne doit pas subir de trainée. En
d'autres termes, les équations d'Euler utilisées en aérodynamique ne peuvent pas
rendre ompte de la trainée, qui a pourtant un impat important sur l'éoulement
1.3. Phénomène de 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Fig. 1.1  Solution exate de l'équation d'advetion-diusion 1D : u′−εu′′ = 1 ave
u(0) = 0, u(1) = 2 et ε = 10−2.
total. Cei justie l'usage du modèle Navier-Stokes, même pour des uides aussi peu
visqueux que l'air.
Au début du XXe sièle, les travaux de Ludwig Prandtl ont montré qu'en fait,
l'éoulement autour d'un obstale pouvait se déomposer en deux régions. Une région
très ne autour de l'obstale appelée ouhe limite dans laquelle l'éoulement est
elui d'un uide visqueux inompressible, et le hamp lointain pour lequel la visosité
peut être négligée.
Cette ouhe limite, bien que très ne par rapport au domaine total, est à l'ori-
gine de la trainée. Il est don essentiel de bien la résoudre pour que la solution
obtenue ait un omportement physique.
Elle se développe autour des parois où une ondition de paroi adhérente (u = 0)
est imposée, e qui est le as lorsqu'on herhe à aluler l'éoulement d'un uide
autour d'un objet en mouvement uniforme.
Même dans le as très simple d'une équation d'advetion-diusion 1D
u′ − εu′′ = 1,
une ouhe limite peut apparaître. La gure 1.1 montre lairement que la solution
se omporte de manière très diérente prohe du bord droit et dans le reste du
domaine. La roissane exponentielle de la solution à l'approhe du point x = 1 est
aratéristique d'un phénomène de ouhe limite.
Pour obtenir une approximation de la ouhe limite autour d'un prol d'aile
en 2D, on peut utiliser la méthode des panneaux [Drela 1989℄. Celle-i permet de
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se ramener à la résolution d'un problème 1D, et donne de bons résultats. Cette
méthode est implémentée dans le logiiel Xfoil [Drela 2007℄.
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2.1 Introdution
Ce hapitre présente le adre lassique de la méthode des éléments nis. C'est
une méthode très utilisée, et don la théorie est partiulièrement développée, e qui
permet d'avoir des résultats d'existene et d'uniité ainsi que d'ordre théorique de
onvergene. Outre les aspets théoriques (setion 2.2), la setion 2.3 traite de pro-
blèmes plus pratiques et explique omment on onstruit les espaes d'approximation.
La setion 2.4 parle suintement de la stabilisation des shémas.
2.2 Aspets théoriques
Dans ette setion, nous énonçons des résultats onnus de la théorie des éléments
nis, qui nous serviront par la suite. Les référenes sont données au leteur intéressé
par plus de détails.
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2.2.1 Formulation variationnelle
On herhe à résoudre une équation aux dérivées partielles dans un domaine
Ω ⊂ Rn de frontière ∂Ω susamment régulière. Considérons d'abord une équation
d'advetion-diusion ave ondition au bord de Dirihlet homogène :{
λ · ∇u− ε∆u = f dans Ω,
u = 0 sur Γ = ∂Ω,
(2.1)
ave λ dans Rn et ε > 0. On suppose pour l'instant que u est susamment régulière
pour que es équations aient un sens. On multiplie la première équation de (2.1) par
une fontion quelonque v et on intègre sur Ω :∫
Ω
vλ · ∇u− ε
∫
Ω
v∆u =
∫
Ω
fv
On utilise ensuite la formule de Green sur le terme en ∆u, e qui nous donne∫
Ω
vλ · ∇u+ ε
∫
Ω
∇v · ∇u− ε
∫
Γ
v∇u · n =
∫
Ω
fv (2.2)
Cette équation a du sens lorsque u et v sont dans H1(Ω) et f dans L2(Ω). Comme on
veut vérier la ondition au bord de Dirihlet homogène, il est ohérent de prendre
u et v dans H10 (Ω). En utilisant le fait que la trae de v sur Γ est nulle, on obtient
enn la formulation faible : trouver u dans H10 tel que∫
Ω
vλ · ∇u+ ε
∫
Ω
∇v · ∇u =
∫
Ω
fv, ∀v ∈ H10 . (2.3)
Le membre de gauhe de (2.3) est une forme bilinéaire qu'on note a ∈ L(H1×H1,R),
le membre de droite est une forme linéaire en v qu'on note, par abus de notation,
f ∈ L(H1,R). On peut don réérire (2.3) sous la forme
a(u, v) = f(v), ∀v ∈ H10 . (2.4)
Considérons maintenant un problème de Dirihlet inhomogène :{
λ · ∇u− ε∆u = f dans Ω,
u = uD sur Γ = ∂Ω.
(2.5)
De même qu'avant, on obtient l'équation (2.2). A partir de là, on déompose u en
deux parties, u = u˜+u0 ave u0 dans H
1
0 et u˜ dans H
1
telle que u˜ = uD sur Γ. Une
telle fontion u˜ existe dès que uD appartient à H
1
2 (Γ). On suppose que la fontion
u˜ puisse être onstruite a priori. Il ne nous reste don plus qu'à trouver u0 dans H
1
0
tel que
a(u0, v) = f(v)− a(u˜, v), ∀v ∈ H10 . (2.6)
Quitte à modier la dénition de f(v), l'équation (2.6) peut être mise sous la forme
(2.4).
De manière générale, soient V et H deux espaes de Hilbert et une appliation
a : V × H 7→ R. On parle de formulation variationnelle dès qu'on doit trouver u
dans V qui vérie
a(u, v) = f(v), ∀v ∈ H.
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2.2.2 Problème bien posé
On dit d'un problème qu'il est bien posé s'il admet une unique solution qui
dépend ontinument des données. Pour déterminer si un problème en formulation
variationnelle est bien posé, nous disposons du théorème de Ne£as que nous repre-
nons de [Ern 2002℄, p 79 et 86. Le leteur est invité à se référer à e livre pour y
trouver la démonstration.
Théorème 2.2.1 (Théorème de Ne£as). Soient H et V deux espaes de Hilbert et
a ∈ L(V ×H,R) et f ∈ H ′. On herhe u dans V tel que
a(u, v) = f(v), ∀v ∈ H.
Ce problème est bien posé, si et seulement si :
 il existe une onstante α > 0 telle que
inf
w∈V
sup
v∈H
a(w, v)
‖w‖V ‖v‖H ≥ α,
 et on a
∀v ∈ H, (∀w ∈ V, a(w, v) = 0)⇒ (v = 0).
Sous es onditions, on a l'estimation
∀f ∈ H ′, ‖u‖V ≤ 1
α
‖f‖H′ .
Malheureusement, il ne sut pas de vérier les hypothèses du théorème de Ne£as
et que Vh ⊂ V et Hh ⊂ H pour que le problème soit bien posé au niveau disret.
On peut, par ontre, formuler un théorème de Ne£as disret.
Théorème 2.2.2 (Théorème de Ne£as disret). Supposons les hypothèses du théo-
rème de Ne£as vériées et soient Vh ⊂ V et Hh ⊂ H deux espaes de même dimen-
sion (nie). Supposons, de plus, qu'il existe une onstante αh >0 telle que
inf
wh∈Vh
sup
vh∈Hh
a(wh, vh)
‖wh‖V ‖vh‖H ≥ αh,
alors il existe un unique uh dans Vh tel que
a(uh, vh) = f(vh), ∀vh ∈ Hh.
2.2.3 Estimation d'erreur
L'erreur qu'on ommet en herhant à résoudre une équation à l'aide d'un shéma
numérique se déompose en plusieurs parties qui proviennent des diérentes auses :
 l'erreur d'arrondi,
 l'erreur du shéma,
 l'erreur d'interpolation,
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L'erreur d'arrondi provient de la représentation en mahine des nombres réels. Sur
un ordinateur, la préision est néessairement limitée. Il en résulte une erreur qui
est, au mieux, égale à la préision mahine, 'est à dire de l'ordre de 10−16 sur un
ordinateur atuel en double préision ou 10−8 en simple préision. Cei a de très
importantes réperussions sur la qualité d'une solution numérique. Par exemple, un
système linéaire qui est mathématiquement inversible, mais mal onditionné, peut
devenir insoluble pour un ordinateur ou générer des solutions inadéquates.
Nous nous intéresserons ii uniquement à la partie liée au shéma. Considérons
que l'on dispose d'un espae d'approximation Vh. Notons u la solution exate du
problème qu'on herhe à résoudre, et uh la solution approhée dans Vh. L'erreur
totale est alors ‖u− uh‖V .
Théorème 2.2.3 (Relation d'orthogonalité de Garlerkin et lemme de Céa). Sup-
posons que les hypothèses de Ne£as et Ne£as disret soient vériées. On a alors
∀vh ∈ Hh, a(u− uh, vh) = 0,
et il en déoule que
‖u− uh‖V ≤
(
1 +
‖a‖
αh
)
inf
wh∈Vh
‖u− wh‖V . (2.7)
Pour la preuve, voir [Ern 2002℄ p. 90.
Cette inégalité est intéressante pare qu'elle permet de ontrler l'erreur d'ap-
proximation par l'erreur d'interpolation, voir 2.3.5.
Remarque 2.2.4. Le paramètre h, omme nous le verrons dans la setion suivante,
aratérise la nesse du maillage. Les bons shémas numériques doivent éviter que
le rapport ‖a‖/αh n'explose lorsque h → 0. C'est en partiulier le as si on peut
avoir un α0 > 0 tel que pour tout h, αh ≥ α0.
Exemple 2.2.5. Le fait qu'il existe un tel α0 > 0 n'est pas automatique. Citons
l'exemple d'une équation d'advetion 1D : u′ = f sur l'intervalle [0, 1] ave pour
ondition au bord u(0) = 0. Déoupons et intervalle en ne sous-intervalles Ii de
taille h et dénissons les espaes Hh et Vh tels que
Hh = Vh =
{
vh ∈ C0([0, 1]) | v|Ii ∈ P 1(Ii), ∀1 ≤ i ≤ ne et vh(0) = 0
}
Pour et exemple, il l est démontré dans [Ern 2002℄, p. 196-199, que
√
2
8
h ≤ αh ≤ 4
√
3h.
Le problème est don bien posé, mais la majoration de l'erreur totale par l'erreur
d'interpolation n'est pas optimale.
Les méthodes de stabilisation de type SUPG, que nous verrons à la setion 2.4
peuvent être vues omme un remède à e problème.
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Fig. 2.1  A gauhe, un maillage non onforme de triangles. A droite un maillage
onforme.
2.3 Disrétisation et espaes d'approximation
La disrétisation onsiste à passer d'un problème de dimension innie à un pro-
blème de dimension nie traitable par un ordinateur. La plupart des méthodes de
disrétisation les plus utilisées requièrent l'utilisation d'un maillage sur lequel sera
onstruit l'espae d'approximation. Nous nous intéressons uniquement aux espaes
polynmiaux de Lagrange, mais la méthode des éléments nis peut être utilisée pour
bien d'autres espaes, voir [Ern 2002℄ p. 40 et suivantes.
2.3.1 Maillage
Soit Ω un ouvert onnexe borné de Rn de frontière ∂Ω susamment régulière
(par exemple C1 par moreaux), notre domaine de alul. Créer un maillage onsiste
à se donner un ensemble ni Th de fermés Ti qui forme une partition de la fermeture
de Ω telle que Ti∩Tj soit d'intérieur vide pour tout i diérent de j. L'indie h désigne
une taille aratéristique du maillage, par exemple la taille de la plus grande arête.
Nous nous restreignons aux as où les Ti sont des polygones en 2D ou des po-
lyhèdres en 3D. Nous imposons, de plus, que le maillage soit onforme, 'est à dire
que l'intersetion de Ti et de Tj pour i et j quelonque est
 soit vide,
 soit un sommet ommun à Ti et à Tj ,
 soit une arête ommune,
 soit une fae ommune (en 3D),
 soit Ti = Tj .
En partiulier, nous nous intéressons au as où haque élément Ti est l'image
d'un simplexe par une appliation ane. En 2D il s'agit de mailler par des triangles.
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L'intérêt de tels maillages est qu'on peut réer des maillages non struturés de
manière automatique, et proéder simplement à de l'adaptation de maillage (voir à
e sujet [Frey 2005℄ et le mailleur bamg [Heht 2002℄), même dans le as de problèmes
instationnaires où le maillage doit évoluer dans le temps, voir [Dobrzynski 2008℄.
On note ns le nombre de sommets du maillage et pour 1 ≤ i ≤ ns, les points
Xi ∈ Rn sont les sommets du maillage.
2.3.2 Espaes polynomiaux de Lagrange de degré 1
Un fois donné un maillage Th, il nous faut onstruire un espae d'approximation.
Plaçons nous dans le as d'un maillage onforme de triangles (2D) ou de tétraèdres
(3D). Considérons l'espae V 1p (Ω) des fontions ontinues et linéaires sur haque
élément de Th :
V 1p (Ω) =
{
v ∈ C0(Ω) | v|T ∈ P 1(T ) ∀T ∈ Th
}
.
Pour alléger la notation et lorsque le ontexte est susamment lair, on note simple-
ment V 1p ou même Vp à la plae de V
1
p (Ω). On l'appelle souvent l'espae des éléments
nis P 1 ou simplement P 1. A haque sommet Xi, est assoiée une fontion Ni qui
est dénie de manière unique par Ni ∈ V 1p et Ni(Xj) = δi,j où δi,j est le symbole de
Kroneker déni par
δi,j =
{
1 si j = i,
0 sinon.
Les fontions Ni forment une base V 1p . Soit v une fontion quelonque de V 1p . On
peut déomposer v de manière unique dans la base des Ni et érire
v =
ns∑
i=1
viNi
où les vi sont des salaires.
2.3.3 Espaes d'ordre supérieur
On peut augmenter le degré de l'espae polynmial : on note V kp (Ω) l'espae des
fontions ontinues sur Ω et polynmiales de degré k ≥ 1 sur haque élément de Th :
V kp (Ω) =
{
v ∈ C0(Ω) | v|T ∈ P k(T ) ∀T ∈ Th
}
.
On veut, omment dans le paragraphe préédent, onstruire une base de V kp . Pour
ela, nous allons rajouter des points au maillage.
Pour passer à un espae P 2, il faut en eet rajouter les milieux des arêtes. Les
degrés de liberté sont don les sommets du maillage et les milieux des arêtes, voir
la gure 2.2 en 2D. Soit na le nombre d'arêtes. On doit numéroter les points milieu
Xi+ns pour i de 1 à na. Les fontions de base Ni pour i ompris entre 1 et na + ns
sont alors dénies de manière similaire au as P 1. En eet, à haque point Xi, on
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Fig. 2.2  Degrés de liberté sur un triangle. À gauhe, pour un espae P 1, au milieu
pour P 2 et à droite pour P 3.
assoie la fontion Ni dans V kp telle que pour tous i et j ompris entre 1 et na+ns,
Ni(Xj) = δi,j .
De la même manière, pour onstruire l'espae V 3p , on a besoin des points situés
aux deux-tiers/un-tier de haque arête et du baryentre de haque élément. En 3D,
on a aussi besoin des baryentres de haque fae. On peut, omme ela, onstruire
des espaes polynmiaux pour k aussi grand qu'on veut.
2.3.4 Dimension des espaes V
k
p
Connaître la dimension des espaes polynmiaux est important pare qu'elle
nous donnera la taille des systèmes à résoudre. Considérons d'abord l'espae V 1p . Sa
dimension est simplement le nombre de sommets ns. Considérons un maillage 2D
de triangle. Soit nb le nombre d'arêtes au bord. On peut dénombrer les arêtes :
na =
3ne + nb
2
.
Sur un maillage régulier d'un domaine arré, on a nb =
√
2ne, nous hoisissons don
de négliger e terme. La relation d'Euler nous donne,
ns − na + ne = 1.
On obtient alors, asymptotiquement, que
2ns ≈ ne, et 3ns ≈ na.
On veut maintenant aluler la dimension d'un espae V 2p en 2D. Les inonnues
sont les sommets et les milieux des arêtes, il y a don ns+na inonnues. En utilisant
les relations donnée plus haut, on trouve
dim(V 2p ) = 4ns.
Les dimensions des espaes V kp en 2D sont résumées dans le tableau 2.1.
Plus généralement, on peut estimer asymptotiquement la dimension des espaes
V kp en fontion du degré k et de la dimension n par
dim(V kp ) = k
nns.
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k dim(V kp )
1 ns ≈ ns
2 ns + na ≈ 4ns
3 ns + 2na + ne ≈ 9ns
4 ns + 3na + 3ne ≈ 16ns
k ns + (k − 1)na + (k−2)(k−1)2 ne ≈ k2ns
Tab. 2.1  Dimension des espaes V kp en 2D.
H
H
H
H
H
H
k
n
1 2 3
1 ns ns ns
2 2ns 4ns 8ns
3 3ns 9ns 27ns
4 4ns 16ns 64ns
5 5ns 25ns 125ns
Tab. 2.2  Nombre de degré de liberté de V kp .
Le tableau 2.2 montre l'explosion du nombre de degré de liberté des espaes V kp .
L'intérêt d'augmenter le degré des polynmes utilisés sera plus lair après la leture
de la setion 2.3.5.
2.3.5 Erreur d'interpolation
On s'intéresse, dans ette setion, à majorer le terme infw∈Vh ‖u − w‖V qui
apparaît dans (2.7). Soit Vh = V
k
p (Ω) notre espae d'approximation. Soit q un réel
vériant 1 ≤ q ≤ ∞ et tel que l'inégalité k + 1− n
q
> 0 soit vraie. Supposons que u
soit susamment régulière. Plus préisément, supposons que u soit dans l'espae de
Sobolev W k+1q (Ω). On peut alors ontrler l'erreur d'interpolation et son gradient
en norme Lq, 'est à dire la norme de l'erreur en norme W sq où s est 0 ou 1, par
la semi-norme W k+1q de u. En d'autre termes, il existe une onstante C > 0 qui ne
dépend que de Ω et telle que
inf
w∈V kp
‖u− w‖W sq ≤ Chk+1−s|u|Wk+1q .
Pour la démonstration, voir [Brenner 2002℄. Pour améliorer la préision du shéma,
nous herherons don à agir sur l'espae d'approximation an de faire baisser le
produit C|u|
Wk+1q
, voir setion 4.5.
2.3.6 Perte d'ordre dans la ouhe limite
Dans les ouhes limites, on observe en général que l'ordre théorique de onver-
gene des shémas n'est pas atteint. Essayons de omprendre un peu e qu'il se
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passe. Considérons un problème d'advetion-diusion 1D :

u′ − εu′′ = 0 dans [0, 1],
u(0) = exp(−1/ε),
u(1) = 1.
(2.8)
Ce problème admet bien une ouhe limite près du bord x = 1, puisque la solution
exate est simplement
u(x) = exp
(
(x− 1)
ε
)
.
Notons h la taille de la dernière maille (à droite) et uh l'interpolée de Lagrange de
u sur V 1p ([0, 1]) (en partiulier, on a u(xi) = uh(xi)). Comme u est onvexe, on a
u(x) ≤ uh(x) sur tout l'intervalle [0, 1]. L'erreur d'interpolation en norme L1 est
don e1 =
∫
[0,1] uh − u. Nous allons onsidérer uniquement l'erreur générée par la
dernière maille :
e1 ≥
∫
[1−h,1]
uh − u.
Supposons que ε est très petit devant h. En première approximation, on peut
alors dire que uh(1 − h) ≈ 0 et que
∫
[1−h,1] u est négligeable. L'erreur L
1
est don
de l'ordre de
h
2 , d'où la perte d'ordre.
Cei n'est pas susant pour expliquer les pertes d'ordre observées en pratique
lorsque ε est de l'ordre de h, il nous faut don faire un alul plus détaillé.
e1 ≥
∫
[1−h,1]
uh − u
=
h
2
(1 + e−
h
ε ) + ε(e−
h
ε − 1)
Si on reprend l'hypothèse que ε est de l'ordre de h, nous avons bien montrée que
l'erreur est de l'ordre de h, et pas h2 ! La onvergene est retrouvée ave l'ordre
optimal lorsque le maillage devient susamment n (et que h est petit par rapport
à ε). En norme L2, la perte est enore plus importante.
Dans la pratique, nous utiliserons souvent e as test en version 2D, pour lequel
e raisonnement reste valable.
2.3.7 Mise sous forme matriielle
Soit Vh notre espae d'approximation et {φi} une base de Vh. Toute fontion v
de Vh s'érit alors de manière unique omme
v =
∑
i
viφi.
Exemple 2.3.1. Si Vh = V
k
p , les fontions Ni forment une base de Vh et v ∈ Vh
s'érit v =
∑
i viφi. De plus, on a la propriété intéressante que v(Xi) = vi.
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Le problème qu'on veut résoudre, a(u, v) = f(v), se résume alors à herher des
salaires uj tels que
a

∑
j
ujφj , φi

 = f(φi), ∀φi.
Lorsque a est linéaire, ela revient alors à résoudre un système de la forme
AU = F,
où
Aij = a(φj , φi), Ui = ui, Fi = f(φi).
Remarque 2.3.2. Si la ondition au bord est une ondition de type Dirihlet non
homogène, omme dans 2.6, on travaille en fait non pas ave Vh, mais ave un espae
V0 = Vh ∩H10 et le terme de droite est modié en Fi = f(φi)− a(u˜, φi).
2.4 Stabilisation
Ces majorations d'erreur nous garantissent que la solution numérique va onver-
ger vers la solution exate à un ertain ordre lorsque h tend vers 0, mais elles ne
nous disent rien sur la qualité de la solution à faible résolution. Deux as de gure
peuvent se produire. Soit la solution ne présente pas la régularité souhaitée, auquel
as les majorations d'erreur ne tiennent plus, soit la solution est régulière, mais
présente des variations inférieures à l'éhelle du maillage. Dans e dernier as, le
shéma se omporte omme s'il avait aaire à une solution singulière jusqu'à e que
la résolution du maillage soit assez ne. C'est en partiulier e qu'il se passe dans
le as des ouhes limites. Si la ouhe limite est sous-résolue, le shéma la voit
omme s'il s'agissait d'un ho et la solution présente des osillations qui détruisent
la qualité de la solution, voir gure 2.3.
On a don besoin d'un méanisme de stabilisation. La famille de shéma
SUPG/GaLS ajoute aux équations qu'on herhe à résoudre un terme de diusion
qui suit les lignes de ourant, e qui permet de réduire fortement les osillations.
Ces méthodes trouvent leur origine et ont fait leurs preuves dans la résolution de
problèmes de uides, voir [Brooks 1982℄ et [Hughes 1984℄, y ompris dans des as
turbulents [Werveake 2010℄.
Considérons un problème abstrait de la forme{
L(u) = f dans Ω,
u = uD sur Γ ⊂ ∂Ω,
qui est assoié à un problème variationnel abstrait
a(u, v) = f(v), ∀v ∈ H. (2.9)
Dénissons Lu le linéarisé de L tel que
Lu(u) = L(u).
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Fig. 2.3  Solutions d'un problème d'advetion-diusion 1D : u′−εu′′ = 1, u(0) = 0,
u(1) = 2.
Exemple 2.4.1. Dans le as d'une équation d'advetion-diusion, on a
L(u) = λ · ∇u− ε∆u,
et
Lu(v) = λ · ∇v − ε∆v.
Si maintenant on onsidère l'équation de Burgers ave visosité,
L(u) = ∂tu+ ∂xu
2
2
− ε∂2xu
et
Lu(v) = ∂tv + u∂xv − ε∂2xv.
On modie alors (2.9) en herhant plutt à résoudre
a(u, v) + s(u, v) = f(v), ∀v ∈ H, (2.10)
où s est dénie par
s(u, v) = h
∫
Ω
Lu(v)τ(L(u)− f).
Le hoix du paramètre τ est l'objet de beauoup de questions, le leteur peut,
par exemple se référer à la disussion dans [Werveake 2010℄ et aux référenes qui y
gurent. Nous avons hoisi de prendre τ = 12‖λ‖ max(0, 1−1/Pe) dans le as salaire,
ave Pe le nombre de Pélet et λ le veteur d'advetion.
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L'avantage de e terme de stabilisation est qu'il ne modie pas l'équation qu'on
herhe à résoudre, puisque si u est solution de L(u) = f , s(u, v) = 0 pour tout v.
La solution exate est don bien solution du problème stabilisé. De plus, on dispose
du résultat théorique montré dans [Johnson 1984℄ que l'approximation ainsi obtenue
était d'ordre k + 12 dans une norme appropriée.
Remarque 2.4.2. La mise sous forme matriielle (voir setion 2.3.7) de e nouveau
système ne pose pas de problèmes, il sut de modier la matrie A en tenant ompte
du terme de stabilisation : Aij = a(φj , φi) + s(φj , φi).
2.5 Traitement des termes non linéaires
Lorsqu'on herhe à résoudre un problème de la forme L(u) = f et que L est non-
linéaire, les formes a et s le sont également. On ne peut alors pas faire diretement
de mise sous forme matriielle omme dans 2.3.7. On reourt don à un algorithme
de Newton.
Plaçons-nous dans le as de onditions au bord non homogènes. Soit V0 notre
espae d'approximation et {φi} une base de V0 de dimension n0. On herhe u dans
Vh sous la forme u = u˜+ u0 ave u˜ dans Vh qui vérie la ondition au bord disrète
et u0 dans V0 qui est notre vraie inonnue.
Dénissons A(u) dans Rn0 telle que sa i-ième omposante soit
A(u)i := a(u, φi) + s(u, φi).
De manière similaire, on dénit F par Fi := f(φi).
Remarque 2.5.1. On ne peut pas, ette fois, déoupler u˜ et u0 ar a est non-linéaire
en u.
Supposons que la fontion A soit diérentiable. On peut alors faire un dévelop-
pement de A à l'ordre 1, 'est-à-dire
A(un+1) = A(un) + ∂uA(u
n)(un+1 − un).
Connaissant un, pour aluler un+1 il faut don résoudre un système linéaire :
∂uA(u
n)(un+1 − un) = F −A(un).
Le alul de la matrie jaobienne ∂uA(u
n) est en général diile. Nous hoisissons,
ii, de l'approximer par diérenes nies
∂uA(u
n) ≈ A(u
n + uδ)−A(un)
δ
,
où δ est un petit paramètre. Il faut évidemment se donner un point de départ u0,
qu'on peut prendre, par exemple, égal à u˜. Il en résulte un système linéaire reux à
résoudre à haque itération. Nous résolvons ette étape en utilisant le solveur PastiX
[Hénon 2002℄.
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2.6 Systèmes d'équations
La méthode des éléments nis se généralise dans le as où nous devons résoudre
une système d'équations et pas seulement une équation salaire. Dans e as, u est
un veteur de fontions et L(u) aussi. Lorsqu'on multiplie par une fontion test v,
il faut en fait multiplier par un veteur de fontions tests, haque équation étant
multipliée par sa propre fontion.
Dans le as d'un shéma stabilisé, le paramètre τ est alors une matrie. C'est
le as lorsque l'on herhe à résoudre les équations de Navier-Stokes. Nous faisons
alors le hoix le plus simple, bien que non optimal, de prendre
τ =
1
|u|+ cId,
où c représente la vitesse du son. Ce τ ne doit pas être onfondu ave le tenseur des
ontraintes visqueuses déni à la setion 1.2.3.
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3.1 Introdution
Nous avons vu dans le hapitre préédent que l'erreur ommise par un shéma
élément ni est majoré, à une onstante près, par l'erreur d'interpolation. L'idée de
départ des méthodes d'enrihissement est don de modier l'espae d'approximation
pour diminuer ette erreur. Nous donnons ii un aperçu des méthodes d'enrihisse-
ment.
3.2 Méthodes utilisant une partition de l'unité
La famille de méthodes, sans doute la plus répandue, est la famille des mé-
thodes utilisant une partition de l'unité  partition of unity method ou PUM. Elles
trouvent leur origine dans deux papiers de Babuska et Melenk, [Melenk 1996℄ et
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[Babuska 1997℄. Le leteur peut aussi se référer au très omplet artile [Fries 2010℄
pour une revue de toutes les appliations où es méthodes ont été utilisées. Plusieurs
variantes de PUM ont vu le jour, omme les éléments nis généralisés (GFEM,
voir [Strouboulis 2000℄ et [Strouboulis 2001℄), les éléments nis étendus (XFEM
[Belytshko 1999℄) ou enore des méthodes sans maillage omme le h/p-louds
(voir [Duarte 1996℄).
3.2.1 Cadre formel
Soit Ω ⊂ Rn le domaine de alul et {Ωi} un reouvrement ouvert de Ω tel que
∃M ∈ N ∀X ∈ Ω, card{i |X ∈ Ωi} ≤M.
On appelle {ϕi} une partition de l'unité assoiée au reouvrement {Ωi} si elle satis-
fait :
supp ϕi ⊂ Ωi ∀i,∑
i
ϕi = 1 sur Ω,
‖ϕi‖L∞ ≤ C∞,
‖∇ϕi‖L∞ ≤ CG
diam(Ωi)
,
où C∞ et CG sont des onstantes positives. Soit Vi ⊂ H1(Ωi ∩ Ω) une famille
d'espaes d'approximation loaux. On dénit l'espae d'approximation total Vh par
Vh =
∑
i
ϕiVi =
{∑
i
ϕivi | vi ∈ Vi
}
⊂ H1(Ω).
Exemple 3.2.1. Les espaes d'approximations V kp (Ω) dénis setion 2.3 peuvent
être exprimés dans e formalisme. Les Ωi sont alors l'union des éléments qui par-
tagent le sommet Xi,
Ωi =
⋃
T∈Th|Xi∈T
T,
les fontions ϕi sont exatement les fontions de base Ni et les espaes Vi ne
ontiennent que les onstantes. On a alors bien Vh = V
k
p . De plus, on peut alors
garantir que M reste borné même si h tend vers 0, e qui intervient dans le alul
des onstantes gurant dans le théorème 3.2.2.
3.2.2 Estimation d'erreur
Dans le adre des méthodes ave partition de l'unité, on dispose d'un théorème
dû à Melenk et Babu²ka [Melenk 1996℄.
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Théorème 3.2.2 (Théorème d'approximation loale). Soit u dans H1(Ω) la fon-
tion à approximer. Supposons que sur haque Ωi, il existe une fontion vi approxi-
mant u. Alors la fontion
v =
∑
i
ϕivi
satisfait
‖u− v‖L2(Ω) ≤ C1
(∑
i
‖u− vi‖2L2(Ω∩Ωi)
) 1
2
,
‖∇u−∇v‖L2(Ω) ≤ C2
(∑
i
1
h2
‖u− vi‖2L2 +
∑
i
‖∇u−∇v‖2L2
) 1
2
,
pour C1 et C2 deux onstantes dont les expressions peuvent être trouvées dans la
démonstration de [Melenk 1996℄.
Ce théorème est intéressant pare qu'il nous dit en substane que pour améliorer
l'erreur d'interpolation, on peut se ontenter d'améliorer les espaes d'approximation
loaux Vi. Comme dans l'exemple 3.2.1 dérit plus haut, les méthodes éléments nis
lassiques n'utilisent que des onstantes pour espaes d'approximation loaux. En
gros, le mieux qu'on peut espérer omme approximant vi, 'est qu'il représente une
sorte de valeur moyenne de u sur Ωi.
L'idée à la base de l'enrihissement est de modier les Vi pour les rendre plus
rihes, 'est-à-dire leur permettre de représenter exatement d'autres fontions.
Comme souligné dans l'artile [Anitesu 2011℄, e théorème d'approximation
n'est pas optimal. En eet, toujours dans le adre de notre exemple, pour un espae
d'approximation lassique Vh = V
k
p , on n'obtient qu'un ordre de onvergene en k,
même si u est très régulière. Cei est à omparer à l'ordre k + 1 obtenu ave les
estimations d'erreur lassiques 2.3.5. Cette perte d'ordre s'explique par le fait que
les propriétés d'approximation globale de la partition de l'unité elle-même ne sont
pas pris en ompte.
3.2.3 Utilisation pour les éléments nis
Dans la setion 3.2.1, nous avons dérit omment onstruire un espae d'approxi-
mation Vh à partir d'une partition de l'unité. Cette approhe permet en partiulier
de réer failement des méthodes éléments nis enrihies. En eet, omme dérit
dans le hapitre 2, on va herher à résoudre
a(u, v) = f(v), ∀v ∈ Vh,
ave Vh qui est l'espae déni par
Vh =
{∑
i
ϕivi | vi ∈ Vi
}
,
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voir setion 3.2.1. La partition de l'unité {ϕi} est dénie uniquement par les point
Xi et par leurs supports inlus dans Ωi, e qui permet de se passer de maillage.
Nous ne parlerons ii que des méthodes ave maillage.
Sur un maillage Th, on se donne un espae de fontions polynmiales par mor-
eaux V kp (Ω). Les fontions de base Ni de V kp sont utilisées omme partition de
l'unité. Il reste à dénir e qu'on met dans les espaes Vi pour avoir entièrement
dérit l'espae d'approximation Vh.
Comme souligné préédemment, si 1 est une base de Vi pour tout i, on retombe
sur la méthode des éléments nis lassiques. Pour enrihir le sommet Xi, il sut
don de prendre
Vi = vect{1, ψi},
où ψi est une fontion dénie sur Ωi. Toute fontion v de Vh s'érit alors omme
v =
ns∑
i=1
Ni(vi + veiψi),
ave vi et v
e
i dans R. On note alors, de manière un peu abusive (pare qu'il n'y a
pas toujours de fontions ψ qui permette de l'érire) :
Vh = Vp + Ve := V
k
p (Ω) + ψV
k
p (Ω).
Remarque 3.2.3. Dès l'orgine de la méthode PUM, Babuska et Melenk (voir
[Babuska 1997℄ p. 729) ont noté qu'une des diultés prinipales serait de trouver
une base de Vh et de ontrler le onditionnement de la matrie obtenue. En eet,
si ψi est prohe de 1, la matrie a forément un très mauvais onditionnement. Ce
problème se pose de manière enore plus onrète dans le as d'un enrihissement
adaptatif, puisqu'on ne peut pas savoir a priori quelles seront les fontions d'en-
rihissement (voir 4.3.3) ou lorsque beauoup de fontions d'enrihissement sont
présentes (il faut alors avoir assez de points de quadrature pour pouvoir les distin-
guer).
On peut ainsi très failement n'enrihir qu'une zone partiulière. Par exemple,
supposons qu'on souhaite enrihir la zone Ωe (voir gure 3.1). Il sut alors de dénir
les espaes Vi par
Vi =
{
vect{1, ψi} si Xi ∈ Ωe,
vect{1} sinon.
Les fontions de Vh s'érivent alors
v =
ns∑
i=1
Nivi +
∑
i|Xi∈Ωe
Niveiψi.
Pour la simpliité des notations, on note
Vh = Vp + Ve := V
k
p (Ω) + ψV
k
p (Ωe).
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ΩΩ e
Fig. 3.1  Séletion d'une zone d'enrihissement.
Remarque 3.2.4. On fait ii un seond abus de notation en notant V kp (Ωe) pour
l'espae engendré par les Ni tels que Xi est dans Ωe :
V kp (Ωe) = vect {Ni |Xi ∈ Ωe} .
C'est un abus de notations, et il faut remarquer, en partiulier, que les supports des
fontions de V kp (Ωe) ne sont pas forément inlus dans Ωe. Soit Ω˜e la réunion des
éléments dont au moins un point est dans Ωe, on a en fait que V
k
p (Ωe) est l'espae
des fontions de V kp (Ω) dont le support est inlus dans Ω˜e.
La méthode ne limite pas le nombre de fontion d'enrihissement. Supposons
qu'on veuille enrihir le sommet Xi ave les fontions ψ
1
i , . . . , ψ
r
i pour un ertain r.
Il ne s'agit pas ii de puissanes de la fontion ψi, mais de r fontions diérentes.
On dénit alors les espaes Vi par
Vi = vect{ψ1i , . . . ψri }.
Toute fontion v de Vh s'érit alors
v =
ns∑
i=1
Ni(v1i ψ1i + · · ·+ vriψri ).
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Nous n'avons pas mis, ii, la fontion 1, mais ette notation est simplement plus
générale. On peut en eet imaginer avoir ψji = 1 pour un ertain j, mais e n'est
pas obligatoire. De même qu'avant, on note
Vh = ψ
1V kp (Ω) + · · ·+ ψrV kp (Ω).
Enn, dernier ranement que nous introduisons ii, on peut vouloir enrihir
diérentes régions ave des fontions diérentes. Plus préisément, soient Ω1e, . . . ,Ω
r
e
des régions d'enrihissement (voir gure 3.2). Soit ri le nombre de région reouvrant
le sommet Xi, 'est-à-dire
ri = card
{
j | 1 ≤ j ≤ r, Xi ∈ Ωje
}
.
On impose que tout point du maillage appartienne au moins à une région, autrement
dit ri ≥ 1. On dénir alors les espaes Vi par
Vi = vect
{
ψ1i , . . . , ψ
ri
i
}
.
Toute fontion v de Vh s'érit
v =
ns∑
i=1
ri∑
j=1
Nivjiψji ,
et on érit l'espae d'approximation
Vh = ψ
1V kp (Ω
1
e) + · · ·+ ψrV kp (Ωre).
Remarque 3.2.5. En fait, es espaes d'approximation peuvent être utilisés dans
bien d'autres adres que elui des éléments nis, dès lors qu'on arrive à omprendre
le rle que jouent les fontions de base. On peut don les utiliser, par exemple dans
le adre des méthodes volume nis.
3.2.4 Appliation en méanique et en bi-uidique
La première des appliations des méthodes d'enrihissement a été de traiter les
problèmes de méanique des frature. C'est dans e adre qu'a été proposée la mé-
thode XFEM [Belytshko 1999℄. Elle a ensuite été utilisé pour d'autre problèmes, y
ompris des problèmes multimatériaux et des problèmes de multiphasiques en mé-
anique des uides [Chessa 2003℄. Il s'agit dans es as d'utiliser les fontions d'en-
rihissement pour représenter les disontinuités par des fontions d'enrihissement.
Ces approhes néessitent d'avoir, par exemple, une fontion de niveau (level-set)
qui permette de loaliser la disontinuité. Imaginons qu'on ait une disontinuité le
long d'une interfae Θ ⊂ Ω et qu'on dispose d'une fontion levet-set φ telle que
Θ = {X ∈ Ω | φ(X) = 0} et qui hange de signe à travers l'interfae Θ. On enrihit
alors tous les sommets appartenant à des éléments par lesquels passe Θ :
Ωe =
⋃
T∈Th|Θ∩T 6=∅
T.
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Ωe
e
ΩeΩ
1
2
Ω3
Fig. 3.2  Reouvrement de Ω par trois régions d'enrihissement
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Si la disontinuité est forte, 'est-à dire que l'inonnue u est disontinue à travers
Θ, on enrihit Ωe ave des fontions ψi dénies par
ψi(X) =
{
1 si φ(X) ≥ 0,
0 sinon.
La disontinuité est dite faible quand elle ne porte que sur ∇u. On enrihit alors
plutt ave des fontions du type
ψi(X) = |φ(X)|.
Par exemple, en multiphasique, lorsqu'on onsidère la tension de surfae, la vitesse
est ontinue mais présente une disontinuité faible, alors que la pression est for-
tement disontinue. Une utilisation de XFEM dans e as et ave des fontions
d'enrihissement appropriées peut être trouvée dans [Fries 2009℄.
Le prinipal avantage d'utiliser de l'enrihissement dans es as là, est qu'on n'a
pas besoin de faire en sorte que le maillage soit aligné ave les disontinuités. On
n'a don pas besoin de mailler nement autour de l'interfae. De plus, la position
de l'interfae peut failement bouger au ours du temps en résolvant une équation
sur la fontion de level-set.
3.2.5 Appliation aux problèmes dominés par l'advetion
En e qui onerne plus partiulièrement les problèmes auxquels nous nous in-
téressons dans ette thèse, des solutions avaient déjà été proposée. L'enrihisse-
ment de type XFEM est utilisé dans [Abbas 2010℄ et pour résoudre des problèmes
d'advetion-diusion ou de Burgers. La solution des problèmes envisagés dans et
artile est régulière mais présente une ouhe limite. Les auteurs n'ont don natu-
rellement pas hoisi un enrihissement disontinu, mais un enrihissement régulier
présentant les aratéristiques reherhées dans la solution.
3.2.5.1 Couhes limite internes
Dans le as de ho visqueux à l'intérieur du domaine, on est onfronté à deux
problèmes. Premièrement, il faut loaliser e ho. Les auteurs ont hoisi de le suivre
en résolvant à haque pas de temps une équation sur la level-set φ qui le loalise.
Deuxièmement, il faut réussir à approximer une solution présentant une très forte
variation. Les auteurs ont hoisi pour ela d'enrihir le domaine de alul ave des
fontions plateau régularisées de la forme
ψ(ε,X) =


0 si φ(X) < −ε,
315
256ε
∫ φ(X)
−ε
(
1− ξ2
ε2
)4
dξ si |φ(X)| ≤ ε,
1 si φ(X) > ε.
Ces fontions dépendent d'un paramètre ε et se raidissent lorsque ε devient plus pe-
tit. Par une proédure de séletion, une ensemble de sept fontions d'enrihissement
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sont hoisies pour diérentes valeurs de ε. Le leteur est invité à se référer à l'artile
pour une expliation sur le hoix de es paramètres.
Cette approhe permet d'améliorer la préision du shéma sans néessiter de
stabilisation. En eet, même sans l'ajout d'un terme de stabilisation, la solution ne
présente pas d'osillation.
3.2.5.2 Couhes limite externes
Les auteurs se sont également intéressés à un problème d'advetion-diusion
dans lequel est présent une ouhe limite au bord du domaine. On sait qu'alors la
ouhe limite possède une forme exponentielle. L'enrihissement proposé est alors
de prendre des fontions de la forme
ψ(ε,X) =
exp (S(X)/ε− 1)
exp(1/ε)− 1
où ε est un paramètre très petit et S est une fontion linéaire par moreaux qui
vaut 1 à la paroi enrihie et 0 en dehors de la zone d'enrihissement.
Là enore, les auteurs montrent que la préision est arue par rapport à un
shéma non enrihi et que la solution ne présente pas d'osillations même sans
stabilisation. Par ontre, ette méthode néessite de savoir bien loaliser la ouhe
limite et en partiulier de réussir à initialiser la level set (la ouhe limite peut ne
pas être présente à t = 0) et à suivre son évolution.
3.3 Enrihissement disontinu : DEM
Les méthodes d'enrihissement disontinu (DEM pour disontinuous enrihment
method) s'appuient sur une idée utilisée en déomposition de domaine. Supposons
qu'on veuille trouver u dans V tel que
a(u, v) = f(v), ∀v ∈ V.
Par simpliité, nous allons supposer que le domaine Ω est déomposé en deux sous-
domaines O1 et O2 qui ne s'intersetent que sur leur frontière ommune Γ12. On
peut alors, de manière équivalente herher u1 dans V (O1) et u2 dans V (O2) telles
que
a(u1, v) = f(v), ∀v ∈ V (O1)
et
a(u2, v) = f(v), ∀v ∈ V (O2).
Il faut alors imposer une relation de ontinuité entre u1 et u2 si la solution herhée
u = u1 + u2 est ontinue. On peut faire ela en utilisant des multipliateurs de
Lagrange, qui vont forer de manière faible la ontinuité de u. Soit W un espae
de multipliateurs de Lagrange inlus dans H−
1
2 (Γ12). On herhe à trouver u1 ∈
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V (O1), u2 ∈ V (O2) et p ∈W tels que

a(u1, v)− b(v, p) = f(v) ∀v ∈ V (O1),
a(u2, v) + b(v, p) = f(v) ∀v ∈ V (O2),
b(u1 − u2, q) = 0 ∀q ∈W,
où
b(v, q) =
∫
Γ12
vq, ∀v ∈ V, ∀q ∈W.
L'idée initialement développée dans l'artile [Farhat 2001℄ est de répéter l'opé-
ration en subdivisant Ω non pas en deux sous-domaines, mais en autant de sous-
domaines qu'il y a d'élément dans le maillage Th. On herhe don une fontion
dénie uniquement par élément et dont la ontinuité est assurée de manière faible à
l'aide de multipliateurs de Lagrange. Le système qui en résulte est appelé formu-
lation mixte ou problème de point selle. Il a la même forme que le système obtenu
lorsqu'on herhe à résoudre un problème de Stokes. Pour les aspets théoriques sur
de tels systèmes, le leteur peut se référer au livre de Brezzi et Fortin [Brezzi 1991℄.
Cette approhe a d'abord montré de bonnes performanes pour ré-
soudre l'équation d'Helmholtz [Tezaur 2006℄, [Farhat 2003℄ avant d'être adap-
tée pour les problèmes d'advetion-diusion [Farhat 2010℄, [Kalashnikova 2009℄,
[Kalashnikova 2010℄.
3.3.1 Desription générale du shéma
À haque élément T de Th, on assoie un espae d'approximation loal Vh(T ) ⊂
V (T ). On dénit l'espae d'approximation total Vh par
Vh = Vh(T1)⊕ · · · ⊕ Vh(Tne),
et une fontion quelonque v de Vh vérie alors v|Ti ∈ Vh(Ti). Pour haque arête e
du maillage (en 3D il s'agit des faes), on a besoin de dénir un sens d'intégration.
On hoisit don de numéroter les deux éléments adjaents à e, T e1 et T
e
2 . On herhe
alors u dans Vh et p dans Wh qui vérient{
a(u, v)− b(v, p) = f(v) ∀v ∈ Vh,
b(u, q) = b(uD, q) ∀q ∈Wh,
(3.1)
où
b(v, q) =
na∑
e=1
∫
e
(
v|T e
1
− v|T e
2
)
q.
Si e est une arête de bord, il n'y a bien sûr qu'un seul triangle T e1 auquel elle
appartient. L'espae Wh doit être pris de sorte que le système soit inversible. On
dispose d'un résultat théorique : le système doit vérier la ondition dite inf-sup
de Babu²ka et Brezzi, mais dans la pratique, le hoix deWh reste plutt heuristique.
Malheureusement, la qualité de la solution obtenue est étroitement liée ave e hoix
de Wh.
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Remarque 3.3.1. Il existe une variante de ette formulation qui ontient à la fois
une partie polynmiale ontinue sur tout le domaine, et une partie enrihie dison-
tinue à l'interfae des éléments. L'espae d'approximation est alors
Vh = V
k
p (Ω) + Vh(T1)⊕ · · · ⊕ Vh(Tne).
3.3.2 Choix des fontions d'enrihissement
Nous ne dérivons ii que les fontions d'enrihissement utilisées pour les pro-
blèmes d'advetion-diusion à oeients onstants. Des ranements ont été pro-
posés dans le as de oeients non-onstants [Kalashnikova 2010℄, mais nous ne les
dérirons pas ii. L'approhe hoisie dans les papiers que nous itons est de hoisir
pour fontions d'enrihissement des solutions exates du problème homogène assoié
au problème qu'on herhe à résoudre.
Supposons que l'on herhe à résoudre l'équation{
λ · ∇u− ε∆u = 0 dans Ω,
u = uD sur ∂Ω,
(3.2)
où λ ∈ Rn et ε > 0 sont des paramètres du problème. On hoisit uD de sorte que la
fontion uex dénie par (3.3) soit solution exate pour un ertain veteur λD.
uex(X) =
exp(λD · (X − 1)/ε)
exp(−1/ε)− 1 . (3.3)
En 2D, pour que uex soit solution, il faut et il sut que λD vérie
λD =
λ
2
+
|λ|
2
(
cos(θD)
sin(θD)
)
(3.4)
pour n'importe quel θD. On note θλ l'angle tel que
λ = |λ|
(
cos(θλ)
sin(θλ)
)
.
Les fontions d'enrihissement hoisies sont de la forme
ψ(X) = exp
(
β ·X
ε
)
,
où β est un veteur de Rn tel que ψ est une solution exate du problème homogène
qu'on herhe à résoudre. C'est-à-dire que β doit vérier (3.4) pour un ertain θ ∈
[0, 2pi] :
β =
λ
2
+
|λ|
2
(
cos(θ)
sin(θ)
)
.
On séletionne don un ensemble Θ = θλ + {θ1, . . . θnenr} qui dénit nenr fontions
d'enrihissement par élément notées ψ1, . . . , ψnenr , voir tableau 3.1 et gure 3.3.
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λ
βi
θλ
θi
Fig. 3.3  Comment on hoisit les βi.
Q− nenr − nlag Θ
Q− 4− 1 θλ +
{
mpi
2 |m = 0, . . . , 3
}
Q− 8− 2 θλ +
{
mpi
4 |m = 0, . . . , 7
}
Q− 12− 3 θλ +
{
mpi
6 |m = 0, . . . , 11
}
Q− 16− 4 θλ +
{
mpi
8 |m = 0, . . . , 15
}
Tab. 3.1  Dénition des éléments DEM.
L'espae Wh est onçu omme un espae de fontions ontinues par moreaux.
Chaque fontion de base est rattahée à son arête support. On détermine don la
taille de Wh en disant ombien de multipliateurs de Lagrange il y a par arête. La
onstrution de Wh est détaillée dans [Kalashnikova 2011℄ à partir de la page 53,
nous ne la reprenons pas ii.
Plusieurs éléments sont onstruits, qui sont déterminés par le nombre de fontion
d'enrihissement nenr par élément et le nombre de multipliateurs de Lagrange nlag
par arête. Ils sont dénis sur des maillages de quadrangles, d'où l'ériture Q−nenr−
nlag, voir table 3.1.
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3.3.3 Dénombrement des degrés de liberté
On peut hoisir une base de Vh et de Wh tel que le système (3.1) s'érive(
A BT
B 0
)(
U
P
)
=
(
F
BD
)
, (3.5)
où A est diagonale par blos.
Un avantage important de l'approhe DEM est que la taille du système à in-
verser est virtuellement indépendante du nombre de fontions d'enrihissement par
élément. En eet, dans (3.5), la matrie A étant diagonale par blos, on peut l'in-
verser failement et résoudre le problème du omplément de Shur :{
BA−1BTP = BA−1F −BD,
U = A−1(F −BTP ).
La seule vraie diulté est alors de résoudre la première ligne de e système, qui est
un système de taille la dimension de Wh, 'est à dire nlag × na en 2D.
3.3.4 Résultats et omparaison ave XFEM
Nous essayons ii de omparer le shéma DEM ave un enrihissement de type
XFEM équivalent. Une omparaison plus poussée entre DEM, XFEM et la formula-
tion ultra-faible a déjà été onduite dans [Wang 2012℄ pour l'équation de Helmholtz.
Cet artile démontre la supériorité de DEM pour e type de problèmes.
Nous souhaitons donner quelques éléments de omparaison entre DEM et XFEM
dans le as qui nous intéresse d'un problème présentant une ouhe limite. Vue
la très grande diérene entre les méthodes, la omparaison n'est pas évidente.
Toutes les réserves dans l'interprétation de ses résultats doivent don être prises.
Les résultats pour DEM que nous itons ii sont notamment disponibles dans la
thèse de I. Kalashnikova [Kalashnikova 2011℄.
Nous omparons ii le shéma DEM Q − nenr − nlag à son équivalent XFEM
qu'on note P − nenr. L'espae d'approximation de P − nenr est déni par
V XFEMh = ψ
1V 1p (Ω) + · · ·+ ψnenrV 1p (Ω).
Comme dans tous les as envisagés, ψ1 est onstante, le premier espae est simple-
ment V 1p .
Le tableau 3.3 montre les erreurs ommises ave haun des deux shémas. Pour
un faible nombre de fontions d'enrihissement, on voit lairement d'avantage de
l'approhe ontinue sur l'approhe DEM. Par ontre, la préision de XFEM n'est
pas si bonne lorsque plus de fontions d'enrihissement sont présentes (as P-12 et
P-16). À notre avis, ela s'explique prinipalement par deux arguments :
 Premièrement, pour arriver à 1600 ddl ave 16 fontions par sommet, il faut
environ un h de l'ordre de 0.1
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XFEM DEM
maillage triangles quadrangles
ddl nenr × ns nlag × na
intégrales quadrature numérique alul exat
solution ontinue disontinue
Tab. 3.2  Dierenes entre notre implémentation d'XFEM et la version de DEM
à laquelle nous nous omparons.
θD Q-4-1 P-4 Q-8-2 P-8
0 1.18× 10−3 4.53× 10−4 5.79× 10−5 3.64× 10−5
pi/4 1.31× 10−3 1.02× 10−4 8.10× 10−5 2.99× 10−6
pi/2 3.07× 10−3 2.93× 10−4 4.18× 10−5 3.73× 10−6
θD Q-12-3 P-12 Q-16-4 P-16
0 4.26× 10−6 3.40× 10−5 4.94× 10−7 6.26× 10−5
pi/4 9.53× 10−7 4.07× 10−5 1.30× 10−8 8.52× 10−5
pi/2 1.01× 10−5 6.65× 10−6 2.24× 10−8 4.66× 10−5
Tab. 3.3  Comparaison des erreurs L2 entre DEM et XFEM pour un problème
d'advetion-diusion homogène ave |λ|/ε = 102, θλ = pi/7 et environ 1600 ddl.
 Deuxièmement, dans le as d'XFEM, les intégrales sont alulés par une qua-
drature numérique, alors que dans le as de DEM, elles sont alulées de
manière exate via matlab.
Ces deux points ombinés expliquent la perte de préision : si les mailles sont trop
grandes, il est plus diile de distinguer beauoup de fontions diérentes.
3.3.5 Conlusion sur DEM
La philosophie de DEM est de mettre beauoup de fontions d'enrihissement
qui sont solution d'un problème homogène, et de ne pas trop se souier du oût
puisque la taille de l'opération la plus lourde, la résolution du système linéaire, ne
dépend pas du nombre de fontions d'enrihissement.
On peut noter ependant plusieurs points négatifs. Tout d'abord, même si la
solution exate uex est dans l'espae d'approximation, pour que l'erreur tombe à la
préision mahine, il faut en plus imposer que ∇uex ·n soit dans Wh. Cei montre le
rle ruial que joue le hoix de Wh dans la qualité de l'approximation obtenue et
ependant, le hoix de Wh est ontraint an de préserver l'inversibilité du système.
Ensuite, il est à noter le manque de théorie qui enadre DEM, malgré de réentes
avanées (voir les travaux de Sébastien Brogniez, Stanford, dept. Aeronautis &
Astronautis), e qui ne permet pas d'avoir d'estimations d'erreurs.
D'autre part, ette approhe néessite une ompréhension ne du problème, puis-
qu'elle requiert de onnaître des solutions d'un problème homogène. Cei rend di-
ile sa généralisation à d'autres équations, en partiulier elles qui nous intéressent
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dans ette thèse : les équations de Navier-Stokes. Les ranements néessaires pour
traiter les problèmes d'advetion-diusion à oeients variables (que nous n'avons
pas présentés ii) illustrent bien ette diulté.
Enn, même si ela peut paraitre moins important, DEM est beauoup plus
omplexe à programmer et sort susamment du adre des éléments nis lassiques
pour qu'il faille néessairement réérire un ode de fond en omble.
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L'idée de Hughes dans [Hughes 1995℄ est de faire le lien entre les méanismes de
stabilisation de type SUPG et l'enrihissement de l'espae d'approximation par des
fontions apables de apturer les phénomènes liés aux petites éhelles (voir aussi
[Brezzi 1996℄). Cei a donné lieu à la méthode VMS (variational multisale) intro-
duite par Hughes et oauteurs dans [Hughes 1998℄. Il s'agit de déoupler les éhelles
de résolution en déomposant la solution omme somme d'une partie représentant
le omportement à grande éhelle et d'une partie représentant les petites éhelles.
C'est-à-dire que l'espae d'approximation Vh est la somme de deux espaes Vf et
Vc qui représentent respetivement les nes éhelles (ne) et les grandes éhelles
(oarse) :
Vh = Vf + Vc.
La résolution du système
a(u, v) = f(v) ∀v ∈ Vh
se déompose alors omme{
a(uf + uc, vf ) = f(vf ) ∀vf ∈ Vf ,
a(uf + uc, vc) = f(vc) ∀vc ∈ Vc.
Supposons maintenant que a est linéaire en u. On voit que la partie uf est solution
d'un problème qui dépend de uc. Notons G : Vc 7→ Vf la fontion de Green qui
envoie uc sur uf tels que
a(uf , vf ) = f(vf )− a(uc, vf ) ∀vf ∈ Vf .
Alors uc est solution de
a(uc +G(uc), vc) = f(vc) ∀vc ∈ Vc.
Le leteur peut se référer à l'artile [Hughes 2007℄ pour une meilleur ompréhension
de ette fontion de Green qui joue un rle fondamental dans la méthode VMS.
La méthode RFB (residual free bubbles) introduite par Brezzi et Russo
[Brezzi 1994℄ peut être omprise dans le même formalisme. Les fontions de base
de Vf sont alors des bulles dont le support n'est qu'un seul élément. On peut aussi
interpréter es fontions bulles omme un terme de stabilisation par visosité ari-
ielle, voir [Brezzi 1994℄ et [Russo 2006℄. Le adre RFB est une bonne piste pour
essayer de trouver un terme de stabilisation approprié aux espaes enrihis que nous
onstruirons dans le hapitre suivant.
40 Chapitre 3. Les méthodes d'enrihissement
3.5 Vers l'adaptation de fontions de base
Toutes les méthodes que nous avons vues jusqu'à présent onsistent à onstruire
un espae d'approximation Vh enrihi à partir de onnaissanes a priori sur la solu-
tion. Cei est très eae, mais néessite de onnaître quelque hose sur la solution
avant la résolution. En partiulier, il faut savoir loaliser la zone à enrihir, au
moins grossièrement, et savoir quelles fontions d'enrihissement sont pertinentes
pour améliorer l'espae d'approximation. À l'inverse de DEM, le oût des méthodes
basées sur une partition de l'unité grandit lorsqu'on ajoute des fontions de base, on
ne peut don pas se permettre d'ajouter inutilement un grand nombre de fontions
d'enrihissement en espérant améliorer l'erreur d'interpolation.
À l'instar des méthodes d'adaptation de maillage et d'adaptation de degré poly-
nmial, on souhaiterait don disposer d'une proédure automatique permettant de
séletionner les fontions d'enrihissement sans onnaissane a priori, ainsi que de
spéier la zone à enrihir.
3.5.1 Méthode variationnelle multiéhelle adaptative
A notre onnaissane, le premier artile à avoir proposé une telle approhe est
[Larson 2007℄. Il se plae dans le adre des méthodes variationnelles multi-éhelle
(VMS) de Hughes et oauteurs (voir [Hughes 1998℄ et la setion 3.4) et s'intéresse
aux problèmes elliptiques. Rappelons que dans e adre, on déouple grandes et
petites éhelles : Vh = Vc + Vf . L'enrihissement sert alors à simuler les petites
éhelles. Les fontions d'enrihissement sont alulées en résolvant un problème de
Dirihlet loal. Par exemple, si on veut enrihir le n÷ud Xi, on dénit un path
ωi qui ontient Xi et on résout l'équation sur ωi ave des onditions de Dirihlet
homogènes sur ∂ωi. La solution de e problème loal est utilisée omme fontion
d'enrihissement pour le n÷udXi. Il y a alors deux paramètres à prendre en ompte :
la taille de ωi et sa disrétisation. Il s'agit don de faire un ompromis entre la qualité
des fontions d'enrihissement obtenues et le temps de alul utilisé pour résoudre
es sous-problèmes.
L'algorithme proposé est le suivant :
1. Démarrer ave Vf = 0 et aluler uc dans Vc.
2. Utiliser un indiateur d'erreur pour déterminer les points à enrihir.
3. Résoudre les problèmes de Dirihlet orrespondants à es points.
4. Un autre indiateur est utilisé pour savoir s'il faut augmenter la taille de ωi
ou utiliser une disrétisation plus ne.
5. Si la préision voulue n'est pas atteinte, reprendre à 2.
Les indiateurs onstruits font appel au problème dual, e qui peut rendre diile
la généralisation de es algorithme à des problèmes de type Navier-Stokes.
Dans la même famille de méthodes, on peut aussi iter les travaux présentés dans
[Turner 2011℄. Les auteurs se plaent dans le adre des méthodes VMS et herhent
à résoudre un problème d'advetion-diusion présentant une ouhe limite. L'espae
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des petites éhelles, Vf est alulé en itérant sur le nombre de Pélet. Leur idée est
de prendre le résultat obtenu à faible Pélet pour enrihir l'espae à Pélet plus
élevé. L'algorithme se présente alors omme :
1. Pe = Pe0
2. résoudre un problème de Galerkin lassique sur Vc (sans enrihissement, don)
3. augmenter le Pélet : Pe = Pe+∆Pe
4. utiliser la solution de l'étape 2 pour réer Vf
5. résoudre sur Vh = Vc + Vf
6. si le Pélet nal n'est pas atteint, reprendre à 3.
Une diérene importante ave l'enrihissement tel que nous l'entendons est qu'ii
l'espae d'enrihissement Vf n'est utilisé que pour en dériver un terme de stabili-
sation, à l'image de e qui se fait en RFB, voir [Brezzi 1994℄. Seule la partie de la
solution dans Vc est alors gardée omme solution nale.
3.5.2 E-Adaptivity
C'est dans le adre de la méanique des fratures, domaine initial de la méthode
XFEM, qu'est apparu pour la première fois le terme enrihissement adaptatif
(ou e-adaptivity, in english), voir [Duot 2008℄. Cet artile reprend les fontions
d'enrihissement habituellement utilisées par XFEM en méanique des fratures et
prolonge le travail de [Bordas 2007a℄. Un indiateur d'erreur a posteriori basé sur
une reonstrution globale du tenseur de déformation par une méthode de moindre
arré est utilisé pour déterminer où plaer l'enrihissement. En partiulier, sur le
front de la ssure, un paramètre important pour la préision du shéma est le rayon
dans lequel les fontions d'enrihissement sont utilisées. Au delà de e rayon, le
domaine n'est pas enrihi. On sait que la préision du shéma augmente ave e
rayon, mais le nombre d'inonnues augmente également. Il s'agit don de trouver
un rayon optimal par une proédure d'adaptation.
3.6 Conlusion
Partant du onstat que, pour ertains problèmes, il fallait améliorer l'espae
d'approximation, de nombreuses méthodes ont vu le jour, sous le nom générique
de méthodes d'enrihissement. Après avoir fait leurs preuves sur des problèmes de
méanique (XFEM) ou d'életromagnétisme (DEM), elles ont été adaptées aux pro-
blèmes de ouhe limite. À notre onnaissane, auune n'a ependant été utilisée
pour résoudre des problèmes de ouhe limite des équations de Navier-Stokes. En
eet, les méthodes itées s'appuient beauoup sur une onnaissane analytique de
la solution. Cei permet d'obtenir de très bons résultats, mais en limite la portée en
termes d'appliations à des problèmes plus ompliqués.
Comme nous l'avons vu, les approhes d'adaptation de fontions de base sont,
elles, beauoup plus réentes. Elles ont naturellement émergé dans les domaines
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où les méthodes d'enrihissement étaient les plus aniennement utilisées et les plus
mûres. A notre onnaissane, auun travail n'existe sur l'enrihissement adaptatif
pour les problèmes de la méanique des uides.
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4.1 Introdution
Après l'aperçu des méthodes d'enrihissement du hapitre préédent, et devant le
onstat qu'il n'existe pas vraiment d'algorithme d'enrihissement adaptatif utilisable
pour les problèmes de type Navier-Stokes qui nous intéressent, nous proposons ii
notre propre algorithme.
Le adre de départ est elui, bien déni mathématiquement, des méthodes PUM
que nous détaillons et adaptons pour les problèmes de ouhe limite qui nous inté-
ressent (setion 4.2). Nous proposons ensuite un algorithme d'enrihissement adap-
tatif inspiré de e qui se fait en adaptation de maillage (setion 4.3). Les setions
4.4 et 4.5, plus théorique, nous permettent de omprendre un peu mieux le rle joué
par l'enrihissement dans l'amélioration de l'erreur d'interpolation. Cette meilleure
ompréhension nous a amené à onsidérer l'enrihissement dans le adre de la p-
adaptation, setion 4.6. La setion 4.7 reprend les algorithme proposés dans le as
des équations de Navier-Stokes. Enn, e hapitre se termine par des remarques
onernant notre ode de alul et des remarques de onlusion.
4.2 Un adre élément ni enrihi stabilisé
Dans le hapitre 3, nous avons vu diérentes méthodes existantes pour enrihir
l'espae d'approximation. Parmi elles-i, nous avons hoisi l'approhe par partition
de l'unité (PUM) qui nous semble à la fois la plus souple, et la mieux adaptée au
type de problèmes que nous souhaitons traiter.
4.2.1 Formulation générale
Nous avons hoisi de sortir légèrement du formalisme PUM tel que présenté dans
la setion 3.2.1 et dans l'artile [Melenk 1996℄, pour se laisser plus de possibilités.
En eet, nous autorisons que haque fontion d'enrihissement s'appuie sur une
partition de l'unité diérente.
Soient Ω1e, . . . ,Ω
r
e des régions d'enrihissement telle que leur union reouvre tout
Ω. Soit ri le nombre de régions auxquelles appartient le sommet Xi. Sur haque Ωi
qui est la réunion des éléments ontenant le sommet Xi, on dénit un ensemble de
fontions d'enrihissement {
ψji |Xi ∈ Ωje
}
.
Ce qui hange par rapport à la setion 3.2.3, 'est qu'on suppose maintenant que l'on
dispose de r partitions de l'unité assoiées à haun des sous-domaines Ω1e, . . . ,Ω
r
e.
On les note {ϕ1i | Xi ∈ Ω1e}, . . . , {ϕri | Xi ∈ Ωre} et on veut qu'elle vérient les
propriétés :
supp ϕji ⊂ Ωi, ∀j, ∀i,
et ∑
i|Xi∈Ω
j
e
ϕj
i|Ωje
= χ
Ωje
= 1
|Ωje
, ∀j.
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Une fontion v de Vh s'érit alors :
v =
r∑
j=1
∑
i|Xi∈Ω
j
e
vjiϕ
j
iψ
j
i .
Exemple 4.2.1. Si toutes les partitions de l'unité sont des sous-ensembles d'une
même PU {ϕi} sur tout Ω, 'est-à-dire
ϕji = ϕi, ∀j,
alors ette formulation s'insrit de nouveau dans le formalisme que nous avons vu
dans la setion 3.2.1.
Dans la pratique, nous ne nous intéressons qu'aux as où les partitions de l'unité
sont des espaes polynmiaux par moreaux de degré kj , V
kj
p (Ω
j
e) omme dénis
à la setion 2.3.3 (voir aussi la remarque 3.2.4 sur la notation V kp (Ωe)). On notera
alors, toujours ave le même abus de notation,
Vh(Ω) = ψ
1V k1p (Ω
1
e) + · · ·+ ψrV krp (Ωre).
Exemple 4.2.2. En partiulier, nous aurons toujours dans la suite un espae poly-
nmial de base, et la plupart du temps, une seule fontion d'enrihissement en plus.
C'est à dire, pour xer les idées,
r = 2, Ω1e = Ω, Ωe := Ω
2
e, ψ
1
i := 1, ∀i, ψ := ψ2,
soit
Vh = V
k1
p (Ω) + ψV
k2
p (Ωe).
4.2.2 Conditions au bord
Il est déliat d'imposer des onditions au bord de type Dirihlet dans XFEM.
Bien sûr, si l'enrihissement ne va pas jusqu'au bord, le problème ne se pose pas et
on proède alors omme pour la méthode lassique des éléments nis. Mais dans les
as qui nous intéressent, 'est-à-dire le ontexte des ouhes limites, nous souhaitons
pouvoir enrihir jusqu'au bord.
Considérons le adre dérit dans l'exemple 4.2.2, 'est à dire que notre espae
d'approximation Vh est donné par Vh = V
k1
p (Ω)+ψV
k2
p (Ωe). Supposons qu'on veuille
imposer des onditions au bord de Dirihlet sur une partie Γ de ∂Ω. Supposons éga-
lement que la région d'enrihissement Ωe intersete Γ. Soit Xi un point du maillage
inlus dans Ωe∩Γ et ψi la fontion d'enrihissement assoiée. Supposons que k1 = k2.
L'espae d'approximation est don Vh = Vp + ψVp(Ωe), et la valeur d'une fontion
u de Vh en Xi est donnée par
u(Xi) = ui + u
e
iψ(Xi).
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Imposer u(Xi) = uD(Xi) revient don à rajouter une relation linéaire entre les
oeients ui et u
e
i . Pour que le système soit inversible, il faut don, d'une ertaine
manière, supprimer une inonnue.
La solution habituellement adoptée onsiste à faire en sorte que les fontions
d'enrihissement s'annulent sur les points du maillage qui sont sur le bord. On peut
alors imposer les valeurs de la solution en es points en spéiant uniquement les
valeurs de la partie polynmiale
ui = uD(Xi)
ar ψ(Xi) = 0. On peut alors onsidérer ui non pas omme une inonnue, mais
omme une donnée du problème. On a don le bon nombre d'inonnues et le bon
nombre d'équation pour que le système soit arré.
Pour réaliser ela, à la plae de la fontion ψi, on prend plutt ψi−ψi(Xi) omme
fontion d'enrihissement. Celle-i s'annule bien enXi. On dénit alors exatement le
même espae d'approximation Vh qu'ave ψi omme enrihissement, dès que k1 ≥ k2.
Remarque 4.2.3. Habituellement, la littérature se limite au as k1 = k2. Dans les
as que nous voulons envisager, k1 peut éventuellement être stritement supérieur à
k2. Pour ela, nous proposons e qui suit.
Une autre approhe, qui nous a été inspirée par la manière d'imposer les ondi-
tions au bord et la ontinuité dans la méthode DEM (voir setion 3.3), onsiste à
imposer la ondition au bord de manière faible à l'aide de multipliateurs de La-
grange. Cette approhe a été étudiée notamment dans [Babuska 1973, Babuska 2003,
Pitkaranta 1979℄ pour imposer des onditions au bord de Dirihlet de manière faible.
On peut aussi se référer à l'ouvrage [Brezzi 1991℄ qui traite des problemes mixtes
dont elui-i est un as partiulier.
Soit Wh un espae de multipliateurs de Lagrange qui doit être pensé omme
approximant H−
1
2 (Γ). On herhe alors à trouver u dans Vh et p dans Wh tels que{
a(u, v)− b(p, v) = f(v), ∀v ∈ Vh,
b(q, u) = b(q, uD), ∀q ∈Wh,
(4.1)
où b(q, v) =
∫
Γ qv. La manière d'imposer les onditions les onditions au bord dépend
alors de la dénition de Wh.
Soit V0 l'espae des fontions de Vh orthogonales à Wh :
V0 = {v ∈ Vh | b(q, v) = 0, ∀q ∈Wh} .
Supposons qu'on sahe onstruire u˜ dans Vh tel que
b(q, u˜) = b(q, uD), ∀q ∈Wh.
Le problème (4.1) est alors équivalent à trouver u0 dans V0 tel que
a(u0 + u˜, v) = f(v), ∀v ∈ V0,
et on a u = u0 + u˜. La diulté est ensuite de savoir trouver une base de V0.
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Exemple 4.2.4. Soit SΓ l'ensemble des Xi sur la frontière Γ. On peut, par exemple,
dénir Wh omme l'espae engendré par les fontions δ de Dira en les points Xi :
Wh = vect {δi |Xi ∈ SΓ} .
Cela revient à imposer la valeur de u en les points Xi du maillage.
Dans le as de l'exemple i-dessus ave Vh = V
k1
p + ψV
k2
p et k1 = k2, il est
alors aisé de onstruire une base de V0 à partir d'une base de Vh. Supposons, pour
simplier les notations, que Ωe = Ω (on enrihit tout le domaine) et que
{Ni, Niψi | i = 1, . . . , ns}
forme une base de Vh. À haque point Xi de SΓ on assoie une fontion φi =
ψi − ψi(Xi). Alors les fontions
{Ni, Niψi |Xi 6∈ SΓ} ∪ {φi |Xi ∈ SΓ}
forment une base de V0. On retombe alors bien sur e qui est habituellement fait, à
savoir prendre ψi − ψi(Xi) omme enrihissement à plae de ψi.
Cette manière de voir les hoses à le mérite de donner un adre théorique à
une pratique ourante, permettant ainsi de la généraliser, par exemple aux as où
k1 > k2.
Remarque 4.2.5. Puisqu'on n'impose que faiblement la valeur de u au bord, on ne
peut pas garantir en général que u = uD sur tout Γ, même quand uD est simplement
polynmiale par moreaux. Autrement dit, on n'a pas V0 ⊂ H10 .
Remarque 4.2.6. Malgré sa ommodité, nous avons du mal à justier mathémati-
quement l'exemple 4.2.4, ar il est lair que l'espae Wh ainsi onstruit n'appartient
pas à H−
1
2 (Γ). C'est ependant e hoix que nous avons retenu dans la suite. Pour
réaliser la omparaison entre XFEM et DEM à la setion 3.3.4, nous avons epen-
dant dû utiliser un autre Wh que nous ne détaillons pas ii. En eet, la question est
toujours ouverte de savoir omment onstruire Wh lorsqu'il y a plusieurs fontions
d'enrihissement par sommet.
L'avantage de savoir trouver une base de V0 est qu'on peut alors failement
traiter les termes non linéaires ave un algorithme de Newton omme dans le as
non enrihi, voir setion 2.5.
Il est à noter que si on utilise la formule Green pour le alul de a(u, v), il faut
tenir ompte du terme de bord, même dans le as Dirihlet homogène du fait que
V0 n'est pas un sous ensemble de H
1
0 . En eet, si on ne le fait pas, on ne peut pas
espérer retrouver la solution exate du problème, même dans les as où l'espae
d'approximation la ontient.
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Stabilisation h erreur L∞ erreur L1 erreur L2
NON 10−1 1.087× 10−16 1.302× 10−17 2.457× 10−17
NON 10−2 1.665× 10−16 2.518× 10−18 1.460× 10−17
OUI 10−1 2.775× 10−17 1.537× 10−18 5.995× 10−18
OUI 10−2 1.110× 10−16 1.365× 10−18 7.508× 10−18
Tab. 4.1  Erreur pour un problème d'advetion-diusion 1D : u′− εu′′ = 0, u(0) =
exp(−1/ε), u(1) = 1, ave ε = 10−2. L'enrihissement est la solution exate.
4.2.3 Stabilisation
Nous allons disuter ii du as de la stabilisation. Nous avons déjà vu à la setion
2.4 que pour résoudre les problèmes de ouhe limite ave un shéma éléments nis
non enrihis, il faut rajouter un terme de stabilisation. Ce terme SUPG/GaLS, de
la forme s(u, v) = h
∫
Ω Lu(v)τ(L(u)− f), rend le shéma plus diusif, et don plus
stable.
Dans l'artile [Abbas 2010℄, les auteurs soulignent qu'un bon hoix de fontions
d'enrihissement permet non seulement d'améliorer l'erreur ommise, mais aussi de
se passer du terme de stabilisation. Les travaux sur DEM (voir les référenes itées en
setion 3.3) font le même onstat. Dans les deux as, les fontions d'enrihissement
sont très prohes, au moins dans leur forme, de la solution analytique et dépendent
fortement du problème qu'on souhaite résoudre.
Notre as est un peu diérent puisqu'on souhaite omprendre ave quel type
de fontion enrihir pour n'importe quel type de problème qui présenterait une
ouhe limite. On ne peut don pas s'attendre à e que es fontions soient dérivées
analytiquement de l'équation et qu'elles aient pour eet de stabiliser le shéma. En
quelque sorte, nous sommes moins ambitieux pour nos fontions de base et leur
demandons simplement d'améliorer l'erreur d'interpolation.
Considérons, par exemple, un problème d'advetion-diusion 1D ave une ouhe
limite. Si on enrihi ave la solution exate, on obtient bien une erreur de l'ordre de
la préision mahine que e soit ave ou sans stabilisation, voir le tableau 4.1.
Voyons maintenant e qu'il advient lorsqu'on n'enrihit pas ave la solution
exate. Tout d'abord, plutt que d'enrihir ave la solution exate exp((x − 1)/ε),
on enrihit ave une fontion onstruite sur le même modèle : ψ(x) = exp(x/ε˜) ave
ε˜ = 5× 10−2 alors que ε = 10−2. La gure 4.1, nous montre le résultat ave et sans
stabilisation. La solution stabilisée n'est lairement pas parfaite, mais présente tout
de même moins d'osillations que la solution non stabilisée.
Si maintenant on herhe à enrihir ave une fontion qui n'a vraiment plus de
lien ave la solution analytique, par exemple en prenant ψ(x) = x2, l'intérêt de la
stabilisation est enore plus lair, voir gure 4.2.
Il est ependant à noter que dans les deux as, la solution osille tout de même
un peu. Peut-être que ette stabilisation n'est pas la mieux adaptée à es nouvelles
fontions de base. D'autre part, omme la stabilisation rajoute de la diusion, la
ouhe limite alulée est moins ne que dans la solution exate.
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Fig. 4.1  Solutions de l'équation u′ − εu′′ = 0, u(0) = exp(−1/ε), u(1) = 1, ave
ε = 10−2. Enrihissement ψ(x) = exp(x/ε˜), ave ε˜ = 5× 10−2.
Les osillations que l'on peut voir sur les gures 4.1 et 4.2 font penser au phéno-
mène déjà observé par Brezzi et Russo [Brezzi 1994℄ pour la méthode RFB. En eet,
il est montré une équivalene entre stabilisation par ajout de visosité et enrihisse-
ment par une fontion bulle partiulière. Dans notre as, il serait don intéressant
de réussir à supprimer les osillations en onstruisant un terme de stabilisation qui
tiendrait ompte de l'enrihissement. Ii, nous avons pris partiulièrement peu de
mailles (10) pour que les osillations soient bien visibles. Lorsqu'on rane un peu
plus, les irrégularités que présente la solution enrihie disparaissent.
D'autre part, dans le as de l'équation de Burgers, nos tests ave enrihisse-
ment montrent que la stabilisation aide l'algorithme de Newton à onverger. Sans
stabilisation, et algorithme ne onverge pas toujours.
Remarque 4.2.7. Nous nous intéresserons plus en détails au hoix des fontions
d'enrihissement dans la partie 4.3
4.2.4 Robustesse du shéma
Dans ette setion, nous nous intéressons à la sensibilité du shéma vis-à-vis du
hoix de la fontion d'enrihissement. Nous allons don enrihir tout le domaine de
alul ave une fontion onstruite pour représenter le phénomène de ouhe limite
que nous herhons à approximer.
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Fig. 4.2  Solutions de l'équation u′ − εu′′ = 0, u(0) = exp(−1/ε), u(1) = 1, ave
ε = 10−2. Enrihissement ψ(x) = x2.
Considérons un problème d'advetion-diusion 2D{
λ · ∇u− ε∆u = 0 dans Ω,
u = uD sur ∂Ω,
(4.2)
ave λ = (1, 0) et ε = 10−2 dont la solution exate est uex(X) = exp(λ·(X−(1, 1))/ε)
pour un uD approprié. Notre espae d'approximation est Vh = V
1
p (Ω) + ψV
1
p (Ω),
ave des fontions d'enrihissement ψi dénies en haque sommet Xi par
ψi(X) = exp
(
β · (X −Xi)
ε
)
.
Nous nous intéressons à l'inuene du hoix du veteur β sur l'erreur ommise.
Si β = λ, ela revient à enrihir ave la solution exate et à titre de validation du
ode, on peut vérier dans le tableau 4.2 que l'erreur obtenue est de l'ordre de la
préision mahine quel que soit le maillage testé. Le nombre de degrés de liberté
(ddl) est deux fois le nombre de sommets du maillage pare qu'on enrihit ii tout
le domaine Ω.
Qu'arrive-t-il si β est diérent de λ ? Pour répondre à ette question, nous avons
lané plusieurs fois le alul sur un même maillage, mais ave un β variant dans
le retangle [0, 4] × [−1, 1] par pas de 0.05, e qui donne environ 3200 expérienes.
Les erreurs qui en résultent sont résumées par les gures 4.3, haque pixel d'une
image représentant une expériene : les oordonnées sont elles de β et la ouleur
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h ddl erreur L∞ erreur L1 erreur L2
7.420× 10−2 284 1.340× 10−16 5.787× 10−18 1.671× 10−17
3.664× 10−2 1026 2.621× 10−16 2.751× 10−18 1.576× 10−17
1.850× 10−2 3984 4.166× 10−16 2.612× 10−18 1.615× 10−17
1.546× 10−2 6060 6.570× 10−16 3.543× 10−18 2.210× 10−17
7.818× 10−3 24114 4.538× 10−15 1.317× 10−17 8.856× 10−17
Tab. 4.2  Enrihissement ave β = λ sur un problème d'advetion-diusion 2D
homogène.
Problème h erreur L∞ erreur L1 erreur L2
Advetion-diusion 2D 2.656× 10−2 0.4801 2.027× 10−2 7.370× 10−2
Burgers instat. 1D 2.656× 10−2 0.5583 2.431× 10−2 7.937× 10−2
Tab. 4.3  Erreur ommise ave un shéma stabilisé P 1 non enrihi sur un même
maillage ontenant 1075 ddl.
donne l'erreur ommise. Le maillage utilisé est un maillage non struturé de triangles
ontenant 513 sommets, soit 1026 degrés de liberté. Pour omparaison, nous avons
également résolu le même problème ave un ode éléments nis stabilisé P 1 non
enrihi qui a tourné sur un maillage de 1075 sommets, voir tableau 4.3. Les gures
4.3 et le tableau 4.3 sont dont à regarder de paire pour onduire l'analyse.
Ces gures montrent assez lairement que le bon hoix pour β est d'être dans
la diretion de λ qui est en fait la diretion du gradient de la solution. Cei sera
justié de manière plus théorique dans la setion 4.5. Cependant, ette diretion n'a
pas besoin d'être onnue de manière très préise pour que l'enrihissement apporte
une amélioration au shéma.
Remarque 4.2.8. Pour le hoix β = (0, 0), il n'y a en fait pas du tout d'enrihis-
sement, puisqu'alors ψi(X) = 1.
Nous avons également fait la même batterie de tests sans stabilisation. Les ré-
sultats sont donnés dans la gure 4.4. On voit assez lairement que la stabilisation
augmente la préision du shéma, surtout lorsque β est très diérent de λ. Lorsque
β a une norme plus grande que 2.5, il faut alors onnaître ave préision la diretion
qu'il doit avoir pour que l'enrihissement reste intéressant.
Nous onsidérons maintenant un problème de Burgers instationnaire 1D,

 ∂tu+ ∂x
u2
2
− ε∂2xu = 0 in Ω = [0, 1]x × [0, 1]t,
u|Γ = uD on Γ = {0, 1}x × [0, 1]t ∪ [0, 1]x × {0}t.
(4.3)
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Fig. 4.3  Erreur ommise sur un problème d'advetion-diusion 2D selon le hoix
de β. Les oordonnées sont elles de β, les ouleurs donnent la valeur de l'erreur.
Rappelons que λ = (1, 0).
On en onnait une solution exate,
uex(x, t) = b− atanh
(
a(x− bt)
2ε
)
pour des paramètres quelonques a, et b et si uD est la restrition de uex sur Γ.
Ii, nous avons hoisi a = 1, b = 12 , et ε = 10
−2
. Ce problème est traité ave un
shéma éléments nis en espae-temps an d'être résoluble par notre ode 2D. Nous
utilisons ii le même enrihissement que plus haut, 'est à dire ψi(X) = exp(β ·X/ε)
ave X = (x, t). Cette fois-i, β appartient à [−0.5, 0.5]2. Le maillage utilisé est le
même qu'avant. Les erreurs sont ahées dans les gures 4.5. Pour omparaison, les
résultats d'un ode non enrihi sont donnés dans le tableau 4.3.
La gure est, ette fois, plus diile à interpréter. On peut ependant noter que
là enore, les erreurs sont les plus faible si β est dans la diretion du gradient de la
solution exate, à savoir (1,−12). Comme la ouhe limite interne est symétrique par
rapport à la droite dirigée par le veteur (12 , 1), un hoix de β dans ette diretion
donne de mauvais résultats (la solution est onstante dans ette diretion et n'a pas
besoin d'enrihissement). Les fortes erreurs observées autour du point (−0.5, 0.5)
sont étonnantes. Cela s'explique sans doute par un phénomène d'underow.
La gure 4.6 rend les hoses un peu plus laires. Toujours sur le même maillage,
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Fig. 4.4  Erreur ommise sur un problème d'advetion-diusion 2D selon le hoix
de β. Les oordonnées sont elles de β, les ouleurs donnent la valeur de l'erreur et
λ = (1, 0). Shéma non stabilisé
nous avons fait dérire à β un erle de rayon 0.1. Soit θ l'angle de la droite dirigée
par le veteur (12 , 1)  déni modulo pi. Dans notre as nous avons θ = arctan(2).
Soit θβ l'angle qui aratérise le veteur β, 'est-à-dire β = |β|(cos(θβ), sin(θβ)). On
s'attend à e que l'erreur soit maximale lorsque le produit salaire entre β et (12 , 1)
est maximal. Ce produit salaire ne dépend que du osinus de l'angle entre β et
la droite de la ouhe limite qui est déni modulo pi. Il est don assez naturel de
omparer l'erreur à la fontions K cos(2(θβ − θ)) ave K = 0.3, une onstante. On
voit dans la gure 4.6 que l'erreur est bien expliquée par e produit salaire.
4.3 Proposition d'un algorithme d'enrihissement adap-
tatif
Nous avons présenté, dans la setion préédente, un adre élément ni enrihi
stabilisé qui s'avère susamment robuste et général pour aepter des fontions
d'enrihissement variées. Dans ette setion, nous allons disuter du hoix de es
fontions d'enrihissement, en onstruire plusieurs sortes et proposer un premier
algorithme d'adaptation de fontions de base. En partiulier, nous herhons à ré-
pondre aux questions :
 où enrihir ?
 et ave quoi ?
Pour le moment, les expérienes présentées dans la setion 4.2.4 néessitent toujours
de savoir a priori ave quelle fontion enrihir. Le hoix du veteur β est en eet
imposé avant le alul. De plus, dans es expérienes, tout le domaine est enrihi,
même si seule la partie dans laquelle se situe la ouhe limite pose problème.
Pour répondre à es questions, nous nous appuyons ii sur e qui se fait en matière
d'adaptation de maillage omme, par exemple, dans les référenes [Alauzet 2003℄ et
[Frey 2005℄. En eet, l'adaptation de maillage herhe à répondre notamment aux
questions
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Fig. 4.5  Erreur ommise sur un problème de Burgers instationnaire 1D selon
le hoix de β. Les oordonnées sont elles de β, les ouleurs donnent la valeur de
l'erreur.
 où remailler ?
 et de quelle manière (raner/déraner) ?
qui peuvent être mises en parallèle ave les deux questions que l'on se pose ii. Les
réponses à es questions s'appuient sur un indiateur d'erreur : on xe un seuil ible
pour et indiateur et on rane partout où l'indiateur est supérieur au seuil, de
sorte à passer en dessous. La résolution se déompose alors en trois étapes :
1. Résoudre une première fois le problème sur un maillage initial.
2. Raner le maillage en aord ave l'information donnée par l'indiateur d'er-
reur.
3. Realuler la solution sur le nouveau maillage.
Et éventuellement réitérer l'opération, l'algorithme donnant de très bons résultats en
très peu d'itérations. L'indiateur d'erreur est onstruit à partir d'une reonstrution
de la matrie hessienne de la solution approhée, l'idée étant que l'erreur dépend de
la ourbure de la solution.
Nous proposons don de proéder de manière similaire pour e qui est de l'enri-
hissement :
1. Résoudre une première fois le problème sans enrihissement sur un espae
V kp (Ω).
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Fig. 4.6  Erreur L2 ommise sur un problème de Burgers instationnaire 1D selon le
hoix de β, omparaison ave une fontion osinus. Le veteur β est hoisi de norme
0.1. L'axe des absisses représente l'angle θβ .
2. Séletionner les sommets à enrihir et onstruire les fontions d'enrihissement
en tenant ompte de l'information donnée par un indiateur.
3. Realuler la solution dans l'espae enrihi Vh = V
k
p (Ω) + ψV
k
p (Ωe).
À l'instar de l'adaptation de maillage, la deuxième étape néessite la reonstrution
des dérivées de la solution approhée, e qui est dérit plus en détails dans la setion
4.4. En eet, si la solution est dans V 1p , son gradient est onstant par moreaux et
déni uniquement à l'intérieur des éléments. Nous utilisons don une reonstrution
simple pour obtenir un gradient dans V 1p . En répétant l'opération, on peut ainsi
obtenir des approximations des dérivées d'ordre plus élevé.
Dans la suite, nous notons up la première solution alulée sur l'espae Vp, ∇˜up
le gradient reonstruit de up déni omme une fontion de Vp, et uh la nouvelle
solution, alulée sur l'espae enrihi Vh.
Remarque 4.3.1. An de gagner en eaité, on peut adopter une approhe mul-
tigrille, en partiulier pour la première étape qui ne néessite pas forément une
résolution très préise.
Remarque 4.3.2. Soit Ω¯ une région telle que Ωe ⊂ Ω¯ ⊂ Ω. La troisième étape
peut être allégée en résolvant seulement un problème sur Ω¯ ave des onditions au
bord de Dirihlet données par u = up|∂Ω¯ sur ∂Ω¯. On évite ainsi de realuler sur
tout le domaine. Cependant, on réduit alors la portée de l'amélioration apportée par
l'enrihissement à la région Ω¯, e qui n'est pas forément toujours souhaitable.
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4.3.1 Enrihissement exponentiel
Tout d'abord, nous restons dans le adre de l'enrihissement exponentiel déjà
présenté à la setion 4.2.4. Supposons que le sommet Xi appartienne à la zone d'en-
rihissement Ωe (voir setion 4.3.3 pour la séletion de ette zone). Nous dénissons
la fontion d'enrihissement assoiée au point Xi par
ψi(X) = exp
(
βi · (X −Xi)
ε
)
.
Les diérentes expérienes onduites dans la setion 4.2.4 nous ont montré que
l'important est que βi soit hoisi dans la diretion du gradient de la solution, aussi
bien pour l'équation d'advetion-diusion que pour l'équation de Burgers. Il est
don assez naturel de tester le hoix βi = ∇˜up(Xi).
Le problème de e hoix est qu'il ne passe pas à l'éhelle. En eet, onsidérons
un problème linéaire. Si on multiplie les onditions au bord par un réel α, alors la
solution à e nouveau problème est αu et son approximation dans Vp est αup. Il en
déoule que l'espae d'approximation enrihi n'est pas indépendant de α.
Notons le Vh,α et uh,α ∈ Vh,α la solution dans l'espae enrihi. On n'a pas uh,α =
αuh ar uh n'appartient pas à Vh,α. En eet, les βi dépendent de α et on a βi,α =
α∇˜up(Xi). D'où Vh,α 6= Vh.
Dans la pratique, onformément à la théorie, on observe que l'erreur ommise
sur αup est simplement α fois l'erreur ommise sur up. Ce n'est plus le as pour uh
et uh,α.
Pour palier e problème, nous proposons modier la dénition des βi pour rendre
Vh,α indépendant de α. Il sut pour ela de prendre
βi =
1
‖up‖∞ ∇˜up(Xi).
On observe alors bien que l'erreur ommise sur uh,α est α fois l'erreur ommise sur
uh, onformément à e qu'on peut observer sans enrihissement.
Les tests de onvergene de l'erreur sont onduits pour les problèmes d'advetion-
diusion 2D et de Burgers instationnaire 1D. Dans les deux as, une première solu-
tion P 1 est alulée, un gradient P 1 est reonstruit, puis une nouvelle solution dans
l'espae enrihi Vh = V
1
p (Ω)+ψV
1
p (Ωe) est alulée. C'est l'erreur pour ette dernière
solution qui est ahée dans la gure 4.7. On peut y voir lairement l'amélioration
de la onvergene de l'erreur dans les deux as. Ces fontions d'enrihissement ex-
ponentielles, quoique onstruites à partir de la forme générale de la ouhe limite
d'une équation d'advetion-diusion, permettent également de diminuer l'erreur sur
un problème de Burgers.
4.3.2 Enrihissement polynmial adapté
Nous avons vu dans la setion préédente e que peut donner un enrihissement
exponentiel adapté sur un problème diérent de elui pour lequel il a été onçu. Les
résultats sont intéressants, et ependant nous souhaitons avoir une approhe enore
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Fig. 4.7  Erreur du shéma d'enrihissement exponentiel adaptatif omparée ave
elle d'un shéma stabilisé P 1 lassique. Colonne de gauhe : problème d'advetion-
diusion 2D. Colonne de droite : équation de Burgers instationnaire 1D. Dans les
deux as, ε = 10−2. La onvergene est étudiée sur une suite de maillages triangu-
laires non struturés et ranés de manière homogène sur tout le domaine.
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plus générale pour la onstrution des fontions d'enrihissement. La voie que nous
hoisissons d'explorer onsiste à penser les fontions d'enrihissement omme des
approximations des termes du développement de Taylor de la solution exate.
La première piste que nous avons suivi s'inspire de nouveau de l'adaptation de
maillage. Dans [Frey 2005℄ et [Alauzet 2003℄, les auteurs montrent que l'erreur d'in-
terpolation sur un espae V 1p provient essentiellement de la mauvaise approximation
de la matrie hessienne de la solution. La solution préonisée est alors de raner le
maillage là où la ourbure de la solution est trop grande.
Supposons que l'on dispose d'une hessienne approhée de la solution, qu'on note
H˜up et qui appartient aussi à V
1
p (voir setion 4.4 pour des détails sur la manière
de reonstruire). On peut alors hoisir d'enrihir l'espae d'approximation ave les
fontions
ψi(X) =
1
2
(X −Xi)TH˜up(X −Xi),
qui semblent être de bons approximants du terme de degré 2 du développement de
Taylor de la solution. On ompte don ainsi bien améliorer l'espae d'approximation.
D'une manière similaire, on peut se demander pourquoi s'arrêter en si bon hemin ?
et ajouter un seond enrihissement onstruit, lui, à partir des dérivées de degré 3.
L'enrihissement basé sur la hessienne est appelé dans la suite, enrihissement P 2.
Celui basé sur les dérivées troisièmes est appelé P 3. Lorsque les deux sont présents,
on note P 2+P 3. On pourrait sans doute enore ontinuer et enrihir ave des termes
de degré plus élevés, mais nous nous en sommes tenus au degré trois.
À nouveau nous avons lané nos tests de onvergene de l'erreur sur les problèmes
d'advetion-diusion 2D et de Burgers instationnaire 1D. Les résultats sont résumés
par la gure 4.8. Pour les deux problèmes, on voit une nette amélioration de l'erreur
grâe à l'enrihissement. Il est à noter que l'enrihissement ave deux fontions, le as
P 2+P 3 n'est pas beauoup plus oûteux que le simple enrihissement P 2. En eet, on
n'utilise, ii enore, qu'une seule résolution sur l'espae V 1p pour onstruire les deux
fontions d'enrihissement par sommet. L'opération de reonstrution des dérivées
d'ordre 3 est peu oûteuse une fois qu'on a elles d'ordre 2. Le seul vrai suroût
est une augmentation du nombre de degrés de liberté mais qui reste raisonnable : si
nes est le nombre sommets enrihi, le système P
2 + P 3 est de taille ns + 2n
e
s ontre
ns + n
e
s pour l'enrihissement P
2
seul. Pour xer les idées, dans les expérienes que
nous présentons ii, nes ≈ 0.1× ns.
L'enrihissement polynmial adapté P 2 + P 3 donne des résultats omparables
(légèrement inférieurs) à l'enrihissement exponentiel dans le as d'un problème
d'advetion-diusion. Par ontre, dans le as des équations de Burgers, l'enrihis-
sement polynmial est lairement supérieur. D'autre part, les problèmes inhérents
à l'usage des exponentielles (diiles à intégrer, problèmes de onditionnement,
over/underow, et), nous font penser que l'adaptation d'enrihissement polynmial
est mieux à même de répondre à nos besoins d'enrihissement pour des problèmes
plus omplexes. C'est don vers ette voie que nous nous tournons.
Remarque 4.3.3. Nous avons également testé un enrihissement de degré 3
onstruit omme la somme des enrihissement P 2 et P 3, mais les résultats ne sont
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Fig. 4.8  Erreur du shéma d'enrihissement polynmial adaptatif omparée ave
elle d'un shéma stabilisé P 1 lassique. Colonne de gauhe : problème d'advetion-
diusion 2D. Colonne de droite : équation de Burgers instationnaire 1D. Dans les
deux as, ε = 10−2. La onvergene est étudiée sur une suite de maillages triangu-
laires non struturés et ranés de manière homogène sur tout le domaine.
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pas aussi bons que dans le as P 2 + P 3 présenté ii.
Remarque 4.3.4. Cei n'a pas grand hose à voir ave la p-adaptation tradition-
nelle. En eet, e que nous faisons ii est beauoup moins oûteux : dans la setion
2.3.4, nous avons vu que qu'un espae V 2p oûte 4ns degrés de liberté, ontre seule-
ment 2ns pour un espae enrihi ave une seule fontion et 3ns pour deux fontions
d'enrihissement par sommet (on suppose ii, pour simplier les notations et la
omparaison, que tout le domaine est enrihi).
4.3.3 Séletion de la zone d'enrihissement
Dans ette setion, nous apportons une réponse à la question où enrihir ?
Ave les exemples d'enrihissement introduits dans les deux setions préédentes
(setions 4.3.1 et 4.3.2), il faut pouvoir garantir que le système qu'on herhe à
résoudre reste inversible et qu'on n'introduit pas de dépendane linéaire entre les
fontions de base. Plaçons nous enore dans le as où l'espae d'approximation est
Vh = V
1
p (Ω) + ψV
1
p (Ωe). Par exemple, si ∇˜up(Xi) = 0, il ne faut pas enrihir le
sommet Xi ave une fontions du type ψi(X) = exp(∇˜up(Xi) · (X − Xi)/ε) ou
enore ψi(X) = ∇˜up(Xi) ·X. Pour la même raison, si H˜up(Xi) = 0, il ne faut pas
non plus enrihir le sommet Xi ave la fontion ψi(X) =
1
2(X −Xi)TH˜up(X −Xi).
Un peu plus ompliqué à déeler est le as où, par exemple, ∇˜up est onstante
sur tout Ωi = suppNi pour au moins un i. Dans e as, on ne peut pas enrihir le
point Xi ave la fontions ψi(X) = ∇˜up(Xi) ·X.
Remarque 4.3.5. Dans les as où les espaes polynmiaux sont de degré supérieur,
le même raisonnement tient enore, mais il faut déaler les degrés. En eet, si
l'espae d'approximation est Vh = V
2
p + ψV
2
p , il faut noter que :
 On ne peut plus enrihir ave une fontion polynmiale de degré 1.
 Les fontions d'enrihissement P 2 sont soumises aux mêmes remarques que
les fontions P 1 dans le as V 1p + ψV
1
p .
 Les fontions exponentielles doivent simplement éviter d'être onstantes
D'une manière générale, il faut éviter qu'une fontions de l'espae d'enrihis-
sement ψV kp ne dégénère en une fontion déjà ontenue dans l'espae polynmial
V kp .
D'autre part, l'enrihissement n'est utile que dans les zones où il permet d'amé-
liorer l'erreur d'interpolation an de diminuer le oût des aluls. On herhe don
à la fois à garantir que le système reste inversible et que les degrés de liberté in-
vestis soient pertinents. Une solution simple à e problème est de se xer un seuil
et de n'enrihir que les sommets Xi pour lesquels ‖∇˜up(Xi)‖ est plus grand que
e seuil. On peut de même imposer que ‖H˜up(Xi)‖ soit aussi supérieur à un seuil,
éventuellement diérent du préédent.
4.3.4 Comparaison ave l'adaptation de maillage
Enrihir une région du domaine de alul néessite de rajouter des degrés de
liberté. Dans les gures 4.8 et 4.7, nous avons omparé l'enrihissement adaptatif à
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un shéma P 1 stabilisé sur une suite de maillages ranés de manière homogène. On
oulte alors deux hoses :
 Sur un même maillage, le nombre de degrés de liberté des shémas enrihis est
supérieur à elui du shéma non enrihi.
 Chaque résolution ave enrihissement néessite une première résolution sans
enrihissement.
Par ailleurs, on peut se demander si les degrés de liberté investis dans l'enrihis-
sement ne seraient pas mieux plaés dans l'adaptation de maillage, et omment se
omporte l'enrihissement sur un maillage adapté. Nous allons élairir es points
dans ette setion.
Dans le as de l'adaptation de maillage omme de l'enrihissement, on démarre
par une première résolution sur un maillage homogène, sans enrihissement. On peut
don proposer un algorithme naïf qui allie enrihissement et adaptation de maillage.
Après la première résolution, on prend une déision parmi les suivantes :
1. S'arrêter là.
2. Raner le maillage de manière homogène.
3. Adapter le maillage.
4. Enrihir une région.
À part si le premier hoix est fait, on résout un nouveau système et on refait un hoix,
et. Nous n'avons pas développé nous-même d'algorithme d'adaptation de maillage
et nous ontentons d'utiliser le mailleur bamg [Heht 2002℄ qui utilise uniquement
un indiateur d'erreur basé sur la solution P 1. Il en déoule que l'enrihissement
ne peut être qu'une étape nale, 'est-à-dire que le hoix 4 sera toujours suivi du
hoix 1. Cei pourrait être amélioré simplement en utilisant un mailleur qui utilise
un indiateur d'erreur d'ordre élevé (au moins pour l'enrihissement polynmial).
Nous hoisissons alors de omparer 4 stratégies :
1. Raner uniquement de manière homogène sans jamais enrihir.
2. Raner de manière adaptée sans jamais enrihir.
3. Raner de manière homogène et enrihir à la dernière étape.
4. Raner de manière adaptée et enrihir à la dernière étape.
Les stratégies 1 et 3 sont là uniquement pour mesurer la pertinene de l'adaptation
de maillage. En eet, si on veut obtenir un maillage rané de manière homogène à
une nesse donnée, on n'a pas besoin de passer par toutes les étapes préliminaires.
Exemple 4.3.6. Ave la stratégie 1, on obtient la ourbe standard SUPG P1 des
gures 4.8 et 4.7. Si à la dernière étape on hoisit alors d'enrihir (stratégie 3), on
obtient les points des ourbes d'erreur ave enrihissement : haque point dépend du
moment où on déide d'enrihir au ours du proessus de ranement.
Sur la gure 4.9, nous avons ahé les erreurs que suivent es quatre stratégies.
On peut y voir assez lairement l'avantage de l'enrihissement sur des maillages
assez ns. Jusqu'à environ 10000 degrés de liberté, la ourbe de l'enrihissement P 2
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Fig. 4.9  Erreur obtenue pour les 4 statégies diérentes sur un problème
d'advetion-diusion 2D à Pélet 102. L'enrihissement ahé est onstruit sur le
modèle P 2 : ψi =
1
2(X −Xi)TH˜up(X −Xi)
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Fig. 4.10  Courbe d'erreur pour un problème d'advetion-diusion 2D à Pélet
103. Les maillages sont adaptés à partir de l'information de la solution P 1. Il s'agit
des stratégies 2 pour la ourbe P1 sans enrihissement et 4 pour les deux autres
ourbes. Les enrihissements P 2 et P 2 + P 3 sont omparés.
sur des maillages adaptés (en violet, stratégie 4) est largement au dessous des autres
ourbes. Au delà, nous avons du mal à expliquer l'inexion de la ourbe.
Notre enrihissement s'appuie fortement sur la reonstrution des dérivées et né-
essite don que la solution polynmiale initialement alulée up soit susamment
bonne. L'intérêt de et enrihisement est don d'améliorer une solution déjà raison-
nablement bonne, mais il ne permettra pas de trouver une bonne solution sur un
maillage trop grossier pour que up soit une bonne approximation de u. Par exemple,
si on onsidère un problème d'advetion-diusion ave un Pélet de 103, dans les
maillages les plus grossiers, la solution up sera une très mauvaise approximation de
u. La gure 4.10 illustre bien ela : dans les maillages les plus grossier, il vaut mieux
utiliser des degrés de liberté supplémentaires pour raner le maillage plutt que
d'enrihir. En eet, l'enrihissement rajoute alors des degrés de liberté sans amélio-
rer susamment l'erreur. Par ontre, une fois le maillage susamment rané, on
voit qu'il est très intéressant d'enrihir.
Imaginons qu'on suive la stratégie 4, et qu'à la n du proessus d'adaptation
de maillage, on hoisisse d'enrihir en P 2 + P 3 sur le maillage le plus n. La gure
4.10 montre que le gain en terme d'erreur de ette dernière étape est environ aussi
eae que toutes les étapes d'adaptation réunies.
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Les gures 4.9 et 4.10 montrent bien que et enrihissement est ompétitif par
rapport à l'adaptation de maillage et que les meilleurs résultats sont obtenus en
rajoutant une étape d'enrihissement à la n du proessus d'adaptation de maillage
(stratégie 4). Par ailleurs, es bons résultats montrent que même si le maillage est
très irrégulier et que les théorèmes de super-onvergene que nous verrons à la setion
4.4 ne s'appliquent pas, les dérivées reonstruites donnent une bonne information
pour onstruire des fontions d'enrihissement pertinentes.
4.4 Reonstrution des dérivées
Tous les essais d'enrihissement adaptatifs que nous faisons reposent sur la re-
onstrution de dérivées approhées de la solution en se basant sur une première
approximation de la solution. On peut don se demander de quelle manière reons-
truire es dérivées et si ette reonstrution est pertinente.
4.4.1 Théorème de super-onvergene
Dans [Bank 2004a℄, les auteurs présentent un résultat intéressant de super-
onvergene du gradient reonstruit à partir d'une solution dans V 1p sur un maillage
quasi-uniforme de triangles. Ce résultat est étendu dans [Bank 2004b℄ à des as de
maillages totalement non struturés (toujours de triangles), mais présentant une
ertaine régularité. Dans e as, une étape de lissage du gradient est ajoutée pour
obtenir la super-onvergene. Plus réemment, e résultat a été enore amélioré pour
montrer une super-onvergene de la reonstrution des dérivées k + 1-ièmes à par-
tir d'une solution dans V kp , mais toujours dans des as de maillages présentant une
ertaine régularité, voir [Bank 2007℄. Dans les trois artiles, une projetion globale
L2 est utilisée pour reonstruire le gradient, e qui est assez oûteux.
An d'appliquer es théorème, nous avons besoin de quantier l'irrégularité du
maillage.
Dénition 4.4.1. Soit e une arête intérieure de la triangulation Th et Te,1 et Te,2
les deux triangles qui partagent e. Considérons le quadrangle Qe,12 formé par es
deux triangles. On dit que Te,1 et Te,2 forment un parallélogramme à O(h
2) près si
la longueur de deux tés opposés de Qe,12 ne dièrent que de O(h
2).
Dénition 4.4.2. La triangulation Th est dite irrégulière en O(h2σ) si :
1. Soit E l'ensemble des arêtes intérieures. On peut déomposer E en deux sous
ensembles E1 et E2 tels que pour tout e dans E1, Qe,12 est un parallélogramme
à O(h2) près et
∑
e∈E2
|Te,1|+ |Te,2| = O(h2σ).
2. L'ensemble des points du maillage sur la frontière qui n'appartiennent pas à un
parallélogramme à O(h2) près sont en nombre ni indépendant de h. Il s'agit
prinipalement des oins et éventuellement de quelques points isolés.
Plaçons nous dans le as simple où on herhe à résoudre une équation
d'advetion-diusion à oeients onstants. Notons u la solution exate, up la
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solution élément ni alulée dans V 1p et ∇˜up le gradient reonstruit par projetion
L2 globale de ∇up sur V 1p . On a alors le théorème de super-onvergene suivant :
Théorème 4.4.3. Supposons que u est dans W 3∞(Ω) et que le maillage Th est irré-
gulier en O(h2σ). Alors, le gradient reonstruit ∇˜up super-onverge vers ∇u. Plus
préisément, il existe une onstante C ≥ 0 telle que
‖∇u− ∇˜up‖L2 ≤ Ch1+min(1,σ)| log h|
1
2 ‖u‖W 3
∞
.
Ce théorème, formulé dans un as plus général, ainsi que sa démonstration sont
détaillés dans [Bank 2004a℄. La valeur de σ quantie en quelque sorte les triangles
qui ne forment pas des parallélogrammes à O(h2) près. Par exemple, si |E2| ∼ 1h ,
on a σ = 12 . Si, par ontre, le ardinal de E2 ne dépend pas de h, on a σ ≥ 1. Cela
signie que les triangles très irréguliers sont en nombre ni qui ne dépend pas de h.
Ce théorème reste enore valable si la triangulation Th est irrégulière en O(h2σ) par
moreaux. C'est-à-dire que le domaine peut être déoupé en un nombre ni borné
de sous-domaines tels que le sous-maillage assoié soit irrégulier en O(h2σ).
4.4.2 Reonstrution du gradient par projetion L
2
globale
Nous détaillons ii omment aluler eetivement la projetion L2 globale de
∇up sur V 1p . La fontion up est dans V 1p , don son gradient ∇up est une fontion
de L2 onstante sur haque élément de Th mais disontinue entre les éléments. On
dénit alors la projetion L2 de ∇up sur V 1p omme la fontion ∇˜up de V 1p qui vérie∫
Ω
(∇up − ∇˜up)Ni = 0, ∀i.
Il faut alors résoudre e système, e qui est très oûteux. Pour rendre ette opéra-
tion plus eae, on peut utiliser une résolution par un algorithme itératif. Comme
la matrie est symétrique, à diagonale dominante et très reuse, les auteurs de
[Bank 2004b℄ suggèrent d'utiliser l'algorithme SGSCG (symetri Gauss-Seidel with
onjugate gradient aeleration) qui onverge en à peine quelques itérations, 4 à 6
selon eux.
4.4.3 Reonstrution d'un gradient moyen
Pour éviter d'avoir à résoudre le système introduit à la setion préédente (4.4.2),
nous préférons adopter une tehnique de reonstrution loale qui ne néessite pas
de résoudre un système. Soit Si la réunion des éléments qui partagent le sommet
Xi. Il s'agit simplement de dénir ∇˜up(Xi) par
∇˜up(Xi) = 1|Si|
∫
Si
∇up.
On a alors que
∇˜up =
∑
i
Ni∇˜up(Xi).
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Cette opération est bien loale et a un oût négligeable par rapport aux étapes 1 et
3 de l'algorithme proposé à la setion 4.3. Malheureusement, le théorème de super-
onvergene vu à la setion 4.4.1 n'est plus valable dans e as ar sa démonstration
s'appuie fortement sur le fait si Qp est la projetion sur Vp, alors (Qpu, v) = (u, v)
pour tout v dans Vp.
Remarque 4.4.4. Dans le as où l'espae de up n'est pas forément V
1
p , il peut être
intéressant de pondérer ette moyenne, par exemple pour donner plus de poids aux
valeurs prohes du sommet Xi qu'on onsidère. Soit wi une fontion de pondération
d'intégrale non nulle sur Ω, le gradient moyen pondéré par wi est alors :
∇˜up(Xi) =
∫
Ωwi∇up∫
Ωwi
.
Le as présenté plus haut est elui ave wi = Ni. En général, on hoisira une fontion
wi de support ontenu dans Si.
Dans [Krizek 1984℄, on peut trouver un autre résultat de super-onvergene pour
une reonstrution du gradient par moyenne omme nous le proposons ii, mais
valable uniquement pour des maillages totalement uniforme. Appliqué à notre as,
il dit que si u est dans H3(Ω) et si le domaine est un parallélogramme, alors il existe
une onstante C ≥ 0 telle que
‖∇u− ∇˜up‖L2 ≤ Ch2‖u‖H3 .
Un autre artile, [Du 2001℄, présente une majoration en h
3
2
valable uniquement
pour des problèmes de la forme −div(A∇u) = f et sur des maillages réguliers.
L'intérêt est que elle-i est valable pour des reonstrutions plus générales, de la
famille de elle donnée dans la remarque préédente.
4.4.4 Reonstrution des dérivées d'ordre plus élevé
Nous avons vu dans les deux setions préédentes, 4.4.2 et 4.4.3, deux tehniques
pour obtenir un gradient reonstruit ∇˜up dans V 1p à partir d'une fontion up dans
V 1p . Intéressons nous maintenant aux dérivées d'ordre supérieur.
Supposons que l'on dispose d'une approximation des dérivées m-ièmes D˜mup
dans V kp et que l'on veuille aluler une reonstrution des dérivées m + 1-ièmes
dans V kp . On proède alors exatement sur le même prinipe que pour aluler le
gradient :
 soit on proède à une projetion L2 globale de Dm+1up sur V
k
p ,
 soit on moyenne les dérivées loalement.
Considérons la dérivée ∂˜mx ∂˜yup. Il y a deux manières de la aluler : 'est la dérivée
en y de ∂˜mx up, mais 'est aussi la dérivée en x de ∂˜
m−1
x ∂˜yup. An de préserver
la ommutativité des dérivations, nous hoisissons de prendre ∂˜mx ∂˜yup omme la
moyenne de es deux valeurs.
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4.5 Estimation d'erreur
Intéressons nous à l'estimation de l'erreur ommise sur un espae enrihis. L'in-
égalité de Céa (2.7) étant toujours valable, nous essayons ii de donner une majora-
tion de l'erreur d'interpolation. Tout d'abord, rappelons une majoration de l'erreur
pour les espaes polynmiaux de Lagrange de degré k que nous avons déjà vu à la
setion 2.3.5. Sous ertaines ontraintes de régularité qui y sont détaillées, pour tout
u dans W k+1q (Ω) et pour s = 0 ou 1, il existe une onstante C > 0 qui ne dépend
que du maillage telle que
inf
w∈V kp
‖u− w‖W sq (Ω) ≤ Chk+1−s|u|Wk+1q (Ω). (4.4)
Comme Vh ontient V
k
p , on a déjà
inf
w∈Vh
‖u− w‖W sq (Ω) ≤ Chk+1−s|u|Wk+1q (Ω). (4.5)
Cette majoration ne tient pas du tout ompte de l'enrihissement et on peut l'amé-
liorer. On déompose l'espae d'approximation Vh en un espae polynmial de La-
grange V kp et un espae d'enrihissement qu'on note Ve :
Vh = V
k
p + Ve.
Sous les hypothèses de la setion 2.3.5, l'espae V kp est W
1
q onforme. Si toutes les
fontions d'enrihissement ψi sont susamment régulières  ei ne pose pas de
problème partiulier puisqu'on souhaite utiliser l'enrihissement dans des ouhes
limite qui sont généralement assez régulières , alors l'espae d'enrihissement Ve
est aussi dans W 1q . Cei permet d'érire que pour tout v dans W
s
q et vh dans Vh, on
a :
‖v − vh‖qW sq (Ω) =
∑
T∈Th
‖v − vh‖qW sq (T ).
Remarque 4.5.1. En fait, nous avons déjà utilisé ette égalité dans l'inégalité au
dessus, pour donner du sens à ‖u− w‖W sq (Ω).
Notons Ikp l'opérateur d'interpolation de Lagrange sur V kp . Pour toute fontion
ve de Ve et v de W
k+1
q , la fontion −ve + Ikp (v − ve) appartient à Vh. Si on suit la
preuve de (4.4) dans [Brenner 2002℄, théorème 4.4.20, on obtient que
inf
vh∈Vh
‖u− vh‖W sq (Ω) ≤ ‖u− ve + I
p
h(u− ve)‖W sq (Ω)
=

∑
T∈Th
‖u− ve + Iph(u− ve)‖qW sq (T )


1
q
≤ Chk+1−s

∑
T∈Th
|u− ve|q
Wk+1q (T )


1
q
.
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Cette inéganlité est vraie pour toute fontion ve de Ve (et C ne dépendant pas de
ve), on en déduit don que
inf
vh∈Vh
‖u− vh‖W sq (Ω) ≤ Chk+1−s infve∈Ve

∑
T∈Th
|u− ve|q
Wk+1q (T )


1
q
. (4.6)
Il est important de noter qu'on ne peut pas dire que
∑
T∈Th
|u − ve|q
Wk+1q (T )
et
|u − ve|q
Wk+1q (Ω)
sont égaux, pare que ve n'appartient pas à W
k+1
q (Ω), en général
(en fait, la deuxième ériture n'a pas toujours de sens).
La onstante est la même que dans (4.4) et si on prend ve = 0, on retrouve l'in-
égalité (4.5). Il s'agit don d'un ranement de l'estimation (4.5) qui n'est ependant
pas enore failement exploitable en l'état. Remarquons que si l'espae d'enrihisse-
ment Ve est hoisi de telle sorte que le terme infve∈Ve
(∑
T∈Th
|u− ve|q
Wk+1q (T )
) 1
q
soit
un O(hl), alors l'erreur d'interpolation globale en norme W sq est en O(h
l+k+1−s).
En d'autres termes, un enrihissement bien hoisi peut aussi améliorer l'ordre de
onvergene d'une méthode, e que nous allons montrer dans la setion 4.6.
4.6 Augmentation de l'ordre d'un shéma par enrihis-
sement
Dans la setion 4.3, nous avons vu un algorithme d'enrihissement adaptatif.
Celui-i nous a donné de bons résultats, y ompris pour résoudre les équations de
Navier-Stokes (voir les résultats de la setion 4.7) ou ouplé ave de l'adaptation
de maillage. Nous allons ii utiliser le même algorithme ave un enrihissement
polynmial adapté, mais ii l'enrihissement est utilisé pour améliorer l'ordre de
onvergene du shéma. Cela nous permet aussi de mieux omprendre omment
onstruire de bonnes fontions d'enrihissement en fontion de l'espae polynmial
sous-jaent. Nous verrons qu'il peut s'intégrer dans un algorithme de p-adaptation
pour rendre e dernier moins oûteux.
4.6.1 Enrihissement dans une étape de p-adaptation
Considérons ii le as d'un algorithme d'adaptation de degré polynmial : on
dispose d'un espae polynmial de degré k, V kp (Ωk), ainsi que d'une solution uk
dans V kp (Ωk), et on herhe à inrémenter k dans une zone Ωk+1 ⊂ Ωk déterminée
par un indiateur. Le nouvel espae est alors V kp (Ωk\Ωk+1)+V k+1p (Ωk+1). Par abus
de notations, on note V k+1p et espae. Supposons que l'on fasse une seule étape
d'adaptation, ave Ωk = Ω. On eetue don les opérations suivantes :
1. alul de ukp dans V
k
p (Ωk),
2. reonstrution des dérivées k + 1-ièmes pour l'indiateur d'erreur,
3. alul de uk+1p dans V
k
p (Ωk\Ωk+1) + V k+1p (Ωk+1).
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Remarque 4.6.1. L'adaptation de degré (ou p-adaptation) est assez peu utilisée
seule, mais plutt après une adaptation de maillage (h-adaptation). On parle alors
d'adaptation hp. Ce terme reouvre également des stratégies plus omplexes, où à
haque itération, un arbitrage est fait pour savoir si un élément donné doit être
rané en h ou en p, voir par exemple [Demkowiz 2002℄. L'algorithme que nous
présentons ii est don très simplié, mais il ontient l'idée essentielle.
Évaluons le oût de es diérentes opérations. Notons ns,k le nombre de sommets
dans Ωk. Comme nous l'avons vu dans le tableau 2.2 de la setion 2.3.4, le nombre
de degré de liberté de V kp (Ωk) est asymptotiquement égal à k
nns,k, si Ωk est dans
R
n
. Le système à résoudre à la troisième opération est alors de taille :
(k + 1)nns,k+1 + k
n(ns,k − ns,k+1) =
{
(2k + 1)ns,k+1 + k
2ns,k si n = 2,
(3k2 + 3k + 1)ns,k+1 + k
3ns,k si n = 3.
Le suroût par rapport au premier système est don (2k + 1)ns,k+1 si n = 2 et
(3k2 + 3k + 1)ns,k+1 si n = 3.
Peut-on améliorer ette étape à l'aide de l'enrihissement ?
Imaginons que plutt que de passer du degré k au degré k + 1 dans la
zone Ωk+1, on hoisisse d'enrihir ette zone. L'espae d'approximation sera alors
Vh = V
k
p (Ωk)+ψV
m
p (Ωk+1) pour un ertain m. Le suroût dû à l'enrihissement est
mnns,k+1, à omparer à (2k + 1)ns,k+1 si n = 2 et (3k
2 + 3k + 1)ns,k+1 si n = 3
dans le as de la p-adaptation. Si, par exemple, on prend m = 1, alors mn = 1 e
qui est bien inférieur à 2k+1 et à 3k2 +3k+1. Par ontre, il faut pouvoir garantir
que l'erreur est omparable.
Notations. Pour établir le théorème 4.6.2, nous avons besoin d'introduire les
notations suivantes. Soient α et γ deux multi-indies respetivement égaux à (α1, α2)
et (γ1, γ2) (en 2D, l'extention en 3D est immédiate). On note γ! = γ1!γ2!, et pourX ∈
R
n
, Xγ = (xγ11 , x
γ2
2 ). On introduit également le oeient binmial : C
γ
α = C
γ1
α1C
γ2
α2 .
Enn, on rappelle que la notation ∂˜ désigne l'opérateur de dérivée reonstruite, et
par extention, on donne le même sens à ∂˜α et D˜k.
Théorème 4.6.2. Supposons que la solution u soit dans Hk+2(Ω) et qu'on dis-
pose d'un théorème de super-onvergene des dérivées reonstruites de la forme
‖Dku − D˜kup‖L2(Ω) ≤ Ch1+σ (voir setion 4.4). Soit Vh = V kp + ψV 1p notre es-
pae d'approximation (Ve = ψV
1
p ). Alors
inf
v∈Vh
‖u− v‖Hs(Ω) ≤ Chk+1+σ−s
pour des fontions d'enrihissement ψi onstruites omme
ψi(X) =
∑
|γ|=k
1
γ!
∂˜γup(Xi)(X −Xi)γ .
En partiulier, si le maillage est très régulier, on a σ = 1 et l'enrihissement permet
bien de gagner un ordre de onvergene.
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Démonstration. Reprenons l'inégalité 4.6 présentée dans la setion 4.5 (pour sim-
plier les notations, on prend q = 2) :
inf
vh∈Vh
‖u− vh‖Hs(Ω) ≤ Chk+1−s inf
ve∈Ve

∑
T∈Th
|u− ve|2Hk+1(T )


1
2
. (4.7)
Il nous faut don estimer le terme
∑
T |u− ve|2Hk+1(T ).
|u− ve|2Hk+1(T ) =
∑
|α|=k+1
‖∂α(u− ve)‖2L2(T )
=
∑
|α|=k+1
∥∥∥∥∥∂αu− ∂α
(∑
i
veiψiNi
)∥∥∥∥∥
2
L2(T )
Pour deux mutlti-indies α et β, on note Cβα = C
β1
α1C
β2
α2 . On a alors en général que
∂α(ψiNi) =
∑
|β|≤|α|
Cβα∂
βψi∂
α−βNi.
Utilisons le fait que Ni est dans V 1p et que ψi est un polynme de degré k
dans haque triangle. Les termes non nuls sont don uniquement eux pour lesquels
|β| = k. Il nous reste don
∂α(ψiNi) =
∑
|β|=1
Cα−βα ∂
α−βψi∂
βNi.
Nous allons maintenant utiliser la forme partiulière des fontions d'enrihisse-
ment
ψi(X) =
∑
|γ|=k
1
γ!
∂˜γup(Xi)(X −Xi)γ .
Soit β un multi-indie tel que |β| = k et dérivons ψi :
∂βψi =
∑
|γ|=k
1
γ!
∂˜γup(Xi)∂
β(X −Xi)γ
= ∂˜βup(Xi).
Alors par dénition de ∂˜βup, on a∑
i
∂βψiNi =
∑
i
∂˜βup(Xi)Ni = ∂˜βup sur T.
Notons également que ∑
|β|=1
Cα−βα = |α| = k + 1.
4.6. Augmentation de l'ordre d'un shéma par enrihissement 71
Rappelons qu'on herhe à estimer la borne inférieure sur les ve dans Ve et
prenons une fontion partiulière v∗e dans Ve dénie par v
e
i =
1
k+1 . En utilisant e
que nous venons de montrer, on obtient alors :
|u− v∗e |2Hk+1(T ) =
∑
|α|=k+1
∥∥∥∥∥∥∂αu−
1
k + 1
∑
|β|=1
Cα−βα ∂
β ∂˜α−βup
∥∥∥∥∥∥
2
L2(T )
=
∑
|α|=k+1
∥∥∥∥∥∥
1
k + 1
∑
|β|=1
Cα−βα ∂
β(∂α−βu− ∂˜α−βup)
∥∥∥∥∥∥
2
L2(T )
≤ C
∑
|α|=k+1
∑
|β|=1
∥∥∥∂β(∂α−βu− ∂˜α−βup)∥∥∥2
L2(T )
≤ C
∑
|γ|=k
∣∣∣∂γu− ∂˜γup∣∣∣2
H1(T )
≤ C
∣∣∣Dku− D˜kup∣∣∣2
H1(T )
Notons I1p l'opérateur d'interpolation de Lagrange sur V 1p .
|Dku− D˜kup|H1(T ) ≤ |Dku− I1pDku|H1(T ) + |I1pDku− D˜kup|H1(T )
On utilise ensuite une inégalité inverse, voir [Ern 2002℄ p.6366 qui dit que pour
tout v dans V 1p , il existe une onstante C > 0 telle que sur haque élément T , on ait
‖v‖H1(T ) ≤ C
1
hT
‖v‖L2(T ).
Comme I1pDu− D˜kup est dans V 1p , on peut appliquer ette inégalité et en utilisant
que |v|H1(T ) ≤ ‖v‖H1(T ), et on obtient :
|Dku− D˜kup|H1(T ) ≤ |Dku− I1pDku|H1(T ) + C
1
hT
‖I1pDku− D˜kup‖L2(T )
On introduit à nouveau Dku dans la norme L2 :
|Dku− D˜kup|H1(T ) ≤ |Dku− I1pDku|H1(T ) + C
1
hT
‖I1pDku−Dku‖L2(T )
+ C
1
hT
‖Dku− D˜kup‖L2(T )
Or, le théorème d'interpolation loal des éléments nis (voir [Ern 2002℄ p. 56) nous
dit que pour toute funtion v dans H2(T ), si m ≤ 2,
|v − I1pv|Hm(T ) ≤ Ch2−mT |v|2.
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En l'utilisant sur Dku ave m = 1 et m = 0, on a que
|Dku− I1pDku|H1(T ) +
1
hT
‖I1pDku−Dku‖L2(T ) ≤ ChT |u|Hk+2(T ).
En résumé, on a que
|u− v∗e |Hk+1(T ) ≤ ChT |u|Hk+2(T ) + Ch−1T ‖Dku− D˜kup‖L2(T )
On peut maintenant revenir au membre de droite de (4.7) en sommant sur les
triangles : (∑
T
|u− v∗e |2Hk+1(T )
) 1
2
≤ C
(
h+ h−1‖Dku− D˜kup‖L2(Ω)
)
(4.8)
Supposons qu'on dispose d'un théorème de super-onvergene de la forme ‖Dku−
D˜kup‖L2(Ω) ≤ Ch1+σ. On peut remplaer e terme en norme L2 dans (4.8), d'où :(∑
T
|u− v∗e |2Hk+1(T )
) 1
2
≤ C (h+ hσ) .
On onlut enn en utilisant l'inégalité
inf
ve∈Ve
(∑
T
|u− ve|2Hk+1(T )
) 1
2
≤
(∑
T
|u− v∗e |2Hk+1(T )
) 1
2
dans (4.7) (en supposant que σ ≤ 1 et h < 1), et on obtient ainsi le résultat souhaité :
inf
vh∈Vh
‖u− vh‖Hs(Ω) ≤ Chk+1−s+σ,
pour une onstante C qui ahe des termes en |u|Hk+2 .
Remarque 4.6.3. Lorsque le maillage est susamment régulier pour que la super-
onvergene des dérivées reonstruites s'applique totalement, on a σ = 1 et l'en-
rihissement proposé permet d'avoir une onvergene au même ordre que de la p-
adaptation, mais à un oût bien moindre.
Exemple 4.6.4. Lorsque k = 1, les fontions d'enrihissement dérites dans le
théorème 4.6.2 sont simplement :
ψi(X) = ∇˜up(Xi) · (X −Xi).
Dans le as k = 2, on on peut mettre les fontions ψi sous la forme
ψi(X) =
1
2
(X −Xi)TH˜up(Xi)(X −Xi).
Pour alléger les notations, nous noterons dans la suite
ψi(X) = D˜
kup(X −Xi)k.
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k V kp
ψ=D˜kukp
k+ 1 V k+1p V
k+1
∗ = V
k
p + ψV
1
p
Fig. 4.11  Shéma résumant omment utiliser l'enrihissement à la plae d'une
étape de p-adaptation : si la reonstrution est susamment bonne, la solution sur
V k+1p et elle sur V
k+1
∗ onvergent au même ordre.
Dans la démonstration, nous n'avons pas vraiment utilisé le fait que les oe-
ients vei soient libres. Cei permet d'avoir une approximation enore meilleure. En
eet, pour k = 1, on n'a besoin de onnaitre que la diretion de ∇˜up(Xi) de manière
préise, sa norme pouvant être aspirée par le oeient vei . De même, dans le as
général, on n'a besoin de onnaitre de manière préise que la diretion de Dku.
Remarque 4.6.5. Les fontions ψi que nous avons hoisi peuvent s'apparenter à
des approximations du terme d'ordre k du développement de Taylor de la solution.
Enrihir ave elles-i revient à ne rajouter que le terme d'ordre élevé qui est utile
pour l'amélioration de l'ordre de onvergene, ontrairement à la p-adaptation qui
rajoute tous les termes d'ordre k+1, sans faire attention à leurs intérêt pour l'erreur
d'interpolation. C'est e qui permet de monter en ordre en onsommant moins de
degrés de liberté.
On peut résumer e que nous venons de présenter par la gure 4.11. Étant donnée
une solution sur V kp , on reonstruit une fontion ψ ave laquelle on enrihit l'espae.
Si la reonstrution est susamment bonne, les solutions sur V k+1p et sur V
k+1
∗ sont
de même ordre. Par ontre, nous avons payé ette montée en ordre bien moins her :
elle n'a oûté que ns,k+1 ddl suplémentaires, ontre (2k+1)ns,k+1 en 2D pour de la
p-adaptation lassique, et (3k2 + 3k + 1)ns,k+1 en 3D, où ns,k+1 est le nombre de
sommets dans la zone enrihie.
4.6.2 Résultats numériques de problèmes salaires
Voyons maintenant si les résultats numériques sont bien en aord ave e que
nous venons de dire. La gure 4.12 nous permet de omparer les erreurs ommises
sur diérents espaes pour les problèmes d'advetion-diusion 2D et de Burgers
instationnaire 1D. Conformément à e que nous avons vu dans la setion préédente,
l'erreur obtenue sur V 2∗ est omparable ave elle obtenue sur V
2
p . On peut aussi voir
qu'on gagne environ un ordre en passant à V 3∗ = V
2
p (Ω) + ψV
1
p (Ω3).
Les tableaux 4.4 nous montrent que les ordres de onvergene pour V 2∗ et V
2
p sont
très voisins, mais que nous avons besoin de bien moins de degrés de liberté lorsqu'on
utilise une stratégie d'enrihissement. Il est à noter que l'ordre de onvergene n'est
pas optimal, mais qu'il augmente à mesure que le maillage se rane. En eet, tant
que la ouhe limite n'est pas bien résolue, on ne peut pas espérer obtenir le bon
ordre de onvergene.
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Erreur L1
h ddl V 1p ordre ddl V
2
∗ ordre ddl V
2
p ordre
3.664× 10−2 513 0.97 592 1.56 1969 750 1.66
2.648× 10−2 1018 1.01 1149 1.75 3953 1357 1.87
1.546× 10−2 3030 1.01 3324 1.92 11917 3912 2.07
1.157× 10−2 5307 1.00 5767 1.98 20957 6687 2.10
7.818× 10−3 12057 1.02 12968 2.24 47825 14790 2.35
Erreur L2
h ddl V 1p ordre ddl V
2
∗ ordre ddl V
2
p ordre
3.664× 10−2 513 0.67 592 1.16 1969 750 1.24
2.648× 10−2 1018 0.72 1149 1.35 3953 1357 1.43
1.546× 10−2 3030 0.75 3324 1.59 11917 3912 1.67
1.157× 10−2 5307 0.76 5767 1.66 20957 6687 1.73
7.818× 10−3 12057 0.80 12968 1.99 47825 14790 2.05
Tab. 4.4  Ordre de onvergene des erreurs L1 (en haut) et L2 (en bas) sur un
problème d'advetion-diusion 2D ave ε = 10−2. Pour les ddl de V 2p il y a deux
olonnes. Celle de gauhe présente le nombre de ddl lorsque tout le domaine Ω est
approximé par des polynmes P 2. C'est sur et espae qu'a été alulé l'ordre pour
V 2p . Notre ode ne permettant pas d'avoir un degré diérent sur diérentes parties
du domaine, nous présentons dans la olonne de droite une estimation du nombre
de ddl qu'il y a aurait eu si les polynmes de degré 2 n'avaient été utilisés que sur la
région enrihie Ωe (et du P
1
ailleurs). C'est don ette olonne qu'il faut omparer
aux ddl de V 2∗ . L'ordre d'approximation de V
2
∗ est légèrement inférieur que elui V
2
p ,
mais le nombre de ddl est bien inférieur, rapprohant son oût de elui de V 1p .
Remarque 4.6.6. Dans la gure 4.12, la ourbe de V 2p (en vert) est elle de V
2
p (Ω),
et pas de V 2p (Ω2) + V
1
p (Ω\Ω2). En eet, nous n'avons pas réellement implémenté
d'algorithme de p-adaptation. Nous omparons don la résolution sur V 2∗ à V
2
p (Ω)
tout entier, en onsidérant que pour un maillage donné, la solution sur V 2p (Ω2) +
V 1p (Ω\Ω2) ne peut pas être meilleure que elle sur V 2p (Ω). De plus, 'est bien de la
solution sur V 2p (Ω) tout entier dont nous avons besoin pour onstruire elle sur V
3
∗ .
En revanhe, les degrés de liberté de V 2p des tableaux 4.4 sont bien eux de
V 2p (Ω2)+V
1
p (Ω\Ω2), en utilisant la règle dérite plus haut que la taille de et espae
est égale à (2k + 1)ns,k+1 + ns.
4.6.3 Utilisation de l'enrihissement dans une p-adaptation om-
plète
Nous avons vu, dans la setion 4.6.1 omment on pouvait tirer parti de l'en-
rihissement pour réduire le oût d'une étape dans le adre d'un algorithme de
p-adaptation. Voyons maintenant omment ei peut s'intégrer à l'algorithme om-
plet.
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Fig. 4.12  Erreur ommise sur diérents espaes. En rouge V 1p , en vert V
2
p , en bleu
V 2∗ et en violet V
3
∗ . Colonne de gauhe : problème d'advetion-diusion 2D. Colonne
de droite : équation de Burgers instationnaire 1D. Dans les deux as, ε = 10−2. La
onvergene est étudiée sur une suite de maillages triangulaires non struturés et
ranés de manière homogène sur tout le domaine.
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Ce qu'on aimerait faire, 'est proéder de manière itérative : si V 2∗ donne d'aussi
bons résultats que V 2p , alors la prohaine étape est d'enrihir V
2
∗ ave les dérivées
seondes reonstruites et obtenir ainsi un espae d'approximation V 1p +ψ1V
1
p +ψ2V
1
p
qui aurait des qualités d'approximation prohe de V 3p , mais à un oût bien moindre.
On pourrait ensuite ontinuer et gagner un ordre de onvergene à haque étape.
Les résultats de et algorithme d'adaptation sont ahés dans la gure 4.13. L'er-
reur L1 et l'erreur L2 du problème d'advetion-diusion on l'air de se omporter
très bien et l'ordre de onvergene augmente bien à haque étape d'enrihissement.
Malheureusement, pour le problème de Burgers, rajouter des fontions d'enrihis-
sement au delà de la première étape n'améliore pas l'erreur. Pourtant, nous avons
déjà vu dans la gure 4.12 que pour e même problème, l'espae V 3∗ donne de bien
meilleurs résultats que V 2p . Il y a don bien une diérene importante entre les quali-
tés d'interpolation de V kp et V
k
∗ même si es deux espaes approximent une solution
régulière au même ordre : 'est qu'ils n'approximent pas aussi bien les termes de
plus bas degré.
Il nous faut don trouver une nouvelle piste pour pouvoir intéger l'enrihissement
à un algorithme de p-adaptation. La gure 4.14 illustre e nouvel algorithme. La
partie en rouge représente e que nous venons d'essayer et qui ne fontionne pas
pour l'équation de Burgers. Les èhes vertiales noires montrent le heminement
lassique d'un algorithme de p-adaptation. La partie en bleu est notre nouvelle
proposition. Il s'agit don à l'étape k d'enrihir V kp ave ψkV
1
p pour résoudre le
problème sur V k+1∗ plutt que d'enrihir V
k
∗ . Comme à ette étape nous disposons
de la solution uk∗ dans V
k
∗ et que V
k
∗ ⊂ V kp , on peut reonstruire ψk à partir de uk∗
de la même manière que si on disposait de ukp. À haque étape de la p-adaptation,
on peut don tirer partie de l'enrihissement pour résoudre un système plus petit.
4.7 Résultats numériques sur les équations de Navier-
Stokes
Nous allons maintenant tester es algorithmes d'enrihissement sur les équations
de Navier-Stokes. onsidérons un éoulement autour d'un NACA 0012 ave un angle
d'attaque de 0. À Reynolds 500, et éoulement est stationnaire et omme le NACA
0012 est symétrique par rapport à l'axe des absisses, on sait que la portane doit
être nulle. Comme 'est la vitesse qui a un omportement de ouhe limite, nous
hoisissons d'enrihir u et v. La pression p et la densité ρ ne sont pas enrihis.
Nous avons fait tourner notre ode sur trois maillages diérents, voir gure 4.15.
Nous n'avons enrihi que les variables de vitesse, u et v. Les diérentes fontions
d'enrihissement polynmiales sont testées.
4.7.1 Séletion de la zone d'enrihissement
Comme nous l'avons vu à la setion 4.3.3, un indiateur est onstruit pour nous
dire où enrihir. Dans e as test, nous avons hoisi omme ritère pour enrihir le
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Fig. 4.13  Erreur ommise sur diérents espaes. En rouge V 1p , en vert V
2
∗ =
V 1p +ψ1V
1
p , en bleu V
2
∗ +ψ2V
1
p et en violet V
2
∗ +ψ2V
1
p +ψ3V
1
p . Colonne de gauhe :
problème d'advetion-diusion 2D. Colonne de droite : équation de Burgers insta-
tionnaire 1D. Dans les deux as, ε = 10−2. La onvergene est étudiée sur une suite
de maillages triangulaires non struturés et ranés de manière homogène sur tout
le domaine.
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k = 1 V 1p
ψ1=∇˜u1p
k = 2 V 2p
ψ2=H˜u2p
V 2∗ = V
1
p + ψ1V
1
p
ψ2=H˜u2∗
ψ2=H˜u2∗
k = 3 V 3p
ψ3=D˜3u3p
V 3∗ = V
2
p + ψ2V
1
p
ψ3=D˜3u3∗
V 1p + ψ1V
1
p + ψ2V
1
p
k = 4 V 4p
ψk=D˜
kukp
V 4∗ = V
3
p + ψ3V
1
p
ψk=D˜
kuk
∗
k+ 1 V k+1p V
k+1
∗ = V
k
p + ψkV
1
p
Fig. 4.14  Algorithme de p-adaptation. En noir l'algorithme lassique. En rouge
l'essai qui ne marhe pas sur Burgers. En bleu notre nouvelle proposition.
Fig. 4.15  Les trois maillages de Naa 0012 que nous utilisons, du plus grossier au
plus n.
sommet Xi en u que ‖∇˜up(Xi)‖ < 10−1 et que Xi soit assez prohe de l'aile (dans la
pratique, nous avons foré Xi à appartenir à une boîte autour de l'aile). De même
pour v, on enrihit le sommet Xi si ‖∇˜vp(Xi)‖ < 10−1. Les zones d'enrihissement
ainsi obtenues sont présentées dans la gure 4.16. Nous avons xé le seuil à 10−1 de
manière arbitraire, mais ela ne hange pas grand hose à la zone d'enrihissement
sur e problème. La diérene ave un seuil à 10−10 est de seulement 2200 ddl sur le
maillage le plus n (d'environ 25000 ddl) et la solution n'est pas vraiment hangée.
4.7.2 Enrihissement ave les fontions P
2
et P
3
La valeur de la portane est présentée dans la gure 4.18 pour trois résolutions
sur haque maillage : une fois sans enrihissement, une fois ave l'enrihissement
P 2 et une fois ave deux enrihissements P 2 + P 3 portant haque fois sur les
variables u et v à partir des dérivées reonstruites de es variables. On onstate
que l'enrihissement permet à la fois de diminuer l'erreur, et d'améliorer l'ordre de
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u v
Fig. 4.16  Les zones d'enrihissement séletionnées pour u et pour v apparaissent
en rouge. Test réalisé sur le maillage le plus n
onvergene. Cependant la ourbe de l'enrihissement P 2 + P 3 montre que l'amé-
lioration apportée par l'enrihissement P 3 n'est pas susant pour ompenser l'aug-
mentation du nombre de degrés de liberté et que ette forme d'enrihissement est
moins performante que l'enrihissement P 2 seul.
La gure 4.17 nous apporte une information plus qualitative sur la solution.
Sur ette gure, on peut voir les solutions alulées sur le maillage le plus n sans
enrihissement et ave l'enrihissement P 2. On peut voir que la perte de symétrie
de ρ est presque totalement orrigée par l'enrihissement. Les isolignes de v et de p
montrent lairement que la solution enrihie est plus régulière, et don plus onforme
à e qu'on attend.
Ces résultats sont très enourageants et montrent qu'en enrihissant les variables
qui subissent de fortes variations, on a un impat bénéque sur toute la solution.
4.7.3 Enrihissement ave des fontions P
1
À nouveau nous allons résoudre notre problème de NACA 0012 sur nos trois
maillages. Les valeurs de la portane sont présentées pour l'enrihissement P 1 d'un
espae P 1 sur la gure 4.19. Deux test diérents sont onduits. Le premier est elui
que nous avons vu préédemment, à savoir l'enrihissement V 2∗ , ourbe verte dans
la gure. Cette ourbe montre lairement que l'enrihissement de u et v à l'aide des
gradients reonstruits permet d'améliorer l'ordre de onvergene du shéma.
Construire V 2∗ néessite, omme nous l'avons vu, une première résolution sur V
1
p
an de onstruire ∇˜up et ∇˜vp. Nous proposons ii une alternative qui ne néessite pas
de première résolution en onstruisant l'enrihissement à partir de onnaissanes a
priori de la solution : nous faisons la supposition que le gradient de u et de v suivent
la normale à la paroi au voisinage du NACA. Il s'agit de la ourbe bleue de la
gure 4.19. Celle-i est bien moins bonne que la ourbe verte de V 2∗ , mais elle a la
même pente sans néessiter de première résolution, e qui rend ette approhe très
ompétitive.
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ρ ρ
u u
v v
p p
Fig. 4.17  Éoulement stationnaire autour d'un NACA 0012 à Reynolds 500, Mah
0.5 et angle d'attaque 0sur le maillage le plus n. Colonne de gauhe : sans enri-
hissement. Colonne de droite : enrihissement P2
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Fig. 4.18  Convergene du oeient de portane d'un NACA 0012 à Reynolds
500, Mah 0.5 et angle d'attaque 0.
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Fig. 4.19  Convergene du oeient de portane d'un NACA 0012 à Reynolds
500, Mah 0.5 et angle d'attaque 0.
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Il nous sut don aluler de nXi , une normale à l'aile qui passe par Xi, pour
haque sommet Xi à distane raisonnable de l'aile. Supposons qu'on ne onnaisse la
paroi que par un ensemble de points Yj . Si nous étions dans le as ontinu, il surait
de prendre nXi = Y −Xi ave Y le point de la paroi le plus prohe de Xi. Si nous
proédons de même dans le as disret, on obtient de nXi très irréguliers (voir gure
4.20, à gauhe) et l'enrihissement perd toute eaité. Il nous faut don être un
peu plus ns. Notons Y1 et Y2 les points diretement adjaents à Y sur la paroi du
NACA. Un point quelonque Xi rattahé au point Y est alors dans une des trois
zones (voir gure 4.21) :
1. (Xi − Y ) · (Y2 − Y ) > 0,
2. (Xi − Y ) · (Y2 − Y ) ≤ 0 et (Xi − Y ) · (Y1 − Y ) ≤ 0,
3. (Xi − Y ) · (Y1 − Y ) > 0.
Soit H le projeté de Xi sur l'interpolée linéaire de la paroi. Pour aluler H, nous
herhons α et β tels que H−Xi = (Y −Xi)+α(Y2−Y )+β(Y1−Y ). Nous voulons
notamment que α et β vérient :
Xi ∈ 1 ⇒ β = 0
Xi ∈ 2 ⇒ α = β = 0
Xi ∈ 3 ⇒ α = 0
Après un rapide alul, nous arrivons à
α = max
(
0, (Xi − Y ) · (Y2 − Y )‖Y2 − Y ‖2
)
,
et
β = max
(
0, (Xi − Y ) · (Y1 − Y )‖Y1 − Y ‖2
)
.
Il nous reste à règler le as des points sur la frontière. En eet, on peut vouloir
enrihir aussi le point Y . Nous dénissons alors la normale au point Y par
nY =
Y2 − Y
‖Y2 − Y ‖ +
Y1 − Y
‖Y1 − Y ‖ ,
les normalisations assurant qu'il n'y a pas de biais dans le as où deux arêtes onsé-
utives auraient des tailles très diérentes.
Remarque 4.7.1. Nous avons également essayé d'utiliser le logiiel Xfoil qui repose
sur la méthode des panneaux pour avoir une première approximation de u et de v
et reonstruire l'enrihissement à partir de là. Cette méthode n'a pas donné de bons
résultats, mais 'est sans doute dû au trop faible nombre de Reynolds pour lequel Xfoil
n'est pas approprié. À plus haut Reynolds, la méthode des panneaux devient able
et e pourrait être une bonne soure d'information, qui a l'avantage de fontionner
ave n'importe quel prol d'aile. Malheureusement, ela ne peut marher qu'en 2D.
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Fig. 4.20  Les nXi reonstruits. À gauhe : en prenant nXi = Y − Xi ave Y le
point de la paroi le plus prohe de Xi. À droite, les veteurs orrigés. Zoom sur le
nez du Na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Fig. 4.21  Dans la zone 2, on ne orrige rien, par ontre une orretion est apportée
si Xi se trouve dans la zone 1 ou dans la zone 3.
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4.8 Remarques sur l'implémentation
Nous parlons ii de quelques diultés propres à l'enrihissement que nous avons
renontrées dans la réalisation de notre ode de alul. On peut iter à e sujet
l'artile [Bordas 2007b℄ qui présente une manière orientée objet d'implémenter l'en-
rihissement dans le adre de la méanique des fratures (XFEM).
4.8.1 Problèmes d'overow et onditionnement
Lorsqu'on essaye d'enrihir l'espae ave de fontions exponentielles de la forme
ψ(X) = exp
(
β ·X
ε
)
omme dans les setions 4.2.4 et 4.3.1, on est assez rapidement onfronté à un
problème d'overow lorsque ε est petit. En eet, la limite en double préision du
alul d'une exponentielle est environ exp(700). Il nous faut don garantir qu'on a
toujours
β ·X
ε
< 700.
La solution la plus simple pour améliorer ette inégalité est d'enrihir haque sommet
non pas ave ψ, mais ave
ψi(X) =
ψ(X)
ψ(Xi)
= exp
(
β · (X −Xi)
ε
)
.
C'est la solution que nous avons adoptée. Il reste ependant à vérier la ontrainte
β · (X −Xi)
ε
< 700 ∀i,
qui garanti qu'on ne passe pas en overow dans le alul des exponentielles, e qui
impose
h < 700
ε
‖β‖ ,
et qui peut rapidement devenir ontraignant sur h si ε < 10−3 ave un β unitaire.
Plus enore, onsidérons l'équation d'advetion-diusion : λ · ∇u − ε∆u = 0. Lors
du alul du terme de stabilisation, on est amené à aluler des termes de la forme(
λ · β
ε
ψi − |β|
2
ε
ψi
)2
≈ ψ
2
i
ε2
.
La ontrainte sur h est don en fait bien plus forte.
Dans la pratique, il faut enore ajouter à ela la dégradation du onditionnement
de la matrie lorsque ε est très petit, voir la gure 4.22 (rappelons que le ondition-
nement réiproque est prohe de 0 lorsque le onditionnement explose et qu'il est
prohe de 1 lorsque la matrie est bien onditionnée). On peut un peu améliorer le
onditionnement de la matrie en utilisant un préonditionneur. Celui que nous uti-
lisons est très simple. Plutt que de résoudre AU = B, on résout PAU = PB ave
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Fig. 4.22  Conditionnement réiproque donné par la routine LAPACK DGESVX
en fontion de ε. Le problème est une équation d'advetion-diusion présentant une
ouhe limite. L'enrihissement est la solution exate.
P une matrie arrée que nous hoisissons diagonale et où le i-ième terme diagonal
est Pi,i = maxj |Ai,j |. Un autre essai ave Pi,i =
√∑
j A
2
i,j donne des résultats très
prohes.
Toutes es onsidérations font que même ave un enrihissement qui représente-
rait parfaitement la solution ave très peu d'inonnues d'un point de vue mathéma-
tique, il serait toujours néessaire de maintenir un ranement minimal du maillage
an de garantir que tous les termes de la matrie puissent être alulés et que son
onditionnement reste aeptable.
Pour palier à es problèmes, les auteurs de [Sheu 1997℄ proposent de remplaer
le alul des exponentielles par leur développement en série de Legendre et de ne
garder que les premiers termes. Leurs travaux montrent qu'on peut ainsi beauoup
améliorer le onditionnement et réduire le nombre de points de quadrature néessaire
à un alul préis des intégrales.
Il est à noter que lorsqu'on enrihi ave les dérivées reonstruites (setions 4.3.2
et 4.6), le problème du onditionnement de la matrie est moins riant. Par exemple,
si on onsidère notre algorithme d'enrihissement adaptatif où l'enrihissement ψi
au sommet Xi est ψi(X) = ∇˜up · (X −Xi), la gure 4.23 montre que le ondition-
nement reste assez bon, même s'il augmente lorsque ε diminue. En appliquant le
préonditionnement dérit au dessus, on arrive même à enrayer ette légère hausse.
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Fig. 4.23  Conditionnement réiproque donné par la routine LAPACK DGESVX
en fontion de ε. Le problème est une équation d'advetion-diusion présentant une
ouhe limite. L'enrihissement est basé sur un gradient reonstruit.
4.8.2 Numérotation des inonnues et tableau d'enrihissement
En haque point du maillage il nous faut savoir si e point est enrihi ou non
et ave quoi. En quelques sortes, il nous faut don une arte des inonnues qui
omplète la traditionnelle arte globale-loale des éléments nis. Cette arte doit
nous dire où haque inonnue est stokée dans le veteur des inonnues. Dans le as
sans enrihissement, il sut de prendre la numérotation des sommets omme arte.
Ce n'est plus le as en présene d'enrihissement. En eet, ertains sommets vont
ompter double.
Il pourrait être plus simple de stoker es inonnues supplémentaires à la n
du veteur des inonnues. On s'expose ependant ainsi plus gravement au défaut de
ahe que l'on herhe à minimiser. En eet, tous les aluls se déroulant de manière
loale, élément par élément, il est plus intéressant de faire en sorte que les inonnues
relatives à un même élément soient le plus prohe possible.
Nous partons du prinipe que le mailleur lui-même herhe à minimiser l'éart de
numérotation entre deux sommets du même élément. Nous souhaitons don garder
la même struture, mais en interalant les inonnues venant de l'enrihissement.
Supposons que le mailleur nous donne un tableau elem(nvlo,nelem) où nvlo
est le nombre de sommets par élément (3 pour un triangle, 4 pour un quadrangle ou
un tétraèdre, 6 pour un triangle P 2 et) et nelem le nombre d'éléments du maillage.
L'étape de séletion de la zone d'enrihissement va nous dire quels sommets
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doivent être enrihis. C'est après ette étape que l'on peut remplir le tableau
map(nenr,nvert) où nenr est le nombre de fontions d'enrihissement +1 (le hamp
polynmial sous-jaent) et nvert le nombre de sommets. Ainsi map(i,j) est l'indie
de l'inonnue de la i-ième fontions d'enrihissement du sommet Xj dans le veteur
des inonnues.
Au niveau de la boule sur les éléments, il sut don de herher
map(i,elem(j,k)) pour avoir l'emplaement de la i−ième fontion d'enrihisse-
ment du j-ième sommet de l'élément k.
Pour remplir le tableau map, il sut de proéder au fur et à mesure. Par exemple,
supposons qu'on herhe à enrihir une région ave une seule fontion d'enrihisse-
ment et qu'on dispose d'un indiateur pour nous dire si un sommet donné doit être
enrihi ou non. On peut alors utiliser l'algorithme suivant :
urrent = 0
DO j = 1, nvert
map(1,j) = urrent
urrent = urrent + 1
IF( vertex j in enrihment region )THEN
map(2,j) = urrent
urrent = urrent + 1
ELSE
map(2,j) = -1
END
END DO
Cei a l'avantage de pouvoir failement être étendu à des situations plus ompli-
quées où haque sommet peut être enrihi par plusieurs fontions. En introduisant
e tableau, on préserve la loalité des données, e qui en failitera l'utilisation dans
le adre d'un ode parallèle.
Si, par ontre, on herhe à rajouter des fontionnalités d'enrihissement à un
ode déjà existant, il est beauoup plus simple de stoker les inonnues liées à l'en-
rihissement à la n du veteur des inonnues bien que ette solution puisse être
moins eae en terme de temps de alul.
4.8.3 Ahage
La représentation de fontions non polynmiales ou d'ordre élevé pose un pro-
blème de visualisation. En eet, le logiiel que nous avons utilisé ne permet d'aher
que des fontions P 1 par moreau. Pour représenter les fontions d'ordre plus élevé,
la solution la plus simple, mais qui n'est pas idéale onsiste à projeter la solution
sur un espae P 1 plus n. Ainsi on peut visualiser une partie des variations intra-
éléments. Par ontre, lorsque l'enrihissement est plus exotique, par exemple des
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exponentielles ave ε petit, on peut enore manquer une bonne partie du ompor-
tement de la solution. Nous n'avons ependant pas d'alternative à proposer.
4.9 Conlusion
Dans e hapitre, nous avons proposé un algorithme d'enrihissement adaptatif.
Plusieurs types de fontions d'enrihissement ont été testées an de démonter la ro-
bustesse de notre approhe, mais une étude plus préide de l'erreur d'interpolation
nous a permis de mieux omprendre la ontribution de l'enrihissement dans l'erreur
d'un shéma, et ainsi de proposer des fontions simples et bien adaptées aux pro-
blèmes qui nous intéressent. Il s'agit de fontions onstruites pour bien approximer
les termes d'ordre élevé du développement de Taylor de la solution.
En partiulier, ette approhe s'est révélée être une amélioration signiative des
algorithmes de p-adaptation lassique. Notre but initial n'ayant pas été d'augmenter
l'ordre d'un shéma par l'enrihissement, ette appliation est assez inattendue, mais
'est probablement elle qui est le plus à même d'être réutilisée en dehors du adre
des problèmes de ouhe limite que nous nous étions xé.
D'autre part, le travail de omparaison ave l'adaptation en h nous a montré
que l'enrihissement adaptatif en est un omplément intéressant. L'idéal serait de
développer un véritable algorithme mixte enrihissement-adaptation de maillage à
l'image des algorithmes d'adaptation hp.
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Dans e hapitre, nous souhaitons étendre l'enrihissement que nous avons déve-
loppé au hapitre 4 pour la famille des shémas distribuant le résidu. Nous faisons
d'abord une présentation générale de es shémas, puis nous parlons du traitement
des termes visqueux. Enn, nous proposons une manière d'utiliser l'enrihissement
dans e adre. Pour un bon apperçu de e que sont les shémas RD et leur histoire,
le leteur pourra lire ave prot [Deonink 2007℄.
5.1 Formulation générale des shémas RD
Historiquement, les shémas RD ont été onçus pour traiter les problèmes hy-
perboliques (voir [Abgrall 2003℄) du type
∇ · F(u) = 0,
et se sont montrés bien adaptés pour résoudre les équations d'Euler [Abgrall 2001,
Abgrall 2011, Abgrall 2004℄. On alule un résidu φT sur haque élément T :
φT =
∫
T
∇ · F(u) =
∫
∂T
F(u) · n.
90
Chapitre 5. Perspetive : enrihissement pour les shémas distribuant
le résidu
Ce résidu est ensuite distribué aux inonnues rattahées à l'élément T . Notons φi la
part du résidu sur T envoyé au n÷ud Xi, et soit βi tel que φi = βiφT . On impose
que ∑
i|Xi∈T
φi = φT
ou de manière équivalente que ∑
i|Xi∈T
βi = 1.
Notons enn Φi(u) la somme des ontributions qui arrivent au n÷ud Xi :
Φi(u) =
∑
T∈Th|Xi∈T
φi.
On onstruit alors un veteur de résidus Φ(u) dont les omposantes sont les
Φi(u) et on herhe à résoudre les équations
Φ(u) = 0.
Il reste alors à dénir deux hoses :
1. Comment sont alulés les φi à partir de φT ?
2. Comment sont résolues les équations Φ(u) = 0 ?
5.1.1 Distribution du résidu aux n÷uds
De nombreux shémas existent pour aluler les φi sur haque élément. On peut
notamment faire rentrer un shéma Galerkin lassique dans e formalisme en notant
φi =
∫
T
Ni∇ · F(u),
pourNi la fontion de base assoiée au sommetXi. Notons Lu le linéarisé de∇·F(u).
Elle vérie en partiulier
Lu(u) = ∇ · F(u).
Le shéma stabilisé SUPG peut alors aussi s'érire dans e formalisme :
φi =
∫
T
(Ni + hLu(Ni)τ)∇ · F(u).
Un shéma plus intéressant dans e adre est le shéma de Lax-Friedrih qui
s'érit :
φi =
1
nd

φT + αT nd∑
j=1
(ui − uj)

 ,
où nd est le nombre d'inonnues par élément, par exemple nd = 3 pour un triangle
P 1, nd = 6 pour un triangle P
2
, nd = 4 pour un tétraèdre P
1
, et. Le oeient αT
est alulé pour garantir la monotoniité du shéma. Ce shéma est très dissipatif,
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mais simple à aluler et failement généralisable au as système à l'ordre élevé. Si
on se base sur des inonnues P 1, e shéma est seulement d'ordre 1. Pour obtenir
un shéma d'ordre 2, il sut de le limiter : supposons que φT 6= 0, on dénit alors
une distribution de résidus limités φ∗i par :
φ∗i =
φ+i∑nd
j=1 φ
+
j
φT ,
où φ+i = max(0, φi). Cei s'érit très bien dans le as salaire, mais pour un système,
les hoses deviennent un peu plus ompliquées. On peut simplement limiter haune
des omposantes séparément, mais ette solution ne donne pas de bons résultats. À la
plae, on projette le veteur de résidu sur les veteurs propres de l'opérateur linéarisé
Lu, puis on limite le résidu dans les variables déouplées avant de reprojeter sur
la base standard.
Pour une raison bien expliquée dans [Larat 2009℄, e shéma peut mener à une
solution présentant des modes parasites. Cei arrive, par exemple, dans des as
où auun résidu n'arrive à ertains n÷uds à ause de la limitation. Pour palier e
problème, on rajoute un terme de stabilisation de type SUPG d'ordre k + 1 :
φ∗i + h
∫
T
Lu(Ni)τ∇ · F(u).
5.1.2 Résolution des équations
Nous avons vu, dans la réponse à la première question, que Φ(u) est souvent
non-linéaire en u. Cette résolution néessitera don une proédure itérative. Notons
un le veteur d'inonnues à la n-ième itération. Un algorithme d'Euler général s'érit
alors sous la forme
un+1 = un + LΦ(u)
où L est une appliation linéaire. Si L = (∂uΦ(u
n))−1, on obtient alors l'algorithme
de Newton. Les méthodes impliites, dont l'algorithme de Newton fait partie, nées-
sitent la résolution d'un système linéaire à haque étape ontrairement aux méthodes
expliites. Pour limiter le oût de alul, on peut hoisir L omme une approxima-
tion de (∂uΦ(u
n))−1 faile à aluler. Par exemple, si on utilise une seule itération
de la méthode de Jaobi pour inverser ∂uΦ(u
n), on obtient que L est la matrie
diagonale dont les termes sont
Lii = 1/∂uΦ(u
n)ii.
On obtient alors un shéma dont le oût est omparable à un shéma expliite.
5.1.3 Estimation de la jaobienne du résidu
Les algorithmes présentés à la setion 5.1.2 néessitent en général l'évaluation de
la jaobienne du résidu Φ. Cette évaluation peut poser problème, en partiulier ave
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les limiteurs vus à la setion 5.1.1 qui impliquent que Φ n'est pas diérentiable par-
tout. Nous utiliserons tout de même une approximation par diérene nie omme
elle du hapitre 2 sur la présentation de la méthode des éléments nis, setion 2.5 :
∂uΦ(u
n) ≈ Φ(u
n + uδ)− Φ(un)
δ
.
Un fois enore, le hoix du paramètre δ est déliat. Nous l'avions hoisi égal à 10−5h.
5.2 Traitement de la visosité
Comme les shémas RD ont été onçus pour résoudre des équations hyperbo-
liques, leur utilisation pour résoudre des problèmes ave visosité n'est pas naturelle.
Nous présentons ii plusieurs approhes. Un problème visqueux générique s'érit :
∇ · Fadv(u) = ∇ · Fvisc(u,∇u). (5.1)
5.2.1 Galerkin
La manière la plus simple pour prendre en ompte la visosité est d'utiliser une
shéma RD sur la partie advetive et un shéma Galerkin sur la partie diusive.
On utilise don un des shémas de la setion 5.1.1 pour distribuer le résidu lié à
l'advetion, notons le φadvi et pour la partie diusive :
φvisci =
∫
T
Ni∇ · Fvisc(u,∇u).
On dénit alors le résidu envoyé au n÷ud Xi par
φi = φ
adv
i + φ
visc
i .
Malheureusement, le shéma ainsi obtenu n'est pas toujours d'ordre k + 1.
5.2.2 Système du premier ordre
L'idée de la méthode LDG introduite dans [Cokburn 1998℄ est de réérire l'équa-
tion du seond ordre 5.1 omme un système hyperbolique du premier ordre en intro-
duisant une inonnue intermédiaire q de même dimension que l'espae (2 en 2D, 3
en 3D, et) et qui prend la plae de ∇u. Le système du premier ordre qu'on herhe
à résoudre s'érit alors :{
∇ · Fadv(u)−∇ · Fvisc(u, q) = 0
∇u = q (5.2)
Un tel système étant hyperbolique, H. Nishikawa propose dans [Nishikawa 2005℄ et
[Nishikawa 2010℄ d'utiliser les shémas RD pour le résoudre. Dans la deuxième ligne
du système, q est alors traité omme un terme soure. Notons U =
(
u
q
)
le nouveau
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veteur d'inonnues. On dénit un nouveau ux advetif FFOS assoié à e système
du premier ordre (rst order system ou FOS en anglais) :
FFOS(U) :=
(Fadv(u)−Fvisc(u, q)
∇u
)
.
Exemple 5.2.1. Considérons un problème d'advetion-diusion 2D :
Fadv(u) := λu, Fvisc(u,∇u) := ε∇u.
On obtient alors le système {
∇ · λu− ε∇ · q = 0
∇u = q (5.3)
et FFOS peut être représenté simplement par les matries
FFOSx =

λx −ε 01 0 0
0 0 0


et FFOSy =

λy 0 −ε0 0 0
1 0 0

 .
On herhe don à résoudre le système
λx −ε 01 0 0
0 0 0

 ∂x

uq1
q2

+

λy 0 −ε0 0 0
1 0 0

 ∂y

uq1
q2

 =

 0q1
q2

 .
L'opération de limitation dérite à la setion 5.1.1 néessite alors de trouver les
veteurs propres et les valeurs propres de FFOS.
Dans l'exemple d'adveion-diusion ité, on peut failement aluler les veteurs
propres et les valeurs propres de FFOS, e qui permet d'obtenir un shéma très
eae. Cependant, si on herhe à résoudre les équations de Navier-Stokes, ela ne
fontionne pas si failement.
L'autre désavantage de ette méthode est la multipliation des inonnues : pour
résoudre un problème salaire, il faut tripler le nombre d'inonnues en 2D et le
quadrupler en 3D. Dans le as de Navier-Stokes, il faudrait utiliser e proédé sur
toutes les équations à part elle sur ρ.
Ces deux arguments en font une méthode hère et diile à adapter aux pro-
blèmes qui nous intéressent.
5.2.3 Lax-friedrih limité stabilisé
Plutt que de traiter la visosité séparément, on peut aussi utiliser un shéma
Lax-Friedrih limité stabilisé sans déoupler partie advetive et partie visqueuse. On
alule alors le résidu total
φT =
∫
T
∇ · Fadv(u)−∇ · Fvisc(u, ∇˜u)),
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où ∇˜u est un gradient reonstruit. Ce résidu total est distribué aux n÷uds en faisant
φi =
1
nd

φT + αT ∑
j
(ui − uj)

 .
Cette distribution est ensuite limitée par
φ∗i =
φ+i∑
j φ
+
j
φT
de la même manière que dans le as d'advetion pure que nous avons déjà dérit.
Enn, un terme de ltrage de type SUPG/GaLS est ajouté à φ∗i , onstruit à
partir de l'équation omplète. C'est e shéma que nous allons utiliser omme base
pour l'enrihissement.
5.3 RD ave de l'enrihissement
Les shémas RD que nous venons de présenter reposent tous sur un espae d'ap-
proximation polynmial V kp . Nous souhaitons les étendre an de pouvoir utiliser
les fontions d'enrihissement présentées au hapitre 4. Supposons qu'on herhe à
enrihir V kp ave un espae ψV
k
p . En haque point, on enrihit ave une fontion ψi
bien hoisie.
5.3.1 Shéma de Lax-Friedrih impliite et enrihissement
À l'inverse d'un shéma élément ni, le shéma de Lax-Friedrih que nous voulons
utiliser ne fait pas lairement apparaitre le rle joué par les fontions de base de
l'espae d'approximation. Il est don diile d'en trouver une formulation similaire
lorsque les fontions de base sont plus ompliquées.
Nous pouvons ependant proposer une approhe qui, bien que simpliste, permet
d'utiliser un espae d'approximation enrihi. Déomposons notre solution u en une
partie polynmiale up et une partie d'enrihissement ue, 'est-à-dire u = up+ue. En
haque point Xi, nous avons don deux inonnues u
i
p et u
i
e et il nous faut don deux
équations. Sur la partie polynmial up, nous onservons les équations d'un shéma
RD lassique, à savoir ∑
T∈Th|Xi∈T
φi = 0,
à ei près que le résidu total sur haque élément, φT , doit prendre en ompte la
partie d'enrihissement :
φT =
∫
T
∇ · Fadv(u)−∇ · Fvisc(u,∇u)
=
∫
T
∇ · Fadv(up + ue)−∇ · Fvisc(up + ue,∇(up + ue)).
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La distribution de Lax-Friedrih s'érit ensuite
φi =
1
nd

φT + αT nd∑
j=1
(uip − ujp)

 .
Ii nd est seulement le nombre d'inonnues de la partie polynmiale. On peut ensuite
limiter et stabiliser sans diulté supplémentaire, mais toujours en tenant ompte
de tout u pour la stabilisation.
Dans le as où les ux Fadv et Fvisc sont linéaires, ela revient simplement à
traiter la ontribution de l'enrihissement omme un terme soure.
Notons φei le résidu envoyé à l'inonnue u
i
e par l'élément T . Nous alulons ette
quantité par la méthode XFEM stabilisée qui a fait ses preuves au hapitre 4 :
φei =
∫
T
Niψi(∇ · Fadv(u)−∇Fvisc(u)) + stab.
On perd alors l'aspet onservatif des shémas RD, puisque si on somme toutes les
ontributions sur un élément en omettant le terme de stabilisation, on obtient :
∑
i|Xi∈T
(φi+φ
e
i ) =
∫
T
(1+
∑
i
Niψi)(∇·Fadv(u)−∇Fvisc(u)) 6=
∫
T
∇·Fadv(u)−∇Fvisc(u).
Conditions au bord pour un shéma impliite. Dans RD, les onditions de
Dirihlet sont souvent imposées de manière forte en forçant la valeur des inonnues
du bord. Dans le as de l'enrihissement, 'est un peu plus ompliqué. En eet, on
ne dispose que d'une relation linéaire du type uip + u
i
eψi(Xi) = uD(Xi) qui relie les
inonnues du bord. Dans e as, nous hoisissons d'éraser les équations de la partie
polynmiale pour les remplaer par ette relation linéaire pour tout point du bord
sur lequel doit s'appliquer une ondition de type Dirihlet. Nous onservons, par
ontre, les équations sur la partie d'enrihissement telles quelles.
Résolution d'un problème linéaire salaire. Nous avons fait tourner le shéma
ainsi enrihi sur un problème simple d'advetion-diusion 2D à Pélet 100. Le pro-
blème, dont la solution exate est exp(λ · (X − (1, 1))/ε) et haque sommet est
enrihi ave la solution exate. L'espae polynmial sous-jaent est V 1p . Le tableau
5.1 nous montre l'erreur ommise ave et sans enrihissement. Comme nous l'es-
périons, nous avons pu retrouver la solution exate que nous avions injetée dans
l'espae d'approximation.
Plus que de oller à la philosophie des shémas RD, nous avons montré la fai-
sabilité de rajouter de l'enrihissement à un shéma RD, au moins dans un as
simple.
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le résidu
h sans enrihissement ave enrihissement
7.42× 10−2 0.200 1.81× 10−16
3.66× 10−2 0.120 8.65× 10−17
Tab. 5.1  Erreur L2 du shéma RD impliite (Lax-Friedrih limité stabilisé 5.2.3
et enrihissement par Galerkin) sur un problème d'advetion-diusion 2D à Pélet
100. L'enrihissement est la solution exate.
5.3.2 Shéma de Lax-Friedrih expliite et enrihissement
Maintenant que nous avons pu nous assurer de la faisabilité d'enrihir un shéma
RD impliite, nous aimerions également pouvoir utiliser l'enrihissement dans le as
d'un shéma expliite. Il ne nous reste plus qu'à utiliser les diérentes briques que
nous avons vues pour y arriver. Un shéma expliite générique s'érit
un+1i = u
n
i + ωiΦi(u
n). (5.4)
Pour garantir de bonnes propriétés au shéma, la théorie nous donne un majorant
des ωi sans enrihissement. Pour faire évoluer les inonnues de la partie polynmiale,
nous onservons exatement les mêmes ωi et les Φi(u
n) alulés omme dans le as
impliite, ave un shéma Lax-Friedrih limité stabilisé qui tient ompte de toute la
solution pour le alul du résidu.
Pour faire évoluer les inonnues de la partie enrihie, nous utilisons le shéma
impliite dérit à la setion 5.3.1, mais dont l'inverse de la jaobienne est approximée
par une seule itération de Jaobi. Cei nous permet de rentrer dans le formalisme
général de (5.4) puisqu'il n'y a qu'à inverser les termes diagonaux. Plus préisément,
on a
ωi =
1
∂uΦ(un)ii
pour les inonnues d'enrihissement. Comme ii le shéma est diérentiable (ontrai-
rement à Lax-Friedrih limité), le alul de ∂uΦ(u
n) peut se faire de manière robuste
par diérenes nies.
Il reste à régler le problème des onditions au bord. En eet, pour haque point
du bord, on ne dispose que d'une relation linéaire qui lie les deux inonnues de e
point : uip+u
i
eψi(Xi) = uD(Xi). Dans le as impliite, ette équation a pris la plae
d'une équation sur les résidus dans le système à inverser. Ii il faut faire attention à
e que la diagonale reste dominante, 'est à dire que |ψi(Xi)| < 1. La manière la plus
simple et la plus sûre de garantir que la résolution expliite se passe bien est d'avoir
ψi(Xi) = 0, la ondition au bord ne porte alors plus que sur la partie polynmiale :
uip = uD(Xi) et on peut imposer ette ondition de manière forte très failement.
Pour vérier ette ondition, il sut de prendre omme fontions d'enrihisse-
ment ψi − ψi(Xi) à la plae de ψi.
Le tableau 5.2 montre le résultat d'un tel shéma expliite. Bien que la solution
obtenue soit très bonne ave l'enrihissement, l'erreur ne tombe pas à la préision
mahine.
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sans enrihissement ave enrihissement
h erreur L2 residu erreur L2 residu
7.42× 10−2 0.200 2.35× 10−16 3.10× 10−9 9.85× 10−17
3.66× 10−2 0.120 5.04× 10−16 3.30× 10−9 3.55× 10−16
Tab. 5.2  Erreur L2 du shéma RD expliite (Lax-Friedrih limité stabilisé 5.2.3
et enrihissement par Galerkin) sur un problème d'advetion-diusion 2D à Pélet
100. L'enrihissement est la solution exate.
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6.1 Introdution
Dans les hapitres préédents, nous nous sommes ontentés de onsidérer des
problèmes stationnaires, mais l'intérêt de la simulation numérique est aussi de traiter
des problèmes d'évolution en temps. Les diultés pour faire de l'enrihissement
adaptatif sont nombreuses. En partiulier, il faut onsidérer deux types d'évolutions :
 les fontions de base ave lesquelles enrihir peuvent évoluer,
 la région d'enrihissement peut évoluer.
Il faut don savoir prendre en ompte le fait qu'un sommet enrihi peut perdre
son enrihissement au ours du temps, et vie versa. Nous proposons deux manières
de répondre à es questions.
6.2 Galerkin en espae-temps
Il n'est pas tout à fait exat que nous disions que les as tests des hapitres
préédents ne sont que des problèmes stationnaires. En eet, nous avons traité le
as de l'équation de Burgers instationnaires 1D.
Nous avons résolu ette équation d'évolution en onsidérant le temps omme
une dimension supplémentaire, e qui nous a permis de traiter e problème ave
un simple ode 2D. Une variante de ette approhe ave des fontions de base
ontinues en espae et disontinues en temps est proposée dans le adre de XFEM
dans [Chessa 2004℄.
Cette option est toujours envisageable en théorie, mais en pratique elle est bien
trop oûteuse pour être utilisée sur des problèmes 3D. D'autre part, dans le adre
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de notre algorithme d'enrihissement adaptatif, nous devons faire deux fois le alul
omplet sur le domaine espae-temps.
Il nous faut don proposer une autre approhe.
6.3 Prédition de l'enrihissement
Connaissant un ≈ u(tn), on veut aluler un+1 ≈ u(tn+1). L'algorithme d'enri-
hissement adaptatif néessite deux résolutions, une fois sans enrihissement, puis
une deuxième fois ave l'enrihissement. Notons unp l'approximation non enrihie au
temps tn et D˜u les dérivées reonstruites dont on a besoin pour onstruire l'enri-
hissement.
Dans le adre d'un problème d'évolution, ela revient en fait à faire les étapes
suivantes :
1. Caluler unp pour tout n en faisant évoluer u
0
,
2. Reonstruire le dérivées D˜unp pour tout n,
3. Caluler un sur l'espae enrihi pour tout n.
On peut aussi interaler es étapes à haque pas de temps, en faisait haune de
es étapes à haque pas de temps pour aluler un+1 à partie de un :
1. Connaissant un, aluler un+1p , solution non enrihie
2. Reonstruire D˜un+1p ,
3. Caluler maintenant un+1 en faisant évoluer un sur l'espae enrihi.
Cette formulation permet de voir qu'on peut utiliser un shéma moins gourmand
pour aluler up que dans le as préédent. Nous l'appelons prédition de l'en-
rihissement pare qu'un premier shéma peu oûteux est utiliser an de savoir
quel enrihissement doit être utilisé au pas tn+1. Cependant, un ertain nombre
de diultés se ahent derrière ette formulation simple. En partiulier, il nous
faut expliquer omment aluler un+1 à partir de un en onsidérant que les espaes
d'approximation soient bien dénis à tn et tn+1.
6.3.1 Formulation éléments nis
Sans enrihissement, la méthode des éléments nis pour un problème d'évolution
onsiste à trouver u tel que
∂t
∫
Ω
uv + a(u, v) = f(v), ∀v.
Supposons qu'on dispose d'un espae d'approximation disret Vh de base {φi}i.
Il reste à faire la disrétisation en temps. Notons M la matrie de terme prini-
pal
∫
Ω φiφj , A la matrie de terme prinipal a(φj , φi) (on onsidère ii un problème
linéaire) et F le veteur ontenant les termes f(φi). Notons U
n
le veteur des in-
onnues au temps tn. Le problème onsiste alors trouver Un+1 tel que
M
(
Un+1 − Un
dt
)
+AUn+δ = F,
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où δ vaut 0 pour une méthode expliite, et 1 pour une méthode impliite.
On veut arriver à une méthode similaire dans le as de l'enrihissement. Puisque
l'enrihissement varie d'un pas de temps à l'autre, l'espae d'approximation dépend
du temps et on le note V nh de base {φni }i.
Remarque 6.3.1. La taille de l'espae V nh peut elle aussi varier au ours du temps.
Notons Mnm la matrie de terme prinipal
∫
Ω φ
m
i φ
n
j . On herhe alors à trouver
Un+1 tel que
Mn+1n+1
Un+1
dt
−Mn+1n
Un
dt
+AUn+δ = F.
Cette formulation masque le fait que la matrie A est très diérente si δ = 0 et si
δ = 1. Nous avons fait ii le hoix de prendre les fontions test v dans V n+1h , an
d'avoir uniquement des matries arrées devant Un+1. Ainsi,Mn+1n+1 est une matrie
arrée inversible et A est aussi arrée si δ = 1.
6.3.2 Formulation RD
Dans le as des shémas RD, le problème est plus déliat. En eet, es shémas
sont de la forme
Un+1 = Un + Lφ(Un),
mais dans le as de l'enrihissement, les veteurs Un+1 et Un ne représentent pas le
même espae fontionnel et peuvent être de dimensions diérentes. Il faudrait don
savoir projeter V nh sur V
n+1
h . Par analogie ave la setion préédente, la matrie(Mn+1n+1)−1Mn+1n
semble être un bon andidat pour servir de matrie de projetion. Le shéma s'éri-
rait alors
Un+1 =
(Mn+1n+1)−1Mn+1n (Un + Lφ(Un)) .
Le oût engendré par ette projetion à haque pas de temps semble ependant
prohibitif et il faudrait trouver une solution plus légère.
Remarque 6.3.2. Dans le as de éléments nis de la setion préédente, bien que
l'on doive, d'une ertaine manière, aluler la même projetion, e n'est pas un
suroût trop important par rapport à la méthode sans enrihissement qui néessite
quand même l'inversion de M. D'autre part, dans le as d'un shéma impliite, on
n'inverse par diretement Mn+1n+1 mais Mn+1n+1 + dtA. Dans le shéma RD impliite,
par ontre, le oût du alul de ette projetion s'ajouterait à elui de l'inversion de
la jaobienne de φ (ontenue dans le terme L).

Conlusion Générale
Ce travail de thèse a permis une avanée signiative dans l'utilisation d'enrihis-
sement pour les problèmes de ouhe limite. Le travail sur l'estimation de l'erreur
d'interpolation dans le as d'un espae d'approximation enrihi nous a permis de
mieux omprendre le rle de l'enrihissement dans l'amélioration de la solution et
de proposer ainsi des fontions d'enrihissement adéquates.
À notre onnaissane, il s'agit de la première utilisation d'un algorithme d'en-
rihissement adaptatif pour un problème de Navier-Stokes. C'est la simpliité de
et algorithme, en s'aranhissant de la onnaissane d'une solution analytique, qui
nous a permis de l'appliquer à des équations si omplexes. En e sens, on peut
omprendre que la première résolution est utilisée pour reonstruire une approxima-
tion de la physique du problème et 'est ette information qui est ensuite utilisée
pour onstruire des fontions d'enrihissement appropriées. Dans ertains as, on
peut avoir une onnaissane a priori d'une approximation disrète de la solution,
notamment dans les as de ouhes limites. Cette première étape peut alors être sup-
primée sans avoir à hanger le reste de l'algorithme, la reonstrution de fontions
de d'enrihissement pouvant utiliser ette information.
Nous avons mis en évidene que l'enrihissement adaptatif, ou adaptation en e,
peut se substituer à moindre oût à l'adaptation en p et ompléter ave prot une
adaptation en h. In ne, on peut ainsi espérer que le travail eetué dans ette thèse
permette de réduire le oût globale d'une adaptation hp.
Par sa génériité, nous pensons que notre algorithme peut largement sortir du
adre initial que nous lui avions xé et qu'il pourra être utilisé pour la résolution de
tout problème présentant un phénomène presque singulier.
L'extension à d'autres shémas n'est pas vraiment évidente. Nous avons tenté
d'utiliser l'enrihissement dans le formalisme des shémas RD. Notre approhe,
quoique simpliste, ouvre des perspetives intéressantes pour rendre opérationnel
un shéma RD enrihi. En partiulier, nous n'avons pas exploré le adre mathé-
matique de RD, qui garanti de bonnes propriétés au shéma, et son extension à
l'enrihissement.
L'utilisation d'un adre Galerkin Disontinu (DG) semble quant à lui ne pas
poser de problème partiulier puisqu'il se base également sur une formulation varia-
tionnelle où le rle des fontions de base est bien erné.
Le as des problèmes instationnaires mérite un travail plus approfondi an de
mettre au point un algorithme moins gourmand que le shéma Galerkin en espae-
temps que nous avons testé. Des améliorations à e niveau permettront d'augmen-
ter l'intérêt de l'enrihissement adaptatif pour des problèmes plus ompliqués, par
exemple eux présentant des ouhes limites turbulentes.
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