Abstract. In this paper we consider the so called prescribed curvature problem approximated by a singularly perturbed double obstacle variational inequality. We extend 12] with the introduction of the same nonregular potential used for the evolution problem 10] and we prove an optimal O( 2 ) error estimate for nondegenerate minimizers (where stands for the perturbation parameter). Following 12] the result relies on the construction of precise barriers suggested by formal asymptotics combined with the use of the maximum principle. Key ingredients are the construction of a sub(super)solution containing appropriate shape corrections and the use of a modi ed distance function based on the principal eigenfunction of the second variation of the prescribed curvature functional. This analysis is next extended to a piecewise linear nite element discretization of the elliptic PDE of bistable type to prove the same error extimate for discrete minima using the Rannacher-Scott L 1 -estimates and under appropriated restrictions on the mesh size (h 2 = O( ) with > 5 2 ).
Introduction
Given R n open bounded domain, a curvature eld g 2 L 1 ( ), 2 L 1 (@ ; ?1; 1]) the prescribed curvature problem consists in nding a subset A whose boundary has prescribed mean curvature g and forms a contact angle = arcos with @ . This is equivalent to the problem of minimizing the functional given by part of @A lying on @ . It is easy to check that the boundary of minimizers ofF meets the boundary @ at an angle given by = arcos .
For our main results we shall impose A so that @ \ @A = ; and it is not restrictive to choose = 1 in (1.1), we shall thus restrict in the sequel to Any absolute or relative minimizer A ofF is known to verify the condition that the sum of the principal curvatures (x) at any point x 2 @A \ equals g(x) (wherever g is continuous) and that the interface @A meets the boundary @ tangentially. SinceF is nonconvex and nonregular, its study and minimization is very di cult. As in 7], 8] we semplify the problem by introducing a sequence of nonconvex relaxed functionals (with perturbation parameter) de ned on H 1 ( ): Precisely given > 0, the functional (1.2) can be approximated by 3) with the introduction of a nonregular potential, the same used in 9], 10], 11]. The resulting functional will then be discretized by using the conforming piecewise linear nite elements to prove the same optimal error estimate (see sections 9 and following).
An outline of the paper follows. In section 2 we introduce the nonregular double well potential and the variational formulation of the double obstacle problem; Formal asymptotics is discussed in sections 4, 5. A key tool to establish existence of approximating solutions is the comparison lemma of section 3, which expresses a distinctive property of this problem, namely the validity of the maximum principle. In section 9 we introduce the discrete prescribed curvature problem using conforming piecewise linear nite elements and as in the continuous counterpart we prove the discrete version of the comparison lemma in 10. The construction of the appropriate continuous and discrete barriers is done in sections 6, 7 and in 11 respectively. We proceed similary to case b). 
Since v + is a supersolution u (x) v + (x) and using the maximum principle for the Laplacian we get:
This case can be traeted similarly as 2).
Asymptotics for the double obstacle problem
Inner and outer formal asymptotics are based on the following qualitative properties of the solution:
1) Global almost C 1;1 regularity of the solution in space.
2) The solution is constant = 1 outside a thin O( ) transition region.
3) The solution is smooth in the transition region ju j < 1.
The inner asymptotics then consists in recovering both the solution in the transition region and the transition region itself by means of an asymptotic expansion.
Notation and assumptions. Let In view of the compact embedding A and the C 2 regularity of , if we choose d so small that the signed distance d is smooth over T then the projection s(x) of any x 2 T onto , de ned by dist(x; s(x)) = jd(x)j, is uniquely determined. Set = fu = 0g, T = closure(fju j < 1g), Let y = d , where d is the signed distance to the set = fu = 0g, positive inside. Let ? : S ! be a parametrization of where S is a reference manifold with the same topological type as . We shall also denote by s : ! S the euclidean projection on , so that
where n denotes the outward normal unit vector. Since we expect a transition layer of thickness O( ), the stretched variable y = d is the natural candidate to describe the solution across the interface.
We denote by U (y; s) = u (x) the solution as a function of the inner variables (y; s) and the two functions y + , y ? : S ! R are de ned according to T := fx(y; s) : y ? (s) < y < y + (s)g: where g 0 (s) = ?rg(? 0 (s)) n 0 (? 0 (s)), moreover since f(s) = ?s in the transition layer f(u (x)) = ?u (x) = ?U 0 ?
We can now rewrite L r (u ) as By collecting all terms in order of increasing power of in (4.7) 
Variant of the formal asymptotics
Inorder to apply Lemma 3.1 it is however more convenient to modify the expressions for U i ; i = 0; 1; 2 in terms of the shape functions ; ; de ned in section 4. We shall reformulate the formal asymptotics in terms of the local value g(x) = g(? (s) ? yn (? (s))) instead of the projected value g(s(x)). The 
Construction of a subsolution
The formal analisys of section 4 suggests the validity of an optimal quadratic error estimate between the surface of prescribed curvature and the zero level of the relaxed solution u . Such error estimate will be proved via the comparison result of section 3. A crucial ingredient is the use of a modi ed distance function which incorporates a shape correction.
In this section we construct a sub(super)solution for the double obstacle problem. The rst relevant issue is to mimic the shape of u as well as possible, which in turn hinges upon the asymptotic analysis of section 4.
Notation. Through the paper the notation f( ) = O( ) stands for jf( )j C for su ciently small, where C is some constant independent of and of the constant c 1 and c 2 which will be introduced later on. Remark 6.1: It seems that a stretched variable y = d is the natural candidate to describe the solution u across the interface, since we expect a transition layer of thickness O( ). We will appropriately choose this shift, based on an eigenfunction of the Laplace-Beltrami operator, in order to obtain the negativeness of L r (v ? ). Moreover we have to introduce an O( 2 ) corrective vertical shift on the forcing term g that becomes g(x) ?c 2 2 , which controls the sign of L r (v ? ) far from the surface = @A:
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Remark 6.2: For the quartic double well potential (s) = (1?s 2 ) 2 the solution u exhibits a transition layer of width O( ) across the interface and tends exponentially fast to the limit values 1 + O( ) away from the interface. As we can see in 12] the unbounded transition region needs a shift of order O( 2 j log j 2 ) in the modi ed signed distance instead of O ( 2 ) So, since the rst derivative is zero and the second derivative is strictly negative, we see that locally v ? (x) +1, at least su ciently small. It is not di cult to verify that v ? is a 
We can now use (6.5) to express the Laplacian of the modi ed distance as By recalling the expression of b we end up with 
Construction of a supersolution
Same arguments can be applied to construct a supersolution v + based on the modi ed distance d + (x) = d(x) + c 1 h(x) 2 , and by modifying the forcing term g which becomes g(x) + c 2 2 . We can now apply the comparison lemma and deduce that there exists a solution u of (2.3) satisfying the inequality (7.1) v 9. The discrete problem By using conforming piecewise linear nite elements, we shall now introduce a discretized version of the continuous problem equivalent to a system of nonlinear equations, which can be numerically solved, employing appropriate iterative methods. We shall prove, under appropriate restriction on the meshsize (h = O( ) with > 5
2 ) a discrete counterpart of the error estimate discussed in the previous section.
Notations and assumptions. For the sake of simplicity we shall assume to be a convex polyedral domain in R n . Let h > 0 denote the mesh-size and let fS h g h be a family of nite element partitions of in simplices having diameter bounded by h and satisfying the minimun-angle regularity assumption 2]. It is not restrictive to assume = T2S h T. Denote by N h = fN i g J i=1 the set of all vertices of the mesh and suppose that N 0 h = fN i g I i=1 I < J, are the internal nodes. Moreover we require S h to satisfy the following regularity assumption.
(A). There exists a constant C > 0 independent of h such that for any tetrahedron T 2 S h the projection of any vertex lies inside the opposite face and has distance bigger than Ch. In dimension n = 2 (A) can be replaced by the following less restrictive assumption.
(A ). There exists a constant C > 0 independent of h such that for any pair of adjacent triangles T 1 ; T 2 2 S h the sum of the opposite angles does not exceed ? C.
Hereafter C will denote a positive constant possibly di erent from time to time and independent of . We can observe that the second integral in (9.4), which is not piecewise linear leads to a slightly more di cult numerical implementation; a di erent approach consists in the introduction of an interpolation in the second term of (9.2), this amounts to the use of the trapezoidal quadrature rule also in the second term of (9.4) (mass lumping). This leads, however, to the introduction of a quadrature error which worsens the nal error estimate.
Discrete comparison lemma
The following lemma is a discrete version of the maximum principle. F k (u) 0 which gives a contradiction. The case F k (u) < 0 also leads to a contradiction, so F k (u) = 0.
2) u k = ?1. Since u is a xed point for T we have ?1 = u k = P Q (u?F(u))] k which implies u k ?F k (u) ?1 by de nition of P Q , so that F k (u) 0.
3) u k = 1. As 2).
Construction of a discrete subsolution
We de ne the discrete subsolution and supersolution as follows: (11.1) v ? h = h (v ? ) ?C 2
