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Abstract
Increased pressure on automotive manufactures to reduce overall greenhouse gas emissions
from their vehicles has driven research into replacing conventional steel components with carbon fiber reinforced plastics (CFRP). This is due to their high weight specific properties and
design freedom. High pressure resin transfer molding (HP-RTM), a derivative of resin transfer
molding, is a manufacturing process for CFRP’s that o↵ers high automation potential and low
cycle times; critical properties of a manufacturing process for the automotive sector.
The goal of the present work is to increase the accuracy and reduce the computational overhead of current RTM infiltration and curing models. These models allow for the reduction in
development and testing costs, as they provide critical insight into the flow characteristics and
cure development during said stages. First, a geometry dependent orientation calculator for
the permeability tensor is proposed to quickly and accurately orient the fiber direction solely
using the mold geometry and mesh required by the infiltration solver. The proposed calculator is verified against an 1D analytical solution of Darcy’s law and then validated against
fiber orientation data generated from a constitutive draping simulation. Secondly, a local thermal non-equilibrium (LTNE) energy model is proposed. Due to the addition complexity and
computational overhead, a non-dimensional analysis is performed to determine the appropriate
operating conditions where the added accuracy of the LTNE model is required. Finally, the
advancements in energy modelling approaches are highlight. A study is run on a complex,
floor geometry where the three main energy modelling approaches are compared (i.e., isothermal, equilibrium, and LTNE). The results showcase the variability in the predicted cure degree
development throughout both the infiltration and curing stage, depending on the energy model
used. This highlights the importance of accurately capturing the temperature development, as
it can lead to significant variations in the cure degree and cure degree rate development. To
further reduce the computational cost an adaptive time step formulation, dependent on the maximum cure rate and minimum cure degree, is proposed. This formulation is shown to reduce
the overall computational time of the curing simulation by up to 10 times.
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Lay Abstract
The automotive sector experiences continuous pressure to reduce the carbon emissions of
their vehicles. This can be done e↵ectively by reducing vehicle weight through replacing conventional steel components with carbon fiber (CF). The drawback to this transition, however, is
increased costs given higher material, infrastructure, and testing costs associated with using CF.
Another critical consideration is the time required to make each part, as longer manufacturing
times correspond to lower production rates. A new method of making CF parts, high pressure
resin transfer molding, reduces the manufacturing time by injecting resin at very high rates into
the mold. This process is still relatively expensive; therefore, e↵ort is still required to reduce
the cost through optimization during the design stage. This is accomplished using simulation
techniques, where each stage of the manufacturing process is modelled and then optimized to
ensure part consistency. This project will focus on the stages where resin is injected and then
left to cure. These are critical stages as they ultimately dictate the quality of the final part.
First, a new method of quickly and accurately modelling the orientation of the carbon fiber
sheets within the mold was developed, which has a profound e↵ect on how the resin fills the
mold. This method drastically reduces the simulation time normally spent on this stage and the
results have been validated against current, more comprehensive methods. Secondly, a more
sophisticated model to predict the temperature changes during the injection stage was proposed.
The temperature history of the resin plays a significant role is how long the resin cures and can
provide valuable insight into if the resin will cure prior to the mold being filled. Finally, the
capabilities of the proposed models are tested on a complex, car floor geometry. This study
compares the previous temperature modelling approaches in literature to the proposed model to
highlight the improvements in accuracy. The results showcase the importance of the proposed
model as well as methods that can be readily applied to substantially reduce the computational
time.
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Introduction and Literature Review
1.1

Background

The constant demand of increasing vehicle performance while reducing the overall CO2 emissions has driven the automotive sector to explore materials with high weight-specific properties
[1, 2, 3, 4]. This is especially important for modern vehicles that are utilizing hybrid or battery
powertrain systems where reducing vehicle weight is of utmost importance to increase vehicle range [5]. Conventionally, the automotive sector utilizes steel, aluminum, and glass fiber
reinforced plastics due to their over arching requirement for low material cost given the high
product output required [6], however, even with material advancements in high-strength steel
and aluminum, they are still limiting [1].
A promising solution is the use of Carbon Fiber Reinforced Plastics (CFRP). Considering
the requirements for automotive application, CFRP o↵er high design freedom as well as good
weight-specific properties [6, 7, 8]. Furthermore, given their high energy absorption capabilities [9, 10], CFRP parts can be custom tailored for specific component applications, allowing
them to be used in structural components. However, considering the overall life cycle and development of CFRP components, they have severe limitations that need to be addressed. These
mainly come in the form of high material and infrastructure costs, low automation potential,
and limited recycleability [9, 11]. These combined make the development, testing, and reuse
1
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Figure 1.1: HP-RTM manufacturing steps. Obtained from Henning et al. [6].
of CFRP components very expensive. Despite these drawbacks, the automotive industry is still
driving continued research for applications of CFRP components in vehicle light-weighting.
Numerous methods exist to manufacture CFRP components: including sheet molding compound (SMC), liquid composite molding (LCM), fiber deposition, thermo-forming, and pultrusion, to name a few [10]. We have to, however, consider the requirements of the automotive sector when determining a suitable manufacturing method. These are: high quality, high volume
output, and robust automation control. A promising candidate that satisfies these requirements
is a derivative of Resin Transfer Molding (RTM) called High Pressure Resin Transfer Molding
(HP-RTM), which is used to produce continuous fiber reinforced plastic (CoFRP) components
[6, 7, 12, 13, 14, 15]. The HP-RTM manufacturing process (shown in Fig. 1.1) starts with
preforming, where sheet(s) of dry fabric are cut, stacked, and laid into the female portion of
a two-sided, rigid and heated mold. The mold is then closed and resin is injected at a rate
ranging from 20-200 g/s [6]. Once fully saturated, the resin is left to cure in the closed mold; a
time that is highly dependent on the reactivity of the resin and the operating temperature. Once
cured, the mold is opened, the part is removed and proceeds to post processing.
Unsurprisingly, with the number of steps required to make HP-RTM components the use
of computational models to optimize each stage of the HP-RTM manufacturing process is
increasing. This comes in the form of draping simulations used to predict the distribution of
the fiber orientation and fiber volume fraction after the fabric is laid in the mold [16, 17, 18];
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Figure 1.2: CAE process chain showing each simulated stage of HP-RTM and the resulting
flow of information as each aspect is optimized. Obtained from Kärger et al. [24]

infiltration models used to predict the resin flow front as resin is injected with the goal of both
optimizing the fill pattern and predicting the formation of voids (air-pockets entrained within
the mold) [8, 19, 20, 21]; cure models to understand the development of the temperature and
resulting cure degree distribution during curing [22]; and, finally. structural models to predict
material property distributions of the final part and/or process induced warpage [23]. Given the
interconnected nature of each stage with its predecessor, optimizing each stage, as well as the
entirety of the process, in the form of a computer aided engineering (CAE) chain is also of great
importance. A CAE chain (depicted in Fig. 1.2) allows for a holistic design approach where
each significant process parameter and its influence on the final material properties are better
understood while at the same time reducing the time required for design iteration ultimately
reducing development costs [24, 25].
The drive to continuously reduce CO2 emissions while maintaining structural integrity and
cost e↵ectiveness has driven the automotive sector to investigate the applicability of CoFRP
components for mass-manufacturing in their vehicles. Considering the potential for automation and short cycle times, the use of HP-RTM is being increasingly investigated to reduce
the cost of component development and testing, and numerical simulations are being relied
upon to optimize the HP-RTM manufacturing cycle. A critical step is the modelling of the
resin infiltration and curing process, as it provides an overall indication of the final component quality. It is, therefore, critical to develop generalized models that can be used under a
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variety of operating conditions. An HP-RTM infiltration model should accurately account for
the influence of fibers on the infiltration characteristic given the local fiber orientation, fiber
volume fraction and local component geometry. The model should also accurately capture the
development of the resin and fiber temperatures during infiltration and their influence on the
development of the cure degree, viscosity, and glass transition temperature. Finally, the model
should (quickly and) accurately model the curing stage, as it provides a critical insight into the
final material properties of the CoFRP components. Progress on permeability characterization,
reaction kinetic modelling, and previously proposed RTM models will be discussed in the next
section.

1.2
1.2.1

Literature Review
Permeability Characterization

The inclusion of the fibrous preform (i.e., glass or carbon fiber sheets) complicates the modelling approach for the infiltration and curing stages of HP-RTM simulations. The type of
preform and its orientation in the model significantly influences the flow behaviour during infiltration and is therefore critical accurate modelling. The initial reaction might be to model
each fiber within the preform, however, this would quickly prove impractical since the mesh
required to accurately capture the flow along each fiber strand and within each tow would require billions of control volumes, thereby requiring super computing and prohibitively long
simulation times. One approach that avoids such detailed simulation is the use of Darcy’s law
[7, 26, 27] to characterize the impeding e↵ect of the fibrous preform inside a mold cavity:

v=

K
· rp
µ

(1.1)

where v is the volume averaged velocity, K is the second order permeability tensor, µ is the
fluid viscosity, and rp is the pressure gradient in the mold. The limitation of equation 1.1 is

1.2. Literature Review

5

that it is only applicable to flows where the pore Reynolds number is less than one. For flows
where the pore Reynolds number is higher, such as in HP-RTM, the flow transitions to the
Forchheimer regime [26], where the pressure gradient is characterized as being quadratically
related to the velocity:

rp =

µv
v2
+ Cf⇢ p
K
K

(1.2)

where C f is the inertial drag coefficient and ⇢ is the density. When considering equations 1.1
and 1.2, complications arise in terms of characterizing the permeability of preform being used.
First, considering that the permeability is a tensor, the three principal components (i.e., K1 , K2 ,
and K3 ) need to be specified. For woven fabrics, the principal components are generally of the
same order of magnitude and aligned along the cartesian coordinate system. For unidirectional
(UD), continuous fibers this is not applicable as the permeability is highly dependent on the
relative orientation of the fiber to the flow and can vary by orders of magnitude between the inplane and out-of-plane components [28, 29]. To this end, the principal permeabilities for UD
fabrics are defined herein as K1 (parallel), along the fiber direction; K2 (transverse), in-plane
with the fibers; and K3 (transverse), out of plane to the fibers; i.e. in the thickness direction
of the mold cavity. The methods for characterizing the permeability value for each component
are discussed in the following two sections.
Experimental Techniques
The common experimental approaches to characterize the permeability of fibrous preforms are
unidirectional [29] and radial flow experiments [30, 31]. Their methodology of tracking the
resin flow front during infiltration, as well as the injection pressure to determine the permeability, is consistent in both approaches with the main di↵erence being where the resin is injected;
i.e. at one end of the mold for unidirectional and in the center for radial.
The injection location(s) add inherent complications depending on the experiment being
conducted. For unidirectional flow experiments, the experimenter can only capture one prin-
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(a)

(b)

Figure 1.3: Flow front progression for an (a) isotropic and (b) orthotropic material.

cipal permeability component during each experiment. This implies that multiple experiments
are required to characterize each component of the permeability tensor [32]. Special care also
needs to be taken when placing the fabric in the mold to reduce the potential for ’race-tracking’,
which can occur in regions of low fiber volume fraction where the fabric is non-uniform or
pinched due to clamping. So-called race-tracking refers to fast impregnation through these
regions of lower porosity. In radial flow experiments, each component of the permeability
tensor can be characterized in a single experiment, however, this requires visualization of the
flow front in all three directions. The benefit of reducing the number of required experiments
comes with increased complexity of analysis. The flow front progression of the resin is highly
dependent on the fabric being used. For planar isotropic fabrics the flow front would progress
in a circular shape (Fig. 1.3a) whereas for an orthotropic material the planar flow front might
resemble an ellipse (Fig. 1.3b), thereby requiring two component permeability values in the required equation used to calculate the permeability [33]). Radial flow experiments also require
time consuming post-processing where each frame from the experimental video is analyzed to
determine the progression of the flow front.
The high directional dependence of the permeability based on the fiber flow orientation
to the fibers make the unidirectional flow experiment ideal for UD fabrics. A schematic of
the method proposed by Magagnato and Henning [29] is shown in Fig. 1.4. An inert resin,
Mesamoll, is injected into a rigid steel mold at 5.5 bar in order to reduce the capillary e↵ects.
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Figure 1.4: Experimental apparatus used for characterizing the permeability of a fibrous preform.
Pressure sensors along the mold record the arrival time and pressure during the experiment.
The data is used with Darcy’s law, cast in the form:

K=

x2s (t) µ
2(p0 p s )t s

(1.3)

where K is the permeability, x s is the sensor location, is the fiber volume fraction, µ is the fluid
viscosity, p0 is the injection pressure, p s is the pressure at the sensor, and t s is the flow front
arrival time. Equation 1.3 is applied to each sensor and then averaged to find the permeability.
To ensure that no race-tracking is present, extra sensors are placed at the edge of the mold to
sense a (potentially) faster progressing front.

Numerical Techniques
To reduce the cost for characterizing the permeability of fibrous preforms, researchers have also
developed numerical approaches to determine fabric permeability based on the fiber bundle
geometry and fiber volume fraction. The most notable model was developed by Gebart [28].
In their analysis they modelled the flow along and through two di↵erent arrays of fibers (i.e.,
quadratic and hexagonal). For flow along the fiber direction (parallel permeability or K1 ) they
compared the flow to that seen in a duct of arbitrary cross-section. Using the friction factor for
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the flow and the geometry of the channel, they were able to derive the parallel permeability as:

K1 = K|| =

8R2 (1
cs f

)3

(1.4)

where R is the fiber radius, c s f is a shape factor dependent on the packing of the fibers, and

is

the fiber volume fraction. When considering flow normal to the fibers the methodology is more
complicated given that the fluid path is not necessarily a straight line and the cross-sectional
area through which it flows can vary. This is analogous to flow through a channel with a slowly
varying cross-section. From this, they were able to derive the K2 permeability for a quadratic
and hexagonal fiber arrangement as:

K2 = K?,quad

16
=
p
9⇡ 2

r

max

!5/2
1
R2

(1.5)

and

K2 = K?,hex
respectively, where

max

0s
16 BBBB
=
p BB@
9⇡ 6

max
f

15/2
CCC
1CCCA R2 ,

(1.6)

is the maximum possible fiber fiber volume fraction.

To validate their formulation, both numerical simulations (solely for K2 permeability) and
experiments were performed. For the simulations, the flow field perpendicular to fibers for
both fiber packing arrangements were studied. The numerical simulations were carried out at
a very low Reynolds number, ensuring a ‘creeping’ flow, on a representative cell. The pressure gradient across the domain was specified and the resultant velocity field was determined.
Knowing the velocity field, the cross-sectional area, the viscosity of the fluid, and the pressure
gradient allowed for the permeability to be determined using the following equation:

Q=K

A P
µ L

(1.7)

where Q is the volume flow rate, K is the permeability, A is the cross-sectional area, µ is the
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fluid viscosity, P is the pressure di↵erence over the representative cell, and L is the length.
They found very close agreement for the permeability values for both quadratic and hexagonal
fiber arrangements over a range of fiber volume fractions.

The experiment conducted to validate their formulations was identical to the experimental setup used by Magagnato and Henning [29], discussed in section 1.2.1. Again, excellent
agreement between the formulations and experiments, for both the in-plane and transverse permeabilities are reported. Gebart noted that the equation used to determine the permeability
experimentally, equation 1.3, provided a method that reduced the reading error associated with
experimental validation, given that the data could be analyzed directly.

An interesting note was made by Wang [34], who stated that the expressions generated by
Gebart for the fiber permeability have never been truly validated by experiments. Their rationale was that given the idealized nature of the analysis, i.e. assuming an idealized arrangement
of fibers, can never truly be replicated in an experiment. To address this, and by utilizing modernized computing power, they used a single spatially periodic pore of a woven fabric with
symmetry boundary conditions to replicate the e↵ects of the surrounding pores. Each tow was
modelled to contain 139 fibers arranged in a hexagon. Their results showed good agreement
with the trends of Gebart’s expression, however, they consistently predicted higher permeability through a range of fiber volume fractions. This discrepancy is most likely caused by the
incorrect comparison between the flow through a woven and UD fabric. Figure 1.5 shows the
tow structure of UD and woven fabrics. Although exaggerated, it is clear that if a periodic unit
cell were to be taken for each fabric type, the porosity for the woven fabric would be considerably higher when compared to that of the UD fabric. This reduces the resistance to fluid flow,
thereby increasing the permeability. Given that Wang modeled the pore as a woven fabric,
rather than a UD fabric, this accounts for the higher predicted permeability.
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(a) Unidirectional (UD)

(b) Plain weave

(c) Twill weave

Figure 1.5: Weave types for fiber sheets. Obtained from Cai et al. [35]
Permeability Orientation
Given the high dependency of the permeability on the fluid flow direction, correctly orienting the fibers (and resulting permeability tensor) throughout the domain is a critical aspect to
accurate RTM infiltration simulations. Orientation of the permeability tensor is commonly reported in literature using the following approaches: (i) assuming a global permeability tensor
(only applicable to woven fabrics assumed to be isotropic) [36], (ii) experimental techniques
using computerized tomography (CT) scans [8], and (iii) draping simulations (i.e., kinematic or
finite-element/ constitutive models)[37]. Considering the use of continuous, UD fibers in this
project, the following section will focus on the experimental and draping simulation techniques
to characterize the permeability orientation.
The most notable experimental permeability tensor orientation technique was shown by
Magagnato et al. [8]. Their study focused on shape optimization of load-bearing, metallic
inserts embedded in CoFRP components. To accurately model the resin flow around the insert
and to predict areas susceptible to race-tracking, a CT scan of the manufactured component
was taken. The CT scan images allowed for the fiber orientation and fiber volume fraction
to be extracted and then mapped to the computational mesh used by the infiltration solver.
The simulated flow front was then compared to images of the infiltration taken during the
experiment and showed very close agreement in terms void location and race-tracking.
To reduce the time and cost of characterizing the fiber orientation, the use of draping sim-
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ulations are increasing in popularity. Draping simulations can be categorized as: (i) kinematic
and (ii) constitutive models. Kinematic models neglect any material behaviour and focus purely
on intra-ply fiber shear. The benefits are very low run-times and reasonable results can be obtained for simple, symmetric cases [6]. This allows kinematic draping codes to be utilized
e↵ectively in optimization studies [18]. The drawbacks, however, are limited information on
the true manufacturing defects present, such as wrinkling or fiber fracture, given the exclusion
of material properties. As well, kinematic models are only able to model a single layer of fabric. Constitutive models allow for a more accurate prediction of material and process-induced
defects given the inclusion of constitutive equations governing the material behaviour and the
addition of boundary conditions. The added accuracy comes at the cost of experimental characterization of the material properties and increased computational time. A benchmark study
on the available commercial and multi-purpose draping models, discussing their available features, functionalities and limitations, was performed by Dörr et al. [37].

During the product development and optimization stage, the use of a kinematic draping
model is advantageous, compared to experimental and constitutive model approaches, as little
information is required about the material being used and relatively low computational overhead. There are, however, limitations from a CAE chain standpoint. This is mainly due to the
limitation of a single fabric sheet being modelled, meaning only a single fiber orientation is
possible, as well as the additional requirement of a mapping code to transfer the fiber orientation data from the draping code to the subsequent infiltration solver. This identifies the need for
a hybridized draping simulation between a kinematic and constitutive approach. Using solely
the geometry and mesh for the infiltration solver, this model would require low computational
overhead and no experimental characterization of material properties (i.e., such as in a kinematic draping model), while maintaining the ability to predict various fiber layup strategies
(i.e., as with a constitutive model). A model as such will be later developed and validated in
Chapter ??.
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Resin Characterization Techniques

During the infiltration and cure stages of HP-RTM, the resin undergoes considerable material
changes as it transforms from a fluid to a solid as a result of cross-linking. This is the result
of the complex dependency between the resin temperature and cure degree, and the resulting
viscosity and glass transition temperature. Given this, accurate modelling of the reaction kinetics is vital to the prediction of filling characteristics in HP-RTM. This is due to the inclusion
of the viscosity in the momentum equation, as well as the heat release due to the exothermic
nature of resin curing and its inclusion in the energy equation. The following will discuss the
modelling approaches used to characterize the development of the cure degree, viscosity, and
glass transition temperature of the resin. Given the scope of the project, an exhaustive list of
the available models will not be provided (the reader is referred to the work by Halley and
Mackay [38] for this), rather, the models currently used in the proposed HP-RTM infiltration
model will be discussed.
Reaction Kinetics Modelling
Due to the relative simplicity and low number of fitting parameters, the Kamal-Malkin (also
known as the Kamal-Sourour model) is the industry standard reaction kinetic model [39, 23].
The Kamal-Malkin model is given as

ċ =

dc
= (K1 + K2 · cm ) · (1
dt

c)n

(1.8)

where c is the cure degree, and m and n are fitting parameters. The reaction rate constants, K1
and K2 , are calculated using Arrhenius-type equations given as
✓ E ◆
1
RT

(1.9)

✓ E ◆
2
K2 = A2 · exp
RT

(1.10)

K1 = A1 · exp
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where A1 and A2 and pre-exponential factors, E1 and E2 are activation energies, R is the universal gas constant and T is the local temperature. The main limitations of the model are: (i)
the inability to predict premature vitrification (from no information regarding the current glass
transition temperature), and (ii) that the model will predict a maximum possible cure degree of
100 % independent of the operating temperature.
For a more comprehensive understanding of the cure degree development, the KamalMalkin model was extended by Grindling to include the influence of the current glass transition
temperature. The Grindling kinetic model is given as

ċ =

dc
= K1 · (1
dt

c)n1 + Ke f f · cm · (1

c)n2

(1.11)

where the new e↵ective reaction rate constant, Ke f f , allows for the model to switch to a di↵usion controlled reaction when the resin has vitrified [23]. This is done via
1
1
1
=
+
Ke f f
K2 Kd

(1.12)

where the di↵usion controlled reaction rate constant, Kd , is determined based on the current
operating temperature and glass transition temperature using
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T < Tg

Equations 1.11 - 1.13 clearly highlight the added sophistication of the Grindling model.
Compared to the Kamal-Malkin, the Grindling model contains an additional five fitting parameters that need to be identified. Although this increases the accuracy and applicability of the
Grindling model, additional care needs to be taken when performing curve fitting to experimental data; especially when considering there are parameters who’s values di↵er by multiple
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orders of magnitude (e.g., A1 and m).

Glass Transition Temperature Modelling
Aside from being included in the Grindling model, the glass transition temperature is another critical parameter to model as it allows for the prediction of vitrification (i.e., when the
glass transition temperature approaches the operating temperature). Given that it continuously
changes as the resin cures, the glass transition temperature is modelled using the approach
developed by DiBenedetto [40, 41], given as
T g T g,0
=
T g,1 T g,0 1

c
(1

)c

(1.14)

where T g is the current glass transition temperature, T g,0 and T g,1 are the uncured and fully
cured glass transition temperatures, respectively, c is the cure degree, and

is a fitting param-

eter that ranges from 0-1.

Viscosity Modelling
The viscosity of the resin can vary considerably depending on the current cure degree and
operating temperature. Due to its inclusion in the momentum equation, it is another parameter
of critical importance. Under isothermal (constant temperature) mold filling, the resin viscosity
can be modelled as a function of time, however, in most practical applications of HP-RTM
the temperature of the resin varies during infiltration. To capture the cure and temperature
dependent evolution of the viscosity, the Castro-Macosko viscosity model is used [42], given
as:

µ(T, c) = µ0

cg
cg

c

!C1 +C2 ·c

(1.15)

where cg is the cure degree at gelation, c is the cure degree, C1 and C2 are fitting parameters,
and µ0 is the viscosity of the uncured resin which can be found by
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µ0 = B · exp

✓ T ◆
b
R·T

(1.16)

where B and T b are fitting parameters, R is the universal gas constant and T is the temperature.

1.2.3

Resin Transfer Molding Models

RTM simulations have been carried out for more than three decades. The most notable original
simulations were done by Bruschke and Advani [19] and Trochu et al. [20]. Their models
excluded the influence of heat transfer, assuming the flow to be purely isothermal with no
heat release from the exothermic reaction of resin curing. Their studies focused, rather, on
the prediction of the resin flow front during infiltration. Bruschke and Advani modelled flow
through various anisotropic porous media; specifically a symmetric layup of of UD glass fibres,
a random glass fibre mat with a round insert, a mold with a ‘cutline’ where the permeability
was decreased by 80 % on a line across the part, and a mold with varying height used to vary
the local fibre volume fraction. In their model the permeability was prescribed using a ratio
of the principal permeabilities, K1 /K2 , the value of which was varied depending on the case
being run. Their results showed close agreement with experimental results, highlighting the
significant e↵ect the permeability tensor can have on the predicted flow front. It was shown,
however, that the model predicted an idealized flow front which progressed faster than that
seen in experiments. Trochu et al. [20] studied the flow of resin through isotropic porous
media (i.e., K1 = K2 = K3 ) using a rectangular mold as well as a complex mold containing
various curvatures and sharp edges. They then highlighted the capabilities of their model by
simulating flow around an insert (the same case as Brushke and Advani), a mold with multiple
injection ports, and finally flow in an anisotropic porous media where a ratio of permeabilities
was specified. Their results were consistent with that found by Brushke and Advani where the
predicted flow progressed faster than that in experiments. Again, this is due to the idealized
manner in which the permeability tensor was specified (i.e., globally). In experiments, it is
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nearly impossible to avoid variations in fiber volume fraction, which can significantly alter
the flow front. This is especially difficult near the mold walls where fibers may not conform
perfectly. This causes areas of lower fiber volume fraction, resulting in higher permeability
[43]. Both authors also commented on the limitation imposed by assuming isothermal mold
filling. In reality the viscosity of the resin would evolve continuous during mold filling, further
a↵ecting the flow front progression.
It is well known that during draping the fiber volume fraction and orientation can change
substantially [44, 45]. This is not only the result of deformation caused by the handling of
the fiber sheets, but also the geometry of the mold (i.e., radii of the corners). Bickerton et al.
[46, 47] did an extensive two-part study to characterize the e↵ect of the mold corner radii on the
resin flow front and injection pressure when using woven fabrics. In their experimental study,
Bickerton et al. [46] used a triangular prism mold and found that when the radius of a corner
was decreased there was a considerable increase in the required injection pressure. This was
the result of a local increase in fiber volume fraction at the corners. Along with recording the
injection pressure, they also captured the flow front progression via pictures for various mold
radii. The results showed little di↵erence in the flow front progression between the di↵erent
cases, however, given that their inlet condition was a constant mass flow rate, this result was
expected. A concern in their study, which may also contribute to the increased pressure seen in
cases where the mold radii were smaller, was the machining tolerance and resulting thickness
reduction in the inclined faces of molds used. In the second part of their study, Bickerton et
al. [47] did a numerical analysis to isolate the e↵ect of the varying part thicknesses. In their
simulations they only altered the permeability depending on the local measured part thickness
and did not account for the increased fiber volume fraction at the corners. They found that this
resulted in reasonable agreement between the predicted and experimental inlet pressure history,
suggesting that variation in part thickness contributed more to the increased injection pressure
than the corner radius. However, the interpretation of this result should be considered carefully.
Although the influence of the increased fiber volume fraction at the corners was outweighed by
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the e↵ect of the di↵ering part thickness, the volume of the part where the part thickness varied
was considerably larger than that of the corners. This suggests that the influence of the local
increase in fiber volume fraction at sharper corners will still a↵ect the injection pressure (or
injection time were a constant pressure inlet used) and should be carefully considered in mold
development. This is especially important when using UD fabric given the permeabilities high
dependence on the flows orientation to the fiber. Coupling the influence of flow perpendicular
to the fiber orientation with an increase in fiber volume fraction would significantly influence
the filling characteristics.
RTM simulations have be utilized as a means of optimizing mold filling to reduce the formation of voids and dry spots during filling. This can be achieved on both the micro and macro
scale, given that the resin impregnates both the spaces between the fiber tows (macro-scale) as
well as the small interstitial spaces between the fiber filaments (micro-scale). Considering first
the micro-scale [48, 49, 50, 51, 52]. Micro-scale void formation is caused by a higher flow
permeability along the fiber tows compared to in-between the fiber filaments. This results in an
uneven flow front between the two flow scales, causing air pockets to remain in-between the
fiber filaments. Ruiz et al. [50] utilized a formulation used to determined the formation of both
microscopic and macroscopic voids depending on the local capillary number, a parameter that
depends on the resin properties and fluid velocity (originally proposed by Patel and Lee [49]).
The capillary number was employed in their infiltration solver as a means of adjusting the injection flow rate to ensure the flow front progressed in such a way as to keep the micro- and
macroscopic flow fronts uniform. They found that the addition of the capillary number greatly
reduced the predicted void formation, at both scales, under both isothermal and non-isothermal
conditions (i.e., where the resin viscosity varied with temperature). They did, however, find a
significant increase in the required fill time and there was nearly a 100 % increase in the computational time. A solution to this may be to apply a vacuum to the mold prior to infiltration,
reducing the amount of air present in the mold.
Strategies for reducing the formation of macro-scale voids (also known as dry spots) during
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infiltration are also presented in literature [53, 54, 55]. These approaches utilize the location
of the injection port(s) as well as vent locations. Interesting work was performed by Han et al.
[55], who commented on the efficacy of multiple inlet ports. They noted that although it can
help reduce the location of dry spots due to part geometry, special care needs to be taken given
that air can be entrapped when multiple flow fronts meet. Their proposed solution was to utilize
a single, central injection port in conjunction with multiple vents to reduce the formation of dry
spots. Through multiple experiments and numerical analysis, they were able to formulate an
equation that described the resin arrival time (or filling time) with the permeability ratio (inplane permeability K1 to through-thickness permeability K3 ) and the required number of vents.
Their results showed a substantial reduction in filling time, when compared to in-plane RTM,
while limiting the formation of dry spots. A note, however, is that this work was only performed
for a simple plaque geometry. It therefore may not be applicable to more complex geometries.
It would be of great interest to further this study using various 3D geometries and observe the if
the reduction in filling time and dry spot formation from the provided formulation is applicable.
A drawback to this method, however, is the increased tooling costs and complexity of the mold
given the number of venting ports needed.
The advancements in computational resources have allowed RTM models to be utilized
in the infiltration prediction of increasingly complex geometries. These geometries include
aeronautic beams [56], connecting rods used for crane assemblies [36], a lower B-pillar [57],
and CFRP components containing load bearing inserts [8, 58, 59, 60]. The most notable being
done by Laurenzi et al. [56] and Magagnato et al. [8]. Laurenzi et al. studied the influence of
various injection strategies on the fill quality and time for a large aeronautic beam. Their results
highlighted the influence of complex structures on infiltration characteristics, as they can lead
to flow restrictions in critical areas. An issue with their approach, however, is their permeability
value was varied depending solely on the local part thickness and was a constant value for all
three components of the tensor. This assumption was made based the stacking sequence of the
UD fibers approximating a quasi-isotropic material. It is well known, however, that the fiber
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orientation dramatically influences the flow front. Considering the complexity of the part as
well as the number of fiber layers, the additional accuracy of assigning the permeability locally
may lead to a more accurate prediction of dry spot formation, specifically in areas where there
is a sudden change in geometry. It would also be of great interest to include the e↵ect of
temperature during mold filling. The complex dependency of temperature on the cure rate
and viscosity of the resin could provide further insight into both manufacturing defects and
optimization opportunities.
A critical step to increase the application of CFRP components is their integration ability
with other components via load bearing inserts. Briefly mentioned in section 1.2.1 was the
work done by Magagnato et al. [8], who studied the e↵ect of load bearing inserts on the flow
front progression during infiltration. They provided a comprehensive analysis, showing in detail how the local fiber orientation and fiber volume fraction is a↵ected based on the geometry
of the insert via CT scans, and its influence on dry spot formation and race-tracking. They
found that by reducing the sharp transition between the base and shaft of the insert as well as
reducing the thickness of the base, the formation of dry spots around the insert was greatly
reduced. A limitation, however, is the assumption of isothermal mold filling. The high dependency of the resin viscosity on temperature coupled with the presence of the metallic insert
could increase the observed race-tracking. Therefore, it would be interesting to understand the
influence of injection temperature, mold temperature, and insert temperature on the infiltration
characteristics.
Accurate energy modelling is increasing in importance in RTM models. This is due to
the relationship between the temperature history of the resin and the resulting cure rate and
viscosity as well as the exothermic reaction during resin curing. Energy modelling has been
used in literature to study the influence of the temperature of the cure degree progression [61,
62], the influence of highly reactive resins [57], the e↵ect of part thickness and geometry
during curing [22, 63, 64, 65], and the prediction of internal stresses [66, 67], to name a few.
These works all make the same assumption that locally the resin and fiber phases are in thermal
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equilibrium. This assumption greatly reduces the complexity of energy modelling, as only a
single energy equation is required to model the temperature evolution of both phases. This
equilibrium energy equation is given as
@T
⇢˜ C˜p
+ ⇢ f C p f (v · rT ) = r · k̃rT + ✏S 000
@t

(1.17)

where T is the temperature of the fluid and solids, ⇢ f is the fluid density, C p f is the fluid
specific heat, and S 000 is the source term associated with the heat release from the resin curing.
To account for the presence of both phases, the e↵ective density, ⇢,
˜ specific heat, C˜p , and
thermal conductivity, k̃, are calculated using the rule of mixtures [67, 68]

⇢˜ =

⇢ f ⇢s
,
⇢ f w f + ⇢sws

C˜p = C p f w f + C ps w s ,

(1.18)

(1.19)

and

k̃ =

k f ks
k f w f + ksws

(1.20)

where the weight fractions of the fluid and solid phase, w f and w s , respectively, are defined as

wf =

✏/⇢ s
,
(✏/⇢ s + (1 ✏)/⇢ f )

(1.21)

ws = 1

(1.22)

and

wf .

When the curing stage is being considered and the velocity can be assumed to be zero,
equation 1.17 can be further simplified by eliminating the advection term (second term on the
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left hand side of the equation). The assumption of thermal equilibrium is based on the relatively low injection velocity seen in standard RTM processes. The slow resin front progression
allows ample time for the resin to come to the same local temperature as the fibers. When
we are considering HP-RTM, however, this assumption may no longer be applicable due to
the substantially higher injection rates. A more general approach is the use a Local Thermal
Non-Equilibrium (LTNE) energy model. In this approach, separate transport equations for the
fluid (i.e., resin and/or air) and solid (i.e., fibers) phase temperatures are solved. By this approach, volume-averaging is required to ensure that the e↵ects of the unresolved pore-scale
are accurately captured by macro-scale quantities. A thorough description of this process is
found in the works by Quintard et al. [69] as well as DeGroot and Straatman [70] for high
conductivity porous media. The energy transport equations for the fluid and solid phases, after
volume-averaging, are given as:

⇢ f Cp f

!
@T f
✏
+ v · rT f = r · (✏k f · rT f ) + a f s h f s (T s
@t

T f ) + ✏S 000

(1.23)

and

(1

✏)⇢ sC s

@T s
= r · ((1
@t

✏)k s · T s ) + a f s h f s (T f

T S ),

(1.24)

respectively. Here, ⇢ f and ⇢ s are the fluid and solid densities, respectively; C p f and C s are the
fluid and solid specific heats, respectively; k f is the fluid conductivity, k s is the solid conductivity tensor; T f and T s are the fluid and solid temperatures, respectively; a f s is the specific
area of the porous media; and h f s is the interstitial heat transfer coefficient. Aside from the additional transport equation being solved, additional complexity with the LTNE energy model
comes with the addition of the coupling term (i.e., the second term on the right hand side of
equations 1.23 and 1.24). This term accounts for the convective heat transfer occurring as the
fluid phase flows over the solid phase. Because of this coupling, the value of h f s can have a
significant e↵ect on the temperature development of each phase. The added complexity, how-
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ever, is potentially out-weighted by significant increases in accuracy when predicting the fluid
temperature development. This can lead to a better understanding of the cure history which
greatly e↵ects the predicted material properties and process induced warpage in later stages of
a CAE chain.

1.3

Discussion

The status quo for increased vehicle performance coupled with the need to reduce the overall
vehicle weight has led automotive manufacturers to investigate replacing conventional steel
and aluminium products with CoFRPs due to their good weight-specific properties [7]. A
promising manufacturing technique that encompasses the automotive sector’s requirement of
high automation potential and low cycle types is a derivative of RTM, HP-RTM [6]. The
main advantage of HP-RTM over standard RTM is in significantly increased injection rates
used, and when coupled with highly reactive resins, the overall manufacturing cycle time can
be dramatically decreased. CoFRPs still su↵er from high manufacturing and testing costs,
therefore, it has become increasingly popular to utilize numerical simulations to investigate
and optimize each stage of the HP-RTM manufacturing cycle.
Due to the number of discrete steps required to make RTM components, one must always
consider the e↵ect of any stage on its subsequent stage. Focusing on the infiltration stage
of RTM, numerous experimental methods [29] and numerical models [28] exist in literature
that characterize the permeability of the fabric used, due to its significant impact on filling
characteristics. These methods can then be utilized in tandem with draping simulations (i.e.,
simplified kinematic or more sophisticated constitutive models) to accurately capture the e↵ect
of the various fiber types and layup strategies in the infiltration model. However, limitations
exist with these draping models when required for use in a design of experiments. Kinematic
models require minimal computational resources, however, they are limited to predicting the
fiber orientation of only a single sheet of fabric. A constitutive model could be utilized as
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it has this ability to predict the orientation of multiple sheets of fabric, however, significant
experiment testing is needed to characterize the material behaviour. This highlights the need
for a model that has low computational overhead, as with a kinematic model, while allowing
for the prediction of di↵erent fiber layup strategies, as with a constitutive model. This model
could be utilized in the preliminary stages of a design of experiments, where an approximate
representation of the fiber orientation is required. Once the final layup strategy is determined,
a more sophisticated constitutive model can then be utilized.
Another complex phenomena is the influence of the operating temperature on the resin cure
rate and the resulting viscosity and glass transition temperature history. Numerous models are
available in literature that give critical insight into the development of these properties. Considering first the resin cure rate, two key models can be utilized: (i) the Kamal-Malkin and (ii)
the Grindling model. The Kamal-Malkin model is the industry standard as it requires a small
number of fitting parameters. However, the cost of this is the prediction of fully cured resin,
independent of the operating temperature, and no information regarding the e↵ects of vitrification. These drawbacks were addressed by Grindling in their model, however, it comes at the
cost of five more fitting parameters [38, 39]. Despite the added characterization complexity, the
use of the Grindling model is critical when predicting warpage, the onset of which occurs post
vitrification due to chemical shrinkage [23]. From a design and part integration standpoint, it
is of critical importance to couple the Grindling reaction kinetic model with a glass transition
temperature model (e.g., DiBenedetto [40]) to accurately predict the cure degree development
and onset of vitrification.
The potential of RTM has led to the development of numerous infiltration and curing models. They originated over 30 years ago, where they were used as a tool to predict the infiltration
characteristics using a variety of fiber sheets and molds. Significant advancement has been
made since their inception, specifically in the prediction of micro- and macro-scale voids using
a capillary number approach, as well as their application in complex geometries and components containing load bearing inserts. Advancements have also been made in terms of energy
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modelling, where originally infiltration was assumed to be isothermal. Models are now utilizing thermal equilibrium models to capture both the reduction of viscosity as the cool injected
resin warms to the mold temperature, as well as the exothermic reaction of resin curing. The
limitation when assuming thermal equilibrium is that the flow is slow enough to allow ample
time for the resin and fiber phases to come to the same temperature locally. However, with
continued pressure to reduce manufacturing cycle times (in terms of both increasing the injection rate and faster curing resins; e.g., as in HP-RTM), the assumption of thermal equilibrium
may not be applicable. A solution to this is to utilize a local thermal non-equilibrium energy
model, where no assumption is made about the local fluid and solid temperatures. This energy
modelling approach allows for a more accurate prediction of the fluid temperature development
as well as a more comprehensive understanding of the influence of the various resin and fiber
types on the temperature development of both phases. This added sophistication does come at
the cost of increased complexity due to the addition of a coupling term between the transport
equation for each phases. The goal of this work, which will be discussed further in the next
section, is to extend the infiltration solver developed by Magagnato et al.[13], developed in the
open source framework OpenFOAM®, by including a local thermal non-equilibrium energy
model. Coupled with a quick and accurate method of predicting the local fiber orientation as
well as an adaptive time step to reduce the computational time of the curing stage, results in a
model which is capable of accurately predicting the infiltration and curing stages of HP-RTM
manufacturing.

1.4

Objectives of the Present Work

The goal of the present work was to develop a computationally efficient and accurate infiltration
and cure solver for HP-RTM. The proposed model was based on the model developed by
Magagnato et al. [13] and extended to include a thermal non-equilibrium energy model. Work
was also done to develop a method of rapidly predicting of the fiber orientation used by the
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infiltration solver as well as a method of reducing the computational time for the curing stage.
The specific objectives of this work are as follows:
1. Development of a geometry dependent permeability tensor orientation calculator. This
method will allow for fast (and relatively accurate) approximation of the fiber orientation
for a wide range of layup strategies, as it only requires the geometry of the mold and the
mesh used by the infiltration solver. This Python® model will be verified against a 1D
solution of Darcy’s law and then validated against fiber orientation data generated from
a constitutive draping model in LS-DYNA®.
2. The addition of a non-equilibrium energy model with heat release due to resin curing.
This will be done to accurately capture the temperature development of both the resin
and fibers during HP-RTM infiltration and curing. The proposed model will be validated
against experimental data.
3. Development of an adaptive time step formulation for the curing stage. This proposed
formulation will substantially reduce the computational time of the curing stage. Model
verification will be done by comparing the predicted heat release to an analytical solution
of the temperature rise given the known heat release from the cured resin.
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1.5

Thesis Outline

The following chapters in this thesis describe the methods used to achieve the objectives set
out for this project in section 1.4. The chapters will be presented as follows:
• Chapter 2: A computationally efficient, geometry based permeability tensor orientation
method is presented. Results show permeability model verification against a 1D analytical solution of Darcy’s law. Validation is then performed, comparing the predicted fiber
orientation for 3 di↵erent fiber layups (i.e., [0°], [45°], and [90°]) for a hat channel geometry against the fiber orientation generated from a draping code developed in LS-DYNA.
Finally the fiber orientation is predicted for a 3D double dome geometry, for a layup of
[0°], and compared again to the predicted fibre orientation from the LS-DYNA draping
code. Results highlight the accuracy of the proposed model as well as the reduction in
time required to generate the fiber orientation.
• Chapter 3: This chapter describes an investigation into the appropriate scenarios for
use of a thermal non-equilibrium energy model. A non-dimensional analysis was done
by varying the Darcy number (i.e., K/h2 ), Peclet number (i.e., uh/↵), and conductivity
ratios (i.e., k s /k f ) in ranges that capture the majority of RTM and HP-RTM operating
conditions and material options (i.e., glass or carbon fibres). Results show that aside
from when Da 2 (9.5 ⇥ 10 5 , 4.2 ⇥ 10 5 ), Pe 2 (400, 1000) for a k s /k f = 0.2 and a
Pe = 400 for a k s /k f = 125, for an accurate prediction of the resin and solid temperature
development during mold filling, the use of a local thermal non-equilibrium model is
required.
• Chapter 4: The development in energy modelling techniques for HP-RTM is showcased
in this chapter. First, using the proposed thermal non-equilibrium energy model from the
previous chapter, model validation is performed against experimental data from Rosenberg [71]. The formulation for the proposed adaptive time step is then shown. A complex
floor geometry is then used to showcase the increased accuracy gained in temperature
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and cure degree development as more sophisticated energy models are used. Finally,
the cure degree distribution after 180 s of curing is shown, highlighting the importance
of temperature and cure modelling approaches as well as showcasing the reduction in
computational time when using the adaptive time step formulation.
• Chapter 5: A summary of the key findings from Chapters 2 - 4 is discussed as well as
recommendations for future work.
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Chapter

2

A Model for Permeability in Fibre
Reinforced Plastics 1
2.1

Introduction

A subset of liquid composite molding, Resin Transfer Molding (RTM), is increasing in popularity due to its high weight specific properties [1, 2]. Constraints in its integration, however,
are high manufacturing costs and low recyclability [3]. This has led industries to increase their
focus on Computer Aided Engineering (CAE) chains, which can provide insight in all steps
of the production process, with the added benefit of reducing the reliance on experiments. Increased use of CAE also facilitates optimization of processes and a better understanding of
final part quality of RTM parts [4].
The manufacturing of RTM components has several steps starting with fabric draping,
where dry sheets of carbon or glass fibres are laid (either by hand or machine) into the open
portion of a two-sided, heated mold. This is a critical step, as the fibre orientation and fibre
volume fraction (FVF) have an important impact on the infiltration characteristics and the final mechanical properties of the component. Post-draping, the mold is closed and sealed, and
resin is then injected. Once the mold is filled and fabric is completely saturated with resin,
1
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injection stops and the part is left to cure. After curing is complete, the mold is opened, and
the part is removed and transferred for post-processing. Each stage of the manufacturing cycle
is critical to the quality of the final product and, as a result, numerous CAE models exist for
step-specific optimization [5, 6, 7]. A common factor that is missing from the CAE chain is
a generalized method for interpreting the results of previous steps for correct implementation
into subsequent models. This is especially important when considering the implementation of
the final fibre orientation and FVF from draping simulations/experiments into RTM infiltration
models.
The permeability of resin through layers of carbon fibre sheets is directionally dependent and thus a permeability tensor, rather than a scalar, should be used to characterize this
anisotropy. For woven fabrics the principal permeabilities (K1 , K2 , and K3 ) are generally of
the same order of magnitude and, therefore, can be oriented based on a global coordinate system. For unidirectional, continuous carbon fibre sheets, this assumption is not valid as the
magnitude of the permeability components is highly dependent on the flow orientation relative
to the fibre direction [8]. The principal components of the permeability tensor are therefore
defined as K1 (parallel), along the fibre direction, K2 (transverse), in-plane with the fibres and
K3 (transverse), out of plane to the fibres.
Both experimental and numerical methods exist in literature that characterize the fibre orientation of unidirectional, continuous carbon fibre sheets. Magagnato et. al. [9] presented
an experimental method where the fibre orientation and fibre volume fraction is determined
by manually draping fibres into the female portion of a mold and analyzing resulting fibre
displacement using a CT-scanner. Numerical methods, in the form of draping simulations,
are increasing in popularity as they greatly reduce the hands-on requirements of experimental techniques. Both commercial (e.g., PAM-FORM and AniForm) and multi-purpose finite
element solvers (e.g., LS-DYNA and Abaqus) can be used to simulate the draping stage of
CFRP manufacturing. These solvers vary in their ability to predict certain deformation types
observed during fabric draping (i.e., rate dependent membrane and interface mechanisms) as
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well as their ability to be customized. A detailed analysis into the benefits and drawbacks of
these models is described by Dorr et. al. [5]. A common drawback that both experimental and
numerical approaches share is the tedious and lengthy process required to generate accurate information for RTM simulations. Experimentally, this is due to the time required to characterize
the material properties required for the draping simulations [10], and to run the experiments
needed for the CT-scans, which yields fibre direction. While this lengthy process is necessary
for a final accurate process simulation to be completed, it can be extremely time-consuming if
several iterations are being performed to consider how di↵erent layup strategies and geometric
modifications a↵ect mold infiltration and void formation.

The current study proposes a computationally efficient, geometry-based method for obtaining a draping approximation. The method provides an approach for orienting the permeability
tensor locally throughout the computational domain, as well as an approach to characterize
ideal fabric draping for 2D extruded geometries (e.g., hat and corrugated channel geometries).
The method is applied to the finite volume-based, multi-phase RTM model developed by [9] in
the open source tool box OpenFOAM®(OF). The Python®draping code is then used to produce the ‘drapeDir’ file used by the OF model to orient the K1 component of the permeability
tensor locally. The local thickness direction K3 is then determined by averaging the surface
normal vectors on the nearest upper and lower surfaces, and the final component K2 is oriented
based on the cross product between K1 and K3 . In this manner, the approach bridges the gap
between kinematic and constitutive draping simulations where the model maintains the ability
to orient multiple layers of fibres (constitutive models) while only requiring the mold geometry
(kinematic model). The key benefit of this method is that a draping approximation can be done
quickly even for layered fabrics with di↵erent principal fibre directions. To this end, several
iterations of mold-layup planning can be done to guide the experiments and detailed draping
simulations that are ultimately required to determine the properties of the molded part.
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Governing Equations for Mold Filling Simulation

The flow through the mold can be modelled as an incompressible flow travelling through a
porous medium. The volume averaged governing equation for mass and momentum, following
the method described by [11], is given as

r·v=0

(2.1)

and

⇢f

@v ⇢ f
+ r · (vv) = ✏rp f + µ f r2 v + ✏S
@t
✏

(2.2)

where v is the volume averaged velocity, p f is the fluid pressure, ✏ is the porosity and t is time.
The multi-phase solver in OF solves a single, mass-weighted averaged momentum equation
for two or more fluid phases (e.g., resin and air). Therefore, ⇢ f and µ f are the mass weighed
averaged density and dynamic fluid viscosity, respectively, for the fluid phases. The source
term, S , is included to account for the flow resistance from the fibre preform (fabric). The
resistance is modelled using Darcy’s law with the inclusion of the Forchheimer term, given as
[1, 12]

rp =

µv
v2
+ Cf⇢ p
K
K

(2.3)

where K is the permeability tensor, µ is the dynamic fluid viscosity, C f is an inertial drag
coefficient, and ⇢ is the density. To get equation 2.3 to match the format required for the OF
momentum source term, we can apply equation 2.1 and after rearranging we have

S =

!
µ 1
+ |v|F v
K 2

(2.4)

where F is an inertia resistance term and the negative denotes a resistance to flow from the
porous media. The interface between the two flow phases is solved using the volume of fluid
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method, shown as
@↵
= r · (↵v)
@t

(2.5)

where ↵ is the fraction of which each volume is filled with the resin phase (↵ = 1) or air phase
(↵ = 0).

2.3

Methodology

The process for determining both thickness direction and the local fibre orientation are explained in this section. Both methods employ similar strategies whereby the nature of the
geometry is utilized to orient the desired component of the permeability tensor.

2.3.1

Local Thickness Direction Orientation Method

Given the increasing complexity of CFRP components, the thickness direction orientation
method requires the use of both the upper and lower surfaces of the geometry. This is done
to ensure that in parts where there is either a change in part thickness or the presence of foam
core, that the method is still valid. The orientation method, depicted in figure 2.1, starts by
!
finding the position vector to the nearest upper and lower surface faces centers (i.e., Ui and
!
!
Li ) for each internal cell center (i.e., Ci ) within the domain. Once found, the surface normal
!
!
vectors corresponding to nearest upper face (i.e., NU,i ) and lower face (i.e., NL,i ) are determined
and averaged using a weighting scale corresponding to the distance from the cell center to the
upper and lower surface. The averaging process starts by finding the total distance, Dtot , where

Dtot = DU + DL

(2.6)

where DU and DL are the distances from the cell center to upper and lower face center, respectively. Both distances are calculated from the magnitude of the di↵erence between the cell
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Figure 2.1: Visualization of method used to find the nearest top and bottom surface normal
vectors for each internal control volume.

center and respective face center position vectors, given as

!
DU = ||Ui

!
Ci ||

(2.7)

! !
DL = ||Ci Li ||.

(2.8)

and

The weighting factors can then be determined as a fraction of the total distance based on
inverse-distance interpolation. The weighting factor for the upper and lower normal vectors
are found by

wU,i = 1
and

DU
Dtot

(2.9)
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wL,i = 1

DL
.
Dtot

(2.10)

The resulting thickness direction is then calculated by
!
!
! wU ⇤ NU,i + wL ⇤ NL,i
Ti =
!
!
||NU,i + NL,i ||

(2.11)

!
where T i is the thickness direction vector for each internal cell. The result of this calculation,
when applied to the entire example domain, can be seen in figure 2.2. Although straight forward, the addition of this thickness direction calculator has a significant e↵ect on the resulting
infiltration characteristics.
The thickness direction calculator utilizes the fact that volScalarField’s in OF (in this case,
porosity) are derived from the mesh class, thereby allowing the user to access the surface
normal vectors for any external patch (i.e., surface face) in the geometry. This allows the
user to specify the upper and lower patch names of the geometry in the porosityProperties
dictionary located in the ‘constant’ folder within the main case folder. The benefit of this is
that the calculator is both geometry and mesh element type independent, as only the cell center
and face center locations are required.

Figure 2.2: Resulting thickness direction vectors for each internal control volume.
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2D Extruded Geometry Draping Method

The draping code is used to locally orient the K1 (fibre direction) component of the permeability
tensor. This is accomplished similar to the thickness direction calculator, where the calculator
starts by determining the nearest two adjacent surface points (on the upper surface) for each
internal control volume, shown in figure 2.3. Due to the potentially large number of control
volumes and surface faces, this searching process can be expedited by specifying the 2D outline
of the geometries upper surface. This reduces computational time by requiring the code to only
search for the coordinates corresponding the to plane on which the part is extruded for the upper
surface.

j

!"
D1

Dnorm

!!
D2

"#

Figure 2.3: Visualization of the method used for determining the normal distance from the
upper surface to each internal cell center for the 2D extruded draping code.

The next stage in the calculator is to determine the slope connecting the two nearest adjacent
!
!
points (i.e., S 1 and S 2 ) on the upper surface, shown in figure 2.3. The discretization on the
upper surface (or 2D outline) is assumed to be fine enough that the line connecting points
!
!
S 1 and S 2 is linear. This allows for determination of the slope connecting these points to be
determined based upon their coordinates, given as
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m=

S 1,y
S 1,x

S 2,y
S 2,x

(2.12)

where m is the slope and the subscripts x and y denote the component of position vector for
!
!
!
points S 1 and S 2 . Next, the shortest distance between point Ci to the line connecting points
!
!
S 1 and S 2 (given as Dnorm in figure 2.3) is a straight, perpendicular line whose slope is the
!
!
negative inverse of that connecting points S 1 and S 2 , m. From this, the intersection of those
lines, given as point j, can then be found by setting the two line equations equal to each other.
The coordinates of point j can then be used to determine Dnorm .
Knowing Dnorm allows for the final step in the draping code. Based on the thickness of the
domain and draping scheme provided (e.g., [0°, ±45°, 90°]s ) the uniform fibre mat thickness is
calculated. This fibre thickness allows for the code to determine which fibre mat each internal
cell is located in and the corresponding fibre direction. The final fibre direction is determined
using the thickness direction, calculated using the procedure described in section 2.3.1, and
the direction in which the 2D geometry is extruded (i.e., extrude direction). The cross-product
between these two vectors results in the vector that points parallel to the upper and lower
surface of the domain, which is the equivalent to a fibre direction of 90°. For other fibre
orientations of interest, the fibre orientation can be adjusted using a vector rotation about the
thickness direction vector. An example of a 90° fibre direction for the example geometry is
shown in figure 2.4.

Figure 2.4: Resulting [90°] fiber orientation calculated used 2D extruded draping code.
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Results
Grid Independence

The computational domain, a 100 x 100 x 5 mm plaque, used for grid-independence is shown
in figure 2.5. The symmetrical nature of the domain allowed for a quarter of the domain to
be modelled with symmetry boundary conditions being used on faces that would otherwise be
internal if the entire domain were to be modelled. The inlet has a massFlowRate boundary
condition set normal to the upper surface of the model (i.e., normal to the x-y plane) and has
a value of 0.01 kg/s. A uniform FVF of 50 % is applied and the fibre direction is set along the
x-axis. Three grid densities, summarized in table 2.1, where used with uniform spacing. Edge
refinement towards the upper and lower mold faces was performed for the medium and fine
meshes to better capture the influence of the mold walls, without requiring an increase in the
number of control volume. The inlet pressure variation during infiltration for each grid (with
and without edge refinement) is shown in figure 2.6.
Computational
Domain

Symmetry
Inlet

y
x

Figure 2.5: Top view of the domain used to highlight the importance of specifying a local
fiber orientation. The domain is a quarter of the full geometry and utilizes symmetry boundary
conditions to reduce computational overhead.
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Table 2.1: Summary of grid densities used for grid independence study.
Grid Name
Coarse
Medium
Fine

Cells:
Thickness / Total
4 / 28224
8 / 56448
16 / 144400

Edge Refinement

Element Type

No
Yes
Yes

Hexahedral
Hexahedral
Hexahedral

Three key points, labeled as A, B, and C on figure 2.6, correspond to when the resin front
reaches the farthest right-hand wall, when the flow front infiltrates uniformly along the y-axis,
and when the domain is completely filled, respectively. For refined grids the corresponding
pressure and time for those key points collapse to a converged result. The results also show
the benefit of utilizing grid refinement where for medium grid density with edge refinement
the pressure distribution is the same as that produced by the fine grid. The results ultimately
converge on the fine mesh with edge refinement, therefore, the strategy of using 16 layers in
the thickness direction with edge refinement will be utilized for all subsequent geometries.

Figure 2.6: Inlet pressure development for subsequently refined grids used for the grid independence study. Points A, B, and C correspond to when the resin front reaches the far right
wall, becomes uniform infiltrating along the y-axis, and when the domain is completely filled,
respectively.
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2.4.2

Verification

Verification of the model used to orient the permeability tensor within the infiltration model
was done by comparing simulated results to an analytical solution of Darcy’s law. For linear,
line injection RTM (shown in figure 2.7) the flow can be considered 1D, this allows for the
pressure as a function of location and time to be determined using the following equation

p(x, t) =

v·µ ⇣
· Xf
K

⌘
x + p0

(2.13)

where p(x, t) is the pressure at a specific location x at a given time, t, v is the Darcy velocity, µ
is the dynamic viscosity of the resin, K is the permeability, X f is the resin flow front, x is the
sampling location, and p0 is the outlet pressure. For a detailed derivation of equation 2.13 see
[1]. For this case the resin viscosity is set to a constant value of 0.1 N m/s2 and the permeability
was calculated using [8]

K|| = A ·

3

(1

)

2

(2.14)

where K|| is the permeability parallel to the fibres, A is a fitting parameter based on the geometric nature of the fibre bundles, and
2.72 ⇥ 10

11

is the FVF. For a FVF of 50 % it was found that K|| was

m2 .

The OF model is compared to the analytical solution for a constant inlet pressure of 3 bar
and an outlet pressure of 1 bar. The results comparing the resin flow front during infiltration and
the pressure at three locations (0.02 m, 0.1 m, and 0.15 m from the inlet) are shown in figures
2.8a and 2.8b, respectively. The results show an excellent match between both the pressure
distribution and flow front progression during infiltration. The slight discrepancy between the
two predictions is due to the multiphase nature of the OF model. The addition of the air phase,
not captured by the analytical solution, will cause a slight increase in flow resistance as it is
displaced by the infiltrating resin, resulting in an increased infiltration time. This increase in
infiltration time only di↵ers from the analytical solution by 1 %.
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Inlet

H = 3mm
L = 200 [mm]

Figure 2.7: Domain used to verify model against analytical solution of Darcy’s law.

(a) Pressure distribution comparison during filling (b) Flow front progression comparison during
model filling.
at three locations within the domain.

Figure 2.8: Comparison between simulation and analytical prediction of the (a) pressure distribution and (b) flow front progression during one dimensional resin infiltration.

2.4.3

Validation

Validation of the proposed fibre orientation method was performed on both a hat channel geometry (a geometry type for which it was intended) as well as a double dome geometry to test
its application potential. The geometries for each are shown in figure 2.9. The fibre orientation prediction from the proposed model will be compared to the fibre orientation determined
using a constitutive model developed in LS-DYNA. Three di↵erent fibre orientations for the
hat channel geometry will be compared: 0°, 45°, and 90°; and one fibre orientation, 0°, for the
double dome geometry.
The variation between the two methods was captured by projecting the fibre orientation
from the Python model onto the fibre orientation from the LS-DYNA constitutive model. This
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(b) Double dome.
(a) Hat channel.

Figure 2.9: Geometries used for validation of the geometry dependent fiber orientation calculator.
method allows for a direct comparison between two models and will highlight areas where the
predicted fibre orientation is consistent (i.e., the magnitude of the projected vector will be 1)
or di↵er (where the magnitude will decrease below 1). It should be noted that the contour plot
does not show a variation in the permeability component values (i.e., areas in blue predicting a
lower permeability) rather, it strictly highlights areas where the predict fibre orientation di↵ers
between the two approaches. The projected vector magnitude contour plot for the hat channel
geometry for all three drape directions are shown in figure 2.10. As expected for the 0° draping
case, figure 2.10a, the alignment magnitude contour results highlight the consistency between
the two methods, where only a few areas in the domain show small deviations between the two
models along the inclined faces of the hat channel. Close up images of these locations display
the predicted python (in blue) and LS-DYNA (in red) fibre orientations, further highlighting
the small variations in the predicted fibre orientations.
The results for the 45° and 90° cases are shown in figures 2.10b and 2.10c, respectively.
The results show further consistency between the two approaches, however, it is also seen that
in areas where the fibres are subjected to increased bending and shear, the two approaches
begin to deviate. This deviation in predominantly found along the bends in the hat channel
(highlighted in the close up images of the fibre orientation shown in figures 2.10b and 2.10c)
where the largest discrepancy between the two approaches is found. Although the contour plot
suggests significant error between the two approaches (specifically for the 45° case), the close
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up images of the fibre orientation show that the misalignment is still relatively small. This
highlights the importance and benefits of the proposed Python draping model. Most significant
is the time savings of the Python model. Not only is no experimental characterization required,
the run-time of the Python model is significantly less than the LS-DYNA model (i.e., 15 s
versus 10 min). There is also substantial time savings with regards to data post-processing.
Given that the Python code was written in such a way that the output file can be directly used in
the OF boundary conditions folder, there is a significant reduction in the time between running
the draping code and starting an infiltration simulation. This is due to the post-processing
needed to convert the draping simulation data to a readable format and then the use of a radial
basis function to map the results from the constitutive draping simulation mesh to the OF mesh.
The results for the double dome geometry are shown in figure 2.11. Consistent with the hat
channel, the increased complexity of the domain increased discrepancy between the predicted
fibre orientation from the two models. The Python model, however, is still able to accurately
orient the fibre along the inclined and curved faced despite it being designed for 2D extruded
geometries. This geometry, however, does highlight limitations of the proposed model. The
most notable being unable to predict wrinkling of the fabric. Figure 2.12 shows the results
directly from the LS-DYNA draping simulation and highlights the wrinkling that occurs as the
fabric is formed to the mold. Considering the left hand close up image of the fibre orientation in
figure 2.11, it is clear that the local wrinkling along the edges distorts the fibres resulting in the
largest discrepancy between the two approaches. Wrinkling is also evident in the hat channel,
however, given the less complex nature of the geometry the wrinkling was not as severe. The
e↵ect of the wrinkling would manifest itself as variations in fibre volume fraction throughout
the domain, as well as high shear between the fibre toes. This clearly defines the optimal
situation to utilize the proposed model; specifically when a design of experiments is being
performed requiring large number of fibre draping schemes to be tested. The influence of the
fibre orientation, generated from the Python model will allow for an accurate approximation of
the filling characteristics in the infiltration model. Once the design of experiments is complete,
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(a) 0°

(b) 45°

(c) 90°

Figure 2.10: Contour plot of the magnitude of the projected Python fibre orientation vector
onto the LS-DYNA fibre orientation vector for the (a) 0°, (b) 45°, and (c) 90° cases. Close up
images show the Python (blue) and LS-DYNA (red) fibre orientations in areas where the two
models predicted di↵erent fibre orientations.
the final draping scheme can then be modelled using a constitutive model where the e↵ects of
fibre shearing and wrinkling can be included.

2.5. Conclusion
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Figure 2.11: Contour plot of the magnitude of the projected Python fibre orientation onto
the LS-DYNA fibre orientation for the 0° case. Close up images shown the Python (blue)
and LS-DYNA (red) fibre orientations in areas where the two models predicted di↵erent fibre
orientations.

Figure 2.12: Results from the LS-DYNA draping simulation showcasing the wrinkling that
occurs are the fabric is laid onto the double dome mold.

2.5

Conclusion

In the present study, a 2D extruded geometry fibre orientation and a geometry dependent thickness direction orientation method were proposed. The models presented are implemented in
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Python and OF, respectively, however, can be easily adopted into other potential frameworks.
Infiltration model verification against an analytical solution of Darcy’s law for constant pressure, 1D infiltration shows excellent agreement when comparing both the resin flow front progression as well as the pressure distribution throughout the computational domain. Model
validation, for the proposed draping method, was completed against the fibre orientation generated using a drape simulation developed in LS-DYNA using both a simple hat channel and
complex double dome geometry. Results highlighted the capabilities of the proposed model,
which quickly and accurately captured the fibre orientation for multiple draping schemes, for
both geometries. The results highlight the useful applications of the proposed model in a design
of experiments setting, where a fast and accurate means of determining the fibre orientation for
numerous draping schemes is required.
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Chapter

3

Non-Equilibrium Energy Modelling for
Resin Transfer Molding1
3.1

Introduction

Pressure on the automotive sector to reduce vehicle weight and thereby reduce energy usage
and greenhouse gas emissions has paved the way for carbon fiber reinforced plastics (CFRP)
due to their high weight-specific properties and design freedom [1, 2, 3, 4, 5]. However, significant upfront costs for tooling, increased manufacturing time and low recyclability has limited
their application predominantly to the luxury sector [6, 7, 8, 9]. Despite this, there is still a
significant push to increase the use of CFRP components in automotive light-weighting.
Numerous methods exist for producing CFRP components, however, if we look specifically at the requirements for automotive use (high design freedom, low cycle time and high
automation potential), a subset of liquid composite molding, namely Resin Transfer Molding
(RTM), is becoming increasingly popular [2, 5, 10]. The RTM manufacturing process starts
with draping, wherein a sheet of dry fabric is cut to shape and then laid in the bottom half of
a rigid, heated mold. The mold is then closed and resin is injected. Once fully saturated, the
resin is left to cure and once cured, the part is removed for post-processing. Given the large
1

A version of this chapter is in preparation for submission to the Journal of Composite Science.
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number of process parameters and high experimental cost, numerous numerical models have
been developed to optimize the infiltration process, allowing the designer to vary parameters
such as inlet pressure, injection location(s) and mold temperature to ensure the component is
completely infiltrated [11, 12, 13]. However, with increased use of specialized fabrics (e.g.,
uni-directional fabrics), common assumptions such as thermal equilibrium between the solid
(fiber) and liquid (resin) phases – limit the general application and accuracy of current RTM
models.
During the infiltration stage of RTM, the temperature is constantly evolving due to the interaction between the preheated mold and preform, the cool injected resin and the exothermic
nature of resin curing. This complex process has been simplified in RTM models using an equilibrium energy model, whereby the liquid (resin and/or air) and solid (fiber) phases are treated
as though they are at the same temperature locally within the domain [14, 15, 16, 17, 18]. The
main rationale for this assumption has been that, despite the di↵erent thermo-physical properties of the fiber and resin, the resin has a slow velocity within the mold therefore permitting
the di↵erent phases to locally be at e↵ectively the same temperature. This assumption reduces
the complexity of the formulation and the computational time for solving the energy equation,
as it is a single equation which requires no phase-coupling. However, modern e↵orts to reduce
the overall cycle time for RTM manufacturing include derivatives such as high pressure resin
transfer molding (HP-RTM)[19, 20]. In HP-RTM, resin is injected into the mold at significantly higher rates than standard RTM (i.e. 20

200 g/s [5]), which drastically reduces the

infiltration time. In addition, to reduce the overall manufacturing time, highly reactive, fast
curing resins are being used to reduce the curing stage [21]. This also has an e↵ect on the infiltration stage, given that the resins cure more during infiltration, which can result in increased
heat being released. The combination of a high injection rate and rapidly curing resin reduces
the likelihood that the phases are in local thermal equilibrium. Given that the thermo-physical
properties of the resin and part warpage are also highly dependent on temperature and cure
evolution, modeling the temperature evolution of the two phases separately can be crucial for
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obtaining accurate RTM simulations [22, 23].
The price of increased accuracy is the requirement of a Local Thermal Non-Equilibrium
(LTNE) formulation, whereby energy transport equations are solved for both the solid and resin
phases leading to added complexity and computational cost. Numerous studies have been done
to determine the parameters that dictate when the assumption of thermal equilibrium is valid.
In the work done by Straatman et al. [24] and Calmidi and Mahajan [25] on highly-conductive
porous foams, it was found that the assumption of thermal equilibrium was not applicable
when the conductivity ratio between the solid and fluid phases was more than two orders of
magnitude. This implies that for RTM processes that consider low-conductivity glass fibers,
for example, the assumption of thermal equilibrium may be applicable provided the infiltration
velocity is not high. High infiltration rates lead to increased fluid velocity, which a↵ects the
local convective transfer between the phases. This suggests that even if the conductivity ratio
between the solid and fluid phase is below the threshold of two orders of magnitude, if the fluid
velocity is sufficiently high, there may exist thermal non-equilibrium between the two phases.
Quintard and Whitaker [26] proposed a method for determining when the assumption of local
thermal equilibrium is applicable based on:
hT i

hT ↵ i↵
l↵
=
hT i
L(t)

!2

{O(1

10)}

(3.1)

where hT ↵ i↵ and hT i are the intrinsically averaged temperatures of the ↵ and phases, respectively, hT i is the temperature gradient across the domain, l

↵

is the mix-node, small length

scale and L(t) is the length scale. Equation 3.1 suggests that an accurate prediction of l

↵

is

required for an accurate determination of when thermal equilibrium will occur, however, this
property is strongly a↵ected by the heat transfer coefficient between the phases. Due to the
wide range of resins, fiber types, fiber weaves, and noting that this correlation was found for
flow over a periodic unit cell and stratified flows, this increases the potential error in the determination of the heat transfer coefficient, thereby reducing the confidence when using the
right hand side of equation 3.1 to predict thermal equilibrium for RTM. The left hand side of
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equation 3.1, however, supports performing a non-dimensional analysis using a range of material properties and operating conditions commonly found in the manufacturing of RTM and
RTM variant components. This analysis would provide a comprehensive set of guidelines that
would allow for an accurate determination of when to use thermal equilibrium and thermal
non-equilibrium energy models when modeling the RTM infiltration process.
The current study performs a non-dimensional analysis of the RTM infiltration process to
give an accurate determination of when the use of a thermal non-equilibrium energy model is
appropriate. The finite-volume based, multi-phase RTM model, originally developed by Magagnato et al. [3] in the open source tool box OpenFOAM®, will be extended to include a
thermal non-equilibrium energy model. Model verification will first be done using a 1D representative geometry for the non-equilibrium energy model to ensure computational accuracy
with the addition of the heat release source term due to resin curing. A non-dimensional analysis will then be performed to determine the appropriate material, geometric, and operating
conditions where the increased complexity of the thermal non-equilibrium energy model is
worth the added computational cost and complexity. Finally, a sample case using a thermal
non-equilibrium and thermal equilibrium model will be presented to quantify the error associated with assuming thermal equilibrium when it is not applicable.

3.2

Governing Equations and Models for Mold Filling Simulations

3.2.1

Conservation of Mass and Momentum

RTM mold filling simulations involve solutions of laminar, incompressible flow through a
porous medium. The volume-averaged governing equations for the conservation of mass and
momentum, following the approach given by Quintard et al. [27], are
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(3.2)

and

⇢f

@v ⇢ f
+ r · (vv) = ✏rp f + µ f r2 v + ✏S
@t
✏

(3.3)

where v is the volume-averaged velocity, p f is the fluid pressure and ✏ is the porosity. In OpenFOAM the multi-phase model solves a single, mass-weighted-averaged momentum equation
for the two (or more) fluid phases, therefore, ⇢ f and µ f are the mass-weighted-averaged density and dynamic fluid viscosity, respectively, for the fluid phase(s). The source term, S , is
included to account for the flow resistance from the fiber preform. This resistance is modelled
by Darcy’s law [2]:

rp =

µ
v
K

(3.4)

where v is the volume-averaged velocity, K is the permeability tensor, µ is the dynamic fluid
viscosity and rp is the pressure gradient in the mold. This formulation of Darcy’s law, however,
is only applicable for flows where the Reynolds number based on the pore diameter is small
(Re < 1). When considering flows at higher Reynolds numbers, the flow transfers into the
Forchheimer flow regime [28], where the pressure drop is quadratically related to the fluid
velocity. This is shown as

rp =

µv
v2
+ Cf⇢ p
K
K

(3.5)

where C f is the inertia coefficient and ⇢ is the fluid density. To get equation 3.5 to match
the format required for the OpenFOAM momentum source, we can apply equation ?? and after
rearranging
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S =

!
µ 1
+ |v|F v
K 2

(3.6)

where F is an inertia resistance term and the negative denotes the resistance to flow from the
porous media.
The interface of the two phase flow (i.e. resin and air) is solved using the Volume-Of-Fluid
(VOF) method, given as
@↵
= r · (↵v)
@t

(3.7)

where ↵ is the fraction of which each volume is filled with the resin phase (↵ = 1) or air
phase (↵ = 0).

3.2.2

Conservation of Energy

The goal for the proposed model is to accurately capture the transient temperature behaviour for
RTM and RTM variants (i.e. HP-RTM). Operating parameter variations can lead to increased
resin velocity, in the case of HP-RTM, as well as increased heat released when using highly
reactive resins. To ensure generality, the model needs to accurately capture these variations
while still maintaining computational efficiency. Given this, both a thermal equilibrium and
non-equilibrium energy model will be used and compared.

Thermal Equilibrium
In thermal equilibrium the local fluid and solid temperatures are assumed to be the same, allowing for a single energy equation to be solved to characterize both phases. The energy equation
for both phases is given as
@T
⇢˜ C˜p
+ ⇢ f C p f (v · rT ) = r · k̃rT + ✏S 000
@t

(3.8)
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where T is the temperature of the fluid and solids, ⇢ f is the fluid density, C p f is the fluid
specific heat, and S 000 is the source term associated with the heat release from the resin curing.
The e↵ective density, ⇢,
˜ specific heat, C˜p , and thermal conductivity, k̃, are calculated using the
rule of mixture [29, 30]

⇢˜ =

⇢ f ⇢s
,
⇢ f w f + ⇢sws

(3.9)

C˜p = C p f w f + C ps w s ,

(3.10)

and

k̃ =

k f ks
k f w f + ksws

(3.11)

where the weight fractions of the fluid and solid phase, w f and w s , respectively, are defined as

wf =

✏/⇢ s
,
(✏/⇢ s + (1 ✏)/⇢ f )

(3.12)

ws = 1

(3.13)

and

wf .

Thermal Non-Equilibrium
In the thermal non-equilibrium approach the fluid and solid phases are modelled separately.
The governing energy equations for the fluid and solid phase, after volume averaging following
the approach given by Quintard et al. [27], and are given as

⇢ f Cp f
and

!
@T f
✏
+ v · rT f = r · (✏k f · rT f ) + a f s h f s (T s
@t

T f ) + ✏S 000

(3.14)
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(1

✏)⇢ sC s

@T s
= r · ((1
@t

✏)k s · T s ) + a f s h f s (T f

TS )

(3.15)

respectively. Here, ⇢ f and ⇢ s are the fluid and solid densities, respectively; C p f and C s are the
fluid and solid specific heats, respectively; k f is the fluid conductivity, k s is the solid conductivity tensor; T f and T s are the fluid and solid temperatures, respectively; a f s is the specific
surface area of the porous media; and h f s is the interstitial heat transfer coefficient. The source
term, S 000 , is calculated based on the total reaction enthalpy ( h) and cure rate of the resin (ċ),
given as

S 000 = hċ

3.2.3

(3.16)

Resin Property Modelling

During infiltration and curing, it is critical to accurately capture the reaction kinetics (modeling
the progression of the cure degree) and the resulting variations in glass transition temperature
and viscosity due to their use in the source terms of the momentum and energy transport equations. For a recent review of the experimental techniques used to characterize the parameters
listed in the following models, the reader is to refer to an article by Bernath et al. [22] and
Halley and Mackay [31]. Herein, we discuss the approaches currently used in RTM modelling.
Reaction Kinetics
There are many di↵erent reaction kinetics models that are used in industry, with the most
common being the Kamal-Malkin kinetic model [32] due to its relative simplicity and small
number of fitting parameters. The Kamal-Malkin kinetic model is given as

ċ =

dc
= (K1 + K2 · cm ) · (1
dt

c)n

(3.17)

where c is the cure degree, and m and n are fitting parameters. The reaction rate constants, K1
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and K2 , are given as by

K1 = A1 · exp

✓ E ◆
1
RT

(3.18)

K2 = A2 · exp

✓ E ◆
2
RT

(3.19)

where A1 and A2 are pre-exponential factors, E1 and E2 are activation energies, R is the universal gas constant and T is the temperature. Due to its simplicity, the Kamal-Malkin model
is unable to capture vitrification e↵ects; i.e. premature solidification of the resin. Also, due to
the (1

c) term, the model will predict that the resin will cure regardless of the temperature

applied. Despite these drawbacks, the Kamal-Malkin model will be used in the present study
due to its common use in commercial softwares. This will further highlight the e↵ect of the
non-equilibrium energy model.
Glass Transition Temperature
As mentioned previously, vitrification occurs when the resin solidifies prior to reaching is gel
point. This is caused by the glass transition temperature approaching the current operating
temperature in the mold. To capture this e↵ect, a model based on the work by DiBeneditto
[33, 34] is used:
T g T g,0
=
T g,1 T g,0 1

c
(1

)c

(3.20)

where T g is the current glass transition temperature, T g,0 and T g,1 are the uncured and fully
cured glass transition temperatures, respectively, c is the cure degree and is a fitting parameter.
Viscosity
Coupled with the significant dependency on the temperature and cure degree, the resin viscosity
is a significant factor in the momentum source term caused by the porous media (see equation
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3.5). To capture the evolution of the viscosity, the Castro-Macosko viscosity model is used
[23], given as

⌘(T, c) = ⌘0

cg
cg

c

!C1 +C2 ·c

(3.21)

where cg is the cure degree at gelation, c is the cure degree, and C1 and C2 are fitting parameters.
⌘0 , the viscosity of the uncured resin, can be found by
✓ T ◆
b
⌘0 = B · exp
R·T

(3.22)

where B and T b are fitting parameters, R is the universal gas constant and T is the temperature.

3.3
3.3.1

Results
Model Verification

Non-Equilibrium Energy Model Verification
With the inclusion of the non-equilibrium heat transfer model and heat release due to resin
curing, a verification case was required to ensure that the predicted temperature rise from the
model was correct. This was achieved by modelling the curing stage and reducing the complexity of the simulation to 1D whereby the zeroGradient boundary condition is applied to all
faces. The computational domain used is shown in Fig. 3.1, where the temperature rise can be
calculated analytically using

✏q = C p (T 2

T1)

(3.23)

where ✏ is the porosity, q is the specific heat released, C p is the specific heat and T 1 and T 2
are the initial and final temperatures, respectively. The values for the material properties used
can be found in table 3.1. For this verification test, the domain was assumed to be completely
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Table 3.1: Parameter values used for the temperature verification simulation.
Model Parameter Value
⇢ f & ⇢s
1130
Cp
100
q
322.73
T1
393.15
✏
50

Units
kg/m3
kJ/(kg K)
kJ/kg
K
%

Table 3.2: Results showing the analytical and prediction temperature rise and error from the
non-equilibrium energy model.
T 1 [K]
393.15

T 2Numerical [K] T 2Analytical [K]
394.757
394.756

Error [%]
0.09

saturated with resin (i.e. ↵ = 1), with a uniform cure degree of 0%. The simulation then
ran until a cure degree of 60% was achieved, at which point the analytical and numerical
temperature rise were compared.
The accuracy of the heat release model is highly dependent on the time step used, therefore,
a time-step independence study is required. This study used time steps that varied between
0.0025 and 5 [s] and the resulting temperature rise error between the analytical and predicted
temperature was recorded. The results can be seen in Fig. 3.2, which shows that the required
time step to ensure numerical accuracy is 0.01[s]. With this time step, it was found that there
was a temperature rise error of 0.09[%]. The numerical and predicted final temperatures and
error are shown in table 3.2. This result validates that the heat release and non-equilibrium
energy model are correctly predicting the heat release and resulting temperature rise.

Figure 3.1: Domain used for energy model verification and grid independence study.
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Figure 3.2: Figuring showing the reducing in temperature rise error between simulation and
analytical results for decreasing time-step size.

3.3.2

Grid Independence

Grid independence was also performed on the domain shown in Fig. 3.1 where the length, L,
is 0.1 m and the height, h, is 0.005 m. 2D infiltration will be modelled, therefore, the two side
faces will have zeroGradient boundary conditions and the top and bottom faces will be wall
boundaries (i.e., noSlip and fixedValue boundary conditions for the velocity and temperature
fields, respectively). The property of interest in the following simulations is the development
of the thermal boundary layer and resultant temperature profile throughout the domain, therefore, grid independence was performed by increasing the number of control volumes in the
thickness direction, h. The inlet and wall temperatures were fixed at 333.15 K and 393.15 K,
respectively. The fiber volume fraction was 50 % and the inlet velocity was 0.005 m/s. The
material properties for the fluid and solid phases are provided in table. 3.3. Five di↵erent mesh
densities were used, three with uniform grid spacing and two with edge refinement towards the
upper and lower walls.
Temperature profiles were extracted at two di↵erent locations along the length, 25 mm and
75 mm, and are shown in Fig. 3.3A and 3.3B, respectively. At 25 mm, it is seen that the
minimum temperature is the domain is consistent among the 5 grids, however, the temperature
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Table 3.3: Material values used for grid independece study.
Model Parameter
⇢f
⇢s
Cp f
Cs
kf
ks

Value
Units
1130
kg/m3
2560
kg/m3
1680 J/(kg K)
700
J/(kg K)
0.168 W/(m K)
21
W/(m K)

Figure 3.3: Temperature profiles at (A) x = 25 mm and (B) x = 75 mm from the inlet after the
domain was fully infiltrated.
gradient at the wall varies dramatically. Correctly predicting this temperature gradient is critical
as it dictates the heat flux into the domain. This is observed in the temperature profiles at 75 mm
where there is a 30 K temperature discrepancy between the domains with 4 and 20 cells in the
thickness direction. Grid independence was calculated based on the minimum temperature at
75 mm. Using the grid convergence index described by Celik et. al. ([35], it was found that
with 20 cells in the thickness direction with edge refinement, the grid was converged to less
than 1 %.

3.3.3

Non-Dimensional Parameters

The increased accuracy of the non-equilibrium energy model comes at the cost of longer computational time given the additional energy equation being solved for the solid phase as well as
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the coupling required between fluid and solid energy equations. Given the number of variations
on the RTM process, the balance between increased accuracy and computational requirements
may not be inherently clear, therefore, a study was performed to determine the appropriate
time to use the increased accuracy of the non-equilibrium energy model supersede the added
computational costs.
To be able to accurately compare the predicted temperature development during infiltration,
non-dimensional groups needed to be determined that contain the parameters that contribute
most to the temperature evolution. For RTM, these parameters are the: (i) permeability of the
fabric, (ii) the thickness of the part, and (iii) the velocity of the resin being injected. Given this,
the non-dimensional groups that will be used for this study are the Darcy number, Da, and the
Peclet number Pe. The Darcy number is given as

Da =

K
h2

(3.24)

where h is the thickness of the domain, and Pe is given as
vh
↵

(3.25)

k
.
⇢C p

(3.26)

Pe =
where ↵ is the thermal di↵usivity, defined as

↵=

The influence of Da and Pe will be seen in a variation of the fluid temperature, both when
compared to the injection and mold temperature, as well as the solid temperature. These differences will be captured using the non-dimensionalized fluid temperature, ✓ f , defined as

✓f =

T f T wall
T in j T wall

(3.27)

where T f is the local fluid temperature, T wall is the prescribed wall or mold temperature, and
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Table 3.4: Boundary conditions.
Location

Field Type
Value
Velocity fixedValue
Tf
363.15 K
Inlet
Ts
393.15 K
Velocity
noSlip
upperMold
Tf
393.15 K
Ts
393.15 K
Velocity
noSlip
lowerMold
Tf
393.15 K
Ts
393.15 K
Velocity
noSlip
wall
Tf
393.15 K
Ts
393.15 K
Velocity
symmetry
Tf
symmetry
Ts

T in j in the resin injection temperature. The fluid-solid temperature di↵erence will be captured
using the local thermal non-equilibrium parameter, LT NE, given as

LT NE = T f

Ts

(3.28)

where T s is the local solid temperature. A range of Darcy numbers based on the part thickness,
h, Da 2 (4.2 ⇥ 10 5 ,9.5 ⇥ 10 5 ,3.8 ⇥ 10 4 ,1 ⇥ 10 3 ), and Peclet numbers numbers based on
the inlet velocity, v, was varied from Pe 2 (400, 4000). These values were chosen to provide
a comprehensive comparison over a wide range of part thicknesses and injection velocities in
order to understand the e↵ect of using a thermal non-equilibrium model on RTM and HP-RTM
manufacturing methods. Each Da and Pe number case is also run for two conductivity ratios
(i.e., k s /k f of 0.2 and 125) which corresponds to the use of either glass or carbon fibers within
the mold. The boundary conditions used for all subsequent simulations are given in table 3.4.
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3.3.4

Temperature Distribution and Development

The non-dimensional temperature (✓ f ) and LTNE profiles are plotted versus the non-dimensional
channel height in Fig. 3.4. Since the profiles are all symmetric, each Fig. shows data contrasting two conductivity ratios; the left and right sides of each plot show data for conductivity
ratios of 0.2 (black symbols) and 125 (grey symbols), respectively, for the same Da and channel location. Furthermore, the plots in Fig. 3.4 are arranged such that the first and second
columns show ✓ f at locations of 25 % and 75 %, respectively, and the third and fourth columns
show the LTNE at locations of 25 % and 75 %, respectively. Each row corresponds to a specific
Da number, as denoted by the symbols in the legend.
Considering first the influence of Da number, the results show that as Da decreases, use of
the LTNE model has diminishing returns. The cases where Da 2 (9.5 ⇥ 10 5 , 4.2 ⇥ 10 5 ) for a
Pe 2 (400, 2000) and a k s /k f = 0.2, show the local temperature di↵erent for the fluid and solids
phases are less than 5 K. In these cases, the low conductivity of the fluid and fibers reduces
the influence of the fixedValue boundary condition at the mold wall. This, therefore, allows the
resin to cool the fiber phase and bring them closer to thermal equilibrium. This is highlighted
in Figs. 3.4m-p, for a Pe = 400, where there is no discernible di↵erence between the fluid
and solid temperatures throughout the domain. This suggests that an equilibrium energy model
could be used to model this case as the fluid and solid phases are in local equilibrium throughout
infiltration. However, when considering a k s /k f = 125 we can see the conductivity ratio also
has a significant e↵ect on the LTNE, especially at the start of infiltration. For all Darcy number
considered, it was found that the higher conductivity ratio increased the resin temperature
significantly faster than the lower conductivity ratio cases. The end result of this rapid warming
is seen in the ✓ f profiles at x/L = 0.75, where for each Pe the resin is closer to the mold
temperature. This suggests that for cases where a Pe > 1000 that a thermal non-equilibrium
energy model is needed. An additional consideration that needs to be made when performing
a comparable case is the influence this rapid increase in fluid temperature has on both the cure
and viscosity development during infiltration. Given the increasingly large number of resins

3.3. Results

73

that can be used for RTM, this temperature rise could potentially result in premature curing or
vitrification of the resin.
As Da increases, an increase is observed in both the the local ✓ f and LTNE throughout
the thickness of the part, even for the cases where Pe = 400. Although in these cases the Da
was varied based on the height of the part, the increase in Da is also analogous to a reduction
in fiber volume fraction (considering the high dependence the permeability of the fabric has
on fiber volume fraction). This in turn reduces the influence of the fiber phase on the fluid
temperature, which is observed in Figs. 3.4a-d, where for each Pe the fluid temperature is
closer to the mold temperature when. The solid phase still contributes to the increase in fluid
temperature, however, due to the transient nature of the flow this influence is not as substantial
as the mold temperature. The solid phase influence on the fluid temperature is also e↵ected
by the conductivity ratio. The higher the conductivity of the fibers, the less influence the fluid
phase has on the temperature of the solid phase. This is due to the rapid conduction from the
mold to the fibers throughout the domain, maintaining more of the fiber phase at the mold
temperature. The result is an increase in the local fluid temperature due to the increased heat
transfer from the solid phase to the fluid phase. This e↵ect is highlighted in the LT NE plots in
Fig. 3.4, specifically at x/L = 0.25, which show increased LTNE between the fluid and solid
phases for the higher fiber conductivity. Although initially this result is not intuitive given
that the higher solid temperature would result in increased heat transfer from the fibers to the
resin, the conductivity from the mold wall to the fiber phase maintains the fibers at a higher
temperature when compared to the lower conductivity fibers.
The Pe number also has a significant e↵ect on the local fluid temperature during mold filling
due to its determination of the filling time. Increasing the Pe number reduces the filling time
and consistently results in larger di↵erences between the fluid, solid and mold temperatures.
Increases in Pe number also inherently increase the convective heat transfer between the solid
and fluid phases, but this increase in heat transfer does not always lead to increases in fluid
temperature because of the increased fluid velocity. The reduction in filling time from a Pe
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number of 400 to 4000 is 10 times (for a Da = 1 ⇥ 10 3 ). This in turn reduces the time that
the increased convection heat transfer has to increase the resin temperature. The Da number
also has an e↵ect on the influence of the Pe number. As previously mentioned, reducing the
Da number results in an increased e↵ect of the mold temperature on the fluid temperature
in the center of the domain. Coupling these two influences together, it is observed that for a
Pe > 1000 number, when the Da number is reduced, the resulting fluid temperature profile both
near the inlet and near end of the domain is closer to the mold temperature than the injection
temperature.
These generic results highlight the importance of using a non-equilibrium energy model
when modeling the RTM and HP-RTM processes. It is also important to note that additional
attention needs to be directed at cases with large infiltration times since there exists the potential
for premature curing of some resins. Also, longer infiltration time implies a longer cycle time
to produce parts.

3.3.5

Fluid Property Development

Capturing the temperature development of the flow front also has implications of the predicted
development of other fluid properties. Two critical properties, the fluid viscosity and cure
degree, are heavily influenced by the history of the fluid temperature as it infiltrates the mold.
This e↵ect will be captured by comparing the fluid property development for the Da = 1 ⇥ 10

3

and Pe = 4000 case with a k s /k f = 125, using the current thermal non-equilibrium energy
model and thermal equilibrium model. The coefficient values for the Kamal-Malkin reaction
kinetic model, DiBeneditto glass transition temperature model, and Castro-Macosko viscosity
model are given in tables 3.5 - 3.7, respectively.
Figure 3.5 compares the fluid viscosity profile at two di↵erent locations within the domain,
x/L = 0.25 and x/L = 0.75. It can be readily observed that the fluid viscosity near the mold
walls is lower for the equilibrium model. This is due to the weighting factor (w f and w s ) used
to calculate the local fluid-solid mixture properties. Equations 3.12 and 3.13 show that the
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Figure 3.4: Non-dimensional temperature and fluid-solid temperature di↵erence for varying
Pe and Da numbers. Values on the left hand side of the vertical dashed line (in black) are for a
conductivity ratio of 0.2 and values on the right hand side of the dashed line (in grey) are for a
conductivity ratio of 125.
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Table 3.5: Parameter values used for the Kamal-Malkin kinetic model.
Model Parameter
Value
A1
3862141.7
A2
105920589010.0
E1
62877.7
E2
321915.1
m
1.571
n
1.63
R
8.314

Table 3.6: Parameter values used for the DiBeneditto glass transition temperature model.
Model Parameter Value
T g,0
243.0
T g,1
406.09
0.390

Table 3.7: Parameter values used for the Castro-Macosko viscosity model.
Model Parameter
Value
C1
3.91
C2
2.12e-13
B
1.414e-12
Tb
8.489e+03
R
8.314
cg
0.72
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weighting factor is determined based on the density of the two phases. Considering that the
density of fibers is nearly double that of the resin phase and coupled with the high conductivity
ratio between the fluid and solid phases, it is expected that the model would predict a rapid
increase in fluid temperature from the injection temperature to the mold temperature. This
is captured in Fig. 3.5A where it is shown that the viscosity of the fluid is lower near the
wall when compared to the non-equilibrium energy model. The e↵ect of the rapid increase in
temperature is further shown in Fig. 3.5B, where the viscosity of fluid throughout the domain
cross-section is substantially less for the equilibrium model than the non-equilibrium model.
In this respect, the non equilibrium model is also essential for properly predicting the pressures
required for mold filling and the flow distribution since both are strongly a↵ected by local
viscosity.
The e↵ect of the energy model on the cure degree development is shown in Fig. 3.6. As
with the fluid viscosity, there is a small discrepancy in the predicted cure degree at a x/L =
0.25, where the cure degree is higher at the walls in the equilibrium model due to the higher
predicted temperature. At x/L = 0.75 this di↵erence has increased substantially, where the
non-equilibrium model predicts the average cure degree to be 0.5 % and the equilibrium model
predicts 1.9 %. The implications of this di↵erence are substantial. First, the source term added
to the fluid temperature equation, equation 3.16, will predict a larger heat release at the end of
infiltration for the equilibrium energy model. This can lead to local rises in temperature in the
domain, which could result in the prediction of premature curing. Also, if the curing stage is
to be simulated, this result would suggest a shorter curing time is needed to achieve sufficient
curing throughout the domain when in reality it would need to be longer. This could have a
substantial e↵ect on the final parts material properties. Secondly, in both Fig. 3.5 and 3.6, it
can be seen that at x/L = 0.75 there is a transition in the viscosity and cure degree for the
equilibrium case, adjacent to the mold walls. The cause of this is the resin being in the domain
at the mold temperature. There is an initial reduction in the resin viscosity near the mold walls
as it warms, as seen in Fig. 3.5A for both cases, but given the higher overall temperature in the
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domain for the equilibrium case, the resin reaches the mold temperature significantly faster.
At x/L = 0.75 the resin viscosity is substantially lower for the equilibrium case but there are
signs of premature curing near the walls given the local increase in fluid viscosity. Considering
the cure profile in Fig. 3.6, we can see this increase in viscosity at the walls is due to a sharp
increase in the local cure degree. Given the viscosity’s dependency on the cure degree, this
result is expected.
The implications of these results on predicting mold filling behaviour and cure degree development in RTM components is substantial. The most substantial being the resultant flow
front predicted from the thermal equilibrium model. The local decrease in viscosity near the
mold walls will result in a higher fluid velocity due its inclusion in Darcy’s law. This advancing
front near the walls can lead to predictions of void formation in the final part, especially for
parts with a high Da or with multiple inlet’s resulting in multiple flow fronts meeting. There is
also the potential for the prediction of premature curing of the resin at the mold walls. This can
result in the prediction of local hot spots, depending on the resin and fiber properties, as well
as an inaccurate prediction of the required curing time during the curing stage. Finally, it was
found that the computational cost of using a thermal non-equilibrium model was on the same
order of magnitude as the thermal equilibrium. This is due to time scale of the heat transfer
occurring when compared to the time scale of the fluid movement. The VOF method used
to track the infiltration of the resin required a substantially lower time step than the energy
model. This is a substantial finding as it means the slightly added computational cost of the
non-equilibrium model is greatly outweighed by the increased accuracy when predicting the
temperature development.

3.4

Summary

The current study aimed to show the threshold at which the added computational cost and
complexity of a thermal non-equilibrium model was worth the added accuracy of the temper-
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Figure 3.5: Fluid viscosity development during infiltration for the thermal non-equilibrium and
thermal equilibrium model at location of (A) 25 % and (B) 75 % in the domain.

Figure 3.6: Cure degree development during infiltration for the thermal non-equilibrium and
thermal equilibrium model at location of (A) 25 % and (B) 75 % in the domain.

80

Chapter 3. Non-Equilibrium Energy Modelling for Resin Transfer Molding

ature development during RTM model filling simulations. A non-dimensional analysis was
done on a range of Da numbers, Pe numbers, and k f /k s ratios to show the non-dimensional
fluid temperature and local thermal non-equilibrium development, for a wide range of part
types and infiltration strategies. Results from the non-dimensional analysis show that for a
Da 2 (9.5 ⇥ 10 5 , 4.2 ⇥ 10 5 ), Pe 2 (400, 1000) for a k s /k f = 0.2 and a Pe = 400 for a
k s /k f = 125, the approximation of the local fluid and solid temperature being in equilibrium
can be made. However, for all other case run it was shown that for an accurate prediction of
the resin and solid temperature during mold filling, the use of a local thermal non-equilibrium
model was required.
To further understand the implications of using a thermal equilibrium model when a nonequilibrium model is required, a comparison case was run where Da = 1 ⇥ 10

3

and Pe =

4000 with a k f /ks = 125 using a equilibrium energy model from literature and the proposed
non-equilibrium model. The result further highlight the importance of using the thermal nonequilibrium model. The predicted resin cure degree for the case using the equilibrium model
were substantially higher near the end of the domain due to the rapid increase in temperature
throughout the domain. This resulted in a much lower resin viscosity, due to its dependency on
the cure degree. The implications of this are an inaccurate prediction of the cure time needed
in the curing stage, as well as the potential for void to form if multiple flow fronts meet given
the advancement in the resin front near the mold walls. It was also found that the additional
computational cost was minimal, implying that the thermal non-equilibrium model is able to
be used e↵ectively in all RTM infiltration modelling.
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Chapter

4

HP-RTM Simulation of a Complex Floor
Geometry1
4.1

Introduction

High weight-specific properties and increased automation potential has greatly increased the
popularity of Resin Transfer Molding (RTM) for production of high-quality, Continuous Fiber
Reinforced Polymer (CoFRP) automotive and aerospace components [1, 2]. Due to the continuous push to reduce cost and manufacturing cycle time, a derivative of RTM — High-Pressure
Resin Transfer Molding (HP-RTM) — is a highly promising method for producing high quality, high volume CoFRP components [3].
The manufacturing process for HP-RTM components is comprised of three stages: (i) draping, (ii) infiltration/molding, and (iii) curing. For draping, a sheet of dry fabric (e.g., glass or
carbon fiber) is cut into shape and laid into the female portion of a rigid, heated two-sided mold.
The mold is then closed, and resin injected at a rate that can range from 20

200 g/s [2]. Once

the part is fully saturated with resin, it is left to cure in the mold for a period of time that is
highly dependent on the resin being used. Once cured, the mold is opened, the part is removed
and post-processed. Due to the number of steps to manufacture HP-RTM components, the use
1

A version of this chapter is under review by industry sponsor in preparation for journal submission.
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of computer aided engineering techniques in the form of process simulations are being increasingly utilized to optimize each stage of the manufacturing process [4]. Looking specifically at
the infiltration process, the number of operating parameters (i.e., resin and mold temperature,
injection location, and injection rate) and the high dependency of the flow front on the fiber
orientation has led to numerous models being developed to ensure complete and optimized filling of RTM components [5, 6, 7, 8]. There are, however, limitations in the assumptions used in
these models that limit their general applicability to CoFRP and HP-RTM. These include the
use of a global permeability tensor and equilibrium energy modelling for the fluid (resin) and
solid (fiber) phases. These assumptions can lead to significant deviations between simulation
and measurement of cure degree and temperature development, particularly for molded parts
of increasing complexity. The lack of accurate predictions can also lead to poor predictions of
mechanical property distributions, residual stresses, and warpage, which are commonly sought
from simulations of molded parts.
The resin infiltration phase in CoFRP components is strongly a↵ected by the permeability, which is highly dependent on the local fiber orientation. For woven fabrics, the principal
(Cartesian) permeabilities (K x , Ky , and Kz ) are usually assumed to be of the same order of
magnitude, meaning that a single permeability value is used for all three coordinate directions;
i.e., K x = Ky = Kz = K. However, with the use of unidirectional, continuous fiber fabrics, this
assumption is not valid given the high dependency of the permeability to the fiber direction
[9]. For clarity, to account for the non-isotropy of the permeabilty tensor, the principal components are defined herein as K1 (parallel) along the fiber direction, K2 (transverse) in-plane
with the fibers and K3 (transverse) out of plane to the fibers. Numerous techniques for characterizing the permeability of unidirectional fibers exist in literature. These range from the use
of experimental techniques, as described by Magagnato et. al. [10], to the use of commercial and multi-purpose finite-element solvers (described in detail by Dörr et al. [11]). Both
experimental and numerical approaches hold the benefit of capturing material defects during
draping, such as wrinkling and shear deformation, which can significantly impact the forma-
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tion of voids during infiltration, thereby a↵ecting the structural performance of the component
[12]. The cost of this accuracy is the time required to develop and perform the experiments
needed to characterize the material properties of the fabrics being used, as well as the computational time of the draping simulation. Depending on the stage of development (i.e., process
optimization, design of experiments or final process simulation), this added time requirement
to characterize material properties and run the draping simulations can substantially increase
the development/optimization time of the part. Chapter 2 proposed a simple geometry-based
draping method for 2D extruded geometries that only requires the pre-existing mesh used for
the infiltration solver. By supplying the location of the cell centers as well as the local surface normal vectors from the upper and lower faces of the mesh, the local thickness direction
is determined by averaging the nearest upper and lower surface normal vector for each cell
center. The cross product between the extrude direction and thickness direction gives a vector
that is normal to the surface and can be used as the fiber orientation. To account for the use of
varying fiber stacking sequences (i.e., [0,±45,90]), the use of a simple vector rotation about the
thickness direction can be used to orient the fiber direction in any direction required. Although
originally designed for 2D extruded geometries, results showed that it can be readily applied
to complicated 3D geometries by setting the extrude direction as a unit vector normal to the
desired fiber orientation. Care needs to be taken, however, as this method shows part designers
an insight into the e↵ect on the filling stage without the additional information on whether the
draping scheme is possible (e.g., if the shear angle of the fabric is too large).
In terms of heat transfer during the RTM manufacturing process, the temperature of the
liquid (resin) and solid (fiber) phases are continually changing and are generally di↵erent due
to their di↵erent thermophysical properties. For thermoset components, the temperature difference results from the injection of cool resin into a preheat mold containing a preheated
preform, as well as the exothermic nature of resin curing. Conventional RTM models have
simplified this complex interaction by assuming the liquid and solid phases are locally at the
same temperature, thereby allowing them to use an equilibrium energy model [13, 14, 15, 16].
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This assumption was rationalized on the basis that the the flow is relatively slow such that
heat transfer between the resin and fibers makes the temperatures similar. The advantage of
this assumption is in the form of reduced complexity and reduced computational cost as a single energy equation is solved for the aggregate of the phases. When considering HP-RTM,
the substantially higher injection rate limits the applicability of the equilibrium assumption.
In this case, a thermal non-equilibrium energy model is required to allow for the liquid and
solid phases to evolve locally at di↵erent temperatures. The so-called Local Thermal NonEquilibrium (LTNE) energy model requires the solution of two coupled energy equations, plus
additional parameters the characterize the resin and solid phase properties and their interaction
via convective heat transfer. While this increases the complexity and computational costs of
simulations, such complexity is often required to yield accurate results for cure degree evolution and residual stress distributions.
The variation in operating conditions coupled with the large number of materials that can be
used a↵ects which energy model is applicable. Numerous studies have been performed investigating criterion that can used to determine when the assumption of local thermal equilibrium
is valid. Calmidi and Mahajan [17] and Straatman et al. [18] found that when the conductivity
ratio between the solid and fluid phases is greater than two orders of magnitude, thermal equilibrium was no longer valid. A caveat to this was discussed by Betchen [19], who mentioned
that the velocity of the fluid must also be considered due to the inclusion of the convective
heat transfer between the two phases. To address this issue for RTM simulations, Chapter 3
performed a non-dimensional analysis that compared the non-dimensional fluid temperature
(✓ = (T

T wall )/(T in j

T wall )) and local thermal non-equilibrium (LT NE = T f

T s ) profiles

during infiltration for a wide range of resin velocities, part thicknesses, and solid/liquid conductivity ratios. Their results show that for most applications of HP-RTM, the use of thermal
non-equilibrium energy modelling is required.
The current study investigates advancements in RTM simulations for HP-RTM applications. The multi-phase, finite-volume based RTM model, originally developed by Magagnato
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et al. [10] and extended in Chapter 3, in the open source tool box OpenFOAM®, is used
to predict the infiltration and curing stages of a complex, 3D floor geometry. The fiber orientation is specified using the geometry-dependent draping method described in Chapter 2.
Energy modelling is performed using 3 techniques: (i) isothermal, (ii) thermal equilibrium,
and (iii) thermal non-equilibrium to demonstrate the impact of the di↵erent approaches. The
results show the development of the cure degree distribution during both the infiltration and
curing stages. Finally, the associated computational times of the equilibrium and LTNE energy
models are discussed.

4.2
4.2.1

Transport Equations for Molding Filling Simulations
Conservation of Mass and Momentum

The flow of resin through the fibrous preform is modelled as an incompressible flow through a
rigid porous media. The volume-averaged equations for the conservation of mass and momentum, following the approach described by Quintard et. al. [20], are

r·v=0

(4.1)

and

⇢f

@v ⇢ f
+ r · (vv) = ✏rp f + µ f r2 v + ✏S
@t
✏

(4.2)

where v is the volume-averaged velocity, p f is the fluid pressure, and ✏ is the void fraction
(porosity). The multi-phase solver on which this model is based on in OpenFOAM uses a
mass weighted-average momentum equation for the fluid phase, therefore, ⇢ f and µ f are the
mass weighted-average fluid density and dynamic viscosity, respectively. The source term, S ,
is included to account for resistance to flow caused by the fibrous preform in the mold. The
resistance is modelled using Darcy’s law [1], given as
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rp =

µv
v2
+ Cf⇢ p
K
K
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(4.3)

where C f is an interia constant and ⇢ is the density. This equation can then be linearized to
match the form required by OpenFOAM, given as

S =

!
µ 1
+ |v|F v
K 2

(4.4)

where F is the inertial resistance term and the negative is included to note the resistance to flow
from the porous media.
The solver calculates the progress of the resin fluid front using the volume of fluid method.
The governing equation is given as

@↵
= r · (↵v)
@t

(4.5)

where ↵ is the fluid volume fraction in each control volume (i.e., ↵ = 1 would correspond to
the control volume being completely filled with resin).

4.2.2

Conservation of Energy

The temperature development during infiltration and curing is modelled herein using three
di↵erent approaches: (i) isothermal, (ii) thermal equilibrium, and (iii) local thermal nonequilibrium. For isothermal energy modelling, the resin is assumed to be injected at the
same temperature as the mold and heat release during curing and heat transfer between the
resin/fibers/mold are not modelled. By this approach, cure degree development of the resin
is dependent solely on time in the mold and the initial injection temperature, which implies
that there is no need to solve a transport equation for energy. Though this is a very simplified
approach, it has been used extensively in RTM simulations [13, 14, 16, 21, 22].
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Thermal Equilibrium
A thermal equilibrium model assumes that the fluid (resin) and solid (fiber) phases are locally
at the same temperature, but cure degree evolution and heat transfer between the mold and the
mold contents can occur. This approach requires a single transport equation to be solved to
characterize the aggregate local temperature of the phases, given as
@T
⇢˜ C˜p
+ ⇢ f C p f (v · rT ) = r · k̃rT + ✏S 000
@t

(4.6)

where T is the local bulk temperature of the fluid/solid, ⇢ f is the fluid density, C p f is the fluid
specific heat, and S 000 is the source term associated with the heat release from resin curing. The
e↵ective density, ⇢,
˜ specific heat, C˜p , and thermal conductivity, k̃, are calculated using the rule
of mixtures [23, 24]

⇢˜ =

⇢ f ⇢s
,
⇢ f w f + ⇢sws

C˜p = C p f w f + C ps w s ,

(4.7)

(4.8)

and

k̃ =

k f ks
k f w f + ksws

(4.9)

where the weight fractions of the fluid and solid phase, w f and w s , respectively, are defined as

wf =

✏/⇢ s
,
(✏/⇢ s + (1 ✏)/⇢ f )

(4.10)

ws = 1

(4.11)

and

wf .
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Thermal Non-Equilibrium
The most general approach for modelling energy exchanges is the local thermal non-equilibrium
energy (LTNE) modelling approach, whereby separate energy transport equations are solved
for each phase. Consistent with the momentum equations, the fluid phase for the LTNE model
is solved using a single mass-weighted-averaged equation. The transport equations for the
fluid and solid phases, after volume-averaging, following the approach given by Quintard et.
al. [20], are given as

⇢ f Cp f

!
@T f
✏
+ v · rT f = r · (✏k f · rT f ) + a f s h f s (T s
@t

T f ) + ✏S 000

(4.12)

and

(1

✏)⇢ sC s

@T s
= r · ((1
@t

✏)k s · T s ) + a f s h f s (T f

T s ),

(4.13)

respectively. In the energy equations, T is the temperature, ⇢ is the density, C p is the specific
heat, ✏ is the porosity, a f s is the specific area of the porous media, h f s is the interstitial (convective) heat transfer coefficient, k f is the resin (fluid) conductivity, and k s is the solid (fiber) phase
conductivity tensor. The source term, S 000 , in the fluid energy equation is added to account for
the heat release during resin curing, given as

S 000 = hċ

(4.14)

where h is the total reaction enthalpy and ċ is the cure rate.

4.2.3

Resin Property Modelling

The temperature evolution during infiltration and curing has a substantial a↵ect on the cure progression and resulting material property change of the resin being injected. The development
of these properties results in variations in the filling characteristics, due to the inclusion of the
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resin viscosity in the momentum equation, and temperature development due to the exothermic nature of resin curing and its inclusion in the fluid energy equation. The models used
characterize the development of the cure degree and resin viscosity are described below.

Reaction Kinetics
The current model uses the industry-standard Kamal–Malkin reaction kinetics model [25]. This
model commonly used for its simplicity and small number of fitting parameters. The KamalMalkin reaction kinetic model is given as

ċ =

dc
= (K R 1 + K R 2 · cm ) · (1
dt

c)n

(4.15)

where c is the cure degree, and m and n are fitting parameters. The reaction rate constants, K R 1
and K R 2 , are calculated using Arrhenius-type equations given as

K R 1 = A1 · exp

✓ E ◆
1
RT

(4.16)

K R 2 = A2 · exp

✓ E ◆
2
RT

(4.17)

where A1 and A2 and pre-exponential factors, E1 and E2 are activation energies, R is the universal gas constant and T is the local temperature. The limits of the Kamal-Malkin model
are observed when modelling processes where the glass transition temperature of the resin is
near the operating temperature that can cause vitrification (i.e., when the resin solidifies prematurely). The simplicity of the model does not allow this process to be captured. Also, due
to the (1

c) term, the model always predicts full resin curing, independent of the operating

temperature. Despite the drawbacks of the model, it is used in the present study due to its
common use in commercial software.
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Viscosity
The resin viscosity is a critical property to model accurately due to its inclusion in the momentum source characterizing the presence of a porous structure (see Eq. 4.3). It also has
significant dependence on the temperature and cure degree. To capture the evolution of viscosity, the Castro-Macosko viscosity model is used [26], which is given as

⌘(T, c) = ⌘0

cg
cg

c

!C1 +C2 ·c

(4.18)

where cg is the cure degree at gelation, c is the cure degree, and C1 and C2 are fitting parameters.
⌘0 , the viscosity of the uncured resin, can be found by

⌘0 = B · exp

✓ T ◆
b
R·T

(4.19)

where B and T b are fitting parameters, R is the universal gas constant and T is the temperature.

4.3

Results and Discussion

Two geometries are utilized in the present study: (i) a simplified channel geometry (2D and
3D), and (ii) a complex floor mold geometry. The 2D channel geometry is utilized in the grid
independence study and for introduction of an adaptive time step formulation, as these elements
are related only to energy transfer and are most easily demonstrated on a simple geometry. The
2D model will then be extended to 3D to more accurately represent the domain used for the
validation study. The complex floor geometry will then be used to showcase the advancements
to the HP-RTM model when considering the development of the temperature (and resulting
cure degree) during the infiltration and curing stage.
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Table 4.1: Material values used for grid independence study.
Model Parameter
⇢f
⇢s
Cp f
Cs
kf
ks

Value
Units
1130
kg/m3
2560
kg/m3
1680 J/(kg K)
700
J/(kg K)
0.168 W/(m K)
21
W/(m K)

Figure 4.1: 2D Domain used for grid independence study.

4.3.1

Channel Geometry

Grid Independence
Grid independence was performed on the domain shown in Fig. 4.1, whereby the number of
control volumes in the thickness direction, h, was increased until the property of interest did
not change with increasing mesh density. The purpose of this initial study is to investigate
the development of the thermal boundary layer and its influence on the resultant temperature
distribution throughout the domain, therefore, 2D simulations were performed. The height, h,
and length, L, were set to 0.005 m and 0.1 m, respectively. The fiber volume fraction and inlet
velocity were set to 0.50 and 0.5 m/s, respectively. The material properties for the fluid and
solid phases are provided in table. 4.1. Finally, the inlet resin temperature and wall temperature
were 363 K and 393 K, respectively. Five di↵erent meshes were used, three with uniform
spacing in the thickness direction and two with edge refinement towards the upper and lower
walls.
Temperature and cure degree profiles, extracted at 25 mm and 75 mm, are shown in Figs.
4.2A and 4.2B, respectively. Considering Fig. 4.2A, the temperature profiles show that the
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Figure 4.2: Temperature profiles for a fully infiltrated 2D domain at (A) 25mm and (B) 75mm
from the inlet for the grid independence study
minimum temperature in the domain does not di↵er substantially between the five cases, however, the resolved temperature gradient near the wall varies considerably. The result of this
is shown in Fig. 4.2B, where the minimum temperature predicted by each grid density varies
substantially. This result highlights the importance of accurately capturing the temperature
gradient and resulting heat flux into the domain from the walls. Grid independence was calculated based on the minimum temperature in the domain at 75 mm from the inlet. Using the
Grid Convergence Index (GCI) described by Celik et al. [27], it was found that with 20 cells
in the thickness direction with edge refinement, the grid was converged to less than 1.5 %.

Adaptive Time Step Formulation
To ensure accurate prediction of the cure rate and resultant heat release, a sensitivity analysis
was done on the imposed time-step during the curing stage. The domain considered in the grid
independence study was used (Fig. 4.1), however, it was further reduced in complexity to a
one-dimensional heat transfer problem by setting all boundary conditions to zeroGradient. The
domain was assumed to be fully saturated with resin at an initial, uniform cure degree of 0 %.
The time-step was varied from 0.0025 s to 5 s and the predicted temperature rise was recorded.
The result was then compared to an analytical prediction of the temperature rise, calculated
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Figure 4.3: Temperature rise error for a given time step during the curing stage of HP-RTM.
using

✏q = C p (T 2

T1)

(4.20)

where ✏ is the porosity, q is the total specific heat released, C p is the specific heat and T 1 and T 2
are the initial and final temperatures, respectively. The temperature rise error for each imposed
time-step was then determined and is shown in Fig. 4.3. Results indicate that a time-step of
0.01 s is required for the temperature rise error to be less than 1 %.
It was found that the computational time for the sensitivity analysis was considerable using a time step of 0.01 s; on the order of 1.2 h using a quad-core XEON processor. This is
exceptionally large given the simplicity of the case. If this were to be extrapolated to a more
complicated, 3D domain with temperature and cure distributions, the computational time would
dramatically hinder the applicability of the model. Given the dependency of the time step on
the cure rate, it is hypothesized that the time step could vary in accordance with the maximum
cure rate and the minimum cure degree in the domain, to ensure dimensional consistency. The
proposed formulation is

4.3. Results and Discussion
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t=

A · cmin
ċmax

(4.21)

where t is the current time step, A is the fitting parameter, cmin is the current minimum cure
degree and ċmax is the current maximum cure rate. This formulation allows for the time step to
increase with a reduction in the cure rate and grow with the continued curing of the resin. It
should be noted that this formulation is unbounded, therefore, a maximum time step within the
domain needs to be set.
The same domain from the grid independence test (Fig. 4.1) was used with updated boundary conditions. Given that this case essentially simulates one dimensional heat transfer, the
boundary condition for all fields was set to zeroGradient. A maximum time step of 0.1 s was
set, and A (see Eq. 4.21) was varied from 0.0025-0.014. The temperature rise error and computational time are plotted in Figs. 4.4a and 4.4b, respectively. By reducing the value of A,
thereby lowering the time step size, it can be seen that there is a reduction in error, however, an
increase in computational time.
An optimization study was done which varied the the maximum allowable time step and the
value of A to find the lowest computational time for the lowest error. It was found that having
a maximum time step of 0.075 s and a value 0.01 for A resulted in an error of 3.74 % and a
computational time of 403 s. Comparing this computational time to the original constant time
step method, found the computational time was reduced by a factor of 10.5, which is significant.
This information is noted to be resin-dependent, and not considered universal, however, the
time required to optimize the adaptive time-step scheme is extremely small compared to the
time saved in running complex simulations.
Energy Modelling
Investigation on the impact of the thermal non-equilibrium energy model was done using the
experimental results obtained by Rosenberg [28]. Their experiment consisted of a 900 mm ⇥
550 mm ⇥ 2.6 mm rectangular mold filled with three layers of fiber glass (layup sequence of
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(a) Temperature rise error.

(b) Computational time.

Figure 4.4: Figures showing the e↵ect on (a) temperature error and (b) computational time, by
changing the constant A.
900 [mm]
Line Injection

550 [mm]
Temperature Probes

Figure 4.5: Schematic of experimental apparatus used to validation the thermal nonequilibrium energy model.
[0°, 90°, 0°] and a fiber volume fraction of 0.5451 ). A schematic of the experimental setup
is shown in Fig. 4.5. The operating conditions for the validation simulation were consistent
with that of the experiment. Resin was injected at 353 K at a rate of 40 g/s through a line
inlet located in the center of the mold, which was pre-heated to 393 K. The evolution of the
temperature during infiltration was recorded via thermo-couples placed along the center line,
perpendicular to the injection line, throughout the mold.
The computational domain took advantage of the symmetry of the experiment by modelling
the infiltration and resulting temperature development on only the right half of the experimen-
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Figure 4.6: Results comparing the temperature distribution predicted by the thermal equilibrium and thermal non-equilibrium energy models to that obtained from the experimental apparatus.

tal setup. Comparison of the simulated and experimental temperature rise after infiltration is
shown in Fig. 4.6. Excellent agreement was found between the simulated and experimental temperature profiles, for both the equilibrium and LTNE energy models. The discrepancy
between the experimental and numerical temperature after 0.2 m is likely the result of the fixedValue boundary condition prescribed at the mold surfaces in the infiltration simulations. This,
coupled with the limited information about the resin’s total heat release, restricts the model
ability to predict the temperature rise found in the experiment. Considering the results of
Chapter 3, the high fiber volume fraction and thinness of the part, coupled with the relatively
slow injection rate, suggests that the assumption of thermal equilibrium between the fluid and
solid phases is appropriate, which is further confirmed by these results.
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Inlet

(a) Domain.

(b) Discretized domain.

Figure 4.7: Complicated geometry used for energy modelling comparison. Image (a) shows
an isometric view of the domain, while image (b) shows a surface mesh to illustrate the grid
distribution with respect to geometric features.

4.3.2

Complex Floor Geometry

Infiltration
Simulation of resin infiltration in a complex floor geometry is presented to demonstrate the
efficacy of the LTNE model compared to isothermal energy modelling and to thermal equilibrium modelling. The complex mold geometry is shown in Fig. 4.7a. The computational mesh
is shown in Fig. 4.7b, where the domain has been dicretized into 988000 hexahedral elements.
Meshing was performed using the results from the grid independence test in section 4.3.1 where
4 cells per mm of part thickness, with edge refinement towards the upper and lower surfaces,
was used. The boundary conditions and material properties, as well as the coefficients for the
Kamal-Malkin reaction kinetics and Castro-Macosko viscosity models, are found in table 4.2,
table 4.3, table 4.4, and table 4.5, respectively. The fiber volume fraction was set to a uniform
value of 0.50 and the fiber orientation was assigned using the approach discussed in Chapter 2,
where the y-axis is assigned as the ‘extrude direction’. While more sophisticated approaches
are available for determining local fiber orientation, for the purpose of demonstrating the LTNE
model, a simple approach was deemed suitable.
The progress of the cure degree during infiltration for each of the four cases is shown in
Fig. 4.8. Columns one and two in Fig. 4.8 consider the assumption of isothermal mold filling.
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Table 4.2: Boundary conditions.
Location
Inlet

upperMold
lowerMold
wall

Field Type
Velocity
cure
Tf
Ts
Velocity
Tf
Ts
Velocity
Tf
Ts
Velocity
Tf
Ts

Isothermal
363 K
200 g/s
0%
363 K
363 K
noSlip
363 K
363 K
noSlip
363 K
363 K
noSlip
363 K
363 K

Isothermal
393 K
200 g/s
0%
393 K
393 K
noSlip
393 K
393 K
noSlip
393 K
393 K
noSlip
393 K
393 K

Equilibrium
200 g/s
0%
363 K
363 K
noSlip
393 K
393 K
noSlip
393 K
393 K
noSlip
393 K
393 K

NonEquilibrium
200 g/s
0%
363 K
363 K
noSlip
393 K
393 K
noSlip
393 K
393 K
noSlip
393 K
393 K

Table 4.3: Material values used for the complex geometry cases.
Model Parameter
⇢f
⇢s
Cp f
Cs
kf
ks

Value
Units
1130
kg/m3
1800
kg/m3
1680 J/(kg K)
670
J/(kg K)
0.168 W/(m K)
21
W/(m K)

Table 4.4: Parameter values used for the Kamal-Malkin kinetic model.
Model Parameter
Value
A1
3862141.7
A2
105920589010.0
E1
62877.7
E2
321915.1
m
1.571
n
1.63
R
8.314
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Table 4.5: Parameter values used for the Castro-Macosko viscosity model.
Model Parameter
Value
C1
3.91
C2
2.12e-13
B
1.414e-12
Tb
8.489e+03
R
8.314
cg
0.72

These results also highlight the significant impact of operating temperature on the cure degree
development during mold filling. As the operating temperature increases, the maximum cure
degree in the domain is shown to also increase. This is further shown in Table 4.6, where a
3.6 % di↵erence in the maximum cure degree is shown between the two isothermal simulations. As expected, the areas of highest cure degree are at the edges of the component, as this
corresponds to the resin that has been in the domain for the longest period of time. A major
implication of this, in particular for the isothermal 363 K simulations, is an incorrect prediction of the required curing time needed to fully cure the resin. This will be discussed in further
detail in section 4.3.2.
Table 4.6: Minimum and maximum cure degree values in the domain after infiltration for each
energy modelling approach.
Energy Modelling Approach
Isothermal 363 K
Isothermal 393 K
Thermal Equilibrium
Thermal Non-Equilibrium

Maximum Cure Degree
0.96 %
4.6 %
4.5 %
3.5 %

Maximum Cure Rate
0.3 %/s
1.7 %/s
1.7 %/s
1.6 %/s

The most interesting results come when comparing the cure degree distribution for the
equilibrium and LTNE energy models. Considering first the equilibrium energy model, it is
observed that the maximum cure degree does not di↵er significantly compared to the isothermal
393 K case (4.5 % and 4.6 %, respectively, as shown in Table 4.6). This is also seen when
comparing the cure degree distributions during infiltration. The cure degree contours shown in
Fig. 4.8 are nearly identical at all points during infiltration, with the only noticeable di↵erence
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Isothermal 363 [K]

105
Isothermal 393 [K]

Equilibrium Model

Non-Equilibrium Model

T = 0.5 [s]

T = 1.5 [s]

T = 2.9 [s]

Figure 4.8: Predicted cure degree development, at the part surface, during infiltration using
di↵erent energy modelling approaches.

being at the bottom left hand edge of the part. In this region, the thermal equilibrium model
is showing a lower cure degree compared to the isothermal 393 K case. The similarity in cure
distribution is explained by the formulation used to determine the average material properties
used in the equilibrium energy model (Eqs. 4.7 - 4.9), in particular Eq. 4.9, used to calculate the
mixture conductivity. For these simulations the conductivity ratio between the solid and fluid
phases (k s /k f ) is 125. The high fiber conductivity forces a rapid increase from the injection
temperature (363 K) to the mold temperature (393 K) right after the resin is injected. The
infiltration then proceeds as though done isothermally at the prescribed mold temperature. As
mentioned previously, this phenomenon is highly dependent on the thermophysical properties
of the resin and fibers. For a lower conductivity ratio (i.e., using glass fibers) there would be a
large discrepancy between the maximum cure degree with the domain when compared to the
isothermal 393 K, as it would take longer for temperature to rise to the mold temperature in the
domain.
The work done in Chapter 3 showed that almost all cases where the Peclet number is greater
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than 1000 with a conductivity ratio of 125, a LTNE model is needed to accurately capture the
development of the fluid temperature during infiltration. This result is consistent with the
predicted cure degree development for this complex geometry, where the Peclet number is
6780. The results predict a longer period of time where the cool injected resin warms to the
mold temperature, when compared to the equilibrium model, as shown by the large region of
less cured resin in center of the complex part. This suggests that the resin and fibers are not in
local thermal equilibrium. The areas where the resin has warmed to the mold temperature and
has been in the domain the longest are at the corners, which carry the highest resin cure degree
of 3.5 %. The lower predicted maximum cure degree means there is overall less variation in
the cure degree distribution, when compared to the equilibrium energy model. The result is a
more even development of the cure degree during the cure stage, which is discussed further in
section 4.3.2.

Curing
Results of the cure degree and temperature distribution at the end of the infiltration stage were
used as the initial conditions for curing simulations. The resin was allowed to cure for 180 s,
using the four energy modelling approaches, and the resulting cure degree and cure rate at 10 s
are shown in Fig. 4.9 and Fig. 4.10, respectively. Due to the large change in cure degree during
the curing stage, the cure degree contour plot in Fig. 4.9 only contains data at 10 s. Were a
longer time range considered, the fine detail of the cure degree distribution would be lost. To
address this, the cure degree range for each energy modelling approach (at times 10 s, 100 s,
and 180 s) are shown in Table 4.7. In the case of Fig. 4.10, the isothermal 363 K case had a
significantly lower cure rate, which if included would have again resulted in the loss of the fine
detail in the cure rate distribution.
Columns one and two in Fig. 4.9 show the cases of isothermal curing. The results further
highlight the dependence of the cure degree development on the operating temperature. At the
start of the curing stage there is a 12 % di↵erence in the average cure degree between the two
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isothermal cases. At the end, however, the discrepancy in average cure degree has grown to
41 %, shown in Table 4.7. This is due to the lower operational temperature in the isothermal
363 K case which restricts the cure rate during the course of the curing stage. It should be
noted that an operating temperature of 363 K is unlikely to be used in practice for this case
given the additional time needed to cure the component, however, it reinforces the importance
of optimizing the operating temperature through simulation and for manufacturing of CoFRP
components.
Isothermal 363 [K]

Isothermal 393 [K]

Equilibrium Model

Non-Equilibrium Model

Figure 4.9: Predicted cure degree distribution, at the part surface, at 10 s into the curing stage
using di↵erent energy modelling approaches.

Isothermal 393 [K]

Equilibrium Model

Non-Equilibrium Model

Figure 4.10: Predicted cure rate distribution, at the part surface, at 10 s into the curing stage
using di↵erent energy modelling approaches.
Consistent with the infiltration stage, the cure degree distribution for the isothermal 393 K
and equilibrium model show nearly identical development during curing. This result is further
highlighted in Table 4.7 where at each recorded time the minimum and maximum cure degree
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varies at most by 0.4 % and in the case of 180 s it is shown that the cure degree ranges are
identical. Again, this is due to the resin rapidly increasing from the injection temperature to
the mold temperature when using the equilibrium model, resulting in the model behaving as
though the process was done isothermally. An interesting outcome is the similarity in final
cure degree distributions predicted by the isothermal 393 K, equilibrium, and LTNE models
at 180 s. To fully understand this outcome, consideration first needs to be made with regard
to the type of curing being done. Bernath et al. [25] studied the influence of the type of cure
modelling being used (i.e., isothermal versus non-isothermal) and the ability of the reaction
kinetics model to capture the resulting cure degree progression as compared to experimental
data. Their results showed the cure rate profile for isothermal curing begins with a peak in cure
rate which quickly diminishes for the remainder of the cure cycle. For non-isothermal curing,
however, there is a noticeable delay in the peak cure rate (the magnitude and time of which are
highly dependent on the rate of temperature increase), due to the time needed for the resin to
warm. The results of the present study are consistent with the findings of Bernath et al. [25].
For the isothermal 393 K and equilibrium cases (for which isothermal curing conditions are
used) an initial peak in cure rate was observed (highlighted again by the higher cure degree at
the beginning of the cure stage) which then quickly diminished during curing. In the case of the
LTNE model, which simulates initially non-isothermal curing, the peak cure rate is observed
post infiltration during the curing stage. This phenomena is further highlighted in Fig. 4.10,
where the LTNE model is showing a cure rate nearly 8 % higher throughout the component.
The LTNE model then consistently predicts a higher cure rate for the entirety of the simulated
cure cycle, resulting in a nearly identical cure degree distribution between the the three cases.
Table 4.7: Cure degree distribution ranges for each case during the curing stage.
Energy Modelling Approach
Isothermal 363 K
Isothermal 393 K
Thermal Equilibrium
Thermal Non-Equilibrium

Cure Degree Range (min-max)
10 s
100 s
180 s
3.4-4.3 % 26.9-27.5 % 40.9-41.3 %
14.9-18.5 % 68.5-69.2 % 81.8-82.1 %
14.5-18.4 % 68.4-69.2 % 81.8-82.1 %
12.5-17.6 % 68.0-69.0 % 81.6-82.0 %
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A comment needs to be made on the limitation of the Kamal-Malkin kinetic model due to
its reduction in accuracy as the glass transition temperature approaches the operating temperature. Were a more sophisticated kinetic model used, it is hypothesized that the LTNE case
would predict a final cure degree distribution higher than that found in the isothermal 393 K
and equilibrium models. This is due to the overall higher cure rate still present throughout the
cure cycle in the LTNE energy model as well as the results presented by Bernath et al. [25]. A
consistent result seen in their work shows that in the case of isothermal curing, the final cure
degree achieved is highly dependent on the operational temperature and is consistently less
than 100 %; a result not found in non-isothermal curing where the resin maintains the ability to
nearly completely cure. A caveat to this, however, is the unknown e↵ect of combining isothermal and non-isothermal curing. This combination is found in the LTNE case, where curing
is initially non-isothermal, as the cool injected resin slowly warms to the mold temperature.
After 10 s of curing, the resin reaches the operating temperature of 393 K and continues the
curing cycle isothermally. This likely stunted the overall peak cure rate, however, allowing the
model to maintain an overall higher cure rate. An implication of this might be when predicting
the final material properties as well as process-induced distortion (PID) [29]. The maximum
achievable cure degree has a significant impact on the final material properties and dictates
the amount of chemical shrinkage that occurs. Chemical shrinkage influences the build-up of
residual stresses leading to PID. This further enforces the importance of an accurate prediction
of the temperature evolution given its influence on the cure development. It also highlights
the importance of the reaction kinetic model utilized. As mentioned above, a limitation of the
Kamal-Malkin kinetic model is that it always predicts full resin curing despite the operating
temperature, which is known to not be the case. For a better understanding of the operating
temperature on the maximum possible cure degree as well as the cure degree progress post
vitrification, the more sophisticated Grindling reaction kinetic model could be utilized.
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Computational Cost
The largest detriment to using a thermal non-equilibrium energy model is the additional computational time expected given the additional energy equation being solved and the required
coupling between the phases. In the cases run for this study it was found that during the infiltration stage, the limiting factor for the simulation time-step was due to the VOF model. This
is the result of the substantial pressure gradient found at the interface between the resin and
air phase, especially at the start of infiltration. This restricted the time step to be lower than
the time scale of the heat transfer, resulting in a negligible di↵erence in the computational time
between the equilibrium and LTNE models.
During the cure stage, the limitation on the time-step is the cure rate. However, with the
use of the adaptive time step formulation from section 4.3.1, there was a substantial reduction
in time required to simulate the curing stage when compared to a constant time-step approach.
The total time required was on the order of 9 h using the adaptive time-step approach compared
to 4.2 d using a constant time-step of 0.01 s (using 10 i9-10900 cores at 2.8 GHz). This o↵ers
a substantial reduction in the required computational time, further reducing the limitation of
computational time for the use of a LTNE energy model.

4.4

Summary

The current study aimed to show how di↵erent energy modelling approaches for the infiltration
and curing stages of of HP-RTM simulations a↵ect simulation accuracy and computational
time. A 2D channel geometry was utilized to determine the required number of control volumes
in the thickness direction to accurately capture the heat transfer into the mold. It was then used
in the development of an adaptive time-step formulation, which was shown to substantially
reduce the computational time required to simulate the curing stage while maintaining solution
accuracy in terms of the predicted heat release. The channel geometry was extended to 3D to
validate the equilibrium and LTNE energy models against experiment data.
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A complex floor geometry was then used to scrutinize three energy modelling approaches;
isothermal mold filling (at two operating temperature of 363 K and 393 K), thermal equilibrium, and local thermal non-equilibrium (LTNE) energy modelling. Both the infiltration and
curing stages were modelled using the four di↵erent energy modelling approaches. The isothermal 363 K cases highlighted the e↵ect of the operating temperature on the final cure degree,
where a 3.6 % di↵erence in the maximum cure degree was found between the two isothermal
mold filling simulations. When considering the equilibrium energy model, it was found that the
cure degree distribution was nearly identical to that predicted by the isothermal 393 K simulation. This was due weighting factors used to calculate the e↵ective thermophysical properties
used in the energy transport equation. The most notable outcome was that of the LTNE energy
model. The LTNE predicted a lower maximum cure degree as well as a larger area of less
cured resin within the domain. This result highlights the increased accuracy in the predicted
temperature development and resulting cure degree as the results show the fibers and resin are
not in thermal equilibrium.
The curing stage highlighted the importance of which energy model was used for the infiltration stage. In the case of the isothermal 363 K, isothermal 393 K, and equilibrium energy
modelling, it was shown that curing occurred isothermally. The result of an initial peak in
the cure rate during infiltration which quickly diminishes at the beginning of the curing stage.
In the case of LTNE energy modelling, the cure degree development follows a more complex
path, where it initially develops non-isothermally during infiltration and at the beginning of the
curing stage. After 10 s of curing the resin has reached the prescribed mold temperature and
then continues its curing under isothermal conditions. The e↵ect of this has implications when
considering the predicted material properties and PID from each case, given their dependency
on the final cure degree. As well, it highlights the importance of the reaction kinetic model
used. The selected Kamal-Malkin kinetic model predicts that resin would cure fully despite
the operating temperature. Using a more complex kinetic model, such as the Grindling model,
would give better insights into the true final cure degree and cure degree development given the
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models ability to predict vitrification. Finally, it was also found that the use of an adaptive time
step dependent on the current maximum cure rate and minimum cure degree, in conjunction
with the LTNE model dramatically reduced the computational time of the curing stage. This
further increases the applicability of a LTNE energy model for HP-RTM infiltration and curing
simulation.
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Chapter

5

Summary
5.1

Summary and Contributions

The present work discussed advancements to a 3D resin transfer molding (RTM) infiltration
and cure solver, originally developed by Magagnato et al. [1], in the open source toolbox
OpenFOAM® (OF). The three specific contributions were:
1. development of a geometry-dependent orientation calculator for the permeability tensor,
2. implementation of a non-equilibrium energy model containing a source term for resin
heat release, and
3. formulation of an adaptive time-step approach to reduce the computational time of the
curing stage.
Each contribution was verified against analytical solutions of the required equations and further
validated against experiment data.
The permeability orientation calculator was coded in Python® and was developed to rapidly
produce a variety of fiber orientations used for a potential design of experiments. The model
was initially developed for 2D extruded geometries, but was also extended to provide an accurate prediction of fiber orientation for complex, 3D geometries. Using the pre-existing mesh
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required for the infiltration solver, the Python code is able to first determine the local thickness
direction using an average value between the nearest upper and lower surface normal vectors
for each internal control volume. Then, by taking the cross product between the thickness
direction and the extrude direction, the local fiber orientation can determined. The code can
then reorient the fibers for any required draping angle by doing a simple vector rotation about
the thickness direction. The results of the calculator were first verified against a 1D analytical
solution of Darcy’s law, which showed excellent agreement. The predicted fiber orientation
was then verified against a constitutive draping simulation developed in LS-DYNA® using
both a hat channel (i.e., 2D extruded) and double dome (i.e., complex 3D) geometry. Again,
excellent agreement was found between the proposed model and draping simulation, as well
as a significant reduction in computational time compared to the use of the more sophisticated
draping models.
To increase the generality of the RTM infiltration solver, making it applicable for use
with high-pressure resin transfer molding (HP-RTM), a local thermal non-equilibrium model
(LTNE) was implemented. Standard RTM models have generally assume that the resin and
fibers are locally at the same temperature on the basis of the relatively low injection rates.
However, with HP-RTM, the injection rate can be significantly higher, implying that a more
general approach for determining the resin and fiber temperatures is required. A caveat to this,
however, is the large di↵erence in thermophysical properties for all of the available resins and
fibers, which can influence the need for a LTNE model. To address this, a non-dimensional
analysis was done, capturing a range of part thicknesses, injection velocities, and conductivity
ratios (between the resin and fiber phases) to determine the conditions where a LTNE model is
necessary. It was shown that in nearly all cases, aside from using slow injection in a very thick
component, the use a LTNE model is required to accurately capture the temperature evolution
in HP-RTM infiltration modelling.
The evolution of energy modelling approaches was then highlighted by comparing the predicted cure degree development, for infiltration and curing, using three energy modelling ap-
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proaches: (i) isothermal (at both 363 K and 393 K), (ii) equilibrium, and (iii) LTNE. Prior to
this, model validation was performed for the LTNE energy model against experimental data
obtained from Rosenberg [2]. The model showed excellent agreement with experimental data
considering the limited information known about the thermophysical properties of the materials used. To reduce the computational cost of running a curing simulation, an adaptive time
step formulation dependent on the local cure rate and cure degree was proposed and verified.
The results for the cure degree distribution post infiltration and cure degree development during the curing stage highlights both the importance of the energy model used and the reaction
kinetic model used.

5.2
5.2.1

Suggestions for Future Work
Computer Aided Engineering Chain Integration

A critical step in design optimization for CFRP components is integrating each stage of simulations (e.g. draping, infiltration, etc.) into a computer aided engineering (CAE) chain. With
the increased accuracy in the predicted temperature development and the resulting cure degree
from the thermal non-equilibrium energy model, it is recommended that the updated infiltration and cure solver be added to a CAE chain. The integration into a CAE chain will allow for
a more accurate prediction of the final material properties, which could be utilized in a crashtest simulation were the infiltration solver added to a CAE chain for a structural automotive
component, as well as a better prediction of process induced distortion.

5.2.2

Experimental Determination of the Interstitial Heat Transfer Coefficient

In the current HP-RTM model the interstitial heat transfer coefficient (i.e., h s f ) is used to model
the convective heat transfer between the fluid and solids phases. This term is highly dependent
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on both the operating parameters of the simulation (e.g., the injection velocity) as well as the
fiber volume fraction and local orientation. Currently this term is calculated using the approach
shown in Appendix A.1.
Due to the distribution of velocity coupled with the di↵erent types of resins and fibers to be
used and the uncertainty associated with the given Nusselt number correlation, the interstitial
heat transfer between the phases may not be accurately captured. To test the sensitivity of the
interstitial heat transfer coefficient to the temperature development, a sensitivity analysis was
performed by varying h s f from ±10

50% , using the same domain from the non-dimensional

analysis performed in Chapter 3. The results are shown in Appendix A.2. The results show
the actual e↵ect of the interstitial heat transfer coefficient. Although it still shows that the case
requires a local thermal non-equilibrium energy model, as the LTNE is greater than 5°, the
magnitude of the LTNE varies substantially.
To address this, a future experimental study should be performed to determine the interstitial heat transfer coefficient for a wide range of injection velocities and fiber volume fractions.
The experiment can be based on the experimental work done by Straatman et al. [3], where
water is passed through a channel containing a porous media (in their case graphitic foam).
Temperature sensors placed before and after the porous media are used to capture the temperature rise due to a heating element located at one side of the porous media. This experiment
could be adapted to have a heater placed on both sides of the porous media, to capture the e↵ect
of the two-sided heated mold. Knowing the heat input and temperature rise would allow for
the convective heat transfer coefficient to then be determined. This experiment would provide
critical insight into the true convective heat transfer coefficient, allowing for increased accuracy
when using a LTNE energy model.

5.2.3

Conjugate Heat Transfer

The temperature of the mold has a significant e↵ect on the temperature development of the
resin and fibers during infiltration and curing. A limitation of the current HP-RTM model is
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the required boundary conditions for the resin and fiber phases at the mold. Currently, the
only applicable option is to specify a fixedValue (i.e., Dirichlet) boundary condition, where the
value is that of the initial mold temperature. This limits the development of the temperature
for both the fluid and solid phases within the domain to a maximum temperature of the mold
temperature, due to the rapid heat conduction predicted along the fibers. This inherently limits
the model’s ability to predict local hot spots caused by the exothermic reaction of resin curing.
Although the mold has significant thermal inertia given its size and material (e.g., tool
steel), it would be of great interest to accurately capture its e↵ect on the temperature development of the fluid and solid phase. This can be done by utilizing conjugate heat transfer, where
an addition transport equation is added to model the heat conduction through the mold. This
additional equation is given as

⇢scs

@T s
= k s r2 T s
@t

(5.1)

where ⇢ s is the density, c s is the specific heat, k s is the thermal conductivity, and T s is the
solid temperature. At the interface between the purely solid (i.e., mold) and porous region (i.e.,
component), there exists an energy balance via the conduction from the solid phase to the fluid
and solid regions [4]. This may also provide a better prediction of the fluid and solid phases
at the mold wall, as they are not required to be in thermal equilibrium (were a LTNE model
used).

5.2.4

Solid Phase Conductivity

The conductivity ratio between the solid and fluid phase plays a significant role in the temperature development during infiltration and curing, as shown in Chapter 3 and 4. A common
assumption in RTM infiltration literature is that the conductivity of the fibers is a constant
value [5, 6, 7]. A drawback of this assumption, however, is that it does not consider that the
conductivity of fibers is both directionally dependent and varies with fiber volume fraction [8].
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This suggests that the fiber conductivity should be assigned as a tensor rather than scalar value
where the magnitude of each component can be determined via an analytical model. This can
be accomplished in the current OF infiltration model in the same fashion as the fiber permeability. A table of fiber conductivities for a given fiber volume fraction is provided in a “thermal
properties” dictionary. The model can then assign the conductivity locally, depending on the
prescribed fiber volume fraction. Finally, the model can then utilize the already defined fiber
orientation, needed for the permeability tensor, to then correctly orient the fiber conductivity
tensor. This would allow for a more accurate prediction of the heat transfer occurring during
infiltration and curing.
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Appendix

A.1

A

Interstitial Heat Transfer Coefficient

The interstitial heat transfer coefficient is found by first determining the local specific surface
area (a s f ) using

as f =

As f
4⇡r2
=
V
V

(A.1)

where A s f is the surface area of the porous media and V is the volume of the cell (which can be
found using the postProcess function in OpenFOAM). Assuming that the surface area occupies
a sphere within the each cell, we are able to determine the radius, r, by determining the volume
of the sphere using
4 3
⇡r = V
3
where

(A.2)

is the fiber volume fraction which relates to fiber diameter. With the radius of the

sphere and volume of the control volume known it is then possible to determine a s f .
The next step is to calculate the convective heat transfer coefficient, h s f . This is done using
a Nusselt number correlation for forced convection with laminar flow, given as

Nu =

hs f l
= 0.664Re1/2 Pr1/3
k
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where l is the length scale, k is the fluid thermal conductivity, Re is the Reynolds number, and
Pr is the Prandtl number [1]. It should be noted that in the case of curing, when there is no
fluid flow, an alternative expression of equation A.3 will be required to ensure that there is heat
is still transferred between the fluid and solid phases.

A.2

Sensitivity Analysis on the Interstitial Heat Transfer Coefficient

Due to the uncertainty associated with the Nusselt number correlation used, a sensitivity analysis was done by varying the interstitial heat transfer coefficient, a s f h s f , from ±10
using the same case setup from Chapter 3, where Da = 4.2 ⇥ 10

5

50%

and Pe = 2000. The non-

dimensional temperature, ✓ f , and local thermal non-equilibrium, LT NE, profiles at x/L = 025
and x/L = 0.75 are shown in Fig. A.1.

A.2. Sensitivity Analysis on the Interstitial Heat Transfer Coefficient
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(a)

(b)

Figure A.1: Sensitivity analysis done on on the interstitial heat transfer coefficient showing (a)
the local non-dimensional temperature profile and (b) the local thermal non-equilibrium.
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