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Abstract
We generalize Talagrand’s inequality in the theory of optimal transport and give some applications
of our result. In particular, we establish an estimate for a couple of transportation mappings. In the
finite-dimensional case we obtain a new log-Sobolev type inequality. In the infinite-dimensional case
we consider transformations of measures absolutely continuous with respect to a given Gaussian
measure.
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous généralisons l’inégalité du Talagrand dans la théorie du transport optimal et nous donnons
quelques applications de notre résultat. En particulier, nous établissons une estimation pour un couple
d’applications de transports. En dimension finie nous obtenons une nouvelle inégalité du type de
Sobolev-log. En dimension infinie nous considérons des transformations des mesures absolument
continues par rapport à une mesure gaussienne donnée.
 2004 Elsevier SAS. All rights reserved.
Keywords: Optimal transport; Gaussian measures; Monge–Kantorovich problem; log-Sobolev inequality;
Talagrand inequality; Cameron–Martin space; Logarithmic gradients; Convex measures
1. Introduction
According to a well-known result of Talagrand [31] the square of the quadratic
transportation cost W2(γ,µ) between the standard Gaussian measure γ on Rd and a
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probability measure µ = f · γ can be estimated by the double entropy ∫
Rd
f logf dγ ,
i.e.,
W 22 (γ,µ) 2
∫
Rd
f logf dγ. (1.1)
The transportation cost WL(ν1, ν2) between two probability measures ν1, ν2 on a
measurable space X can be defined as the minimum of the following functional (the
Kantorovich functional):
ν →
[ ∫
X×X
L(x1, x2)X dν(x1, x2)
]1/2
, ν ∈ P(ν1, ν2), (1.2)
where P(ν1, ν2) is the set of all probability measures on X ×X with the marginals ν1 and
ν2 and L is a positive function called “the cost function”. The problem of minimizing (1.2)
is called the mass transportation problem. This formulation was given by L. Kantorovich
in [24]. If X is a Hilbert space and L is given by the square of the Hilbert norm
L(x1, x2) = (x1 − x2)2X , the minimum of
ν →
[ ∫
X×X
(x1 − x2)2X dν(x1, x2)
]1/2
, ν ∈P(ν1, ν2) (1.3)
is called the quadratic transportation cost (the Kantorovich–Rubinstein or, sometimes, the
Wasserstein distance). A detailed review of results on the mass transportation problem can
be found in [30].
In many partial cases there exists a mapping T :X → X called an optimal transport or
an optimal transfer plan such that ν2 = ν1 ◦ T −1 and
W 22 (ν1, ν2) =
∫
X
(
x − T (x))2 dν1.
In this case the measure ν1 ◦ (x, T (x))−1 on X×X minimizes the Kantorovich functional.
The finite-dimensional theory of optimal transport was studied by many authors. The
first results on existence of optimal mappings were obtained in the classical work of
A.D. Alexandrov [1]. The existence, uniqueness and regularity of finite-dimensional
optimal transports were established under broad conditions by Brenier [11]. McCann [28]
developed an elementary approach based on convex analysis (see also Gangbo [22]). In
particular, it was shown in [28] that, given two probability densities 1, 2, there exists
an optimal transport T which pushes forward 1 dx to 2 dx . Moreover, this mapping is
1 dx-unique and has the form T = ∇Ψ , where Ψ is a convex function that solves the
following non-linear PDE (the so-called Monge–Ampère equation):
2(∇Ψ )detD2Ψ = 1. (1.4)
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Recent investigations revealed many interesting links between the mass transportation
problem and some well-known geometric and analytic inequalities, e.g., the Brunn–
Minkowski, logarithmic Sobolev, Poincaré and concentration inequalities (see [27,34]).
Some interesting properties of the optimal transport for Gaussian measures have been
established in [14]. In [14] and [23], applications of the optimal transport method to the
well-known Gaussian correlation conjecture and FKG inequalities were given. In [16]
the mass transportation approach to Sobolev and Gagliardo–Nirenberg inequalities was
developed.
Recall that a probability measure µ on Rd is said to satisfy the logarithmic Sobolev
inequality with a constant C > 0 if for every nice function ϕ one has:
Entµ
(
ϕ2
)
 2C
∫
Rd
(∇ϕ)2 dµ, (1.5)
where Entµ ψ is called the entropy of ψ with respect to µ and defined by:
Entµ ψ :=
∫
Rd
ψ logψ dµ−
( ∫
Rd
ψ dµ
)
log
∫
Rd
ψ dµ.
Recall that the standard Gaussian measure on Rd satisfies (1.5) with C = 1. If we
apply (1.5) to √g, where g is a nonnegative function such that ∫
Rd
g dµ= 1, we get another
equivalent form of (1.5): ∫
Rd
g logg dµ 1
2
Iµg,
where
Iµϕ :=
∫
Rd
〈∇ϕ,∇ϕ〉
ϕ
dµ.
Iµϕ is called the Fisher information.
Otto and Villani [29] have extended inequality (1.1) to the measures satisfying the
logarithmic Sobolev inequality. More precisely, if µ satisfies (1.5), then
W 22 (µ, ν) 2C Entµ
(
dν
dµ
)
.
A short proof was given by Bobkov, Gentil and Ledoux [4]. Another interesting gene-
ralization of (1.1) and (1.5) is due to Cordero-Erausquin [15] (see also [17]).
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A probability measure µ satisfies the Poincaré inequality (or the spectral gap inequality)
with a constant C > 0 if for every smooth ϕ one has:
Varµ ϕ  C
∫
Rd
〈∇ϕ,∇ϕ〉dµ, (1.6)
where
Varµ ϕ :=
∫
Rd
ϕ2 dµ−
( ∫
Rd
ϕ dµ
)2
.
It is easy to verify that every measure satisfying (1.5) satisfies (1.6). Indeed, if we apply
(1.5) to the function 1 + εϕ, we arrive at (1.6) in the limit as ε → 0.
The existence of an optimal mapping T was studied in the infinite-dimensional case
too. Some interesting results were obtained in [18,30,32]. In this paper we develop another
point of view on this problem. We emphasize that in the infinite-dimensional case the
standard choice of the minimized functional in (1.3) is not connected with ν1, ν2. On
the other hand, it is well known (see [6]) that for every Radon Gaussian measure γ on
a locally convex space X, there exists a continuously embedded Hilbert space H ⊂ X of
vectors of quasi-invariance of γ . This space H is endowed with its natural norm ‖ ·‖H (see
[6]) and is called the Cameron–Martin space of γ . Many known mappings that transport
γ to an equivalent measure have the form x → x + F(x), where F(x) takes values in
H . The simplest mappings of such a type are the shifts x → x + h along vectors from
H . The density dγ (·+h)dγ is given by the Cameron–Martin formula. Other examples are
given by the Girsanov type transformations and measurable linear mappings of the type
F = E + K , where K is a measurable extension of a Hilbert–Schmidt operator in H . A
number of examples can be found in the recent books [6] and [33]. Fernique [19] has shown
that for every probability measure g · γ , there exists a mapping of the form T = U + F ,
where U is an automorphism of γ and F takes values in H , such that g · γ = γ ◦ T −1.
Therefore, given a Gaussian measure γ on X and a probability measure µ = g · γ , it is
natural to consider the problem of minimizing the following modified Monge–Kantorovich
functional
ν →
[ ∫
X×X
(x1 − x2)2H dν(x1, x2)
]1/2
,
where the marginals of ν are, accordingly, γ and µ. We denote by WH,2(γ,µ) the corre-
sponding modified transportation cost.
Feyel and Üstünel [21] obtained a remarkable result that for every Gaussian measure γ
and any probability measure µ 
 γ satisfying the additional assumption WH,2(γ,µ) < ∞,
there exists a mapping T sending γ to µ such that T (x) = x + F(x), F :X → H and F
is the H -gradient of some 1-convex function ϕ (see the definition below). The mapping
T is H -monotone, i.e., 〈T (x + h) − T (x),h〉H  0 for γ -almost all x and every h ∈ H ,
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and admits an inverse mapping T −1, i.e., T ◦ T −1 = T −1 ◦ T = E γ -a.e. Another class of
mappings, the so-called triangular mappings (see [3,25]), have been recently investigated
in Bogachev, Kolesnikov, Medvedev [8]. Although such mappings are typical not optimal,
they provide an efficient construction of transformation of measures. In particular, it has
been shown in [8] that given a centered Radon Gaussian measure γ and a probability
measure ν 
 γ , there is a mapping F with values in the Cameron–Martin space of γ
such that ν = γ ◦ (I + F)−1. This shows that ν is representable in the sense of [33]. The
approach in [8] develops a result from Kolesnikov [26] that extends Talagrand’s inequality
in the form of equality (contained in the one-dimensional case already in Talagrand’s
paper).
In this work we prove the results announced in [26] and give several other results. Our
principal results are based on the above mentioned equality which generalizes Talagrand’s
inequality and is proved in Section 2, where we also give a generalization of (1.1) to
the case of non-Gaussian (e.g., convex) measures and a couple of optimal transfer plans.
A partial case of our results was established for uniformly convex measures in [15] (see
Remark 2.3 below). It is worth noting that these results also apply to mappings of other
types.
Another result of the paper is a new log-Sobolev type inequality for strictly convex
measures, i.e., measures with densities e−Φ , where D2Φ > 0 (see Section 3). We
emphasize that no uniform bound D2Φ > C > 0 is required. This log-Sobolev type
inequality implies a number of other well-known related inequalities (e.g., Brascamp–Lieb,
HWI). In particular, the Brascamp–Lieb inequality follows directly from our result exactly
in the same way as the standard Poincaré inequality follows from (1.5).
In Section 4 we extend our finite-dimensional results to the infinite-dimensional case. In
particular, we prove the generalized Talagrand inequality. As a consequence we easily get
an important partial case of the general result from [21] on existence of an H -monotone
mapping T that transports a probability measure g · γ to γ (under some integrability
restrictions on g). Let us call mappings of such a type “backward” mappings, in contrast
to “forward” mappings that are optimal transfer plans sending γ to g · γ . It is worth noting
that the construction of “backward” mappings is in some respects simpler as compared
to “forward” mappings. This is due to the fact that the finite-dimensional Talagrand type
estimates generalized to the case of a couple of optimal transports retain its simple and
applicable form only for “backward” mappings. In particular, the proof of existence of a
“backward” mappings becomes very easy. Moreover, we obtain useful estimates of the
L2-distance between two different optimal mappings via entropy-like functions of the
densities. The author does not know whether “forward” mappings can be constructed in
a similar way. Such “backward” mappings are useful for applications. For example, they
appear in the log-Sobolev inequality (see (3.9)).
Note that the problem of almost sure convergence of optimal transports in the infinite-
dimensional case is rather delicate. This problem is connected with a generalization of the
classical Skorokhod representation theorem due to Blackwell and Dubins (see [2,7]). For
some partial results on the Skorokhod representation based on W2-distance, see [18,32].
In Section 5 we show under the additional assumption 0 < c < g < C that −T is
the logarithmic gradient of a convex probability measure ν that is absolutely continuous
with respect to γ , and, moreover, its density can be obtained as the L1(γ )-limit of the
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corresponding finite-dimensional approximations. The logarithmic gradients of measures
are very important in the infinite-dimensional analysis (see Bogachev [6], Bogachev and
Röckner [9]). In the proof we establish some useful estimates.
In Section 6 we give some estimates of the second derivatives of T . The following
problem remains open: when does T admit a regular weak derivative? We show that this is
the case if the second derivative of logg is uniformly bounded from below. We also show
that if g > c > 0, then the weak derivative of T can be estimated from below by some
integrable operator-valued mapping with values in the set of invertible positive symmetric
operators.
We assume throughout that X is a locally convex Suslin space and γ is a centered Radon
Gaussian measure on X with the covariance operator Rγ . Recall that a Borel probability
measure µ on a locally convex Suslin space is called convex if for every Borel sets A,B
the following inequality holds:
µ
(
λA+ (1 − λ)B) µ(A)λµ(B)1−λ.
The general theory of such measures was developed by Borell [10]. The non-degenerate
finite-dimensional convex measures can be characterized as measures with log-concave
densities, i.e., densities of the form e−V , where V is a convex function on Rd . See also
[20] for different results on convexity in Wiener space.
2. L2-distance between transfer plans
Let µ = e−Φ dx be a probability measure such that Φ :Rd → R is twice continuously
differentiable and let f , g be smooth nonnegative functions on Rd . We assume that f · µ
and g ·µ are probability measures such that∫
Rd
‖x‖2f dµ< ∞,
∫
Rd
‖x‖2g dµ< ∞,
∫
Rd
‖x‖2 dµ< ∞ and g > 0
everywhere. The identity mapping will be denoted by E or Id.
Let V and W be convex functions such that ∇V and ∇W transform µ to f ·µ and g ·µ,
respectively. The fact that g is smooth and positive yields some regularity properties of W
(see [13] for details). Changing variables we have:
g(∇W)e−Φ(∇W) detD2W = e−Φ.
This identity implies that detD2W is positive, hence D2W is non-degenerate everywhere.
We obtain from the relation
〈∇W(a + tv) −∇W(a), v〉= t∫
0
〈
D2W(a + sv)v, v〉 ds,
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that the mapping ∇W(x) = y is injective. Since g · µ has the full support, there exists a
mapping ω(y) such that
∇W(ω(y))= y
for almost all y . It is well known that ω = ∇W∗ almost everywhere, where W∗ is the
convex conjugated function. Note that ∇W∗ is an optimal transfer plan between g ·µ and µ.
This follows from the uniqueness of an optimal transfer plan and the monotonicity of ∇W∗.
By the same reasoning ∇W∗ is also injective and regular, hence ∇W(∇W∗(y)) = y
everywhere.
Throughout the paper ∇W denotes the optimal transfer plan taking µ to g · µ (the
“forward” optimal transfer plan) and ∇W∗ denotes its inverse, i.e., the optimal transfer plan
taking g · µ to µ (the “backward” optimal transfer plan). Recall, that given a probability
measure  dx on Rd its logarithmic gradient is defined by ∇

.
Let γd be the standard Gaussian measure on Rd . Then the following remarkable relation
holds: ∫
Rd
f logf dγd = 12
∫
Rd
(x −∇V )2 dγd −
∫
Rd
log det2
(
D2V
)
dγd, (2.7)
where det2 A = detA exp(Tr(E −A)) is the so-called Fredholm–Carleman determinant of
A. It is easy to verify that det2 A 1 for every nonnegative A. This formula can be easily
deduced from the change of variables formula for Gaussian measures (see [6]), but can
also verified directly as we do below in the general case. The main result of this section is
the following generalization of (2.7).
Theorem 2.1. The following identity holds:
Entg·µ
(
f
g
)
=
∫
Rd
〈
Λ
[
ge−Φ,∇V,∇W](∇V − ∇W),∇V − ∇W 〉dµ
−
∫
Rd
log det2
√(
D2W
)−1
D2V
√(
D2W
)−1 dµ,
where Λ[ψ,v1, v2] is the operator-valued mapping on Rd defined as follows:
Λ[ψ,v1, v2] =
1∫
0
sD2[− logψ]((1 − s)v1 + sv2)ds, v1, v2 ∈ Rd .
Proof. Let T = ∇V ◦ ∇W−1 = ∇V ◦ ∇W∗. Then T maps g · µ to f · µ, hence satisfies
the following equation:
f
(
T (y)
)
e−Φ(T (y))
∣∣detDT (y)∣∣= g(y)e−Φ(y).
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Note thatE = D(∇W ◦ ∇W∗(y))= D2W(∇W∗(y))D2W∗(y).
Hence
DT = D2V ◦D2W∗ = D2V (D2W)−1(∇W∗(y)).
Taking logarithm of both sides we get:
logf
(
T (y)
)−Φ(T (y))+ log detD2V (D2W)−1(∇W∗(y))= logg(y)−Φ(y).
Adding (Φ − logg)(T ) to both sides we have:[
logf
(
T (y)
)− logg(T (y))]= [Φ(T (y))− logg(T (y))−Φ(y)+ logg(y)]
− log detD2V (D2W)−1(∇W∗(y)).
Let us apply the identity,
Ψ (a)−Ψ (b)= 〈∇Ψ (b), a − b〉+ 1∫
0
s
〈
D2Ψ
(
(b − a)s + a)(b − a), b− a〉ds, (2.8)
to Ψ = Φ − logg and a = T (y), b = y .
Integrating the obtained formula with respect to g · µ and using that (g · µ) ◦
(∇W∗)−1 = µ, we obtain:∫
Rd
log
f (∇V )
g(∇V ) dµ =
∫
Rd
〈∇(Φ − logg),T − y〉g dµ
+
∫
Rd
[ 1∫
0
s
〈
D2(Φ − logg)(sy + (1 − s)T )(y − T ), y − T 〉ds]g dµ
−
∫
Rd
log detD2V
(
D2W
)−1
(∇W∗)g dµ.
Note that −∇(Φ − logg) is the logarithmic gradient of ge−Φ . Integrating by parts and
changing variables we get:∫
Rd
log
f
g
f dµ =
∫
Rd
〈
Λ
[
ge−Φ,∇V,∇W](∇V − ∇W),∇V − ∇W 〉dµ
+
∫
Rd
(TrDT − d − log detDT )(∇W∗)g dµ.
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Finally, we arrive at∫
Rd
(TrDT − d − log detDT )(∇W∗)g dµ
=
∫
Rd
(TrDT − d − log detDT )dµ
=
∫
Rd
(
TrD2V
(
D2W
)−1 − d − log detD2V (D2W)−1)dµ
=
∫
Rd
[
Tr
(
D2W
)−1/2
D2V
(
D2W
)−1/2 − d − log det(D2W)−1/2D2V (D2W)−1/2]dµ
= −
∫
Rd
log det2
(
D2W
)−1/2
D2V
(
D2W
)−1/2 dµ.
The proof is complete. 
Theorem 2.2. The following identity holds for the “backward” optimal transfer plans ∇V ∗
and ∇W∗:
Entf ·µ
(
g
f
)
=
∫
Rd
〈
Λ
[
e−Φ,∇V ∗,∇W∗](∇V ∗ − ∇W∗),∇V ∗ − ∇W∗〉g dµ
−
∫
Rd
log det2
(√(
D2W∗
)−1
D2V ∗
√(
D2W∗
)−1 )
g dµ.
Moreover, for every nice function ϕ :Rd → R,∫
Rd
ϕ(∇W∗)g log g
f
dµ
=
∫
Rd
〈∇V ∗ − ∇W∗,∇ϕ(∇W∗)〉g dµ
+
∫
Rd
ϕ(∇W∗)〈Λ[e−Φ,∇V ∗,∇W∗](∇V ∗ −∇W∗),∇V ∗ − ∇W∗〉g dµ
−
∫
Rd
ϕ(∇W∗) log det2
(√(
D2W∗
)−1
D2V ∗
√(
D2W∗
)−1 )
g dµ.
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The proof of Theorem 2.2 follows the same lines as that of Theorem 2.1, but working
with the “backward” instead of “forward” mappings. The first identity can be also
established by a direct application of Theorem 2.1 to the measure g · µ and to the
optimal transfer plans ∇V ∗,∇W∗ (i.e., we replace µ by g · µ and V,W by V ∗, W∗ in
the formulation of the theorem). Note that the “backward” identities do not involve the
derivatives of g in contrast to the “forward” ones. This will be the key observation needed
for the infinite-dimensional results in the following sections.
Yet another useful result can be obtained if we repeat the proof of Theorem 2.1 and
apply (2.8) to Φ in place of Φ − logf . The partial case of this estimate (for µ = e−Φ dx
satisfying D2Φ >C > 0) has been obtained in [15].
Proposition 2.3. The following inequality holds:∫
Rd
(f logf − g logg)dµ
∫
Rd
〈∇g(∇W),∇V − ∇W 〉 1
g(∇W) dµ
+
∫
Rd
〈
Λ
[
e−Φ,∇V,∇W](∇V − ∇W),∇V − ∇W 〉dµ.
3. Log-Sobolev, Brascamp–Lieb and HWI inequalities
In this section we assume that Φ satisfies the assumptions of Section 2.
Corollary 3.1. If Φ is strictly convex (i.e., D2Φ > 0), the following inequalities hold for
every smooth positive function ϕ:
(1) Log-Sobolev inequality:
Entµ ϕ2 
∫
Rd
〈
Λ−1
[
e−Φ,∇W∗(y), y]∇ϕ,∇ϕ〉dµ, (3.9)
where ∇W∗ is the optimal transport of ϕ2∫
Rd
ϕ2 dµ · µ to µ.
(2) The Brascamp–Lieb inequality:
Varµ ϕ 
∫
Rd
〈(
D2Φ
)−1∇ϕ,∇ϕ〉dµ. (3.10)
(3) Suppose that for every h ∈ Rd , the function y → 〈D2Φ(y)h,h〉 is concave on a convex
set Ω ⊂ Rd . Then
EntµΩ ϕ
2  3
∫
Rd
〈(
D2Φ
)−1∇ϕ,∇ϕ〉dµΩ, (3.11)
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where µΩ := 1µ(Ω) IΩ(y)µ(dy).Suppose that D2Φ  K · Id, where K ∈ R is not necessarily positive. Then for every
positive g such that g ·µ is a probability measure, the following inequality holds:
(4) HWI inequality
Entµ g W2(g ·µ,µ)
√
Iµ(g) − K2 W
2
2 (g · µ,µ). (3.12)
Proof. By the standard argument we reduce the proof to the case where ϕ = √g and g ·µ
is a probability measure. Let us apply Proposition 2.3 to f = 1. Note that ∇V (x) = x .
Changing variables y = ∇W(x) and taking into account that ∇W sends µ to g · µ, we
obtain:∫
Rd
g logg dµ
−
∫
Rd
〈∇g,∇W∗ − y〉dµ−
∫
Rd
〈
Λ
[
e−Φ,∇W∗, y](∇W∗ − y),∇W∗ − y〉g dµ
= −
∫
Rd
∥∥∥∥√Λ[e−Φ,∇W∗, y](∇W∗ − y)+ 12√Λ−1[e−Φ,∇W∗, y]
(∇g
g
)∥∥∥∥2g dµ
+ 1
4
∫
Rd
〈
Λ−1
[
e−Φ,∇W∗, y]∇g, ∇g
g
〉
dµ
 1
4
∫
Rd
〈
Λ−1
[
e−Φ,∇W∗, y]∇g, ∇g
g
〉
dµ.
Thus we have obtained a log-Sobolev type inequality for convex measures.
Let us prove (3.10). To this end, we apply (3.9) to
√
1+εϕ
1+ε ∫
Rd
ϕ dµ and let ε → 0.
Now let us perturb µ by a log-concave Radon–Nikodym density, i.e., consider the
probability measure µ˜ = e−φµ, where φ is convex. The inequality:
Λ
[
dµ˜
dx
, v1, v2
]
=
1∫
0
sD2(Φ + φ)((1 − s)v1 + sv2)Λ[dµdx , v1, v2
]
yields
Entµ˜ ϕ2 
∫
Rd
〈
Λ−1
[
e−Φ,∇W∗(y), y]∇ϕ,∇ϕ〉dµ˜. (3.13)
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Let us take a convex set Ω and approximate IΩ by smooth log-concave functions−Φne → IΩ . We obtain that (3.13) holds for the conditional measure µ˜ = µΩ =
1
µ(Ω)
IΩ(y)µ(dy). Suppose that Φ satisfies the additional assumptions of item (3). Note
that ∇W∗(y) ∈ Ω since µΩ is supported by Ω , hence s∇W∗(y)+ (1 − s)y ∈ Ω and
〈
Λ
[
e−Φ,∇W∗, y]h,h〉= 1∫
0
s
〈
D2Φ
(
(1 − s)∇W∗ + sy)h,h〉ds

1∫
0
(
s(1 − s)〈D2Φ(∇W∗)h,h〉+ s2〈D2Φ(y)h,h〉)ds

1∫
0
s2
〈
D2Φ(y)h,h
〉
ds = 1
3
〈
D2Φ(y)h,h
〉
.
The proof of (3.11) is complete.
The HWI inequality (3.12) can be easily deduced from the inequality:∫
Rd
g logg dµ−
∫
Rd
〈∇g,∇W∗ − y〉dµ
−
∫
Rd
〈
Λ
[
e−Φ,∇W∗, y](∇W∗ − y),∇W∗ − y〉g dµ
obtained in the proof of (3.9) and the Cauchy inequality. 
Let us comment on the obtained results.
Inequality (3.9) can be considered as a natural generalization of the classical log-
Sobolev inequality for arbitrary convex measures. In particular, it implies the classical
result that a probability convex measure e−Φ dx with D2Φ  1
C
· Id, C > 0, satisfies the
log-Sobolev inequality with C.
Inequality (3.10) was obtained by Brascamp and Lieb in [12]. One can ask whether the
analogous generalization of the log-Sobolev inequality holds, i.e., whether the estimate
1
2
Entµ
(
ϕ2
)

∫
Rd
〈(
D2Φ
)−1∇ϕ,∇ϕ〉dµ (3.14)
holds for every nice ϕ :Rd → R. Surprisingly, the answer is negative. Inequality (3.11) was
proved by Bobkov and Ledoux in [5], where they also gave a counterexample to (3.14).
Note that (3.9) and the Brascamp–Lieb inequality are connected in the same way as the
classical log-Sobolev and Poincaré inequalities.
The HWI inequality (3.12) was obtained in [29] (see [4] for a short proof).
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Example 3.2. Let V :R+ → R be a convex increasing function and let µ = e−V (r2/2) dx be
d da probability measure on R . Let f :R → R be an even (or odd) smooth function. Then
the following inequality holds:
Entµ f 2 
∫
Rd
1
v(r2/2)
〈∇f,∇f 〉dµ,
where v(α) = ∫ 10 sV ′(s2α)ds.
Proof. Note that
∂2
∂xi ∂xj
V
(
r2
2
)
= V ′′
(
r2
2
)
xixj + V ′δij .
Hence
D2
(
V
(
r2
2
))
 V ′
(
r2
2
)
I.
The optimal transport ∇W between µ and f 2∫
Rd
f 2 dµ · µ is antisymmetric since f 2 is even.
Since W∗ is convex, we have 〈∇W∗(x), x〉 0 and
〈
(1 − s)∇W∗(x)+ sx〉2 = (1 − s)2∥∥∇W∗(x)∥∥2 + 2s(1 − s)〈∇W∗(x), x〉+ s2x2  s2x2.
The function V ′ is increasing, hence
Λ
(
e−Φ,∇W∗, x) ( 1∫
0
sV ′
(
s2
2
r2
)
ds
)
I.
Applying (3.9) we complete the proof. 
Now we give a very simple estimate of the transportation cost for measures satisfying
the Poincaré inequality.
Proposition 3.3. Let µ have an a.e. positive density with respect to Lebesgue measure and
satisfy (1.6), let f be an a.e. positive function such that f ·µ is a probability measure and
let f ∈ L2(µ). Suppose that ∫
Rd
‖x‖2 dµ< ∞ and ∫
Rd
‖x‖2f dµ< ∞. Then
1
4C
W 22 (µ,f ·µ)
∫
Rd
f 2 dµ− 1.
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Proof. Let ∇V be the optimal transfer plan between f · µ and µ. Note that V ∗ ∈ L1(µ).
Indeed, ∫
Rd
V ∗ dµ
∫
Rd
V ∗(0)dµ+
∫
Rd
〈∇V ∗, x〉dµ
 V ∗(0)+
∫
Rd
〈∇V ∗ − x, x〉dµ+
∫
Rd
‖x‖2 dµ
 V ∗(0)+
∫
Rd
‖x‖2 dµ+
√√√√∫
Rd
‖x‖2 dµ
√√√√∫
Rd
(∇V ∗ − x)2 dµ
= V ∗(0)+
∫
Rd
‖x‖2 dµ+W2(µ,f dµ)
√√√√∫
Rd
‖x‖2 dµ< ∞.
The function V is defined up to a constant C. Choose C in such a way that
∫
Rd
V ∗ dµ =
1
2
∫
R
x2 dµ. Applying the well known identities V (x) + V ∗(∇V ) = 〈x,∇V 〉 and V (x) +
V ∗(y) 〈x, y〉 we obtain:
1
2
W 22 (µ,f ·µ) =
1
2
∫
Rd
(x − ∇V )2f dµ =
∫
Rd
(
x2
2
− V (x)− V ∗(∇V )+ ∇V
2
2
)
f dµ
=
∫
Rd
(
x2
2
− V ∗
)
dµ−
∫
Rd
(
V − x
2
2
)
f dµ

∫
Rd
(
x2
2
− V ∗
)
dµ−
∫
Rd
(
x2
2
− V ∗
)
f dµ
=
∫
Rd
(
x2
2
− V ∗
)
(1 − f )dµ
[ ∫
Rd
(
x2
2
− V ∗
)2
dµ
∫
Rd
(1 − f )2 dµ
]1/2

[
C
∫
Rd
(x − ∇V ∗)2 dµ
∫
Rd
(1 − f )2 dµ
]1/2
=
[
C
∫
Rd
(x − ∇V −1)2 dµ
∫
Rd
(1 − f )2 dµ
]1/2
= √C
[ ∫
Rd
f 2 dµ− 1
]1/2
W2(µ,f dµ).
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Hence 12W2(µ,f ·µ)
√
C[∫
Rd
f 2 dµ− 1]1/2. The proof is complete. Note that there exist estimates of the type WL(µ,f ·µ)C
∫
X
f logf dµ for measures
satisfying Poincaré inequalities (e.g., the exponential measures) and an appropriate cost
function L(x1 − x2) (see [4,31]). Typically, the cost function L(x1 − x2) is quadratic for
x ∈ [0,A] and some A> 0 and linear for x > A.
4. Infinite-dimensional transfer plans for Gaussian measures
In this section, we consider an infinite-dimensional centered Radon Gaussian measure
γ on a locally convex Suslin space X and H denotes its Cameron–Martin space.
We denote by L the Hilbert space of all square integrable vector fields, i.e., the space of
square integrable mappings v :X → H endowed with the norm ∫
X
‖v‖2H dγ . We denote by
X∗γ the completion of the dual space X∗ in the L2(γ )-norm. As usual we denote by FC∞0
the space of smooth cylindrical functions, i.e., the functions of the form ϕ(l1(x), . . . , lk(x)),
where ϕ ∈ C∞0 (Rk), l1, . . . , lk ∈ X∗.
Let us fix an orthonormal basis {ξn} in X∗γ . Then {en = Rγ (ξn)} is an orthonormal
basis in H . It is well known (see [6]) that to every h ∈ H one can associate an element
hˆ ∈ X∗γ such that h = Rγ hˆ. Let Pn denote the projection of X on the subspace generated
by {e1, . . . , en}, i.e., Pn(x) =∑ni=1 ξi(x)ei . The conditional expectation fn of f ∈ L2(γ )
with respect to the sigma-algebra Fn generated by {e1, . . . , en} has the form
fn(x) =
∫
X
f (Pnx + Sny)γ (dy),
where Sny =∑∞i=n+1 ξi(y)ei . It is well known (see [6]) that H and X∗γ are separable.
We say that a measure µ admits a logarithmic derivative along h if there exists a function
β
µ
h (x) ∈ L1(µ) such that for every ϕ ∈FC∞0 :∫
X
∂ϕ
∂h
µ(dx)= −
∫
X
ϕβ
µ
h (x)µ(dx).
It is well known that βγh = −hˆ. If µ is given by its smooth density  with respect to γ , then
β
µ
h = ∂h − hˆ(x). An integrable mapping F :X → R is said to admit a weak derivative
Fh :X → R along h ∈ H if Fh is integrable and the following integration-by-parts formula
holds: ∫
X
Fh(x)γ (dx)= −
∫
X
F(x)βh(x)γ (dx).
More generally, a weak derivative of F along h can be defined via the integration by parts
formula for every measure µ that has the logarithmic derivative along h.
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Recall that in the finite-dimensional case the logarithmic gradient of  dx is defined by
∇

. In the infinite-dimensional case, there are no analogs of ∇ and , but logarithmic
gradients can by defined by the integration-by-parts formula. Let µ be absolutely
continuous with respect to γ . If there exists a measurable mapping βµH :X → X such
that l(βµH ) = βµRγ l for every l ∈ X∗, then β
µ
H is called the logarithmic gradient of µ. For
example, βγH (x) = −x .
We show in this section that for every probability measure µ = g · γ satisfying the
conditions Entγ dµdγ ,Entµ
dγ
dµ < ∞, there exists an H -monotone mapping T of the type
T (x)= x + F(x), where F takes values in H , such that T transforms g · γ to γ .
We give below a simple corollary of the finite-dimensional results obtained above.
Though the corollary is a partial case of the general result from [21], we emphasize that
the presented proof provides a very clear and simple analytic point of view on the infinite-
dimensional optimal transfer problem.
Corollary 4.1. Suppose that µ = g · γ is a probability measure such that Entγ dµdγ =∫
X
g logg dγ < ∞ and Entµ dγdµ = −
∫
X
logg dγ < ∞. Then there exists a mapping T =
x +F(x) :X → X such that γ = (g · γ ) ◦ T −1, T is H -monotone and F ∈ L.
Proof. First we consider the case where 0 < c g  C. Let us construct an approximating
sequence of smooth functions gn such that gn → g for γ -a.e. x , 0 < c < gn < C and
every gn has the form gn = ϕn(e1, . . . , en) for some ϕn :Rn → R+. For example, one
can take E(g|Fn) and then construct smooth approximations of E(g|Fn) by the standard
convolution procedure. We equip span{e1, . . . , en} with the Cameron–Martin norm. Then
the measure γ ◦P−1n is standard Gaussian. Consider the optimal transfer plan Tn :Rn → Rn
between the finite-dimensional measures (gn · γ ) ◦ P−1n and γ ◦P−1n . Let us extend every
Tn to all of X by setting Tn(x) = Tn(Pnx)+ x − Pnx . Then (gn · γ ) ◦ T −1n = γ . Applying
Theorem 2.2 we get the following estimate:
1
2
∫
X
(Tn − Tm)2Hgn dγ 
∫
X
log
gn
gm
gn dγ. (4.15)
By the same reasoning 12
∫
X
(x − Tm)2H dγ  −
∫
X
loggm dγ , hence x − Tn is bounded
in L. We can extract a L-weakly convergent subsequence x − Tn → x − T ∈ L. Let us
show that (g · γ ) ◦ T −1 = γ . Indeed, applying (4.15) we obtain by the properties of weak
convergence and the Lebesgue dominated convergence theorem that
c ·
∫
X
(T − Tn)2H dγ  c · lim
m
∫
X
(Tm − Tn)2H dγ  lim
m
∫
X
(Tm − Tn)2Hgn dγ
 lim
m
∫
X
log
gn
gm
gn dγ =
∫
X
log
gn
g
gn dγ.
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Clearly, Tn − x → T − x in L and T is H -monotone. Passing to a subsequence, one can
assume that Tn − x → T − x in H γ -a.e. Let us take a bounded Borel cylindrical function
ϕ. Since
∫
X
ϕ(Tn)gn dγ =
∫
X
ϕ dγ , we get by the dominated convergence theorem that∫
X
ϕ(T )g dγ = limn
∫
X
ϕ(Tn)gn dγ =
∫
X
ϕ dγ , hence (g ·γ )◦T−1 = γ . Note that estimate
(4.15) remains true for the infinite-dimensional case, more precisely, if 0 < c < f,g < C
are γ -measurable functions on X, and Tf ,Tg are the corresponding infinite-dimensional
transports, then
1
2
∫
X
(Tg − Tf )2Hg dγ 
∫
X
log
g
f
g dγ. (4.16)
Now let Entγ ( dµdγ ),Entµ
dγ
dµ < ∞. Note that∫
X
| logg|dγ = −
∫
X
logg dγ + 2
∫
g>1
logg dγ = Entµ dγdµ − 2
∫
g>1
log
(
1
g
)
1
g
g dγ
 Entµ
dγ
dµ
+ 2e−1
∫
g>1
g dγ < ∞.
Hence logg ∈ L1(γ ). Let gn = g∨
1
n∧n∫
X g∨ 1n∧ndγ
. It follows from (4.16) that
1
2
∫
X
(Tgn − Tgm)2Hgn dγ 
∫
X
log
gn
gm
gn dγ.
As above we extract an L-weakly convergent subsequence Tgn − x → T − x (denoted by
{Tn − x}). L-weak convergence Tn − x → T − x and L1(γ )-convergence loggn → logg
yield that
1
2
∫
X
(Tn − T )2Hgn dγ  limm
∫
X
log
gn
gm
gn dγ =
∫
X
log
gn
g
gn dγ.
The obvious relations,∫
X
gn loggn dγ →
∫
X
g logg dγ and
∫
X
gn logg dγ →
∫
X
g logg dγ,
imply that
∫
X
(Tn − T )2Hgn dγ → 0. Passing to a subsequence one can assume that
Tn − x → T − x in H γ -a.e. This yields that γ = (g · γ ) ◦ T −1 and T is H -monotone. 
The proof of the following theorem is similar. It gives a natural generalization of
Talagrand’s inequality for two different transfer plans in the infinite-dimensional case.
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Theorem 4.2. Let f · γ , g · γ be probability measures such that
Entγ f · γ < ∞, Entγ g · γ < ∞, Entf ·γ γ < ∞, Entg·γ γ < ∞,
and let Tf ,Tg be the mappings constructed by Corollary 4.1. Then
1
2
∫
X
(Tg − Tf )2Hg dγ  Entf ·γ
g
f
.
5. Optimal transfer plans as logarithmic gradients of convex measures
In this section we show that the mapping −T constructed in the previous section is the
logarithmic gradient of a convex probability measure µ.
As above we consider a Suslin locally convex space X with a centered Radon Gaussian
measure γ . We choose an orthonormal basis {ei} in H and consider the sequence of
the corresponding projections Pn defined as above. The measure γ can be represented
as the product measure γ = ∏ni=1 γ i ⊕ γ˜n, where every γ i is the image of γ under
projection x → ξi(x)ei = xiei . Denote γn :=∏ni=1 γ i . Let C > g > c > 0 be the Radon–
Nikodym density of some probability measure g · γ and let Tn = ∇W∗n be the sequence of
the optimal transfer plans constructed in Corollary 4.1. Let us chose the corresponding
convex functions W∗n :Rn → R in such a way that
∫
Rn
W∗n dγn =
∫
Rn
x2
2 dγn = n2 (the
integrability of W∗n can be shown in the same way as in Proposition 3.3). We define
µn = (1/
√
2π)ne−W∗n dx ⊕ γ˜n. Clearly, {µn} is a sequence of measures equivalent to γ . It
is convenient to identify µn with µn ◦ P−1n and write
∫
Rn
ϕ dµn in place of
∫
X
ϕ dµn for
cylindrical functions ϕ depending only on Pnx . The subspace PnX is equipped with the
H -norm and all the finite-dimensional inequalities obtained below are considered in this
norm.
Theorem 5.1. Let g · γ be a probability measure such that C > g > c > 0, where C and c
are constants, and let T be the mapping constructed in Corollary 4.1. Then there exists a
convex probability measure ν such that −T is the logarithmic gradient of ν.
Proof. First of all we estimate the total variation of µn. By Jensen’s inequality,
µn(X) =
(
1√
2π
)n ∫
Rn
e−W∗n dx =
∫
Rn
ex
2/2−W∗n dγn  e
∫
Rn (x
2/2−W∗n )dγn = 1,
we obtain an estimate from below. For an estimate from above we use the following
infimum-convolution inequality that is equivalent to the transportation cost inequality (see
[4,27]): ∫
Rn
eQf dγn  e
∫
Rn f dγn,
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where Qf = infy∈Rn[f (y)+ 12 |x−y|2]. In particular Q(Wn −x2/2) = x2/2−W∗n . Hence,µn(X) =
∫
Rn
ex
2/2−W∗n dγn  exp
∫
Rn
(
Wn − x
2
2
)
dγn = exp
∫
Rn
(
Wn − x
2
2
)
(∇W∗n )gn dγn.
By using that Wn(∇W∗n )+W∗n = 〈x,∇W∗n 〉 we get:
µn(X) exp
∫
Rn
(
〈x,∇W∗n 〉 −W∗n −
∇(W∗n )2
2
)
gn dγn
 exp
∫
Rn
(
x2
2
−W∗n
)
gn dγn  eC
∫
Rn |x2/2−W∗n |dγn.
Applying the classical Poincaré inequality for Gaussian measures, Theorem 2.2 and taking
into account that ∫
Rn
(
x2
2
−W∗n
)
dγn = 0,
we obtain:
µn(X) exp
√√√√C2 ∫
Rn
(x − ∇W∗n )2 dγn  exp
√√√√C2
c
∫
Rn
2gn loggn dγn  eC
√
2C
c logC.
Let us set A := supn µn(X).
Let us establish the uniform tightness of {µn}. We apply Theorem 2.2 to the case f = 1,
g = gn, µ = γn and ϕn = e ∇Wn
2
2 −W∗n (∇Wn). Taking into account that ∇Wn(∇W∗n ) = x and
∇ϕn(∇W∗n )
ϕn(∇W∗n )
= (D2W∗n )−1(x − ∇W∗n ),
we obtain:(
1√
2π
)n ∫
Rn
gn loggne−W
∗
n dx

(
1√
2π
)n 1
2
∫
Rn
(x − ∇W∗n )2gne−W
∗
n dx
+
(
1√
2π
)n ∫
Rn
〈(
D2W∗n
)−1[
x − ∇W∗n
]
, x − ∇W∗n
〉
gne
−W∗n dx.
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Hence,AC
c
logC  1
2
∫
Rn
(x − ∇W∗n )2 dµn +
∫
Rn
〈(
D2W∗n
)−1[x −∇W∗n ], x −∇W∗n 〉dµn. (5.17)
Then for every fixed i  n we have:
∫
Rn
[
x2i +
(
∂W∗n
∂xi
)2]
dµn =
∫
Rn
(
xi − ∂W
∗
n
∂xi
)2
dµn + 2
∫
Rn
xi
∂W∗n
∂xi
dµn
=
∫
Rn
(
xi − ∂W
∗
n
∂xi
)2
dµn + 2µn(X).
Hence,
k∑
i=1
∫
Rn
x2i dµn < 2Ak +
∫
Rn
(x − ∇W∗n )2 dµn  2A
(
k + C logC
c
)
, k  n.
By the Chebyshev inequality:
µn
(
k∑
i=1
x2i > N
)

2A(k + C logC
c
)
N
.
This implies that the measurable linear mapping X  x → (ξi(x))i ∈ R∞ pushes forward
the sequence of measures {µn} to a uniformly tight sequence of measures on R∞.
Moreover, let us fix some h ∈ H . Then h =∑∞i=1 hiei = vn + w where vn =∑ni=1 hiei .
Hence, ∫
X
hˆ2(x)dµn =
∫
X
vˆ2n(x)dµn + 2
∫
X
vˆn(x)wˆ(x)dµn +
∫
X
wˆ2(x)dµn
=
∫
X
vˆ2n(x)dµn +
∫
X
wˆ2(x)dµn.
In the same way as above one can easily show that∫
X
hˆ2(x)dµn  2‖vn‖2HA
(
1 + C logC
c
)
+ ‖w‖2H . (5.18)
Hence, if h ∈ H , then supn ‖hˆ‖L2(µn) < ∞.
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Now let us prove that the sequence of the Radon–Nikodym densitiesn = (x1, . . . , xn) := dµndγn = e
1
2
∑n
i=1 x2i −W∗n
has an L1(γ )-convergent subsequence. Indeed, we obtain by the log-Sobolev inequality
for Gaussian measures that
∫
Rn
n logn dγn 
∫
Rn
n dγn
(
log
∫
Rn
n dγn
)
+ 1
2
∫
Rn
〈∇n,∇n〉H
n
dγn
A logA+ 1
2
∫
Rn
(x − ∇W∗n )2 dµn A logA+
AC logC
c
.
This yields the γ -uniform integrability of {n}. Now let us apply the Poincaré inequality
for γ to the function logn − logm, where m n. Taking into account that
∫
X
(logn − logm)dγ =
∫
X
(
W∗n −W∗m +
m∑
i=n+1
x2i
)
dγ = 0,
we get:
∫
X
(logn − logm)2 dγ = Varγ
(
W∗n −W∗m +
m∑
i=n+1
x2i
)

∫
X
(Tm − Tn)2H dγ.
We know that {Tm − x} is fundamental in L, hence one can extract a γ -a.e. convergent
subsequence from {W∗n − 12
∑n
i=1 x2i }. Since {n} is γ -uniformly integrable, we obtain that
some subsequence of {n} (denoted again by {n}) converges in L1(γ ) to some function
, hence A µ(X) 1, where µ :=  · γ .
Let us prove that µ satisfies the following integration by parts formula:∫
X
∂ϕ
∂h
dµ =
∫
X
ϕhˆ(T )dµ
for every ϕ ∈ FC∞0 , h ∈ H,‖h‖ = 1. From L1(γ )-convergence n →  and estimate
(5.18) we obtain ∫X ϕhˆ(x)dµn → ∫X ϕhˆ(x)dµ. Hence by the integration-by-parts formula
it suffices to prove that
lim
n
∫
X
ϕhˆ(Tn − x)dµn = lim
n
∫
X
ϕ〈Tn − x,h〉H dµn =
∫
X
ϕ〈T − x,h〉H dµ.
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Since,ϕ〈Tn − x,h〉H ∂µn
∂γ
→ ϕ〈T − x,h〉H ∂µ
∂γ
γ -a.e.,
it is enough to show that fn = |〈Tn − x,h〉H | ∂µn∂γn is γ -uniformly integrable, hence
converges in L1(dγ ). To this end we show that
fn| logfn| =
∣∣∣∣∣ log ∣∣〈Tn − x,h〉H ∣∣−W∗n + 12
n∑
i=1
x2i
∣∣∣∣∣ · ∣∣〈Tn − x,h〉H ∣∣ · e−W∗n+ 12 ∑ni=1 x2i
is an L1(γ )-bounded sequence. By the Cauchy inequality it suffices to prove that the
sequences
∫
Rn
(W∗n − x2/2)2 dµn,
∫
Rn
(∇W∗n − x)2 dµn are bounded.
Indeed, boundedness of
∫
Rn
(∇W∗n − x)2 dµn follows by (5.17). By the Brascamp–Lieb
inequality (3.10) we have:
∫
Rn
(
1
2
n∑
i=1
x2i −W∗n
)2
dµn 
(
∫
Rn
[ 12
∑n
i=1 x2i −W∗n ]dµn)2
µn(X)
+
∫
Rn
〈(
D2W∗n
)−1[x − ∇W∗n ], x − ∇W∗n 〉dµn.
Applying (5.17) and the estimate for the entropy,∫
Rn
n logn dγ =
∫
Rn
[
1
2
n∑
i=1
x2i −W∗n
]
dµn,
we see that
∫
Rn
( 12
∑n
i=1 x2i − W∗n )2 dµn is bounded. The desired probability measure is
ν := µ
µ(X)
. Clearly, ν is convex as the limit of convex measures. The proof is complete. 
6. Estimates of the second derivatives
We denote by Hγ the space of measurable mappings A :X →H, whereH is the space
of all Hilbert–Schmidt operators on H , such that∫
X
∥∥A(x)∥∥2H dγ < ∞,
where ‖ · ‖H is the Hilbert–Schmidt norm. We endowHγ with its natural inner product
〈A,B〉Hγ =
∫
X
∞∑
i=1
〈
A(x)ei,B(x)ei
〉
H
dγ.
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We denote in the following TrA =∑∞i=1〈Aei,Aei〉H for every non-negative operator A
on H .
We prove in this section that the measure ν constructed in Section 5 is non-degenerate
in some sense. More precisely, the weak derivative of T can be estimated from below
(in the sense of distributions) by some mapping DT that has the form DT = (E + K)2,
where K ∈Hγ . Moreover, DT admits an inverse operator (E+L)2 for γ -almost all x ∈ X
and L ∈Hγ . DT can be obtained as the limit of the derivatives of the finite-dimensional
approximations Tn. Unfortunately, it is not clear whether DT coincides with the weak
derivative of T , i.e., whether inequality (6.19) can be replaced by the equality. However,
we show that this is the case under the additional assumption that the second derivatives of
logg are uniformly bounded from below.
Some results on the second derivatives of the infinite-dimensional transport are ob-
tained in [21]. The following problem remains open: when does the infinite-dimensional
analog of the Monge–Ampère equation (1.4) hold? It was shown in [21] that under
broad assumptions the desired change-of-variables formula holds in the form of inequal-
ity.
Theorem 6.1. Let g satisfy the assumptions of Corollary 4.1 and, in addition, 0 < c < g.
Then there exists a measurable mapping DT with values in the space of symmetric
nonnegative operators on H such that K = √DT − E ∈ Hγ , DT (x) has the inverse
operator DT −1(x) for γ -almost every x and the following inequality holds:∫
X
〈T − x,h〉Hβh(x)dγ −
∫
X
〈
(DT −E)h,h〉
H
dγ, (6.19)
where h ∈ H and DT −1 has the form (E +L)2 with L ∈Hγ .
Proof. Let us consider the finite-dimensional approximations Tn → T constructed in
Section 4. By Theorem 2.2 we have that∫
X
log
gm
gn
gm dγ = 12
∫
X
(Tn − Tm)2Hgm dγ
+
∫
X
[
Tr
(
DTnDT
−1
m −E
)− (log detDTnDT −1m )]gm dγ
 c
∫
X
[
Tr
(
DTnDT
−1
m −E
)− (log detDTnDT −1m )]dγ.
Analogously,∫
X
log
gn
gm
gn dγ  c
∫
X
[
Tr
(
DTmDT
−1
n −E
)− (log detDTmDT −1n )]dγ.
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Summing these inequalities we obtain:∫
X
log
gn
gm
(gn − gm)dγ  c
∫
X
Tr
(
DTnDT
−1
m +DTmDT −1n − 2E
)
dγ
= c
∫
X
Tr
(
DT
−1/2
m DTnDT
−1/2
m +DT 1/2m DT −1n DT 1/2m − 2E
)
dγ.
Applying the inequality A + A−1 − 2E  (√A − E)2 + (√A−1 − E)2, which holds for
every positive symmetric matrix A, we see that the right-hand side is bigger than
c
∫
X
Tr
[(√
DT
−1/2
m DTnDT
−1/2
m −E
)2 + (√DT 1/2m DT −1n DT 1/2m −E)2]dγ,
which equals
c
∥∥√DT −1/2m DTnDT −1/2m −E∥∥2Hγ + c∥∥√DT 1/2m DT −1n DT 1/2m −E∥∥2Hγ .
Taking gm = 1 we see that the norms ‖√DTn − E‖2Hγ , ‖
√
DT −1n − E‖2Hγ are uniformly
bounded. Hence one can extract an Hγ -weakly convergent subsequence (denoted again by
Tn) such that
√
DTn − E = Kn → K ,
√
DT −1n − E = Ln → L. By the Banach–Saks
theorem, there exists a subsequence (denoted again by Tn) such that 1n
∑n
i=1
√
DTi −
E → K and 1
n
∑n
i=1
√
DT −1i − E → L in the norm of the space Hγ . Passing to a
subsequence in this sequence of arithmetic means we have convergence in the Hilbert–
Schmidt norm for γ -almost every x . To simplify notation we shall assume that this
holds for the whole sequence of arithmetic means. Denote 1
n
∑n
i=1
√
DTi by DT 1/2n and
1
n
∑n
i=1
√
DT −1i by DT
−1/2
n . The above obtained inequality implies that for every k ∈ N,
1
m
m∑
i=1
∫
X
log
gn
gi
(gn − gi)dγ
 c 1
m
m∑
i=1
∫
X
Tr
(
DT
−1/2
i DTnDT
−1/2
i +DT 1/2i DT −1n DT 1/2i − 2E
)
dγ
 c 1
m
m∑
i=1
k∑
j=1
∫
X
〈
DTnDT
−1/2
i ej ,DT
−1/2
i ej
〉
H
dγ
+ c 1
m
m∑
i=1
k∑
j=1
∫
X
〈
DT −1n DT
1/2
i ej ,DT
1/2
i ej
〉
H
dγ − 2ck.
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Since
∫
X log
gn
gm
(gn − gm)dγ →
∫
X log
gn
g
(gn − g)dγ , the averages1
m
m∑
i=1
∫
X
log
gn
gi
(gn − gi)dγ
have the same limit. Then, by using the convexity properties, we obtain:
∫
X
log
gn
g
(gn − g)dγ  lim
m
k∑
j=1
[
c
∫
X
〈
DTnDT
−1/2
m ej ,DT
−1/2
m ej
〉
H
dγ
+ c
∫
X
〈
DT −1n DT
1/2
m ej ,DT
1/2
m ej
〉
H
dγ
]
− 2ck.
Clearly, DT 1/2n → E + K , DT −1/2n → E + L in the operator norm for γ -almost all x .
Then by Fatou’s lemma,
∫
X
log
gn
g
(gn − g)dγ 
k∑
j=1
[
c
∫
X
〈DTn(E +L)ej , (E +L)ej 〉H dγ
+ c
∫
X
〈DT −1n (E +K)ej , (E +K)ej 〉H dγ
]
− 2ck.
Applying the inequality 1
n
∑n
i=1 DTi  ( 1n
∑n
i=1
√
DTi )
2 one obtains as above that
0 c · lim
n
k∑
j=1
[∫
X
〈(
DT
1/2
n
)2
(E +L)ej , (E +L)ej 〉H dγ
+
∫
X
〈(
DT
−1/2
n
)2
(E +K)ej , (E +K)ej
〉
H
dγ
]
− 2ck
 c
∫
X
k∑
j=1
[〈
(E +K)2(E +L)ej , (E +L)ej
〉
H
+ 〈(E +L)2(E +K)ej , (E +K)ej 〉H − 2〈ej , ej 〉H ]dγ.
Since the integrand on the right-hand side of this formula is nonnegative γ -a.e. as the γ -a.e.
limit of nonnegative functions, it vanishes. Similarly, one proves that〈
(E +L)(E +K)2(E +L)v, v〉
H
+ 〈(E +K)(E +L)2(E +K)v, v〉
H
= 2
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for every measurable field v :X → H such that ‖v(x)‖H = 1 for almost every x . Therefore,
2 2(E + L)(E + K) (E + L) + (E + K)(E + L) (E + K) = 2E γ -a.e. By Lemma 6.5
from Appendix we have (E +K)(E +L) = (E +L)(E +K) = E γ -a.e. The inequalities
obtained above and the trace property TrAB = TrBA yield,
∫
X
log
gn
g
(gn − g)dγ  sup
k
k∑
j=1
[
c
∫
X
〈
DTn(E +L)ej , (E +L)ej
〉
H
dγ
+ c
∫
X
〈
DT −1n (E +K)ej , (E +K)ej
〉
H
dγ
]
− 2ck
 c
∫
X
Tr
[
(E +L)DTn(E +L)
+ (E +K)DT −1n (E +K)− 2E
]
dγ
= c
∫
X
Tr
[
(E +Kn)(E +L)2(E +Kn)
+ (E +Ln)(E +K)2(E +Ln)− 2E
]
dγ.
Since A+A−1 −2E  (√A−E)2 + (√A−1 −E)2 for every positive symmetric operator
A, it follows that∫
X
log
gn
g
(gn − g)dγ  c
∫
X
∥∥√(E +L)DTn(E +L)−E∥∥2H dγ
+ c
∫
X
∥∥√(E +K)DT −1n (E +K)−E∥∥2H dγ
and ∫
X
log
gn
g
(gn − g)dγ  c
∫
X
∥∥√(E +Kn)(E +L)2(E +Kn)−E∥∥2H dγ
+ c
∫
X
∥∥√(E +Ln)(E +K)2(E +Ln)−E∥∥2H dγ.
Letting n → ∞ and passing to a subsequence we obtain that the operators√
(E +K)DT −1n (E +K)−E and
√
(E +L)DTn(E +L)−E
tend to the zero operator in the Hilbert–Schmidt norm γ -a.e., hence Kn → K and Ln → L
in the operator norm γ -a.e.
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Now let us prove thatlim
n
∫
X
〈
(Kn −K)v1, v2
〉
H
dγ = 0 (6.20)
for every v1, v2 ∈ H . Indeed, one can easily construct a symmetric operator B such that
B(span{v1, v2}) = span{v1, v2}, B|span{v1,v2}⊥ = 0 and 〈A,B〉H = 〈Av1, v2〉H for every
Hilbert–Schmidt operator A. We immediately obtain the claim fromH-weak convergence
Kn → K .
Now let us prove (6.19). By Corollary 4.1 Tn → T in L. Then, by (6.20), Fatou’s lemma
and the fact that Knh → Kh γ -a.e., we obtain:∫
X
〈T − x,h〉Hβh(x)dγ = lim
n
∫
X
〈Tn − x,h〉Hβh(x)dγ
= − lim
n
∫
X
∂
∂h
〈Tn − x,h〉H dγ = − lim
n
∫
X
〈
(DTn −E)h,h
〉
H
dγ
= − lim
n
∫
X
〈(
2Kn +K2n
)
h,h
〉
H
dγ
−
∫
X
〈(
(E +K)2 −E)h,h〉
H
dγ.
The proof is complete. 
Lemma 6.2. Let ∇Φ :Rd → Rd be the optimal transfer plan sending a probability measure
eψ · γd to γd , where ψ is smooth. Suppose that ∂2ψ∂h2  −M almost everywhere for some
h ∈ Rd , ‖h‖ = 1 and M  0. Then ( ∂2Φ
∂h2
)2  4(1 +M).
Proof. We follow an idea of Caffarelli [14]. By approximation we can replace the measure
γd by χ(BR)·γdγd(BR) , where R > 0 and BR = {x: ‖x‖R}. Let us fix some ε > 0 and show that
the incremental quotient
δΦε = Φ(x + εh)+Φ(x − εh)− 2Φ(x)
satisfies the maximum principle. It can be shown exactly in the same way as in [14] (see
Lemma 4) that δΦε → 0 as |x| → ∞.
Let x0 be the point where δΦε attains its maximum. Then
∇Φ(x0 + εh)+ ∇Φ(x0 − εh) = 2∇Φ(x0) (6.21)
and
D2Φ(x0 + εh)+D2Φ(x0 − εh) 2D2Φ(x0).
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By the concavity of log det we obtain:log detD2Φ(x0) log det
(
D2Φ(x0 + εh) +D2Φ(x0 − εh)
2
)
 1
2
(
log detD2Φ(x0 + εh)+ log detD2Φ(x0 − εh)
)
.
Hence, by the change-of-variables formula
2
(
ψ(x0)+ (∇Φ(x0))
2
2
− x
2
0
2
)
ψ(x0 + εh)+ (∇Φ(x0 + εh))
2
2
− (x0 + εh)
2
2
+ψ(x0 − εh)+ (∇Φ(x0 − εh))
2
2
− (x0 − εh)
2
2
and we obtain from (6.21) that
ε2  δεhψ(x0)+ 14
(∇Φ(x0 + εh) −∇Φ(x0 − εh))2.
By the convexity of Φ
Φ(x0)Φ(x0 − εh) +
〈∇Φ(x0 − εh), εh〉,
Φ(x0)Φ(x0 + εh) −
〈∇Φ(x0 + εh), εh〉,
hence 〈∇Φ(x0 + εh)− ∇Φ(x0 − εh), εh〉 δεhΦ(x0).
Consequently
〈∇Φ(x0 + εh)− ∇Φ(x0 − εh)〉2ε2  (δεhΦ(x0))2
and
ε2  δεhψ(x0)+
(
δεhΦ(x0)
2ε
)2
.
Hence for every x one has (δεhΦ(x))2  (δεhΦ(x0))2  4(1 +M)ε4. Therefore, ( ∂2Φ∂h2 )2 
4(1 +M). 
Remark 6.3. In fact a stronger estimate holds: under the assumptions of Lemma 6.2 one
has ( ∂2Φ
∂h2
)2  1+M . This can be readily shown by a heuristic application of the maximum
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principle. If ∂
2Φ
∂h2
(x) attains its maximum at some point x0, we obtain by differentiating the
identity
ψ − x
2
2
= log detD2Φ − (∇Φ)
2
2
along h that
ψh − (x,h) = (detD
2Φ)h
detD2Φ
− 〈D2Φh,∇Φ〉
ψhh − 1 = (detD
2Φ)hh
detD2Φ
− (detD
2Φ)2h
(detD2Φ)2
−
〈
∇ ∂
2Φ
∂h2
,∇Φ
〉
−
(
∂2Φ
∂h2
)2
.
Since x0 is a point of maximum, we obtain ∇ ∂2Φ∂h2 (x0) = 0 and (detD2Φ)hh  0. Hence
( ∂
2Φ
∂h2
)2  1 −ψhh  1 +M .
Theorem 6.4. Suppose that g satisfies the conditions of Theorem 6.1 and, in addition,
− ∂2 logg
∂h2
M . Then 〈T − x,h〉H has a weak derivative along h, i.e., for every smooth
cylindrical ϕ∫
X
ϕ〈T − x,h〉Hβh(x)dγ = −
∫
X
ϕ
〈
(DT −E)h,h〉
H
dγ −
∫
X
ϕh〈T − x,h〉H dγ.
Moreover, 〈DT h,h〉H is uniformly bounded.
Proof. It is easy to show that the finite-dimensional approximations gn can be chosen
in such a way that − ∂2 loggn
∂h2
 M . Indeed, it follows from Prékopa’s theorem (see
[27]) that the conditional expectation E(g|Fn) preserves this property. By Lemma 6.2
one has 〈DTnh,h〉2H  4(1 + M). By Theorem 6.1 we obtain that a subsequence of
{DhTn(x)} tends to (E +K)2(x)h for γ -almost every x . Applying Lebesgue’s domination
convergence theorem and integration by parts we readily obtain our claim. 
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Appendix A
Lemma 6.5. Let K,L be compact symmetric nonnegative operators on a separable Hilbert
space H . Suppose that A = E +K and B = E +L satisfy the following relation:
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AB2A+BA2B = 2E. (A.1)Then AB = BA = E.
Proof. It is well known that AB can be written as AB = UC, where C = |AB| is
symmetric and nonnegative, U is a partially isometric operator, i.e., U : KerU⊥ → RanU
is an isometric mapping and KerU = KerC. Clearly, C − E is compact. Hence KerC is
finite-dimensional and there exists an orthonormal basis {ei} in H such that Cei = λiei .
For every λi we denote by Hλi the corresponding space of eigenvectors of C with the
eigenvalue λi . Clearly, Hλi is finite-dimensional if λi = 1. We obtain from (A.1) that
UC2U∗ +C2 = 2E. Hence
〈CU∗ei ,CU∗ej 〉 = 〈UC2U∗ei , ej 〉 = 2〈ei, ej 〉 − 〈Cei,Cej 〉 = 0
if i = j and 〈CU∗ei,CU∗ei〉 = 2 − λ2i . This implies that U∗(Hλi ) ⊂ Hµi , where µi =√
2 − λ2i . Hence UC is an isometry on H1 and for every λi the spaces Hλi ⊕ Hµi and
(Hλi ⊕ Hµi )⊥ are invariant with respect to C and U∗, hence with respect to UC. One
can easily prove that there exists an invertible symmetric operator B˜ such that BB˜ is
the orthogonal projection P on KerB⊥. Then AP = UCB˜ . Suppose for simplicity that
the first m vectors {e1, . . . , em} of the basis constitute a basis in H0 and the vectors
{em+1, . . . , em+k} constitute a basis in H2. Note that KerB ⊂ KerC. By the invariance
of H0 ⊕ H2 and (H0 ⊕ H2)⊥ with respect to UC, we see that the (m + k)-dimensional
matrices Am+k = 〈Aei, ej 〉, B˜m+k = 〈B˜ei , ej 〉, where 1  i, j  m + k, satisfy the
following relation: Am+kPm,k = 2Um,kB˜m+k, where Pm,k is the projection of Rm+k on
KerB⊥ ⊃ span{em+1, . . . , em+k} and Um,k is an operator of the following type:
Um,kei = 0 if 1 i m,
and Um,k is an isometric embedding of span{em+1, . . . , em+k} into span{e1, . . . , em}. This
implies that the k × k matrix,
〈Aei, ej 〉, m+ 1 i, j m+ k,
is zero. But Am+k and B˜m+k are nonnegative, hence
〈Am+kei, ej 〉 = 0 for 1 i m, m+ 1 j m+ k.
Since Um,k is an isometry on span{em+1, . . . , em+k}, we obtain that
〈B˜ei, ej 〉 = 0, m+ 1 i, j m+ k.
Since B˜ is nonnegative, this contradicts the fact that B˜ admits an inverse operator. Hence
H0 = H2 = ∅, KerA = KerB = KerC = KerU = ∅, by the Fredholm alternative, A,B,C
are invertible and U is a unitary operator.
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Now we prove that Hλi = ∅ for every λi = 1. Indeed, we have A = UCB−1. Since−1 −1A,B are invertible, the matrices 〈Aei, ej 〉, 〈B ei, ej 〉 are non-degenerate for every
finite set K ⊂ N of indices i, j ∈ K . The spaces Hλi ⊕ Hµi and (Hλi ⊕ Hµi )⊥ are
invariant with respect to UC. We obtain as above that UC|Hλi ⊕Hµi is a composition of two
strictly positive matrices E, F . Hence TrUC|Hλi ⊕Hµi = TrEF = Tr
√
FE
√
F > 0. But
TrUC|Hλi ⊕Hµi = 0, since UC(Hλi ) ⊂ Hµi and UC(Hµi ) ⊂ Hλi . Thus we have AB = U ,
where U is a unitary operator. Clearly, AB = E. The proof is complete. 
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