Abstract. Following the work of A.Blumer, A.Ehrenfeucht and D.Haussler 1], we obtain an asymptotic estimation of the average number of terminal states in the su x directed acyclic word graph (DAWG) under a Bernouilli model. This estimation is useful to understand the average behavior of algorithms which attach special action to terminal nodes of DAWGs, like BDM 4]. We rst extract an expression of the average from the structure of the DAWG. Then, with a Mellin transform, we obtain an asymptotic expansion of the form ln(n)= ln(A)+C +F(n) where n is the size of the word, A the alphabet size, C a constant, and F an oscillating function with small amplitude. Finally, we compare theoretical results with experimental results.
Introduction
Su x directed acyclic word graphs (DAWGs) are very useful for textual pattern matching and lead to very fast algorithms, like BDM for one pattern, or MultiBDM for several patterns (see 3]). Studies have been undertaken to calculate their sizes in terms of number of nodes and edges, so as to predict the maximal or average space needed by the algorithms that use them (see 1]) and to demonstrate some of their properties. This paper takes place in this context. We give an asymptotic estimation of the number of terminal states of a DAWG under a Bernouilli model. This estimation is useful to understand the average behavior of algorithms which attach special action to terminal nodes of DAWGs, like BDM 4] .
Theoretical results are obtained with the use of methods developed in algorithm analysis 6, 8, 7, 13] during the last few years. These methods are clearer and simpler than the ones previously used in 1]. We then compare with experimental results on random word samples. The size of the words needed for convergence might be very large (for example 80000 letters), so that it was necessary to perform the tests by parallelizing some of the computations. This was done using the PV M library.
The method used is adapted from 1]. We begin by obtaining an expression of the probability that one factor is representative of its equivalent class and that the class is nal. To analyze this function asymptotically, we had to use a complex transform, named Mellin's transform. We then compare the results obtained for di erent sizes of alphabet.
Recently, P. Jacquet and W. Szpankowski 10] proved the same results as in 1] with a new approach, more precise but much more complicated, called string-ruler approach. It should be possible to obtain the same result as ours with their approach.
Probabilistic analysis
We consider a probabilistic model of the Bernouilli type, this means that all letters are independent and have the same probability. The alphabet size, A, is xed. We note n the word size. A factor s of a word x is representative of its equivalence class if it is maximal in its class. In this case, because of the properties veri ed by a DAWG, any other word of the class is a su x of x.
We begin to express the average number of terminal nodes F(n) as a sum of the word size, n. For each word of length k; 1 k n (A k words), we express the probability for it to be representative of its equivalence class in DAWG(x) (we separate pre xes of x, that are counted separately in G(n)) and this class to be terminal. We have A k P (1) k and G(n) = 1 + n?1 X k=1 A k P (2) k (2) P (1) k is the probability for a word of length k to be both a pre x and a su x of x. The probability for a word of length k to be at a speci c place in the word is 1 A k (we do not care about boundary e ects, that become less signi cant as n grows). We have then P
(1)
As the entire word x is representative of its equivalence class and as this class will always be terminal, we add one node to the sum. This is why there is an isolated 1 in F(n). P (2) k is the probability for a word of length k, which is not pre x, to be representative of its class and that this class is terminal. To calculate this probability, we sum on the number of right contexts of the word
where P k;m is the probability for a word of length k { to appear exactly m times in x (at least two times, else it can not represent an equivalence class).
{ to be the longest which appears in its position (it means that it can not be extended on the left by the same letter at the m occurrences).
{ to appear at a xed position in x, in x ? k.
The probability for a word of length k to appear in position x ? k is 1 A k .
There are then n ? 1 We simplify S by expanding P k .
2 Approximations of S at in nity
We approximate the function S when n ! 1. We simplify the indices to
We make in one step two approximations.
{ First, by using the fact that (1 + x) n e nx for x small, we approximate 
The Mellin transform is then de ned in the strip ? < Re(s) < ? . This strip is called the fundamental strip of F and is denoted by < ; >.
Mellin transform has a very important functional property about harmonics sums ( 5, 6] ). Let F(x) be
The use of a Mellin transform assumes (under general conditions) that it will be possible to extract an asymptotic expansion of F(x) from the poles of its transform. More precisely, the following theorem (presented in the paper 5]) explicits the relationship. { One pole at ?1 , but this is not relevant because we look for an asymptotic expansion when x ! 1. According to the theorem, we may restrict our attention to the right part of the strip < ?1; 0 >. 
Results
To compare theoretical results with experimental ones, we performed tests with two sizes of alphabet, A = 2 and A = 10, taking the average on a sample of words of length n with size varying from 1000 to 135000 (using a step of 2000) for A = 2 and from 1000 to 85000 (with the same step) for A = 10:
First, we detail of the part S(n) part and next the part concerning G(n). As the total function F(n) is the sum of the two functions S(n) and G(n), experimental results follow.
Results that correspond to S(n)
It appears clearly in Figure 1 that the experimental curve follows the main term ln(n? 1) ln (2) + C predicted by theory. Similarly, Figure 2 shows the adequacy between theoretical results and the experimental ones obtained for A = 10.
We can also see that the oscillations, in respect to the main term in ln(n ? 1)= ln(A), decrease very slowly to give in the limit the expected oscillations of order 10 ?6 . In both cases they stay in the order of 10 ?2 . This is due to the second order term given by the main theorem which is O(1=x), and so very weak. 
