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Abstract
Video delivery is anticipated to become among the most popular services in networking. The
rapid advances in communication technologies, combined with the increasing efficiency of
video compression techniques have paved the way for innovative and exciting video commu-
nication applications. However, the acceptance of video communication services can suffer
severely from variations and deterioration of the video quality. In the absence of Quality-of-
Service aware networks, the communicating applications cannot control the service parame-
ters offered to them by the underlying protocol layers. By consequence, the applications may
experience varying packet delivery delays and often also packet loss. This results in severe
degradation in the video quality as perceived by the user.
In this dissertation, we develop a framework for prioritized video delivery. We introduce mod-
els for the estimation of distortion resulting from loss of video packets. Based on these models,
we propose a video packet prioritization mechanism, which reflects accurately the importance
of the video data carried in one packet for the video quality at the end user. Using this prioritiza-
tion scheme, we design error control and avoidance techniques, which achieve near-to-optimal
video quality.
Given the trend towards wireless and mobile access to video services, we advocate the deploy-
ment of proxy caches in proximity to end users. Proxy caches should adapt the video stream
to the needs of each video receiver, hence, ameliorating the perceived video quality, while still
meeting tight delay constraints and low device capabilities. We introduce the idea of proxy
caching for adaptive retransmission and show how appropriate retransmission schemes, based
on size-distortion optimization, leads to significant quality improvements, even under strong
delay and buffer constraints. We then construct a forward error correction code, which protects
the different video packets at different levels based on their distortion-based priority. We show
that our code achieves near-optimal quality at low code rates and end-to-end delays. Finally,
we develop a rate estimation and shaping algorithm, which drops low priority video packets to
meet rate constraints.
Zusammenfassung
Ein zunehmendes Interesse an Videoübertragungsdiensten über das Internet und Mobilfunknet-
zen hat die letzten Jahre gekennzeichnet. Die technologischen Entwicklungen im Bereich der
Mobilfunkkommunikation und der Videokodierung haben es weiterhin ermöglicht, Videoüber-
tragung auch für mobile Benutzer zugänglich zu machen. Die fehlende Dienstgüte-Unterstützung
in heutigen Netzen führt dazu, dass Videoübertragungsdienste, aufgrund ihrer vergleichsweise
grossen Datenraten und strengen Verzögerungsanforderungen oft unter Paketverlusten und ver-
späteten Paketankünften zu leiden haben.
Obwohl Paketverluste in Videoübertragungssitzungen nicht kritisch sind, kann die Akzep-
tanz von Videoübertragungsdiensten, die mit der empfangenen Videoqualität zusammenhängt,
davon beeinträchtigt werden. Der Einfluss eines Paketverlustes auf die Videoqualität hängt
stark von den im Videopaket enthaltenen Daten ab. In dieser Arbeit wurde ein Framework
zur Bewertung der einzelnen Videopakete hinsichtlich ihres Einflusses auf die Videoqualität
entwickelt. Für jedes Paket wird bestimmt, welche Qualitätsverluste daraus folgen würden,
falls das Paket während der Übertragung verloren geht. Diese Information kann dann effektiv
eingesetzt werden, um eine bevorzugte Behandlung der wichtigen Pakete bei der Übertragung
zu implementieren.
Wir schlagen auch den Einsatz von Netzknoten zur Bekämpfung von Paketverlusten vor. Diese
aktiven Netzknoten bezeichnen wir mit Proxy-Caches, da sie in der Lage sind Pakete zu bear-
beiten und zwischenzuspeichern, und die Server-Rolle für den Empfänger zu spielen. Dies
hat zum Vorteil, dass die Anforderungen der Empfänger schneller bearbeitet werden, da der
Proxy-Cache in der Regel geographisch nah beim Empfänger liegt. Weiterhin reduziert sich
bei Multicast-Sitzungen die Last auf den Sender, da die meisten Empfänger-Anforderungen
von Proxy-Caches bearbeitet werden. Ein weiterer Vorteil liegt darin, dass der Proxy-Cache
den Kanalzustand des Empfängers besser abschätzen und schneller darauf reagieren kann, in-
dem er die eingesetzten Techniken zur Bekämpfung von Paketverlusten dementsprechend an-
passt.
In dieser Arbeit werden drei Techniken zur robusten Videoübertragung, die in Proxy-Caches
implementiert werden können, vorgestellt. Die erste Technik ist die selektive Wiederholung
von wichtigen Videopaketen, die durch die übertragung verloren gingen. Durch den Einsatz
in Proxy-Caches in der Nähe von (mobilen) Empfängern wird sichergestellt, dass die wieder-
holten Pakete rechtzeitig beim Empfänger ankommen. In der Regel ist der verfügbare Spe-
icherraum für die Pakete jeder Videositzung im Proxy Cache begrenzt. Um den verfügbaren
Speicherraum optimal auszunutzen, werden zwei Algorithmen zur Aktualisierung des Cache-
Inhalts vorgestellt. Diese Techniken nutzen die Information über den Qualitätswert jedes
Pakets für die optimale Besetzung des Speicherraums für zukünftige Sendewiederholungen
aus. Die Bewertung der unterschiedlichen Aktualisierungsalgorithmen zeigt einen signifikan-
ten Gewinn an Videoqualität für den qualitätsoptimierten Aktualisierungsalgorithmus. Weiter-
hin sind die Vorteile einer Proxy-Cache-basierten Sendewiederholungstechnik gegenüber der
senderbasierten Sendewiederholungstechnik deutlich sichtbar.
Eine weitere Technik zur Fehlerkorrektur ist die qualitätsoptimierte Bildung von FEC-Codes,
die die Videopakete entsprechend ihrer Wichtigkeit unterschiedlich vor Paketverlusten schützen.
Im Rahmen der Arbeit, wurden zwei Optimierungsalgorithmen entwickelt, die die erwartete
Videoqualität unter Berücksichtigung einer Ratenbeschränkung und der aktuell gemessenen
Paketverlustrate optimieren. Beim ersten FEC-Code handelt es sich um einen Wiederhol-
ungscode, bei dem wichtige Videopakete mehrmals geschickt werden können, um die Ver-
lustwahrscheinlichkeit dieser Pakete zu reduzieren. Der zweite FEC-Code ist ein binärer Code,
wo jedes FEC-Redundanzpaket für eine Menge an Videopaketen durch die XOR-Operation
gebildet wird. Der Optimierungsalgorithmus bestimmt die dazugehörige optimale binäre Generator-
Matrix. Messergebnisse zeigen deutlich den Vorteil der vorgestellten qualitätsoptimierten FEC-
Codes gegenüber dem klassischen Reed-Solomon-Code hinsichtlich der Laufzeit. Dank der
Qualitätsoptimierung konnte der vorgestellte binäre Code in einigen Fällen eine höhere Video-
qualität erzielen.
Eine weitere wichtige Technik zur Realisierung von robusten Videoübertragungsdiensten ist die
Ratenanpassung. Aufgrund der variablen Datenrate müssen Videoübertragungsdienste ständig
ihre Senderate anpassen. Dies ist allerdings bei Multicast- oder Broadcast-Sitzungen schwer
zu realisieren. Es wird ein Algorithmus zur Ratenanpassung von kodierten Videoströmen
vorgeschlagen, der auch in Proxy-Caches eingesetzt werden kann. Dadurch wird erreicht,
dass die Ratenanpassung auf jeden Empfänger zugeschnitten wird, um verbesserte Videoqual-
ität zu erreichen. In der ersten Phase wird die verfügbare Bandbreite abgeschätzt, um die
Senderate zu bestimmen. Dabei wird auf ein TCP-freundliches aber auch stabiles Verhalten
des Senders geachtet. Dies soll eine faire Teilung der verfügbaren Bandbreite zwischen TCP-
und Videoübertragungs-Verbindungen, die einen gleichen Netzpfad überqueren müssen. Nach-
dem die Senderate bestimmt ist, entscheidet ein zweiter Algorithmus welche Videopakete zu
senden sind, um zum einen die Senderate einzuhalten und zum anderen die Videoqualität zu
maximieren. Dazu werden die ankommenden Videopakete am Proxy-Cache zuerst in einem
"Leacky Bucket" zwischengespeichert. Simulationsergebnisse zeigen die Vorteile der Qualität-
soptimierung gegenüber anderen Algorithmen hinsichtlich der Videoqualität.
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Chapter 1
Introduction
The Internet is experiencing a shift from static content exchange to media-rich data commu-
nications. New applications such as voice over IP (VoIP), video conferencing, and video on
demand (VoD) are enjoying increasing popularity and already occupy a large share of todays
Internet traffic. Multimedia content, especially video and audio, is intended to enhance the
communication experience of the Internet users.
The recent technological developments in the mobile communication world, which resulted
in the convergence of voice and data networks, pave the way for access to new multimedia
services and applications by mobile users. A trend towards ubiquitous access to multimedia
content can be identified clearly.
This shift in the type of Internet applications, results in a large diversity in quality of service
(QoS) requirements. Depending on the application characteristics, the requirements can be
formulated in form of data rate, bounded delay, and packet loss rate constraints. Table 1.1
shows a summary of the quality of service requirements of some multimedia communication
applications. Satisfying the QoS needs of the different applications is a difficult challenge,
which has to be dealt with, in order to provide the user with an enjoyable communication
experience.
Application Data rate Delay bound Packet loss rate
Voice 2.4 - 64 kbps 30 - 150 ms 10−3
Video-conference 7 kbps - 6 Mbps 40 - 400 ms 10−3
Streaming audio 5 kbps - 1.4 Mbps 1s - several minutes 10−5
Streaming video 10 kbps - 20 Mbps 1s - several minutes 10−2
Table 1.1: QoS requirements of some multimedia applications
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The QoS support approaches can be classified in two main classes, network-based and end-
system based approaches. Network-based QoS provisioning relies on the network, to assure
the needs of the applications. Through admission control and QoS negotiation, the QoS re-
quirements of a new flow are checked, and if granted, the flow is allowed to use the network
resources. This approach assumes that, on the one hand, the application can accurately estimate
its QoS requirements, and on the other hand, the network is able to provide QoS guarantees for
each of the communicating flows. The end-system based QoS support assumes that the end-
system applications can adapt themselves to the varying network resources based on feedback
information exchange between the end-systems.
In this dissertation, we focus on a hybrid approach of QoS support, where both end-system
applications and intermediate nodes in the network, so called proxy caches, cooperate to adapt
the video stream to the dynamics of the network, in a video data aware manner.
1.1 Motivation
Video delivery services are characterized by:
• large bandwidth needs
• bounded delay
• limited tolerance for packet losses
Throughout the lifetime of a video delivery session, an average rate of 20kbps up to several
Mbps (depending on the type of the video session) should be available in order to deliver an
acceptable video quality to the end user(s). The main difference to file download with FTP, lies
in the capability of both applications to adapt themselves to the available network bandwidth.
If the available bandwidth falls under the minimal required rate for some period of time, the
video quality will suffer drastically and may even lead to playback interruptions, whereas FTP
can accommodate its sending rate to the new available rate. The lack of responsiveness to
the time-varying available rate in video delivery services further aggravates the problem and
throttles concurring flows, with which a congested network link is shared. By maintaining a
constant sending rate, unconcerned about the network’s current capacity, the video delivery
application contributes to creating congestion within the network. This will result in excessive
end-to-end delays and high packet loss rates. The need for some rate control in video delivery
services becomes inevitable.
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Excessive delays, in turn, will lead to late arrivals of video packets. A late video packet is
generally considered as useless, if the video data carried within it can not be used anymore to
reconstruct the video signal to be displayed. Hence, late arrivals are equivalent to packet losses.
The deployment of playout buffers, helps compensating the end-to-end delay variations (jitter).
Nevertheless, an upper bound for the delay, which is specified by the allowable playout delay,
is mandatory for an in-time video signal reconstruction and display.
The third main issue in video delivery is packet loss. As we described previously, packet loss
may be the result of congestion, excessive delay, or simply due to errors in the communication
channel. Whereas video delivery services can tolerate some packet loss, the video quality
deteriorates significantly with increasing packet loss rate. The implementation of error control
mechanisms to alleviate the effects of packet loss is necessary to maintain an acceptable video
quality at the receiver side.
Given the dynamics of the networks, and the lack (or expensiveness) of QoS support mecha-
nisms, video delivery services should be made more robust to achieve high video quality and
user acceptance. As discussed before, robust video delivery consists of two parts: error control
and rate control. Taking into account the characteristics of the video stream being delivered, we
develop appropriate error and rate control mechanisms, with the goal to maximize the video
quality and by hence the user satisfaction. Section 1.2 summarizes the contributions of this
thesis.
1.2 Contributions of the Dissertation
The contributions of this thesis are the following:
Proxy Caching
We advocate the deployment of proxy caching for error and rate control purposes. Convention-
ally, proxy caches are mainly deployed to cache segments from popular video sequences for
future use. In this dissertation, we show that enhancing proxy caches with error and rate con-
trol mechanisms yields significant improvements in the video quality, while relaxing the video
sender and boosting scalability. In chapter 4, we discuss the details of proxy cache deployment
and possible implementation issues.
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Distortion Estimation Models
Depending on the characteristics of the video sequence being delivered, the importance of each
portion of the video data for the reconstruction of the video signal differs significantly. In a
motion-rich scene, consecutive video frames (images) are most likely very different. Whereas,
in a scene with little motion, consecutive video frames may even be identical. Even within
the same video frame, certain regions may show major differences to those from the previous
video frame, whereas other regions remain unchanged. After some packet loss has occurred,
the receiver tries to recover from this loss. Using error concealment, the regions covered by
the lost data are estimated from the previous video frame (depending on the type of error
concealment applied). We exploit these facts, to develop a distortion-based (i.e. quality based)
packet prioritization algorithm. Given the details of the video sequence, the packetization
algorithm, and the error concealment algorithm, we develop an accurate distortion estimation
model. For each video packet, we determine the expected distortion in video quality that would
result, if the packet was lost. The development of a distortion estimation model for the base-
layer and fine granular scalability (FGS) enhancement layer under the assumption of a simple
error concealment technique is described in section 3.
Distortion-Optimized Retransmission
Retransmission is among the most effective error control mechanisms. However, retransmis-
sion incurs an important delay overhead, which may turn out to be unacceptable for some video
delivery services. Furthermore, in case of congestion, resending all lost packets will worsen the
congestion situation and lead to more packet losses. Besides, many of the end-system devices
have restricted memory storage, hence, only a small memory space can be reserved for the
retransmission buffer, where lost packets are requested, stored and reordered. All these facts
suggest the modification of the retransmission mechanism to selectively resend the important
video packets only. In chapter 5, we introduce different techniques for selecting the video
packets for caching and retransmission. Based on the expected packet distortion and the play-
out time, we minimize the overall expected distortion and hence maximize the video quality at
the end-system.
Distortion-Optimized Forward Error Correction
An alternative error control mechanism is the forward error correction (FEC) technique. In
FEC, the video packets are protected by injecting redundant data packets, from which lost
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video packets may be reconstructed again. The redundancy data packets are gained out from
the video packets by applying one of the well-known error protection techniques (e.g. parity
codes or Reed-Solomon codes) on k video packets to produce r redundancy packets. Classical
FEC techniques protect all video packets equally, i.e. the residual packet loss probability after
FEC encoding is equal for all the video packets. However, video packets differ in their im-
portance for the video signal reconstruction process, as we mentioned before. It is then more
beneficial to provide stronger protection against loss for video packets with higher distortion
values, as compared to those with lower distortion values. We develop a distortion-optimized
unequal error protection code, based on our distortion estimation framework. Our code per-
forms for a given FEC protection rate, a search for the optimal protection of a set of video
packets depending on each packet’s expected distortion and on the estimated packet loss rate.
Distortion-optimized Rate Control
We propose a rate control algorithm, which determines the optimal packet scheduling to min-
imize the overall expected distortion. Our rate control algorithm, determines the available rate
based on the connection feedback information. It then determines which packets should be
sent, in order to minimize the overall distortion while adhering to the calculated rate. We also
suggest a method to perform joint source/channel rate control, by allocating optimal rate share
to the video base layer and enhancement layer data as well as to the retransmission and FEC
protection data.
1.3 Outline of the Dissertation
In this introduction, we provided a motivation for the problem of robust video delivery over
lossy networks and unreliable channels. We also presented briefly the contributions of the
dissertation for realizing robust video delivery systems. The rest of the dissertation is organized
as follows.
In chapter 2, we give an overview of existing video delivery algorithms and systems. We also
give an insight into state-of-the-art video compression algorithms.
In chapter 3, we introduce our distortion estimation framework. We distinguish between encod-
ing distortion and loss distortion. As an example, we develop and evaluate a model for packet
loss distortion estimation in base layer and enhancement layer video streams. Moreover, we
discuss implementation issues and system parameter influence on the model development.
In chapter 4, we discuss the benefits of deploying proxy caches for robust video delivery. We
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show through an example of a retransmission scheme, that deploying error control techniques
at proxy caches help ameliorating the video quality significantly. We also discuss in this chapter
real system implementation issues and concerns.
In chapter 5 and 6, we develop the concept of distortion-optimized error control by means of
two different error control techniques, retransmission and forward error correction.
In chapter 7, we handle the problem of rate control in video delivery services. We introduce
a rate control algorithm to share available bandwidth between source and channel. Our rate
allocation algorithm minimizes the overall expected distortion in video quality by scheduling
the video packets for transmission in a distortion optimized manner.
Finally, we summarize the dissertation and point out open research issues and future research
work in chapter 8.
Part I
Video Processing and Delivery
Chapter 2
Video Compression and Transport
Recent developments in computing technology, compression technology, and high-speed net-
works have made it feasible to provide real-time multimedia services over the Internet and
mobile networks. Real-time multimedia applications, as the name indicates, have to operate
under time constraints. For example, audio and video data must be played out continuously. If
the data does not arrive in time, the playout process will be interrupted, which is annoying to
the viewers.
Real-time delivery of live or stored video is the main application of real-time multimedia. In
this chapter, we are concerned with video delivery, which refers to real-time transmission of
real-time or stored video. Video delivery typically has bandwidth, delay and loss requirements.
However, the current best-effort Internet does not offer any QoS guarantees for video delivery
over the Internet. In addition, the heterogeneity of the Internet makes it difficult to efficiently
support video delivery to multiple receivers, while providing service flexibility to meet a wide
range of QoS requirements. Furthermore, in the case of video delivery over wireless and mobile
networks, fluctuations in wireless channel conditions tend to greatly degrade video quality.
Thus, video delivery over the Internet and wireless networks poses many challenges.
In order to understand these challenges, we continue by briefly discussing some of the proper-
ties of video delivery applications and their effects on the design of video delivery services and
systems.
Communication Art
The most popular art of video communication is the one-to-many or one-to-all communication,
with television broadcast as a famous example. Broadcast is an efficient way to deliver popular
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content to all receivers at the same time. An important aspect of broadcast communications
is that the system must be designed to provide each receiver with the required signal, since
different receivers may experience different channel characteristics. As a result, the video
delivery system is often designed for the worst case channel. An example of this is digital
television broadcast, where the source coding and channel coding were designed to provide
acceptable quality to receivers at the edges of the satellite coverage area, hence, sacrificing
channel bandwidth to those receivers in areas with higher reception quality. An important
characteristic of broadcast communication is that, due to the large number of receivers involved,
feedback from receiver to sender is generally not possible, hence, limiting the system’s ability
to adapt.
Another common art of communication is point-to-point communication, e.g. videophone and
unicast video streaming over the Internet. In point-to-point communications, an important
property is the existence of a feedback channel between receiver and sender. If a feedback
channel exists, the receiver can provide information about the quality of the connection to the
sender, which it can use to adapt its delivery scheme. In the absence of a feedback channel, the
sender has limited knowledge about the channel conditions.
Another art of communication with properties that lie between point-to-point and broadcast
is Multicast. Multicast is a one-to-many communication. An example of multicast is IP-
Multicast over the Internet. IP-Multicast is currently not widely available in the Internet, and
other approaches are being developed to provide multicast capability, e.g. application-layer
multicast [1]. To communicate to multiple receivers, multicast is more efficient than multiple
unicast connections (i.e. one dedicated unicast connection for each receiver).
Real-Time Characteristics
Video may be captured and encoded for real-time communication, or it may be pre-encoded
and stored for later viewing. Interactive applications are one example of applications which re-
quire real-time encoding, e.g. videophone, video conferencing, or interactive games. However,
real-time encoding may also be required in applications that are not interactive, e.g. the live
broadcast of a sporting event.
In many applications video content is pre-encoded and stored for later viewing. The video
may be stored locally or remotely. Examples of local storage include DVD and Video CD,
and examples of remote storage include Video-on-Demand (VoD), and video streaming over
the Internet. Pre-encoded video has the advantage that it does not have a real-time encoding
constraint. This can enable more efficient encoding, which achieves higher quality at the same
11
bitrate. On the other hand, it provides limited flexibility, since the pre-encoded video stream
cannot be significantly adapted to channels that support different bitrates or to receivers that
support different display capabilities than that used in the original encoding.
Interactivity
Interactive applications such as videophone or interactive games have a real-time constraint.
Specifically, the information has a time-bounded usefulness, and if the information arrives, but
is late, it is useless. This is equivalent to a maximum acceptable end-to-end latency on the
transmitted information, where by end-to-end we mean: capture, encode, transmit, receive,
decode, and display. The maximum acceptable latency depends on the application, but often is
on the order of 150−400ms.
Non-interactive applications have looser latency constraints of several seconds or even minutes.
Examples of non-interactive applications include multicast of popular events or multicast of a
lecture; these applications require timely delivery, but have a looser latency constraint. Note
that interactive applications require real-time encoding, and non-interactive applications may
also require real-time encoding, but the end-to-end latency for non-interactive applications is
not as strongly limited.
Channel Type
Video delivery system design depends strongly on whether the characteristics of the commu-
nication channel, such as bandwidth, delay, and loss, are static or dynamic (time-varying). Ex-
amples of static channels include ISDN (which provides a fixed bit rate and delay, and a very
low loss rate). Examples of dynamic channels include communication over wireless channels
or over the Internet. Video delivery over a dynamic channel is more difficult to handle than
that over a static channel. Furthermore, many of the challenges of video streaming relate to the
dynamic attributes of the channels.
Some channels provide for a constant bitrate (CBR), for example ISDN, and other channels
only support variable bitrate (VBR), for example communication over shared packet-switched
networks. On the other hand, a video sequence typically has time varying complexity. There-
fore coding a video to achieve a constant visual quality requires a variable bitrate, and coding
for a constant bitrate channel would produce time-varying quality. Clearly, it is very important
to match the video bitrate to the channel type. To achieve this, a buffer is typically used to cou-
ple the video encoder to the channel, and a buffer control algorithm provides feedback based
on the buffer fullness to regulate the encoder output bitrate.
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Network Type
The network type affects the design of video delivery systems significantly. Networks can be
either packet-switched or circuit-switched. Packet-switched networks, such as Ethernet LANs
and the Internet, are shared networks, where the individual data packets may follow different
paths to the receiver, may exhibit variable delay, may arrive out of order, or may be completely
lost. Alternatively, circuit-switched networks, such as the public switched telephone network
(PSTN) or ISDN, reserve resources for the connection, and the data packets observe a fixed
delay and arrive in order. However the data may still be corrupted by bit or burst errors.
Quality of Service (QoS)
QoS support has been an important area of network research over the past two decades. QoS
is used to indicate that the network provides some type of preferential delivery service or de-
livery guarantees, e.g. guarantees on throughput, maximum loss rate or delay. Network QoS
support can greatly facilitate video delivery, by prioritizing delay sensitive video data relative
to other forms of data traffic, or reserving network resources for a video delivery flow. Unfortu-
nately, QoS is currently not widely supported in packet-switched networks such as the Internet.
However, circuit-switched networks such as the PSTN or ISDN do provide various guaran-
tees on delay, bandwidth, and loss rate. The current Internet is often referred to as best-effort,
since the function offered is to provide simple network connectivity by best-effort (without any
guarantees) packet delivery. Different forms of network QoS support architectures are under
consideration for the Internet, including Differentiated Services (DiffServ) [2] and Integrated
Services (IntServ) [3].
2.1 Video Compression
In this section, we provide an overview of video compression algorithms and standards. We
highlight the important techniques and algorithms of current and emerging video compression
standards, which are especially relevant for video delivery. Most video compression algorithms
are used both in video standards (H.26x and MPEG-x) and the most popular proprietary solu-
tions. This overview will give an introduction to basic video compression algorithms, which
are deployed in block-based video compression.
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Figure 2.1: Block diagram of the encoding and decoding algorithms.
2.1.1 Video Compression Algorithms
Most of the popular video compression standards are based on the so called Motion-Compensated
Discrete Cosine Transform (MC-DCT) algorithms (with exception of the new H.264 stan-
dard [4], which uses an integer transform). These algorithms consist of the following basic
building blocks,
• Temporal prediction exploits redundancy between successive video frames
• Frequency domain decomposition uses DCT to decompose spatial blocks of a video
frame data to exploit statistical and perceptual redundancy.
• Quantization is used to selectively reduce the precision, with which information is rep-
resented to control the output bitrate, while minimizing loss in perceptual quality.
• Variable-length coding (VLC) is used to exploit statistical redundancy in the symbol
sequence, resulting from quantization, as well as in various types of side information.
These basic building blocks are the major cornerstone of the efficiency of video compression
algorithms. However, compression algorithms are enhanced by several other detailed tech-
niques, designed to maximize efficiency and flexibility. Figure 2.1 shows the basic encoding
and decoding algorithms as a composition of the single building blocks.
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Figure 2.2: Representation of a pixel block in the YUV 4:2:0 color space. Sub-sampling by
2:1 both horizontally and vertically.
Preprocessing
The original video sequence is first preprocessed, where a color space transformation from
RGB to YUV is performed. In RGB color space, each pixel (point) of the video image is
represented by three values corresponding to the color components red, green, and blue. In
the YUV color space, the pixel is represented by its luminance (Y) and chrominance (U and
V) intensities. Knowing that the human visual system is more sensitive to variations in the
luminance than in the chrominance intensity, a more compact representation is achieved by
sub-sampling the amount of chrominance information. In YUV 4:2:0, the U and V components
of each set of 4 pixels are averaged and encoded only once. Hence, half the bitrate used for
RGB color representation is saved (this gain does not match the bitrate savings after encoding,
which is usually smaller). Figure 2.2 depicts the representation of a block of 4 pixels in the
YUV 4:2:0 color space.
The video sequence is treated as a sequence of images or video frames. Each frame is divided
into macroblocks, each of which consists of a 16× 16 block of luminance information and
their corresponding 8×8 chrominance information blocks. In other words, a macroblock is the
composition of four 8×8 luminance blocks and two 8×8 chrominance blocks and represents
a 16×16 pixel area of a video image in the YUV color space.
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Motion Compensation
In the following step, motion estimation is performed to find out the similarities between
consecutive video frames. Using temporal prediction, these similarities can be exploited to
achieve an important increase in compression efficiency. Close observations of the video se-
quences show that changes between consecutive video frames are spatially limited and are
mainly caused by motion of some objects in the video scene. Based on this fact, techniques for
motion compensation are introduced to tract and integrate motion data into temporal predic-
tion. This will further reduce the amount of spatial details that has to be encoded, thus, yielding
higher compression efficiency.
Motion estimation and compensation generally work on macroblocks or blocks of the video
image. For each macroblock of the current image, the encoder tries to determine a good pre-
diction of the macroblock from the previous image using limited spatial translation and match-
ing. The offset of the translation with the best match is then encoded as the motion vector and
the difference between the current macroblock and the one used for prediction is the residual
prediction error. The image used for prediction is called reference frame. At the decoder, the
motion vector, along with the residual prediction error, are used to reconstruct a predicted mac-
roblock from its reference frame. To reconstruct the chrominance blocks, the motion vector of
the macroblock is first halved and then applied on the macroblock offset to get the position in
the reference frame used for prediction.
Depending on the type of prediction used, the video frames are encoded in one of three modes:
INTRA mode (to produce I-Frames), predictive or INTER mode (to produce P-Frames), or
Bidirectional mode (to produce B-Frames). In the INTRA mode, a frame is encoded in a similar
way to the popular JPEG [5] image encoding, where no prediction is used. In the INTER
mode, prediction is employed to encode some or all macroblocks of the video frame. Finally,
in the bidirectional prediction mode, prediction is enhanced to include succeeding frames as
reference frames. In figure 2.3, the different types of frames as well as their prediction relations
are shown.
INTRA coded frames can be independently decoded and hence provide for random access
functionality, where an application can start decoding and displaying the video stream at any
point in time. This is especially important in video broadcast and multicast systems, where
users can join and leave the session at any time, and where they should be allowed to start
decoding the stream without a considerable delay. A further reason for the periodic insertion
of INTRA coded frames is to cease the effects of error propagation. If an error occurs at some
frame, it is most likely that the predicted frames will be corrupted as well. An INTRA coded
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Figure 2.3: Prediction relation between the different frame types.
frame, where no prediction from previous frames is used, refreshes the video image and limits
previously introduced errors. However, INTRA coded frames come at the cost of increased
bitrate, and hence a trade off between flexibility, error resilience and bitrate is exists.
Discrete Cosine Transform
Transform coding has proven to be one of the most efficient image coding algorithms. The
video image is first divided into blocks (8×8 pixels) and then transformed into the frequency
domain. At the decoder, an inverse transform from the frequency to the image domain is
performed to recuperate the original image data. The purpose of frequency transforms is to
de-correlate the pixel information by redistributing the pixel energy of a block. The resulting
transform coefficients show a higher concentration of the pixel energy at the first coefficients
of a block.
The two dimensional discrete cosine transform (DCT) has demonstrated high efficiency in
compacting energy of a pixel block. Besides, very efficient implementations of the DCT trans-
form have developed in the last decades. The definition of the two dimensional DCT is given
in equation 2.1.
F(u,v) = C(u)C(v)
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The coefficient F(0,0), which is denoted as DC coefficient, is the most important transform
coefficient, since it contains the low frequency part of the pixel information. The following 63
coefficients are denoted as AC coefficients.
Quantization
Once transformed to the frequency domain, the coefficients typically have a higher precision
than in the original domain. However, the new energy distribution after transformation results
in most of the last AC coefficients having values close to zero, whereas the energy is con-
centrated on the first few coefficients. This encompasses the potential for lossy compression
efficiency. Through quantization, the transformation coefficients are divided by quantization
factors to reduce their bit precision. Whereby, the first most important coefficients under-
take a fine grain quantization with small quantizer factors. The less important coefficients
are quantized in coarser grain with large quantization factors. After quantization, the last AC
coefficients typically disappear and a long chain of zeros is formed. A proper coding algo-
rithm is then applied to represent long chains of zeroes efficiently. Although quantization is
the main building block of efficient compression algorithms; it is also the cause for precision
loss. The original signal cannot be reconstructed exactly after quantization has been applied.
Furthermore, quantization can be used to control the output bitrate of the encoder.
Variable Length Coding
After quantization has been performed, variable length coding is applied to the resulting quan-
tized coefficients to exhibit statistical similarities in order to achieve maximal gains in bitrate.
In variable length coding, coefficients that show a higher statistical occurrence are encoded
with a short code, while rare coefficient values are encoded using a longer code. Most video
compression standards rely on a modified version of the Huffman code [6] to perform vari-
able length coding. Whereas the new H.264 standard uses context-adaptive arithmetic coding,
which allows the encoder to assign non-integer bit precision values to the codewords.
Prior to encoding, the quantized coefficient 8× 8 matrix is first transformed to a linear vector
in zigzag order. This zigzag ordering operation concentrates the important coefficients at the
beginning of the vector. The tail of the vector will typically be a set of succeeding zeroes.
The DC coefficient is treated separately and a special Huffman code is used to encode it, since
DC coefficients usually have unique values in the sequence of coefficients. Thereafter, the
similarity between consecutive AC coefficients is exhibited by just encoding the differences.
The resulting sequence of symbols is then run-length encoded, where a sequence of run-length
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Figure 2.4: After error detection, the decoder continues decoding at the next resynchronization
marker.
symbols is produced. A run-length symbol encodes a set of consecutive zero symbols followed
by a non-zero symbol by a run and amplitude pair, where the run is the number of consecutive
zeroes and the amplitude is the non-zero symbol.
2.1.2 Error Resilience
When the compressed video data is transmitted over noisy channels, parts of the video stream
will probably be corrupted during transmission, or may even be lost. In order to make the video
stream more resilient against transmission channel errors, several error resilience mechanisms
have been proposed and standardized [7]. Error resilience allows the decoder to detect and
localize errors, as well as recovering synchronization. Once the decoder detects an out of
range motion vector, an invalid VLC code, an out of range DCT coefficient or missing side-
information, the decoder looses synchronization.
To resynchronize again with the encoder, the decoder jumps to the next resynchronization
marker, which was inserted by the encoder for this purpose. Resynchronization markers are
unique codes, which are inserted at equidistant points in the video bitstream. Figure 2.4 ex-
plains the way resynchronization markers are used by the decoder to recover from errors and
continue decoding. Usually, some resynchronization information is inserted immediately after
the resynchronization marker such as the position of the following macroblock. This will help
the decoder to determine the boundaries of the corrupted region in the image.
Another error resilience technique is the deployment of reversible variable length coding (RVLC).
In RVLC, code words can be read and decoded in two directions. After some error is detected
in the video bitstream, the decoder usually discards all the data up to the next resynchroniza-
tion marker. However, when RVLC is used, the decoder jumps to the next resynchronization
marker and tries to decode the bitstream in the reverse direction. This technique should keep
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the amount of discarded data, after an error has occurred, to a minimum. With the existence of
very efficient RVLC code designs for video compression, RVLC not only outperforms conven-
tional VLC in error resilience but even in coding efficiency.
Data partitioning is a further error resilience technique, where motion information is separated
by a marker from the DCT coefficients. With partitioned data, the decoder tries to further
encircle the error location by saving more data from being discarded. If either the motion
or texture (DCT coefficients) information of a macroblock is lost, the rest of the macroblock
information can be used by the decoder to improve error concealment performance.
2.1.3 Error Concealment
Once the decoder localizes and discards corrupted data, it has to conceal the resulting error.
Error concealment is a post-processing technique for estimating and partially recovering the
image region covered by the missing or discarded erroneous data. For a missing macroblock,
error concealment can be applied to recover texture, motion vectors, and type of macroblock
information. Error concealment techniques exhibit the similarities between a corrupted mac-
roblock and its neighboring macroblocks, in the same and in previous frames.
A trade-off between complexity and recovery performance can be identified in error conceal-
ment techniques. Techniques that yield a higher video quality are generally more sophisticated.
Wang and Zhu give survey error concealment techniques in [8].
In the following, we give an overview of existing texture recovery techniques, assuming that
the motion vectors and encoding mode are either correctly received or recovered.
Temporal Domain Recovery
A simple error concealment technique relies solely on texture recovery by means of temporal
prediction. The missing texture information is skipped during decoding. Later on, the corrupted
region of the video image is simply copied from the previous correctly received image. This
technique works on the decoded video stream, and by consequence is easily implemented at the
decoder. Furthermore, this concealment technique can be performed in a time efficient manner
even under strong delay constraints or low processing capacity. While this technique works
well in scenes with little motion, its performance degrades in high motion scenes or at scene
changes.
An improvement in the recovery performance can be achieved at the cost of more complexity.
If the motion vectors of the corrupted blocks can be recovered or estimated, they can be used
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Figure 2.5: Error concealment using motion compensated temporal prediction.
in temporal domain recovery to achieve a better performance [9]. A damaged block is then
replaced by its motion compensated block from the previous frame. This process is shown
in figure 2.5. A main problem in motion compensated temporal prediction is to determine
the motion vectors. The usage of incorrect motion vectors results in a quality degradation
rather than improvement. Estimation of motion vectors is generally done using the neighboring
blocks of a corrupted block. However, in packet-switched networks, errors and congestion
manifest themselves in form of packet erasures. A packet loss usually means the loss of several
neighbor macroblocks. As a result, estimation of the motion vectors from neighboring blocks
is not accurate anymore. In those cases, assuming a zero motion vector will deliver a better
result. An alternative solution would be to use macroblock interleaving in packetization, which
puts neighbor macroblocks in different packets. This comes at the cost of increased delay and
complexity due to macroblock reordering.
Maximally Smooth Recovery (MSR)
Images and video scenes typically have smooth transitions in the values of spatially and tempo-
rally adjacent pixels. The resulting transformed signal is dominated by low frequency compo-
nents. On the other hand, the human eye is more sensitive to distortion in low-frequency than in
high-frequency components. Maximally Smooth Recovery makes use of the smoothness prop-
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erty of most image and video signals through a constrained energy minimization approach. A
missing DCT coefficient is estimated as a combination of DCT coefficients of spatially and
temporally neighboring pixels. A variation measure is minimized in order to get a maximally
smooth recovery of the missing DCT coefficient. This method was first introduced by Wang
in [10] to recover from bit errors in image transmission. MSR was later on extended to work
with video signals by adding a measure of temporal variation.
The authors in [11], propose the use of the squared difference between spatially and tempo-
rally adjacent pixels and the missing pixel as a measure of the smoothness error. The sum of
these squared errors is minimized to define the optimal pixel value, which achieves maximal
smoothness. Performing this operation for each missing pixel of a missing block is clearly very
time-consuming. It also assumes that neighboring blocks are correctly received, which is not
always the case especially after packet loss.
Spatial and Frequency Domain Interpolation
In [12, 13], Hemami et al. proposed to interpolate lost DCT coefficients by interpolating the
coefficients at the same frequency position from neighboring blocks. The interpolation coeffi-
cients are determined through minimization of a spatial difference measure. Usually the whole
block is lost and this frequency-domain interpolation is then equivalent to the space domain
interpolation with the neighboring blocks. Since the pixels used for interpolation are 8-pixels
away from the missing pixel, the correlation is most likely small. Improved performance can be
achieved by performing interpolation with edge pixels of the neighboring blocks. Again, this
method suffers from the fact that a packet loss generally leads to several neighbor macroblocks
being missing. This error concealment technique is more suitable in recovering from bit errors,
where single blocks or macroblocks are corrupted.
Recovery of Motion Vectors and Coding Modes
The correct recovery of motion vectors and macroblock coding modes is helpful in the choice of
the error concealment technique and on its performance. Based on the same property of spatial
and temporal smoothness, the motion vectors and coding modes may be recovered through
interpolation from adjacent blocks. The decoder may simply assume that the coding mode is the
INTRA mode. In this case, only spatial interpolation from neighboring blocks can be applied
for recovery. The coding mode can be estimated from the upper and left-side macroblocks. If
both of them are found to be INTRA coded, then the coding mode is set to INTRA. If one of
them is predicted, then the coding mode is set to INTER. Shirani and Kossentini propose an
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algorithm for motion vector estimation in [14].
Motion vectors are used for concealment when the coding mode is assumed to be INTER mode.
The motion vectors can be either set to zeros, interpolated from spatially neighboring blocks,
or copied from the macroblock at the same position in the previous.
2.1.4 Layered Video Encoding
The idea to encode a video sequence in several layers aimed at making video delivery more
scalable. Layered video streams are encoded in a base layer and one or several enhancement
layers. The base layer is essential for a partial reconstruction of the original video signal,
whereas additional enhancement layers increase the fidelity of the reconstructed signal. En-
hancement layers can only be decoded in combination with the base layer stream, and are hence
useless if the base layer stream is missing or corrupted. Consequently, layered video encoding
introduces a prioritization mechanism, where the base layer bitstream has a higher priority than
enhancement layer bitstreams. This priority mechanism can be exploited to achieve scalability
in video delivery. Depending on the available network and end-device resources, the receiver
decides on the amount of enhancement layer data it can process.
Layered video encoding can be achieved using several techniques, like temporal, spatial, signal-
to-noise ratio (SNR) or fine granularity (FGS) scalability. In the following we briefly introduce
the different types of layered video encoding with an emphasis on FGS, which we will use in
our work.
Temporal Scalability
In temporal scalability, the video sequence is encoded in two or more layers, having the same
spatial resolution but at different frame rates. The base layer is encoded at a low frame rate,
where some of the video frames are missing. The enhancement layers provide the missing
frames to build a video sequence with higher frame rates. Figure 2.6 shows the structure of
bitstream encoded using temporal scalability. In this case, B-frames are used to build the
enhancement layer, whereas the base layer consists only of I- and P-frames.
Temporal scalability encoding is almost as efficient as non-scalable video encoding, when bidi-
rectionally predicted (B-) frames are used. Little processing is needed to encode the different
layers in temporal scalability. However, this comes at the cost of scalability efficiency and
video quality. Little freedom in adjusting the video stream is given in temporal scalability.
Moreover, rapid changes in the frame rate are rather annoying for the user.
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Figure 2.6: Structure of a video stream encoded in two layers using temporal scalability.
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Figure 2.7: Simplified architecture of the SNR encoder.
Spatial Scalability
Spatial scalability allows the encoding of a video sequence in two layers at the same frame
rate but at different spatial resolutions. The base layer is encoded at a low spatial resolution.
The enhancement layer is constructed by encoding the difference of the original frame and the
up-sampled base layer frame. In open-loop spatial scalability, the encoder does not consider
the enhancement layer information during motion-compensated prediction. This reduces the
compression efficiency of the encoder at the enhancement layer. Although, it helps limiting
error propagation, since the absence of a frame in the enhancement layer will not affect the
following frames.
SNR Scalability
SNR scalability is a technique to encode a video sequence in several layers at the same frame
rate and spatial resolution. First, the base layer is encoded using a coarse quantizer factor. Then,
the difference, after DCT transform, to the original frame is encoded with a finer quantization
factor to build the enhancement layer. Figure 2.7 depicts the architecture of an SNR encoder.
At the decoder, the enhancement layer information, if present, is inverse-quantized and added
to the DCT coefficients of the base layer. This enhances the quality of the reconstructed video
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signal. In SNR scalability, the enhancement layer information is used for motion compensated
prediction to form closed-loop scalability. This allows for higher compression efficiency at the
cost of error resilience. If the enhancement layer information is not received at the decoder,
drift happens in the base layer and the video quality degrades.
Fine Granularity Scalability
Fine granularity scalability was proposed to allow finer control of the video bitrate. In FGS,
the video sequence is encoded in two layers of the same frame rate and spatial resolution in a
similar way to SNR scalability. However, instead of applying quantization and variable length
encoding to the transformed coefficients of the enhancement layer, FGS uses bit-plane coding.
In bit-plane coding, transformed coefficients are treated as a set of bits and not as decimal
numbers. For each 8× 8 transformed block, the 64 coefficients are reordered and treated bit
by bit to build the bitplanes. A bitplane is a 64 array of bits, taken at the same significance bit
position from the absolute values of the 64 coefficients. This operation is illustrated in figure
2.8.
Subsequently, the bitplanes are transformed into (RUN, EOP) symbols and variable-length
coded. A (RUN, EOP) symbol gives the number of 0 bits before a 1 bit, and the EOP indicates
that the rest of the bitplane consists only of 0 bits. An adapted VLC code is used to achieve
maximal compression efficiency. At the decoder, any truncated portion of the FGS bitstream
can be decoded and used to enhance the video quality.
Figure 2.9 depicts the structure of an FGS encoder. An optional bitplane shift operation can
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Figure 2.9: Structure of an FGS encoder.
be performed to enhance the resulting video quality after bitstream truncations. Given that the
human eye is more sensitive to low-frequency DCT coefficients, the bitplane shift assures that
these coefficients appear earlier in the FGS bitstream by applying frequency weighting. In the
next encoding step, the number of bitplanes, that are to be encoded for each color component
(Y,U,V) of each macroblock is determined. During VLC encoding, bitplanes for which the
most significant bits of a macroblock are not reached yet, that means the whole bitplane is
zero, is indicated using a special code. This is necessary, since it is most likely that the upper
bitplanes are all-zero bitplanes.
For error resilience purposes, the FGS encoder may insert special markers to ease resynchro-
nization at the decoder. For instance, the start of a new bitplane is indicated using a special
start code. Similar to the base layer encoder, the FGS encoder may also insert resynchroniza-
tion markers, which are equally spaced in the bitstream. These resynchronization markers are
intended to detect errors and skip erroneous frames. It is however not possible to skip a bitplane
for instance and continue decoding at the next bitplane. The reason for this is that some of the
important data, like the sign of a DCT coefficient, may already have appeared in the corrupted
portion of data and by consequence the enhancement data cannot be recovered correctly. As
a result, the enhancement data of an FGS frame, which appears at the beginning of the bit-
stream has more importance than the enhancement data of the frame that comes later in the
FGS stream. Li gives an overview of the standardized FGS technique for the MPEG-4 video
standard in [15]. However, FGS encoding can be applied to virtually any encoding standard,
and is not limited to the MPEG-4 standard.
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Multiple Description Coding (MDC)
Multiple Description Coding encodes a video signal in two or more separate video streams.
Each video stream is referred to as a description. A Description can be decoded independently
and provides acceptable video quality. Moreover, receiving additional Descriptions improves
the video quality. This can be achieved by dividing the video signal and inserting more redun-
dancy in each Description, which contains enough information to allow independent decoding.
Several MDC algorithms have been proposed recently [16, 17, 18, 19]. A simple way to create
multiple descriptions is by using time separation. Even frames are encoded in the first de-
scription, whereas odd frames are encoded in the second description. The simplicity of this
technique comes at the cost of inefficient video compression. Motion compensation cannot
benefit appropriately from similarities between consecutive frames. The authors in [20] sug-
gest the deployment of cross description motion prediction, where frames of one description
may have reference frames in the other description. This algorithm improves the compression
efficiency, while being more resilient against errors in one description or the other. If at a point
in time the data of one Description is corrupted, the data from the other Description can be
used to recover from the loss.
Actually, MDC is mainly targeted to networks where several paths between source and destina-
tion exist. By sending each single Description over another path, the sender reduces the overall
quality of the connection. If a network path may suffer from loss or congestion, only the corre-
sponding Description is affected. Since path errors are usually uncorrelated, it is likely that the
receiver will get uncorrupted data from other Descriptions over alternative network paths. To
achieve multiple path delivery, the sender may, for instance, use source routing, where the path
to the destination is described in each data packet. An alternative approach would be to use
existing multiple-path-aware networks such as MPLS, or to emulate multiple paths by using
different intermediate forwarding nodes.
2.1.5 Video Compression Standards
Video compression standards should ensure interoperability in communication between en-
coders and decoders developed by different companies. Deploying video compression stan-
dards lowers the risk and ensures acceptance and quick widespread for consumers and manu-
facturers.
Currently, there are two families of video compression standards developed by the Interna-
tional Telecommunications Standard (ITU-T) and the International Standardization Organiza-
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tion (ISO). The first video compression standard that gained large acceptance was the ITU-T
H.261 [21] standard. H.261 was developed for video conferencing applications over Integrated
Services Digital Network (ISDN). Therefore, H.261 operates at ISDN rates of multiples of
64 kbps. The succeeding version of the ITU-T video compression standards H.263 [22] was
published in 1996. H.263 was designed to operate at lower bitrates, in order to allow video
conferencing over Public Switched Telephone Networks (PSTN). The new video compression
algorithm, denoted by H.264 [4], was jointly developed by the ITU-T and the ISO committees
and was published in 2003.
The ISO established the Moving Picture Expert Group (MPEG) in 1988 to develop audio and
video compression standards. In 1991, the first MPEG standard (MPEG-1) [23] was finalized.
MPEG-1 operates at a bitrate of about 1.5 mbps and achieved a video quality similar to VHS
systems. A second version of MPEG (MPEG-2) [24] was developed to achieve higher video
quality, with Digital TV and High Definition TV (HDTV) as a target application. The third
phase of work resulted in the MPEG-4 standard. MPEG-4 was designed to cover a wide range
of bitrates, starting from very low bitrates. Furthermore, MPEG-4 was enhanced with error
resilience features as well as new functionalities, such as object-based video encoding, content-
based interactivity and synthetic content. MPEG-4 achieves higher compression efficiency at
the same video quality compared to older video compression standards. Table 2.1 summarizes
the video compression standards and their features. The H.264 video standard was included in
the MPEG-4 video standard as part 10 (advanced video coding AVC).
2.2 Video Transport
In this section, we describe the process of video transport over the Internet and lossy networks.
We only consider video transport via streaming, where the video signal is processed and dis-
played upon reception. We exclude video transport via file download, since it is an evident case
and it does not show any difference to download of other file types.
Recent developments in the telecommunication and Internet world anticipate the convergence
of voice and data networks on top of TCP/IP protocols. In this work, we restrict ourselves
to video delivery over TCP/IP networks and the problems that arise in this context. We first
give an overview over state of the art video transport protocols and mechanisms. Then, we
advise a packetization scheme to optimally construct video packets for transmission over lossy
networks.
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Video Compression Stan-
dard
Target Applications Bitrate
H.261 [21] Video telephony and confer-
encing over ISDN
p×64 kbps
MPEG-1 [23] Storage on digital media
(CD-ROM)
1.5 mbps
MPEG-2 [24] Digital TV and HDTV
broadcast
2−20 mbps
H.263 [22] Video conferencing and tele-
phony over PSTN
28 kbps and up
MPEG-4 [25] Object-based video coding,
transmission over lossy
channels, synthetic content,
interactivity
20 kbps and up
H.26L [4] New video compression al-
gorithms for improved effi-
ciency
10 kbps and up
Table 2.1: Overview of video compression standards.
2.2.1 Overview
Several protocols have been developed and standardized for the transport of video over the
Internet. The protocols can be classified in transport protocols and session control protocols.
2.2.2 Transport Protocols
Transport protocols allow for establishing an end-to-end connection between video sender and
receivers. It was early found out that the TCP protocol is not suitable for applications with
delay constraints. TCP is a reliable protocol, which delivers packets in order and error free.
For this, TCP relies on acknowledgments and retransmission of missing packets. TCP has
also a congestion avoidance mechanism, which controls the rate with which TCP sends data
depending on the measured round trip time RTT and on the observed loss. This TCP behavior
has helped avoiding congestion collapses of the Internet throughout the last years. Whereas
the congestion avoidance mechanism seems to be crucial for transmitting video streams, the
reliability of TCP and the resulting delays cannot be afforded.
On the other hand, UDP does not support any error or congestion control mechanisms. UDP
gives no guarantee about the correct in-order delivery of the data packets. UDP was designed
as a simple transport protocol, of which the functionality was limited to perform multiplexing
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and de-multiplexing. UDP also includes a check-sum header, with which the end systems can
check the correctness of the packet header. However, this option is usually ignored by the
routers.
Furthermore, both UDP and TCP lack the support for inter and intra-stream synchronization.
Synchronization information is crucial for the delivery of multimedia streams such as audio
and video streams. Missing synchronization information may result in irregular and unsyn-
chronized playout of the media data. The need for a suitable transport protocol was identified
early enough and several research efforts led to the development of the Real-Time Transport
Protocol (RTP) [26]. RTP was standardized as an Internet protocol to provide end-to-end data
transport functionalities for supporting real-time applications. A further control protocol, the
Real-Time Control Protocol (RTCP), was also standardized in conjunction with RTP. RTCP
should provide feedback about the quality of the connection to all participants of an RTP ses-
sion.
RTP does not have multiplexing mechanisms, because RTP was designed to work in conjunc-
tion with other transport protocols (especially UDP). RTP and RTCP are denoted as upper level
transport protocols, whereas UDP and TCP are lower level transport protocols. RTP does not
guarantee a reliable data transport or on-time delivery. The information, which RTP provides,
is summarized in the following.
• timestamps : time stamps are inserted by RTP to identify the position of the data portion
within the media stream. The timestamps are used by the receivers to synchronize data
of the same stream and also with other media streams.
• sequence numbers : RTP assigns each data packet of a specific sender a sequence num-
ber. RTP is typically used over UDP, which does not provide for mechanisms to identify
the data packets. The receiver finds out which packets are missing packets by detect-
ing gaps in the RTP sequence numbers. The sequence numbers are also used to reorder
packets which were received out of order.
• payload type : RTP uses the payload type to indicate the type of the data being trans-
ported. The receiver uses this payload type to determine how to process the received
data. Most common media types have registered payload type identifiers. Other payload
types can be signaled to the receivers using session protocols. RTP allows the sender to
change the payload type during the session, which gives the sender a higher flexibility in
adapting its data stream by deciding how to encode it.
• source identifier : RTP assigns each sender in a session a unique identifier, the source
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Figure 2.10: Format of an RTP data packet.
identifier. By means of source identifiers, the receivers are able to distinguish between
different senders and treat their data appropriately.
Figure 2.10 depicts the structure of an RTP data packet. In addition to the previously described
fields, we mention the CC and contributing source identifiers fields. The CC field indicates
the number of contributing sources to this stream. The contributing source identifiers are used
to identify the sources, which contributed to this stream. These fields are optional and are
added by an RTP mixer. An RTP mixer is a component in the network, which is deployed to
mix the streams of several sources to build a single source. An example application is an RTP
mixer that mixes the source streams in an audio conversation and sends the mixed stream to all
receivers of the session.
Participants in an RTP session periodically exchange RTCP control packets to convey feedback
information about the connection quality and to signal membership operations. RTCP defines
five message types, which are described in the following.
• Receiver Report (RR) : the receiver report is generated periodically by each receiver in
an RTP session. The format of the RTCP RR packet is shown in figure 2.11.
• Sender Report (SR) : the receiver report is generated by active senders in an RTP ses-
sion. The format of the SR is depicted in figure 2.12. In addition to the information
contained in RR, SR provides information about the media stream being sent. This in-
formation is used by new receivers for synchronization purposes.
• Source Description (SDES) : the SDES is used by RTCP to convey information about
the participant.
• BYE : RTP session participants use the BYE message to indicate that they are leaving
the session or that their source identifier has changed.
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Figure 2.11: Format of an RTCP receiver report (RR) packet.
• APP : the APP message allows for application-defined message exchange.
The control functionalities, which RTCP provides are described in the following.
• Feedback about QoS : RTCP provides feedback information about the quality of the
connection to the end users periodically. Both senders and receivers regularly generate
and send sender respectively receiver reports. The reports contain information about
observed amount of loss since the previous report, the cumulative packet loss count
since the beginning of the session, the measured packet inter-arrival jitter and the de-
lay since the last seen sender’s report. Based on this feedback information, both senders
and receivers may estimate the actual round trip time and packet loss rate, and use this
information to adapt their behavior to the network conditions.
• Description of the participants : the participants of an RTP session exchange their
identifications in a human readable format using SDES RTCP packets. SDES packets
may contain the name of the participant, his email address, phone number, and other
information.
• Scalability of feedback information : since the number of participants of an RTP ses-
sion may be large, a mechanism to regulate the amount of feedback information ex-
changed is necessary. RTCP implements such a mechanism in a distributed way. Each
session participant should estimate the amount of feedback information it is allowed to
send. RTCP assigns 5% of the session bandwidth to feedback information and the rest
to the RTP data traffic. All participants share among themselves the bandwidth assigned
for RTCP packets, where active senders are assigned 25% of it, and the remaining 75%
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LSR: timestamp of the last received RTCP SR
DLSR: delay since last sender report
RTT: round trip time
LSR Current Time
RTT
Sender
Receiver
DLSR
Figure 2.13: RTT estimation algorithm.
share is assigned to the receivers. RTCP further dictates that session participants should
sent an RTCP packet at least once every 5s.
• Synchronization information : RTCP reports provide RTP time stamps and the cor-
responding real time. This is especially important for synchronizing between different
data streams with different RTP time scales.
The senders in a session use the information in a RR to estimate the round-trip time as described
in figure 2.13. Upon receiving a RR packet, the sender subtracts the time reported in the LSR
and DLSR fields from the current time to get an estimation of the current round trip time.
A newly proposed protocol for the transport of real-time media is the Datagram Congestion
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Control Protocol (DCCP) protocol [27]. The DCCP protocol implements congestion control
mechanisms to assure responsive behavior of real-time media flows. DCCP states the exchange
of acknowledgments to allow the sender to identify packet loss and transmission delay. How-
ever, DCCP does not guarantee reliable transmission as does TCP by implementing packet
retransmission and reordering. DCCP is a connection-oriented protocol and is suitable for
unicast connections.
2.2.3 Session Protocols
In addition to RTP/RTCP, a session control protocol is usually used to control the operations
of an RTP session. The Real-Time Streaming Protocol (RTSP) was standardized by the
IETF in RFC 2326 [28] to provide video recorder operations, like fast forward, in streaming
sessions. RTSP also provides functionalities to establish streaming sessions between receivers
and media servers. The receiver may request a description of the media and ask the server to
setup a session via RTSP. The server may use RTSP to inform its receivers about availability
of additional media streams. In RTSP, each media stream is identified and located using a
Universal Resource Locator (URL). Information about media streams of a presentation, like
encoding, RTSP URLs, and other parameters, is provided in a presentation description file.
The presentation description file can be obtained by other means. RTSP targets the control of
Internet streaming sessions. In the following, we list the commands that are defined by the
RTSP protocol.
• OPTIONS requests a list of the supported RTSP methods from the server.
• DESCRIBE requests a description of the media object being streamed using the SDP
protocol.
• ANNOUNCE allows a client or server to register the description of a media object.
• SETUP starts an RTSP session and causes the server to allocate the needed resource for
the new session. It also establishes a transport channel between the server and client.
• PLAY causes the server to start transmitting data to the client over a previously estab-
lished RTSP session.
• PAUSE temporarily stops the transmission of the media stream, but without closing the
RTSP session.
• TEARDOWN closes the RTSP session and frees the allocated resources.
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• SET_PARAMETER and GET_PARAMETER are placeholder functions, which al-
low the implementation of application specific methods.
A further session control protocol is the Session Initiation Protocol (SIP) [29]. SIP is used to
initiate and terminate real-time communication sessions. SIP defines two types of components,
user agents and network servers. A user agent acts on behalf of a user and may be located
either on client or server side. The agent located on a client, the user agent client (UAC), is
responsible for initiating SIP sessions. On the server side, the user agent server (UAS) receives
and processes the receiver request. Network servers either forward client requests to a server
(proxy servers) or redirect them (redirect servers) by sending the address of a server to the
requesting client. The network servers are deployed to support user mobility. The following
commands are defined in SIP.
• INVITE : is sent by a user agent client to initiate a session
• BYE : is sent by a user agent to leave the session
• OPTIONS : solicits information about user capabilities
• STATUS : informs another server about the status of the session
• CANCEL : terminates the search for a user agent
• ACK : acknowledges the receipt of a message
• REGISTER : sent by a user agent client to provide user information to the SIP server
Similar to RTSP, SIP uses URLs to address a user agent in the network. SIP is mainly used to
control real-time sessions, like video telephony, and was designed to work on telecommunica-
tions networks and the Internet as well.
The figure 2.14 illustrates the architecture of a video delivery system and the interaction be-
tween the different protocols and components.
2.2.4 Error-Resilient Packetization
The compressed video stream has to be packetized prior to transmission over a packet-switched
network. An easy way to perform packetization is by generating fixed size packets. Although
this algorithm is simple, it is widely accepted that it is not suitable for packetization of video
streams. Without understanding the structure of a compressed video stream, the fixed size
2.2 Video Transport 35
Network
RTP
UDP/IP
RTSP
TCP/IP
RTSP
TCP/IP
RTP
UDP/IP
RTCP
UDP/IP
RTCP
UDP/IP
PLAY
TEARDOWN
RTP data
RTCP RR/SR
SETUP
Client Server
Figure 2.14: Video delivery system architecture and protocols.
packetization may result in macroblocks being split over two packets. If one of the two packets
is lost or corrupted during transmission, then the decoder will not be able to decode the mac-
roblock and the received portion of the macroblock will be useless. This effect is denoted by
inter packet dependency.
Turletti and Huitema [30] proposed to put one to several macroblocks in a packet, depend-
ing on the allowed MTU. This approach avoids macroblock splitting, which would result in
inter-packet dependency. The loss of one packet results only in the loss of the carried mac-
roblocks. Accompanying information, such as image headers in H.261, are carried in a separate
RTP packet to provide for a higher error resilience. Zhu [31] also proposed to use groups for
macroblocks (so called GOBs) for packetization. GOBs were introduced in the ITU-T video
compression standards. In the MPEG-4 video compression standard, resynchronization mark-
ers are used instead. As previously mentioned, resynchronization markers are inserted by the
video encoder at approximately equidistant positions within the bitstream and just before the
start of a new macroblock. Furthermore, the packetization scheme is not allowed to cross the
boundaries of a video frame. Macroblocks belonging to different video frames or bitplanes in
FGS cannot be put in the same packet.
On the other hand, packets should not be larger than the Maximum Transmission Unit (MTU).
The MTU is the largest transmission unit that can be transmitted over all the links of the path
between the sender and receivers without being fragmented by the IP protocol. IP fragmen-
tation also results in inter packet dependencies. The path MTU can be determined using the
method proposed by Mogul and Deering [32]. However, a size of 576 bytes can be assumed, if
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it is not possible to determine the path MTU.
Wu et al. [33], proposed a packetization algorithm based on the resynchronized markers in-
serted in MPEG-4 streams. We adopt this packetization algorithm and enhance it to support
packetization of FGS layered video streams. The packetization algorithm is described as fol-
lows.
• we check if there still is video data to be packetized, and count the number of bytes up to
the start of the next video frame or bitplane (in case of FGS streams). The header of the
video frame is stored to be inserted at the beginning of each packet for enhanced error
resilience. The decoder is then able to decode each video packet independently.
• if the entire video frame fits into one packet, i.e. the MTU size is not exceeded, then
the frame is packed in a single packet. Data of two different frames or bitplanes cannot
share the same packet, even if the packet size does not exceed the MTU.
• if the video frame is larger than the MTU, then the frame or bitplane is packed in sev-
eral video packets. We put as many slices of the video frame as possible in the packet,
while not exceeding the MTU. A slice is a portion of the video bitstream between two
resynchronization markers. If the expected bit error rate is small, the intermediate resyn-
chronization markers in a video packet can be removed in order to increase the rate
efficiency.
At the receiver, the inserted redundant headers are removed, so that only a single frame or bit-
plane header is put in the video stream. In the case of FGS enhancement streams, If a packet
loss is detected, the decoder may continue decoding starting from the following resynchroniza-
tion marker or choose to discard the rest of the data up to the succeeding FGS frame.
2.3 Summary
Advances in video compression algorithms, processing power, and communication networks
have paved the way for video communication applications to emerge. Depending on the type
of the video communication application, different requirements on the quality of the connec-
tion can be identified. In general, video delivery services have large bandwidth needs, can
tolerate few packet losses, and are sensitive against excessive delays. However, the absence of
QoS support mechanisms in todays packet-switched networks raises threatens the acceptance
of video delivery services. Typically, packet-switched networks like the Internet are best-effort
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networks, where no guarantees can be given on the end-to-end latency or loss rate. Further-
more, it is difficult to exactly characterize the video stream being transported. By consequence,
even in the presence of QoS reservation mechanisms, the network cannot guarantee the timely
QoS requirements.
In this chapter, we gave an overview over state-of-the-art video compression algorithms and
transport protocols and architectures. We classified video communication applications accord-
ing to their requirements, and communication channels according to their characteristics. We
outlined the main issues, which need to be addressed when designing video delivery services.
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Chapter 3
Video Quality
The acceptance of video delivery services and applications depends strongly on the video qual-
ity, that the end-users will experience. A higher video quality after transmission results in a
higher user satisfaction. Hence, there is a need for efficient methods to accurately measure the
video quality. Furthermore, video delivery over lossy networks suffers from packet erasure,
which by consequence reduces the video quality. Estimating the video quality after transmis-
sion for given network conditions can be used effectively to optimize video delivery.
In this chapter, we deal with video quality measurement and estimation for video encoding and
delivery.
3.1 Video Quality Measurement
Several schemes for measuring the video quality have been developed in the last years. Video
quality measurement schemes can be classified in two classes: objective measurement schemes
and subjective measurement schemes. Subjective video quality measurement schemes are more
reliable in reflecting the perceptual quality and the user satisfaction. In a subjective video
quality measurement scheme, a group of viewers is selected and gathered in a room to watch
the video sequences. The room environment is described in the ITU-T recommendation P.910
[34]. To be able to evaluate the quality of a processed video sequence (test sequence), the
viewers are shown both a reference video sequence and the test sequence, either simultaneously
(Double Stimulus Impairment Scale) or sequentially (Double Stimulus Continuous Quality
Scale). The viewers are then asked to judge the quality of the test sequence by giving it a
grade. Thereafter, an average value of the grades given by all viewers is taken to build the
Mean Opinion Score (MOS). In the absence of a reference video sequence, the Single Stimulus
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Continuous Quality Evaluation (SSCQE) method can be applied. In this method, the viewers
are asked to move a slider to indicate the quality of a video sequence while watching it. This
test method is especially useful for assessing live video content. Such assessment methods have
been standardized for the evaluation of television signals in the ITU-R BT.500 recommendation
[35]. The disadvantage of subjective video quality measurement schemes lies in their cost
and their complexity. To realize a subjective video quality measurement, we need a special
equipped room as well as a large group of people who are willing to watch and evaluate the
video sequence. Furthermore, it is very difficult to perform quality measurements in real-time
during a video delivery session.
Objective video quality measurement schemes do not rely on human interaction and evalua-
tion. The quality measurement is performed by calculating some video quality metrics. This is
realized by processing both original and processed video sequences by a machine to produce
a quality evaluation. Objective video quality assessment schemes, although not accurate, try
to achieve highest correlation with subjective video quality assessment schemes, while assur-
ing real-time processing capability. Two classical objective video assessment schemes are the
Mean Squared Error (MSE) and the Peak Signal-to-Noise Ratio (PSNR). The MSE and PSNR
are calculated by processing both original video sequence and processed video sequence as
shown in equation 3.1 and 3.2 respectively.
MSE(t) =
∑heighty=1 ∑widthx=1
( f tp(x,y)− f to(x,y))2
width ·height (3.1)
PSNR(t) =−10log
(
MSE(t)
2552
)
(3.2)
f tp(x,y) represents the value of the pixel located at coordinates (x,y) at video frame t of the
processed video sequence. Whereas f to(x,y) represents the value of the same pixel at the origi-
nal video sequence. In this case, we assume the resolution of the Y-component to be 8 bits per
pixel, yielding a maximum value of 28−1 = 255. As we can see, the PSNR scheme is derived
from the MSE scheme. A higher MSE value means a larger deviation of the processed video
signal from the original video signal and thus a worse video quality. On the contrary, a higher
PSNR value means a larger fidelity to the original video signal. Both schemes are widely ac-
cepted and deployed because of their simplicity and ease of implementation. MSE and PSNR
show good correlation with subjective video quality measurement schemes. However, these
schemes can only be used in the case where both original and processed video sequences are
available. If we are sending a video sequence over a transmission channel to a remote receiver,
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quality measurement of the received video signal cannot be performed. The deployment of
MSE and PSNR for real-time quality measurement and feedback in a video delivery session is
usually not possible.
More sophisticated objective video quality measurement schemes have been developed to
model the human visual system more accurately. MSE and PSNR fail to distinguish between
different types of distortion in the video quality. On the other hand, human viewers are dis-
turbed by different types of distortions differently. The types of distortion in the video quality
identified are: jerkiness, blockiness, blurriness and noise. The ANSI T1.801.03-1996 stan-
dard [36] defines a number of features and objective parameters related to the above mentioned
video distortion types. We give a short description of these objective parameters.
• Spatial Information measures the amount of edges in a video image.
• Edge Energy is derived from the spatial information parameter. The difference between
edge energy in the original video sequence and the processed video sequence is used to
measure blurring and blockiness.
• Temporal Information is computed from the difference of successive pixel values at
the same pixel position. The temporal information is an indicator of the amount of
motion in a video sequence. Successive identical frames get a temporal information
parameter equal to zero. Whereas, scenes with high motion will result in a high temporal
information parameter.
• Motion Energy is derived from the temporal information parameter. The difference in
motion energy between original and processed video sequences is a measure for jerkiness
and blockiness.
The above-mentioned quality parameters can then be combined to build a video quality metric.
To allow for real-time quality assessment and feedback, newly developed schemes rely on the
extraction and transmission of video quality features at the receivers. This reduces the amount
of data, that needs to be sent back to the sender to perform quality measurement. In [37], the
authors present an architecture to extract quality assessment features and feed them back to the
sender.
3.2 Compression Distortion
As discussed in chapter 2, most video compression algorithms are lossy algorithms. The video
signal cannot be exactly reconstructed after encoding and decoding is performed. This is, how-
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ever, not necessary and encompasses the compression potential of the video compression al-
gorithms. After encoding and decoding, the difference between the processed video sequence
and the original video sequence is denoted as the compression distortion. The compression
distortion can result from different components of the compression algorithm. The main com-
ponent, responsible for the information loss, is the quantizer. Quantization is essential to reduce
the needed bitrate, as well as to be able to represent the video symbols with a finite alphabet.
Quantization inevitably induces distortion between the original and the processed video se-
quence. By manipulating the quantization step size used, the encoder can adjust its output rate
at the cost of increased (or decreased) distortion. Higher quantization steps imply a coarse
grain quantization and by consequence larger errors. Lower quantization steps result in smaller
distortion. A trade-off between the needed bitrate and the resulting distortion exists.
An encoder can be characterized by its rate-distortion curve, which gives for each specified
output rate the resulting distortion measured between the processed and the original video
sequence. The performance of different compression algorithms and encoders can be compared
by comparing their rate-distortion curves. An encoder that can achieve a lower distortion than
another encoder for the same output rate and video sequence, is more efficient. In figures 3.1(a)
and 3.1(b) we depict the rate-distortion curve of the MPEG-4 encoder, which we have used in
all our simulations, for the video sequences foreman and akiyo in the CIF and QCIF formats.
Here, the distortion was measured in terms of PSNR, so that a higher value signifies a lower
distortion. In another experiment we varied the quantization step and measured the resulting
distortion. The results are shown in figures 3.2(a) and 3.2(b) for the CIF and QCIF video
sequences. We observe the trade-off relationship between rate and video quality. We notice
also that starting from a certain rate, the improvements in video quality that can be achieved by
increasing the rate become less important.
We also examine the rate-distortion characteristics of FGS layered encoded video. Figure 3.3
depicts the relation between the number of bitplanes decoded, the measured video quality, and
the need bitrate for different video sequences. Clearly, the more bitplanes decoded the higher
is the video quality. Again we observe the trade-off relationship between the rate and the video
quality. The improvements in video quality become less important with the increase in the
number of bitplanes decoded. We also compare the achievable quality when single layer to
FGS layered encoding. Each measurement of the single layer video was taken at the same
bitrate as that of the corresponding FGS layered video with the specified number of bitplanes
encoded. We observe that up to a certain bitrate, the single layer video outperforms the FGS
layered video by achieving higher video quality. Single layer encoding can be seen as the upper
limit for achievable performance for layered video encoding. The performance of FGS can be
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(a) CIF video sequences
(b) QCIF video sequences
Figure 3.1: Operational rate-distortion curve of an MPEG-4 encoder.
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(a) CIF video sequences
(b) QCIF video sequences
Figure 3.2: Quantizer step size vs. distortion curve of an MPEG-4 encoder.
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(a) Foreman (CIF) (b) Mobile & Calendar (CIF)
(c) News (QCIF) (d) Akiyo (QCIF)
Figure 3.3: Bitrate and video quality depending on the number of FGS bitplanes decoded for
different video sequences.
further improved by applying prediction at the enhancement layer as proposed in Progressive
FGS [38]. In the companion CD [39], we show the quality enhancement after decoding an FGS
encoded bitstream (foreman video sequence) at different video planes.
3.3 Channel Distortion
Packet loss or bit errors often lead to serious degradation in video quality and by consequence to
an annoying watching experience. The loss of a single video packet, if limited to the temporal
and spatial context of the video data carried in that packet, will mainly be unperceived. How-
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ever, the distortion caused by such errors tends to propagate to the neighborhood temporally
as well as spatially. This is mainly caused by a phenomenon called error propagation. Figure
3.4 shows a sequence of frames from a video stream, which suffered from a single packet loss
at frame shown in figure 3.4(a). The missing data was recovered using data from the previous
video sequence, which was from a different video scene. In this case, we can clearly observe
the effects of a single packet loss on the video quality in the succeeding video frames. Fur-
thermore, the effected region by the packet loss tends to get larger in surface in the succeeding
frames. If some of the pixels, which are used as reference for predicting other pixels, are cor-
rupted, then the error will propagate to the predicted pixels. Because of the deployed motion
compensation technique, the predicted pixels are not necessarily located at the same position
as their reference pixels. This will lead to the corrupted region spreading out over the image
surface.
In this section, we analyze the packet loss effects on the video quality. We consider the cases
of packet loss in the base layer and enhancement layer separately.
3.3.1 Distortion Estimation for Base Layer
We develop a model for the estimation of the distortion caused by packet loss errors and the
resulting error propagation in base layer video packets. The goal of this model is to be simple
and easy to implement as well as accurate in reflecting the measured distortion. In [40, 41],
a statistical model for analyzing error propagation for predictive encoded video is presented.
The variance of the introduced error signal is considered to be constant for the same video se-
quence. Two points of the packet loss rate-distortion curve are then sufficient to determine the
expected distortion. However, this model cannot be used to determine the distortion value of
each single video packet. Zhang et al. [42, 43] suggest the pixel-based distortion estimation of
the end-to-end distortion. In their approach, the expected distortion is calculated for a group of
packets by simulating a subset of the possible loss events under a given packet loss rate p of the
channel. The selected subset of packet loss events for the group of packets is then simulated
to get exact measures of the resulting distortion. The distortion estimation for the rest possible
loss events is then derived from the measured values through a first-order taylor approxima-
tion. This approach involves eminent amount of calculations to simulate several packet loss
events for each group of packets of the compressed video sequence. In [44], an alternative
distortion estimation algorithm is proposed by the same authors. The ROPE algorithm is a
recursive estimation algorithm, which estimates the distortion for each single pixel by tracking
its prediction chain and all possible error concealment decisions. This approach has two major
drawbacks: tracking all the possible decoder outcomes for each single packet is very hard and
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(a) frame 601 (b) frame 602
(c) frame 605 (d) frame 610
(e) frame 620 (f) frame 630
Figure 3.4: Error propagation after a single packet loss in frame 601. Distance between 2
consecutive I-VOPs is 50 frames.
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requires intensive processing, and on the other hand the distortion measure does not reflect the
importance of a single packet, since the distortion is not followed up to the next INTRA refresh
rate. It also requires the availability of the packet loss rate during estimation, which limits
its applicability to the real-time video delivery applications and by consequence should work
under very tight processing time limits. He et al. [45] propose a simplified macroblock-based
distortion estimation, where the distortion of a single macroblock is supposed to be a constant
fraction of the distortion of the whole video image. However, experiments have shown that
different packets of the same frame had different distortion values, since some regions of the
video frame may have a large motion amount, whereas other regions show little changes to the
previous video frame. We demonstrate this effect by showing a decoded video sequence, after
two packet losses have occurred. The first packet had a higher distortion value and caused a
large damage to the video quality, whereas the second packet had a very small distortion value
and nearly no corruption can be noticed. The corresponding video sequence can be found in
the companion CD [39]. It is important to estimate the distortion of each single packet taking
into account effects of error propagation to succeeding frames. The case of multiple or bursty
packet loss should also be taken into account. Our aim is to be able to identify important video
packets and assign them higher loss protection.
In the following section, we introduce the pixel distortion through a prediction chain. We then
deduce a distortion estimation algorithm after some packet loss has taken place. Based on this
analysis, we develop a packet prioritization mechanism which takes into account the distortion
value and loss probability of a video packet.
Pixel Distortion
For a pixel at position (x0,y0) in frame t, we define the notations in table 3.1. We only consider
the luminance component in estimating the quality distortion, since the human visual system is
more sensitive to degradation in the luminance component.
For an INTER -coded pixel, the decoder reconstructs its value from the value of the reference
pixel and the displaced pixel difference as shown in equation 3.3.
fs(x0,y0)t = fs(x0−δtx,y0−δty)t−1 +∆(x0,y0)t (3.3)
This representation can be further extended to find out the value of a predicted pixel starting
from any of its reference pixels. Figure 3.5 shows an example of a pixel prediction chain. For
a predicted pixel (x0,y0)t , with a prediction chain of length n, fs(x0,y0)t can be derived from
fs(xk,yk)t−k for any 0 < k≤ n, if (xk,yk)t−k is the reference pixel of (x0,y0)t at frame t−k. The
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(x0,y0)t pixel at position (x0,y0) in frame t
fo(x0,y0)t luminance component at (x0,y0)t in original video sequence
fs(x0,y0)t luminance component at (x0,y0)t at the sender
fc(x0,y0)t luminance component at (x0,y0)t after error concealment
fr(x0,y0)t luminance component at (x0,y0)t at the receiver
(δtx,δty) motion vector
∆(x0,y0)t displaced pixel difference at pixel (x0,y0)t
P{(x0,y0)t} {(x0,y0)t ,(x1,y1)t−1, . . . ,(xn,yn)t−n}, i.e. prediction chain for pixel (x0,y0)t
Table 3.1: Summary of pixel related notations.
Frame t-k Frame t-k+1 Frame tFrame t-k+2 Frame t-k+3
Figure 3.5: Prediction chain of an INTER-coded pixel. Arrows show prediction direction.
Motion compensation results in a shift in the pixel position.
formula for this dependency is expressed in equations 3.4, 3.5 and 3.6.
fs(x0,y0)t = fs(xk,yk)t−k +
k−1
∑
i=0
∆(xi,yi)t−i (3.4)
where ∀i > 0
xi = x0−
i−1
∑
j=0
δt− jx (3.5)
yi = y0−
i−1
∑
j=0
δt− jy (3.6)
We now estimate fc(x0,y0)t after error concealment of pixel at position (x0,y0)t . We distinguish
between two loss types depending on whether the pixel information is lost, we call this an
explicit loss, or if some of its reference pixels were lost, which we denote as an implicit loss.
In case of an explicit loss fc(x0,y0)t is reconstructed as shown in equation 3.7.
fc(x0,y0)t = fr(x0,y0)t−1 (3.7)
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In other words, the lost data is replaced with data at the same position from the previous video
frame. This assumption of a simple error concealment at the receiver can be widened easily to
support more sophisticated error concealment techniques (e.g. involving motion vector recov-
ery from neighboring macroblocks). The decoder choice of the error concealment algorithm
can optionally be communicated to the encoder, in order to adjust the distortion estimation and
achieve higher accuracy. However, the model presented here should provide a good approxi-
mation for different types of error concealment.
In case of implicit loss, where one of the reference pixels data was lost, for instance at frame
t− k, the value of this pixel is reconstructed as follows.
fc(x0,y0)t = fc(xk,yk)t−k +
k−1
∑
i=0
∆(xi,yi)t−i
= fr(xk,yk)t−k−1 +
k−1
∑
i=0
∆(xi,yi)t−i (3.8)
We deduce the resulting loss distortion on pixel-basis for the 3 different cases as follows.
D(x0,y0)t =


0 no loss
( fr(x0,y0)t−1− fo(x0,y0)t)2− ( fs(x0,y0)t − fo(x0,y0)t)2 explicit loss(
fr(xk,yk)t−k−1 +∑k−1i=0 ∆(xi,yi)t−i− fo(x0,y0)t
)2
−
( fs(x0,y0)t − fo(x0,y0)t)2 implicit loss
(3.9)
For practical implementation, the first two cases can be directly measured during encoding or
packetization. However, the case of implicit loss needs further elaboration. We work out equa-
tion 3.9, in order to get an acceptable measure for the distortion caused by loss of a reference
pixel on one of its predicted pixels.
( fc(x0,y0)t − fo(x0,y0)t)2 =
(
fr(xk,yk)t−k−1 +
k−1
∑
i=0
∆(xi,yi)t−i− fo(x0,y0)t
)2
=
((
fr(xk,yk)t−k−1 +
k−1
∑
i=0
∆(xi,yi)t−i− fs(x0,y0)t
)
+( fs(x0,y0)t − fo(x0,y0)t)
)2
(3.10)
From equations 3.9 and 3.4 we deduce that.
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A ( fr(xk,yk)t−k−1− fo(xk,yk)t−k)
B ( fs(xk,yk)t−k− fo(xk,yk)t−k)
C ( fs(x0,y0)t − fo(x0,y0)t)
Table 3.2: Abbreviations used for determining pixel distortion in the implicit loss case.
( fc(x0,y0)t − fo(x0,y0)t)2 =(( fr(xk,yk)t−k−1− fs(xk,yk)t−k)+ ( fs(x0,y0)t − fo(x0,y0)t))2
=
((
fr(xk,yk)t−k−1− fo(xk,yk)t−k
)
−
(
fs(xk,yk)t−k− fo(xk,yk)t−k
)
+
( fs(x0,y0)t − fo(x0,y0)t))2
(3.11)
For ease of calculations we define the abbreviations in table 3.2. The distortion in the case of
implicit error can then be written as follows.
D(x,y)t = (A−B+C)2−C2
= A2 +B(B−2C)+2A(C−B) (3.12)
We assume that the prediction error for both reference and predicted pixel is more or less equal,
so that equation 3.12 can be rewritten as follows.
B≈C =⇒ D(x0,y0)t ≈ A2−B2 (3.13)
This assumption will hold in cases where the used quantization parameters at the two pixels do
not differ a lot from each other. We deduce that
D(x0,y0)t ≈ ( fr(xk,yk)t−k−1− fo(xk,yk)t−k)2− ( fs(xk,yk)t−k− fo(xk,yk)t−k)2
≈ D(xk,yk)t−k (3.14)
From equation 3.14, we conclude that the error created by the loss of one reference pixel prop-
agates to all predicted pixels. Furthermore, the distortion measured at following frames is
approximately equal to the distortion introduced by the error at the reference frame. This is,
however, not always the case. The deployment of half-pixel or quarter-pixel motion prediction
reduces the measured error signal across the prediction chain. Other Techniques like the de-
ployment of an in-the-loop deblocking filter (as proposed in the H.264 standard) or overlapped
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Figure 3.6: Half-pixel motion compensation. Pixel position in reference image.
block motion compensation (OBMC) also lead to the decay of the error signal over time. In
the following section, we describe in detail the half-pixel motion compensation technique and
estimate the caused error signal attenuation. We then adjust our model to take such effects into
account. The developed model can be generalized for all the aforementioned techniques and
still yields accurate results.
Error Signal Attenuation
In this section, we give an insight into half-pixel motion compensation and analyze the effects
of such a technique on a propagated error signal. In the early motion-compensation algorithms,
only full pixel motion vectors were used; that is, the components of the motion vector were
restricted to an integer value. However, the real object motion between two successive images
of a video sequence is not necessarily full-pixel based, this restricted resolution leads to a less
efficient compression.
The newly developed motion compensation algorithms allow for a higher precision of the
motion vectors. In this way, the components of the motion vector could take half-pixel or
quarter-pixel values. This finer resolution has helped increasing the compression efficiency
significantly. In the following, we discuss the behavior of half-pixel motion compensation and
deduce an estimation of the resulting error signal attenuation.
Figure 3.6 shows for some reference frame the position which may be pointed at by a motion
vector. The pixels P1, P2, P3 and P4 have integer values and correspond directly to original
pixels in the reference image. The pixels P12, P13 and P14 are, however, virtual pixels. Since
these pixels do not really belong to the original image, the values of these virtual pixels are
calculated using some interpolation technique. The bilinear interpolation, which is for instance
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used in MPEG-4 for half pixel motion estimation, results in the interpolated values shown in
equations 3.15, 3.16 and 3.17. The division used here is the integer division.
f (P12) = f (P1)+ f (P2)+12 (3.15)
f (P13) = f (P1)+ f (P3)+12 (3.16)
f (P12) = f (P1)+ f (P2)+ f (P3)+ f (P4)+24 (3.17)
We now analyze the effects of such interpolation on the propagation of the error signal. We
assume that we have a residual error u(x,y)t , which is defined as follows :
fc(x,y)t − fo(x,y)t = u(x,y)t (3.18)
We will now consider the three cases of half-pixel motion compensation in the neighborhood
of pixel (x,y)t as shown in figure 3.6. If some pixel (x1,y1)t+1 is predicted from the pixel
(x+
1
2
,y)t , then we have:
fc(x1,y1)t+1 = fc(x+ 12 ,y)
t +∆(x1,y1)t+1
=
fc(x,y)t + fc(x+1,y)t +1
2
+∆(x1,y1)t+1
=
fo(x,y)t +u(x,y)t + fo(x+1,y)t +u(x+1,y)t +1
2
+∆(x1,y1)t+1
=
fo(x,y)t + fo(x+1,y)t +1
2
+∆(x1,y1)t+1 +
u(x,y)t +u(x+1,y)t
2
= fo(x1,y1)+ u(x,y)
t +u(x+1,y)t
2
(3.19)
The resulting deviation as propagated to pixel (x1,y1)t+1 is then
fc(x1,y1)t+1− fo(x1,y1)t+1 = u(x,y)
t +u(x+1,y)t
2
(3.20)
The 2 other cases can be treated in a similar way. Table 3.3.1 summarizes the results, depending
on the 4 possible cases.
From the preceding analysis, we deduce that the deployment of interpolation for motion com-
pensation leads also to the interpolation of the existing error signal. Furthermore, if one or more
of the pixels used for the interpolation was correctly decoded, i.e. having u(x,y)t = 0, then the
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reference pixel propagated error signal
(x,y)t u(x,y, t)
(x+
1
2
,y)t
u(x,y)t +u(x+1,y)t
2
(x,y+
1
2
)t
u(x,y)t +u(x,y+1)t
2
(x+
1
2
,y+
1
2
)t
u(x,y)t +u(x+1,y)t +u(x,y+1)t +u(x+1,y+1)t
4
Table 3.3: Propagated error signal depending on reference pixel.
N distance between two succeeding INTRA-coded frames
S(P, t + i) set of all pixels (x,y)t+i which are carried in packet P or predicted
from a pixel carried in P at frame t + i
c((x,y)t+i)
=
{
1 if pixel (xi,yi)t+i ∈ S(P, t + i)
0 else
Table 3.4: summary of packet-related notations
propagated error signal will be cut down. This is mainly the reason for the attenuation in the
propagated error signal. This type of error signal attenuation takes place at border pixels of a
lost packet. However, it is very difficult to accurately track the error signal attenuation exactly.
We rather approximate the error signal attenuation by introducing an error signal attenuation
factor 0 < α≤ 1. We rewrite equation 3.14 as follows.
D(x,y)t = αkD(xk,yk)t−k (3.21)
Packet Distortion
To estimate the distortion caused by a packet loss, we have to measure the difference in quality
between the decoded and the concealed data carried in that packet. If the packet is received
and decoded correctly, then the distortion measured will reflect the encoding distortion (i.e.
the quantization error). If, however, the packet is lost, the decoder will conceal the lost region
of data, using older data. As previously mentioned, we assume that the decoder implements
a simple error concealment technique, where a lost region is replaced by data from the same
region from the recently correctly decoded frame. The MPEG-4 decoder, which we used in our
measurements, implements this error concealment technique.
Table 3.4 lists the packet related notations, used in this section. In the previous section, we
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estimated the loss distortion on pixel-basis. The results are used in this section to develop
an estimation of the distortion introduced by a packet loss. We define the packet distortion
as the overall deterioration in video quality, resulting from the loss of this packet. This is the
deterioration in video quality observed in all following video frames, after some packet loss has
occurred. We define the packet error for a certain packet P as shown in the following equation.
ξ(P) = ∑
(x,y)t∈S(P,t)
(
( fr(x,y)t − fo(x,y)t )2− ( fs(x,y)t − fo(x,y)t )2
) (3.22)
The packet error reflects the error signal, measured in squared error, introduced at frame t after
the loss of a packet P, containing data from frame t. To measure the deterioration in video
quality, we further define the distortion of a packet P as described by equation 3.23.
∆D(P) =
n
∑
i=0
(De(P, t + i)−Dc(P, t + i)) (3.23)
where t is the index of the frame, from which data of packet P is taken. n is the number for
predicted frames up to the next INTRA frame. De and Dc represent the measured distortion
in video quality, in terms of PSNR, for the correctly encoded and the concealed video frame
respectively. De and Dc are calculated following equations 3.24 and 3.25.
ξe(P, t + i) =
y=height
∑
y=1
x=width
∑
x=1
( fs(x,y)t+i− fo(x,y)t+i)2
De(P, t + i) =−10log
( ξe(P, t + i)
width ·height ·2552
)
(3.24)
ξc(P, t + i) =
y=height
∑
y=1
x=width
∑
x=1
(c(x,y)t+i( fc(x,y)t+i− fo(x,y)t+i)2+
(1− c(x,y)t+i)( fs(x,y)t+i− fo(x,y)t+i)2)
=
y=height
∑
y=1
x=width
∑
x=1
( fs(x,y)t+i− fo(x,y)t+i)2+
∑
(x,y)t+i∈S(P,t+i)
(
( fc(x,y)t+i− fo(x,y)t+i)2− ( fs(x,y)t+i− fo(x,y)t+i)2
)
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and from equation 3.14
=
y=height
∑
y=1
x=width
∑
x=1
( fs(x,y)t+i− fo(x,y)t+i)2+
∑
(x,y)t+i∈S(P,t+i)
(
( fc(x,y)t − fo(x,y)t )2− ( fs(x,y)t − fo(x,y)t )2
)
Dc(P, t + i) =−10log
( ξc(P, t + i)
width ·height ·2552
)
(3.25)
From equations 3.24 and 3.25 we simplify equation 3.23 as follows.
∆D(P, t + i) =−10log
( ξe(P, t + i)
width ·height ·2552
)
+10log
( ξc(P, t + i)
width ·height ·2552
)
(3.26)
= 10log
(ξc(P, t + i)
ξe(P, t + i)
)
(3.27)
= 10log

1+
∑
(x,y)t+i∈S(P,t+i)
( fc(x,y)t − fo(x,y)t )2− ( fs(x,y)t − fo(x,y)t )2
ξe(P, t + i)

 (3.28)
Equation 3.28 does not take the error signal attenuation, discussed in the previous section,
into account. We modify this equation, by introducing the attenuation factor α i. Since error
propagation is automatically stopped at the next INTRA-coded frame, i < N − (t modulo N ).
We recall that N is the distance between two consecutive INTRA-coded frames and t is the
index of the frame that experienced packet loss. The propagated error signal for frame t + i is
then expressed in equation 3.30.
( fc(x,y)t+i− fs(x,y)t+i)2 = ( fr(xk,yk)t−1− fo(xk,yk)t) ·αi (3.29)
∑
(x,y)t+i∈S p
( fc(x,y)t+i− fs(x,y)t+i)2 = αi ·ξ(P) (3.30)
Equation 3.28 can now be rewritten to include the modified error propagation formula as fol-
lows.
∆D(P, t + i) = 10log
(
1+ ξ(P) ·α
i
ξe(t + i)
)
(3.31)
From equations 3.23 and 3.31 we can calculate an estimation of the resulting overall distortion
in video quality (measured in PSNR) after a single packet loss has happened. We developed
a tool to analyze the video sequences and to produce all terms needed for the calculation of
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equation 3.31. In [46], we presented the MPEG-4 analysis framework and the corresponding
distortion estimation tool.
3.3.2 Distortion Estimation for Multiple Packet Losses
In the previous section, we developed a practical model to measure the resulting distortion in
video quality after a single packet loss. However, succeeding packet losses in a prediction
chain lead to a modified propagation of the error signal. Since the loss pattern of the following
packets is dynamic and unknown prior to transmission, an exact prediction of the measured
distortion is not possible. We rather extend our model to estimate the expected final distortion
given the actual packet loss probability.
We first analyze the effects of multiple packet loss on the error propagation in a pixel pre-
diction chain. As described in section 2, an explicit loss of a pixels´ data will lead to error
concealment initiated at the decoder. The pixel data is then replaced with that from the pixel
at the same position in the previous frame fc(x,y)t = fr(x,y)t−1. In this case, the error signal
is then ( fr(x,y)t−1− fo(x,y)t )2. In other words, after a second error has occurred in a predic-
tion chain, the propagation of the error signal of the first error is stopped. However, it is very
likely that the data at (x,y)t−1 was also affected by previous packet loss. In that case, we have
fr(x,y)t−1 6= fs(x,y)t−1 and a fraction of propagated error from prior packet loss will still get
through to data of (x,y)t . We express this by introducing a new factor β, which describes the
fraction of error signal propagation from previous packet losses on the same region of the video
frame.
∆D(P, t + k) = 10log
(
1+
βξold +ξ(P, t + k)
ξe(t + k)
)
(3.32)
where ξold represents the accumulated error from previous packet loss since the last I-Frame.
From equation 3.32, we develop the expected packet distortion given a measured loss proba-
bility p. Depending on the loss probability of succeeding packets on the same video data, the
resulting loss distortion of packet P at frame t may vary. We model this process as a Bernoulli
process of the prediction chain packets. The resulting error is written as follows.
ξ(P, t + i) =
n−1
∑
k=0
(
βi pk(1− p)n−kαiξ(P)
)
(3.33)
where n is the distance from frame t to the next I-frame, k is the number of succeeding packets
that are lost.
Based on equations 3.23 and 3.31 or 3.33, we can define a priority relation among video packets
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of the same video sequence, based on their expected distortion. The values for parameters α
and β depend on the characteristics of the video sequence and on the packet loss rate and its
correlation. Experimental results have shown that a value of 0.92 ∼ 0.98 for α, and ∼ 0.4 for
β, lead to accurate estimates of the distortion.
This distortion estimation model can be used for implementing robust video delivery tech-
niques, which trade off robustness overhead and video quality. By identifying the most impor-
tant packets for the video quality in a video sequence, the application can provide for higher
protection against packet loss.
Evaluation
In this section, we evaluate our developed model for base layer distortion estimation by exper-
imentally measuring the video quality for different scenarios. We use our video analysis tool
in order to generate all needed information about the video packets. Several standard video
sequences are used in our simulations. The video sequences were encoded in the MPEG-4
format using the encoder in [47] at a rate of 768kbps. The distance between two succeeding
resynchronization markers was set to 640bits. This represents a redundancy overhead of about
2.6%. The INTRA-period N was set at 50 frames and the frame rate at 25fps. The data was
partitioned using our packetization algorithm with maximal packet sizes of 576 bytes. The
packets include the RTP/UDP/IP header and the distortion annotation fields, which sums up to
50 bytes of overhead. We performed several simulations with different packet loss rates, and
measured the video quality. The packet loss patterns were also used in our model in order to
estimate the expected loss in video quality. We compare the results to show the performance
of our distortion estimation model. Figure 3.7 depicts the measured video quality in terms of
PSNR after the loss of a video packet at the INTRA-Coded frame 51. It also depicts the dif-
ference (∆ PSNR) to the PSNR at the encoder. We observe the propagated error signal, which
goes through until the succeeding INTRA-coded frame 101. In figure 3.8, we show the esti-
mated and measured ∆ PSNR. The estimation is very close to the measurements, which reflects
the accuracy of our model.
We now simulate a packet loss at an INTER-coded frame (P-Frame number 326) and compare
the results to our model. In figure 3.10, the measured degradation in video quality, ∆ PSNR, is
depicted along with the estimated quality degradation. We observe that the quality degradation
is much smaller in magnitude compared to the first experiment, which is due to the large simi-
larity between consecutive P-frames. However, the error signal propagated up to the following
I-frame, as was the case in the first experiment. The deviation between the measured and the
estimated video quality deterioration is more significant than in the case of packet loss in an
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Figure 3.7: Distortion introduced after a single packet loss at I-VOP number 51.
Figure 3.8: Measured and estimated video quality degradation after a single packet loss at
I-VOP number 51.
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Figure 3.9: Measured and estimated video quality degradation after a single packet loss at
P-VOP number 326.
I-frame. Nevertheless, the model still delivers accurate estimations and the total distortion is
nearly equal for our model estimation and measurements.
In figure 3.10, we depict the degradation in video quality after 4 consecutive packet losses
starting from frame 51. We notice that our model can cope with several packet losses and still
delivers very accurate estimations of the video quality.
We notice also, that the magnitude of the error signal is significantly larger than in the first
experiment. Hence, succeeding packet loss, which are frequent in erasure channels (e.g. the
Internet), have a larger effect on the video quality than dispersed packet loss.
We investigate the effects of the choice of the model parameter α on the accuracy of our model.
In figure 3.11, the measured and modeled deterioration in video quality at different packet loss
rates is depicted. We observe that for high loss rates, a higher value of α matches the measured
values more accurately, whereas, for low loss rates, better accuracy is achieved using a value
of α≈ 0.92.
In another experiment, we compare our distortion estimation model to the statistical model pro-
posed by Stuhlmüller [40]. In this experiment, the deterioration in video quality was measured
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Figure 3.10: Measured and estimated video quality degradation after 4 successive packet losses
at I-VOP number 51.
Figure 3.11: Effects of the parameter α on the model accuracy.
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for different packet loss rates. Figure 3.12 depicts the average deterioration in video quality
for the two distortion estimation models and the measurements. The results varied depending
on the characteristics of the video sequence used. In all cases, our distortion estimation model
showed higher accuracy than the statistical model. For higher packet loss rates, adjusting the α
and β parameters will lead to higher accuracy.
In summary, the results have proved the accuracy of our distortion estimation model. In the
following section, we introduce a distortion estimation model for FGS video packets.
3.3.3 Distortion Estimation for the FGS Packets
In this section we tackle the problem of distortion estimation for enhancement layer packets
in the example of fine-granular scalability layered encoding. The model that we develop here
is intended to be an example for the development of other distortion estimation models for
different layered encoding algorithms.
FGS relies on DCT encoding of the residue image to produce the enhancement layer. The
residue image is the image built from the difference between an original video image and its
processed image (produced after encoding and decoding). As shown in Figure 2.9, the FGS
enhancement layer encoder first transforms the residue image using a DCT transform. It then
performs an optional bitplane shift to change the appearance order of the macroblocks depend-
ing on their visual significance. Thereafter, the encoder makes a search for the maximal amount
of bitplanes for each color component of a macroblock. At last the bitplanes are variable-length
encoded.
When dealing with enhancement layer data, we talk about the distortion reduction upon receiv-
ing an enhancement layer video packet. In other words, we estimate the gain in video quality
when a video packet is received, instead of estimating the loss in quality when a video packet
is lost. This difference to base layer packets has no effect on the model and stems from the fact
that a large portion of the FGS enhancement layer packets will not be received. The distortion
measured in the case where only base layer video packets is received and in the case where all
FGS video packets are received, are given for frame t in equations 3.34 and 3.35 respectively.
ξBL(t) =
height
∑
y=0
width
∑
x=0
( f ts (x,y)− f to(x,y))2 (3.34)
ξFGS(t) =
height
∑
y=0
width
∑
x=0
( f tf (x,y)− f to(x,y))2 (3.35)
3.3 Channel Distortion 63
∆
(a) foreman
∆
(b) mother & daughter
∆
(c) salesman
∆
(d) silent
Figure 3.12: Average PSNR at decoder at different packet loss rates.
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f tf (x,y) denotes the value measured at pixel (x,y)t after base and FGS layer are completely
decoded, and f ts (x,y) represents the value of the same pixel after decoding the base layer only.
The enhancement in video quality, that can be achieved by receiving and decoding the whole
FGS bitstream, is then expressed in the following equation.
∆ξ(t) = ξFGS(t)−ξBL(t) =
height
∑
y=0
width
∑
x=0
( f ts (x,y)− f to(x,y))2− height∑
y=0
width
∑
x=0
( f tf (x,y)− f to(x,y))2
(3.36)
Similar to the processing done for the base layer, we use the macroblock coordinates to de-
termine the area covered by an FGS video packet and calculate the video quality gain for this
specific area. In the following, we denote a packet which belongs to a bitplane i of a frame t by
Ptm,i, where m is the index of that packet. For an area A covered by video packet Ptm,i of video
frame t, the gain in video quality in the area, after full FGS decoding, can be measured as in
the following equation.
ξ(A(Ptmi))= ∑
(x,y)∈A(Ptm,i)
(( f ts (x,y)− f to(x,y))2− ( f tf (x,y)− f to(x,y))2) (3.37)
However, the same area of the video frame is covered several times, namely at each single
bitplane. To estimate the distortion of a single packet, we have to partition the quality gain
measured for the covered area among the packets that cover this area at all biplanes. We
introduce a distortion partition model, which partitions the distortion value of an area among
all bitplanes, depending on their significance and size. We recall that bitplanes are bits taken
at different significance levels of the DCT coefficients of the residue image. This means that
a bit in bitplane 0, which is the most significant bitplane (MSB), is two times as significant
as a bit taken from bitplane 1. In general, the bits at bitplane bpi are twice as important as
bits at bitplane bpi+1. On the other hand, the amount of data present at a bitplane of higher
significance is generally smaller than that of lower significant bitplane. This is mainly because
more detail of the video image is present in low significance bitplanes. We relate the amount
of detail present in a bitplane to the size of the encoded data of that bitplane. By consequence,
a video packet of larger size has more detail of the video image than another video packet of
smaller size. A further specificity of FGS layered coding, is that the video stream is designed
to be truncated at any position. However, the decoder will not be able to recover from a packet
loss and continue decoding the FGS data of the same video frame. By consequence, if a packet
is lost, then all the following packets of the same frame are useless and will be discarded at the
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decoder. We reflect this dependence in our model by assigning each packet a distortion value
equal to the sum of the quality gain of that packet and all dependent packets of the same FGS
frame. For a packet Ptn, j, which depends from a packet Ptm,i, we express this dependency by a
the following notation: Ptn, j ⊂ Ptm,i.
We now are able to estimate the distortion value of a single packet of the FGS enhancement
layer. Given the packet Ptm,i, at frame t and that carries data of bitplane i, the distortion value
of this packet is estimated by the following equation,
ξ(Ptm,i) = ξ
(
A(Ptm,i)
)× 2maxbps-1-isize(bpi)
∑maxbps−1l=0 2maxbps−1−lsize(bpl)
(3.38)
and the total packet distortion is expressed as the sum of dependent packet distortions as follows
∆D(Ptm,i) = 10× log

1+
ξ(Ptm,i)+ ∑
Ptn, j⊂Ptm,i
ξ(Ptn, j)
ξFGS(t)

 (3.39)
where maxbpls is the number of bitplanes encoded, size(bpi) is the size of bitplane i in bytes,
i = 0 is the most significant bitplane, and D(A(Ptm,i)) is the area covered by data of FGS packet
Ptm,i. All the information needed to estimate the distortion can be read from the encoded FGS
bitstream. To measure the distortion of the area A of the frame t, we need the original video
image, the decoded BL video image and BL+FGS layer video image.
The presented model does not take into account the case, where the video data of the base layer
is lost. In that case, we assume that the decoder will not make use of the FGS enhancement
layer data. A priority relation between packets of the base layer and enhancement layer can be
separately defined when implementing priority schemes for video delivery.
Evaluation of FGS Distortion Estimation
We now evaluate the presented model for distortion estimation of FGS enhancement layer video
packets. We compare the video quality as estimated by our model against the measured video
quality after some packet loss has occurred. Figure 3.13 depicts several measurements of the
video quality after single FGS packet loss. The packet loss was chosen at different bitplanes
of the FGS stream. The results show the accuracy of the model in estimating the resulting
distortion.
66 3. Video Quality
(a) PSNR
(b) ∆ PSNR
Figure 3.13: Video quality after one packet loss at different FGS bitplanes of the Foreman
video sequence.
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Figure 3.14: Distortion Estimation Framework
3.3.4 Distortion Estimation Framework
We presented two models for the estimation of packet loss distortion for BL and FGS video
packets. Our model is based on analysis of original and processed video sequences. Informa-
tion about the packetization scheme is also necessary to locate the data carried in each video
packet. Figure 3.14 depicts the components of the distortion estimation framework.
A frame store is used to save the previous video frame to estimate the resulting error after
error concealment. Both pre-compressed and real-time video delivery are supported by the
distortion estimation framework. In case of real-time video delivery, an optional packet loss
rate estimation component can be used to adjust the expected packet distortion. The calculated
packet distortion estimation can then be used by the video server or transmitted to other session
participants, which can use it to adjust the delivery strategy.
3.4 Summary
In this chapter, we presented different methods to measure the video quality. The focus was
set on objective video quality measurement schemes, which is reliable in reflecting the video
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quality. Thereafter, we discussed the rate-distortion relation in video compression. We depicted
the trade-off between the encoding rate and the resulting distortion. We then developed a model
for the estimation of error propagation for video delivery over packet erasure channels. Our
model estimates the degradation in video quality in terms of PSNR, after some packet loss
has happened. We showed through simulations and measurements the accuracy of our model.
We have shown through the example of FGS distortion estimation, that similar models can be
developed for different encoding algorithms.
Finally, we introduced a distortion-based prioritization mechanism, which can, for instance,
be used for unequal error protection in video delivery. The packets which will cause a higher
damage in video quality should get a higher priority during transmission.
Chapter 4
Proxy Caching
Proxy caching techniques owe their popularity to the eminent growth in web traffic. Several
commercial products have been developed and introduced to the market to allow the deploy-
ment of proxy caches for web traffic. With the structure of web traffic evolving from static
to dynamic media-rich content, recent research efforts have focused on the caching of generic
web objects, which can be of different media types. Here, generic web objects are treated in
the same way, independent of their media type.
On the other hand, delivery of video data over the Internet is occupying an increasingly larger
share of the Internet traffic. Because of the nature of this media type, treating video data in
the same way as conventional web objects (e.g. text files or images) is not efficient. For
instance, the size of a video sequence is far larger than the size of a single image or a text
file. Caching a couple of video sequences would exhaust the storage memory reserved for
the proxy cache. However, caching a complete video sequence may not be necessary. It is
more important to cache certain parts of the video sequence to reduce the playout delay and
improve user satisfaction. For instance, by caching the starting part of a video sequence, the
proxy cache can respond faster to user requests for this video sequence and reduce the waiting
time for the playout to start. Furthermore, caching INTRA coded frames will assure a minimal
playout quality, while the other frames are delivered by the video server. This advocates the
deployment of media specific caching techniques, which are able to identify the type of the
media being cached and to handle the data appropriately.
Proxy caching for video delivery in networks with QoS support has been explored in several
research works. Sen et al. [48] proposed a special form of partial video caching, namely prefix
caching, which involves caching only a group of consecutive video frames at the beginning
of the video sequence. Zhang et al. [49] proposed the prefetching of video data of frames,
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that have a larger size than a "cut-off" value. In this way, a maximal rate for the transmission
between proxy cache and server during the video delivery session is known a priori. This
is beneficial, when the network between the proxy cache and the video server supports QoS
reservation. In this case, a constant bandwidth for the connection between the proxy and the
server can be reserved to transport the truncated frames. These frames are then reconstructed
using the data in the proxy cache and forwarded to the receivers. In [50], Ma et al. proposed
the completed caching of consecutive video frames (frame groups) rather than isolated frames.
This should reduce the complexity of proxy management. Miao and Ortega [51] proposed
two different selective caching algorithms, SCQ and SCB, both for QoS networks and best-
effort networks. The SCQ algorithm determines the optimal caching strategy under a given
cache space constraint and with a reserved bandwidth for the channel between the proxy and
the server. In the SCB algorithm, the bandwidth of the proxy-server channel is assumed to
be variable. The SCB algorithm tries to avoid playout interruptions at the receiver. Both
algorithms rely on the caching of complete video frames. In [52], Rejae et al. proposed a video
caching algorithm for layered video, which works in conjunction with a congestion control
algorithm proposed in [53]. A popular video sequence will have more of its layers cached,
while less popular video sequences will only be cached in low quality.
In the absence of QoS support by the underlying network, proxy caches may be used to achieve
higher robustness for video delivery services. Whereas most of the previously cited work deal
with the problem of caching for optimal resource usage and playout, they do not consider using
proxy caches for robust video delivery over the last link between proxy cache and client. They
assume that the link between the proxy cache and the server is the bottleneck of the connection.
However, with the emergence of mobile and wireless technologies, this assumption turns out
to be wrong. Most packet losses take place at the access networks. Furthermore, several
companies started their own content distribution networks with high performance backbone
networks for the distribution of multimedia content. By consequence, the channel between the
proxy cache and the server will unlikely suffer from packet loss or long transmission delays.
Content distribution networks are proprietary networks for the distribution and management of
content based on proxy servers within the network. We discuss content distribution networks
in the next section. As a matter of fact, assuring robust video delivery cannot be focused on the
connection between the proxy cache and the server, but more importantly on the connection
between the proxy cache and the clients. In this dissertation, we propose several techniques to
ensure robust video delivery using proxy caches. Proxy caches may assumes error control and
rate shaping functionalities to adapt the video stream to the receiver connection and capacity.
This idea was first introduced by Chakareski et al. in [54]. The proxy cache acts as a hybrid
server/client between the server and the client. The proxy cache tries to calculate an optimal
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packet transmission schedule to reduce the overall distortion. However, the authors do not deal
with storage constraints on the proxy cache.
4.1 Content Distribution Networks (CDN)
As with proxy caches, content distribution networks were first developed to support traditional
web traffic. CDNs were designed with the goal of relaxing web servers and networks. This is
achieved through content replication done using a distributed topology. CDN consist of several
geographically distributed servers throughout the Internet. These servers are located at the
edges of access networks to be situated close to the end-users. The end-users are then able
to send their requests for web content to the nearly located proxy cache instead of forwarding
them to the original server. In this way, the load on the original server and the traffic to and
from the server are notably reduced. Furthermore, since the transported data crosses a shorter
path from the proxy cache to the end-user, both the packet loss probability and the transmission
latency are also reduced. CDNs are also able to identify new content or content changes and to
update the cached copies of the proxy caches, within the CDN.
Although CDNs were initially intended to support web traffic, deploying CDNs for video de-
livery and distribution is also beneficial. Since early 1999, several companies have started to
operate their proprietary CDNs for media delivery. These companies include Akamai [55],
Globix [56], Cable and Wireless [57], Mirror Image [58], and Vital Stream [59]. CDNs are
used by content providers to distribute their contents to the clients efficiently. Client requests
are redirected to the proxy cache closest to the client.
CDNs for video distribution services have to consider the specific characteristics of video de-
livery services. In contrary to web traffic, video traffic is characterized by a longer connection
lifetime and a different protocol stack. Web traffic deploys HTTP over TCP whereas video
delivery usually relies on several protocols (RTP, RTCP, UDP, RTSP,...). The session estab-
lishment procedure should be appropriately adapted to redirect the user requests to the closest
proxy cache. The proxy cache may also be known to the end-user, so that the end-user sends its
request to it directly. Usually, a video sequence is divided into several partitions and distributed
among the proxy caches of the CDN. This reduces the storage requirements of the proxy caches
and allows them to support more video sequences.
Another benefit of CDNs lies in the support of application layer multicast. In networks where
multicast is not supported at the network layer, CDNs can be used to build an overlay multicast
network. In that case, the server sends the video data to the proxy caches, which in turn forward
it to the clients. In this way, a multicast tree is built on top of the existing network, where proxy
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Figure 4.1: Architecture of a video delivery system.
caches act as multicast routers. This by consequence reduces the usage of network resources
in the backbone network.
CDNs can equally be enhanced to support error control and rate shaping functionalities to adapt
the video stream to the served Clients. The proxy cache may contact other proxy caches in the
CDN to request the missing parts of the video stream, or the video stream is pushed by the
server along the CDN towards the clients. In both cases, implementing error control and rate
shaping techniques at the proxy cache closest to the client is beneficial.
4.2 System Architecture
A typical proxy cache will have to serve several clients. Proxy caches are usually installed at
access points to institution networks (e.g. universities or Internet Service Providers (ISP)). The
deployment of proxy caches for the support of video delivery services incurs modifications of
the session establishment and control mechanisms. Figure 4.1 shows the architecture of a video
delivery system. The clients are connected to the proxy cache rather than to the video server.
The Clients direct all their requests to the proxy cache. In case where the proxy cache cannot
process the client requests, the requests are forwarded to the video server. The proxy cache
allocates storage space for each video sequence or video session it is currently serving. The
storage space allocation can be performed based on several criteria like popularity of the video
sequence being cached, the real-time requirements, or any other cost metric.
We distinguish between two types of proxy caches, application level proxy caches and trans-
parent proxy caches. Application level proxy caches require that the end-user applications are
aware of the proxy cache. The end-user applications are also supposed to know the proxy
cache protocol to be able to use the services provided by the proxy cache. Transparent proxy
caches, on the contrary, assume that the end-user applications are unaware of their existence.
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The clients direct their requests to the video server as usual. The client requests are intercepted
by the proxy cache and processed when possible. This has the advantage that the end-user
applications need not be modified to implement the proxy cache protocol.
4.3 Proxy Caching for Error Control
In this work, we exploit the benefits of using proxy caches for robust video delivery. Usually,
the channel conditions between video server and proxy cache, and between proxy cache and
client are not the same. This is especially the case for mobile clients and for clients, that are
connected to the network via a wireless channel or a dial-up line. A proxy cache can then be
deployed to adapt the transmission mechanism to the characteristics of the channel between
proxy cache and client. We focus on proxy caching techniques to enhance the robustness of
video delivery services against varying channel conditions. We consider a scenario, where
a proxy cache is deployed to perform selective retransmission of lost packets. We use this
scenario to demonstrate the benefits of implementing error control in the proxy cache.
We develop an analytical model for analyzing the improvements on the overall video quality
that can be achieved when using selective retransmission at proxy caches. Our model was
presented in [60]. A comparison between the following approaches is then carried out:
1. no retransmission : Lost packets are not retransmitted.
2. sender-based selective retransmission : Upon discovery of a lost valuable packet, the
client sends a retransmission request to the server, which retransmits the missing packet.
3. proxy cache-based selective retransmission : Proxy caches located at intermediate
network nodes assume the responsibility of processing client requests for packet retrans-
missions. Valuable video packets are intercepted and cached for short periods of time,
in order to reply to received retransmission requests. In case the proxy cache detects a
missing packet, a request is immediately sent to the server to recover it.
In the following, we derive a relationship between packet loss rates, transmission delays and
the video quality. For simplicity, we assume that frames that lack at least one of their packets
are of low quality. Frames of which all packets were correctly received are assumed to be
of high quality. We consider the transmission scenario shown in figure 4.2, where p1 and p2
represent the mean packet loss rates, n1 and n2 represent the number of hops crossed by the
packets in the first and second path.
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Figure 4.2: Video transmission scenario used in analytical model
Here, a single hop is composed of a transmission link and a router. We assume that the delay
introduced by crossing a single hop is composed of a fixed transmission delay d plus an ex-
ponentially distributed waiting time with a parameter α at a steady state M/M/1 queue of the
router [61]. The overall delay of crossing a path with n hops is then the sum of n exponentially
distributed hop delays plus a fixed transmission delay n×d. As a result, we get a right-shifted
Gamma-distributed delay for each of the two paths. For a path with n hops the density and
distribution functions of the delay to cross that path are given in equations 4.1 and 4.2.
P(D = t) =


αn
Γ(n)
(t−nd)n−1e−α(t−nd) t ≥ nd
0 else
(4.1)
P(D≤ t) =


1− e−α(t−nd) ∑n−1j=0
(
(α(t−nd)) j
j!
)
t ≥ nd
0 else
(4.2)
We further define the function ∆, which given the playout delay T , the number of times a packet
traverses link 1 (a1), and link 2 (a2), gives the probability that the packet arrives on time. ∆ is
defined as follows.
∆(a1,a2)=


1− e−α(T−(a1n1+a2n2)d)
a1n1+a2n2−1
∑
j=0
(
(α(T − (a1n1 +a2n2)d)) j
j!
)
T ≥ (a1n1 +a2n2)d
0 else
(4.3)
We take into account the effects of packet loss and the resulting error propagation for reference
frames, by distinguishing between the packets of the different frame types in a group of pictures
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(GOP). A frame of type I is INTRA coded and used for prediction in the whole GOP. A P-frame
is predicted from the previous P- or I-frame, hence its quality depends on the correct reception
of the I- and all previous P-frames in the GOP. A B-frame is predicted from the previous and
the following I- or P-frames, and its quality depends on all its reference frames. The probability
for a packet having a certain frame type can be statistically obtained from the mean number of
packets and the number of frames of the specified frame type. This is shown in the following
equations.
PI =
SI ·NI
SI ·NI +SP ·NP +SB ·NB (4.4)
PP =
SP ·NP
SI ·NI +SP ·NP +SB ·NB (4.5)
PB =
SB ·NB
SI ·NI +SP ·NP +SB ·NB (4.6)
Here, SI , SP and SB are the average number of packets for each frame type and NI , NP and NB
are the number of I,P and B frames in a GOP respectively. P represents the probability that a
packet belongs to a frame of a certain type. In the case where no retransmission is performed,
the probability that a frame is of low quality can then be derived for all frame types as shown
in the following equations.
PLQInoret = 1− [(1− p1) · (1− p2) ·∆(1,1)]SI (4.7)
PLQPnoret =
1
NP
NP∑
k=1
(1− [(1− p1) · (1− p2) ·∆(1,1)]SI+kSP) (4.8)
PLQBnoret =
1
NP ∑k=1 NP[1− ((1− p1) · (1− p2) ·∆(1,1))
SI+(k+1)SP+SB ] (4.9)
In the case where no retransmission is done, the probability of a frame having high quality can
be written as follows:
PHQ = 1−PI ·PLQInoret −PP ·PLQPnoret −PB ·PLQBnoret (4.10)
We now consider the other two cases, where retransmission is used to reduce the packet loss
rate. For simplicity, we assume that if a packet is detected missing, only one retransmission
request per path is issued. Furthermore, we assume that only packets of I-Frames are retrans-
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mitted to maintain an acceptable bandwidth overhead.
In the case of the server-based retransmission, a packet can either be delivered correctly or lost.
If the packet is lost, the client issues a retransmission request to the server. If the retransmission
request arrives correctly, the server retransmits the missing packet. If the retransmitted packet
arrives correctly and within the acceptable time frame, the packet is considered to be correctly
received. Both the first and second path are traversed three times.
If a proxy cache is used for selective retransmission, we distinguish between three cases. In
the first case, the packet is delivered correctly without any retransmissions. In the second case,
the packet arrives correctly at the proxy cache, but is lost during transmission to the client.
In this case, the first path is crossed once and the second path is crossed three times. The
client sends his retransmission request to the proxy cache, which retransmits the packet. If
the packet arrives in time at the client, then the packet is considered as received. In the third
case, the packet is lost during transmission to the proxy cache. In this case, the proxy cache
immediately sends a retransmission request to the server. If the packet arrives correctly at the
proxy cache, it is forwarded to the client. Again the packet can get lost during transmission
between the proxy cache and the client. The client detects the loss and sends a retransmission
request to the proxy cache. In this worst case, both the first and second path are crossed three
times.
We now formulate an expression for the probability that a packet is received correctly for
server-based and proxy cache-based retransmission.
Pserver = (1− p1)(1− p2) ·∆(1,1)+
[
(1− (1− p1)(1− p2)) · (1− p1)2 · (1− p2)2 ·∆(3,3)
]
(4.11)
Pproxy = (1− p1)(1− p2) ·∆(1,1)+
[
(1− p1)p2(1− p2)2 ·∆(1,3)
]
+
=
[
p1(1− p1)2(1− p2)2 ·∆(3,1)
]
+
[
p1(1− p1)2 p2(1− p2)2 ·∆(3,3)
] (4.12)
We use these probabilities to recalculate the probability that a frame has a high quality for the
server-based and proxy cache-based retransmission cases.
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PLQIserver = 1− (Pserver)SI (4.13)
PLQPserver = 1−
1
NP
·
NP∑
k=1
(
1−
[
((1− p1)(1− p2))kSP ·PIserver
])
(4.14)
PLQBserver = 1−
1
NP
·
NP∑
k=1
(
1−
[
((1− p1)(1− p2))(k+1)SP+SB ·PIserver
])
(4.15)
PHQserver = 1−PIPLQIserver −PPPLQPserver −PBPLQBserver (4.16)
PLQIproxy = 1−PSIproxy (4.17)
PLQPproxy = 1−
1
NP
·
NP∑
k=1
(
1−
[
((1− p1)(1− p2))kSP ·PIproxy
])
(4.18)
PLQBproxy = 1−
1
NP
·
NP∑
k=1
(
1−
[
((1− p1)(1− p2))(k+1)SP+SB ·PIcache
])
(4.19)
PHQproxy = 1−PIPLQIproxy−PPPLQPproxy−PBPLQBproxy (4.20)
PLQXserver and PLQXproxy represent the probability that a frame of type X is of low quality ac-
cording to the server and cache based retransmission. PHQserver and PHQproxy are the mean
probabilities for a frame to be of high quality.
Figure 4.3 depicts the probability for a frame to have high quality under different loss rates in
the first and second path. The packet loss rates p1 and p2 are varied between 0 and 20%. The
link transmission delay was set to 10ms, the processing delay at each router is set to 10, and
the playout delay to 1s.
The proxy cache-based retransmission outperforms the server-based retransmission and the no
retransmission scheme clearly. More frames will probability be delivered with high quality
to the client. An improvement of up to 8% in the probability for high quality frames can be
measured compared to server-based retransmission. We also observe that, even under strong
delay constraints, retransmission is still feasible and yields important improvements.
We also compare the performance of the different retransmission schemes at different playout
delays. We assume the same parameters as for the previous measurement. In figure 4.4, we
depict the probability for high quality frames at different playout delays. We observe, that the
probability for a frame having high quality increases with the playout delay up to a certain
point, where no late packets are received anymore. The remaining packet losses are caused
by the assumed loss probability of 5% for the two paths of the connection. In this case, re-
transmission yields great benefits by in-time recovery of some lost packets. Although no late
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Figure 4.3: Probability for high quality frame at different packet loss rates p1 and p2 between
0 and 20%. n1 = 5, n2 = 2, α = 20, d = 0.01.
packets are measured at higher playout delays, the proxy cache-based retransmission scheme
is able to recover more packets than the server-based retransmission scheme. By performing
error control for single parts of the end-to-end path, higher robustness can be achieved.
Similar results can be observed in figures 4.5 and 4.6. Higher link transmission delays or
lower processing rates at routers, reduce the probability for in-time retransmission of missing
packets. By performing proxy cache-based retransmissions, packets that are already received
by the proxy cache can be retransmitted rapidly and arrive in-time at the client.
We finally measure the effects of the path length in hops on the probability for high quality
frames. Figure 4.7 depicts the probability for having a high quality frame for different number
of hops per path. The gain of deploying a proxy cache for retransmission against the server-
based retransmission can be observed in figure 4.8. Longer paths increase the transmission
delays and reduce the probability for in-time delivery of packets. Especially under strong delay
constraints, proxy cache-based retransmission outperforms the server-based retransmission.
In our model, we assumed that a single retransmission trial is performed for important I-frame
packets. However, the model can be easily extended to support several retransmissions for a
missing packet. The results here have shown that a possibility for several retransmission tri-
als, even under strong delay constraints and congested links, usually exists. In the companion
CD [39], we show the quality improvements, that can be achieved by deploying retransmission
at proxy caches. The simulations were made for video session with a playout delay of 400ms,
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Figure 4.4: Probability for a frame having high quality vs. playout delay.
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Figure 4.5: Probability for a frame having high quality vs. per hop processing rate α.
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Figure 4.6: Probability for a frame having high quality frame vs. link transmission delay.
Figure 4.7: Probability for a frame having high quality frame vs. number of hops n1 in the first
path and n2 in the second path. α = 50, d = 10ms, p1 = p2 = 5%.
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which should simulate an interactive video connection. The corresponding video sequences
show that retransmission issued by the proxy cache outperformed the server-based retransmis-
sion by achieving a higher video quality.
4.4 Summary
Proxy caches are being deployed across the Internet to support different types of Internet traffic.
Through their capability to cache web content for future use, proxy caches can significantly
reduce the network traffic and the response time to client requests. With the emerging trend of
delivering multimedia content over the Internet, extensive research work has been performed
to adapt the caching techniques to the specifics of the different media types being carried.
Especially in the case of video data, application specific proxy caching techniques are needed
to deal with the large size of the data being transported as well as with the long connection
lifetime.
Proxy caches can also be beneficial, when they implement error control techniques to sup-
port video delivery services. We introduced an analytical model to evaluate the benefits of
implementing a selective retransmission scheme at the proxy cache. The results have shown
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the significant potential, that lies in proxy cache-based error control techniques, for improving
the robustness against packet loss. Besides reducing the delay overhead, which is critical for
most video delivery services and applications, more potential for packet loss recovery can be
achieved. In the rest of this dissertation, we will elaborate new robustness techniques, that may
be deployed at proxy caches to achieve optimal video delivery over lossy networks.
Part II
Distortion-based Robustness
Techniques
Chapter 5
Selective Retransmission
Retransmission is one of the oldest reactive error control techniques, which has proved to be
very effective in combatting packet loss in several applications, e.g. TCP-based applications.
However, when applied to realtime multimedia applications, new challenges appear. Strong
delay constraints and huge amount of bandwidth needs are some of the characteristics of mul-
timedia applications. A packet carrying data of a video frame would be useless if it arrives after
the deadline for displaying that frame. Furthermore, in case of congestion, retransmitting all of
the lost packets would worsen the situation and further lead to more packet loss. Another prob-
lem is the existence of a feedback channel, over which the receiver can inform the sender about
packet loss. This becomes especially difficult in multicast sessions, where the sender may not
be able to process all retransmission requests from the receivers. This problem is denoted as
the feedback implosion problem.
In order to deal with these challenges, we elaborate in this chapter the concept of proxy cache-
based selective packet retransmission introduced in chapter 4. Video packets are cached at
proxy caches selectively according to their importance for the decoding process. The proxy
cache announces its retransmission service for video delivery sessions, so that the receivers in
its neighborhood may address their retransmission requests to it. As recommended in [62], the
retransmission stream should be sent on a separate session than the source stream. This will
assure compatibility with receivers, which do not support the retransmission capability. It also
helps keeping consistency in the generated RTCP packet statistics.
Chapter 3 described the distortion estimation framework for video packets. Some of the pack-
ets, which have a higher distortion value, are selected and cached for short periods of time, so
that incoming retransmission requests can be processed without further delay. When deployed
at the access points to lossy networks, e.g. wireless and mobile networks, this approach min-
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imizes retransmission latency as well as cache space requirements. It also helps relieving the
sender from responding to all receiver requests in video multicast sessions.
5.1 Retransmission Schemes
Throughout the last years, several retransmission schemes for multimedia applications have
been developed. Retransmission is a feedback based error recovery mechanism. A typical
retransmission scheme works as follows. Upon receiving a packet correctly, the receiver issues
an acknowledgment message and sends it to the sender. The sender starts a retransmission
timer, when a new packet is sent out. If at timeout, the acknowledgment message for a certain
packet is not received, the sender retransmits that packet automatically. The retransmission
timer is typically set to the estimated round trip time (RTT) augmented by some error factor
∆. This retransmission scheme does not fit well in video communication applications for the
following reasons,
• The successful retransmission of a lost packet takes at least one round trip time plus
one forward trip time T = RTT + FTT . This may be unacceptable in real time video
communication scenarios, where strong constraints are imposed on the packet delivery
delays.
• In this sender-based retransmission scheme, the sender cannot accurately estimate the
number of retransmission trials. As a result, the sender may keep retransmitting a lost
packet, even if its playout time has passed. On the other hand, if the number of retrans-
mission trials is too small, the sender may give up retransmitting a packet too early.
• The deployment of this retransmission scheme in a multicast video distribution session
will lead to the so called feedback implosion problem. The sender is overwhelmed with
acknowledgment messages from all the receivers.
• In the case where a severe congestion situation exists, an unaware sender may keep
retransmitting lost packets, hence jamming the network.
Papdopoulos et al. [63] proposed some modifications to this retransmission scheme to make it
suitable for the delivery of continuous media. In order to identify missing packets, the receiver
detects gaps in the sequence numbers of the received packets. Thereupon, the receiver sends a
negative acknowledgment with the sequence numbers of the missing packets. This scheme will
avoid running a timer for each sent packet at the sender. Furthermore, the receiver may decide
for each missing packet if it is worthy of being retransmitted, taking into account each playout
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time and the estimated round trip time. However, the transmission of packets over unreliable
channels (i.e. the Internet) does not guarantee an in order delivery of these packets. In other
words, packets can arrive out of order at the receiver, which may be interpreted as packet
loss and causes unnecessary retransmissions. To circumvent such situations, the receiver has
to estimate the expected number of out-of-sequence packets, negative acknowledgments are
then sent, if the gap in sequence numbers is larger. On the other side, the sender keeps a
retransmission buffer that is filled up regularly with recently sent packets. Older packets are
automatically replaced by newer ones, hence, limiting the number of retransmission trials for
each packet. The authors in [63] also propose that the receiver playout buffer and the sender
retransmission buffer should have equal size, so that the optimal number of retransmissions is
selected implicitly.
However, several problems remain unaddressed by this modified retransmission scheme. The
successful retransmission of a lost packet still takes longer than one RTT, which may not be
sustainable in some real-time video delivery applications. Podolsky et al. [64] propose a delay-
constrained retransmission scheme, which selectively retransmits missing packets, if enough
time is left to perform the retransmission trial. The authors in [65] propose a hybrid retrans-
mission control scheme, where both sender and receiver should check if enough time is avail-
able to perform a retransmission of a missing packet. Upon detecting a missing packet with
sequence number N, the receiver checks if Tcurrent + RTT + ∆ ≤ Tdisplay(N). Tcurrent repre-
sents the current time, RTT is an estimation of the round trip time, ∆ is a tolerance term,
and Tdisplay(N) is the display instance for data in packet N. If yes, the receiver assumes that
enough time for retransmission of packet N is available and sends a retransmission request to
the sender. On the sender side and after receiving a retransmission request, the sender checks
if Tcurrent + FTT + ∆ ≤ Td(N). FTT represents an estimation of the forward trip time from
sender to receiver, and Td(N) is an estimation of the display time of data in packet N, which
can be obtained through feedback from the receiver.
The additional delay through retransmission also requires a proportionally large retransmission
buffer at the receiver and the sender alike. This requirement may rapidly become an impedi-
ment for receivers with restricted device capabilities. For example, a video stream encoded at
400kbps and a round trip delay of 200ms, the receiver will need a retransmission buffer of at
least 10kbyte, in order to allow for a single retransmission trial.
Further questions arise in the case where multicast is deployed for video delivery to several
receivers. The retransmission schemes presented so far suppose the exitance of a feedback
channel between sender and its receivers, which may not be possible in multicast communi-
cation scenarios. Furthermore, if the sender multicasts all lost packets, some of the receivers
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will get duplicates of packets which they have correctly received. The need to limit the scope
of retransmissions in multicast distribution of video data was identified early. Several research
works suggested to perform local recovery of missing packets in the multicast distribution tree.
In [66], the authors suggest to designate some of the receivers at each level of the multicast
tree to control retransmission of lost packets. The authors in [67] suggest to dynamically as-
sign the designated receivers using a structure-oriented resilient multicast protocol (STORM).
A protocol for cooperative loss recovery among a small group of receivers in a multicast audio
or video communication session is also presented in [68].
Taking into account that most packet losses occur mainly at access networks because of low ac-
cess bandwidth or error prone access channels, we advocate the implementation of error control
functionalities by proxy caches at the borders to access networks and close to receivers. Proxy
caches should for instance assume the functionality of replying to retransmission requests com-
ing from nearby located receivers. The optimal placement of proxy caches along the multicast
tree of a video delivery session is beneficial, as this will help in reducing the round trip time
of a retransmission (as shown in chapter 4), and relieving the sender from processing the re-
quests of all receivers. Proxy caches should be able to identify and intercept packets carrying
video data and cache them for short periods of time. When receiving a retransmission request,
the proxy cache tries to find the corresponding packets and resends them to the receiver. If
all packets indicated by the request are found, the proxy cache drops the request. However, if
some of the packets that were requested by the receiver are not found, the request is propagated
along the multicast tree towards the sender.
5.2 Cache Replacement Techniques
Proxy caches have often to serve several hundreds of video delivery sessions at the same time,
which leads to strong storage constraints under limited cache space. Furthermore, receivers
with small devices often cannot afford a large retransmission buffer. In both cases, it becomes
clear that reserving a large cache space for a video session is neither affordable nor beneficial.
We rather assume, that the cache space for each video delivery session is strongly limited.
The problem of determining which packets to keep in the cache for retransmission, and which
packets should be replaced when the cache space is full, is referred to as the cache replacement
problem.
In this section, we present three different cache replacement techniques. The last two cache
replacement techniques, which where introduced in [69], are based on our distortion estimation
framework, and try to minimize the expected distortion in video quality, when caching and
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retransmitting video packets.
5.2.1 Recency-Based Replacement
The recency-based replacement technique is the simplest cache replacement technique. Recency-
based replacement works similar to a First-In First-Out (FIFO) buffer. If the cache is full, the
least recent packet, i.e. the oldest packet, in the cache is replaced. If the cache is still full, then
the next least recent packet is dropped. This is continued until free cache space is available
to store the newer incoming packets. Recency-based replacement is widely deployed in proxy
caches for static web content [70]. A variant of the recency-based replacement is the Least
Recently Used (LRU) replacement scheme, where the least recently used packet is replaced. A
comparison of FIFO and LRU replacement schemes is given in [71]. LRU is slightly different
from FIFO replacement and is less suitable for retransmission scenarios. A packet that already
has been requested for retransmission does not necessarily have a higher probability for being
requested another time, since packet losses are typically uncorrelated.
The caching decision can be restricted, so that only packets which have a larger distortion value
than a given threshold value are worth caching. The threshold value can either be specified
manually or assigned dynamically. A dynamic estimation of the threshold value may be used
to ensure that only a given percentage of the video packets is to be cached. Whereas a fixed
threshold value states that only packets which will cause a measurable distortion in the video
quality are worth being retransmitted.
5.2.2 Size-Distortion Optimized Replacement
As discussed previously, video packets are inherently different in importance for the decoding
process. The distortion estimation framework introduced in chapter 3 is used to quantify the
importance of each video packet for the video quality. As a proxy cache has to serve several
video sessions, these sessions have to share the available cache space among them. Each video
session is assigned an amount of cache space according to the number of users participating in
that session. The question is: which packets should the cache keep for how long in order to
optimize the video quality while not exceeding the maximum space reserved for each session?
Let nl be the number of packets belonging to a video delivery session l currently serviced by
the proxy cache. We have to determine for each of these packets if it should be cached or not.
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We define the vector x = (x1, ..,xnl ) where
xi =

1 if packet i is to be cached0 otherwise (5.1)
The goal is then to search for the optimal vector xˆ achieving the highest probable quality, while
satisfying the cache size constraint. As previously mentioned, each packet has a distortion
value di and its size si, where this information is carried along with each packet in extension
fields to the packet header. We define for each packet the distortion caused by caching or not
caching the packet as D(i) = (1− xi) ·di and the cache space requirements as S(i) = xi · si.
The problem can now be formulated as follows,
min
nl∑
i=1
D(pi) (5.2)
subject to
nl∑
i=1
S(pi)≤ Sltarget (5.3)
Sltarget is the target occupancy of the cache space for session l. If the maximal size S lmax is
reached, the optimization process is run to drop some of the cached packets in order to reach
the target cache size Sltarget . We choose Sltarget to be lower than the maximal space Slmax reserved
for a session l, so that we do not need to run the optimization algorithm for each new packet,
when the cache space is filled up.
The search for the optimal occupancy of the cache, is a discrete nonlinear optimization prob-
lem. It is clear that this is an NP-hard problem, since it is analogous to the 0-1 Knapsack
problem and requires searching among a large set of possibilities. Figure 5.1 depicts an ex-
ample size-distortion space for 16 video packets (216 possible points). The figure shows that
a search on the convex hull is sufficient to get a near optimal solution for the minimization
problem.
We apply the Lagrangian relaxation method to solve this problem efficiently. The problem
described by formula 5.3 is then reduced to
arg min
x=(x1,...,xnl )
{
nl∑
i=1
D(pi)+λ
nl∑
i=1
S(pi)
}
(5.4)
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Figure 5.1: Size-distortion space of possible solutions for 16 video packets.
where λ is the lagrangian multiplier. Equation 5.4 is equivalent to 5.5.
nl∑
i=1
min{D(pi)+λS(pi)} (5.5)
The proof for this equivalence is given in A.1.
Determining the minimum of D(pi)+λS(pi) which is equivalent to (1−xi) ·di +λxi ·si is quite
simple, since xi can only take one of two values 0 or 1. The solution is min(di,λsi), i.e. the
minimum between di, which is the distortion if we decide not to cache the packet, and λsi,
which is the size cost if we decide to cache the packet. If the distortion is higher than the
size cost, then we should cache the packet, else we should not cache it. This operation can
be performed efficiently, since it only requires a comparison to be performed. For each λ, this
approach determines the optimal solution xˆ(λ) for the case where Stargetl = Stotal(λ). we define
Stotal(λ) and Dtotal(λ) as follows,
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Stotal(λ) =
nl∑
i=1
xi · si (5.6)
Dtotal(λ) =
nl∑
i=1
(1− xi) ·di (5.7)
where xi is the solution of equation 5.4 for LAGRANGE multiplier λ.
The next step is then to determine the optimal ˆλ which reaches the upper bound of the cache
occupancy S(λ) = Stargetl . Unfortunately, it is unlikely to reach exactly the target cache occu-
pancy Stargetl , either because a solution does not exist or because it does not lie on the convex
hull. Our goal is rather to perform a fast search on the convex hull that yields a cache oc-
cupancy slightly lower than Stargetl . We perform the search for ˆλ iteratively using a bisection
interpolation algorithm [72], which we described in the following algorithm.
1. We start with an upper bound λu and a lower bound λl , such that
S(λl)≤ Stargetl ≤ S(λu) (5.8)
2. We set,
λnext =
∣∣∣∣D(λu)−D(λl)S(λu)−S(λl)
∣∣∣∣ (5.9)
3. We repeat the optimization of equation 5.5 with the LAGRANGE multiplier λnext . If,
Starget −S(λnext)
Starget
≤ ε (5.10)
then the search is stopped with an acceptable solution. If not, we update the values of λu
and λl as follows, 
λl = λnext if S(λnext ) < Stargetλu = λnext if S(λnext ) > Starget (5.11)
we continue from step 2.
This search algorithm is very efficient and converges towards an acceptable solution in quite a
few iterations.
Another possible relaxation, that might be applied to get an approximation for the solution is
the so called linear programming relaxation to reach the Dantzig’s bound [73]. The approach
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divides the set of packets (or items) into three subsets. The first subset contains items, which
are kept, i.e. xi = 1. The second subset contains a single item, which is fragmented. Only one
fragment of the item is included. The last subset contains all items for which x i = 0. We extend
this algorithm as follows:
1. for each packet i, calculate ri =
di
si
.
2. sort the packets according to their ri values in a descendent manner.
3. start from the packet with the highest r j and set x j = 1. set C = s j .
4. check for the following packet i if C + si ≤ Starget . If this is the case set xi = 1 and
C←C + si. If not, then mark this packet i as the critical item.
5. optionally check for the following packets if they fit into the left space.
This algorithm can be implemented recursively, in order to limit the search time. Each time
a new packet is added or a packet is removed from the set of packets, the critical packet is
determined again. If a packet has to be dropped, the search is performed only for the set of
packets, which have a lower ri than that of the critical packet.
Using this optimization framework we try to find out the optimal cache occupancy, which
yields the highest probability for cache hits. We call cache hit the successful response to a
retransmission request received for a video packet of a video delivery session being currently
cached.
5.2.3 Size-Utility Optimized Replacement
A major drawback of the foremost optimization framework, is that packets with higher distor-
tion values tend to stay for longer periods of time in the cache, often till the maximal caching
period is reached. However, requests for missing packets tend to arrive after a shorter de-
lay from packet arrival and caching (see figure 5.2). This delay can be approximated by the
smoothed round trip time RTT from receiving the video packet until receiving retransmission
requests for it. This time can be easily calculated for each serviced video session according to
the following formula:
RTT ← 15
16RTT +
1
16RTTnew (5.12)
where RTTnew is the newly measured round trip time.
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Figure 5.2: Samples of observed round-trip time of retransmission requests.
We can now measure the utility of a certain video packet as the probability that we will receive
a retransmission request for this packet. We approximate the delay for the arrival of retransmis-
sion request with a heavy-tailed GAMMA distribution, as shown in figure 5.3(a). The utility is
then the inverse CDF function of the GAMMA distribution.
In the utility optimized replacement technique, the cache tries to maximize the utility of the
packets kept in the cache and hence optimize the perceived video quality. This is carried on in
the same way as in the size-distortion optimized replacement technique.
5.3 Evaluation
To examine the effects of packet losses on the video quality, we performed simulations of
video delivery at different packet loss rates using the Network Simulator NS-2 [74]. We used
for all our simulations a concatenated video sequence, composed of several standard video test
sequences like foreman, akiyo, news, and others. The video sequences were encoded using the
MPEG-4 reference video encoder [47] at a rate of about 400 kbps. We used a Gilbert-Elliott
model, shown in figure 5.4, as a packet loss model for packet dropping. The two-state Markov
model is able to capture the dependency between consecutive packet losses, and hence models
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Figure 5.4: Gilbert-Elliott model used for simulation burst packet loss.
bursty packet losses, which are typical in lossy networks. When in state R, packets are received
correctly. State L signifies that packets are being dropped. The probabilities p and q represent
the transition probabilities between the two states of the model. The average packet loss rate
of the Gilbert-Elliott model is then given by l = p
p+q
.
Figure 5.5 shows the video quality measured at different packet loss rates. We observe a loga-
rithmic decline in the PSNR values with increasing packet loss rates. The number of missing
frames grows linearly with the packet loss rates. According to our subjective observations, the
video quality already becomes unpleasant at packet loss rates of about 1%. It becomes evident
that certain loss recovery mechanisms are needed, even at low packet loss rates. The error
concealment technique, implemented by the decoder, is not powerful enough to ensure a good
perception quality even at relatively low packet loss rates. More sophisticated error conceal-
ment techniques may help improve the results, but we expect that error concealment alone is
not able to ensure acceptable video quality.
We performed further simulations in order to compare the performance of different retrans-
mission strategies namely: no retransmission, retransmission performed by the video server
and retransmission performed by the proxy cache. The topology used for these simulations is
shown on figure 5.6. In all our experiments, the loss ratio and the delay of the link between the
server and the proxy cache were kept constant at 1% and 50ms respectively.
The delays at the links between the proxy cache and the video clients varied between 20ms and
50ms. The retransmission buffer size at the server was at 16KB, and the storage size of the
proxy cache, which was reserved for this session was also set to 16KB. TCP background traffic
was used to introduce delay variations for all video connections. Again we measured the video
quality at different packet loss rates. The measured average PSNR values and average number
of missing frames are depicted in figure 5.7(a) and 5.7(b).
The highest video quality was measured when using retransmission by the proxy cache. An
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(a) video quality
(b) missing frames
Figure 5.5: Loss effects on video quality. The curve represents the video quality in PSNR. The
total number of frames is 2500 frames.
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Video Client 1
Video Client 2
Video Client 3
Video Client 4
Video Client 5
Proxy CacheVideo Server
Figure 5.6: Network scenario used in simulations.
average gain of up to more than 2db was measured. It is important to note that the cache
replacement strategy used in both proxy cache and server was the simple Recency-Based Re-
placement.
In figures 5.8(a) and 5.8(b), we show the results for the different cache replacement techniques
introduced previously. The corresponding results with confidence intervals are shown in figures
5.9 and 5.10.
The highest video quality both in terms of PSNR and number of decodable frames were ob-
served when using the Size-Distortion optimized replacement. Nevertheless, the cache hit rates
were higher when using the Size-Utility optimized replacement, as shown on figure 5.11. This
tells us, that even when retransmitting less packets, retransmitting the most valuable packets
leads to the best improvement in video quality. This is the case when Size-Distortion optimized
replacement is deployed. A gain of up to 8db can be achieved as compared to the recency-based
replacement, especially at higher loss rates and strong delay constraints. This indicates the high
potential of improvements, that may be achieved when intelligently using available resources
in a distortion-optimized manner. To obtain an idea about the impacts of cache size on the
video quality, the results depicted in figures 5.12(a) and 5.12(b) were measured at different
cache sizes. The cache size reserved for the video session varied from 4KB up to 1024KB. The
results show that up to a cache size of about 128KB the best quality was achieved by deploying
S-D optimized replacement. Thereafter, the quality was similar for all cache replacement tech-
niques. This is mainly because for a large retransmission buffer, all missing packets are found
on the cache and immediately retransmitted.
Similar results can be observed from the video sequences in the companion CD [39]. A percep-
tual comparison of the video sequences shows that S-D optimized cache replacement achieves
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(a) average PSNR
(b) missing frames
Figure 5.7: Average PSNR and number of missing frames measured using different retrans-
mission strategies. Retransmission buffer size and cache size set at 16KB. Packet loss rate of
first path is 1% and of second path varied between 0.1% and 30%.
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(a) average PSNR
(b) missing frames
Figure 5.8: Average PSNR and number of missing frames measured using different cache
replacement strategies. Retransmission buffer size and cache size set at 16KB. Packet loss rate
of first path is 1% and of second path varied between 0.1% and 30%.
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(a) Recency-Based Replacement (b) S-D Optimized Replacement
(c) S-U Optimized Replacement
Figure 5.9: Comparison of the video quality in terms of PSNR using different cache replace-
ment techniques.
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(a) Recency-Based Replacement (b) S-D Optimized Replacement
(c) S-U Optimized Replacement
Figure 5.10: Comparison of the video quality in terms of missing frames using different cache
replacement techniques.
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Figure 5.11: Cache hit ratio vs. cache size for the different cache replacement strategies.
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(a) average PSNR
(b) missing frames
Figure 5.12: Average PSNR and number of missing frames measured at different cache sizes.
Packet loss rates are 1% at link between sender and proxy cache, and 5% for the path between
proxy cache and receivers.
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best average video quality.
5.4 Summary
Several error control mechanisms for video delivery have been proposed along the last years.
Retransmission, being one of these mechanisms, was considered to not be a viable technique
in conjunction with delay constrained video delivery applications. In this chapter, we intro-
duced a proxy cache-based selective retransmission technique. Intermediate proxy caches are
able to identify and cache important video packets for short periods of time. Upon receiving a
retransmission request, the proxy cache retransmits the packet if found. This helps increasing
the probability of in time arrival of the retransmitted packet. We have shown through sim-
ulation results, that by recovering important video packets, significant improvements of the
video quality can be achieved. We proposed distortion-based cache replacement techniques to
achieve highest expected video quality when operating under strong storage constraints.
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Chapter 6
Forward Error Correction
In the previous chapter, we discussed the deployment of selective retransmission for error con-
trol. However, retransmission techniques cannot be used in the absence of a feedback channel
between sender and receiver. Retransmission techniques rely on feedback from the receiver to
detect missing packets and retransmit them. This may not always be possible. Furthermore,
retransmission introduces an inherent delay overhead, which may be unacceptable. Also, in
multicast communication, retransmission may be highly inefficient, since different receivers
will most probably experience different losses. For these reasons, open-loop error control tech-
niques, such as Forward Error Correction (FEC), have been proposed.
FEC techniques are proactive error control techniques, which rely on the transmission of redun-
dancy information to allow the receiver to reconstruct missing packets out of received packets
without need for interaction with the sender. Compared to retransmission techniques, FEC
incurs lower delay overhead needed to recover from a missing packet. FEC techniques do
not rely on feedback from the receiver to operate, which makes them scalable and suitable for
multicast communication.
Initially, FEC techniques were developed to detect and correct transmission errors introduced
by noisy communication channels. Hence, the errors, that such codes were designed to detect
and correct, are bit corruption and bit erasure errors. An example of FEC application to data
communications is the use of a Cyclic Redundancy Checksum (CRC) for error detection and
discarding of corrupted data packets. FEC codes for bit error detection and correction are
typically applied at lower network layers (mainly the link layer) to reduce the residual bit error
rate. Upper layers usually do not have to deal with bit errors. If bit errors are detected and
cannot be corrected by lower layers, the data packet is simply discarded.
For the upper layers, bit errors as well as packet discarding at congested links, are reflected
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in forms of packet erasures. This raises the need for special FEC techniques, specially con-
structed to deal with packet erasures. These FEC techniques are denoted as Erasure Resilient
Codes (ERC). ERCs try to recover missing packets from correctly received data and redundancy
packets. Packet erasures are detected using transport protocol mechanisms, such as unique se-
quence numbers. Hence, ERCs do not perform error detection but mainly error correction. On
the other hand, ERCs have to deal with larger amounts of data rather than with several bits.
As previously discussed, video delivery services tolerate a certain amount of packet loss. This,
however, comes at the cost of degraded video quality. The deployment of ERCs to combat
packet erasures will reduce the residual packet loss rate and improve the video quality. Encod-
ing a set of packets with an ERC will allow several receivers to recover from different packet
losses. This is mainly beneficial for the deployment in multicast sessions, where different
receivers receive data from the same video delivery session but observe uncorrelated packet
losses.
However, erasure resilient codes have several disadvantages. They increase the transmission
rate by adding redundancy packets to the original data packets. The FEC encoding and decod-
ing results also in an important additional processing delay. Different data transport protocols
and application have different needs for protection, which suggests software implementation
to allow for the required flexibility. This is the main reason for the slow deployment of FEC
techniques in computer communication protocols. Software implementations of ERC, which
have to deal with packet-size data blocks suffers from reduced efficiency, whereas traditional
FEC techniques for telecommunication systems enjoy fast hardware implementations.
In the rest of this chapter, we describe the basics of erasure resilient codes and focus on linear
codes. We present the Reed-Solomon code family and its use for erasure resilience. We then
discuss existing unequal error protection techniques, and introduce two distortion-based binary
codes, which are intended for software implementation in real-time video delivery services.
6.1 Erasure Resilient Codes
Erasure resilient codes are designed to recover from packet erasures. There are several classes
of codes, that can be used as erasure codes. However, we focus in this overview on so-called
linear codes. A linear code C of length n, that operates on an alphabet Σ, is a subspace of Σn
representing all codewords of C. An erasure code is a code, that for k source data packets,
produces n code packets.
At the receiver, a subset of the n code packets is sufficient to reproduce the k source packets
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Figure 6.1: Example of FEC erasure encoding and decoding. The grey blocks represent missing
packets.
again. Such a code is called a (n,k) code, where k is also denoted as block size. Figure 6.1
depicts the process of FEC encoding and decoding for (n,k) code.
Linear codes can be described by their generator matrix G. For (n,k) codes, G is an k× n
matrix. Encoding a k-vector x of user data is performed following equation 6.1.
y = x ·G (6.1)
The resulting n-vector code word y is then transmitted to the receiver. Whereas FEC codes
were originally designed to detect and correct bit errors, we assume that this task is performed
at lower protocol layers. We are mainly interested in packet erasure, which as mentioned
above, may result from late packet arrivals, congestion situations or bit errors, which cannot be
corrected at lower protocol layers. Given that the erasure positions are known to the receiver,
by means of gap detection in sequence numbers for instance, the error correction code should
reconstruct the missing packets out of the received redundancy information. Furthermore, to
ease the operation of the decoder in cases where no packet erasure happened, the encoder
should produce a copy of the k information packets as part of the encoded data. Such codes are
called systematic codes, and have a generator matrix of the form shown in equation 6.2.
G =
[
Ik|P
]
(6.2)
Ik is the k× k identity matrix, whereas P represents the k× (n− k) code matrix to generate
the redundancy data. Note that in the case of video delivery, the video packets are treated as
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arrays of data symbols. Here, a symbol is a data unit used in channel coding operations, which
may be for instance a bit or byte. The encoding and decoding process are then carried out for
each symbol of the video packet. This is clearly an extensive operation, keeping in mind that
packets are typically hundreds of bytes in size. For a FEC mechanism to be realized in software
implementations of communication protocols, it has to be efficient and powerful at the same
time.
A simple yet powerful class of codes is the class of binary (or parity) codes. Binary codes
operation on an symbols of an alphabet Σ = {0,1}. The parity operation used for encoding
and decoding is a simple exclusive-or operation (XOR). The XOR operation is a bitwise logic
operation that can be performed in a very efficient manner by computer systems. For a set of k
bits, a parity code produces one parity bit. In order to use parity codes for erasure protection,
a set of k packets is used to build a parity packet. Each source packet is treated as an array of
bits. Such codes are (k + 1,k) codes and are able to recover from a single packet loss. These
simple codes can be used to build more powerful (n,k) codes, by operating over subsets of the
k packets.
Several powerful codes have been developed in the field of coding theory. In the following, we
discuss a powerful code family, the so-called Reed-Solomon codes in detail.
6.1.1 Reed-Solomon Codes
Reed-Solomon codes (R-S) were first introduced in 1960 by Ivring Reed and Gus Solomon
[75]. Reed-Solomon codes are a family of powerful codes, which are widely deployed in digital
storage and communications applications. R-S codes are non-binary codes with symbols made
up of m-bits, where m > 2. For any pair (n,k), such that 0 < k < n < 2m, a corresponding
(n,k) R-S code can be constructed. An (n,k) R-S codes can correct up to n− k erasures. For
an (n,k) systematic R-S code, if more than n− k packet erasures happened, only the correctly
received data packets can be used. For non-systematic R-S codes, none of the data packets can
be recovered. R-S codes are maximal distance separable (MDS) codes, since they meet the
Singleton bound for error recovery.
For a memoryless channel with packet loss rate p, the expected number of packet losses ε after
transmission (and channel decoding) of k data packets with an (n,k) R-S channel codec, is
determined as in equation 6.4 [76].
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P[ε] =


∑n−kj=0 ∑n−k− ji=0
((k
j
)
p j(1− p)k− j(n−ki )pi(1− p)n−k−i) ε = 0
∑n−ki=n−k−ε+1
((k
ε
)
pε(1− p)k−ε(n−ki )pi(1− p)n−k−i) 0 < ε < n− k
∑n−ki=0
((k
ε
)
pε(1− p)k−ε(n−ki )pi(1− p)n−k−i) ε≥ n− k
(6.3)
E(ε) =
k
∑
ε=0
εP[ε] (6.4)
A simple way to construct a systematic R-S code is by concatenating a Vandermonde matrix to
an Identity matrix to build the generator matrix [77]. A Vandermonde matrix has coefficients
defined as follows gi j = x j−1i , where xi are unique fieled elements. The encoding and decoding
operations are performed in a finite Galois field GF(2m) on symbols of m-bits. The main
advantage of working on Galois fields lies in its closure property, which allows us to make
exact computations on field elements without requiring more bits to represent the results of
addition and multiplication operations.
A main problem with Reed-Solomon codes is their complexity. This is the main reason that,
Reed-Solomon codes were not adopted for software implementation in Internet protocols.
Their main deployment is still in form of hardware circuits for bit-error detection and cor-
rection.
6.1.2 Unequal Error Protection
Video data shows an inherent difference in the importance of each video packet to the decoding
process. Packet loss may in some cases result in an unpleasant watching experience, and on
other cases it may pass unnoticed. Based on this observation we developed a framework to
estimate the resulting distortion of each video packet in the overall video quality. This distor-
tion estimation is then used to assign priorities among video packets. Based on this distortion
information, the FEC encoder builds an appropriate code, which provides for unequal error
protection to the video packets. Unequal loss protection was first introduced by Albanese et
al. [78] for packet switched networks. The user has to assign priorities to the different message
parts. The resulting code rate is determined by the specified priority function and cannot be
adjusted. Horn et al. [79] applied unequal error protection based on R-S codes to hierarchical
video transmission. More important video layers and header information are protected with
higher redundancy. This is performed while keeping both packet sizes and code length fixed.
In [80], Mohr et al. describe a construction algorithm of an unequal error protection code for
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progressive encoded images. The latter codes are also based on Reed-Solomon codes.
In this work, we focus on minimizing the expected overall distortion at the receiver, by adap-
tively constructing erasure codes for an arbitrary set of video packets. Depending on the ob-
served packet loss rate and the different packet distortions, a simple parity code is constructed
for a given code rate. We suggest the deployment of this code at video proxy caches, which
service a limited number of receivers in a timely manner. The proxy cache encodes incoming
video packets at the measured packet loss rate to the specified channel rate and forwards them
to the receiver. This is especially useful for mobile and wireless receivers, where the last link
reflects a higher packet loss rate. To assure effectiveness, our code is a binary code, where
encoding and decoding rely solely on fast XOR operations.
6.2 Distortion-based Unequal Error Protection
In this section, we introduce two unequal error protection algorithms based on distortion values
of the video packets.
6.2.1 Distortion-based Repetition Code
A repetition code is a simple forward error correction technique. Some of the video packets are
sent more than once to diminish their residual loss probability. For a memoryless channel with
packet loss probability p, a k-repetition code will reduce the loss probability to pk. However,
this comes at a high cost of increased bandwidth needed for transmission. The rate of a k-
repetition code is namely 1k +1 .
To efficiently use repetition codes for video delivery, we construct repetition codes, which
selectively repeat some of the video packets. For a given code rate k
n
, we determine for each
packet the number of repetitions to be made. Based on our distortion estimation framework,
we repeat packets depending on their distortion value. We present an algorithm, which we use
to construct the repetition code. For a group of k packets with corresponding distortion values
di, i = 1..k, and a code rate
k
n
, the algorithm is constructed as follows.
1. we first determine the number of redundancy packets r, that we have to build depending
on the given rate rate = k
n
and the block size k according to the following equation.
r =
⌈(
1
rate
−1
)
k
⌉
(6.5)
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2. we initialize the expected distortion value for each packet i as follows: D(i) = d i p, where
di is the distortion value of packet i, and p is the packet loss rate. We also set the number
of transmissions for each packet i to 1, which means that in the case where no redundancy
packet is created, each packet is transmitted only once.
3. we select the packet with the highest expected distortion value i and increase its repetition
counter by 1. We update the expected distortion value of this packet to D(i) = D(i)p.
We decrease the number of redundant packets r by 1.
4. if r > 0, i.e. we may still send other redundancy packets, we continue from step 3. If
r = 0, we are finished.
Using this algorithm, we solve the minimization problem expressed by equation 6.6.
arg min
cr={cr(1),..,cr (k)}
E{D}=
k
∑
i=1
di pcr(i) (6.6)
where cr(i) is the number of times packet i is sent for a total of r allowed repetitions, and
k
∑
i=0
cr(i) = k + r = n (6.7)
We give a proof for the correctness of the presented algorithm in A.2.
6.2.2 Distortion-based Binary Code
Based on our distortion estimation framework, we also develop a more sophisticated binary
code, which we presented in [81]. Our binary code protects the video packets depending on
their distortion value, while trying to minimize the overall expected distortion. We formulate
our problem as follows. Given a vector x = {x1, ...,xk} of k video packets, our aim is to encode
x into a vector y = {y1, ...,yk,yk+1, ...,yk+r} containing n = k + r packets, so that to minimize
the overall expected distortion for a given packet loss rate p. This is again expressed in equation
6.8,
arg min
ai j
k
∑
i=0
P (i)×di (6.8)
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where di is the distortion value of packet i, P (i) is the residual packet loss probability of packet
i, and ai j is the second part of the generator matrix G of our constructed code. The generator
matrix G is defined as follows.
G =


1 0 . . . 0 a11 . . . a1r
0 1 . . . 0 a21 . . . a2r
.
.
.
.
.
. . . .
.
.
.
.
.
. . . .
.
.
.
0 0 . . . 1 ak1 . . . akr

 (6.9)
Note that for a binary code ai j ∈ {0,1},∀i ∈ {1, ..,k} and ∀ j∈ {1, ..,r}. Our constructed binary
codes are systematic codes, which simplifies the decoding process at the receiver, in case no
error took place.
We first determine the residual packet erasure probability P (i) for packet i for a memoryless
channel with a given packet loss probability p and generator matrix G. For each packet i, a i j
tells if the packet is included in the redundancy packet j or not. For a packet erasure to be
observed at the receiver, the packet has to be lost and it should not be possible to reconstruct
it from its redundancy packets. In other words, at least another packet can not be recovered in
each of the redundancy packet sets. We denote by redundancy packet set, a redundancy packet
and the set of video packets which build this redundancy packet. We formulate the residual
packet erasure probability as shown in equation 6.10.
P (i) = p ·
r
∏
j=1
[
(1−ai j)+ai j ·
(
1− (1− p)
k
∏
l=1;l 6=i
(
(1−al j)+al j · (1−P (l|i is lost))
))]
(6.10)
Where P (l|i is lost) is the residual erasure probability of packet l under the condition that
packet i is lost. This eliminates the possibility to recover packet l out of a redundancy set where
packet i is included along with packet l. An intuitive way to calculate this probability value,
is to set all columns which contain a 1 in their ith row to 0 and to proceed with the calculation
recursively. This however is very time consuming, so that we have to simplify equation 6.10,
by removing the recursion term. We achieve this using the fact that P (l|i is lost) ≤ p. We
deduce an upper bound for the residual packet erasure probability for packet i as in equation
6.12,
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P (i)≤ p ·
r
∏
j=1
[
(1−ai j)+ai j ·
(
1− (1− p)
k
∏
l=1;l 6=i
(
(1−al j)+al j · (1− p)
))]
(6.11)
≤ p ·
r
∏
j=1
[
(1−ai j)+ai j ·
(
1− (1− p)s( j)
)]
(6.12)
since
P (l|i is lost)≤ p =⇒ (1−P (l|i is lost))≥ (1− p)
=⇒ (1− p)
k
∏
l=1;l 6=i
(
(1−al j)+al j · (1−P (l|i is lost))
)≥ (1− p) k∏
l=1;l 6=i
(
(1−al j)+al j · (1− p)
)
=⇒ 1− (1− p)
k
∏
l=1;l 6=i
(
(1−al j)+al j · (1−P (l|i is lost))
)≤ 1− (1− p) k∏
l=1;l 6=i
(
(1−al j)+al j · (1− p)
)
where s( j) is the number of video packets, which build redundancy packet j. Using equa-
tion 6.12, we build a search algorithm to deliver a near-optimal solution for the problem in
equation 6.8. If we consider the rows of our redundancy generator matrix as binary vectors
a j = [a1 j, . . . ,ak j],∀ j ∈ {1, . . . ,r}, we can treat our problem as in equation 6.13.
arg min
{a1,...,ar}
k
∑
i=1
di · p ·
r
∏
j=1
fi(a j) (6.13)
where
fi(a j) =

1 ai j = 0, (i.e. the i
th bit of a j is set to 0)(
1− (1− p)s( j)) ai j = 1, (s( j) is the number of 1’s in a j) (6.14)
Our algorithm is similar to coordinate descent search algorithms, in that it optimizes the objec-
tive function over each a j recursively. The algorithm is described in the following listing.
1. set ai j = 0,∀i ∈ {1, . . . ,k} and j ∈ {1, . . . ,r} and Tlast = Max
2. determine for l = 1..r, al the solution of the one-dimensional minimization problem 6.17.
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3. if the following condition holds,
Tlast −
(
k
∑
i=1
di · p ·
r
∏
j=1
fi(a j)
)
≤ ε (6.15)
then we assume that an acceptable solution is reached
4. if not, update Tlast as follows,
Tlast = min
(
Tlast ,
k
∑
i=1
di · p ·
r
∏
j=1
fi(a j)
)
(6.16)
and proceed from step 2.
Now we examine step 2 of our algorithm in detail. The goal is to determine for some j the
vector a j, which minimizes the one-dimensional equation 6.13. In other words, we have to
determine which packets to encode in redundancy packet j in order to minimize the overall
expected distortion, given the allocation of all other redundancy packets. We consider for all
other rows of the generator matrix fi(al),∀l 6= j as constants. So equation 6.13 can be rewritten
as the one-dimensional linear optimization problem shown in equation 6.17.
a∗j = arg min
a j
k
∑
i=1
fi(a j) ·Ci j (6.17)
where
Ci j =
(
di · p ·
r
∏
l=1,l 6= j
fi(al)
)
(6.18)
For solving this problem, we introduce a simple algorithm, which is designed as follows
1. sort the Ci j for i = 1, ..,k in a descendent manner.
2. start with s( j) = 1, where only the packet having the highest Ci j is protected in redun-
dancy packet j.
3. check if taking the packet with the next highest Ci j in the redundancy set of redundancy
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packet j will reduce the expected distortion. In other words, check if
(
p ·
s( j)
∑
l=1
Cil j ≤ (1− p) ·Cis( j)+1 j
)
(6.19)
If the inequality does not hold, then the optimal construction of redundancy packet j has
been reached, with s(j) packets in the packet set.
4. If the inequality holds, set s( j) = s( j)+1 and add the packet to the packet set of redun-
dancy packet j by setting ais( j) j = 1. Proceed from step 3.
In A.3, we give a proof for step 3 of our presented algorithm, which solves the one dimensional
optimization problem of equation 6.17.
6.3 Evaluation
In this section, we evaluate our introduced binary code and compare it to 2 other code classes:
the conventional Reed-Solomon code and a simple distortion-based repetition code. The rep-
etition code sends packets with highest expected distortion more than one time, depending on
the specified code rate. We now compare the performance of the three codes at different packet
loss rates. Figures 6.2(a) and 6.2(b), depict the video quality measured at different packet loss
rates, with FEC rate of 3
4
and 9
10 respectively. We observe, that the video quality was almost
equal for the R-S and the Distortion-based codes at FEC rate equal to 3
4
, whereas the measured
video quality was higher in the case of the Distortion-based code at FEC rate equal to 9
10 .
In all simulations, the repetition code performed worst. We noticed that, even when a higher
number of packet losses could be corrected with R-S codes, the video quality delivered by the
Distortion-based code was almost equal or higher. This is mainly because the Distortion-based
code protects important packets stronger.
The influence of the FEC code rate on the video quality can be observed in figure 6.3. R-S
codes perform much better than the Distortion-based code at lower FEC-rates. But, starting
from FEC rates of about 45 , the Distortion-based code outperforms all other codes. We notice
also that the video quality is almost the same, independent of the FEC rate for the Distortion-
based code. Whereas the video quality diminishes almost linearly with increasing FEC rate for
the case of R-S codes. Given that video streams are by nature bursty and bandwidth consuming,
it becomes clear that lower FEC rates are generally not affordable. This favors the deployment
of the Distortion-based code, which is more efficient at higher FEC rates.
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(a) code rate = 3
4
(b) code rate = 9
10
Figure 6.2: Video quality at different packet loss rates. Packet loss rate of link 1 is set to 1%.
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Figure 6.3: Video quality vs. code rate. Packet loss rates are 1% and 5% for the first and second
path respectively.
A similar effect is observed, when we compare the video quality at different FEC block sizes.
For FEC block sizes of less than 32 packets per block, the Distortion-based code outperforms
all other codes. Starting from block sizes greater than 32, R-S codes deliver higher video
quality. Recall that, smaller block sizes mean lower FEC delay and smaller packet overhead
(used for identifying FEC packets). The IETF suggest that FEC block sizes should be at about
24 packets, and reserves a maximum of 24 bits for signaling packet sequence numbers in the
packet header [82]. This again advocates the deployment of Distortion-based codes, which are
more suitable for the video traffic and compatible to the FEC specification in [82]. Further
evaluation of the different codes can be done from the video sequences in the companion CD
[39].
We now compare the performance of our code to conventional Reed-Solomon codes. We im-
plemented both codes in java. We omitted any implementation optimization, since our goal was
to compare the efficiency of both codes under similar conditions. We distinguish between the
encoding and decoding process, since they show different complexities. The encoding process
consists of multiplying the generator matrix with each vector of video data symbols. For an
MTU of 576 bytes, this process may be repeated up to 576 times, depending on the maximum
packet size in the code block. In the case of R-S codes, each single multiplication needs 3
table lookups, which results in a total of 3× k× k× r table lookups for encoding each of the
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Figure 6.4: Video quality vs. FEC block sizes.
symbols. In the case of Distortion-based codes, the encoding process consists of determining
the optimal allocation and building the redundancy packets. Building the redundancy packets
is quite simple and based only on binary additions (XOR operations), which can be executed
quite effectively by the processor. The search algorithm for the optimal solution, requires sev-
eral sorting steps of complexity O(klogk). We depict the measured results at different block
sizes in figure 6.5(a) and at different code rates in figure 6.5(b).
The decoding process for R-S codes is quite intricate. For the set of received k packets, the
subset matrix, constituted by the corresponding k rows of the generator matrix G, is first in-
verted and then multiplied by the k-vector symbols of the received data. The matrix-inversion
is a very expensive operation, which has complexity around O(k3). The rest of the decoding
process is similar to its counterpart encoding process. In the case of Distortion-based codes,
the decoding is very efficient and consists in XOR-ing the data symbols of each redundancy
packet set, where a single loss exists. This step is repeated until at most r times, until no further
packets could be reconstructed. We depict the results for the decoding process in figures 6.6(a)
and 6.6(b). We performed the time measurements on a 2-GHz computer with 512 MB of RAM
and under a Linux operating system.
For the same experiments, we also measured the average recovery ratio
(
recovered packets
lost packets
)
of the different codes. The results are depicted in figures 6.7(a) and 6.7(b) for different number
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(a) different block sizes
(b) different code rates
Figure 6.5: Encoding time for parity, distortion-based, and Reed-Solomon codes.
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(a) different block sizes
(b) different code rates
Figure 6.6: Decoding time for parity, distortion-based, and Reed-Solomon codes.
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of data packets and for different rates respectively. The results show that R-S almost always
outperforms the other two codes. However, at small block sizes and at high code rates, the
recovery ratio of the R-S and distortion-optimized codes were almost equal. R-S Code either
recovers all missing packets or none of them, which makes the average fall down below 50%
for very high block sizes and for high code rates. The distortion-optimized code was almost
always able to recover some of the important video packets, which led to the high video quality
achieved at the receiver. The parity code is only able to recover one single packet loss, which
explains the constant average recovery ratio as we varied the number of packet losses.
6.4 Summary
In this work, we presented a simple and efficient FEC scheme for the unequal error protection
in video delivery. The video data is analyzed prior to transmission, in order to determine
the distortion introduced after each packet loss, which we use as an indication for the packet
priority. We showed how to construct a binary code, which minimizes the overall expected
distortion at a given packet loss rate. Simulation results showed that our code is comparable to
conventional Reed-Solomon codes in the delivered video quality, while clearly outperforming
them in encoding and decoding time. In our future work, we consider extending our algorithm
to construct Reed-Solomon based codes, which minimize the overall distortion. Such a code
has the potential to deliver best video quality and to operate faster than conventional R-S codes,
since it operates on smaller block sizes.
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(a) different block sizes
(b) different code rates
Figure 6.7: Recovery ratio for parity, distortion-based, and Reed-Solomon codes.
Chapter 7
Rate Control
In the previous chapters, we introduced two error control techniques to recover from packet
losses. As mentioned previously, packet losses and excessive delays are mainly caused by
congested network links. Each flow should identify congestion situations and react accord-
ingly by reducing its output rate. Such flows are denoted as responsive flows, as they react on
congestion indications by implementing a congestion control algorithm. TCP [83], as the most
popular transport protocol, has a built-in end-to-end rate control algorithm [84]. TCP adjusts its
rate to changes in network parameters by using an Additive Increase Multiplicative Decrease
(AIMD) [85] rate algorithm. If no packet loss is detected, TCP increases its rate constantly
each round-trip time (additive increase). The sender detects a packet loss whenever it receives
a negative acknowledgment or if a positive acknowledgment does not arrive during the packet’s
retransmission timeout interval. Upon detecting a packet loss, the sender halves its sending rate
once each RTT (multiplicative decrease).
During the last decade, TCP’s congestion control algorithm helped avoiding congestion col-
lapses in the Internet. However, with multimedia streaming applications getting more popular-
ity, the bandwidth share of UDP becomes larger. In contrast to TCP, UDP does not implement
a congestion control algorithm but rather relies on the end-applications to do this. Most mul-
timedia streaming applications avoid implementing a suitable congestion control algorithm.
This is mainly justified by the fact that such an algorithm is intricate and will increase the pro-
cessing time during transmission. Such applications will show an unresponsive behavior. Such
unresponsive flows pose a threat to the long-term stability of the Internet. As an example, we
examine the case where two flows share the same bottleneck link. The first flow is a responsive
TCP flow, which adjusts its sending rate to adapt to the available rate. The second flow is a
video delivery flow, which uses RTP over UDP to transport the video data to the receiver. In
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Figure 7.1: Throughput of a video delivery application and a TCP flow sharing the same bot-
tleneck link. Bandwidth of the bottleneck link is 1Mbps.
this case, no rate control is implemented by the end systems. Figure 7.1 depicts the throughput
of the two flows. The bottleneck bandwidth is set to 1Mbps. We observe how the video deliv-
ery application throttles the TCP flow. The throughput of the TCP flow is approximately 1000
times smaller than the throughput of the video delivery application.
On figure 7.2, we show the results of the same simulation configuration, but performed with
two competing TCP flows. The difference to the prior scenario is obvious. The two competing
TCP flows share the available network bandwidth almost equally (share ratio is about 1.06).
The need for a congestion control algorithm, to make greedy flows (like video delivery applica-
tions) more responsive, becomes evident. Congestion control can be performed in form of rate
control. Rate control can either be probe-based [84] or equation-based [86]. Probe-based rate
control algorithms probe for available network bandwidth by slowly increasing their sending
rate, when no congestion is detected. When congestion is detected, the rate control algorithm
reduces the sending rate greatly. Equation-based rate control algorithms use a rate equation,
which is proportional to the observed loss rate and round trip time, in order to calculate the
available bandwidth.
After estimating the available rate, following one of the two possible algorithms, the rate con-
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Figure 7.2: Throughput of a video delivery application and a TCP flow sharing the same bot-
tleneck link. Bandwidth of the bottleneck link is 1Mbps.
trol algorithm has to constraint the source output rate accordingly. Rate control for video
delivery applications can be achieved in two forms: rate-adaptive encoding or rate shaping.
Figure 7.3 gives an overview of the rate control components and their interactions.
Rate-adaptive encoding alters video compression parameters to adjust the output rate of the
encoder. Given a target output bitrate, the encoder tries to achieve lowest distortion at a lower
output rate. Rate-adaptive encoding can only be applied in the presence of information about
the transmission channel. This is only possible for real-time video delivery applications. By
contrast, rate shaping techniques operate on pre-encoded video streams to alter their original
rate. This makes them suitable both for real-time and pre-encoded video delivery applications.
In the following section, we review existing approaches to comprise rate control in video de-
livery applications. We then introduce a distortion optimized rate control technique, that can
be applied at proxy caches to adapt the rate of the video to the available connection bandwidth
of the receiver, while maximizing video quality.
7.1 Taxonomy
Rate control algorithms can be classified according to the following criteria:
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Figure 7.3: Overview of the rate control components in video delivery.
• algorithm to estimate the available rate
• algorithm used to adjust the rate of the video application
• location where rate control is performed
In the following we discuss in detail the different types of rate control algorithms.
7.1.1 Rate Estimation
As previously mentioned, rate estimation can be probe-based or equation-based. Using a probe-
based algorithm, the sender probes the network for the available bitrate. One class of probe-
based algorithms are the AIMD algorithms. Rejaie et al. [87] proposed an AIMD algorithm,
where the source performs rate adaptation based on acknowledgments sent by the receivers.
Rate adaptations are performed once per round trip time. When no loss is detected, the rate is
increased linearly. If packet loss is detected, the sending rate is decreased multiplicatively. In
RAP, the rate is adapted by changing the gap between sending two consecutive packets. Fur-
thermore, RAP uses a ratio of short-term to long-term averages of RTT to adjust the sending
rate, depending on the variations in the round trip time. Usually a window is used to deter-
mine the number of packets to send in each rate adaptation period. The window size is either
increased or decreased to mimic TCP behavior.
Bansal and Balakrishnan [88] suggested class of binomial algorithms, which generalize AIMD
algorithms. Binomial algorithms increase the rate inversely proportional to a power k win-
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dow size, and decrease the window size proportional to a power l of the window size. Both
operations are shown in the following equation.
Increase: w← w+ α
wk
(7.1)
Decrease: w← w−βwl (7.2)
To obtain TCP behavior, we set α = 1,k = 0, l = 0,β = 0.5. The LDA algorithm, proposed
by Sisalem et al. [89], implements an AIMD algorithm with dynamic increase and decrease
factors. In contrast to prior algorithms, LDA operates with RTCP feedback, which makes it
suitable for multicast sessions and reduces the amount of feedback needed.
Another probe-based algorithm, which is suitable for multicast sessions, is the Receiver-driven
Layered Multicast (RLM) algorithm [90]. In RLM, the sender sends a layered video stream
with each single layer over a separate channel. If, for a given period of time, no packet
losses are detected, the receiver performs a join experiment for the next layer. If packet loss
is detected, the upper layer is immediately dropped. The Receiver-driven Layered Conges-
tion (RLC) protocol was proposed by Vicisano [91] to address some drawbacks of the RLM
protocol. In RLC join experiments are synchronized among groups of receivers, so that join
experiments of one receiver do not affect other receivers negatively.
Unlike the probe-based algorithms, the model-based rate estimation operates on the basis of
a rate estimation equation. Typically, the equation used is an estimation of the throughput,
which a TCP flow will achieve under the same network conditions. The TCP throughput can
be estimated following equation 7.3 [92].
RTCP =
1.22ps
RTT√p (7.3)
Here, p represents an estimation of the packet loss rate, RTT is a smoothed exponentially
moving average of the round trip time, and ps is the average packet size. Using the feedback
of the receiver, the sender can estimate its allowable sending rate. In this way, the video de-
livery application shows a responsive behavior for congestion indications and competes fairly
with TCP flows. Flows that implement a model-based rate control algorithm are also denoted
as TCP-friendly flows. The TCP-friendly Rate Control Protocol (TFRC) [93], uses a more
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sophisticated equation 7.4 to estimate the TCP rate more accurately.
RTCP =
ps
RTT
√
2p
3 +4RTT
√
27p
8 p(1+32p
2)
(7.4)
However, for equation-based algorithms to estimate the available rate accurately, periodic feed-
back information should be available to the sender. The granularity of the rate control adapta-
tion should be similar to that of TCP, i.e. each RTT.
7.1.2 Rate Adjustment
Depending on the rate control algorithm used and on its location, several techniques can be used
to adjust the connection bitrate accordingly. Adjusting the connection rate can be performed
by changing the compression parameters during encoding, rate-adaptive video encoding, or by
dropping portions of the video data during transmission, Rate Shaping.
Rate Adaptive Video Encoding
In real-time video applications, the video signal is encoded and transmitted immediately. The
sender benefits from the feedback received from the receivers to adjust its compression rate.
The compression rate is controlled by using a rate-adaptive encoding algorithm. Rate-adaptive
video encoding has been studied extensively for various video standards and applications, such
as video conferencing with H.261 and H.263 [94,95], storage media with MPEG-1 and MPEG-
2 [96, 97, 98], real-time transmission with MPEG-1 and MPEG-2 [99, 100], and MPEG-4
object-based video coding [101]. Rate-adaptive encoding algorithms try to maximize the per-
ceptual quality, while keeping the encoder output rate under a specified limit rate. A typical
approach to adjust the output rate of the encoder is to modify the quantizer steps. Increasing
the quantizer step produces a coarser representation of the video signal with a lower output
rate. Whereas, a lower quantizer step produces a high fidelity video signal with a higher output
rate. To determine the appropriate quantizer steps, a rate-distortion (R-D) framework is used.
The R-D framework allows an efficient search among the set of possible R-D points obtained
from a finite set of possible quantizer steps.
However, increasing the quantizer steps may turn out to be insufficient, if the target bitrate is
too low. In such a case, further reduction of the output rate can be achieved through frame
skipping. In frame skipping, the encoder reduces the output frame rate by dropping some of
the frames of the video signal.
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To determine the output rate while accounting for short fluctuations, the encoder uses an output
buffer of a specified capacity. The output buffer of the encoder is drained periodically at a rate
equal to the target bitrate. If the output buffer is in danger of overflow, the encoder reduces
its output rate, either by increasing the quantization steps. If this does not reduce the buffer
occupancy, then the encoder decides to skip frames.
Rate Shaping
Rate shaping is applied to compressed video streams to adjust their rate to the available network
bitrate. After the target bitrate has been determined, a rate shaping algorithm is applied to
determine which portions of the video stream should be re-encoded or dropped. Different from
rate-adaptive encoding techniques, rate shaping does not require interaction with the encoder,
and can hence be applied to real-time as well as pre-encoded video delivery. Furthermore,
rate shaping can be applied by the sender, receiver, or by proxy caches located at intermediate
nodes within the network. Rate shaping can be realized using compression techniques [102] or
transport techniques [103, 104, 105].
Layer dropping or adding is an example of transport-based rate shaping, where the receiver
(or sender) decides about which layers should be received (resp. transmitted) according to
the target bitrate. Another method to reduce the rate of compressed video streams uses frame
dropping. The rate control algorithm is able to identify the boundaries of compressed video
frames and drops a frame, whenever the target rate is exceeded.
An example of compression-based rate shaping, is presented in [102]. The technique consists
of dropping DCT coefficients of high frequencies to achieve the target rate. Another tech-
nique would re-encode the video stream with higher quantizer steps or in a different format
to achieve the target bitrate. However, compression-based rate shaping techniques are usually
computationally intensive and are usually dismissed for delay-constrained video delivery.
7.1.3 Location of Rate Control
Rate control can be either performed at the source (sender-driven), the receiver (receiver-
driven) or both of them (hybrid).
Sender-driven Rate Control
In the case of sender-driven rate control, the sender is responsible for adjusting its rate. How-
ever, the sender is unable to estimate the network condition without the feedback of the receiver.
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Figure 7.4: Trade-off between bandwidth efficiency and rate control flexibility.
The receiver, typically conveys information about the experienced delay and the packet losses
to the sender. Upon receiving this information, the sender can estimate the available bandwidth
and adjust its sending rate accordingly.
Sender-driven rate control is more suitable to unicast connections [33]. However, it can also be
applied to multicast connections [106]. In the latter case, the sender uses a multicast channel to
send video data to all receivers. Hence, the sender can only operate using a single sending rate
(single-channel multicast). The rate selected by the sender does not necessarily fit the needs
of all receivers. Receivers with a higher access bandwidth will not fully utilize their capacity,
whereas receivers having lower bandwidth capacity will still get overwhelmed. However, if the
server uses a unicast channel for each receiver being served, more flexibility in rate control is
given. This comes at the cost of an inefficient bandwidth utilization, since n copies (number
of receivers) of the video data have to be sent out at the sender. Single-channel multicast and
unicast are two extreme cases of a trade-off between bandwidth efficiency and rate control
flexibility shown in figure 7.4.
Receiver-driven and hybrid rate control were proposed to achieve a better trade-off than sender-
driven rate control.
Receiver-driven Rate Control
Receiver-driven approaches delegate the rate control functionality to the receiver-side. Each
receiver assumes the responsibility to detect the bandwidth capacity of its connection to the
server. On the other side, the sender produces several multicast channels at different rates.
This can be best achieved by using layered video coding techniques. The sender transports
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each layer of the video stream in a separate multicast channel. Each receiver can then decide
to which layers it should subscribe depending on its available rate.
The receivers estimate their available bitrate in one of the two methods already described above.
When the probe-based method is deployed, the receiver adds a new layer when no loss has
been detected. If the receiver detects packet loss, the highest layer is automatically dropped to
reduce the receiving rate. The receivers start by joining the multicast channel, which transports
the base layer of the video stream. If, however, the model-based approach is used, the receiver
estimates its available bitrate and decides which layers it can add without exceeding this rate.
In this case, a-priori knowledge of the encoding bitrate of each layer is assumed.
Hybrid Rate Control
The hybrid rate control approach is a combination of the previous approaches. Both sender
and receivers assume rate control responsibilities. The receivers regulate their receiving rate
by adding or dropping video layers, while the sender adjusts its sending rate based on feedback
received from the receivers.
Hybrid rate control is targeted at multicast video and can be applied to both layered [107]
and single-layer video [108]. The sender uses multiple channels for the transmission, but still
adapts the rate of each channel according the receiver feedback information.
7.2 Rate Estimation for Video Delivery Services
In this section, we introduce a TCP-friendly rate estimation algorithm, Additive Increase Mul-
tiplicative Decrease with Congestion Avoidance (AIMD-CA). AIMD-CA does not assume syn-
chronous feedback from the receiver. In contrast to TCP, RTP does not support the acknowl-
edgment of each single packet received. Instead, RTCP is used to report loss ratio and delay
jitter information to the session participants periodically. Hence, only coarse grain rate control
can be performed. Our rate estimation algorithm tries to avoid congestion by linearly reducing
the sending rate, when both delay and delay jitter are growing. A growing delay jitter is as-
sumed to be a congestion notification and hence congestion avoidance is applied to reduce the
rate. In case packet losses are detected, the algorithm reduces the sending rate multiplicatively
by a factor of 1
2
. A slow-start is avoided, to reduce the oscillations of the output rate. If further
losses during the same round trip time are detected, the rate remains unchanged, since we as-
sume that the rate reduction did not show its effects yet. In case no packet loss is detected, the
rate is increased additively by one packet each round trip time. The algorithm is implemented
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using a congestion window, which gives for each round trip time, the amount of packets to
send. The algorithm is summarized as follows.
• if packet losses are observed, set
cwnd← cwnd
2
(7.5)
under the assumption that
tcurrent− tlast change > RTT (7.6)
tlast change is updated accordingly.
• if RTTcur−RTTlast > (1 + γ)∆last and RTTcur > RTTlast , then we decrease the window
size as follows
cwnd← cwnd−1 (7.7)
γ ≥ 0 is used to tune the sensitivity of the algorithm to changes in the delay jitter. we
update the parameters as follows
∆last ← RTTcur−RTTlast and RTTlast ← RTTcur. (7.8)
• else, the window size is increased linearly as follows cwnd← cwnd +1.
• the output rate is then set to be
r = max{cwnd ps
RT T
,
MTU
RTT
} (7.9)
where ps is the average packet size, RTT is the smoothed round trip time, and MTU is
the path MTU. This should ensure that at least one packet per round trip time is sent.
7.3 Distortion-Optimized Rate Shaping
In this section, we introduce a new rate shaping algorithm, the distortion-optimized rate shap-
ing (DORS) algorithm. The DORS algorithm performs rate shaping of a compressed video
stream. Given a target bitrate, DORS determines which video packets should be sent, in order
to maximize the perceptual quality while not exceeding the specified rate. A similar algorithm
was proposed by Chou and al. in [61, 109]. Their algorithm calculates for each data unit and
transmission opportunity if it should be sent or not. The decisions are made in a rate-distortion
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Figure 7.5: Distortion-optimized rate shaping (DORS).
optimal manner. The algorithm is then extended to include a window and rate control algo-
rithm to limit the number of packets on which to apply the optimization algorithm. The authors
also demonstrate their framework on the example of a feedback channel, where each packet
received is acknowledged. However, the complexity of tracking the history of each single
data unit and its ancestors and their arrival probabilities proves to be eminent. In our work,
we introduce a simple shaping algorithm, which relies on our distortion estimation framework
presented earlier, and where no history tracking is needed.
The distortion-optimized rate shaping problem is described in figure 7.5. For a given target
bitstream BT (t), a total input distortion DI(t), and an input rate BI(t) at time t, our goal is to
minimize the introduced distortion DO(t)−DI(t) at an output rate BO(t)≤ BT (t).
DORS takes into account the existing error control techniques, like FEC and retransmissions.
An algorithm to determine the optimal rate allocation among the data of the base layer, the
enhancement layer video, and the FEC redundancy packets is presented. Video packets which
are retransmitted are treated as usual base layer data packets, whereas no retransmission is
performed for enhancement layer video packets or FEC redundancy packets.
The DORS algorithm uses a leaky bucket to assure that the output rate is conformant with the
specified target rate. Figure 7.6 depicts the leaky bucket mechanism. A leaky bucket functions
in a similar way to a bucket with a hole downside, which pours fluid at a rate r (if fluid exists
inside the bucket). A leaky bucket is inserted at the output of the flow, which is to be controlled.
The data packets are inserted into the bucket, which in turn will forward them to the channel
transmitter at the specified target rate. The size of the bucket represents the maximum amount
of fluid that can be inserted into the bucket without loss. In other words, the size of the bucket
reflects the acceptable burstiness of the traffic. If the incoming data traffic brings the leaky
bucket to overflow, then the excessive packets are dropped. Excessive packets are also denoted
as non-conformant packets, since they do conform to the target rate curve of the flow. The
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Figure 7.6: Leaky bucket deployed for rate control.
target rate curve of the flow is specified by the target rate and the permitted burst size. A bucket
underflow takes place when no data packets are available for transmission in the leaky bucket.
On the other hand, if the leaky bucket capacity is exceeded, the non-conformant packets are
discarded. In general, the non-conformant packets are the packets that were lastly received. In
this work, we propose different packet discarding mechanisms and compare their performance.
In all cases, the leaky bucket has to keep track of its current size and to be able to read the
size of the incoming packets. A simple comparison operation (currentsize + packetsize <=
maximalcapacity) is then performed to check if an overflow will occur.
Simple Tail Drop Rate Shaping
In the Simple Tail Drop algorithm, the non-conformant packets, which have caused the over-
flow of the leaky bucket, are discarded. Upon receiving a new packet, the leaky bucket checks
if the new packet will lead to an overflow, if the packet is added to the bucket. If this is the
case, the packet is discarded. If the bucket capacity is not exceeded by adding the new packet,
the packet is inserted at the tail of the leaky bucket. This mechanism is very simple and can be
implemented easily.
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Distortion-optimized Rate Shaping (DORS)
The DORS algorithm aims at minimizing the overall distortion in the perceptual quality. If an
overflow is identified, the leaky bucket minimizes the overall expected distortion by discarding
the appropriate packets. This is achieved by solving the optimization problem described in the
following. Let the number of packets currently present in the leaky bucket be n. We enumerate
the packets by an index from 1 to n. A packet i has a size si and a distortion value di. The
optimization problem can then be described by equation 7.10.
arg min
x={x1 ,..,xn}
n
∑
i=1
((1− xi) ·di)
subject to
n
∑
i=1
(xi · si)≤ Btarget (7.10)
where
xi =

1 packet i is kept in the leaky bucket0 packet i is discarded (7.11)
In other words, we have to minimize the overall distortion of the discarded packets, while
keeping the size of the kept packets under the specified leaky bucket target size Btarget . The
solution of this problem is a vector ∗x = { ∗x1, .., ∗xn}, which indicates for each packet i if it is to
be kept in the leaky bucket or discarded. We choose Btarget to be smaller than the maximal
leaky bucket capacity, so that the optimization algorithm is not ran each time a new packet is
received.
To solve this optimization problem in an efficient manner, we deal with the corresponding
the lagrangian relaxation method. The optimization problem is reformulated by introducing a
LAGRANGE multiplier λ as shown in equation 7.12.
arg min
x={x1,..,xn}
(
n
∑
i=1
((1− xi) ·di)+λ
n
∑
i=1
(xi · si)
)
(7.12)
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We then have,
min
[
n
∑
i=1
((1− xi) ·di)+λ
n
∑
i=1
(xi · si)
]
=
n
∑
i=1
min [((1− xi) ·di)+λ(xi · si)] (7.13)
We can then reformulate the problem in equation 7.12 to a set of n equivalent problems de-
scribed by equation 7.14.
arg min
xi
(((1− xi) ·di)+λ(xi · si)) (7.14)
Depending on the chosen Langrange multiplier λ, the total size of the leaky bucket after opti-
mization and packet discarding is denoted by S(λ). The goal is to search for
∗
λ, which yields a
total size S(
∗
λ)' Btarget . We use the iterative search algorithm described in chapter 5.
Layer-based Distortion-optimized Rate Shaping (LDORS)
The LDORS algorithm is an extension to the DORS mechanism. In LDORS, the packets are
first classified according to the corresponding video layer of the video packet. A higher priority
is given to the base layer video packets. In the case of an overflow, the leaky bucket tries to
discard packets from the enhancement layer first. This is performed using the DORS mecha-
nism over all enhancement layer packets, with modified target size and current size parameters.
If the overflow still exists after treating enhancement layer packets, the DORS mechanism is
again applied to the base layer packets. The algorithm is described as follows.
1. set Bdrop = Bcur−Btarget , which is the number of bytes that need to be dropped
2. set Benh to the size of all enhancement layer packets
3. if Bdrop < Benh then we perform the DORS on the set of enhancement layer packets,
where the target size for the optimization is set to Benh−Bdrop.
4. if Bdrop = Benh then we drop all enhancement layer packets.
5. if Bdrop > Benh then we first drop all enhancement layer packets. We set Bbase to the total
size of the base layer packets. Then, we perform the DORS on the set of all base layer
packets. The target size for the optimization is set to Bbase− (Bdrop−Benh) = Btarget .
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7.4 Joint Source and Channel Rate Allocation
In his separation principle, Shannon states that source and channel coding techniques can be de-
signed independently without compromising connection quality [110]. This theorem assumes
that a feedback channel between transmitter and receiver exists. It also assumes that there is
always enough time and storage capacity to perform error control to assure a given connec-
tion quality. These conditions are however hard to assume in video delivery sessions. A joint
source and channel coding leads to enhanced performance in such situations. In this work,
we are interested in joint source and channel rate allocation, where source and channel data
have to share a limited available bandwidth. The question that arises is, how to share available
bandwidth between source and channel data, in order to get the highest perceptual quality?
Since we are dealing with both pre-encoded and real-time video delivery, we assume that the
video data is already encoded and no changes can be made to the encoding algorithm. We
rather deal with the packetized video data and alter the transmission scheduling to achieve
best performance. Again we rely on our distortion estimation model to implement a priority
relationship between the different packets of the same video delivery session. On the channel
side, we can modify the error control techniques to adjust their output rate.
In the case of selective retransmission, we determine for each packet the number of possible
retransmissions depending on its distortion value. A packet which would cause a larger damage
to the perceptual quality should be assigned more retransmission opportunities than a packet
with lower distortion value. To implement this, we advocate performing retransmissions prior
to rate shaping. In other words, packets which are identified as missing are added to the leaky
bucket for retransmission. If enough bandwidth is still available, then this packet is retrans-
mitted. If this retransmission would exceed the available rate, an overflow at the leaky bucket
will occur. In this case, the leaky bucket decides which packets to drop. Retransmitted packets
are treated like other video packets. The algorithms described above for packet discarding can,
however, be extended to include a time metric in their decision. In that case, retransmitted
packet would have a lower time-to-live value and by consequence a lower priority.
For the case of forward error correction, we have to determine the code rate of the FEC en-
coder depending on the value of the packets being protected. The optimal code rate should be
calculated by determining for a set of n video packets, which packets to discard and to replace
by FEC redundancy packets. This can be treated as an optimization problem as described in
equation 7.15.
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Figure 7.7: Topology used for simulations to compare the different rate estimation algorithms.
arg min
x={x1,··· ,xn}
{
n
∑
i=1
(1− xi) ·di + xi ·di ·P(i)
}
(7.15)
xi =

1 packet i is transmitted and FEC protected0 packet i is discarded (7.16)
di is the distortion value of packet i. It is also necessary to determine for a given code rate and
FEC code the residual packet loss probability P(i) of a packet i. Full knowledge of the FEC
codec is necessary to obtain an optimal bitrate allocation. We leave this as an open issue for
future research.
7.5 Evaluation
In this section we evaluate the proposed rate estimation and rate shaping algorithms by com-
paring them to other algorithms. We start by comparing our proposed rate estimation algorithm
AIMD-CA to the class of binomial algorithms and equation-based rate estimation algorithm.
We rely solely on RTCP feedback to estimate the channel conditions. RTCP receiver reports
are used to estimate the round trip time and the packet loss rate. For our experiments, we used
the ns-2 simulator and the network topology shown in figure 7.7.
We first measure the fairness ratio, which is the ratio of video to TCP throughput(
Video Throughput
TCP Throughput
)
, of the video connection using different rate estimation algorithms. We
varied the delay time d of the bottleneck link while keeping the bandwidth constant at 400kbps.
The video server is sending an FGS layered video sequence with a total rate of about 400kbps.
To adjust the rate, the video server drops some of the video packets using our rate shaping
algorithm. The results are depicted in figure 7.8. We observe that the equation-based rate
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Figure 7.8: Ratio of video to TCP throughput vs. bottleneck delay.
estimation algorithm is too aggressive in adjusting the sending rate. TCP connections get a
much higher share of the bottleneck bandwidth than the video application. The reason for this
is the long rate adaptation period, which is dependent on RTCP feedback. Binomial algorithms
are less friendly than our AIMD-CA algorithm, and achieve a throughput of about 4 ∼ 8 as
that of the TCP connection. The AIMD-CA algorithm is more friendly to TCP and achieves
a 2 ∼ 4 higher throughput than that of TCP. We also observe the increase of the throughput of
the video connection for all but the equation-based rate estimation algorithm with increasing
bottleneck delay.
Figure 7.9 depicts the confidence interval for the AIMD-CA algorithm at different bottleneck
delays. The variation in the ratio of video to TCP throughput increases with higher bottleneck
delays. However, the variations are of small range, which shows that the AIMD-CA algorithm
is stable.
In a second simulation, we vary the bandwidth of the link and measure the bandwidth us-
age, which is the
(
connection throughput
average available bandwidth
)
, of the video connection using the different
rate estimation algorithms. In this simulation, a single connection is used. We start with a
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Figure 7.9: Ratio of video to TCP throughput vs. bottleneck delay with confidence interval for
the AIMD-CA algorithm.
bottleneck bandwidth of 200kpbs, and set the bottleneck bandwidth to 400kbps and then to
100kpbs. We also simulated the behavior of a TCP connection for comparison reasons. Figure
7.10 shows the measured bandwidth usage for the different rate estimation algorithms. The
equation-based rate estimation algorithm was not able to adapt to the bandwidth changes of the
bottleneck. The remaining algorithms achieved a bandwidth usage of 0.7 ∼ 0.9 of the avail-
able bottleneck bandwidth. At lower bottleneck delay, TCP achieved higher bandwidth usage.
AIMD-CA behaved almost independently of the bottleneck delay.
Figure 7.11 depicts the confidence interval for the bandwidth usage of the AIMD-CA algorithm
for different bottleneck delays.
We now compare the different rate shaping policies introduced previously. We also consider
the case where no rate shaping is performed. In the first simulation, we varied the bottleneck
delay and started a concurring TCP connection. We then measured the video quality for the
following algorithms:
• no rate control is performed.
• simple tail dropping is performed, where the non-conformant packets are simply dropped.
• Layer-based dropping, where tail dropping is first performed on enhancement layer pack-
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Figure 7.10: Usage share of bottleneck bandwidth vs. bottleneck delay.
Figure 7.11: Usage share of bottleneck bandwidth vs. bottleneck delay with confidence interval
for the AIMD-CA algorithm.
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ets, and then on base layer packets if necessary.
• DORS
• LDORS
The leaky bucket capacity was set to 10000 Bytes. The same layered video sequence was
used for the simulations. In figure 7.12, we depict the measured video quality for the different
scenarios. The case where no rate control is performed achieved the highest video quality, but
was outperformed by the DORS algorithm for low bottleneck delays. In the case where no rate
control is performed, the available bandwidth is fully used by the video connection at the cost
of the TCP connection. However, DORS may still achieve higher video quality, while being
TCP-friendly.
The results have also shown, that distortion-based dropping is more efficient than the layer-
based dropping. DORS outperformed both the layer-based and the LDORS algorithms. The
reason for this, is that some enhancement layer packets are more important than base layer
packets. This fact is ignored by the layer-based and the LDORS algorithms. Although tail
dropping is the simplest algorithm, it achieved lowest video quality. Figure 7.13 shows the
95% confidence interval of the average video quality for the DORS algorithm.
Figure 7.14 depicts the video quality for the different dropping algorithms for the bottleneck
delay of 50 ms. For the case where no rate control is performed, fluctuation of the achieved
video quality can be observed. DORS achieved a more or less stable video quality and outper-
formed all other dropping algorithms.
We varied the allowable burst size of the leaky bucket and measured the video quality for the
DORS algorithm. The results are shown in figure 7.15. The video quality measured increased
with the leaky bucket capacity. Depending on the playout delay configured at the receiver,
higher capacity of the leaky bucket, which introduces an increasing delay, leads by consequence
to late arrivals for the video packets. The bottleneck delay was set to 25ms and the playout delay
to 1s.
The corresponding video sequences in [39] demonstrate the results of the different rate shaping
techniques. The evaluation of the video quality is left to the reader.
7.6 Summary
In this chapter, we discussed the different types of rate control for video delivery over best-
effort networks. We proposed a rate estimation algorithm AIMD-CA, which achieved TCP
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Figure 7.12: Video quality vs. bottleneck delay.
Figure 7.13: Video quality vs. bottleneck delay with confidence interval for the DORS algo-
rithm.
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Figure 7.14: Video quality for the different algorithms at bottleneck delay 50ms.
Figure 7.15: Video quality vs. maximum burst size with confidence interval for the DORS
algorithm.
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friendliness under coarse grain rate adaptation, based on RTCP feedback. The results have
shown the good performance of AIMD-CA as compared to other rate estimation algorithms.
Based on this rate estimation model, we introduced the DORS rate shaping algorithm, which
determined the packets to send under a given rate constraint, in order to minimize the overall
distortion. The DORS algorithm is based on a leaky-bucket, which shapes the video traffic. We
deployed the rate shaping algorithm in a proxy cache close to the receiver, so that the rate of
the video stream is adapted to the channel rate of the receiver. Significant improvements were
achieved in the video quality as compared to other rate shaping algorithms.
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Chapter 8
Conclusion
In this chapter we summarize the results obtained from this dissertation and explore new re-
search ideas and directions.
8.1 Summary of the Dissertation
In this work, we considered the problem of enhancing video delivery over lossy networks to
achieve robustness against variable network conditions. We view robustness as dealing with
packet losses as provided by the network layer, where excessive transmission latency was con-
sidered equivalent to packet loss. The problem was addressed at the application layer, where
detailed knowledge of the video data being delivered is used.
Prior to transmission, the video data is analyzed packet by packet to estimate the distortion
value of each packet. In chapter 3, we developed a model to estimate the distortion value of
video packets, following an optimal packetization algorithm and a simple error concealment
technique, which were presented in chapter 1. The packetization algorithm is optimized for
resilience against packet erasure. Video data is partitioned into packets in a manner, so that
inter-packet dependency is minimized. The decoder should then be able to decode each packet
independently and hence use each portion of the video data received to improve the perceptual
quality. The error concealment algorithm supposed, is a simple temporal error resilience algo-
rithm, where lost macroblocks, after a packet erasure, are recovered from the macroblocks of
the previously received video frame at the same position. The proposed distortion estimation
model can be extended to support more sophisticated error concealment techniques, which for
instance make use of motion vectors. This, however, comes at the cost of increased processing
time and has the disadvantage that, the concealment results are extremely dependent on the
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correct estimation of motion vectors. We also presented a modified model to estimate the dis-
tortion of enhancement layer packets, in the example of fine granular scalability (FGS) layered
video. Similar models can be developed to support other types of layered encoding.
In chapter 4, we discussed the benefits of using proxy caches to provide robustness to video
delivery sessions. Implementing error control and rate control techniques in intermediate nodes
and at proximity of the receivers, should reduce the response time in closed loop error control
techniques, such as selective retransmission. Furthermore, the proxy caches are able to make
a more accurate estimation of the conditions of the channel to the receiver. This allows for a
better adaptation of open-loop error control techniques, such as forward error correction. The
proxy caches may also apply rate shaping to the video traffic to assure conformance to the avail-
able connection bandwidth of the receivers. We have shown, using a model of a retransmission
technique, that deploying proxy caches for error control has a great potential for improving
the perceptual quality. Under delay constraints, we have shown that selective retransmission
performed at a proxy cache outperforms selective retransmission issued by the video server.
In the rest of the dissertation, we examined how we can exploit detailed knowledge of the video
data being delivered at proxy caches to enhance the robustness against packet loss. In chapter
5, we examined the implementation of a selective retransmission protocol at the proxy cache.
The proxy cache keeps a retransmission buffer for each of the video sessions being serviced to
respond to retransmission requests. Typically, the proxy cache has to service a large number of
video delivery sessions simultaneously. Furthermore, the time left for issuing retransmission is
usually strictly limited. This advocates the usage of limited cache space for the retransmission
buffer, especially in the case where clients are connected using low capacity devices. We dealt
with the problem of which packets to store in the proxy cache for retransmission, in order
to maximize the expected video quality. We introduced and evaluated two different cache
replacement techniques, which rely on the distortion values to determine an optimal solution.
In chapter 6, we developed an open-loop error control algorithm based on forward error cor-
rection. We proposed two code construction algorithms to build unequal error protection parity
codes. Given the actual packet loss rate, the proxy cache protects each block of data packets
with parity packets, such that the packet with higher distortion values, i.e. the packets which
would cause a greater damage on the video quality when lost, get higher protection. The first
algorithm constructs repetition codes, where the loss probability of a packet after protection is
reduced in a proportional manner to its distortion value. The packets with higher distortion val-
ues are simply transmitted more than once, to reduce their loss probability. In the second code,
we constructed parity codes, which are built using simple XOR operations to assure efficiency
in real-time video delivery sessions. We compared our codes to the famous Reed Solomon
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code class.
Long term robustness against packet loss cannot be assured without implementing a congestion
control technique. We investigated rate estimation and rate shaping for congestion control in
chapter 7. We first examined TCP-friendly rate estimation algorithms and implemented an
Additive Increase Multiplicative Decrease mechanism. We used a leaky bucket to shape the rate
of the incoming video traffic at the proxy cache. Depending on the estimated available rate to
the receivers, we suggested different algorithms to choose which packets to transmit while not
exceeding the rate limit. In the leaky bucket, if non conformant packets are detected, a packet
dropping algorithm is run to discard packets out of those currently awaiting transmission. We
have shown through simulations, the effects of these algorithms on the perceptual quality. We
also introduced the problem of joint source and channel rate shaping, where the optimal amount
of base layer packets, enhancement layer packets, retransmitted packets, and FEC packets have
to be determined to achieve a maximal video quality at the end-user.
In summary, this dissertation introduced the idea of using detailed knowledge of the video data
being delivered as well as transmission channel knowledge by proxy caches to improve the
overall perceptual quality and by consequence the end-user satisfaction. We introduced several
techniques to combat packet loss, which is the main problem in lossy networks, by using results
of video data analysis, done prior to transmission. These techniques enhance the robustness of
the video delivery service against packet loss, resulting in a higher video quality.
8.2 Future Work
In this section we identify and point out directions for future research work, with this disserta-
tion as a starting point.
Distortion Estimation Models
In this dissertation, we presented a model for distortion estimation, which was specific for
block-based video compression algorithms, and for a specific error concealment technique,
packetization scheme, and layered video encoding algorithm. But the main conclusion was,
that an accurate estimation of the damage caused by loss of a certain video packet can be used
to develop error and rate control techniques to achieve enhanced robustness and higher per-
ceptual quality. Intensive research work was spent in investigating more sophisticated error
concealment and layered video compression techniques. The development of specific distor-
tion estimation models to support these techniques will provide more accuracy than using the
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general model presented in this work. Furthermore, protocols to exchange information between
sender and receivers about their capabilities should be developed and integrated in existing ses-
sion control protocols.
Unequal Error Protection
We developed an unequal error protection algorithm, based on simple parity codes, in order
to provide higher protection for video packets, whose loss may cause larger damage on the
perceptual quality. Parity codes are very attractive for software implementation of forward
error correction, because of their high performance. Especially in real-time video delivery ses-
sions, where the overall transmission latency is strongly limited, very little time is available for
performing FEC encoding and decoding. This shortcoming of more computationally sophisti-
cated, yet more powerful, codes is anticipated to loose importance in the near future. With the
development of more powerful end-user devices, the software implementation of sophisticated
codes will become feasible. Examining existing codes on their ability to support unequal error
protection for video delivery is an interesting research field. New unequal error protection algo-
rithms based on well-established codes, such as Reed-Solomon codes or convolutional codes,
have to be developed to exploit the inherent differences in the importance of video packets.
Joint Source/Channel Rate Shaping
We developed a rate shaping algorithm, which worked along with a rate estimation algorithm to
output conformant and TCP-friendly traffic. This was realized using a leaky bucket mechanism,
where outgoing packets are first checked for conformance before being sent. Non-conformant
packets bring the leaky bucket to overflow, in which case we run an algorithm to decide which
packets should be discarded. In the case where forward error correction is used for error con-
trol, we suggested to place the FEC encoder after the leaky bucket, since the leaky bucket may
discard some of the data or redundancy packets, hence weakening the FEC protection. How-
ever, placing the channel encoder at the output of the leaky bucket raises a further problem.
The transmission system cannot anymore abide by the specified output rate, since the output
of the channel encoder is not controlled. To deal with this problem, the rate shaping algorithm
should partition the available rate between the channel encoder and the leaky bucket shaper. In
other words, an algorithm has to be developed to determine the output rate of the leaky bucket,
and the FEC code rate of the channel encoder, in order to hold the specified overall output rate,
while minimizing the distortion.
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Power Optimization
With the increasing spread of mobile devices and the support of higher mobile access band-
width, mobile access to video delivery services becomes more and more attractive. Different
types of mobile applications, which make use of video delivery services, promise to generate
important revenues to content providers and network operators. A major drawback of mo-
bile devices is however, the dependency on their battery lifetime. Video encoding, decoding,
and transmission are important power consumers and rapidly exhaust the battery reserves of
mobile devices. Hence, power efficient video compression and transmission algorithms and
schemes become more critical for mobile access to video delivery services. Preliminary work
has been done in this area such as in [111,112]. However, models to accurately estimate power
consumption at single-operation level have still to be developed. A joint source and channel op-
timized power allocation scheme can then be developed to determine which operations should
be performed or avoided in order to maximize the battery lifetime and the mobile terminal
availability.
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APPENDIX
A.1 Proof of Proposition 5.5
We give a proof by contradiction for the equivalence of equations 5.4 and 5.5.
Assume that x∗ = (x∗1, . . . ,x∗n) is the solution for equation 5.4, and that for a certain index j, x∗j
is not the minimum of the following equation,
arg min
x j
(D( j)+λS( j)) (A.1)
which is a subproblem of the minimization problem described by equation 5.5. In other words,
for x j = 1− x j, we have
(1− x j)d j +λx js j < (1− x∗j)d j +λx∗js j (A.2)
⇒ (1− x j)d j +λx j +
n
∑
i=1,i6= j
((1− x∗i )di +λx∗i si)
<
(1− x j)d j +λx j +
n
∑
i=1,i6= j
((1− x∗i )di +λx∗i si) (A.3)
⇒ (1− x j)d j +λx j +
n
∑
i=1,i6= j
((1− x∗i )di +λx∗i si)
<
n
∑
i=1
((1− x∗i )di +λx∗i si) (A.4)
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Equation A.4 shows that this assumption is in contradiction with the assumption that x∗ is
the minimum of the problem in equation 5.4. By consequence, the equivalence between the
minimization problems of equations 5.4 and 5.5 holds.
A.2 Proof of Algorithm 6.2.1
In the following we give a proof by induction for the correctness of the algorithm to construct
the repetition code presented in section 6.2.1.
1. We start with the case where we have r = 1, in other words, only one redundancy packet
shall be created. Let l be the packet with highest distortion value, i.e. d l ≥ di,∀i = 1..k.
The algorithm states that packet l should be sent twice, i.e. c1(l) = 2, whereas other
packets are sent only once. This is correct since,
E{D}=
k
∑
i=1
di pc1(i) (A.5)
= dl p2 +
k
∑
i=1,i6=l
di p (A.6)
≤ d j p2 +
k
∑
i=1,i6= j
di p,∀ j = 1..k (A.7)
since ∀ j = 1..k
(
d j p2 +
k
∑
i=1,i6= j
di p
)
−
(
dl p2 +
k
∑
i=1,i6=l
di p
)
(A.8)
= (d j p2 +dl p)− (dl p2 +d j p) (A.9)
= p(1− p)(d j−dl)≥ 0 (A.10)
2. assume that for a given r, number of allowed repetitions, the optimal solution is deter-
mined by cr(i), i = 1..k.
3. we show now that by using our algorithm, we can determine the optimal solution for
r + 1 allowed repetitions out of the solution for r repetitions. Let l be the packet with
dl pcr(l) ≥ di pcr(i),∀i = 1..k. Our algorithm states that, for r + 1 allowed repetitions, the
packet l should be repeated another time, i.e. cr+1(l) = cr(l) + 1, to get the optimal
solution for r +1 allowed repetitions. This is true since,
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E{D}=
k
∑
i=1
di pcr+1(i) (A.11)
= dl pcr(l)+1 +
k
∑
i=1,i6=l
di pcr(i) (A.12)
≤ d j pcr( j)+1 +
k
∑
i=1,i6= j
di pcr(i),∀ j = 1..k (A.13)
since ∀ j = 1..k
(
d j pcr( j)+1 +
k
∑
i=1,i6= j
di pcr(i)
)
−
(
dl pcr(l)+1 +
k
∑
i=1,i6=l
di pcr(i)
)
(A.14)
= (d j pcr( j)+1 +dl pcr(l))− (dl pcr(l)+1 +d j pcr( j)) (A.15)
= (1− p)(dl pcr(l)−d j pcr( j))≥ 0 (A.16)
This proves that the repetition codes constructed using our algorithm minimize the expected
overall distortion for a given code rate.
A.3 Proof of Proposition 6.19
We give a proof by induction for step 3 of our presented algorithm 6.19, which solves the one
dimensional optimization problem of equation 6.17.
1. we start by supposing that s( j) = 1, where ai j j = 1 and ai j = 0 for the rest. Note that Ci j j
is the highest Ci j. We prove that if only one packet is to be include in this redundancy
packet, then it should be packet i j , which has the highest Ci j .
Ci1 j ≥Ci j∀i = 1..k
⇒ (1− (1− p))Ci j j +Cl j ≤ (1− (1− p))Cl j +Ci j j, ∀l = 1..k, l 6= i j
⇒ (1− (1− p))Ci j j +
k
∑
i=1,i6=i j
Ci j ≤ (1− (1− p))Cl j +
k
∑
i=1,i6=l
Ci j , ∀l = 1..k, l 6= i j
(A.17)
2. we now suppose that we have the solution for the one-dimensional problem under the
condition that s( j) = m, i.e. the packet set contains at most m packets.
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3. we deduce that for a maximal number of packets m+1 in packet set of redundancy packet
j, the optimal solution can be obtained from the solution of the previous step for s( j) = m
by adding the packet with the next highest Ci j, if p ·∑mi=1Ci j j ≤ (1− p) ·C(m+1) j j.
m
∑
i=1
Ci j j(1− (1− p)m)+
k
∑
i=m+1
Ci j j is minimal for s( j) = m
⇒
m+1
∑
i=1
Ci j j(1− (1− p)m+1)+
k
∑
i=m+2
Ci j j ≤
m
∑
i=1
Ci j j(1− (1− p)m+1)+Cl j j(1− (1− p)m+1 +
k
∑
i=m+1,i6=l
Ci j j
since Cm+1 j j ≥Ci j j,∀i = m+1.. j (A.18)
This shows that if we have to add another packet to the packet set of redundancy packet
j, then it should be packet m+1 j. However, we do not always add a new packet. This is
the case if,
m
∑
i=1
Ci j j(1− (1− p)m)+
k
∑
i=m+1
Ci j j ≤
m+1
∑
i=1
Ci j j(1− (1− p)m+1)+
k
∑
i=m+2
Ci j j
⇒
m
∑
i=1
Ci j j(1− (1− p)m)+
k
∑
i=m+1
Ci j j−
m+1
∑
i=1
Ci j j(1− (1− p)m+1)+
k
∑
i=m+2
Ci j j ≤ 0
⇒
m
∑
i=1
Ci j j(1− (1− p)m)+Cm+1 j j−
m+1
∑
i=1
Ci j j(1− (1− p)m+1)≤ 0
⇒
m
∑
i=1
Ci j j((1− (1− p)m)− (1− (1− p)m+1))+Cm+1 j j−Cm+1 j j(1− (1− p)m+1)≤ 0
⇒
m
∑
i=1
Ci j j− p(1− p)m +Cm+1 j j(1− p)m+1 ≤ 0
⇒
m
∑
i=1
Ci j j p(1− p)m ≥Cm+1 j j(1− p)m+1
⇒
m
∑
i=1
Ci j j ≥Cm+1 j j(1− p) which is the inequality used in our algorithm
We have shown that our algorithm gives the solution of the one-dimensional optimization prob-
lem shown in 6.17.
Bibliography
[1] Yang-Hua Chu, Sanjay G. Rao, and Hui Zhang. A case for end system multicast. In
ACM SIGMETRICS 2000, pages 1–12, Santa Clara, CA, June 2000.
[2] D. Black, M. Carlson, E. Davies, Z. Wang, and W. Weiss. RFC 2475: An architecture
for differentiated services. Technical report, Network Working Group, IETF, December
1998.
[3] R. Braden, D. Clark, and S. Shenker. RFC 1633: Integrated services in the internet
architecture: an overview. Technical report, Network Working Group, IETF, June 1994.
[4] Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T VCEG. Advanced video coding
for generic audiovisual services, May 2003.
[5] ISO/IEC 10918-1:1994. Digital compression and coding of continuous-tone still images:
Requirements and guidelines. Technical report, ISO, 1994.
[6] David A. Huffman. A method for the construction of minimum redundancy codes. In
Proceedings of the I.R.E, pages 1098–1101, 1952.
[7] Y. Wang, S. Wenger, J. Wen, and A. K. Katsaggelos. Error resilient video coding tech-
niques. IEEE Journal on Signal Processing Magazine, Vol. 17(No. 4):pages 61–82, July
2000.
[8] Yao Wang and Qin-Fan Zhu;. Error control and concealment for video communication:
a review. Proceedings of the IEEE , Volume: 86 Issue: 5, pages 974–997, May 1998.
[9] L. H. Kieu and K. N. Ngan. Cell-loss concealment techniques for layered video codecs
in an ATM network. IEEE Transactions on Image Processing, Vol. 3:pages 666–677,
September 1994.
ii BIBLIOGRAPHY
[10] Y. Wang, Q. F. Zhu, and L. Shaw. Maximally smooth image recovery in transform
coding. IEEE Transactions on Image Processing, Vol. 41:pages 1544–1551, October
1993.
[11] J. W. Park, J. W. Kim, and S. U. Lee. DCT coefficients recovery-based error concealment
technique and its application to the MPEG-2 bit stream error. IEEE Transactions on
Circuits and Systems for Video Technology, Vol. 7(No. 6):pages 845–854, December
1997.
[12] S. Hemami and T. Meng. Transform coded image reconstruction exploiting interblock
correlation. IEEE Transactions on Image Processing, Vol. 4(No. 7):pages 1023–1027,
July 1995.
[13] S. Hemami and R. M. Gray. Subband coded image reconstruction for lossy packet
networks. IEEE Transactions on Image Processing, 6(4):523–539, April 1997.
[14] S. Shirani and F. Kossentini. A concealment method for video communications in an
error-prone environment. IEEE Journal on Selected Areas in Communications, Vol.
18(No. 6):pages 1122–1128, June 2000.
[15] Weiping Li. Overview of fine granularity scalability in MPEG-4 video standard. IEEE
Transactions on Circuits and Systems for Video Technology, Vol. 11(No. 3):pages 301–
317, March 2001.
[16] S. Wegner, G. Knorr, J. Ott, and F. Kossentini. Error resilience support in H.263+. IEEE
Transactions on Circuits and Systems for Video Technology, pages 867–877, November
1998.
[17] J. G. Apostolopoulos. Error-resilient video compression via multiple state streams. In
Proceedings of the International Workshop on Very Low Bitrate Video Coding, pages
168–171, Kyoto, Japan, October 1999.
[18] A. R. Reibman, H. Jafarkhani, Y. Wand, M. T. Orchard, and R. Puri. Multiple description
coding for video using motion compensated prediction. In IEEE Internation Conference
on Image Processing 99, pages 837–841, Kobe, Japan, October 1999.
[19] V. Vaishampayan and S. John. Balanced interframe multiple-description video compres-
sion. In IEEE Internation Conference on Image Processing 99, pages 812–816, Kobe,
Japan, October 1999.
BIBLIOGRAPHY iii
[20] Y. Wang and S. Lin. Error resilient video coding using multiple description motion
compensation. IEEE Transactions on Circuits and Systems for Video Technology, Vol.
12(No. 6):pages 438–453, June 2002.
[21] Recommendation H.261. Video Codec for Audiovisual Services at pX 64 kbits. ITU-T
Recommendation.
[22] Recommendation H.263. Experts Group on Very Low Bitrate Video Telephony. ITU-T
Standardization Sector.
[23] ISO/IEC. Coding of Moving Pictures and Associated Audio for Digital Storage Media
at up to 1.5 Mbits/s, October 1992.
[24] International Standard IS-13818. Generic Coding of Moving Pictures and Associated
Audio. ISO/IEC, November 1994.
[25] Internation Standard IS-14496. Coding of Audio-visual Objects - Part 2: Visual.
ISO/IEC, December 1999.
[26] Schulzrinne, Casner, Frederick, and Jacobson. RTP: A transport protocol for real-time
applications. RFC 1889, January 1996.
[27] E. Kohler, M. Handley, and S. Floyd. Datagram congestion control protocol (DCCP).
Internet draft, Internet Engineering Task Force, February 2004.
[28] H. Schulzrinne, A. Rao, and R. Lanphier. RFC 2326: Real time streaming protocol
(RTSP). Technical report, Network Working Group, IETF, April 1998.
[29] M. Handley, H. Schulzrinne, E. Schooler, and J. Rosenberg. SIP: Session initiation
protocol. Technical report, Network Working Group, IETF, March 1999.
[30] T. Turletti and C. Huitema. Videoconferencing on the internet. IEEE Transactions on
Networking, Vol. 4:pages 340–351, June 1996.
[31] C. Zhu. RTP payload format for H.263 video streams. Technical report, Internet Engi-
neering Task Force, RFC 2190, September 1997.
[32] J. Mogul and S. Deering. Path MTU discovery. Technical report, Internet Engineering
Task Force, RFC 1191, November 1991.
[33] D. Wu, Y. T. Hou, W. Zhu, H.-J. Lee, T. Chiang, Y.-Q. Zhang, and H. Jonathan. On
end-to-end architecture for transporting MPEG-4 video over the internet. IEEE Trans-
action on Circuits and Systems for Video Technology, Vol. 10(No. 6):pages 923–941,
September 2000.
iv BIBLIOGRAPHY
[34] ITU-T Recommendation P.910. Subjective video quality assessment methods for multi-
media applications. Technical report, International Telecommuncation Union, Geneva,
Switzerland, 1996.
[35] Recommendation ITU-R BT.500-11. Methodology for the subjective assessment of the
quality of television pictures. Technical report, ITU-R, June 2002.
[36] American National Standard for Telecommunications. Digital transport of one-way
video signals - parameters for objective performance assessment. Technical report,
American National Standards Institute, 1996.
[37] M. El Zarki and X. Lu. Understanding video quality and its use in feedback control. In
Proceedings of the International Packetvideo Workshop, pages 27–35, Pittsburgh, PA,
April 2002.
[38] Feng Wu, Shipeng Li, and Ya-Qin Zhang. Dct-prediction based progressive fine gran-
ularity scalable coding. In IEEE International Conference Image Processing (ICIP),
pages 49–57, September 2000.
[39] Imed Bouazizi. Companion CD for the Dissertation. Department of Communication
and Distributed Systems, RWTH University of Aachen, April 2004.
[40] Klaus Stuhlmüller, Niko Fï¿ 12 ber, Michael Link, and Bernd Girod. Analysis of video
transmission over lossy channels. IEEE Journal on selected areas in Communications,
Vol. 18(No. 6):pages 1012–1032, June 2000.
[41] Niko Färber, Klaus Stuhlmüller, and Bernd Girod. Analysis of error propagation in hy-
brid video coding with application to error resilience. In IEEE International Conference
on Image Processing, pages 550–554, Kobe, Japan, October 1999.
[42] R. Zhang, S. L. Regunathan, and K. Rose. End-to-end distortion estimation for RD-
based robust delivery of pre-compressed video. In Proceedings of the Thirty-Fifth Asilo-
mar Conference on Signals, Systems and Computers, volume 1, pages 210–214, 2001.
[43] R. Zhang, S. Regunathan, and K. Rose. Optimized video streaming over lossy networks
with real-time estimation of end-to-end distortion. In Proceedings of the International
Conference on Multimedia and Expo, pages 861–864, Lausanne, Switzerland, August
2002.
[44] R. Zhang, S. L. Regunathan, and K. Rose. Video coding with optimal inter/intra-mode
switching for packet loss resilience. IEEE Journal on Selected Areas in Communica-
tions, Vol. 18:pages 966–976, June 2000.
BIBLIOGRAPHY v
[45] Z. He, J. Cai, and C. W. Chen. Analytic end-to-end rate distortion modeling and control
for packet video over wireless network. In Proceedings of the International Packetvideo
Workshop, pages 115–127, Pittsburgh, PA, April 2002.
[46] Imed Bouazizi. Estimation of packet-loss effects on video quality. In Proceedings of
the International Conference on Communication, Control, and Signal Processing, pages
91–94, Hammamet, Tunisia, March 2004.
[47] Microsoft Corp. ISO/IEC 14496 video reference software, 2000. Microsoft FDAM-2.3-
001213.
[48] S. Sen, J. Rexford, and D. Towsley. Proxy prefix caching for multimedia streams. In
IEEE Infocom 99, pages 727–730, New York, USA, March 1999.
[49] Zhi-Li Zhang, Yuewei Wang, David H. C. Du, and Dongli Shu. Video staging: a proxy-
server-based approach to end-to-end video delivery over wide-area networks. IEEE/
ACM Transactions on Networking, 8(4):429–442, 2000.
[50] W.-H. Ma and H.C. Du. Reducing bandwidth requirement for delivering video over wide
area networks with proxy server. In International Conference on Multimedia and Expo,
pages 991–994, New York, USA, July 2000.
[51] Z. Miao and A. Ortega. Scalable proxy caching of video under storage constraints.
IEEE Journal on Selected Areas in Communications, Vol. 20(No. 7):pages 1315–1327,
September 2002.
[52] Reza Rejaie, Haobo Yu, Mark Handley, and Deborah Estrin. Multimedia proxy caching
mechanism for quality adaptive streaming applications in the internet. In INFOCOM
(2), pages 980–989, 2000.
[53] Reza Rejaie, Mark Handley, and Deborah Estrin. Quality adaptation for congestion
controlled video playback over the internet. In SIGCOMM, pages 189–200, 1999.
[54] J. Chakareski, P. A. Chou, and B. Girod. Rate-distortion optimized streaming from the
edge of the network. In IEEE Fifth Workshop on Multimedia Signal Processing, pages
49–52, St. Thomas, Virgin Islands, December 2002.
[55] http://www.akamai.com.
[56] http://www.globix.com.
[57] http://www.cw.com.
vi BIBLIOGRAPHY
[58] http://www.mirror-image.com.
[59] http://www.vitalstream.com.
[60] Imed Bouazizi. Selective proxy caching for robust video transmission over lossy net-
works. In Proceedings of the ITRE 2003, Special Session on Robust Video Transmission,
pages 71–75, New Jersey, USA, 2003.
[61] P. Chou and Z. Miao. Rate-distortion optimized streaming of packetized media. Tech-
nical Report Technical Report MSR-TR-2001-35, Microsoft Research, February 2001.
[62] J. Rey, D. Leon, A. Miyazaki, V. Varsa, and R. Hakenberg. RTP retransmission payload
format. Technical report, Internet Engineering Task Force, Internet Draft, January 2004.
work in progress.
[63] Christos Papadopoulos and Gurudatta M. Parulkar. Retransmission-based error control
for contineous media applications. In Proceedings of the Sixth International Workshop
on Network and Operations System Support for Digital Audio and Video, pages 5–12,
1996.
[64] M. Podolsky, M. Vetterli, and S. McCanne. Limited retransmission of real-time lay-
ered multimedia. In IEEE Workshop on Multimedia Signal processing, pages 591–596,
December 1998.
[65] Dapeng Wu, Yiwei Thomas Hou, Wenwu Zhu, Ya-Qin Zhang, and Jon M. Pela. Stream-
ing video over the internet: Approaches and directions. IEEE Transactions on Circuits
and Systems for Video Technology, Vol. 11(No. 3), March 2001.
[66] X. Li, S. Paul, P. Pancha, and M. H. Ammar. Layered video multicast with retransmis-
sions (lvmr): evaluation of error recovery schemes. In IEEE International Workshop
on Network and Operating System Support for Digital Audio and Video (NOSSDAV’97),
pages 161–172, May 1997.
[67] X. R. Xu, A. C. Myers, H. Zhang, and R. Yavatkar. Resilient multicast support for con-
tinuous media applications. In IEEE International Workshop on Network and Operating
System Support for Digital Audio and Video (NOSSDAV’97), pages 183–194, May 1997.
[68] N. Maxemchuk, K. Padmanabhan, and S. Lo. A cooperative packet recovery protocol for
multicast video. In Proceedings of IEEE International Conference on Network Protocols
(ICNP’97), pages 259–266, October 1997.
BIBLIOGRAPHY vii
[69] Imed Bouazizi. Size-distortion optimized proxy caching for robust transmission of
MPEG-4 video. In Proceedings of the MIPS 2003, LNCS 2899, pages 131–142, Naples,
Italy, November 2003. Springer Verlag.
[70] C. Aggarwal, L. Wolf, and P. S. Yu. Caching on the world wide web. IEEE Transactions
on Knowledge Data Engineering, Vol. 11:pages 94–107, January/February 1999.
[71] A. Dan and D. Towsley. An approximate analysis of the LRU and FIFO buffer replace-
ment schemes. In Proceedings of the ACM SIGMETRICS, pages 143–152, May 1990.
[72] K. Ramchandran and M. Vetterli. Best wavelet packet bases in a rate-distoretion sense.
IEEE Transactions on Image Processing, Vol. 2(No. 2):pages 160–175, April 1993.
[73] G. B. Dantzig. Discrete variable extremum problems. Operations Research, 5:266–277,
1957.
[74] S. McCanne and S. Floyd. The lnbl network simulator, 1997. Lawrence Berkeley Lab-
oratory.
[75] I. S. Reed and G. Solomon. Polynomial codes over certain finite fields. SIAM Journal
of Applied Mathematics, 8:300–304, 1960.
[76] Thomas Kostas and Scott Jordan. Packet erasure FEC on ARQ protocols. In SPIE
ITCom Internet Performance and Control of Network Systems, pages 126–137, Boston,
Massachusetts, July 2002.
[77] Luigi Rizzo. Effective erasure codes for reliable computer communication protocols.
ACM Computer Communication Review, Vol. 27(No. 2):pages 24–36, April 1997.
[78] Andres Albanese, Johannes Blomer, Jeff Edmonds, Michael Luby, and Madhu Sudan.
Priority encoding transmission. In IEEE Symposium on Foundations of Computer Sci-
ence, pages 604–612, 1994.
[79] Uwe Horn, K. Stuhlmüller, M. Link, and B. Girod. Robust internet video transmission
based on scalable coding and unequal error protection. Image Communication, Vol.
15(No. 1–2):pages 77–94, September 1999.
[80] Alexander E. Mohr, Eve A. Riskin, and Richard E. Ladner. Unequal loss protection:
Graceful degradation over packet erasure channels through forward error correction.
IEEE Journal on Selected Areas in Communication, 18(7):819–828, June 2000.
viii BIBLIOGRAPHY
[81] Imed Bouazizi. Distortion-optimized fec for uep in mpeg-4 streaming services. In
Proceedings of the International Conference on Information Networking 2004, pages
45–56, Busan, Korea, 2004.
[82] J. Rosenberg and H. Schulzrinne. An RTP payload format for generic forward error
correction. RFC 2733, December 1999.
[83] J.B. Postel. Transmission control protocol. Technical report, Internet Engineering Task
Force, September 1981.
[84] V. Jacobson. Congestion avoidance and control. In Symposium proceedings on Com-
munications architectures and protocols, pages 314–329, Stanford, California, August
1988.
[85] D.-M. Chiu and R. Jain. Analysis of the increase and decrease algorithms for congestion
avoidance in computer networks. Computer Networks and ISDN Systems, Vol. 17(No.
1):1–14, June 1989.
[86] J. Padhye, J. Kurose, D. Towsley, and R. Koodli. A model based TCP-friendly rate con-
trol protocol. In Proceedings of the International Workshop on Network and Operating
System Support for Digital Audio and Video (NOSSDAV), pages 73–88, Basking Ridge,
NJ, June 1999.
[87] R. Rejaie, M. Handley, and D. Estrin. RAP: An end-to-end congestion control mecha-
nism for realtime streams in the internet. In Proceedings of the Infocom, pages 1337–
1345, New York, NY, March 1999.
[88] D. Bansal and H. Balakrishnan. TCP-friendly congestion control for real-time streaming
applications. Technical report, MIT Technical Report, MIT-LCS-TR-806, 2000.
[89] Dorgham Sisalem and Adam Wolisz. LDA+: A TCP-friendly adaptation scheme for
multimedia communication. In Proceedings of IEEE International Conference on Mul-
timedia and Expo, pages 1619–1622, June 2000.
[90] S. McCanne, V. Jacobson, and M. Vetterli. Receiver-driven layered multicast. In Pro-
ceedings of the ACM Sigcomm, volume Vol. 26, pages 117–130, Stanford, CA, Septem-
ber 1996.
[91] L. Vicisano, L. Rizzo, and J. Crowcroft. TCP-like congestion control for layered video
multicast data transfer. In Proceedings of the Infocom’98, pages pages 996–1003, San
Francisco, CA, April 1998.
BIBLIOGRAPHY ix
[92] S. Floyd and K. Fall. Promoting the use of end-to-end congestion control in the internet.
IEEE/ACM Transactions on Networking, Vol. 7:pages 458–472, August 1999.
[93] Mark Handley, Sally Floyd, J. Padhye, and Joerg Widmer. TCP friendly rate control
(TFRC): Protocol specification. Technical report, Internet Engineering Task Force, Jan-
uary 2003.
[94] F. C. Martins, W. Ding, and E. Feig. Joint control of spatial quantization and temporal
sampling for very low bitrate video. In Proceeding of the IEEE International Conference
on Acoustics, Speech, Signal Processing (ICASSP’96), volume 4, pages 2072–2075,
May 1996.
[95] T. Weigand, M. Lightstone, D. Mukherjee, T. G. Campbell, and S. K. Mitra. Rate-
distortion optimized mnode selection for very low bit-rate video coding and the emerg-
ing H.263 standard. IEEE Transactions on Circuits and Systems for Video Technology,
Vol. 6:pages 182–190, April 1996.
[96] W. Ding and B. Liu. Rate control of MPEG video coding and recording by rate-
quantization modeling. IEEE Transactions on Circuits and Systems for Video Tech-
nology, Vol. 6:pages 12–20, April 1996.
[97] J. Lee and B. W. Dickenson. Rate-distortion optimized frame type selection for MPEG
encoding. IEEE Transactions on Circuits and Systems for Video Technology, Vol.
7:pages 501–510, June 1997.
[98] H. Sun, W. Kwok, M. Chien, and C. H. Ju. MPEG coding performance improvement
by jointly optimizing coding mode decision and rate control. IEEE Transactions on
Circuits and Systems for Video Technology, Vol. 7:No. 449–458, June 1997.
[99] W. Ding. Joint encoder and channel rate control of VBR video over ATM networks.
IEEE Transactions on Circuits and Systems for Video Technology, Vol. 7:pages 266–
278, June 1997.
[100] C. Y. Hsu, A. Ortega, and A. Reibman. Joint selection of source and channel rate for
VBR transmission under ATM policing constraints. IEEE Journal of Selected Areas in
Communications, Vol. 15:pages 1016–1028, August 1997.
[101] A. Vetro, H. Sun, and Y. Wang. MPEG-4 rate control for multiple video objects. IEEE
Transactions on Circuits and Systems for Video Technology, Vol. 9:pages 186–199,
February 1999.
x BIBLIOGRAPHY
[102] A. Eleftheriadis and D. Anastassiou. Meeting arbitrary QoS constraints using dynamic
rate shaping of coded digital video. In Proceedings of the IEEE Internation Workshop on
Networks and Operating System Support for Digital Audio and Video (NOSSDAV’95),
pages 95–106, April 1995.
[103] M. Hemy, U. Hengartner, P. Steenkiste, and T. Gross. MPEG system streams in best-
effort networks. In Proceedings of the IEEE Packet Video’99, pages 215–221, New
York, NY, April 1999.
[104] K. Sripanidkulchai and T. Chen. Network-adaptive video coding and transmission. In
Proceedings of the Visual Communications and Image Processing (VCIP’99), pages
166–177, San Jose, CA, January 1999.
[105] Z.-L. Zhang, S. Nelakuditi, R. Aggarwa, and R. P. Tsang. Efficient server selective
frame discard algorithms for stored video delivery over resource constrained networks.
In Proceedings of the Infocom’99, pages 472–479, New York, NY, March 1999.
[106] J.-C. Bolot, T. Turletti, and I. Wakeman. Scalable feedback control for multicast video
distribution in the internet. In Proceedings of the ACM SIGCOMM’94, pages 58–67,
London, U.K., September 1994.
[107] H. M. Smith, M. W. Mutka, and E. Torng. Bandwidth allocation for layered multicasted
video. In Proceedings of the IEEE International Conference on Multimedia Computing
Systems, pages 232–237, June 1999.
[108] S. Y. Cheung, M. Ammar, and X. Li. On the use of destination set grouping to improve
fairness in multicast video distribution. In Proceedings of the IEEE Infocom’96, pages
553–560, San Francisco, CA, March 1996.
[109] P. Chou and A. Sehgal. Rate-distortion optimized receiver-driven streaming over best-
effort networks. In Proceedings of the International Packetvideo Workshop, Pittsburgh,
PA, April 2002.
[110] C. E. Shannon. A mathematical theory of communication. the Bell Systems Technical
Journal, Vol. 27:pages 379–423, July 1948.
[111] Xiaoan Lu, Yao Wang, and Elza Erkip. Power efficient H.263 video transmission over
wireless channels. In International Conference on Image Processing, pages pages 139–
144, Rochester, New York, September 2002.
BIBLIOGRAPHY xi
[112] Manish Goel, Swaroop Appadwedula, Naresh Shanbhag, Kannan Ramchandran, and
Douglas L. Jones. A low-power multimedia communication system for indoor wireless
applications. In IEEE Workshop on Signal Processing Systems, pages 473–482, 10 1999.
xii BIBLIOGRAPHY
Abbreviations
AIMD-CA Additive Increase Multiplicative Decrease with Congestion Avoidance
AIMD Additive Increase Multiplicative Decrease
AVC Advanced Video Coding
BL Base Layer
CBR Constant Bit Rate
CDN Content Distribution Networks
CIF Common Intermediate Format
CRC Cyclic Redundancy Checksum
DCCP Datagram Congestion Control Protocol
DCT Discrete Cosine Transform
DiffServ Differentiated Services
DORS Distortion-optimized Rate Shaping
DSCQS Double Stimulus Continuous Quality Scale
DSIS Double Stimulus Impairment Scale
ERC Erasure Resilient Code
xiv Abbreviations
FEC Forward Error Correction
FGS Fine Granular Scalability
FTP File Transfer Protocol
GOB Group of Blocks
IETF Internet Engineering Task Force
IntServ Integrated Services
IP Internet Protocol
ISDN Integrated Services Digital Network
ISP Internet Service Provider
JPEG Joint Photographic Experts Group
LDORS Layer-based Distortion-optimized Rate Shaping
LRU Least Recently Used
MDC Multiple Description Coding
MDS Maximal Distance Separable
MOS Mean Opinion Score
MSB Most Significant Bit
MSE Mean Squared Error
MTU Maximum Transmission Unit
OBMC Overlapped Block Motion Compensation
PSNR Peak Signal-to-Noise Ratio
Abbreviations xv
PSTN Public Switched Telephone Network
QCIF Quarter Common Intermediate Format
QoS Quality of Service
R-S Reed-Solomon
RLM Receiver-driven Layered Multicast
RR Receiver Report
RTCP Real-Time Control Protocol
RTP Real-Time Transport Protocol
RTSP Real-Time Streaming Protocol
RTT Round Trip Time
SDES Source Description
SIP Session Initiation Protocol
SR Sender Report
SSCQE Single Stimulus Continuous Quality Evaluation
TCP Transmission Control Protocol
TFRC TCP Friendly Rate Control
UAC User Agent Client
UAS User Agent Server
UDP User Datagram Protocol
UEP Unequal Error Protection
xvi Abbreviations
URL Universal Resource Locator
VBR Variable Bit Rate
VLC Variable-Length Coding
VoD Video-on-Demand
VoIP Voice over IP
VOP Video Object Plane
Curriculum Vitae
June 5th, 1976 born in Chebba/Tunesien
in 1981-1987 primary school Bouchebka/Tunesien
1987-1994 secondary school Lycee Pilote Ariana
June 1994 Baccalaureate
September 1994-July 1995 Studienkolleg Hannover
October 1995-December 2000 studies in computer sciences at Technical University
of Braunschweig
December 2000 Diploma in Computer Science
February 2001-May 2001 research assistant at the Technical University of
Darmstadt
May 2001-April 2004 member of graduate school Software for Telecom-
munication Systems
May 2004-August 2004 research assistant at the RWTH University of
Aachen
