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Introduction
Chapter 1
Most models of speech in speech science and technology are based on the assump­
tion that utterances are composed of words and that words can be considered as a 
sequence of members from a small set of discrete phones, also known as the ‘beads 
on a string’ model of speech (Ostendorf, 1999). Models of human speech recognition 
(HSR) and automatic speech recognition (ASR) both have the concept of a lexicon, 
which contains a representation in the form of a sequence of phones for each word. 
However, speech is not as simple as that. There is tremendous pronunciation vari­
ation that needs to be integrated in models of speech in order to make them work, 
at least in ASR systems (Saraglar et al., 2000). On the phone level, for example, it 
is well known that vowels have different spectral properties depending on the place 
of articulation of the preceding and following consonant (e.g., Stevens, 2000). One 
common way to deal with this kind of contextual variation in ASR systems is to use 
triphone models instead of monophone models. Whereas with monophone models 
a single model is trained for all instances of a phone, independent of the segmen­
tal context the phone occurs in, with triphone models separate models are built for 
phones with different preceding and following contexts.
Other sources of pronunciation variation are the gender, the age and the regional 
and social background of the speakers. Even though ASR systems can take gen­
der and phonetic context into account and sometimes even have different models for 
several regional variants, ASR systems still perform much worse for conversational 
speech than for read speech (Greenberg and Chang, 2000; Nakamura et al., 2008). 
For instance, ASR systems reach a word accuracy of 85 - 90% on TIMIT (Garofolo, 
1988), a database of American English read speech, but only 50 - 70 % on Switch­
board (Frankel et al., 2007a; Greenberg, 1997; Novotney and Callison-Burch, 2010), 
a corpus of American English spontaneous telephone conversations (Godfrey et al., 
1992). Why do ASR systems perform reasonably well on read speech but not on 
spontaneous, conversational speech? Are there additional sources of variation that 
we need to take into account?
Read and conversational speech are different in many aspects, linguistically as 
well as acoustically. Characteristic properties of conversational speech are, among
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others, a high frequency of utterances that might be considered as ‘ungrammatical’. 
Furthermore, utterances may contain laughter and other speaker noises, backchan­
nels (e.g., hm) and backchannel-like words (e.g., yes, well (cf. Section 2.2)), fillers 
(e.g., eh, ah, uh), broken words and other disfluencies. Disfluencies and fillers also 
occur in read speech, but less frequently. All these characteristics have the same 
detrimental effect for ASR (and to a lesser extent for human speech recognition): 
they make it more difficult to compute the likelihood of upcoming words.
In spontaneous conversations, the speech of different speakers may overlap in 
large parts of the speech (cf. Section 2.2). For example, Torreira et al. (2010) re­
port 11.5% of overlapping speech in a corpus of conversational French. Competing 
speech is arguably the type of background noise that is most difficult to solve in ASR. 
Humans appear to be better equipped for dealing with this problem and with speech 
in noise in general.
With respect to acoustic differences, it has been shown that the spectral space of 
spontaneous speech is reduced compared to the spectral space of read speech (Naka­
mura et al., 2008). Moreover, words are often acoustically reduced compared to 
what their canonical pronunciations suggest. For instance, the word yesterday may 
sound like ['jejeij. This example may seem to be unintelligible, but psycholinguistic 
experiments as well as everyday experience show that listeners are capable of restor­
ing missing acoustic information when hearing reduced words in context (Ernestus 
et al., 2002). These reduced words, however, pose a problem for ASR systems, be­
cause these reductions are highly frequent: A corpus study on spontaneous American 
English showed that 6% of the syllables are absent and that segment deletions and 
substitutions occur in every fourth word (Johnson, 2004). Similar overall syllable 
and segment deletion rates have been reported for other languages, for example by 
Adda-Decker et al. (2005) for French and by Van Bael et al. (2007a) for Dutch. In 
order to incorporate pronunciation variation originating from acoustic reduction into 
models for automatic and human recognition of speech, we need to know what kinds 
of reductions occur and under which conditions they are produced by the speakers.
1.1 Acoustic reduction
The work in this thesis studies acoustic reduction in spontaneous Dutch at the phone­
mic and sub-phonemic level. Acoustic reduction can manifest itself in several ways. 
For instance, as spectral reduction (e.g., Hamalainen et al. (2009); Nakamura et al. 
(2008)), temporal reduction (e.g., Kuperman et al., 2007; Torreira and Ernestus, 
2009), and through the absence or change of (the acoustic properties of) segments. 
We consider a word as reduced if its acoustic representation shows a smaller num­
ber of segments than its canonical pronunciation would suggest (i.e., the absence
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of segments), or if a segment of the canonical pronunciation is realized with the 
acoustic properties of another segment associated with less articulatory effort (e.g., 
lenitions1). On the sub-phonemic level, acoustic reduction is defined as the absence 
of one or more of the canonical sub-phonemic properties (e.g., the absence of the 
burst in a plosive).
The term acoustic reduction is not to be confused with articulatory reduction. The 
analyses in this thesis are exclusively based on the acoustic speech signal; no data 
from articulatory measurements is used. Note that the acoustic absence of a segment 
is not always directly related with a complete absence of the articulatory gestures. 
For instance, Browman and Goldstein (1990) measured the movements of the artic­
ulators with an X-ray microbeam system, which tracked the positions of lead pellets 
placed on the articulators. They found that /t/ in word combinations like perfect mem­
ory could be absent in the acoustic signal, even though the tongue clearly moved to 
the alveolar ridge. This gesture was acoustically hidden behind the bilabial gesture 
and is therefore not represented in the acoustic signal.
1.2 Aims of the thesis
The present thesis has three aims that are tackled in the following chapters (with 
partial overlap):
1. Provide a better understanding of the conditions under which acoustic reduc­
tion occurs in spontaneous, conversational Dutch.
2. Investigate to what extent current ASR technology can be deployed in order to 
facilitate the study of acoustic reduction.
3. Explore how the study of reductions can improve ASR technology for sponta­
neous speech applications.
These three aims do not have the same status in this thesis. Whereas aims (1) and (2) 
are directly addressed with the experiments, yielding concrete results and solutions, 
(3) will be taken up only indirectly: the outcomes of the experiments for (1) and (2) 
allow to make suggestions about how the study of reductions can be useful for im­
proving ASR technology, but no experiments will be shown where these suggestions 
are implemented. This is beyond the scope of the present thesis.
One important aspect of the work presented in this thesis is its interdisciplinarity. 
The findings on the conditions in which acoustic reduction occurs are relevant for 
engineers aiming at improving the performance of ASR of spontaneous speech as
1 We use the term lenitions as a cover term for consonant lenitions and vowel reductions.
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well as for psycholinguists working on an explanation of how everyday communi­
cation works. Furthermore, this thesis is of interest for phoneticians, since methods 
are shown to automatically analyze large speech corpora. The interdisciplinarity 
may not come as a surprise, given that this thesis was carried out within the project 
“Automatic methods to identify phonetic detail. Corpus-based probabilistic work” 
within the Marie Curie Research Training Network Sound To Sense2.
1.3 Conditions for acoustic reduction
Much of the pronunciation variation found in spontaneous speech does not occur 
randomly; a substantial part of the variation is systematic and the investigation of 
this variation will advance our understanding how everyday communication works. 
For example, the phrase I  do not know can be pronounced as ‘I do not know’, ‘I 
don’t know’,‘dunno’ or as [§§§]. The first realization would be used as a reaction on 
having been asked already several times about the same issue. The second and third 
realization are rather neutral and they can be used in various circumstances. The 
fourth one, however, would occur in casual conversations only and, in combination 
with a certain intonation, it can communicate ‘I don’t care’ (Hawkins, 2003). In 
this example, the choice of one of the variants is relevant for the meaning that the 
speaker intends to convey. Other studies report that the choice of a pronunciation 
variant is conditioned by the pragmatic function of the word (e.g., Plug, 2006) and 
by the ‘interactional’ function3 of the word (e.g., Local, 2003).
The details of the phonetic realization of utterances and words can also indicate 
underlying linguistic structures. For example, the morphological structure of the 
words has been shown to affect pronunciation. Baker et al. (2007) and Hawkins 
(2003) reported that the realizations of the prefix mis differ between the two words 
mistakes and mistimes in terms of phonetic detail. Hawkins (2003) ascribed these 
differences to the fact that in mistakes, mis is a non-productive pseudo-morpheme 
and therefore not removable from the word, while in mistimes, mis is a true, produc­
tive morpheme whose absence results in a lexeme with the opposite meaning. Other 
studies show that the phonetic details of words indicate, among others, word bound­
aries (e.g., Cruttenden and Gimson, 1994; Davis et al., 2002; Lehiste, 1960; Salverda 
et al., 2003; Scharenborg, 2010) and prosodic structures above the word level (e.g., 
Nespor and Vogel, 2007). What these studies have in common is that they show that 
pronunciation variation and linguistic structure are in interaction with each other.
Besides linguistic structure, also certain probabilistic properties appear to affect 
the phonetic detail and the degree of acoustic reduction of words. It is well known
2 A detailed project description can be found at www.sound2sense.eu/projects.
3Words with ‘interactional’ function are also referred to as ‘discourse m arkers’ (Schiffrin, 1987).
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that the speech signal contains more information than the listener needs to under­
stand the message (e.g., Drullman, 1995; Miller and Licklider, 1950). Lindblom 
(1990) proposed in his Hyper-and Hypospeech (H&H) Theory that speakers mini­
mize articulatory effort unless this hinders intelligibility. If intelligibility is defined 
at a local level (e.g., at the utterance level) rather than by the global situation of the 
conversation, highly predictable words are expected to be produced with less articu­
latory effort than less predictable words. Recent corpus studies indeed showed that 
highly frequent words tend to be more reduced than words of lower lexical frequen­
cies (e.g., Jurafsky et al., 2001; Pluymaekers et al., 2005a). Whereas these authors 
explain effects of predictability as a listener-driven process, others, for example, Bell 
et al. (2009) suggest that the effects of predictability are the result of a speaker-driven 
process. Words that are highly predictable given the neighboring words may require 
less planning for the speaker and may therefore be produced at higher speech rates, 
potentially also leading to higher degrees of reduction. For instance, Torreira and 
Ernestus (2009) showed that the duration of [t]-closures in French is conditioned 
by the bigram frequency with the preceding or the following word. To summarize, 
these corpus studies have shown that acoustic reduction is more likely to occur in 
highly frequent words and word combinations than in less frequent words and word 
combinations.
1.4 Studying acoustic reduction at the phonemic and 
sub-phonemic level
1.4.1 Segment-based modeling of pronunciation variation
One way for models of speech recognition to capture the variability encountered in 
everyday speech is to add pronunciation variants for each word to the lexicon. This 
can be done for both the lexicon of ASR systems (Kessens et al., 2003; Strik and 
Cucchiarini, 1999) or the lexicon of psycholinguistic models of speech production 
and perception (Scharenborg and Boves, 2002). Only when we know what kind 
of pronunciation variants occur, psycholinguistic experiments can be designed in 
order to find out the ways in which humans build their mental lexicons and whether 
mental lexicons also include explicit pronunciation variants (e.g., Connine et al., 
2008; Goldinger, 1997; McQueen et al., 2006).
In order to obtain pronunciation variants, in general, two methods can be applied 
(for an overview of methods for modeling pronunciation variation see Strik and Cuc- 
chiarini (1999)). With the data-based approach, pronunciation variants are extracted 
from corpora which have already been annotated with broad phonetic transcriptions, 
either manually or automatically. The resulting set of variants therefore depends on
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the amount and the speech style of the available speech material. Another method 
to compile a set of pronunciation variants for the words is to formulate rules on the 
basis of knowledge from the phonetic literature and to apply these to the canonical 
pronunciations of the word. For example, the rule ‘/n/-deletion after schwa’ gener­
ates the variant ['eiyalakj from the canonical pronunciation /'eiyanlak/ of the Dutch 
word eigenlijk ‘actually’. Since this method applies rules that have been observed in 
certain words to the entire lexicon, a larger amount of variants will be generated than 
with the data-driven approach, especially for words of low lexical frequencies.
Independent of the method for obtaining the pronunciation variants, the integra­
tion of pronunciation variants in models of ASR yields only limited improvements, 
because increasing the number of variants for the words also increases the internal 
confusability4. For example, the pronunciation variant [eik] for the word eigenlijk in 
a Dutch lexicon could be confused with the pronunciation of eik ‘oaktree’. The pro­
portion of word types for which at least one other word type exists with the same pro­
nunciation (homophone-heterograph pairs) rises from 2.9% for a lexicon with only 
canonical pronunciations to 13.8% for a lexicon with on average 24.1 pronunciation 
variants per word (cf. Section 2.3). The impact of the number of pronunciation vari­
ants on the Word Error Rate (WER) of ASR systems was investigated among others 
by Kessens et al. (2003). They found that adding variants in principle decreases the 
WER compared to a lexicon with only canonical pronunciations as long as the aver­
age number of variants is < 2.5 (specific for their system architecture). Nonetheless, 
there is evidence that the variability in speech is much higher than what is possible 
to model with such a low number of variants: Greenberg (1999) reports an average 
of 22.2 pronunciation variants for the 100 most frequent words of the Switchboard 
corpus of spontaneous telephone conversations. For the word and, for example, he 
shows 80 pronunciation variants in 521 tokens of this word.
In order to include a sufficiently large number of variants into the pronunciation 
lexicon and at the same time keep the internal confusability in decoding low, these 
pronunciation variants need to be included into the lexicon at least together with the 
prior probability of each variant. It has been shown that further improvement can be 
obtained if variants are added in conjunction with statistics about the conditions un­
der which these are likely to occur, for instance, by specifying the part-of-speech tag 
(POS) of the word (Wakita et al., 1999) or by allowing certain variants only when the 
word occurs in highly frequent multi-word-expressions (Binnenpoorte et al., 2005).
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Figure 1.1: Three realizations of word-final /t/ in spontaneous Dutch. Left panel: Realiza­
tion of /rt/ in gestudeerd ‘studied’. Middle panel: Realization of / 'e i tm / in leeftijd mag ‘age 
is allowed’. Right panel: Realization of /n tv /  in want volgens ‘because according’.
1.4.2 Variation at the sub-phonemic level
One restriction of models of speech that assume that speech is represented as a se­
quence of phones is that pronunciation variation can only be described in terms of 
segment deletions, insertions and substitutions. The overlapping, asynchronous ges­
tures of the articulators cannot well be captured with models that have phones as 
smallest units. These overlapping gestures can result in acoustic variation at the sub- 
phonemic level and in the absence of some sub-phonemic features. The examples 
shown in Figure 1.1 are realizations of word-final /t/ from a corpus of Dutch spon­
taneous dialogues. The left panel shows an example of a canonical realization of 
/t/ in the word gestudeerd ‘studied’. It consists of a voiceless complete closure fol­
lowed by a strong burst and a subsequent release friction produced at the alveolar 
ridge. The right panel shows the realization of /t/ in the words want volgens ‘because 
according’. Here all properties of /t/ are absent, and also analytic listening reveals 
no traces of /t/. Canonically present and completely absent realizations of /t/, how­
4This is only relevant for speech recognition, but not when the lexicon is used in a forced alignment task, 
because there the identity of the words is already known from  the orthographic transcription.
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ever, occur in only 11.6% and 8% of the word tokens, respectively (Schuppler et al., 
2009a). The majority of tokens of /t/ in conversational Dutch are partly reduced, 
like the realization of /t/ in the words leeftijd mag ( ‘age is allowed’) shown in the 
middle panel of Figure 1.1. In this example, the constriction is voiced, instead of 
voiceless, and neither a burst nor alveolar friction are realized. Moreover, this token 
of /t/ is easily audible, even though only part of the typical sub-phonemic properties 
that characterize /t/ are present in the acoustic signal. These examples illustrate the 
necessity to base the study of acoustic reduction on a representation of speech that 
allows the consideration of gradual reduction processes, in addition to analyzing the 
absence versus presence of segments.
Such a representation of speech can for example be achieved when using acoustic- 
phonetic features (APFs) (i.e., the acoustic correlates of articulatory gestures) as 
atomic descriptive units instead of phones. ASR systems based on APFs are being 
developed, but progress is slowly (e.g., Kirchhoff et al., 2002; Scharenborg et al., 
2007). Psycholinguistic models of speech perception and production that account 
for sub-phonemic variation include Articulatory Phonology (Browman and Gold­
stein, 1992), exemplar-based models (e.g., Goldinger, 1997), and Fine-Tracker, a 
model of human speech recognition which incorporates durational phonetic detail 
(Scharenborg, 2010).
Knowledge about sub-phonemic variation and fine phonetic detail of sounds can 
also inform the design of psycholinguistic experiments and the interpretation of their 
outcomes. For instance, Ranbom and Connine (2007) wished to investigate whether 
the frequency with which a word is produced with a flap influences recognition/re­
sponse times of the pronunciation variant with the flap. For this, they first had to 
perform a corpus study in order to determine the frequencies of the different pronun­
ciation variants (with and without flap). This example shows that psycholinguistic 
experiments need data from corpora of natural conversations annotated broad (and 
narrow) phonetic transcriptions.
1.5 Speech material and annotation tools
Different types of linguistic research require different types of speech material to 
work with. For some investigations read speech is preferred, because the words 
of the utterances and therefore also the phonetic contexts produced by the speak­
ers can be controlled by the researcher. For the study of acoustic reduction and 
phonetic detail, however, spontaneous conversational speech is of much greater in­
terest. Conversational speech is richer in phonetic variation than read speech. This 
is due to a tendency of read speech to be produced at lower speech rates and (in 
general) more carefully, but also because orthography does not directly influence the
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planning and speech production of conversational speech (e.g., Warner et al., 2006). 
Furthermore, the study of spontaneous speech allows to draw conclusions about how 
everyday communication works, rather than merely gaining insight into how people 
were taught to read and write. As already mentioned in the first paragraph of this 
introduction, spontaneous, conversational speech therefore is perhaps more difficult 
to describe and model, but also more interesting from a scientific perspective.
In the case of read speech, the material is usually designed beforehand in order to 
contain a sufficient number of tokens with certain properties to answer a predefined 
research question. One disadvantage of working with spontaneous speech corpora 
is that the possible research questions to be answered are limited by the utterances 
that the speakers happened to produce. It is therefore convenient and even neces­
sary for the researcher that he/she first has the possibility to easily get an impression 
of whether a particular corpus contains a sufficient number of examples of the phe­
nomenon he/she is interested in. Already in this stage, the complete speech material 
needs to be annotated at a level of detail that is sufficient for making the inventory. If 
the research questions involve pronunciation, at least some form of broad phonetic 
transcription is needed.
Broad phonetic transcriptions are also needed in large quantities in order to cal­
culate reliable prior probabilities of the pronunciation variants of the words and in 
order to be able to build statistics of the conditions under which these variants oc­
cur. For practical reasons, such large amounts of data can only be provided using 
automatic methods. There are, however, also interesting phonetic details that -  at 
least for the moment -  are not amenable to automatic processing. For instance, the 
annotation of sub-phonemic properties of /t/ presented in Section 3.4.1 could only 
be made manually. Even when manual annotations are needed because an automatic 
segmentation does not provide enough detail for the phonetic study, it is helpful for 
selecting tokens to have large amounts of broad phonetic transcriptions available.
1.5.1 Forced alignment
A common approach to create broad phonetic transcriptions automatically is forced 
alignment (e.g., Binnenpoorte, 2006; Cucchiarini and Binnenpoorte, 2002; Van Bael 
et al., 2007b). Input to such a forced alignment are the speech files, the orthographic 
transcriptions, a lexicon containing multiple pronunciation variants of all word types 
in the corpus, and acoustic models for the phones used to specify the pronuncia­
tion variants. An ASR system determines the most likely pronunciation variants for 
the sequence of words in each utterance. Note that the pronunciation variation that 
can be captured is limited by the set of phonetic symbols for which acoustic mod­
els have been trained and which typically represent the phonemes of the language.
10 Speech material and annotation tools
Furthermore, the variation that can be captured by the transcriptions depends on the 
pronunciation variants incorporated in the lexicon.
Another limitation of the automatic approach is that conventional ASR systems 
have difficulty processing segments with very short durations. With the commonly 
used frame shift of 10 ms and acoustic models consisting of three emitting states (no 
skips), segments will be assigned a minimum length of 30 ms. This does not mean 
that shorter segments cannot be annotated, but that their segment boundaries will 
be placed within the neighboring segments. One way to improve the transcription 
quality for short segments is the use of acoustic phone models that were trained with 
a smaller step-size, for instance with 5 ms (Hamalainen et al., 2009).
Automatic transcriptions created with a forced alignment have been used for the 
study of acoustic reduction and pronunciation variation in earlier work (e.g., Adda- 
Decker et al., 2005; Pluymaekers, 2006; Van Bael, 2007; Yuan and Liberman, 2009). 
One advantage of automatic transcriptions compared to manual transcriptions cre­
ated by several human labelers is that many of the errors and inaccuracies that occur 
are present systematically throughout the whole corpus and some of them can be cor­
rected. For instance, Pluymaekers (2006) observed that in his automatically created 
transcriptions, all segment boundaries of plosives and liquids were too early. Sub­
sequently, in order to correct for that error, he automatically shifted all beginnings 
of plosives and liquids 10 and 7 ms, respectively, from the automatically generated 
onsets and no further manual correction was necessary.
1.5.2 Automatic acoustic-phonetic feature (APF) classification
One approach that seems promising for creating automatic transcriptions that are 
more detailed than broad phonetic transcriptions is acoustic-phonetic feature clas­
sification. A transcription of speech based on APFs would consist of several tiers, 
for instance, one for manner o f articulation, one for place o f articulation, one for 
voicing and one for nasality. With such a multiple-tier transcription label boundaries 
can be placed independently of each other, which yields transcriptions that capture 
the asynchronous gestures of the articulators.
So far, automatic APF classification has been used for speech recognition in ad­
verse conditions (e.g., Kirchhoff, 1998; Kirchhoff et al., 2002), to build language- 
independent phone recognizers (Siniscalchi et al., 2008), and in computational mod­
els of human spoken-word recognition (Scharenborg, 2010). However, no APF- 
based annotation tool has been created and therefore also no large-scale phonetic 
analyses have yet been conducted based on such transcriptions.
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1.6 Outline of the thesis
The core of the present thesis consists of four articles (Chapter 2 - Chapter 5), which 
were written with the three earlier mentioned aims in mind (cf. Section 1.2): The 
first aim is to provide a better understanding of the conditions under which acoustic 
reduction occurs in spontaneous, conversational Dutch. The second aim is to explore 
to what extent current ASR technology can be deployed in order to facilitate the study 
of acoustic reduction in spontaneous speech corpora. The third aim was to explore 
how the study of reductions can improve ASR technology for spontaneous speech 
applications.
In general, this thesis is divided into studies at the phonemic and at the sub- 
phonemic level. The first part (Chapter 2 - Section 3.3), examines acoustic reduction 
at the phonemic level, including conditions for segment deletions and substitutions. 
The second part (Section 3.4 - Chapter 5) is dedicated to acoustic reduction at the 
sub-phonemic level and analyses of the details of the acoustic realizations of phones, 
and therefore investigates acoustic reduction in a more graded way than in the first 
part of the thesis.
Chapter 2 describes in detail how a forced alignment was used to create broad pho­
netic transcriptions for a large corpus of spontaneous speech automatically. These 
transcriptions were subsequently used for a quantitative analysis of the frequency of 
reductions in different contexts. This chapter provides an initial insight into reduc­
tions in conversational speech and the kind of speech we are dealing with. Moreover, 
this chapter provides an overview of what sounds are especially prone to reduction 
in specific segmental contexts in Dutch. In principle, the transcription tool described 
in Chapter 2 is the same as the tool used for the studies presented in Chapter 3 and 
4; however the pronunciation lexicon was slightly adapted for the different studies.
Chapter 3 studies in detail the conditions for the reduction of word-final /t/. The 
motivations for studying /t/ in word-final position were the following: First, /t/ was 
found to be frequently absent in the analysis presented in Section 2.4.2. Second, /t/ 
in word-final position allows for the study of morphological effects on reduction, be­
cause it can be a grammatical morpheme by itself as for example inpas+t ‘[it] fit+s’, 
where it indicates the second or the third person singular of the present tense, or may 
occur as part of the stem of words (as in kast ‘cupboard’). Section 3.3 presents an 
investigation of the roles of morphological, syntactic and probabilistic properties of 
the words on the absence versus presence of word-final /t/ on the basis of automati­
cally generated broad phonetic transcriptions of a large amount of tokens. In Section
3.4, a small manually annotated subset of the tokens will be analyzed on its detailed 
acoustic properties and it will be investigated which of the predictors that condition 
the presence versus absence of /t/ also play a role on the sub-phonemic level.
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In Chapter 4, the same set of tokens ending in /t/ is used to investigate which of 
the sub-phonemic properties of /t/ contribute to whether humans and an automatic 
transcription tool classify /t/ as acoustically present or absent. These data can inform 
the further development of models of human and automatic speech processing.
Chapter 5 is dedicated to the investigation of automatic methods to annotate cor­
pora at the sub-phonemic level. More specifically, this chapter explores whether APF 
classification can be used for that purpose in spontaneous speech corpora. Chapter 5 
focuses on two issues related to manner classification. In the first place, this chapter 
investigates whether the use of acoustic parameters which combine a high tempo­
ral and a high frequency resolution can improve manner classification. Secondly, 
experiments are presented that estimate the impact of the conventional approach of 
training and testing classifiers with APF labels that are obtained by canonical map­
ping from phone labels to APF labels.
In Chapter 6, the findings are summarized and discussed in relation to the three 
aims of this thesis and suggestions are made for directions of future work.
1.6.1 Terminology and conventions
With respect to the use of brackets and slashes in transcriptions, we follow the con­
ventions of the phonological literature. Therefore, slashes are used for the canonical 
pronunciations of the words, which are assumed to be those stored in the lexicon, 
whereas square brackets are used for the actual pronunciations as represented in the 
phonetic transcription. Square brackets are used for narrow and broad phonetic tran­
scriptions. For instance, the Dutch word eigenlijk ‘actually’ has the canonical pro­
nunciation /eiyalak/. Possible realizations are for instance ['eiylakj or [ eik], written 
with broad phonetic symbols.
This thesis consists of articles that were prepared for different journals and that 
consequently use slightly different terminologies. First, the term sub-segmental is 
used in Chapters 2 and 4, whereas sub-phonemic is used in the rest of the thesis. 
Second, the term segmental transcription used in Chapters 2 and 4 has the same 
meaning as the term broad phonetic transcription in the rest of the thesis.
The research in this thesis is based on several Dutch and American English cor­
pora, which use different sets of phonetic symbols (shown in Table 1.1): The CGN 
symbols (Oostdijk et al., 2002) are adapted from the SAMPA (Wells, 1997) symbols 
and are used in all Dutch corpora used in this thesis (Spoken Dutch Corpus (Oostdijk 
et al., 2002), Ernestus Corpus of Spontaneous Dutch (Ernestus, 2000) and IFA cor- 
pus(Van Son et al., 2001)). The TIMIT symbols (Garofolo, 1988) are adapted from 
the Arpabet and they are used for the American English Databases used in this thesis 
(TIMIT (Garofolo, 1988) and Switchboard (Godfrey et al., 1992)).
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IPA CGN TIMIT IPA CGN TIMIT
Plosives Fricatives
P p p f f f
b b b v v v
t t t s s s
d d d z z z
k k k j S sh
g g g 3 Z zh
Affricates G G -
t j - ch x x -
d5 - jh h h h
3 - dh
Sonorants Diphthongs
m m m ay E+ ay
n n n rey Y+ -
N N ng ei e ey
l l l 0Y 2 -
r r - au A+ aw
w w w ou - ow
j y OI - oy
Vowels Vowels
a A aa O O ao
a a - u u uw
A - ah u - uh
- ae y y -
a @ ax Y Y -
E E eh
i i iy - axr
i I ih - er
Table 1.1: Mapping of the phonetic symbols of the different corpora used in the thesis to IPA 
symbols. CGN = Symbols used in the Spoken Dutch Corpus. TIMIT = Symbols used in the 
TIMIT database.

Acoustic reduction in conversational Dutch: 
A quantitative analysis based on automatically 
generated segmental transcriptions
Chapter 2
This chapter has been reformatted from: 
Barbara Schuppler, Mirjam Ernestus, Odette Scharenborg and Lou Boves. Acoustic 
Reduction in Conversational Dutch: A Quantitative Analysis Based on Automatically 
Generated Segmental Transcriptions. Accepted for publication in Journal o f Phonetics.
In spontaneous, conversational speech, words are often reduced compared to their 
citation forms, such that a word like yesterday may sound like ['jejeij. The present 
chapter investigates such acoustic reduction. The study of reduction needs large cor­
pora that are transcribed phonetically. The first part of this chapter describes an au­
tomatic transcription procedure used to obtain such a large phonetically transcribed 
corpus of Dutch spontaneous dialogues, which is subsequently used for the investi­
gation of acoustic reduction. First, the orthographic transcriptions were adapted for 
automatic processing. Next, the phonetic transcription of the corpus was created by 
means of a forced alignment using a lexicon with multiple pronunciation variants per 
word. These variants were generated by applying phonological and reduction rules 
to the canonical phonetic transcriptions of the words. The second part of this chapter 
reports the results of a quantitative analysis of reduction in the corpus on the ba­
sis of the generated transcriptions and gives an inventory of segmental reductions in 
standard Dutch. Overall, we found that reduction is more pervasive in spontaneous 
Dutch than previously documented.
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2.1 Introduction
Each speaking style has its own characteristics. In spontaneous speech, words are 
often reduced compared to their canonical pronunciations, such that a word like yes­
terday may sound like ['jejeij. A study on American English showed that whole 
syllables are absent in 6% of the word tokens and that segments are absent even in 
every fourth word (Johnson, 2004). Recent linguistic research has investigated re­
ductions of different degrees as well in other languages, from segment shortening and 
lenitions (e.g., Janse et al., 2007 for Dutch) to the deletion of segments and syllables 
(e.g., Adda-Decker et al., 2005 for French), to the absence of complete words (e.g., 
Kohler, 1998 for German). The present study contributes to the research on reduc­
tion by quantifying how often specific segment deletions and substitutions occur in 
spontaneous Dutch on the basis of automatically generated segmental transcriptions.
Statistics about segment deletions and substitutions are necessary to improve au­
tomatic speech recognition (ASR) systems. Reduced word forms do not match well 
with their canonical pronunciations, which are often the only ones stored in the pro­
nunciation lexicons of such systems. This mismatch leads to recognition errors. 
Saraçlar et al. (2000) showed that pronunciation variability correlates with the recog­
nition error rate of ASR systems. They orthographically transcribed conversational 
speech, which then was read by the same speakers. The word error rate for the 
original data was more than 50% higher than for the read version. One solution 
for dealing with spontaneous speech is to add reduced variants to the ASR lexicon. 
However, this approach has its limits because as the number of pronunciation vari­
ants increases, the internal lexical confusability increases as well: For instance, if 
the pronunciation variant ['hedj is permitted for the English word had, it can be 
confused with the canonical pronunciation of head (Saraçlar et al., 2000). Adding 
variants can only help in conjunction with accurate estimates of the conditions under 
which specific reductions are likely to occur.
Research on reductions and the conditions under which specific variants occur is 
also of importance for psycholinguistic models of speech production and perception. 
Most models do not account for the pronunciation variation found in spontaneous 
conversations (e.g., Levelt et al., 1999, Norris et al., 1995). Information about the 
conditions that favor the occurrence of specific pronunciation variants is necessary 
to adapt existing psycholinguistic models so that they can deal with spontaneous 
speech (Scharenborg and Boves, 2002). Information about the frequency of pronun­
ciation variants is also important for research on the structure of the mental lexicon 
(e.g., Connine et al., 2008).
Reliable estimates of the conditions under which specific pronunciation variants 
occur require large corpora with suitable phonetic transcriptions. Broadly speaking,
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there are two ways to obtain segmental transcriptions of speech corpora. Tradition­
ally, transcriptions are produced manually by one or more human transcribers. This 
method is not restricted to segmental transcriptions, but also gives the possibility to 
annotate materials on a fine phonetic level (e.g., Mitterer and Ernestus, 2006). Since 
this approach is time consuming, only a relatively small amount of data can be pro­
cessed. Moreover, human transcribers are influenced by their expectations, which 
is especially an issue in the transcription of reduced speech. For instance, Ernestus 
(2000) reported that her three transcribers disagreed about the presence versus ab­
sence of the first vowel of the word natuurlijk ‘of course’ for 58% of the 274 tokens. 
Also other studies show very high inter-transcriber inconsistencies for the transcrip­
tion of spontaneous speech (e.g., Kipp et al., 1997) and the question arises how to 
deal with this inter-transcriber disagreement (Rietveld et al., 2004).
A more recently available method is to create phonetic transcriptions by using an 
automatic speech recognition (ASR) system to determine the most likely pronuncia­
tion variant for each word in a spoken corpus (e.g., Binnenpoorte, 2006; Cucchiarini 
and Binnenpoorte, 2002; Van Bael et al., 2007b). With this method large amounts of 
speech material can be transcribed in a relatively short period of time. Furthermore, 
ASR systems do not have expectations as humans do. Their choices are tractable 
because they are limited by the possible pronunciations variants in the lexicon or the 
rules that can be applied internally to generate such variants. Errors and inaccuracies 
can still occur, but most of them are systematic throughout the whole corpus and can 
therefore be taken into account in the analysis of the transcriptions. However, there 
are also disadvantages of the automatic approach. First, conventional ASR systems 
have difficulty processing segments with very short durations. If the presence of such 
segments is detected at all, our experience showed that almost invariably the bound­
aries are misplaced. Second, while in principle automatic transcription tools can 
transcribe phonetic details, systems that can do this reliably are still in their infancy. 
Finally, it is not only humans that provide more reliable transcriptions for read than 
for spontaneous speech, automatic transcription tools perform better on read than on 
spontaneous speech as well (Cucchiarini and Binnenpoorte, 2002).
In this chapter, we analyze the frequency of occurrence of reductions in sponta­
neous speech at the segmental level. For this purpose, we compare the segmental 
transcriptions of the words in our speech material with their canonical pronuncia­
tions. We consider a word as reduced if it is produced with either a lower number 
of segments (i.e., the absence of segments) or if a phone is produced with less ar­
ticulatory effort (e.g., a full vowel realized as schwa or a long vowel realized as a 
short vowel, so called lenitions). For this kind of analysis, we need segmental tran­
scriptions of large amounts of spontaneous speech material. In the first part of the 
chapter, we describe the method with which we automatically transcribed a corpus of
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spontaneous speech. We used a lexicon with many pronunciation variants for each 
word, which we generated by means of rules applied to the canonical pronuncia­
tions. Contrary to Cucchiarini and Binnenpoorte (2002) and Van Bael et al. (2007b), 
whose rules were insensitive to the stress pattern and syllable structure of the word, 
our rules are sensitive to this information. As a result, we obtained a larger number 
of probable variants. In addition to segment deletion and lenition rules, we incorpo­
rated a wider range of co-articulation and phonological rules in order to improve the 
coverage of plausible variants.
In the second part of this chapter, we focus on the main goal, which is to obtain a 
better understanding of the conditions under which reductions occur and with which 
frequencies. With the present study we aim at quantifying rules which have earlier 
been mentioned in the phonological literature and/or in the phonetic literature based 
on impressionistic observations (e.g., Ernestus, 2000). With the term ‘rules’ we refer 
to the simple mapping from the segmental transcription of the canonical pronuncia­
tion of a word to the pronunciation variant that (1) is generated for the lexicon used 
to automatically transcribe the corpus and (2) is present in the speech material.
In contrast to previous quantitative research on segment deletion in Dutch, which 
have only given absolute deletion rates of phones (e.g., Kessens et al., 2000; Van Bael 
et al., 2007a; Wester et al., 1998), we also analyze consonant and vowel reductions 
in terms of their frequencies relative to the frequencies with which these reductions 
could have occurred given the words in the corpus. Moreover, we also investigate 
the deletion of full vowels and the frequencies of co-articulation and phonological 
rules and we analyze which segmental contexts favor these rules.
The remainder of this chapter is organized as follows. In Section 2.2, we present 
the corpus of Dutch spontaneous dialogues used in the study. Section 2.3 is dedicated 
to the automatic generation of the segmental transcription of this corpus. In Section
2.4, we present and discuss the results of the analysis of reductions based on the 
automatically generated transcriptions. The chapter ends with a discussion of the 
findings.
2.2 Corpus data
The corpus used in this study is the E r n e s t u s  C o r p u s  o f  S p o n ta n e o u s  D u t c h  (ECSD, 
Ernestus, 2000), which contains spontaneous conversational Dutch. All conversa­
tions in this corpus were produced by healthy, male native speakers of Dutch of 
similar social and economic background. They lived in the western provinces of the 
Netherlands and have academic degrees. The speakers were between 21 and 55 years 
old. They were classified as speakers of standard Dutch. Therefore, our results will 
not reflect diatopic nor diastratic variation.
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Tokens Total Number
Word tokens 153,200
Word types 9035
Hapax Legomena 4879
Laughter and other speaker noises 898
Chunks with unintelligible speech 115
Backchannels (hm) 819
Word ja  ‘yes’ 6471
Word maar ‘but’ 2451
Word nou ‘now’, ‘well’ 1572
Word nee ‘no’ 1238
Broken words 376
Explicit disfluencies eh, ah, uh 3677
Speaking errors 25
Onomatopoeia 72
Table 2.1: Properties of the E r n e s t u s  C o r p u s  o f  S p o n t a n e o u s  D u t c h  showing its spontaneous 
speech style.
To obtain spontaneous conversations the following set-up was used in the record­
ings: Pairs of colleagues or friends talked with each other, seated some 1.5m from 
each other at a table in a soundproof room. The speakers chose the topics for the 
first 40 minutes of the conversations freely. The second part of the recording was 
a role-play, where the speakers negotiated about the purchase of camping goods. 
In the role-play the speakers pursued partly conflicting goals that were assigned to 
each speaker individually before the start of the recording session; no further in­
structions were given. The experimenter was only present during the first part, but 
hardly participated in the conversations. This set-up resulted in dialogues with a 
casual, chatty style. All conversations have a duration of approximately 90 min­
utes. In total, 153,200 word tokens and 9035 word types were spoken in 15 hours of 
recordings.
The recordings were made with two Sennheiser MD527 supercardioid micro­
phones, one on each channel, on Sony DAT tapes. The available orthographic tran­
scription was realized in the P r a a t  Long TextGrid format (Boersma, 2001), where 
different tiers were used for the different speakers. The orthographic transcriptions 
were manually aligned with the speech signal in chunks, which are stretches of 
speech that are transcribed as one complete unit. Figure 2.1 shows an example from 
the transcription: while Speaker 1 (transcribed on the first tier, recorded on the left 
channel) is speaking, Speaker 2 begins to laugh.
Table 2.1 shows a summary of characteristic properties and word types that reflect 
the casual chatty speaking style of the corpus. First, we note that speakers often (898
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Figure 2.1: Example for a chunk of ECSD: Before rechunking.
times) produced noises other than speech, such as laughter, and that not all produced 
speech is intelligible to the transcribers afterwards (115 chunks of a total length of 
138 s). Second, we see that among the most frequent word types of the corpus are 
backchannels (hm) and backchannel-like words such as ja  'yes', maar 'but', nou 
'now, well' and nee 'no'. The table shows the total number of occurrences of these 
word types. Note that not all of the tokens also function as backchannel. These four 
word types account for 8.2% of all word tokens. Furthermore, disfluencies are rel­
atively common in spontaneous speech. A high number of broken words and fillers 
eh, ah, uh is another indication of the degree of casualness of a corpus. In ECSD 
we counted a filler rate of 2.4 per 100 words. This number is nearly identical to the 
number that Bortfeld et al. (2001) reported for a corpus of American English conver­
sations (overall mean of 2.6 of the fillers eh, ah, uh per 100 words). Finally, we also 
observed speaking errors (e.g., rugzak 'backpack' produced as ['rYxslak] instead of 
[Wxsak]) and onomatopoeia, which are words that imitate the source of the sound 
they are describing, such as 'tring tring' for a telephone. Another characteristic of 
the corpus is the relatively high proportion of word tokens that occur only once (i.e., 
hapax legomena with 54.0%), most probably because all free conversations were 
about different topics.
Besides the characteristics shown in Table 2.1, a large amount of overlapping 
speech is typical for conversational speech. After the rechunking procedure de­
scribed in Section 2.3.2, 38.1% of the chunks with an average chunk length of 1.95 s 
contained overlapping speech. This is very similar to what Chino and Tsuboi (1996) 
report for a corpus of Chinese spontaneous telephone dialogues (40% overlap with 
an average chunk length of 1.75 s).
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148.9 149.3 Time [s] 151.2 151.6 153.4
ja hij deed over alles 
wat langer dus
(laughter) ik haalde hem op 
een gegeven moment in
(laughter)
Figure 2.2: Example for a chunk of ECSD: After rechunking.
2.3 Creating a broad phonetic transcription automatically
2.3.1 Introduction: Forcedalignment
The phonetic transcription was created by means of a forced alignment. Input to 
the forced alignment procedure are the speech files organized in chunks, the ortho­
graphic transcriptions of the chunks, a lexicon containing multiple pronunciation 
variants of all word types in the corpus, and acoustic models for the phones used 
to specify the pronunciation variants. An ASR system determines the most likely 
pronunciation variants for the sequence of words in each speech chunk. Note that 
the pronunciation variation that can be captured is limited by the set of phonetic 
symbols for which acoustic models have been trained and which typically represent 
the phonemes of the language. Therefore, we speak of a broad phonetic transcrip­
tion. Furthermore, the variation that can be captured depends on the pronunciation 
variants incorporated in the lexicon.
The ASR system we used was based on the Hidden Markov Model Toolkit HTK 
(Young et al., 2002). The acoustic phone models used for all alignments presented 
here were 37 32-Gaussian tri-state monophone acoustic models (Hamalainen et al., 
2009) that had been trained on 396,187 word tokens of the Dutch Library of the 
Blind, which is read speech that is part of the Spoken Dutch Corpus (CGN, Oost- 
dijk et al., 2002). The models were trained at a frame shift of 5 ms and a window 
length of 25 ms, where for each frame 13 MFCCs (i.e., the mel-scaled cepstral co­
efficients C0-C12) and their first and second order derivatives (39 features) were 
calculated. Channel normalization was applied using cepstral mean normalization 
over the complete recordings. We used a shorter frame shift than the default of 10 
ms used in earlier studies of segmental reductions (e.g., Adda-Decker et al., 2005; 
Schuppler et al., 2009a; Van Bael et al., 2007b) in order to achieve more accurate
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positions of the segment boundaries and to be able to identify very short segments. 
With a frame shift of 5 ms and acoustic models consisting of three emitting states 
(no skips), segments will be assigned a minimum length of 15 ms. This does not 
mean that shorter segments cannot be annotated, but that their segment boundaries 
will be placed within the neighboring segments.
2.3.2 Adapting the existing orthographic transcription 
Adapting the verbatim orthographic transcription
Many available corpora have been recorded before automatic transcription became 
possible. This was also the case for the ECSD, which was collected in the mid­
nineties. While the original orthographic transcription was perfectly suitable for 
manual analysis, adaptations were necessary for allowing automatic processing. We 
transformed the transcriptions to the standards developed in the CGN project (Oost- 
dijk et al., 2002). First, we annotated audible noises. This includes the annotation of 
laughter, as well as the annotation of filled pauses, where we limited ourselves to the 
word types shown in Table 2.1. We used mark-up symbols to annotate broken words 
(\*), speaking errors (\v), onomatopoeia (\o), and when the speaker was spelling a 
word (\-). Furthermore, inconsistencies in the spelling of words were corrected and 
the use of capital letters was limited to proper nouns. Moreover, digits were tran­
scribed as full orthographic words. These adaptations decreased the original size of 
the lexicon (see Section 2.3.3).
Rechunking
High quality phonetic transcriptions can only be created by means of a forced align­
ment for chunks containing uninterrupted speech (i.e., speech for which the ortho­
graphic transcription provides a sequence of words for which we can predict a se­
quence of phones corresponding to our acoustic models). In the original version of 
ECSD, only 36.5% of the chunks contained uninterrupted speech. Since we did not 
want to discard 63.5% of the recordings, we developed a procedure to shorten the 
chunks automatically, because shorter chunks lead to more speech that can be au­
tomatically transcribed. An example is shown in Figure 2.1. The speaker of Tier 1 
laughs in the middle of his utterance and the second speaker is laughing simultane­
ously. For laughter acoustic models can not reliably be trained. Therefore, before 
rechunking, the complete chunk would be lost, even though effectively only the sec­
ond half is problematic. After rechunking (Figure 2.2), however, the first part of the 
chunk could be transcribed automatically.
The new chunk boundaries had to be set in positions that are automatically de­
tectable but the resulting chunks need also still be useful for phoneticians and lin­
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guists. Therefore, we introduced new chunk boundaries only in silences between 
words. We aimed at cutting down the length of the chunks to approximately three 
seconds, which from our own observations is a length at which high quality align­
ments can be produced with HTK. We first carried out a forced word alignment 
on the original (long) chunks, which gave us the approximate positions of the word 
boundaries and the positions of the silences. In addition to the original chunk bound­
aries, we then put chunk boundaries in the middle of the silences, while leaving the 
original chunk boundaries intact, and we extracted the orthographic transcription for 
the new chunks from the ASR-generated word-level transcriptions (Figures 2.1 and
2.2).
The rechunking increased the total duration of chunks with uninterrupted speech 
by 50.9%, the number of word tokens by 32.3% and the number of word types by 
9.2%. Whereas in the original transcriptions only 61.3% of the chunks were shorter 
than the three seconds suggested for optimal alignment quality, after rechunking, 
88.2% of the chunks fulfill this condition.100% can not be reached, because speakers 
sometimes produce longer stretches of speech uninterrupted by silence.
2.3.3 Building the lexicon
For the forced alignment, we need a lexicon containing the orthographic transcrip­
tions of all word types and their plausible pronunciations. This lexicon was built 
in three steps. First, a lexicon with the canonical phonemic transcriptions had to 
be built. In the second step, these canonical transcriptions were used to generate 
pronunciation variants. In the final step, highly reduced pronunciations for a small 
number of words were added to the lexicon.
Building a lexicon of canonical transcriptions
The canonical phonemic representations were obtained from the TST-lexicon, which 
is a Dutch-language lexical database containing 361,163 word tokens. It was com­
piled by merging lexical resources such as CELEX (Baayen et al., 1995), RBN 
(van der Vliet, 2007) and CGN (Oostdijk et al., 2002). This lexicon makes use of a 
set of 47 phoneme symbols of the Speech Assessment Methods Phonetic Alphabet 
(SAMPA) for Dutch (Wells, 1997), which is a machine-readable representation of the 
IPA symbols. After the orthographic transcriptions were adapted (cf. Section 2.3.2), 
8.9% of the word types were still absent in the TST lexicon. The majority of the miss­
ing words were compounds, which in Dutch are written as single words. The forma­
tion of compounds is highly productive in Dutch and novel compounds abound in 
spontaneous speech. We manually split up the compounds into their parts, for which 
subsequently the transcriptions were looked up in the TST-lexicon. If the parts were
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found, the canonical phonemic transcriptions were concatenated. Then, degemina­
tion was applied and stress-marks and syllable-boundaries were hand-checked. For 
non-compounds that were not present in the TST-lexicon, including names and for­
eign words, e.g., Tatort, Bond, PhD, honeymoon, correctness and come-back, canon­
ical transcriptions were created manually. For all compounds, including those that 
were present in the TST-lexicon, secondary stress marks were added by hand.
Generation of pronunciation variants
In general, pronunciation variants can either be extracted from a large corpus that has 
already been transcribed manually at the segmental level (data-driven approach, e.g., 
Hamalainen et al., 2007; Kessens et al., 2003) or they can be generated by applying a 
set of rules, proposed in the phonological/phonetic literature, to the canonical forms 
in the lexicon (knowledge-based approach, e.g., Van Bael et al., 2007b). The set 
of variants derived with a data-driven approach depends on the corpus from which 
the variants are extracted and tends to contain fewer pronunciation variants for most 
words than a lexicon created with the knowledge-based approach. Not all plausible 
variants will be present for all word types, especially for words with a low frequency 
of occurrence. For highly frequent words, however, the data-driven approach yields 
a good set of pronunciation variants.
Since substantial knowledge about phonological rules (Booij, 1995) and reduction 
phenomena (Ernestus, 2000) is available for Dutch, we opted for a knowledge-based 
approach. We applied a large set of rules to the canonical pronunciations of all words 
in the lexicon and a small set of additional rules to function words only. Finally, we 
also incorporated a number of highly reduced pronunciation variants described in the 
literature (Ernestus, 2000).
Tables 2.2 and 2.3 list the rules used for generating the pronunciation variants. 
There are five phonological rules (cf. Table 2.2), three co-articulation rules (cf. Table
2.2), and 22 reduction rules (cf. Tables 2.2 and 2.3). Phonological rules that apply 
within words and that are not discussed here are already integrated in the canoni­
cal pronunciations from the TST-lexicon. Only the columns ‘Type’ and ‘Order’ are 
relevant for this section; the other columns will be discussed in Section 2.4. Some 
of the rules are well-studied for Dutch and have been used before in the automatic 
generation of broad phonetic transcriptions (Kessens et al., 2003; Van Bael et al., 
2007b); these are: ‘schwa-insertion’ (1.0), ‘[n]-deletion after schwa’ (1.1), ‘regres­
sive assimilation of voice for obstruents before voiced plosives’ (1.2), ‘devoicing 
of plosives following voiceless plosives’ (1.3), ‘devoicing of fricatives in all word- 
positions’ (1.4), ‘[t]-deletion in word-final position, preceded by consonant’ (4.8) 
and ‘[r]-deletion after schwa’ (4.5). The other rules were formulated on the basis 
of the research by Ernestus (2000) on voice assimilation and segment reduction in
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casual Dutch. In the following we describe the application and the ordering of the 
rules in more detail, because our set of rules has not been used in this form before.
The column ‘Type’ in Tables 2.2 and 2.3 shows the conditions for the application 
of the rules. Application of rules marked with a ‘C’ depends on the segmental context 
of the target segment; ‘P’-rules are position dependent (either position in the word or 
position in the syllable). The segmental context and the position in the word were the 
only criteria considered for the generation of pronunciation variants in Kessens et al. 
(2003) and Van Bael et al. (2007b). Our rules also use the syllabic structures and the 
stress patterns (Type ‘S’) of the words. The stress pattern is especially relevant for 
vowel deletions and lenitions (rules 3.2 - 3.4, 4.13 - 4.16, and 4.18 - 4.19), which 
have been shown in the literature to affect mostly unstressed syllables (e.g., van 
Bergem, 1993; Rietveld and Koopmans-van Beinum, 1987). Finally, rules marked 
with a ‘W ’ were only applied to function words and all forms of the verb hebben ‘to 
have’. For example, the rule ‘deletion of word-initial vowels’ (4.17) affects function 
words only.
We chose to use a tree-structured algorithm, which implies that each reduction rule 
is applied to the canonical representation of a given word and to all its pronunciation 
variants that are already generated at the moment the rule is applied. The order 
in which the rules were applied is shown in the Tables 2.2 and 2.3 in the column 
‘Order’. The rule ‘schwa-insertion’ (rule 1.0) has order ‘0’ because it was applied 
only to the canonical pronunciation of a word and its output was not used as input for 
the following reduction rules. Rules that were independent of other rules (marked 
with ’I’ in the Column ’Type’ in Tables 2.2 and 2.3), as for example ‘[n]-deletion 
after schwa’ (rule 1.1), were generally applied at the beginning. For some rules their 
relative order of application is relevant. For instance, we applied ‘[r]-deletion after 
schwa’ (rule 4.5) before we applied rules that substituted vowels by schwas (rules
3.3 and 3.4).
An advantage of the tree-structured algorithm compared to the conventional se­
quential (feeding-bleeding) application of rules, where the input for a rule is only the 
output of the previous rule, is that the order of rules is less important and that more 
pronunciation variants are generated. Inevitably, implausible variants are created as 
well. We believe that the trade-off between missing relevant variants and generat­
ing highly improbable ones would not have been better when using two-level rules 
(Koskenniemi, 1983). The order of the rules was determined by trying many orders 
and inspecting the generated variants on plausibility and whether important variants 
known from the literature (Ernestus, 2000) were present.
After applying all reduction rules, we applied degemination to all generated pro­
nunciation variants, since Dutch does not allow sequences of identical segments. 
Moreover, we only allowed pronunciation variants that did not contain sequences of
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more than three consonants, except if one of four consonants was a sonorant. Du­
plicate variants generated in different branches of the algorithm were removed as 
well.
Finally, we added extremely reduced forms for 23 word types such as the follow­
ing:
eigenlijk /"EiG@nl@k/ [ok] ’actually’ 
bijvoorbeeld /bE ivorbelt/ ["volt] ’for example’ 
natuurlijk /na"tyrl@k/ [tyk] ’naturally’
These extremely reduced forms result from multiple segment and syllable dele­
tions and contain only the stressed vowel plus a few consonants, possibly from other 
syllables (Ernestus, 2000). They are listed in Appendix A.
The average number of pronunciation variants per word type was 24.1. As a final 
step we converted the 46 SAMPA symbols to the set of 37 symbols that represent 
the trained acoustic models. Loan vowels from French and English were mapped to 
vowels of Dutch such that long lax vowels (/E :/, /Y :/, /O:/) were shortened and 
nasal vowels (/E/, / a / ,  /O/, / a / )  were considered as oral. / J /  was converted to 
the sequence /n j /  and / z/  to /z j / .  The CGN corpus (Oostdijk et al., 2002) does not 
contain sufficient speech data to train acoustic models for these sounds.
Nb Segment Modification Rules Type Order Abs Tokens Types
0 Canonical Pronunciation 56,262 59.7 40.0
1 Phonological Rules from the literature
1.0 Schwa-insertion C PI 0 106 21.2 37.8
1.1 [n]-deletion after schwa C PI 2 7304 76.7 88.8
1.2 Regressive assimilation of voice for obstruents before voiced plosives C 3 123 41.3 42.1
1.3 Devoicing of plosives following voiceless plosives C P 28 28 18.8 19.2
1.4 Devoicing of fricatives in all word-positions PI 6 7504 56.7 69.8
2 Co-articulation
2.1 Voicing of intervocalic obstruents C 4 1011 22.0 31.2
2.2 Devoicing of obstruents in obstruent clusters C 5 31 50.0 66.7
3 Lenitions
3.1 Word-initial /b/ pronounced as [m] PI 26 525 22.6 28.2
3.2 Long vowels produced as short s 8 859 21.7 39.3
3.3 One vowel produced as schwa SI 16 3280 38.1 52.7
3.4 Two vowels produced as schwa SI 17 116 37.5 40.2
Table 2.2: Word level segment modification rules and their frequencies in ECSD. Column ‘Nb’ contains the rule ID number. Column ‘Type’: 
The application of the rule depends on segmental context (C), position within the syllable or word (P), word stress (S), word type (W) and/or is 
independent of other rules (I). Column ‘Order’: Order in which the rules were applied. Column ‘Abs’: Absolute number of word tokens to which 
the rule could be applied. Column ‘Tokens’ : % of word tokens showing the rule compared to the total number of word tokens which could have 
shown the rule. Column ‘Types’: % of word types showing the rule compared to the total number of word types which could have shown the rule.
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Nb Segment Deletion Rules Type Order Abs Tokens Types
K>
00
4.1 [n]-deletion between vowels and /s/ C 7 501 45.1 53.7
Absence of consonants following nasals
4.2 Deletion of bilabial plosives after /m/ C P 9 60 28.4 38.3
4.3 [k]-deletion after / r j /  and [s]-deletion after /n/ c 10 384 38.1 40.3
[r]- deletion
4.4 [r]-deletion after low vowels C P 11 2590 43.5 54.9
4.5 [r]-deletion after schwa C P 12 2319 53.1 60.6
[t]-deletion
4.6 [t]-deletion between /s/ and consonant Cl 21 231 51.8 60.6
4.7 [t]-deletion between consonant and plosive C PI 22 29 48.3 63.2
4.8 [t]-deletion in word-final position, preceded by consonant C P 23 2610 43.2 49.3
4.9 [t]-deletion between vowel and plosive c 24 21 37.5 41.9
Word specific deletions
4.10 Suffix -líjk [lak] reduced to [k] or [ak] CWI 20 537 59.5 70.4
4.11 Absence of [h] in verb forms of hebben (’have’) and in het (’the/it’) PW I 1 1197 68.1 100
4.12 Absence of word-final [x] in nog (’yet’) and toch (’still’) PW I 27 337 35.7 100
Vowel and schwa deletion
4.13 Deletion of short vowels between voiceless obstruents c s 13 26 9.0 14.4
4.14 Deletion of short vowels between /v/ and /n/ c s 14 18 14.9 36.4
4.15 Deletion of short vowels s 15 1129 14.6 15.7
4.16 Deletion of long vowels SI 390 11.8 10.1
4.17 Deletion of word-initial vowels in function words PW I 26 4347 31.0 56.0
4.18 Deletion of one schwa s 18 11,579 41.0 55.7
4.19 Deletion of two schwas s 19 922 21.8 29.7
4.20 Extremely reduced words WI nil 1620 44.2 73.9
Table 2.3: Word level deletion rules and their frequencies in ECSD. For column captions see Table 2.2.
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Speech Material (IFA) Deviations Absolute Relative
Total speech duration 1867s Insertions 528 2.6%
Number of utterances 693 Deletions 1369 6.8%
Number of phones 20,021 Substitutions 927 4.6%
Mean chunk duration 1.29s Total operations 2824 14.0%
Table 2.4: Material used for the validation of the automatically generated transcriptions and 
summary of the absolute and relative numbers of deviations to the reference transcription (IFA 
corpus).
2.3.4 Validation of the segmental transcription 
Material and Procedure
Since manual transcriptions of the ECSD that could serve as a reference transcription 
for the evaluation of the quality of our transcription procedure did not exist in suffi­
cient quantity, we evaluated the quality of our transcription procedure by using part 
of the spontaneous speech of the IFA Corpus (Van Son et al., 2001), which was pro­
duced by seven speakers from both genders. A summary of the material used for the 
validation is shown in Table 2.4. The IFA corpus comes with a labeling that was cre­
ated in two steps. First, an automatically generated transcription was built by means 
of a forced alignment with a lexicon with canonical transcriptions of the words. In 
the second step, this alignment was corrected by human transcribers. Therefore, the 
reference transcriptions may be biased towards canonical forms.
We carried out a forced alignment for the IFA corpus with the same procedure as 
for the ECSD: We used the same speech recognition toolkit, the same acoustic mod­
els (i.e., with the same frame shift and window length trained on the same speech 
material) and the same procedure for generating the pronunciation variants (Section 
2.3.3). Then, the hand-corrected reference transcription was compared with our au­
tomatically generated transcription using the ADAPT-tool (Elffers et al., 2005). This 
tool first searches the optimal alignment of the two strings of phones (i.e., reference 
transcription and automatic transcription) for each utterance separately. Then, the 
number of phone insertions, deletions and substitutions are calculated for all chunks.
Results
Table 2.4 shows the difference between the automatically generated transcription 
and the reference transcription quantified by the number of phone insertions, dele­
tions and substitutions relative to the total number of segments in the IFA corpus. 
Overall, we observed a 14.0% discrepancy. A comparison of that percentage with 
values found in the literature shows that our transcription is as reliable as a human
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transcription: Disagreements between human transcribers may vary between 5.6% 
and 21.2%, depending on the degree of spontaneity of the speech (Kipp et al., 1997, 
1996). Moreover, the discrepancy is small compared to other discrepancies between 
human-made and automatically generated transcriptions reported in the literature. 
For instance, Cucchiarini and Binnenpoorte (2002) report a deviation of 12.5% for 
read speech and of 24.3% for spontaneous speech. The higher agreement between 
the reference transcription and our automatic transcriptions can be explained by our 
set of reduction rules which is tailored to the spontaneous, casual speaking style of 
our corpus.
It is well-known that for certain sounds it is especially difficult for human tran­
scribers to decide whether they are absent or present. For example, in Kuipers and 
van Donselaar (1997) three phonetically trained transcribers disagreed in 10% of 
cases on the presence versus absence of schwa in read Dutch sentences, which is 
nearly twice as high as the overall disagreement between manual transcriptions of 
read speech (5.6%, Kipp et al., 1997). For schwas in our transcriptions of the IFA 
corpus, we observed a 24.1% discrepancy with the reference transcription, which 
is not much higher than the overall disagreement between human transcriptions of 
spontaneous speech (21.2%, Kipp et al., 1997). Furthermore, it has been shown that 
the decision whether consonants are voiced is difficult for human transcribers. Ernes­
tus (2000) reported that three phoneticians disagreed on the voicing of intervocalic 
plosives in 15% of the cases. Our automatic transcriptions deviated in 8.7% of the 
cases from the reference on the voicing of plosives. This high degree of agreement 
is remarkable, if only because obstruent voicing is also cued by phonetic character­
istics of the neighboring segments and by the durations of the segments themselves. 
Monophone HMM models are not capable of encoding this kind of linguistic infor­
mation.
Since overall the observed discrepancies between the automatically generated and 
the manual reference transcriptions are in the range of discrepancies between human 
labelers, we conclude that our transcriptions form a reliable data source for studies 
on pronunciation variation on the segmental level in spontaneous Dutch.
2.4 Analysis of phonological, co-articulation and reduction 
rules
In the analysis of the frequencies of phonological, co-articulation and reduction rules 
we excluded interjections, disfluencies, response tokens (e.g., hm, aha) and broken 
words, because these words do not have unambiguous canonical representations. 
This leaves 94,241 word tokens, representing 6839 word types, for analysis.
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As mentioned above we distinguished three types of rules: phonological, co­
articulation and reduction rules that modify segments and that delete segments. Dur­
ing the generation of the pronunciation variants in the lexicon, the rules that con­
tributed to their creation were logged and the number of word types to which a given 
rule applied was counted. In the forced alignment, the ASR systems chose the best 
matching pronunciation variant on the basis of the speech signal. From these chosen 
variants we computed how often the rules were actually applied in terms of numbers 
of word tokens (Column ‘Abs’ in Tables 2.2 and 2.3), also relative to the total num­
ber of word tokens (shown in the column ‘Tokens’) and types in the corpus (shown 
in the column ‘Types’) to which the rule could have been applied. The relative token 
frequency of a rule shows how important this rule is in the corpus. The relative type 
frequency of the rule shows whether a rule is specific for a small number of words 
or rather word-type independent.
The rules formulated in Tables 2.2 and 2.3 are not sensitive to the words preceding 
or following the target word. However, we know that pronunciation variation, espe­
cially for the word-initial and final segments, may be induced by segmental context 
in neighboring words. Therefore, we conducted separate analyses for segments at the 
word boundaries. For instance, the rule ‘Absence of [h]’ (rule 4.11, Table 2.3) was 
applied to the forms of the verb hebben ‘have’ and to het ‘the/it’ and we investigated 
in which preceding segmental context this rule applied especially frequently.
Obviously, segmental context also has an impact word-internally. For this reason, 
the rules that delete consonants were applied only in specific contexts. For instance, 
rules 4.6 - 4.9 in Table 2.3 distinguish between four different contexts for [t] deletion. 
In contrast, all rules concerning vowel lenitions (3.2 - 3.4 in Table 2.2) and deletions 
(4.13 - 4.19 Table 2.3) were applied to all unstressed syllables, irrespectively of 
segmental context, mainly because not enough knowledge was available to formulate 
context dependent rules. Obtaining a better understanding of the conditions that 
influence reductions and the frequency of their occurrence is of course the second 
goal of this chapter. We investigated the impact of word-internal segmental context 
on vowel lenitions and deletions in separate analyses.
Overall, 40.3% of the word tokens in the analyzed speech material were not pro­
duced in their canonical form and 60.0% of the word types occur at least once with 
one of the non-canonical pronunciation variants. More hapax legomena occur in a 
non-canonical variant (71.2% of the types) than words that occur more often (41.1% 
of the word types). An explanation for the different behavior of the hapaxes is that 
most hapaxes are long compounds for which extremely high numbers of pronunci­
ation variants have been generated (three times as many as the average), so that the 
probability that one of these variants is chosen in the alignment is very high.
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Our results seem to differ from the observations by Johnson (2004), who reported 
for a corpus of conversational American English that more than 60% of the word 
tokens deviated at least in one segment from their citation forms. That his number of 
deviations was larger than ours can partly be explained by the larger set of phonetic 
symbols that he used to transcribe the speech material (59 symbols of the A r p a b e t  
versus 37 acoustic phone models used to transcribe ECSD).
In the following subsections, we discuss the results obtained for all rules, which 
we present in the order in which they appear in Tables 2.2 and 2.3. For each rule, we 
first give information from the literature, show an example, and then we discuss the 
quantitative results from our study, comparing them with quantitative results from 
other studies, if available.
2.4.1 Results and discussion: Segment modification rules 
Phonological rules from the literature
Rules 1.0-1.4 in Table 2.2 show rules that have been described in the literature on 
the phonology of Dutch (e.g., Booij, 1995). Schwa may be inserted in word-final 
consonant clusters consisting of a liquid and a final consonant other than /n/, /t/ or 
/d/ (rule 1.0), such that for instance melk ‘milk’ / 'm elk / may be pronounced as 
['melak]. In absolute numbers, we observed schwa-insertion 106 times, that is in 
21.2% of the word tokens in which schwa-insertion could have occurred. Swerts 
et al. (2001) reported that schwa-insertion occurs more frequently (28.1% of the 
tokens) in isolated words carefully spoken by teachers of the Dutch language of the 
same regional background as the speakers of our material. Schwa-insertion therefore 
appears to be slightly less pervasive in connected spontaneous speech than in words 
spoken in isolation.
The deletion of [n] after schwa in word and syllable final position (rule 1.1) has 
been described as obligatory, in particular for speakers of the western part of the 
Netherlands (Booij, 1995), which is the regional background of the speakers of the 
ECSD. For example, the word lopen ‘to walk’ /'lopan / would be pronounced as 
['lopa]. We observed [n]-deletion in 76.7% of the word tokens and 88.8% of the 
word types. We therefore would not consider this rule as obligatory, but compared to 
all other rules investigated in this study, it is the most frequent one. Previous studies 
on [n]-deletion in Dutch have reported that [n] was absent in approximately 40% of 
the word tokens (Kessens et al., 2000; Wester et al., 1998). An explanation of this 
latter much lower frequency is that these studies were based on a corpus of careful 
speech (Strik et al., 1997). Another explanation could be differences in the regional 
background of the speakers.
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Fricative Tokens Types
Total 56.7% 69.8%
/g / 71.2% 76.0%
/v / 54.4% 50.9%
/z / 54.8% 51.2%
Table 2.5: Devoicing of fricatives in all word-positions, excluding fricatives preceded by an 
obstruent. Column ‘Tokens’: % shows the proportion of the relevant word tokens in which 
the rule applied. Column ‘Types’: % shows the proportion of word types to which the rule 
applied at least once.
The phonological literature states that regressive voice assimilation (rule 1.2) is 
obligatory within prosodic words and compounds in Dutch (Booij, 1995). For ex­
ample, the word voetbal ‘football’ /  vutbAl/ would be pronounced as [ vudbAl]. 
Since this rule was already incorporated in the canonical pronunciations of the TST 
lexicon, it could only be applied to those compounds that we added to the lexicon 
ourselves. Those compounds are of low frequencies and specific for the topics of the 
conversations in the ECSD. We found that only 42.1% (123 tokens) showed regres­
sive voice assimilation. This percentage is similar to the one reported by Ernestus 
et al. (2006) for read speech (43%). Apparently, within-word regressive voice assim­
ilation is as frequent in casual speech in compounds of low frequencies as in more 
formal speech styles, and this rule appears to be optional, rather than obligatory.
According to the phonological literature, word-internal progressive assimilation of 
voice has been stated to be limited to fricatives (as for instance in opvallend ‘notable’ 
where /p v / is produced as [pf]) (Booij, 1995). Our data show that progressive voice 
assimilation (rule 1.3) also occurs in plosive clusters, namely in 18.8% of the tokens 
where this rule could apply. For instance, the word postbank ‘postbank’ with the 
canonical pronunciation /  pOstbANk/ was produced as [ pOstpANk]. This percentage 
is slightly higher than the one reported by Ernestus et al. (2006) for Dutch word- 
internal plosive clusters in read speech (11%).
Previous studies have shown that fricatives are often devoiced (rule 1.4) in Dutch 
spoken in the Netherlands (e.g., Van den Broeke and van Heuven, 1979; Van de 
Velde et al., 1996). Our data support these studies. For instance, the word zwem­
men ‘to swim’ /"zwEmsn/ was produced as [ swGmg]. We saw that voiced fricatives 
not preceded by an obstruent were produced as voiceless in 56.7% of the word to­
kens. Table 2.5 shows the frequencies of devoicing separately for the three different 
fricatives. It shows that /G / is more often devoiced than /v / ,  and that / v /  and /z /  
are devoiced equally frequently. These findings are in line with those reported by 
Van de Velde and van Hout (2001) for a corpus of read speech produced by teachers
34 Analysis of phonological, co-articulation and reduction rules
All Contexts After Vowel
Word Type Tokens % Tokens %
Total 2326 25.5 581 31.3
Without 1 - 4 1186 21.2 305 18.7
1 bedoel ‘mean’ 143 16.3 0 0
2 bij ‘at, with’ 425 22.8 108 18.5
3 ben ‘am’ 317 32.2 38 42.1
4 beetje ‘a bit’ 255 49.4 128 68.8
Table 2.6: Word-initial /b/ pronounced as [m]. Without 1-4: Data set without the four word 
types bedoel, bij, ben and beetje. Column ‘%’: % of tokens of word-initial /b/s pronounced as 
[m] for all segmental contexts, and when preceded by a vowel respectively ( ‘After vowel’).
of Dutch. They observed that /y /  was devoiced in 50% and both /v /  and / z /  in 
35% of the tokens by speakers from the same region as the speakers of ECSD. A 
possible reason for why our frequencies are higher is that our classification of voice 
is binary whereas the transcribers in the study by Van de Velde and van Hout (2001) 
had the choice between voiced, partially voiced and voiceless.
Co-articulation
Rules 2.1 and 2.2 in Table 2.2 concern co-articulation of voicing within words. In­
tervocalic obstruents may be voiced (rule 2.1), such that a word like lopen ‘to walk’ 
/  ' lopan/ may be produced as [ ' loba]. We observed that intervocalic obstruents were 
voiced 1011 times, that is in 22.0% of the word tokens with an intervocalic obstruent. 
The plosives /p/, /t/ and /k/ were slightly more often voiced (22.4%) than the frica­
tives /s/, /x/ and /f/ (18.0%). Obstruents were devoiced in obstruent clusters (rule
2.2) in only 31 tokens, but these tokens represent 50.0% of the possible tokens and 
66.7% of the possible word types. For instance, the word budget ‘budget’ with the 
canonical pronunciation /b y d  ' z je t/ was produced as [byt Jet]. The plosives /p/ and 
/t/ were much less often devoiced (39.1%) than the fricatives /s/, /x/ and /f/ (83.3%).
Lenitions
Rules 3.1 to 3.4 in Table 2.2 refer to the realization of /b/ as [m] (3.1) and to vowel 
lenition (3.2 - 3.4). Our data show that word-initial /b/ is produced as [m] in 22.5% 
(525) of the word tokens and in 28.2% of the word types starting with /b/. An analysis 
of the affected word types showed that 49.0% of the tokens represent only four highly 
frequent types (see Table 2.6). Furthermore, we saw that, including these four word 
types, this rule (3.1) is more frequently applied for tokens following a vowel.
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Type of Vowel Total Short Schwa Absent
Low long vowel 21,650 3.5% 4.5% 6.6%
Low short vowel 22,009 90.8% 3.1% 6.1%
High long vowel 19,178 1.0% 3.2% 3.8%
High short vowel 30,377 87.1% 1.6% 11.3%
Diphthong 7504 nil nil 0.8%
Schwa 30519 nil 55.3% 44.7%
Table 2.7: Vowels and their realizations. Column ‘Total’: Total number of vowel tokens in the 
corpus. Column ‘Short’: % of tokens that were produced as short vowels. Column ‘Schwa’: 
% of tokens that were produced as schwa. Column ‘Absent’: % of tokens that were absent.
In Dutch, phonologically short and long vowels are not only different in their 
duration but also in their quality. Long vowels are typically realized as tense and 
short vowels as lax. Nooteboom (1979) observed that in casual speech tense vowels 
sometimes sound similar to their lax counterparts, such that a word like bijvoorbeeld 
‘for example’ /bei 1 vorbelt/ sounds like [bei 1 vobilt]. Our data show that this is the 
case in unstressed syllables in 21.7% of the relevant word tokens. Furthermore, we 
observed that low long vowels are produced as short vowels more than twice as often 
as high long vowels (see Table 2.7).
Ernestus (2000) observed that all types of vowels can be reduced to schwa in 
unstressed syllables (rule 3.2 - 3.4). For instance, the word contract ‘contract’ 
/kon 1 t ra k t/  may be pronounced as [kan 1 trakt]. Our data show that in 38.1% of 
the word tokens that contain at least one short or long unstressed vowel in the canon­
ical pronunciation, a vowel was reduced to schwa. Reduction of more than one vowel 
to schwa in one word token (rule 3.4) is less frequent: this occurred in only 116 to­
kens. This low number can be explained by the low number of words that have more 
than one unstressed full vowel (329 tokens, 254 types). Table 2.7 shows how often 
different types of vowels are reduced to schwa. Overall, the quantitative findings on 
vowel lenition support the impressionistic observations by Ernestus (2000) based on 
the same speech corpus that we are using.
Table 2.8 shows how often full vowels were realized as schwa in the different 
preceding and following segmental contexts. We distinguished only four places of 
articulation, since we merged dental and alveolar consonants and velar and uvular 
consonants. Vowels were most frequently realized as schwa when preceded by frica­
tives (4.3%) and liquids (4.8%) and when followed by a full vowel (12.0%) or a glide 
(7.1%). With regard to place of articulation, vowels were least frequently realized as 
schwa when preceded by a consonant of bilabial place of articulation (1.7%). Ad­
ditional analyses will be presented in our discussion of the contextual influences on 
vowel deletions (Section 2.4.2).
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2.4.2 Results and discussion: Segment deletion rules 
Absence of [n]
Ernestus (2000) reported that word-medial /n/ after full vowels and before conso­
nants may be absent in casual Dutch. In our analysis, we saw that /n/ was absent 
in nearly half of the word types and word tokens where it followed a vowel and 
preceded /s/ (rule 4.1). For example, mensen ‘people’ was pronounced as [' mesa] 
instead of the canonical form /  ' mensan/. It is quite possible that where in the seg­
mental transcriptions an [n] is absent, the preceding vowel was nasalized, so that 
remnants of the nasal segment remained present (e.g., Ernestus, 2000). The numbers 
given here for the ‘Absence of [n]’ therefore rather reflect the absence of the nasal 
closure than the absence of the feature nasality.
Absence of consonants following nasals
Rule 4.2 in Table 2.3 deletes bilabial plosives after /m/. Since words with this 
segment-sequence are rather rare in the corpus, this reduction rule only affected 60 
tokens representing 44 word types, which is one third of the word tokens and one 
third of the word types with /m p / and /m b /. For example, the word olympische 
‘olympic’, for which the canonical pronunciation is /o  ' limpisa/, was produced as 
[o ' limisa].
Ernestus (2000) reported the absence of /k/ after / n /  and / s /  after / n /  (rule 4.3). 
Our results confirm this observation. Overall, 38.1% of the instances of /k/ and 
/s/ following /N / and /n / ,  respectively, were absent. For example, the word denk 
‘think’ /  ' deNk/, which occurs 229 times, was pronounced as [ ' deN] 134 times. An­
other example is volgens /  volyans/, which was produced without /s/ in 49 of the 
98 tokens. The deletion of [s] has been reported before for conversational Dutch 
(Van Bael et al., 2007a), however without information about the context in which 
[s]-deletion occurs. Deletion of /d/ and /t/ after nasals is captured by the [t]-deletion 
rules (4.7 and 4.8 in Table 2.3) and discussed together with [t]-deletions in other 
segmental contexts later in this section.
Absence of [r]
A well studied segmental reduction in Dutch is the absence of [r] after vowels (rule
4.4 and 4.5 in Table 2.3), such that a word like anders ‘different’ with the canonical 
form /  ' Andars/ may be pronounced as [ ' Andas]. The absence of [r] has been reported 
both for carefully produced speech (van den Heuvel and Cucchiarini, 2001; Wester 
et al., 1998) and spontaneous speech (Ernestus, 2000; Van Bael et al., 2007a). Our 
study showed that [r] was absent after low vowels in 43.5% and after schwa even in
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53.1% of the word tokens. 54.8% of all word types with a postvocalic /r/ occurred 
at least once without [r]. van den Heuvel and Cucchiarini (2001) reported similar 
frequencies for [r] deletion after schwa in Dutch (56%). Their study was based on 
a corpus of spontaneous human-machine interactions (Strik et al., 1997). Lower 
deletion rates have been reported for careful speech: 29% deletion for tokens where 
[r] preceded a consonant and followed schwa, long vowels or unstressed short vowels 
(Wester et al., 1998).
Absence of [t]
The absence of [t] is well-documented for Germanic languages (e.g., Goeman, 1999; 
Losiewicz, 1992; Mitterer and Ernestus, 2006). However, quantitative studies are 
limited to English (Dilley and Pitt, 2007; Jurafsky et al., 2001) and German (Kohler, 
2001). We analyzed the absence of [t] in four different contexts (rules 4.6 - 4.9 
in Table 2.3). The number of word tokens (260) where /t/ occurs in the middle of 
word-medial consonant clusters (rules 4.6 and 4.7) is small and these tokens mainly 
result from compounding. The [t] was absent in nearly half of these tokens, such 
that a word like standaardprijs ‘standard price’ was pronounced as [ ' stAndar ' preis]. 
Between vowels and plosives, as for example in voetbal ‘soccer’, and in word-final 
position after a consonant, as for example in gezicht ‘face’ /xa ' zix t/, the [t] was 
absent in one third of the word tokens. Wester et al. (1998) found that only 19% of 
the [t]s in consonant clusters and at the end of word-final consonant clusters were 
absent in a corpus of carefully produced speech. Possibly, as for the absence of [r], 
speech register affects the frequency of this reduction rule.
In 474 of the 2610 tokens of word-final [t]-deletion the following word started 
with a /t/ or /d/, and therefore these cases represent cross-word degemination (Booij, 
1995). If we exclude these degemination cases, 2.3% of all word tokens in the corpus 
were affected by word-final [t]-deletion.
Overall, 11.9% of all /t/s in all contexts and word positions were transcribed as 
being absent. This frequency is as high as the frequencies reported by Van Bael et al. 
(2007a). They reported that 11.5% of all [t]s were absent in a corpus of spontaneous 
telephone conversations.
Absence of full vowels
The literature suggests that vowel deletion mainly affects unstressed short vowels 
and schwas preceded by a syllable onset (e.g., van Bergem, 1993; Ernestus, 2000; 
Rietveld and Koopmans-van Beinum, 1987). Our data set shows that deletion of 
unstressed vowels is indeed very frequent in conversational Dutch (rules 4.13 - 4.20 
in Table 2.3). Unstressed short vowels were absent in approximately 15% of the word
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tokens (rules 4.13 - 4.15), while unstressed long vowels were absent in 11.8% of the 
word tokens for the absence of schwa). Furthermore, we observed that in 31.0% of 
the tokens of vowel-initial function words, this word-initial vowel was absent. What 
is more, the data showed that in polysyllabic function words also word-initial vowels 
that carry word stress may be absent, such that for example enkel ‘only’ /  ' eN-kal/ is 
pronounced as [ ' Nkal].
Table 2.7 provides an overview of how many tokens of the different types of vow­
els were absent. Of the full vowels, high short vowels were absent most frequently 
(11.3%) and diphthongs least frequently (0.8%). Overall, these vowel deletion rates 
are higher than previously reported for a corpus of Dutch telephone dialogues by 
Van Bael et al. (2007a). The deletion rate for diphthongs, however, is in the same 
range.
Table 2.8 shows how often vowels were absent in the different preceding and fol­
lowing segmental contexts. With regard to the manner of articulation of the neighbor­
ing consonants, vowels were least often absent after glides (1.5%), plosives (2.1%) 
and fricatives (2.9%) and before plosives (1.2%) and fricatives (5.3%), while they 
were most frequently absent before glides (19.8%). In word-onset position, vowels 
were deleted in 20.1% of the tokens. These tokens were part of function words or of 
words for which extremely reduced variants were incorporated in the pronunciation 
lexicon. With regard to the place of articulation of the surrounding consonants, vow­
els were absent most frequently before a velar or uvular (14.3%) and least frequently 
after a dental or alveolar (6.2%).
Table 2.8 allows us to compare the contexts that are prone to vowel lenition, dis­
cussed in Section 2.4.1, and vowel deletion. If vowel deletion were the natural end 
point of gradual vowel lenition, the contexts in which vowels are absent least and 
most frequently would be the same as the contexts in which vowels are realized 
as schwa least and most frequently. Our data do not support this hypothesis. For 
instance, whereas vowels are most often absent after velar and uvular consonants, 
vowels are not especially often realized as schwa in this context compared to how 
often they are realized as schwa in other preceding contexts.
Boundary Vowel Consonant
Plosive
Manner of Articulation 
Fricative Nasal Glide Liquid Bil
Place of Articulation 
LaDe De/Al Ve/Uv
Preceding Context
Total # Full Vowels
% realized as schwa 
% Absent
22,873
1.4
20.1
104
1.9
5.8
22,001
3.2
2.1
19,613
4.3
2.9
11,089
2.9
6.3
10,496
1.7
1.5
7034
4.8
7.0
28,798
1.2
1.7
11,625
2.9
2.3
29,432
3.3
3.5
20,231
3.5
14.3
Total # Schwa
% Absent
2383
17.8
2
100
11,620
39.5
7481
50.2
1981
45.8
3565
59.8
3487
52.2
2578
43.8
2419
42.5
13,181
41.9
9950
55.5
Following Context
Total # Full Vowels
% realized as schwa 
% Absent
11,346
2.0
9.5
50
12.0
10.0
26,960
1.6
1.2
12,915
3.4
5.2
21,597
3.6
8.0
1212
7.1
19.8
19,134
3.4
8.5
6331
4.1
10.0
3576
3.5
10.7
46,534
3.0
6.2
25,377
2.8
11.4
Total # Schwa
% Absent
8952
47.9
53
60.4
2240
46.9
2691
44.4
10,616
36.9
640
75.2
5327
52.1
826
47.2
929
67.9
13,194
42.1
6559
41.6
Table 2.8: Relative numbers of full vowels realized as schwa (% realized as schwa) or being absent (% Absent) and relative numbers of schwa 
being absent (% Absent) in the different preceding and following contexts: Boundary = the vowel/schwa in consideration is at the onset/end of 
a word. Vowel = The vowel/schwa in consideration is preceded/followed by another vowel. Consonant = The vowel/schwa in consideration 
is preceded/followed by a consonant. Consonants are further categorized by their manner and place of articulation (Bil= Bilabial, LaDe= 
Labiodental, De/Al= Dental and alveolar, Ve/Uv= Velar and Uvular).
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Absence of schwa
Schwas were absent in 11,579 tokens, that is, in 12.3% of all word tokens in the 
corpus. A single schwa was absent in 41.0% of the word tokens containing at least 
one unstressed schwa. Two schwas were absent in 21.8% of the word tokens con­
taining two or more schwas. For instance, bodemverontreiniging ‘ground pollution’ 
which has the canonical pronunciation /  1 bo.dam.var. 1 ont.rei.na.yiN/ was produced 
as [ 1 bodm.va. 1 ont.rein.yiNj. Overall 44.7% of the schwas were absent (see Table 
2.7). These schwa deletion rates are similar to what Dalby (1986) reported for ex­
tremely fast spoken American English (overall 43% schwa deletion) and to what 
Wester et al. (1998) reported for a corpus of carefully spoken Dutch (also 43%). 
This leads us to conclude that the absence of schwa is less dependent on speech style 
than the previously discussed absence of [t] and [r].
As previously described for vowel deletions, we carried out additional analyses on 
the frequency of schwa deletion in the different preceding and following segmental 
contexts (see Table 3.8). With regard to manner of articulation, schwas are most 
frequently absent after (59.8%) and before (75.2%) glides. They are absent least 
often after plosives (39.5%) and before nasals (36.9%). With regard to place of 
articulation of the neighboring consonants, schwas tend to be more often absent after 
velars and uvulars (55.5%) and before labio-dentals (67.9%).
Table 3.8 also allows us to compare whether full vowels and schwas tend to be 
absent in the same segmental contexts, since the full vowel and schwa deletion rules 
were identical (with the exception of rule 4.17, which only applied to full vowels at 
the beginning of function words). In general, full vowels and schwas are deleted in 
the same contexts. For example, both full vowels and schwas are most often absent 
after velar and uvular consonants. However, there are also differences. Whereas 
vowel deletion is least frequent after glides, schwa deletion is most frequent in this 
context.
Absence of syllabic nuclei
The literature on reduction frequently reports deletion rates for syllables, where syl­
lable deletion is defined as reduction in the number of syllabic nuclei of a word 
(Johnson, 2004; Van Bael et al., 2007a). Since in standard Dutch no sounds other 
than vowels can be syllable bearing5, all rules that lead to vowel deletion (rules 4.10 
and 4.14 - 4.20) also lead to syllable deletion. Note that syllable deletion is not the 
same as the deletion of all segments of one syllable. For example natuurlijk ‘natu­
rally’ has three syllables in its citation form /na . 1 tyr.lak/ and both pronunciations
5There is one region in the East of the Netherlands where also sonorants can function as syllabic nuclei. 
None of the speakers in our corpus originate from  this region or has lived there.
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[ 1 tyk] and [ 1 ntyk] count as variants with two deleted syllables, even though in the 
second case the [n] remained of the first syllable [na].
Our data show that 19.0% of all word tokens underwent syllable deletion. 87.9% 
of these had only one syllable deleted. A high percentage (44.6%) of these single 
syllable deletions occur in monosyllabic function words, such that the function word 
het /  1 h e t/  ‘the/it’ was pronounced as [t] or the conjunction en /  1 en / ‘and’ as [n]. Ex­
cluding such monosyllabic words, 9.1% of all syllabic nuclei (131,298) were absent. 
These frequencies are higher than those reported by Johnson (2004) for American 
English (6% for content words and 4.5% for function words) and by Van Bael et al. 
(2007a) for spontaneous Dutch (5.5% overall syllable deletion).
Word-specific reductions
Rule 4.10 reduces the suffix -lijk /lak / to [ak] or [k], as for example in hopelijk 
‘hopefully'. This rule was applied in more than half of the tokens, which may be 
surprising since Pluymaekers et al. (2005a) perceived an /l/ in nearly 90% of tokens 
in the spontaneous speech part of the CGN (Oostdijk et al., 2002). One explanation 
could be that the preference of the ASR system for pronunciation variants without 
[l] may be related to the short duration of the affix as a whole. Also, [a] and [l] may 
be perceptually encoded in the same (short) stretch of the signal.
Word-initial /h/ (rule 4.11) of the verb hebben (’have’) and the function word 
het ‘the/it’ was absent in 68.1% of the tokens. In one third of the deletion cases, 
the previous word ended in a plosive. In such a context it is likely that the release 
friction of the plosive and the [h]-friction are co-articulated. For carefully spoken 
Dutch, [h]-deletion has only been reported for het. Our data showed that in casual 
Dutch also in forms of hebben the absence of [h] is frequent (64.3%).
Ernestus (2000) was the first to document the absence of [x] (rule 4.12) in the 
function words nog /  1 nox/ ‘still’ and toch /  1 tox/ ‘yet’ in casual Dutch. Our obser­
vations support her findings: [x] was absent in 35.7% of the tokens in the speech 
material.
Extremely reduced words
For 23 word types in our corpus we had added extremely reduced pronunciation 
variants based on the observations by Ernestus (2000). These extremely reduced 
pronunciations are the result of several segmental deletions applying simultaneously 
(some of these deletions were not incorporated in our set of rules, because they ap­
ply only in a very limited number of word types). Appendix A provides a list with 
all these word types, their canonical and extremely reduced pronunciations and the 
frequencies with which the variants occur in the corpus. The results for all words
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together are shown as rule 4.20 in Table 2.3. For 17 of these word types we found 
that the extremely reduced form was produced by the speakers. Overall, 44.2% of 
the tokens were produced as the extremely reduced variant. For some word types, 
the frequency was especially high. For instance, the word gewoon /xa 1 won/ ‘sim­
ply’ was produced as [ 1 xonj in more than half of the tokens. Furthermore, some of 
the words were never produced with their canonical pronunciation (natuurlijk ‘of 
course’, mogelijk ‘possible’ and bijvoorbeeld ‘for example’).
2.5 General discussion and conclusions
This chapter described the automatic generation of segmental transcriptions for a 
corpus of spontaneous Dutch and presented a quantitative analysis of phonological, 
co-articulation, lenition and reduction rules on the basis of these transcriptions.
In the first part, we showed how we automatically created a segmental transcrip­
tion for E r n e s t u s  C o r p u s  o f  S p o n ta n e o u s  D u t c h .  One important step in preparing 
the orthographic transcription was the automatic rechunking of the acoustic signal 
and the corresponding orthographic transcription, which increased the amount of 
speech that could be transcribed automatically by 50.9%. Subsequently, the acous­
tic signal was automatically transcribed by means of a forced alignment procedure, 
which had as its input the acoustic signal, orthographic transcriptions, a lexicon con­
taining on average 24.1 pronunciation variants for each word in the corpus, and 
acoustic phone models. The ASR system chose the most probable pronunciation 
variant for each word token. The acoustic phone models were trained at a frame 
shift of 5 ms instead of the default of 10 ms (e.g Adda-Decker et al., 2005; Schup- 
pler et al., 2009a; Van Bael et al., 2007b) in order to improve the annotation of very 
short segments, which are especially frequent in spontaneous speech.
The lexicon with pronunciation variants had one major improvement over pre­
vious lexica used for the automatic creation of phonetic transcriptions for Dutch 
(Cucchiarini and Binnenpoorte, 2002; Van Bael et al., 2007b): Our lexicon con­
tained pronunciation variants generated by, among others, vowel deletion rules that 
referred to the stress patterns and syllable structures of the words (3.2 - 3.4 in Table
2.2 and 4.13 - 4.19 Table 2.3). The incorporation of vowel deletion rules without 
constraining them on the basis of the word’s prosodic characteristics would generate 
a large amount of implausible pronunciation variants. The fact that these rules were 
applied very frequently (cf. Table 2.7) shows the need for incorporating vowel dele­
tion rules. In addition to the set of rules that was applied to all words, we constrained 
certain rules to a limited number of word types only, and we added extremely reduced 
pronunciation variants for some words that have been found in a previous study on 
casual Dutch (Ernestus, 2000).
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With this procedure we obtained high quality phonetic transcriptions. We val­
idated the automatically generated transcriptions against the manually transcribed 
spontaneous speech of the IFA corpus. Overall, we observed a disagreement for 
14.1% of the segment labels in the reference transcription, which includes segment 
deletions, insertions and substitutions. This compares favorably to disagreements 
between independently working human transcribers for the same speech style (e.g., 
Kipp et al., 1997). Also, the types of disagreement were similar to those between hu­
man transcribers for the presence/absence of / a /  and presence/absence of voicing. 
In interpreting the (dis)agreement scores it must be kept in mind that the manual and 
the automatic transcriptions used only 39 phoneme-like labels.
In the second part of the chapter, we presented the results of the analyses of phono­
logical, co-articulation, lenition and deletion rules on the basis of the created tran­
scriptions. Since only chunks of uninterrupted speech could be transcribed auto­
matically (88.2% of the chunks), our results can probably only be generalized to 
other stretches of uninterrupted speech. For the analysis, we compared the pronun­
ciation variants with which the word tokens were transcribed with their canonical 
transcriptions. A token was considered as reduced if the pronunciation variant se­
lected contains either a lower number of segments (i.e., the absence of segments) 
or a phone interpreted as less articulatory effort (e.g., lenitions). Contrary to human 
transcribers, our automatic transcriber can only select pronunciation variants that are 
present in the pre-defined lexicon. Consequently, we could only derive frequencies 
of those segmental reductions that were captured by the rules for the generation of 
the pronunciation variants. As a consequence, we could not gain knowledge about 
reductions that we did not envision from the start of the research. However, the high 
agreement between the manual transcription of the IFA corpus and our automatic 
transcriptions suggest that only few pronunciation variants were missing in our lex­
icon. The second limitation of our transcription procedure is that the automatic seg­
mentation always yielded segments that are at least 15 ms long, because of the 5 ms 
frame shift and the three-state HMMs used in the aligner. As a consequence, for 
short word tokens, as for instance those produced at high articulation rates, reduced 
pronunciation variants obtain higher likelihood scores than the canonical variants, 
even if all segments of the citation forms may be perceived by a native speaker.
Our analysis showed that reduction is highly frequent in casual Dutch and overall 
more frequent than may have been expected from earlier research on less sponta­
neous speech material (e.g., van den Heuvel and Cucchiarini, 2001; Wester et al., 
1998). In total, only 59.7% of the word tokens were produced canonically while 
9.1% of all syllabic nuclei were absent and 19.0% of all word tokens (mono and 
polysyllabic) were realized with fewer syllabic nuclei than their citation forms sug­
gest. This rate of syllable deletion is higher than previously reported for spontaneous
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speech: Van Bael et al. (2007a) reported that 5.46% of all syllables were deleted in 
a corpus of spontaneous Dutch and Johnson (2004) reported that 7.6% of content 
words and 5.0% of function words were realized with fewer syllables than their ci­
tation forms. As in the present study, these studies considered a syllable as absent 
if the nucleus was deleted, even if parts of the onset or coda were still present. One 
reason why syllable deletion is more frequent in our Dutch material than reported by 
Johnson (2004) for English is that in English sonorants also can be syllable bearing 
(Johnson (2004) considered nasals, laterals and rhotics as syllabic nuclei), whereas 
in standard Dutch only vowels can function as syllabic nuclei.
Vowel lenition and deletion rules were applied to all unstressed syllables, irrespec­
tive of segmental context (rules 3.2-3.4 and 4.13-4.19). We carried out additional 
analyses on how frequent these rules occurred in the different segmental contexts 
(cf. Table 3.8) and found that all rules applied very often before glides. Impor­
tantly, vowel lenition and deletion differ in their frequencies for the other segmental 
contexts. This suggests that the absence of vowels is not only the result of gradual 
lenition but may also result from categorical deletion.
Another focus of our analysis was on voice assimilation. The data showed that as­
similation is not obligatory in casual speech (approximately 30%), despite the sug­
gestions made in the phonological literature (e.g., Booij, 1995). Furthermore, we 
showed that progressive voice assimilation is not limited to fricatives and /d/-initial 
function words as previously assumed (e.g., Booij, 1995), but that it also occurs 
in plosive clusters within content words (18.8%, in line with the observations by 
Ernestus et al., 2006). Similarly frequent is the voicing of intervocalic obstruents 
(22.0%). Finally, more than half of the phonologically voiced fricatives (i.e., /z , v, 
g/)  were realized voiceless (i.e., [s, f, x]). Due to this high degree of variation in 
the feature voice, the question arises whether voicing is a reliable cue for listeners at 
all. Ernestus and Mak (2004) showed with an auditory lexical decision experiment 
that Dutch listeners rely less upon voice than upon manner and place of articulation 
for fricative-initial words. They ascribed this result to the fact that there are many 
more rules affecting voice than manner or place of articulation in Dutch. Our find­
ings support their interpretation of the outcomes of their experiments. Moreover, our 
data show that speakers do not consistently apply these voicing rules. As a conse­
quence, they inconsistently realize phonologically voiced fricatives as voiceless and 
vice versa. This example nicely demonstrates how psycholinguistic experiments in 
controlled conditions and corpus studies based on spontaneous speech can mutually 
support each other.
Our quantitative analysis of phonological rules showed that ‘[n]-deletion after 
schwa’ and ‘devoicing of fricative’ affect a high absolute number of word tokens 
in the corpus (7304 and 7504 respectively), partly because words ending in /a n /
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and containing voiced fricatives are very frequent in Dutch. As a consequence, these 
rules are especially interesting for pronunciation variation modeling for ASR sys­
tems. However, to our knowledge, only ‘[n]-deletion after schwa’ has so far been 
applied for these purposes (e.g., Hoste et al., 2004; Van Bael, 2007).
By comparing our results with the results from studies based on carefully produced 
Dutch, we can draw conclusions about which rules are typical for certain speech 
styles. We found that the phonological rules ‘devoicing of fricatives’ as well as 
‘schwa-deletion’ are rather speech style independent, whereas [t]- and [r]-deletions 
appear much more frequent in our conversational corpus than in corpora of carefully 
produced Dutch. Automatic speech recognition systems could profit from informa­
tion about the style of speech they are applied to. For example, the lexicon could be 
adapted to the given speech style such that only those rules are applied to generate 
pronunciation variants that have high probabilities given the speech style, which, as 
mentioned above, reduces the size of the lexicon and thus internal confusability.
One limitation of our analyses is that it is based on segmental transcriptions. As a 
consequence we can only capture the coarse picture of how much and what kind of 
reduction and pronunciation variation can be found in casual speech. For instance, 
Schuppler et al. (2009a) showed that whereas 74.6% of word-final /t/ were auditorily 
present in a subset of this corpus of spontaneous Dutch, only 11.2% were produced 
with all canonical sub-segmental cues for /t/. Moreover, information about gestures 
spreading beyond segment boundaries cannot be integrated in segmental transcrip­
tions. For example, the word mensen ‘people’, with the canonical pronunciation 
/  1 mensan/, was transcribed as [ 1 mesan], which counts as [n]-deletion in our analy­
sis, although it is quite possible that the first vowel was nasalized, so that remnants of 
the nasal segment remained. Research on the sub-segmental level will provide more 
detailed information about how speakers produce speech and the type of speech lis­
teners have to cope with.
This study shows how work in ASR and phonetics can benefit from each other. On 
the one hand, our analysis of reductions is based on a speech corpus that could be 
automatically transcribed thanks to the availability of an ASR system. At the same 
time the ASR system will profit from incorporating the statistics about pronunciation 
variants that can be derived from very large corpora. The results of our investiga­
tion are also relevant for psycholinguistics. They provide information about the type 
of speech listeners and speakers are processing in everyday life. Psycholinguistic 
models will have to take this information into account. For instance, they have to 
consider that voicing is a highly variable property of obstruents in Dutch, and conse­
quently not a very reliable cue for word recognition. Furthermore, our analyses show 
which are the frequent and interesting pronunciation variants and which deserve fur­
ther detailed phonetic investigations (see e.g., Schuppler et al., 2009a). Finally, the
46 General discussion and conclusions
results provide information on how to tune ASR systems to the type of speech and 
the speaker. As mentioned above, inclusion of variants in the lexicon can only im­
prove ASR systems if the conditions are specified under which specific reductions 
are likely to occur (e.g., speech style, phonetic context, frequency of the words, word 
class). The study of casual speech thus is necessarily interdisciplinary in nature.
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Appendix A: List of extremely reduced word types
This table shows the extremely reduced word types in the E r n e s t u s  C o r p u s  o f  S p o n ­
t a n e o u s  D u t c h .  Column ‘Total’: Total number of occurrence of the considered word 
type, produced by the 20 speakers. Column ‘Canonical’: canonical pronunciation of 
the word and the frequency of this variant relative to all generated pronunciation vari­
ants (% all PV). Column ‘Extreme’: extremely reduced pronunciation of the word 
and the frequency of this variant relative to all generated pronunciation variants.
Word Type Total Canonical % all PV Extreme % all PV
allemaal ‘all of them’ 166 alamal 2.4 amal 62.7
als ‘if’ 632 'als 5.9 'as 63.3
anders ‘otherwise’ 64 'andars 6.25 'as 0.0
bepaalde ‘certain’ 30 ba'palda 20.0 laal'p 36.7
bijvoorbeeld ‘for example’ 45 bei'vorbelt 0.0 'volt 46.7
computer ‘computer’ 7 kom 'pjutar 14.3 p ju tar 14.3
constant ‘constant' 2 kon 'stant 100 kon'san 0.0
eigenlijk ‘actually' 237 eiyalak 4.6 'eik 13.1
gaan ‘go’ 220 'xan 59.5 'xa 40.5
gewoon ‘simply’ 415 xa'won 10.1 xon 70.1
helemaal ‘completely' 170 hela'mal 4.1 he'mal 20.0
maandag ‘Monday’ 7 m andax 57.1 'manz 0.0
mogelijk ‘possible’ 16 moyalak 0.0 'mok 6.3
natuurlijk ‘of course' 331 na'tyrlak 0.0 'tyk 33.2
niet ‘not' 1230 'nit 54.1 'ni 45.9
oktober ‘October’ 3 ok'tobar 66.7 'towar 0.0
ongeveer ‘approximately' 30 ONya'ver 6.7 o'fer 16.7
precies ‘exactly' 82 pra'sis 18.3 'psis 24.4
publiek ‘public' 3 py'blik 33.3 'blik 33.3
tandarts ‘dentist' 17 'tan d 'a rts 5.9 'tas 0.0
volgend ‘following' 21 'volyant 4.8 folnt 52.4
wedstrijd ‘match' 10 'w et'streit 70.0 'wes 30.0
zelfs ‘even’ 26 'zelfs 19.2 'zels 42.3

How linguistic and probabilistic properties of a 
word affect the realization of its final /t/
Chapter 3
This chapter has been reformatted from: 
Barbara Schuppler, Wim van Dommelen, Jacques Koreman and Mirjam Ernestus. How 
linguistic and probabilistic properties o f a word affect the realization o f its final /t/: 
Studies at the phonemic and sub-phonemic level. Submitted.
This chapter investigates the realization of word-final /t/ in conversational standard 
Dutch. First, based on a large amount of word tokens (6747) annotated with broad 
phonetic transcription by an automatic transcription tool, we show that morpholog­
ical properties of the words and their position in the utterance's syntactic structure 
play a role for the presence versus absence of their final /t/. We also replicated earlier 
findings on the role of predictability (word and bigram frequency with the following 
word) and provide a detailed analysis of the role of segmental context. Second, we 
analyzed the detailed acoustic properties of word-final /t/ on the basis of a smaller 
amount of tokens (486), which were annotated manually. Our data show that word 
frequency and bigram frequency as well as segmental context also predict the pres­
ence of sub-phonemic properties. The investigations presented in this chapter extend 
research on the realization of /t/ in spontaneous speech and have potential conse­
quences for psycholinguistic models of speech production and perception as well as 
for automatic speech recognition systems.
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3.1 Introduction
A frequent phenomenon observed in spontaneous, conversational speech is that words 
are produced in a reduced way compared to their canonical pronunciations: a phrase 
like ‘was supposed to see’ may sound approximately like [sasasi]. A study on Amer­
ican English shows that whole syllables may be absent in 6% of the word tokens and 
that segments may be absent or substituted in every fourth word (Johnson, 2004). 
In Germanic languages, one phoneme that is frequently reduced is /t/ (e.g., Jurafsky 
et al., 2001 for conversational American English and Goeman, 1999 for dialectal 
Dutch). Nearly all studies of reduction of /t/ have restricted themselves to study the 
presence versus absence of /t/ and investigated only a small number of possible pre­
dictors. The aim of the present chapter is to investigate the roles of a wide variety of 
variables in the reduction of /t/ in conversational standard Dutch on the basis of broad 
phonetic transcriptions and of annotations in terms of sub-phonemic properties.
Most psycholinguistic models of speech perception do not take into account the 
pronunciation variation found in spontaneous conversations (e.g., Shortlist by Norris, 
1994). They assume that only the canonical pronunciations of the words are stored in 
the lexicon and do not explicitly provide mechanisms to map reduced pronunciation 
variants on these canonical pronunciations. For instance, with a lexicon of canonical 
pronunciations only, Shortlist reaches a word error rate (WER) of 64.5% for spon­
taneous Dutch. If pronunciation variants are added to the lexicon in combination 
with estimates of their prior probability, the WER goes down to 48.2% (Scharenborg 
and Boves, 2002). Thus, information about the conditions under which segments are 
likely to be reduced is necessary to adapt existing psycholinguistic models so that 
they can deal with spontaneous speech. Also most models of speech production do 
not take into account that words may be reduced (e.g., Levelt et al., 1999). Quantita­
tive corpus studies on reductions will show which reduced word forms these models 
should be able to generate and under which conditions they usually occur.
Quantitative studies on reduction are also necessary to improve automatic speech 
recognition (ASR) systems. Whereas for read speech the accuracies obtained are typ­
ically in the range of 85 - 90% words correctly identified, for spontaneous speech the 
recognition accuracies drop to 50 - 60% (e.g., Ali Raza et al., 2010; Greenberg, 1997; 
Greenberg and Chang, 2000). Read and spontaneous speech differ in many aspects, 
as shown in Chapter 1. Saraglar et al. (2000) showed that the drop in performance 
correlates especially with the pronunciation variability in spontaneous speech. As for 
psycholinguistic models of speech perception, this variability can at least partly be 
captured by the incorporation of several pronunciation variants for each word in the 
recognition lexicon in conjunction with statistics about the conditions under which 
these are likely to occur (e.g., Wakita et al., 1999; Wester, 2002).
Chapter 3 51
Traditional psycholinguistic models of speech processing as well as most ASR 
systems assume that speech is represented as a sequence of phones. One restriction 
of this assumption is that pronunciation variation can only be described in terms of 
segment deletions, insertions and substitutions. The acoustic results of overlapping, 
asynchronous gestures of the articulators cannot be captured. More recent psycholin- 
guistic models that can account for such realizations include Articulatory Phonology 
(Browman and Goldstein, 1992) and exemplar based models (e.g., Goldinger, 1997; 
Johnson, 2004). For ASR systems, models are developed based on acoustic-phonetic 
features (APFs, e.g., Kirchhoff et al., 2002; Scharenborg et al., 2007), but progress 
is slow due to lack of appropriately labeled material on the APF level (see Chapter 
5) and lack of quantitative phonetic studies on sub-phonemic variation.
The present study provides a detailed analysis of the conditions favoring the acous­
tic absence of Dutch word-final /t/ and its sub-phonemic properties. We investigated 
word-final /t/ for several reasons. First, word-final /t/ is known to be frequently re­
duced in Germanic languages. Second, word-final /t/ in Dutch can function as a 
grammatical morpheme (e.g., in loopt ‘[he] walks’, where it marks the second and 
third person singular present tense), and a study of word-final /t/ reduction can there­
fore reveal a role of morphology in the reduction of segments. Third, word-final 
/t/ may be followed by different types of syntactic boundaries and we can therefore 
investigate whether the presence of a certain syntactic boundary plays a role in seg­
ment reduction. Finally, an analysis of /t/ is also interesting from an engineering 
point of view. Most ASR systems rely on the assumption that speech is stationary 
within a window of 25 ms. Since plosives in conversational speech may be much 
shorter and moreover consist of at least two different phases (constriction and burst), 
the accurate detection of plosives requires a higher temporal resolution (e.g., Schup- 
pler et al., 2009b). In order to improve automatic plosive detectors, more quantitative 
phonetic knowledge about their sub-phonemic properties is necessary.
The present chapter consists of two studies that analyze the realization of word- 
final /t/ based on a corpus of conversational standard Dutch. Study I investigates the 
acoustic presence versus absence of word-final /t/ on the basis of a large number of 
tokens (6747) phonetically annotated by means of an ASR system. Its main focus 
is on the roles of morphology and syntax, while this study also replicates earlier 
findings on the roles of bigram and word frequency and segmental context (Section
3.3.2). The automatically generated transcriptions treat the signal as if it consists 
of beads on a string, with each bead representing a single, clearly realized phone 
(Ostendorf, 1999). As a consequence, realizations resulting from articulatory overlap 
with neighboring segments cannot be captured. In order to get a better insight into 
how reduction is reflected in terms of sub-phonemic properties, Study II provides a 
detailed and quantitative phonetic analysis of the sub-phonemic properties of word-
52 Introduction
final /t/. It is based on a subset of the tokens from the first study (486 tokens) and 
investigates which linguistic and probabilistic properties of Study I also favor the 
absence of the sub-phonemic properties.
In the following subsections, we present a literature review of the roles of lin­
guistic and probabilistic properties of words in acoustic reduction. We focus on the 
properties that are also investigated in our study (predictability of the word, morphol­
ogy, syntax and segmental context). We outline how our investigations are related to 
these earlier studies and present our own research questions in more detail.
3.1.1 Predictability of the word
Lindblom (1990) proposed in his Hyper-and Hypospeech (H&H) Theory that two 
contrary forces determine whether speakers produce words with greater or less ar­
ticulatory effort: their wishes for minimization of articulatory effort and maximiza­
tion of intelligibility by the listener. Speakers would hypo-articulate unless this hin­
ders intelligibility. If intelligibility is defined at a local level (e.g., at the sentence 
level) rather than by the global situation, highly predictable words are expected to be 
produced with less articulatory effort than less predictable words, because listeners 
probably do not need hyper-articulated speech in order to understand such words. 
This hypothesis is supported by corpus based studies showing that the frequency of 
function and content words predicts reduction degree, with more reduction in words 
of higher frequencies (e.g., Jurafsky et al., 2001; Pluymaekers et al., 2005a).
Whereas the H&H Theory is listener oriented, effects of predictability on degree of 
reduction can also be explained as being speaker driven. Highly predictable words 
need less planning and the preceding words may therefore be produced at higher 
speech rates, potentially leading to higher degrees of reduction (Bell et al., 2009). 
For instance, Pluymaekers et al. (2005b) showed that a high predictability from the 
following word predicts the duration and the number of segments realized in the suf­
fix -lijk in Dutch adjectives and adverbs, as for example in makkelijk ‘easy/easily’. 
The present study investigates whether the frequency of a word and its bigram fre­
quency with the following word affect the acoustic realization of /t/.
3.1.2 Morphological properties
Morphology has been shown to be another predictor of reduction degree. For in­
stance, Losiewicz (1992) showed that English word-final /t/ and /d/ tend to be longer 
if they form a grammatical morpheme, as for example in rapped, than when they are 
part of the stems of words, as for example in rapt. More evidence for the role of mor­
phology has been shown by Hawkins (2003) and Baker et al. (2007). They reported 
that the realization of mis differs between the two words mistakes and mistimes in
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terms of phonetic detail. Hawkins (2003) ascribed these differences to the fact that 
in mistakes, mis is a non-productive pseudo morpheme and therefore not removable 
from the word, while in mistimes, mis is a true, productive morpheme whose absence 
results in a lexeme with the opposite meaning. Given that Hawkins (2003) and Baker 
et al. (2007) found that mis has a longer duration when it is a productive morpheme, 
we also expect fewer reductions for tokens of word-final /t/ that function as a gram­
matical morpheme (e.g., in loop-t ‘[he] walk-s’ in which the /t/ indicates the second 
or the third person singular present tense) than for those that are part of the stems of 
words (e.g., in kast ‘cupboard’).
Morphologically complex words are hypothesized to be more reduced if they are 
retrieved as wholes from the lexicon instead of being computed from their parts. 
In line with this hypothesis, Losiewicz (1992) showed that word-final /t/ and /d/ in 
English are longer in past-tense morphemes of low frequency verbs than of high 
frequency verbs. Hay (2003) investigated the role of the frequency of a derived 
form relative to the frequency of its stem. She reports that /t/ in words which are 
more frequent than their stems (e.g., the word swiftly since the frequency of swiftly 
is greater than the frequency of swift) tend to be more reduced than /t/ in words 
which are less frequent than the stems they contain (e.g., the word softly since the 
frequency of softly is lower than the frequency of soft). She suggests that the relative 
frequency reflects the decomposability of words: the higher the relative frequency, 
the more likely words are to be retrieved as whole words from the lexicon. In our 
study, we investigate whether the reduction of the Dutch inflectional morpheme /t/ 
can be predicted by the frequency of the word relative to the frequency of its stem.
The studies presented above all suggest that higher predictability results in higher 
degrees of reduction. Seemingly contradictory are the results by Kuperman et al. 
(2007). They showed that interfixes in Dutch compounds have longer durations the 
more probable they are given the compound and its constituents. On the basis of their 
results, they formulated the Paradigmatic Signal Enhancement Hypothesis, which 
states that the most likely alternative in a paradigm is realized with greater acoustic 
salience. Their explanation for this phenomenon is that speakers are more confident 
when selecting more probable members of the morphological paradigm than when 
selecting a less probable one. In Dutch, the verb stems in verb stems + /t/ com­
binations, which we investigate in the present study, also occur as verb forms just 
by themselves (e.g., loop is also the first person singular present tense). Thus, the 
frequency of the verb stem + /t/ combination relative to the frequency of the stem 
shows which of the two forms is the more frequent one in the paradigm. Therefore, 
the Paradigmatic Signal Enhancement Hypothesis predicts that /t/ tends to be less 
reduced in highly predictable word forms, which is the opposite of the prediction 
just formulated above given the results by Hay (2003).
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3.1.3 Syntactic and prosodic properties
Linguistic research has shown that the underlying syntactic structure of the utterance 
and the functions of the words in the utterance are manifested in the phonetic de­
tail of the words. A well studied phenomenon is final lengthening, which marks the 
boundaries of linguistic units, including the boundaries of words (word-final length­
ening) and of phrases (phrase-final lengthening, e.g., Beckman and Edwards, 1990; 
Fuchs et al., 2010). The phonological literature provides evidence that the under­
lying syntactic structure affects pronunciation via the prosodic structure. Certain 
syntactic boundaries map on prosodic boundaries of different strength, among oth­
ers depending on speech rate and the number of words in the syntactic constituent. 
These prosodic boundaries do not only condition lengthening but also define the 
application domains of cross-word phonological rules. For example, intervocalic /s/- 
assimilation in Greek applies across a syntactic boundary (between a noun phrase 
and a verb phrase) if the constituents on either side are short, but not if they are long 
(Nespor and Vogel, 2007). To our knowledge, no earlier studies have investigated the 
role of syntactic structure and of the lengths of constituents on the phonetic realiza­
tion of words in large corpora of natural conversations. In our study, we investigate
(1) whether tokens of /t/ that are in the middle of a syntactic constituent are more 
reduced than tokens of /t/ that are at the right edge of a syntactic constituent and
(2) whether tokens of /t/ at the right edge of a syntactic constituent tend to be less 
reduced if the constituent is longer.
3.1.4 Segmental context
It is well known that sounds show different properties depending on the segmen­
tal context they occur in due to co-articulation. Similarly, segmental context can 
condition the acoustic absence of segments. The acoustic absence of a sound does 
not necessarily imply that the segment was not articulated. For instance, Browman 
and Goldstein (1990) measured the movements of the articulators with an X-ray 
microbeam system, which tracked the positions of lead pellets placed on the artic­
ulators. They found that word-final /t/ in word combinations like perfect memory 
could be absent in the acoustic signal, even though the tongue clearly moved to the 
alveolar ridge. This gesture was acoustically hidden behind the bilabial gesture.
The role of segmental context for the acoustic absence of /t/ in Dutch has been doc­
umented by Ernestus (2000) for casual speech and by Mitterer and Ernestus (2006) 
for read speech. Both studies showed that /t/ is more often acoustically absent if pre­
ceded and followed by consonants than by vowels. Moreover, /t/ is most frequently 
absent before the voiced bilabial plosive /b/, probably because this plosive may hide 
the articulatory gestures for /t/, as shown by Browman and Goldstein (1990). In the
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present study, we provide a quantitative analysis of the effect of segmental context 
on the reduction of /t/ at both the phonemic and the sub-phonemic level.
3.2 Corpus data
Our research is based on the ten spontaneous Dutch dialogues that form the E rnestus 
C orpus of S pontaneous D utch  (ECSD; Ernestus, 2000). Each of these conversations 
has a length of approximately 90 minutes. In total, they contain 153,200 word tokens 
representing 9,035 word types produced in 15 hours of speech. Characteristic for this 
corpus is the high level of spontaneity and the speakers’ homogeneity in geographical 
and social background. All 20 speakers are male native speakers of Dutch, all from 
the Western provinces of the Netherlands and all holding academic degrees. The 
speakers were between 21 and 55 years old. They have been classified as speakers 
of standard Dutch.
The following set-up was used for the recordings: Two speakers were seated at 
about 1.5 m from each other at a table in a sound-proof room. They were recorded 
with two Sennheiser MD527 supercardioid microphones onto Sony DAT. They were 
free to choose their topics for the first 40 minutes of the recordings. The second 
part of the recording was a role play, where they negotiated about the purchase of 
camping goods. Both speakers separately received written instructions on the goals 
they had to reach in the role-play; they were not given any further specific instruc­
tions. The experimenter was only present during the first part, but did not take an 
active part in the conversations. As the speakers were friends talking about everyday 
issues, the atmosphere during the conversations was relaxed, resulting in a casual, 
chatty speech style.
The handmade verbatim orthographic transcriptions of the corpus were prepared 
for automatic processing as described in Chapter 2. On the basis of these ortho­
graphic transcriptions, the corpus was enriched with part-of-speech tags (POS tags) 
and a syntactic annotation, both generated by means of the Alpino-parser (Bouma 
et al., 2000).
3.3 Study I
3.3.1 Material and method
An ASR system was used to create a broad phonetic transcription for the ECSD. Au­
tomatic transcriptions have the advantage that they are consistent and can be more 
easily obtained than manual transcriptions for large data sets. We used so-called 
forced alignment for creating the broad phonetic transcriptions. Input for the forced
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alignment were the speech files, the orthographic transcriptions of these files, a pro­
nunciation lexicon of the words in these transcriptions, and acoustic models for each 
phone that had been trained beforehand. First, the words from the orthographic tran­
scriptions were looked up in a lexicon containing multiple pronunciation variants 
per word. Then, given the acoustic signal and the acoustic phone models, the ASR 
system chose the pronunciation variant which matched best with the speech signal.
The ASR system we used was the Hidden Markov Model speech recognition 
toolkit HTK (Young et al., 2002). The pronunciation lexicon contained canonical 
phonemic representations and several pronunciation variants for each word type. 
These pronunciation variants were generated by means of a set of 32 phonological, 
co-articulation and reduction rules applied to the canonical pronunciations of the 
words. These rules were formulated on the basis of observations from earlier studies 
on spontaneous, casual Dutch (Ernestus, 2000) and included one rule that deleted 
[t]s in word final position independent of any other criteria. The rules created on 
average 27 pronunciations per word type. A detailed description of the automatic 
transcription procedure can be found in Section 2.3.
The acoustic models were 37 32-Gaussian tri-state monophone acoustic models 
that had been trained on the 396,187 word tokens in the read speech component 
‘Library for the blind’ incorporated in the Spoken Dutch Corpus (Oostdijk et al., 
2002). The models were trained at a frame shift of 5 ms and a window length of 25 
ms (Hamalainen et al., 2009). We used acoustic models of a shorter frame shift than 
the default of 10 ms used in earlier studies (e.g., Adda-Decker et al., 2005; Schuppler 
et al., 2009a; Van Bael, 2007) in order to obtain more accurate phonetic transcriptions 
and positions of the segment boundaries. Since we used a frame shift of 5 ms and 
the acoustic models minimally consist of three emitting states (no skips), annotated 
segments have lengths that are multiples of 5 ms and a minimum length of 15 ms. 
This does not mean that shorter segments cannot be annotated at all, but that their 
boundaries are placed within the neighboring segments. The resulting transcriptions 
reached a good labeling agreement with manual transcriptions (cf. Section 2.3.4).
The tokens for the study were chosen in such a way that the word following the tar­
get token was part of the same utterance - given the punctuation of the orthographic 
transcription- and was neither one of the fillers eh, ah, uh nor a broken word. Fur­
thermore, we excluded utterances that could not be assigned a syntactic annotation 
and/or POS tag with high certainty. We also excluded the highly frequent words dat 
‘this’, het ‘it’, and niet ‘not’ because they are represented by a much higher number 
of tokens (2725, 2188 and 954 respectively) than the other words (average number 
of tokens: 22.6) and therefore show idiosyncratic behavior (Ernestus, 2000). This 
leaves 6747 word tokens representing 556 word types for the analysis.
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For this study, we consider /t/ as present when a word token was transcribed with 
a /t/ in the broad phonetic transcriptions (i.e., have been classified as present by the 
ASR system). As we will see in Chapter 3, /t/s classified as present can vary in 
their detailed acoustic realization (see also Figures 3.1 and 3.2, which show different 
realizations of /t/ that were all classified as present by the ASR system).
3.3.2 Results and discussion
We observed that 36.8% of all tokens of word-final /t/ were classified as absent, 
ranging from 19.7% to 53.5% for the 20 different speakers. To investigate the con­
ditions favoring the presence versus absence of word-final /t/ we used the statistical 
modeling technique of mixed-effects logistic regression with a binomial logit link 
function and contrast coding (Jaeger, 2008). All models presented in this section 
contain the random variables Speaker, Word, and Following Word, because they all 
were statistically significant predictors (for all random variables: p < .0001).
We first present a control model, which shows the roles of prosodic variables un­
related to syntax, and phonetic variables capturing rough differences in segmental 
context. To this model we separately added the probabilistic word predictability 
variables, the morphological variables, the syntactic variables, and the variables that 
capture details of the segmental context. Interactions between these variables were 
tested both two-way and as a set. From all models, we removed predictors and in­
teractions that were not statistically significant and subsequently we only present the 
significant effects.
Control model
The independent variables of the control model (presented as M0 in Table 3.1) were 
the prosodic variables Syllabic Stress, which indicates whether the word-final sylla­
ble is stressed, and Number of Syllables in the word, whose range is shown in Table 
3.2. These measures were included because it has been shown that stressed sylla­
bles are produced longer than unstressed syllables (e.g., Ladefoged, 1982) and that 
segments are less reduced in shorter words than in longer words (e.g., Nooteboom, 
1972). Further, since previous research has shown that more /t/s are acoustically ab­
sent if preceded or followed by consonants than by vowels (e.g., Ernestus, 2000; Mit­
terer and Ernestus, 2006), we added the independent variables Previous Segment and 
Following Segment with the values ‘silence’ (only for Following Segment), ‘conso­
nant’ and ‘vowel’. The values of all these measures were determined on the basis 
of the canonical transcriptions of the words. Finally, several studies have shown that 
function words tend to be more reduced than content words (e.g., Bell et al., 2009; 
Johnson, 2004), and we therefore also added the independent variable Word Class,
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Predictor P z-value p-value
M0: Control model N  = 6747
Intercept -0.31 -1.68 <.05
Number of Syllables 0.28 3.78 <.0001
Previous Segment ‘vowel’ 0.71 6.03 <.0001
Following Segment ‘vowel’ 1.46 10.55 <.0001
Following Segment ‘silence’ 1.47 11.05 <.0001
M1: Probabilistic effects N  = 6747
Intercept 0.50 2.77 <.001
Word Frequency -0.08 -4.6 <.0001
Residuals Bigram Frequency -0.43 -4.62 <.0001
Residuals Number of Syllables 0.19 2.40 <.01
Previous Segment ‘vowel’ 0.80 6.77 <.0001
Following Segment ‘vowel’ 1.52 10.93 <.0001
Following Segment ‘silence’ 1.46 10.95 <.0001
M2: Morphological structure N  = 366
Intercept 2.92 3.74 <.0001
Bigram Frequency -1.71 -3.61 <.0001
Residuals Morphological Status ‘stem’ -0.52 -4.09 <.0001
Following Segment ‘vowel’ 1.14 2.65 <.001
Following Segment ‘silence’ 0.40 0.51 <1
M3: Relative Frequency N  = 2110
Intercept 0.23 0.92 <1
Bigram Frequency -0.39 -2.44 <.01
Relative Frequency 0.10 3.07 <.001
Previous Segment ‘vowel’ 0.75 3.57 <.0001
Following Segment ‘vowel’ 1.43 6.94 <.0001
Following Segment ‘silence’ 1.32 5.99 <.0001
M4: Syntactic structure N  = 6747
Intercept 0.39 2.05 <.01
Same Constituent 0.04 0.46 <1
Constituent Length 0.04 2.42 <.01
Same Constituent x Constituent Length -0.04 -2.16 <.01
Word Frequency -0.08 -5.12 <.0001
Residuals Bigram Frequency -0.41 -4.42 <.0001
Residuals Number of Syllables 0.17 2.14 <.01
Previous Segment ‘vowel’ 0.80 6.74 <.0001
Following Segment ‘vowel’ 1.51 10.91 <.0001
Following Segment ‘silence’ 1.45 10.85 <.0001
Table 3.1: Statistical summaries for Study I. For the variables Previous and Following Seg­
ment the value ‘consonant’ is on the intercept.
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with the values ‘function word' and ‘content word', as indicated by the POS tags of 
the words. There were 1617 function words representing 15 word types and 6747 
content words representing 539 word types. The control model was calculated for 
the complete data set (N = 6747).
Table 3.1 shows the results for the control model (M0). The prosodic variable 
Number of Syllables is significant: /t/ is significantly more often acoustically present 
in longer words, as defined by the (canonical) number of syllables. This tendency is 
exactly opposite to the findings of earlier studies (e.g., Nooteboom, 1972; Torreira 
and Ernestus, 2009). One reason could be that longer words tend to be less frequent. 
We will come back to this possibility in the following section. Furthermore, both 
Previous and Following-Segment are significant: /t/ is less often absent after vow­
els (31.9%) than after consonants (42.3%) and it is less often absent before vowels 
(24.9%) and silence (17.5%) than before consonants (45.1%).
Word and bigram frequency
We added the probabilistic variables Word Frequency and Bigram Frequency to the 
control model, where we defined Bigram Frequency as the frequency of the word 
combination consisting of the target word and the following word. We extracted both 
frequency measures from the Spoken Dutch Corpus (Oostdijk et al., 2002), taking 
into account the part of speech tag of the target word and the following word, and ap­
plied a logarithmic transformation. Table 3.2 shows the ranges of the two variables. 
Since the two measures are correlated (r = .47, p  < .0001), we first orthogonalized 
Word Frequency and Bigram Frequency by replacing Word Frequency by the resid­
uals of a linear regression model predicting Word Frequency as a function of Bigram 
Frequency. Both measures showed significant effects (residuals: 3  = -0.07, z = 
-4.35, p  < .0001 and Bigram Frequency 3  = -0.42, z = -4.62, p  < .0001), but the 
effect size of the residuals of Word Frequency was much smaller than the effect size 
of Bigram Frequency. This does not necessarily mean, however, that Bigram Fre­
quency is the more important predictor, since part of the predictive power of Word 
Frequency has been removed in the orthogonalization procedure. We therefore also 
orthogonalized Word Frequency and Bigram Frequency the other way around, that 
is, we built a linear regression model predicting Bigram Frequency as a function 
of Word Frequency and added the residuals in addition to Word-Frequency to the 
control model. In the resulting model (M1 in Table 3.1), the effect size of Word Fre­
quency was still smaller than the effect size of the residuals of Bigram Frequency. We 
therefore conclude that it is especially Bigram Frequency, and not Word Frequency, 
that predicts the acoustic presence of word-final /t/. Both the effects of Bigram Fre­
quency and Word Frequency show that word-final /t/ is more often acoustically ab­
sent in units of higher frequencies. This finding is in line with several earlier corpus
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Independent Variable Min Max Mean
Number of Syllables 1 6 1.26
Word Frequency 0 11.57 8.59
Bigram Frequency 0.53 2.41 1.62
Constituent Length 1 40 2.38
Relative Frequency -4.92 7.38 0.56
Table 3.2: Study I: Ranges and mean values of the numeric independent variables added to 
the statistical models.
studies (e.g., Bell et al., 2009; Pluymaekers et al., 2005a; Torreira and Ernestus, 
2009) that support the Probabilistic Reduction Hypothesis (Jurafsky et al., 2001), 
stating that more predictable linguistic units tend to receive shorter and weaker pro­
nunciations.
The independent variable Number of Syllables of the control model correlated 
with the probabilistic measures Bigram Frequency (r = -0.31) and Word Frequency 
(r = -0.32). Therefore, we orthogonalized Number of Syllables, Word- and Bigram 
Frequency by replacing Number of Syllables by the residuals of the linear regression 
model which predicts Number of Syllables as a function of Word Frequency and 
the residuals of Bigram Frequency. The residuals of this linear model showed the 
same effect as the variable Number of Syllables in the control model, namely that 
/t/ tends to be more often present in longer words. Since Number of Syllables is not 
correlated with Word Frequency, an underlying frequency effect cannot explain why 
we find more, instead of fewer, acoustically present tokens of /t/ in longer words. 
Future studies have to further investigate the possible sources of this effect.
Morphological properties
In order to investigate whether morphological properties of the words influence the 
acoustic absence versus presence of word-final /t/, we built models for content words 
only, since content words can end in the suffix +t. First, we added the variable Mor­
phological Status to the model M1, which indicated whether the word-final /t/ forms 
a suffix or is part of the stem. The independent variable Word Class was excluded, 
since only one value was left (i.e., ‘content word’). Morphological status and Bi­
gram Frequency were correlated, hence, we orthogonalized these two variables by 
replacing Morphological Status by the residuals of a general linear regression model 
predicting Morphological Status as a function of Bigram Frequency. Morphological 
Status did not show an effect on presence or absence of [t].
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Minimal word pairs In a next step, we restricted our data set to tokens of minimal 
word pairs consisting of words with an identical canonical phonemic pronunciation 
but differing in whether the final /t/ also represents a morpheme on its own (N = 366, 
18 word types). For instance, the words vind ‘[I] find’ and vindt ‘[he] finds’ share 
the canonical pronunciation [ 1 vint], but only in vindt the /t/ also carries grammatical 
meaning. The resulting model (see M1 in Table 3.1) is very similar to Model M1 of 
the complete data set. Importantly, however, the residuals of Morphological Status 
appeared now to be significant in the expected direction: [t] is less likely to be absent 
if it also has a morphological function than if it is only part of the stem. Since the 
word pair vind and vindt covers nearly half of the tokens on which M2 is based, and 
additionally vind is four times as frequent as vindt, we excluded this word pair from 
the data and re-ran the model (N = 152, 16 word types). We found again an effect of 
the Residuals of the Morphological Status in the expected direction (3 = -0.72, z = 
-2.57, p  < .01).
Frequency of the word relative to the frequency of its stem As discussed in 
Section 3.1.2, English adverbs that are more frequent than their stems tend to show 
higher degrees of reduction (Hay, 2003). In contrast, interfixes in Dutch compounds 
tend to be longer the more probable they are given the compound's constituents 
(Kuperman et al., 2007). We investigated whether the likelihood of the presence 
of the suffix +t as reflected by the log ratio of the frequency of the word and the 
frequency of its stem influenced its acoustic realization. We built a model for all 
word tokens ending in the suffix +t (N  = 2110). The significant predictors of the 
resulting model (M3) are shown in Table 3.1. The frequency ratio appeared to be a 
significant predictor: [t] is more likely to be present in words with higher relative 
frequencies (i.e., word frequency relative to the frequency of its stem). This finding 
supports the Paradigmatic Signal Enhancement Hypothesis and thus suggests that 
this hypothesis holds also for inflectional morphemes.
There are two possible reasons for why our results are in line with the results by 
Kuperman et al. (2007) rather than with the results by Hay (2003). First, whereas 
Hay (2003) investigated the reduction of a stem-final segment before a suffix, Kuper­
man et al. (2007) investigated the reduction of the affix itself, like we did. Secondly, 
whereas adverbs always end in the suffix +ly, there are three Dutch interfixes speak­
ers have to choose from when building a compound. Similarly, in our study, speakers 
had to choose between several forms of the inflectional paradigm (suffixes +0, +t, 
or +en). Our results thus indicate that the informational load carried by the /t/ is 
reflected in its acoustic realization.
Our results for minimal word pairs and the effect of relative frequency show 
that morphological structure affects the phonetic realization of words. Interestingly,
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Warner et al. (2006) provided evidence that morphological structure only affects 
segmental duration if it is reflected in the words’ orthographic representations. In 
contrast to their study, which was based on read speech, our study is based on con­
versational speech, where orthography seems to play a much smaller role.
Syntactic structure
We added two independent variables capturing syntactic structure to model M l  (com­
plete data set N  = 6747). The first variable is Same Constituent, which has two 
values: either the target word and the following word belong to the same syntactic 
constituent, such as a noun phrase or an adverbial phrase, or they do not. The sec­
ond variable is Constituent Length expressed in the number of syllables. Its range is 
shown in Table 3.2.
Table 3.1 shows the results for this model (M4). Since Constituent Length inter­
acted significantly with Same Constituent, we carried out separate analysis for /t/ 
tokens at the right edge of a syntactic constituent and /t/ tokens in the middle of a 
constituent. This analysis revealed that the effect of Constituent Length was only 
significant for constituent final /t/s: word-final [t] is more likely to be present at the 
end of longer constituents. It is probable that the found effect of Constituent Length 
on phrase final /t/ reflects prosodic final lengthening. Whereas it is unlikely that a 
prosodic boundary is placed between short syntactic constituents, such a boundary is 
more likely after long syntactic constituents, and a prosodic boundary often leads to 
stronger articulation of the preceding segment (Beckman and Edwards, 1990; Nespor 
and Vogel, 2007).
Manner of Articulation Place of Articulation
Vowel Cons. Plosive Fricative Nasal Glide Liquid Horn. Het.
Preceding Context
Absent/Total 
% Absent
1138/3570
31.9%
1345/3177
42.3%
167/404
41.3%
426/810
52.6%
534/1178
45.3%
24/80
30.0%
194/705
27.5%
680/1524
44.6%
665/1653
40.2%
Following Context
Absent/Total 
% Absent
494/1987
24.9%
1890/4194
45.1%
683/1235
55.3%
659/1511
43.6%
269/643
41.8%
263/724
36.3%
16/81
19.7%
912/1760
51.8%
978/2434
40.2%
Table 3.3: Study I: Absolute and relative numbers of absent [t]s in the different preceding and following contexts. Cons. = Consonant. Horn, 
homorganic place of articulation with [t], Het. = heterorganic place of articulation with [t].
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Segmental context
In the control model, we only distinguished between vocalic and consonantal context 
and silence. In order to investigate the effects of the segmental context on the acoustic 
presence versus absence of [t] in more detail, we built separate models, one for the 
subgroup of tokens where /t/ is preceded by a consonant, and one where it is followed 
by a consonant. This data separation allows us to investigate effects of place and 
manner of articulation of neighboring consonants. Table 3.3 gives an overview of 
how many [t]s were absent in these different segmental contexts. This data separation 
is possible since an initial analysis showed no significant interactions between the 
following and preceding context and because there were no collinearities between 
these variables.
Place of Articulation could either be ‘homorganic’ or ‘heterorganic’ with the place 
of articulation of the /t/, which in Dutch is articulated at the alveolar ridge. Man­
ner of Articulation had the values ‘fricative’, ‘plosive’, ‘nasal’, ‘glide’ and ‘liq­
uid’. First, we investigated the role of the consonant preceding /t/. The two inde­
pendent variables Place and Manner of Articulation replace the predictor Previous 
Segment in M l, which has only one value left for this data set (i.e., ‘consonant’). 
Table 3.4 shows a statistical summary for the resulting model (M5). We observed 
that [t]s are more likely to be absent if preceded by a fricative (52.6%). To find 
out whether there were also significant differences between nasals (45.3%), plo­
sives (41.3%), glides (30.0%) and liquids (27.5%), we ran the same model again, 
but excluding in subsequent steps fricatives, glides and liquids. We found signif­
icant differences between glides and liquids (6 = 0.80, z = 2.07, p < .01), be­
tween glides and plosives (6 = -0.92, z = -3.77, p < .0001), between liquids 
and nasals (6 = -0.59, z = -3.17, p < .001) and between liquids and plosives 
(6 = -0.71, z = 8.78, p < .001). Not surprisingly, the percentages of absent [t]s 
after the most vowel-like consonants (i.e., glides and liquids) were similar to the 
percentage of absent [t]s after vowels (31.9%).
For the subgroup of /t/ tokens followed by a consonant, we built a model (M6 
in Table 3.4) with the independent variables present in M l (with the exclusion of 
Following Segment), and the Place of Articulation and Manner of Articulation of 
the following consonant. We observed that [t] is absent least often before liquids 
(19.7%) and most often before plosives (55.3%). In order to find out whether the 
differences between fricatives (43.6%), nasals (41.8%) and glides (36.3%) were also 
significant, we ran the same model again, but excluding in subsequent steps frica­
tives, glides and liquids. We found significant differences between liquids and glides 
(6 = 0.81, z = 2.05, p < .01), plosives and glides (6 = -0.94, z = -3.39, p < .0001), 
liquids and nasals (6 = -1.05, z = -2.85.p < .001) and between nasals and plo­
sives (6 = -0.77, z = -3.71, p < .0001). Furthermore, significantly more [t]s were
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Predictor 6 z-value p-value
M5: Preceding Context N = 3177
Intercept = ‘fricative’ 0.01 0.022 <1
Word Frequency -0.09 -2.91 <.001
Residuals Bigram Frequency -0.39 -2.96 <.001
Previous Segment ‘glide’ 1.37 3.03 <.001
Previous Segment ‘liquid’ 1.33 7.52 <.0001
Previous Segment ‘nasal’ 0.82 4.43 <.0001
Previous Segment ‘plosive’ 0.55 2.71 <.001
Following Segment ‘vowel’ 1.39 8.48 <.0001
Following Segment ‘silence’ 0.93 5.85 <.0001
M6: Following Context N = 3133
Intercept = ‘fricative’ 0.66 3.08 <.001
Word Frequency -0.08 -4.30 <.0001
Residuals Bigram Frequency -0.40 -3.80 <.0001
Previous Segment ‘vowel’ 0.74 5.95 <.0001
Following Segment ‘glide’ 0.38 1.79 <.05
Following Segment ‘liquid’ 1.16 3.39 <.0001
Following Segment ‘nasal’ 0.21 1.17 <1
Following Segment ‘plosive’ -0.56 -3.48 <.0001
Following Place ‘homorganic’ -0.38 -2.71 <.001
Table 3.4: Study I: Statistical summary of the detailed analysis of the role of segmental 
context.
absent before a homorganic (51.8%) than before a heterorganic (40.2%) consonant. 
Plosives that are homorganic with /t/ are /t/ and /d/. Hence, this effect of place of 
articulation may be a mere proof of (voicing assimilation followed by) degemina­
tion (since Dutch does not allow geminate consonants). We therefore excluded all 
/t/ tokens followed by /t/ or /d/ and re-ran the model. The results were very similar 
to those of the previous model (Place-of-Articulation: Homorganic: ¡3 = -0.49, z = 
-4.21, p < .001; Manner of Articulation: plosive: 6  = -0.70, z = -4.90, p < .0001). 
We thus conclude that [t]s are less often present before homorganic than before het­
erorganic consonants and before plosives than before other consonants. Possibly, /t/s 
are more often absent before heterorganic plosives due to gestural overlap (Browman 
and Goldstein, 1992).
3.3.3 Summary
The first study of this chapter investigated which linguistic and probabilistic prop­
erties predict the acoustic absence versus presence of word-final /t/ on the basis of 
6747 tokens from a Dutch corpus of spontaneous dialogues. First, we replicated
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earlier findings on effects of word frequency and contextual predictability (e.g., Bell 
et al., 2009; Jurafsky et al., 2001; Pluymaekers et al., 2005a; Torreira and Ernestus, 
2009): /t/ tends to be absent more often in words of higher frequencies and in word 
combinations (bigram with the following word) of higher frequencies. In addition, 
we documented a role for the morphological properties of a word. On the basis of 
minimal word pairs we showed that /t/ tends to be less often absent if it also functions 
as a grammatical morpheme than if it is only part of the stem of the words. Further, 
the frequency of a word relative to the frequency of its stem predicts the absence ver­
sus presence of /t/: /t/ is more likely to be acoustically present in words with higher 
relative frequencies. This finding is in line with the Paradigmatic Signal Enhance­
ment Hypothesis (Kuperman et al., 2007), and thus suggests that the hypothesis also 
holds for inflectional paradigms. Moreover, we investigated the role of the syntactic 
properties of the utterance. Our data showed that /t/ is less likely to be absent at 
the end of longer syntactic constituents. Since prosodic boundaries are more likely 
at the end of longer constituents, this finding probably results from prosodic final 
lengthening. Finally, we observed that segmental context plays an important role in 
the realization of /t/. In line with previous reports, we found that /t/ is mainly absent 
in consonant clusters (Ernestus, 2000; Mitterer and Ernestus, 2006).
3.4 Study II
Study II is a detailed phonetic analysis of part of the material from Study I. The au­
tomatically generated broad phonetic transcriptions used in Study I treat the signal 
as if it consists of beads on a string, with each bead representing a single, clearly 
realized phone (Ostendorf, 1999). As a consequence, pronunciation variation could 
only be captured as phone substitution, insertion or deletion. However, phonetic 
reality is more complex. Especially speech of an informal speaking style, like our 
material, may show realizations resulting from articulatory overlap with neighbor­
ing segments. The goal of Study II is to give a detailed analysis of different pho­
netic properties of /t/, which provides better insight into how reduction is reflected 
in terms of sub-phonemic properties. We investigated whether these properties are 
conditioned by the same variables as the acoustic presence versus absence of /t/.
3.4.1 Material and method
We analyzed a set of 486 word tokens representing 141 word types, which form a 
subset of the tokens analyzed in Study I. The tokens were from segmental contexts 
that, according to the results of Study I, either favor or disfavor the absence of [t]. 
The [t] was preceded by a vowel or a homorganic nasal (i.e., /n / )  and directly fol­
lowed by a word starting with either a vowel, a fricative or a plosive. These contexts
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Freq.
[Hz]
Time [s]
Freq.
[Hz]
Time [s] 0.200
Figure 3.1: Left panel: Realization of /z i ta /  in zit achter ‘sits behind’: cl= closure; fr= 
friction in closure; mb= multiple burst. IRigtet panel: Realization of /itvam in 
‘region of’: fr= smooth start of /t/-friction.
o 0
0.200 0
0 Time [s] 0.200 0 Time [s] 0.200
Figure 3.2: Left panel: Realization /a n tv /  in garant voor ‘guaranty for’: fr= abrupt start of 
/t/-friction. Right panel: Realization of /AYta/ in vanuit een ‘from one’; vcl=voiced closure; 
b=burst# ft^non-simuUaneous start of friction.
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Property Details for Present Properties
Constriction Present Absent Closure Friction Nas. F. Nas.
392 (77) 94 244 (44) 113 (19) 27 (9) 8 (5)
Burst Present Absent Multiple One
254(115) 232 102 (51) 152(63)
Smooth Start [t] Present Absent Simultaneous
368 24 209
Smooth Start F. 239 114 108
Alveolar F. Present 
391 (28)
Absent
95
Table 3.5: Counts of acoustic observations. Nas. F. = nasal friction; Nas. = nasal constric­
tion; Smooth Start [t] = smoothly starting friction of /t/; Smooth Start F.= smoothly starting 
friction of the following consonant; Simultaneous = Smooth friction of any kind is starting 
immediately after the burst; Alveolar F. = alveolar friction; In brackets: For Constriction and 
Alveolar F., numbers in brackets indicate the number of these tokens that were voiced in the 
constriction; for Burst, the numbers in brackets indicate the number of these bursts that were 
labeled as strong.
were represented by a sufficient number of tokens (we estimated that given the inde­
pendent variables, the same as in Study I, we needed at least 100 tokens per context) 
and a large number of word types. The first rows of Tables 3.6, 3.7 and 3.8 show the 
number of tokens for the different preceding and following contexts. Since our goal 
was to investigate the roles of word class and morphological structure, as in Study 
I, we selected the tokens such that one third of the words were function words, one 
third were content words whose final /t/ was only part of their stems, and one third 
were verb forms ending in the suffix /t/, indicating the second or third person singular 
of the present tense (e.g., loop-t ‘walk-s’). We aimed at reaching an equal distribu­
tion over the 20 speakers in the corpus and approximately normal distributions for 
Word Frequency and for Bigram Frequency with the following word.
The phonetic analysis was carried out manually by two experienced, trained pho­
neticians, both native speakers of Dutch. They scored the tokens for a set of sub- 
phonemic properties, based on analytic listening combined with inspection of the 
waveforms and spectrograms. This set of sub-phonemic properties is listed in Table 
3.5. In cases of disagreement, the labelers inspected the signal together to arrive at a 
consensus judgment.
Canonical /t/ is realized with a complete closure. The labelers first determined 
whether a constriction was present or not. If present, it was classified as (a) com­
plete (b) realized with friction (i.e., alveolar friction partially or completely replacing 
canonical complete closure, examples are shown in Figure 3.1), (c) with nasal fric­
tion (weak but audible, nasal friction replacing complete closure), (d) or with nasal
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Total VTV VTPhe VTPho VTFhe VTFho NTFhe NTFho
# Tokens 486 135 60 60 63 60 66 42
% Const. 80.7 91.9 75.0 81.7 85.7 76.7 69.7 66.7
% Burst 52.3 65.2 14.9 51.7 54.0 36.6 58.9 73.8
Table 3.6: Overview o f the percentages o f  tokens with those sub-phonemic properties that 
are defined fo r  the complete data set, broken down fo r  all segmental contexts in Study II. 
Const. = Constriction. The abbreviations fo r  the contexts have the structure: previous segment 
T  following segment; with T  = word-final /t/, V= vowel, N  = nasal [n], Phe= heterorganic 
plosives [p, k], Pho = homorganic plosives [d, t], Fhe= heterorganic fricatives [v, f, x, g], 
Fho = homorganic fricatives [z, s] Total= fo r  all contexts.
murmur, caused by a preceding nasal consonant (similar to the manifestation of a 
regular nasal consonant, but with a lower amplitude). In the next step, the constric­
tion was classified as voiced or unvoiced (Constriction Voicing, shown in brackets in 
Table 3.5). Voiced constrictions are characterized by periodicity of relatively strong 
amplitude that contributes to a segment being perceived as voiced, whereas unvoiced 
constrictions do not have any periodicity or only contain periodicity of rapidly de­
creasing amplitude after a voiced segment (see e.g., Figure 3.2, right panel).
Next, the burst was classified as present or absent. If present, it was specified 
whether there was one or multiple bursts (see e.g., Figure 3.1, right panel). In addi­
tion, bursts were labeled as strong or weak, where weak bursts were characterized 
by extremely short durations and with energy only in part of the spectrum. All burst 
labels were based on the bursts’ acoustic representations in the spectrograms.
We observed that acoustically reduced /t/s abruptly followed by friction are per­
ceived as strong /t/s. Therefore, the two labelers also scored each /t/ token for 
whether following friction in the signal started gradually (see e.g., Figure 3.1, right 
panel) instead of abruptly (see e.g., Figure 3.2, left panel). If the friction was part 
of the [t], information on its start was captured by the variable Smooth Start [t] and 
if it was part of the following consonant this information was captured by Smooth 
Start of Following consonant. Both types of friction were classified as simultaneous 
if they started immediately after the /t/ burst. An example of simultaneous friction 
can be seen in Figure 3.1, left panel, one of non-simultaneous friction in Figure 3.2, 
right panel.
Finally, the place of articulation of the friction was determined auditorily. The 
variable Alveolar Friction was scored as present for tokens with alveolar friction and 
as absent for tokens with friction of other places of articulation.
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Preceding Context Vowel Hom. Nasal /n/
Total # tokens 378 108
% Constriction 84.1 68.5
% Burst 48.7 64.8
% Alveolar Frict. 77.1 72.7
% Smooth Start [t] 94.7 91.1
% Smooth Start F. 54.7 97.2
% Voicing 16.7 23.1
Table 3.7: Study II: Percentage of present sub-phonemic properties in the two preceding 
segmental contexts. Hom. = homorganic with [t]. Alveolar Frict. = Alveolar Friction. Smooth 
Start F. = Smooth Start of Following consonant.
Manner Place
Following Context Vowel Cons. Plosive Fricative Hom. Het.
Total # tokens 135 351 120 231 162 189
% Constriction 91.9 76.4 78.3 75.3 75.9 76.7
% Burst 65.2 47.3 33.3 54.5 51.9 43.4
% Alveolar Frict. 88.1 67.7 36.7 82.2 NA 67.7
% Smooth Start [t] 96.6 92.7 95.4 91.9 96.5 88.6
% Smooth Start F. NA 67.3 7.5 98.6 68.5 66.3
% Voicing 27.4 14.5 17.5 13.0 10.5 18.0
Table 3.8: Study II: Percentage of present sub-phonemic properties in the different following 
segmental contexts. Cons. = consonant. Manner = Manner of articulation. Place = Place of 
Articulation. Hom. = homorganic with [t]. Het. = heterorganic with [t]. Alveolar Frict. = 
Alveolar Friction. Smooth Start F. = Smooth Start of Following consonant.
3.4.2 Results
Table 3.5 presents the counts of all acoustic observations. For each sub-phonemic 
property the columns Present and Absent show the number of tokens in which this 
property was present and absent, respectively. For those tokens that were realized 
with the sub-phonemic property, the columns on the right further specify their re­
alizations. This table shows that there is great variation on the sub-phonemic level, 
even for tokens coming from a limited number of segmental contexts. Only 11.7% 
of the tokens show canonical realizations of /t/ (i.e., a voiceless closure, one strong 
burst, produced at an alveolar place of articulation). There are nearly as many tokens 
of /t/ without bursts (232) as with bursts (254) and out of the 254 tokens with bursts 
only 152 have a single burst. Further, only 200 of the 486 tokens were realized with 
the canonical voiceless closure and in 95 tokens the place of articulation was audi­
torily assimilated to that of the following consonant. Complete absence of any /t/
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properties occurred in 8.0% of the tokens. Table 3.6 shows the number of tokens for 
the different segmental contexts and gives an overview of the percentages of tokens 
with those sub-phonemic properties that are defined for the complete data set (i.e., 
Constriction and Burst).
To investigate which variables predict the presence of each of these sub-phonemic 
acoustic properties, we built statistical models using mixed effects logistic regres­
sion with Speaker, Word and Following Word as crossed random variables. As in 
Study I, we first built control models, using the same set of independent variables, to 
which we separately added the probabilistic word predictability variables, the mor­
phological variables, the syntactic variables and the variables that capture details of 
the segmental context. All independent variables were determined as described for 
Study I. As in Study I, for this subset of the material, the logged Word Frequency 
(min = 0, max = 12.1, mean = 6.2) and Bigram Frequency (min = 0, max = 2.4, 
mean = 1.2) are correlated (r = 0.44, p  < .0001). As in Study I, we orthogonalized 
Word Frequency and Bigram Frequency by replacing Bigram Frequency with the 
residuals of the linear regression model predicting Bigram Frequency as a function 
of Word Frequency. Predictors and interactions that were not statistically signifi­
cant were removed from the models and in the following only the significant effects 
will be presented. If Word Frequency was not significant, but the residuals of Bi­
gram Frequency were, we removed Word Frequency and re-ran the model with the 
independent variable Bigram Frequency (instead of its residuals).
The morphological and syntactic variables did not show significant effects for any 
of the sub-phonemic properties, even though the data showed similar trends as in 
Study I6. Most probably the numbers of tokens (137 for the testing of morphological 
properties and 486 tokens for the testing of syntactic properties) were too small. We 
also did not find significant predictors for the presence of the sub-phonemic property 
Smooth-Start [t], which is not surprising since this property was present in more than 
90% of the tokens (see Tables 3.7 and 3.8). The results for the other sub-phonemic 
properties will be presented below. For each property, we first describe the model 
that predicts the presence versus absence of the property for the complete data set. 
Next, we present models that investigate details of the property based on the subsets 
of tokens possessing that property. In a last step, we investigate the effects of place 
and manner of articulation of neighboring consonants on the subset of /t/-tokens in 
consonantal segmental context.
6In the model for the sub-phonemic property Constriction, Morphological Status was marginally sig­
nificant (0 = -0.489741, z = -1.7611, p  < .1). However, we do not include marginally significant 
variables in the final models.
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Predictor P z-value p-value
M7: Constriction N  = 486
Intercept 1.18 3.75 <1
Bigram Frequency -0.51 -2.36 <.01
Previous Segment ‘vowel’ 0.75 2.43 <.01
Following Segment ‘vowel’ 1.45 3.43 <.0001
M8: Burst N  = 486
Intercept 0.68 1.47 <1
Word Frequency -0.08 -2.58 <.001
Residuals Bigram Frequency -0.57 -3.11 <.001
Previous Segment ‘vowel’ -1.14 -3.81 <.0001
Following Segment ‘vowel’ 1.58 4.81 <.0001
M9: Voicing N  = 486
Intercept -1.69 -5.34 <.0001
Bigram Frequency 0.47 2.56 <.01
Previous Segment ‘vowel’ -1.08 -3.37 <.0001
Following Segment ‘vowel’ 0.98 3.27 <.001
M10: Smooth Start F. N  = 349
Intercept 5.98 4.62 <.0001
Previous Segment ‘vowel’ -3.98 -3.62 <.0001
M11: Alveolar Friction N  = 102
Intercept 1.64 0.40 <.0001
Bigram Frequency -0.66 -2.16 <.01
Following Segment ‘vowel’ 2.47 3.68 <.0001
Table 3.9: Statistical summaries for Study II. For the variables Previous and Following Seg­
ment the value ‘consonant’ is on the intercept.
Constriction
The first statistical model (M7 in Table 3.9) investigated the presence of a constric­
tion. In total, 80.7% of the tokens of word-final /t/ were realized with some form 
of constriction. Bigram Frequency appeared a significant predictor: Constrictions 
are more often present in word combinations of lower frequencies. Furthermore, the 
independent variables Previous Segment and Following Segment showed significant 
effects. More constrictions are found after (84.1%) and before (91.9%) vowels than 
after nasals (68.5%) and before (76.4%) consonants. A detailed overview of the 
presence of a constriction in the different contexts is given in Tables 3.7 and 3.8.
For those tokens with a constriction (N = 392), we investigated which factors pre­
dict a complete closure. We observed that significantly more constrictions are real­
ized as complete closure if the Preceding Segment is a vowel (66.7%, 0  = -0.76, z = 
-2.40, p  < .01) than if it is a nasal (43.2%) and if the Following Segment is a vowel 
(75.8%, 0  = -0.68, z = -2.34, p  < .01) than if it is a consonant (57.3%). Separate
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analyses of tokens followed by a consonant showed an interaction between Place and 
Manner of articulation (0 = -1.47, z = -2.59, p  < .01). Constrictions are less often 
complete before homorganic fricatives (51.0%) than before heterorganic fricatives 
(70.4%, 0  = -0.48, z = 1.69, p  < .05) and frequently incomplete for heterorganic 
plosives (76.7%, 0  = -0.78, z = -1.95, p  < .05) than for homorganic plosives 
(80.0%).
Burst
In total, 52.3% of the tokens were realized with a burst, which consisted of a single 
burst in 31.3% of the tokens and of multiple bursts in 21.0%. Model M 8  in Table 
3.9 shows the predictors for the presence of a burst. As for the constriction, Bigram 
Frequency is a significant predictor: Bursts are less probable in word combinations 
of a higher frequency. Also significant was the frequency of the word: Bursts are 
less probable in words of a higher frequency. Finally, segmental context showed 
a significant effect: Bursts occur more often after nasals (64.8%) than after vowels 
(48.7%), and before vowels (65.2%) than before consonants (33.3% before fricatives 
and 54.5% before plosives). Tables 3.7 and 3.8 show a summary for the different 
contexts. We based another model on the subset of tokens that were realized with 
a burst in order to investigate the predictors for bursts being realized with a single 
versus with a multiple burst, but we did not find any significant predictors.
We then investigated effects of place and manner of articulation of the surrounding 
consonants for [t]s followed by a consonant (N = 166). We only found significant 
effects for the presence of one versus multiple bursts: There was an interaction of 
Manner and Place of articulation (0 = -3.67, z = -3.60, p  < .0001). Multiple 
bursts are more likely than single burst if word-final /t/ is followed by a homorganic 
(52.8% multiple burst) than by a heterorganic fricative (24.6%), but less likely if /t/ 
is followed by a homorganic (29.2%) than by a heterorganic plosive (77.8%)7.
Voicing
Model M9 investigated which variables predict closure voicing of the word-final /t/. 
It shows that [t] closure is significantly more often voiced after a nasal (23.1%) than 
after a vowel (16.7%), and significantly more often before a vowel (27.4%) than be­
fore a consonant (17.5% before plosives and 13.0% before fricatives). Moreover, 
voiced realizations are more likely in word combinations of higher frequencies (con­
sistent with the increased likelihood of the burst being absent).
Since voicing may result from regressive voice assimilation with the following 
voiced plosive (e.g., Booij, 1995), we carried out a separate analysis of those tokens
7 These results do not include the prior-probability of there not being a burst present before a plosive.
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followed by a plosive (N = 120). We observed that /t/ is indeed significantly (0 =
1.95, z = 3.00, p  < .0001) more often realized with periodicity in the closure before 
voiced plosives (24.2%) than before unvoiced plosives (8.0%).
Smooth start of friction
For tokens followed by an obstruent (N  = 349), we investigated the start of the 
friction of that obstruent. Model M10 in Table 3.9 shows that this friction is less 
likely to start smoothly if the /t/ follows a vowel (54.7%, cf. Table 3.7) than if it 
follows a nasal (97.2%). Since an abrupt start results in a perceptually strong /t/, 
we conclude that, as for the other sub-phonemic properties, less reduced realiza­
tions of /t/ are more likely after vowels than after consonants. Separate analyses 
showed that a smooth start of the friction of the following consonant is significantly 
(0 = -17.71, z = -3.58, p  < .0001) less likely before plosives (7.5%) than before 
fricatives (98.6%).
Alveolar friction
In order to investigate the predictors for the presence of Alveolar Friction (model 
M11 in Table 3.9), we excluded tokens of /t/ followed by /s / ,  /z / ,  / t /  and /d / ,  
since friction in these tokens is always alveolar. In total, 76.2% of the remaining 
tokens of word-final /t/ were produced with alveolar friction. Our analysis showed 
that, similar to the other sub-phonemic properties, alveolar friction occurs more often 
if the word-final /t/ is followed by a vowel (88.1%, 0  = 1.73, z = 2.57, p  < .01) than 
if it is followed by a consonant (67.7%, cf. Table 3.8) and if the /t/ is part of bigrams 
of lower frequencies.
3.4.3 Discussion
Study II was based on 486 tokens of word-final /t/ that were manually annotated 
for a set of sub-phonemic phonetic properties. The tokens showed a wide variety 
of realizations. Only 11.7% of the tokens were realized canonically and 8.0% of 
the tokens were completely absent. The bigram frequency with the following word 
proved to be a significant predictor. Constrictions, bursts and alveolar friction are 
more likely to be absent in word combinations of higher frequencies, while voicing 
is more likely in word combinations of higher frequencies. These results give further 
evidence that gestural overlap, strong co-articulation and processes of lenition are 
more pervasive in highly predictable contexts. Our results, therefore, support the 
generalization that words in more frequent contexts tend to be more reduced (e.g., 
Bell et al., 2009; Jurafsky et al., 2001; Torreira and Ernestus, 2009).
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For most sub-phonemic properties, we observed that /t/ is reduced more in con­
sonantal than in vocalic context: /t/ is less often realized with a constriction, with a 
burst and with alveolar friction before a consonant than before a vowel. Moreover, 
the friction of the obstruent following /t/ is more likely to start abruptly if /t/ is pre­
ceded by a vowel than a nasal. In contrast to this tendency, bursts are more often 
present after nasals than after vowels. One explanation could be that an /nt/ cluster 
implies a long oral closure during which air pressure is built up in the vocal tract, 
while there is some nasal friction due to air escaping through a small velar opening. 
The release of this closure results in a strong burst.
Detailed analyses of the constriction showed that fewer constrictions were com­
plete after /n/ and before consonants. This result is not surprising, since constrictions 
with nasality and friction originate from co-articulation with neighboring nasals and 
obstruents. Separate analyses of tokens followed by a consonant showed that con­
strictions are less likely to be complete before a homorganic than before a heteror- 
ganic fricative.
Detailed analysis of the burst showed that multiple bursts are more likely if word- 
final /t/ is followed by a homorganic than by a heterorganic fricative. This may 
indicate that multiple bursts are caused by the Bernoulli effect: Since the release of 
the closure is slow before homorganic fricatives, whose articulatory targets are only 
slightly removed from the target for the /t/, the tongue tip may be ‘sucked back’ 
against the alveolar ridge due to underpressure caused by the fast airstream through 
the small constriction. Before heterorganic fricatives, in contrast, the opening at 
the alveolar ridge can be expected to be faster and therefore multiple burst are less 
probable to occur.
Finally, we have observed that 18.1% of all tokens of word-final /t/ were realized 
with periodicity in the closure. Our analysis showed that /t/ closures are voiced more 
often after nasals than after vowels. Since a nasal already is a voiced closure it is 
likely that also the subsequent /t/ is realized with periodicity in the closure, com­
pared to /t/-closures that are realized after a vowel. Furthermore, the data showed 
that /t/ closures are voiced more often before vowels than before consonants. Sepa­
rate analyses of those tokens followed by a plosive showed that /t/ closures are less 
often realized as voiced before phonologically unvoiced plosives than before phono­
logically voiced plosives.
3.5 General discussion and concluding remarks
In this chapter, we investigated the role of linguistic and probabilistic properties 
of the words in the reduction of word-final /t/ on the basis of a Dutch corpus of 
spontaneous dialogues. Study I was based on automatically generated broad phonetic
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transcriptions of 6747 tokens, which allowed us to investigate the acoustic absence 
versus presence of /t/. Study II was based on a manual annotation of a number of 
sub-phonemic properties for a small subset of the tokens used in Study I (486), which 
allowed us to investigate acoustic reduction in a more gradual way than in Study I.
Study I documented a role of morphology in the absence versus presence of [t]. 
The first piece of evidence comes from minimal word pairs of which one member 
is a verb form such as vind-t ‘[he] finds’, where /t/ marks the second or third person 
singular present tense, and one member ends in /t/ that is only part of the stem (e.g., 
vind ‘[I] find’). Such minimal word pairs show that /t/ tends to be less often absent 
if it functions as a grammatical morpheme than if it does not. Second, the role of 
morphology appears from the effect of the frequency of a morphologically complex 
word relative to the frequency of its stem (e.g., the frequency of loopt relative to the 
frequency of loop). We found that ‘morphological’ /t/ is more likely to be present 
the higher the frequency of the word relative to the frequency of its stem. Since in 
Dutch the stem (i.e., loop for the earlier example) corresponds to the verb form in 
first person singular present tense, our results also mean that /t/ is more likely to be 
present the higher the frequency of a verb in third or second person singular relative 
to the verb in first person singular present tense. Our findings, therefore, support 
the Paradigmatic Signal Enhancement Hypothesis (Kuperman et al., 2007), which 
states that the most likely alternative in a paradigm is realized with greater acoustic 
salience. These results are contrary to what Hay (2003) found for English adverbs. 
Our explanation for these opposite observations is that whereas adverbs always end 
in the suffix +ly, the speakers of our Dutch material had to choose between several 
forms of the inflectional paradigm (suffixes +0, +t, or +en). The morphological /t/ in 
our data may therefore also carry more information than the /t/ in the study by Hay
(2003).
Study I also documented a role of syntax in the absence versus presence of [t]. 
Word-final /t/ is less likely to be acoustically absent if the target word is situated at the 
end of a long syntactic constituent than at the end of a short constituent. This finding 
probably results from prosodic final lengthening since stronger prosodic boundaries 
are more likely after longer syntactic constituents. Unfortunately, the ECSD does not 
(yet) come with prosodic annotation and further analysis is therefore left for future 
research.
Both Study I on the absence versus presence of word-final [t] and Study II on 
the acoustic sub-phonemic properties of /t/ showed that /t/ tends to be more reduced 
in word combinations of higher frequencies, that is, to be absent more often and 
to be realized without complete constrictions, without strong bursts and to be more 
often voiced. These results are in line with earlier findings on effects of contex­
tual predictability (e.g., Bell et al., 2009; Jurafsky et al., 2001; Pluymaekers et al.,
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2005a; Torreira and Ernestus, 2009) and support the general assumption that highly 
predictable words tend to be more reduced.
Also phonetic context played a role at both the phonemic and the sub-phonemic 
level: /t/ is more likely to be acoustically absent, and so are its sub-phonemic proper­
ties, if the /t/ is preceded or followed by phonological consonants than by phonolog­
ical vowels. These observations are in line with previous reports by Ernestus (2000) 
on casual Dutch and by Mitterer and Ernestus (2006) on read Dutch.
Theoretically, the absence of /t/ can result from its absence in the selected pronun­
ciation variants in the mental lexicon, from categorical phonological deletion rules 
or from gradient phonetic reduction processes. Our data suggests that the acoustic 
absence of /t/ is the natural endpoint of gradient reduction, since both the absence 
versus presence of /t/ and of its detailed acoustic properties are predicted by the 
same phonetic and probabilistic predictors. The absence of word-final /t/ in Dutch 
thus seems to result from similar mechanisms as for instance the absence of schwa 
in English (Davidson, 2006).
When listening to the data, we had the impression that in a sequence of /t/ + non- 
homorganic fricative (e.g., /tf/), the /t/ was clearly perceptible as /t/, even though 
its realization was silence followed by an abrupt rise in amplitude at the start of 
frication, presumably due to the abrupt release of the closure overlapping with the 
non-homorganic fricative articulation. This impression was supported by system­
atic analyses (cf. Chapter 4). This suggests that future studies on reduction in ca­
sual speech not only have to consider sub-phonemic properties of the segment itself 
but also of the surrounding segments, especially since listeners have been shown to 
use these properties when listening to carefully pronounced speech. For instance, 
Heinrich and Hawkins (2009) cross-spliced minimal word pairs such as millor ver­
sus mirror into a sentence that either matched or did not match the original word. 
The matched condition provided better intelligibility for /r/ words for young and 
elderly listeners in adverse noise conditions than the non-matched condition. This 
indicates that listeners may rely on sub-phonemic properties that occur several seg­
ments away from the relevant segment. These findings show the necessity to take the 
sub-phonemic properties of the neighboring segments into account in the analysis of 
reduction and in the development of models of speech production and perception.
Study II is just a first step in the investigation of which probabilistic and linguistic 
properties condition sub-phonemic properties. In order to extend this study to /t/ 
in word-initial and word-medial position and to other segments, large amounts of 
annotated data are required. Manual transcriptions of such properties are extremely 
time consuming and error prone. Preferably, these transcriptions are generated by 
means of automatic procedures. On the basis of the results presented in Study II, it 
seems feasible to develop a two-stage transcription procedure for the annotation of
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/t/. In the first stage a broad phonetic transcription, like the one used in Study I, is 
created, which shows the speech intervals that could contain /t/. In the subsequent 
stage, classifiers trained on a small amount of manually labeled data could be applied 
to provide a full description of the sub-phonemic properties. This procedure may also 
make automatic transcription tools more sensitive to reduced variants of /t/ that are 
still well perceivable for human listeners (see Chapter 4).
Similarly, our findings may inform work on psycholinguistic models of speech 
production and perception. Production models have to incorporate the types of (sub- 
phonemic) reduction that we documented above and to explain why these reduced 
forms are favored by bigram frequency, several segmental contexts, and above all, 
several morphological and syntactic structures. Research in the comprehension do­
main has to show how listeners recognize reduced variants. Mitterer et al. (2008) 
showed that the perception of several types of reduced /t/ may involve perceptual 
mechanisms, learning and lexical knowledge. Detailed studies have to show whether 
the contribution of these processes are different for the different variants and whether 
they are influenced by the likelihood of reduction given the linguistic and probabilis­
tic properties documented in this chapter.
In conclusion, this chapter presented an analysis of the conditions favoring the 
reduction of word-final /t/, based on a corpus of conversational Standard Dutch. We 
showed that syntactic and morphological structure predict the acoustic presence ver­
sus absence of word-final /t/ and that bigram frequency and segmental context affect 
both the presence of /t/ and the presence of its sub-phonemic properties.
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Predicting human perception and ASR classification 
of word-final /t/ by its acoustic sub-segmental properties
Chapter 4
This chapter has been reformatted from: 
Barbara Schuppler, Mirjam Ernestus, Wim van Dommelen and Jacques Koreman (2010). 
Predicting human perception and ASR classification o f word-final /l/  by its acoustic 
sub-segmental properties. Proceedings o f  Interspeech, pages 2466-2469.
This chapter presents a study on the acoustic sub-segmental properties of word-final 
/t/ in conversational standard Dutch and how these properties contribute to whether 
humans and an ASR system classify the /t/ as acoustically present or absent. In 
general, humans and the ASR system use the same cues (presence of a constriction, 
a burst, and alveolar friction), but the ASR system is also less sensitive to fine cues 
(weak bursts, smoothly starting friction) than human listeners and misled by the 
presence of glottal vibration. These data inform the further development of models 
of human and automatic speech processing.
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4.1 Introduction
In conversational speech words are often realized in a reduced way compared to their 
citation forms. For instance, in conversational Dutch, 35 % of the word-final [t]s are 
absent: A word like niet ‘not’ may be realized as [ni] (Schuppler et al., 2009a). 
Reduction may also imply that segments are produced in overlap with surrounding 
segments, resulting in variation at the sub-segmental level. In the previous chapter, 
we documented what kind of variation occurs at the sub-segmental level for word- 
final /t/. Importantly, we have shown that in a corpus of conversational Dutch only
11.7% of /t/s were realized canonically, while complete absence of all sub-segmental 
properties for /t/ was observed in only 8.0% of the cases. Thus, 80.3% of the /t/s had 
part of the sub-segmental properties missing. Listeners are used to deal with gradient 
reduction in every day conversations. For instance, Janse et al. (2007) showed that 
listeners are capable of distinguishing fully released, unreleased and deleted [t]s. The 
first aim of the present chapter is to investigate on the basis of which sub-segmental 
properties listeners classify word-final /t/ as acoustically present.
These data will inform psycholinguistic models of speech comprehension that aim 
to account for pronunciation variation, including variation from reduction. Scharen­
borg and Boves (2002) showed that the performance of existing psycholinguistic 
models of speech perception (e.g., Norris, 1994) is improved by the incorporation 
of information about pronunciation variation at the segmental level in the models’ 
lexicons. She also showed that performance is improved by the incorporation of du­
rational information (Scharenborg, 2009). However, to our knowledge, no model has 
yet explicitly taken into account variation at the sub-segmental level8.
Similarly, automatic speech recognition (ASR) systems have been improved for 
spontaneous speech by the incorporation of pronunciation variation at the segmental 
level (e.g., Van Bael, 2007, see also Chapter 2). There is work on ASR systems that 
are based on phonetic features in order to capture co-articulation effects (e.g., Kirch- 
hoff et al., 2002, Scharenborg et al., 2007, Wester et al., 2001), but these systems 
are progressing slowly. One might also think of ASR systems that make use of sub- 
segmental information in addition to segmental information, similar to what humans 
seem to do. The second aim of the present chapter is to investigate on the basis of 
which sub-segmental properties current ASR systems that operate on the segmental 
level (fail to) classify word-final /t/ as acoustically present or absent. Comparisons 
of these cues with those used by human listeners may show us how to improve ASR 
systems.
8It might be argued that episodic models do take sub-segmental properties into account, but then again 
without making these explicit.
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The remainder of this chapter is organized as follows. Section 4.2 describes the 
corpus material and the three types of annotations that we made (automatic phonetic 
transcriptions, perceptual classification and manual annotation of sub-segmental prop­
erties). Section 4.3 analyzes which sub-segmental properties predict the perceptual 
presence of word-final /t/ for human listeners. In Section 4.4, we first analyze which 
sub-segmental properties condition the ASR classification of the word-final /t/s as 
present versus absent and secondly compare the results with those from human per­
ception. On the basis of this comparison, we provide suggestions how to improve 
automatic transcription systems. The chapter ends with a summary of the findings.
4.2 Material and method
4.2.1 Corpus data
The present study is based on the ten spontaneous dialogues of the E rnestus C o r ­
pus of S pontaneous D utch  (Ernestus, 2000), which together contain 153,200 word 
tokens and 9,035 word types produced in 15 hours of speech. Characteristic for this 
corpus is that the 20 speakers form a homogeneous group with respect to their ge­
ographical and social background. Since the speakers were friends speaking about 
everyday issues, the atmosphere during the conversations was relaxed, resulting in a 
casual, chatty speech style.
From this corpus, we extracted 486 word tokens (mono and multi-syllabic) repre­
senting 141 word types ending in [t] in their citation form. Since final devoicing is a 
characteristic of Dutch, this set of words contains both words that orthographically 
end in -d and -t. The tokens were taken from a limited number of segmental contexts: 
The /t/ was preceded by a vowel or by /n/ (which has the same place of articulation as 
the /t/) and followed by a word starting with either a vowel, a fricative, or a plosive. 
Further, it contained equal numbers of tokens from the speakers and both function 
and content words.
4.2.2 Annotations 
Automatic phonetic transcriptions
We automatically created a phonemic transcription for the E rnestus C orpus  of S pon ­
taneous D utch  by means of a forced alignment using the toolkit HTK (Young et al., 
2002). Input for the forced alignment are the speech files, the orthographic transcrip­
tions, a pronunciation lexicon linking the orthographic transcriptions with phonemic 
representations, and acoustic phone models.
The lexicon contains for each word its canonical representation and several pro­
nunciation variants, which were generated by means of 32 reduction rules applied to
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Property Details
Constriction Present 
392 (77)
Absent
94
Burst Present Absent Multiple One
254(115) 232 102(51) 152(63)
Start fri. Smooth Abrupt Simultan.
239 114 108
Alv.fri. Present 
391(28)
Absent
95
Table 4.1: Counts of acoustic observations. Start fri. = smoothly versus abruptly starting 
friction of the following segment; Simultan. = Friction is starting simultaneously with the 
burst. Alv.fri. = alveolar friction; In parentheses: voiced cases for "Constriction Present” and 
"Alv.fri. Present"; weak cases for "Burst Present", as opposed to strong bursts.
the canonical pronunciation (see Section 2.3.3). These rules include one that deletes 
[t] in word final position, independently of any other criteria and one that creates 
variants where the word-final /t/ was realized voiced. The lexicon contains on aver­
age 27.06 pronunciations per word type.
The ASR system looks up each word from the orthographic transcription in the 
lexicon, and chooses the pronunciation variant that matches best with the speech 
signal, given the acoustic models. The acoustic models were 37 32-Gaussian tri­
state monophone acoustic models (Hamalainen et al., 2009) that had been trained on 
read speech from the Dutch library for the blind (Oostdijk et al., 2002). The models 
were trained at a frame shift of 5 ms, instead of the default of 10 ms, in order to 
transcribe short segments more accurately.
Human perception: Auditory classification
Two phoneticians, both native speakers of Dutch, listened closely to all 486 se­
lected word tokens in their context taking into account variably long stretches of 
speech. They classified the word-final /t/ by consensus as either acoustically strong, 
weak, assimilated, or absent. This classification appeared to be a difficult task, be­
cause stretches of truly conversational speech are often not literally understandable. 
Moreover, the recordings contained background noises and the distance between the 
speaker and the microphone sometimes varied strongly. Finally, some word tokens 
were produced at very high speech rates.
The two phoneticians classified 57.8% of the tokens as perceptually ‘strong’, 
13.4% as perceptually ‘weak’, 7.0% as ‘assimilated’, and 21.8% as ‘absent’ (cf. 
Table 4.3).
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Figure 4.1: Waveform and spectrogram of /ntz/ in [ hAnt s2u]. The multiple weak bursts are 
indicated by arrows.
Annotation of sub-segmental properties
For each token, the same two phoneticians annotated the following sub-segmental 
properties of the [t] by consensus. First, they characterized a constriction as voiced, 
unvoiced, or absent. On the basis of the spectrograms, they annotated bursts as ab­
sent, as consisting of a single burst, or of multiple bursts. Present bursts were addi­
tionally specified as either strong or weak, with weak bursts having extremely short 
durations and energy only in part of the spectrum. For /t/s followed by an alveolar 
consonant, the friction was annotated as smooth if it showed gradually increasing 
amplitude, otherwise it was annotated as abrupt. We indicated whether this friction 
started simultaneously with the /t/ burst or not. Finally, for those tokens that were not 
followed by an alveolar obstruent (i.e., tokens that were not followed by /s/, /z/, /d/ 
or /t/), the phoneticians judged by ear whether alveolar friction was present. Figure
4.1 shows an example for a /t/ in [han t sau] (’hand would’). The realization of 
the word-final /t/ was annotated as having a constriction, multiple weak bursts and a 
simultaneous smooth start of voiceless alveolar friction with the burst.
Part of the tokens (130 tokens) were annotated for an earlier study Schuppler et al. 
(2009a). Table 4.1 shows how often each of the sub-segmental properties occur in 
our material.
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4.3 Human classification
The following analysis was motivated by two questions: (1) Which are the sub- 
segmental properties that predict the perceptual presence of /t/ for humans? (2) 
Which are the sub-segmental properties that distinguish between weak perceptual 
presence and complete absence?
4.3.1 Properties predicting presence
All statistical models in this chapter are mixed-effects logistic regressions with a 
binomial logit link function and contrast coding (Jaeger, 2008). For answering the 
first question, we built models predicting the perceptual presence of word-final [t], 
for which we merged /t/s classified as ‘strong’, ‘assimilated’ and ‘weak’. Speaker 
(p < .01) was the only significant random variable. The speakers varied in the 
percentage of perceptually absent /t/s between 6.7% and 42.9%. The independent 
variables were Constriction and Voicing (of the constriction), both with the val­
ues ‘present’ and ‘absent’, and Burst with the values ‘absent’, ‘one’ and ‘multiple’. 
These sub-segmental properties have values for the complete data set. The other 
sub-segmental properties shown in Table 4.1 are included in models on subsets of 
the data. Predictors and interactions that did not show statistically significant effects 
were removed from the models.
As expected, both the presence of a constriction (3 = 2.97, z = 3.37, p  < .0001) 
and the presence of multiple bursts (3 = 1.57, z = 3.66, p  < .0001) or one single burst 
(¡3 = 1.62, z = 3.37, p  < .0001) predict the perceptual presence of /t/s. There was no 
statistically significant difference between stops with single and multiple bursts. A 
constriction was present in 93.1% of the /t/s classified as present and in 35.8% of the 
/t/s classified as absent. A burst was present in 62.6% of the /t/s classified as present 
and in 15.9% of the /t/s classified as absent.
We carried out further analyses on those 384 tokens that were not followed by a 
homorganic fricative in order to investigate the role of Alveolar-Friction. All sig­
nificant predictors of this model (Ml) are shown in Table 4.2. In addition to the 
significant factors from the previous model, this model shows that Alveolar-Friction 
is a significant predictor for the perceptual presence of /t/s. Alveolar friction was 
present in 85.4% of the /t/s classified as present and in 34.2% of the /t/s classified as 
absent.
Next we built a model for those tokens that were followed by an obstruent and we 
saw that whether the following friction started smoothly or abruptly did not signifi­
cantly predict the perceptual presence of /t/.
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Predictor P z-value p-value
M1: Perception: present N  = 384
Intercept -1.80 -5.18 <.0001
Burst: one 1.12 2.14 <.01
Burst: multiple 1.18 1.97 <.01
Constriction: yes 2.64 7.02 <.0001
Alveolar Friction: yes 1.45 4.01 <.0001
M2: Perception: weak N  = 149
Intercept -2.39 -5.19 <.0001
Constriction: yes 2.10 4.99 <.0001
Alveolar Friction: yes 0.99 2.44 <.01
M3: ASR N  = 486
Intercept -1.11 -4.12 <.0001
Burst: one 0.99 3.34 <.0001
Burst: multiple 0.99 2.97 <.001
Constriction: yes 2.16 7.11 <.0001
Voicing: true -0.89 -3.14 <.001
Table 4.2: Statistical summaries. For the variable Burst the value ‘none’ is on the intercept.
4.3.2 Properties of weak realizations
In order to answer the second research question concerning which variables predict 
acoustically ‘weak’ versus ‘absent’ /t/s, we built a model for the tokens that were 
classified as such (N = 171). We included the same independent variables and 
random factor in the model as we did for the first model. The resulting model only 
shows a significant main effect for the presence of a constriction (3 = 3.23, z = 
4.91, p  < .0001). A constriction was present in 83.7% of the /t/s that were classified 
as perceptually weak and in 35.8% of the /t/s that were classified as absent.
We then focussed on those tokens that are followed by an obstruent, for which 
we have values on whether the friction started smoothly or abruptly (N = 149). We 
observed again that a perceptual weak presence is predicted by the presence of a 
constriction (3 = 2.10, z = 4.99, p  < .0001). In addition, [t]s are more likely to be 
classified as ‘weakly’ present if the friction starts abruptly (3 = 0.99, z = 2.44, p  < 
.01) rather than smoothly. This model (M2) is shown in Table 4.2.
4.4 ASR classification
We analyzed which sub-segmental properties, as scored by the two phoneticians, 
predict the ASR classification of the word-final /t/s as present versus absent in the 
acoustic signal. Table 4.2 shows all significant predictors of this model (M3). The
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%Total
Forced Alignment
‘present’ ‘absent’ Agreement
%Total - 68.3% 31.7% -
Perception
‘strong’ 57.8% 242 39 86.1%
‘weak’ 13.4% 43 22 66.2%
‘assim.’ 7.0% 25 9 73.5%
‘absent’ 21.8% 22 84 79.3 %
Table 4.3: Perceptual classification vs. automatic annotation with forced alignment. ‘assim.’ 
= assimilation; %Total: Percentage of all tokens that were classified as the given category.
presence of a constriction and of multiple bursts or one single burst favor a /t/ to be 
labeled as present. A constriction was present in 92.2% of the /t/s classified as present 
and in 55.8% of the /t/s classified as absent. Similarly, a burst was present in 63.8% of 
the /t/s classified as present and in 29.2% of the /t/s classified as absent. Furthermore, 
Voicing appeared to be a significant predictor for the automatic classification: A 
voiced [t] was more often classified as absent (40.3%) than a voiceless [t] (17.5%).
Next, we built a model for those tokens that were not followed by a fricative 
homorganic with the /t/. The variables from the previous model were again signif­
icant. Moreover, we observed that significantly more /t/s were labeled as present 
if Alveolar-Friction was present (3 = 1.33, z = 4.05, p  < .0001). Alveolar frication 
was present in 81.3% of the /t/s classified as present and in 34.7% of the /t/s classified 
as absent.
Separate analyses of those tokens that were followed by an obstruent showed that 
whether the following friction starts smoothly or abruptly did not predict the pres­
ence of /t/. Finally, we investigated whether strong and weak bursts differ in how 
much they cue the presence of /t/ in all those tokens that were realized with a burst. 
We observed that less often /t/ was transcribed as present (3 = -1.02, z = -2.70, p  < 
.001) if the burst was weak (75.6%) than if it was strong (87.8%).
4.4.1 ASR classification versus human classification
We compared the human classification of the word-final /t/s with the automatically 
generated transcription (Table 4.3). The agreement for the tokens that were clas­
sified as perceptually strong was 86.1% and for the tokens that were classified as 
perceptually absent 79.3%. The agreement for the perceptually more difficult tokens 
was lower: 66.2% of the perceptually weak and 73.5% of the assimilated word-final 
/t/s were labeled as present by the ASR system. These numbers suggest that the 
overall agreement between the human and ASR classification is similar to the agree­
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ment among human transcribers, for example 78.8% for segmental transcriptions of 
spontaneous speech reported by Kipp et al. (1997). High deviations between hu­
man transcribers result from the difficulty of transcribing spontaneous speech, where 
transcribers tend to be guided by their expectations.
Whereas the phoneticians classified only 21.8% of all /t/s as absent, the ASR tool 
classified 31.7% of /t/s as absent. This may not come as a surprise, since the acoustic 
phone models were trained on read speech, where a more canonical realization of 
/t/ is more likely than in conversational speech. Moreover, the acoustic models were 
trained at a frame shift of 5 ms and they consist of three emitting states. Hence, 
segments have a minimum length of 15 ms. In reality, [t]s may be shorter than 
that. Very short segments can be detected in the forced alignment, but at the cost of 
somewhat inaccurate segment boundary placement.
Another possible explanation for the discrepancy is that certain sub-segmental 
properties that are used by human listeners may be ignored by the ASR system. 
Whereas the presence of a constriction, a burst, and of alveolar friction were sig­
nificant predictors for both, the MFCC parameters used by the ASR system make it 
difficult to discover whether the friction of the following segment starts smoothly or 
abruptly, even with the presence of delta and delta-delta coefficients. Furthermore, 
the ASR system annotates fewer [t]s as present if the burst is weak than if it is strong. 
Humans, in contrast, detect [t]s independently of the type of burst. Finally, there is 
a cue that is potentially misleading for the ASR system: Voiced realizations of /t/ 
are more likely to be annotated as absent than unvoiced ones. One might explain 
this result by arguing that the acoustic model for /t/ was trained on mainly voiceless 
realizations of /t/ because the training material was read speech, where canonical 
pronunciations are more frequent. However, since our set of pronunciation variants 
offered the ASR system the option to annotate voiced realizations as /d/, we draw the 
conclusion that voicing indeed is a misleading cue for the ASR system.
4.5 Summary and conclusions
The aim of the present study was two-fold. The first aim was to investigate which 
of the sub-segmental properties of /t/ predict its perceptual presence for human lis­
teners. We saw that the two phoneticians more often classify a /t/ as acoustically 
present if it contains a constriction, a burst, alveolar friction and if the friction of the 
following consonant starts abruptly. In the future, we hope to perform a similar study 
with naive listeners. These findings inform models of speech comprehension, which 
have to take sub-segmental variation into account in order to explain the processing 
of every day speech.
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Secondly, we investigated which sub-segmental properties an ASR systems relies 
on and we compared the results with those from human listeners. Both are sensitive 
to the presence of a constriction, a burst and alveolar friction. However, there is a 
misleading cue for the ASR system, namely voicing, and the system is less sensitive 
to fine cues (i.e., weak bursts, smoothly starting friction) than the human ear. These 
results suggest that automatic transcription tools can achieve better performances if 
they first identify the intervals where [t] may be present (given the canonical seg­
mental representation of a word) and then apply detailed analysis and classification 
techniques informed by knowledge about how human perception is based on sub- 
segmental properties.
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The challenge o f  manner classification in spontaneous speech. Submitted.
This chapter investigates two issues relevant to Acoustic-phonetic feature (APF) 
classification in spontaneous speech: (1) the type of acoustic parameters and (2) 
the annotations of the training and test material. In the first place, this study inves­
tigates different acoustic parameters for the task of manner-classification both on 
spontaneous and on read speech as reference. Support vector machine (SVM) clas­
sification experiments on read speech (TIMIT) and on spontaneous speech (Switch­
board) show that classification is improved by combining acoustic parameters with a 
high temporal and a high frequency resolution. Subsequently, the impact of the con­
ventional approach of training and testing classifiers with APF labels obtained by 
canonical mapping from phone labels to APF labels was investigated. For this pur­
pose, classifiers were tested on the subset of the Switchboard corpus for which man­
ual APF transcriptions are available. Since manually labeled material is not available 
in sufficient quantities for training classifiers, a data selection approach was used to 
train the classifiers. On our spontaneous material, data selection did not improve the 
classification accuracy as much as expected from studies on read speech. In general, 
the comparison of our results on read and spontaneous speech made clear that meth­
ods working well on read speech do not reach similar performance on spontaneous 
speech. Our experiments suggest that one of the reasons for this observation is that 
the canonical mapping from phone labels to APF labels introduces more labeling 
errors for spontaneous speech, because of the higher pronunciation variability than 
in read speech. This may severely confound the training data of the classifier. For 
further improvement of APF classification of spontaneous speech, more reliable data 
annotated on the APF level is necessary.
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5.1 Introduction
Speech science and technology rely on the assumption that speech utterances can 
be described as a sequence of words and that words are composed of a sequence of 
phones, also known as the ‘beads on a string’ model of speech (Ostendorf, 1999). 
This model works fairly satisfactorily for carefully produced speech in some specific 
tasks, but it runs into problems with spontaneous speech, mainly due to the high pro­
nunciation variability (Saraglar et al., 2000). Phone-based modeling of pronunciation 
variation is not able to capture the overlapping, asynchronous gestures of the articu­
lators. Therefore, there is an interest in acoustic-phonetic features (APFs), that is, the 
acoustic correlates of articulatory gestures, as atomic descriptive units (e.g., Bitar 
and Espy-Wilson, 1996; Hasegawa-Johnson et al., 2005; Juneja, 2004; Juneja and 
Espy-Wilson, 2008; King and Taylor, 2000; Kirchhoff, 1999). APFs that can change 
asynchronously seem to offer a natural way for representing (semi-)continuous ar­
ticulatory gestures and the ensuing acoustic characteristics of speech signals. This 
claim was investigated by Frankel et al. (2007b), who estimated the degree of asyn- 
chrony in APF changes in speech by counting the number of different APF combina­
tions in a part of the TIMIT corpus (Garofolo, 1988). When the APFs were allowed 
to change asynchronously, there were 351 combinations, almost six times as many 
as the number obtained from the 62 transcription symbols used in TIMIT.
APF representations have been used for speech recognition in adverse conditions 
(e.g., Kirchhoff, 1999; Kirchhoff et al., 2002; Schutte and Glass, 2005), to build 
language-independent phone recognizers (Lin et al., 2009; Siniscalchi et al., 2008), 
in the area of visual automatic speech recognition (Saenko et al., 2005), and in com­
putational models of human spoken-word recognition (Scharenborg, 2010). In our 
own work, we intend to use APF classification for automatically transcribing speech 
utterances on the APF level. These transcriptions shall be suitable for investigating 
pronunciation errors by second language learners (following e.g., Tepperman and 
Narayanan, 2008; Yoon et al., 2010) and for the automatic analysis of fine-phonetic 
detail in spontaneous speech (Schuppler et al., 2009a, 2010).
The most popular corpus for research into APF classification is beyond doubt 
TIMIT (Garofolo, 1988), a corpus of read American English, (e.g., Pernkopf et al., 
2009; Pruthi and Espy-Wilson, 2004; Siniscalchi et al., 2007). The main reasons 
for using TIMIT are the high quality of the phonetic transcriptions (manually cre­
ated) and the large set of phonetic labels. No corpus of comparable size, whether 
(American) English or any other language, comes with equally accurate and detailed 
phonetic transcriptions9. Hardly any work on APF classification has been done on
9To give just one example, neither the Buckeye Corpus (Pitt et al., 2005) nor phonetically transcribed 
part of the Switchboard corpus (Godfrey et al., 1992) have a separate labeling of closures and releases 
of plosives as in TIMIT.
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spontaneous speech, even though the main reason for using APFs instead of phones 
is that this representation has more potential to capture pronunciation variability. To 
our knowledge, only the work done during the 2004 Johns Hopkins Summer Work­
shop (Frankel et al., 2007a; Hasegawa-Johnson et al., 2005; Livescu et al., 2007) and 
Pruthi and Espy-Wilson (2007) used Switchboard for APF classification.
As to research based on TIMIT, two quite different lines can be distinguished: In 
one line of research, exemplified by Frankel et al. (2007b), King and Taylor (2000), 
and Scharenborg et al. (2007), attempts are made to cover a full set of features with 
a single multi-value classifier. In the other line, exemplified by Niyogi et al. (1999), 
Pruthi and Espy-Wilson (2007), and Schutte and Glass (2005), researchers focus on 
the detection of a single feature of special interest. Previous research in the sec­
ond line concentrated on finding an optimal set of acoustic parameters for building 
a detector for one specific manner feature, for instance, for the detection of vowel 
nasalization (e.g., Pruthi and Espy-Wilson, 2007), of nasal manner (e.g., Chen, 2000; 
Pruthi and Espy-Wilson, 2004), and for the detection of stops (e.g., Abdelatti Ali 
et al., 2001; Niyogi et al., 1999). Independently optimized binary classifiers tend to 
end up using highly specific parameters and perhaps also different decision mecha­
nisms. In addition, it is not obvious how individually trained classifiers can be made 
to adhere to the same definition of posterior probability. Hence, it is difficult -  if 
not impossible -  to combine these into a single multi-value classifier to create one 
continuous APF transcription of spoken utterances. Consequently, there is a need for 
a comprehensive multi-value classifier for all manner features that yields the same 
overall accuracy as a set of individual classifiers. One challenge with using a single 
classifier for all manner features is that for the accurate classification of some fea­
tures high frequency resolution is necessary (e.g., glides), whereas for others a high 
temporal resolution is needed (e.g., the detection of bursts). We investigate whether 
the use of a combination of MFCCs calculated for both short and long windows 
serves this purpose (see Section 5.2.1).
For building APF classifiers, different statistical classifiers have been used, such 
as artificial neural networks (ANNs) (e.g., King and Taylor, 2000; Kirchhoff, 1998; 
Scharenborg et al., 2007; Siniscalchi et al., 2008), HMMs (Kirchhoff, 1999), linear 
dynamic models (Frankel, 2003) and dynamic Bayesian Networks (e.g., Pernkopf 
et al., 2009; Frankel et al., 2007b). Niyogi et al. (1999), Pruthi and Espy-Wilson 
(2007) and Schutte and Glass (2005) used support vector machines (SVMs) for the 
classification of acoustic-phonetic features, among other reasons because these show 
good generalization from a small amount of high-dimensional training data. Juneja
(2004) developed SVM-based landmark detectors for classifying binary place and 
voicing features in TIMIT, while Niyogi and Sondhi (2001) used SVMs to detect 
stop consonants in TIMIT. Scharenborg et al. (2007) showed that SVMs compare
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favorably to ANNs on the task of multi-level acoustic-phonetic feature classification, 
which is also the task at hand in the current work. We therefore use SVMs for our 
investigations.
The development and evaluation of APF classifiers suffer from the absence of 
large corpora that provide manual labeling of APF values. Only a small set of 78 
Switchboard utterances was manually transcribed on the APF level (Livescu et al.,
2007)10. As a consequence, training and testing of APF classifiers is generally done 
on the basis of data that is labeled with broad phonetic transcriptions, after which all 
phones are replaced by their (canonical) APF values. Thus, the reference APF values 
change synchronously at phone boundaries, which obviously violates the observa­
tion that at least some APFs change independently and asynchronously, especially 
in spontaneous speech. For example, /n/ would map to the APF values [+voiced, 
alveolar, nasal], but vowels surrounding the /n/ would not be automatically mapped 
onto [nasal]. However, it is well known that vowels following and preceding nasal 
consonants tend to become nasalized in English (Ogden, 2009). Thus, APF tran­
scriptions created from phone transcriptions do not reflect the overlapping nature of 
articulation.
The impact of using synchronously changing APF labels on classification accu­
racy was illustrated by King and Taylor (2000). They showed that if features are 
allowed to change within ±2 10 ms frames from the phone boundary, the measure 
‘all frames correct’ increases significantly by 9% absolute to 63%. Therefore, the 
number of virtual errors occurring at phone boundaries has a substantial effect on the 
apparent frame accuracy11. It is unclear to what extent classifiers trained and tested 
on error-prone data will yield classification results that truly reflect the underlying 
acoustic phonetic events one is interested in. This is especially an issue for sponta­
neous speech, where the percentage of phones that were realized canonically is much 
lower than in read speech. Moreover, the creation of broad phonetic transcriptions 
is already a much more difficult task for spontaneous speech. This is reflected by 
substantially higher inter-labeler disagreement (5.6% for read speech vs. 21.2% for 
spontaneous speech (Kipp et al., 1997, 1996)).
In this chapter, we investigate to what extent APF classification is possible for 
the subset of manner features in spontaneous, conversational speech. To that end, 
we first try to find a good set of acoustic parameters for manner classifiers (see 
Section 5.4) on the read speech in TIMIT, and subsequently apply these parameters 
to the conversational speech in Switchboard. The second goal of this chapter is
10Other databases with APF labels contain articulatory measurements, as for instance the MOCHA 
database (Wrench and Hardcastle, 2000).
11 Potentially incorrect labels at phone boundaries do not only have an impact when testing the classifiers 
but als when training them.
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to investigate to what extent the performance of APF classifiers is affected by the 
debatable APF labeling of the training and test material (see Section 5.5).
5.2 Methodology
5.2.1 Acoustic parameters for manner classifiers
Previous research has attempted to improve the acoustic parameters used for manner 
classifiers (1) with different methods to parameterize the acoustic waveforms and
(2) with different window lengths and shifts. In most research on APF classification 
MFCCs were used as acoustic parameters (e.g., Chang et al., 2005; Kirchhoff, 1999; 
King and Taylor, 2000; Scharenborg et al., 2007; Schutte and Glass, 2005; Sinis­
calchi et al., 2007). Other parameters that have been used include wavelets (Pernkopf 
et al., 2009), PLPs, Rate Maps and Mel Filterbanks (e.g., Scharenborg and Cooke,
2008), ‘heuristic’ parameters (e.g., Juneja and Espy-Wilson, 2008; Lee et al., 2007) 
or a combination of ‘heuristic’ parameters and MFCCs (Hasegawa-Johnson et al., 
2005). With respect to window length and shift, APF classification systems that use 
MFCCs mostly also appear to use a conventional 25 ms window shifted with 10 ms, 
probably because these settings are known to work well for automatic speech recog­
nition (ASR). With this window length and shift, good results can be obtained for 
fairly stationary features, for whose characterization frequency resolution may be 
more important than temporal resolution. An approach that is optimized for quasi- 
stationary features, however, may not be able to capture short acoustic events, such 
as bursts and closures in plosives. This is shown by work aimed at optimizing the 
set of acoustic parameters used for the detection of one specific manner feature. For 
instance, Niyogi et al. (1999) used 5 ms windows shifted with 1 ms steps for the 
detection of stops. Using a 2.5 ms step size, rather than the conventional 10 ms, has 
also shown good results in combination with long 25 ms windows for the detection 
of nasals (Pruthi and Espy-Wilson, 2004).
For building our multi-value manner classifier, we decided to use MFCCs, which 
overall provide a good parameterization of the acoustic signal for all manner fea­
tures, even if they may not be optimal for all of them. In order to obtain a high res­
olution in time and frequency, we use combinations of window sizes and shifts that 
have been shown to work well (e.g., Niyogi et al., 1999; Pruthi and Espy-Wilson, 
2004). Our acoustic parameters combine MFCCs derived from a window of 25 ms 
or from a short window of 5 ms that are both shifted with 2.5 ms steps. We investi­
gate classifiers trained with acoustic parameters based on short or long windows, as 
well as a combination of short and long windows and compare these to a classifier 
with ‘standard’ MFCCs.
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The resulting four different sets of MFCC parameters are:
• Baseline: window size: 25 ms; window shift: 10 ms
• Short: window size: 5 ms; window shift: 2.5 ms
• Long: window size: 25 ms; window shift: 2.5 ms
• Both: the Short and Long MFCCs are concatenated
For all acoustic parameters, the input speech is first divided into overlapping Ham­
ming windows of 25 ms or 5 ms with a 10 ms or 2.5 ms shift and a pre-emphasis 
factor of 0.97. For the 25 ms windows, a filterbank of 22 triangular filters equally 
spaced on the mel-scale was used to calculate 13 MFCCs (C0-C12) and their first 
and second order derivatives (39 parameters). For the 5 ms windows, a filterbank 
of seven triangular filters was used and seven MFCCs (C0-C6) and their first and 
second order derivatives were calculated (21 parameters). While having a higher 
temporal resolution, the parameters extracted from the shorter windows have a lower 
frequency resolution. Cepstral mean subtraction (CMS) was applied to all parame­
ters.
Adding context information has been shown to improve classification performance 
(e.g., Scharenborg et al., 2007). We carried out tests to determine the optimal amount 
of temporal context, which appeared to be 30 ms at both sides of the frame to be clas­
sified (incidentally, identical to Scharenborg et al., 2007). For Baseline, three frames 
(30 ms) to the left and right of each frame were concatenated, resulting in MFCC 
vectors of length 7 * 39 = 273. Since the window shift in the baseline system is dif­
ferent from the three other systems, the context was incorporated slightly differently 
in the Short, Long and Both classifiers: for these classifiers we also concatenated 
three frames to the left and right, but taking only every fourth frame, in order to 
cover the same temporal context as in Baseline. This resulted in feature vectors of 
length 273 for Long and 147 for Short. To combine the long and short windows for 
Both, feature vectors of both windows with the same midpoint were concatenated, 
resulting in feature vectors of length 273 + 147 = 420.
5.2.2 Support vector machines (SVMs)
SVMs learn the optimal hyperplane from labeled training material by separating two 
classes using the maximum margin principle (Cortes and Vapnik, 1995). The margin 
is defined as the distance between the hyperplane and the data points in both classes 
closest to the plane. SVM classifiers are solely based on the data points at the margin, 
so called support vectors.
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When data cannot be separated by a hyperplane, SVMs can be made to use soft 
margins, allowing for some data points to be on the wrong side of the hyperplane 
(Scholkopf et al., 2000). Using the soft-margin introduces a parameter C, which 
controls the trade-off between the size of the margin and the number of misclassified 
data points. For problems that are not linearly separable, SVMs can construct mod­
els by mapping the input space into a higher dimensional space in which the optimal 
separating hyperplane is calculated. For this purpose, we use the Radial Basis Func­
tion (RBF) kernel which has one parameter y that controls the width of the kernel 
functions.
Originally, SVMs were designed for two-class problems. However, multi-class 
problems can also be handled by reducing these to several binary problems. In one- 
versus-rest, N  binary classifiers are trained to separate one class from the N  - 1  other 
ones; in one-versus-one, (N- 1)N classifiers are trained, all separating one class from 
one other class. In our experiments, we view the APF manner classification task as 
a multiclass problem with seven classes and adopt the one-versus-one classification 
method. For training and testing the models, we use the LibSVM package (Chang 
and Lin, 2001).
5.2.3 Evaluation of frame-level classification
For all experiments, we will present frame-level classification accuracy in terms of 
percentage correctly classified frames of the test material along with the 95% con­
fidence intervals. Additionally, we will present the statistical measure F-score for 
each class. Since the F-score considers both the precision p  (number of true posi­
tives divided by the sum of true positives and false positives) and the recall r (number 
of true positives divided by the sum of true positives and false negatives), it gives a 
fairer picture of the actual performance of a classifier than the classification accuracy 
alone. The F-score is calculated as the harmonic mean of precision and recall:
p r
F  = 2 * - ---- . (5.1)
p  + r
5.2.4 Acoustic-phonetic feature values
Speech scientists do not agree on a unique mapping between articulatory gestures 
and APF values. We would like to illustrate this divergence using the example of 
plosives. The canonical realization of a plosive acoustically consists of three stages: 
a closure, a burst and a subsequent release-friction. In non-canonical realizations, 
which are especially frequent in spontaneous speech (e.g., 88.5% of word-final /t/ 
in Dutch (Schuppler et al., 2009a)), one or more of these stages can be absent or 
present in a non-canonical form. The canonical parts of plosives have been mapped
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in different ways onto APF values by different researchers. Plosives can be mapped 
as a whole on one APF value ‘plosive’ (King and Taylor, 2000; Scharenborg et al., 
2007; Siniscalchi et al., 2008) or on a sequence of ‘closure’ and ‘friction’ (Frankel 
et al., 2007a; Kirchhoff et al., 2002), in which case the burst and the release friction 
are modeled as the same phenomenon as the friction in fricative consonants. For 
instance, Frankel et al. (2007a) modeled plosive-releases together with the affricate 
and fricative consonants /ch, dh, f, jh, s, sh, th, v z, zh/. This mapping is quite 
plausible since the difference between a release realized with friction and a release 
realized as burst and friction is only salient within the first few milliseconds of the 
release, that is, in the form of the steepness of the increase in amplitude. In order 
to distinguish friction from fricatives and friction from plosive releases, plosives 
can also be mapped onto the sequence ‘closure’ and ‘burst+release’ (Frankel et al., 
2007b; Pernkopf et al., 2009). We use the latter option, for two reasons. First, 
modeling plosives as one unit violates the assumption of SVMs that the sequence of 
frames assigned to a sound can be considered as drawn from one population, which 
is definitely not true for plosives which consist of a sequence of closure, burst and 
release. Second, we aim at using APF classifiers to analyze how the speech was 
actually produced. For instance, when a plosive was realized as a closure followed 
by friction, the release friction of the plosive would be expected to be classified as 
‘fricative’. However, if a closure was followed by a clear burst, the corresponding 
frames would be expected to be classified as ‘burst+release’ (cf. Schuppler et al., 
2009a). Therefore, we train separate classifiers for ‘fricative’ and ‘burst+release’.
In the literature on APF classification, there is no consensus on whether to add the 
value ‘vowel’ to the manner classifier (e.g., Chang et al., 2005; Scharenborg et al., 
2007) or whether to exclude vocalic stretches of speech from manner classification. 
We opt for the latter, because from a phonetic point of view, manner of articulation 
is only defined for consonants. A full overview of the manner features used in this 
research is given in Table 5.1.
5.3 Materials
5.3.1 TIMIT
TIMIT contains phonetically balanced sentences read by 630 speakers (of which 
70% were male) from eight major dialects of American English. We followed 
TIMIT’s training and test division, in which neither the same sentence nor the same 
speaker appears in both the training and test set. The training set consists of 3,696 
utterances, the test set of 1,344 utterances. For our experiments, we down-sampled 
the speech files to 8 kHz, in order to be able to use classifiers trained on TIMIT for 
testing on the telephone speech from Switchboard (Section 5.3.2).
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Phone Manner APF Value
sil, pau, h# silence
l, el, r liquid
w, y glide
em, en, eng, m, n, ng, nx nasal
dh, f, hh, s, sh, th, v, z, zh, hv fricative
b, d, g, p, t, k, q burst+release
bcl, dcl, gcl, pcl, tcl, kcl closure
ch, jh, dx, epi, all vowels NIL
Table 5.1: Mapping of TIMIT phone symbols to the manner APF values.
The TIMIT database is hand-segmented and hand-labeled on the phone level using 
62 Arpabet symbols (+ pause), which have been relabeled in terms of APF values 
according to Table 5.1. The APF values thus change simultaneously with the original 
phone labels. We have observed that time intervals that have been annotated as 
‘burst+release’ in the TIMIT material indeed often contain a burst; however, it is 
also possible that the burst is occasionally missing (despite the time interval being 
labeled as ‘burst+release’), just leaving frication.
5.3.2 Switchboard
Switchboard is a corpus of telephone bandwidth speech from spontaneous conversa­
tions between pairs from over 500 speakers of both genders, of different adult ages 
and from all major dialects of American English (Godfrey et al., 1992). In our ex­
periments, we use two different subsets of this corpus, one having been transcribed 
on the phonetic level and one on the acoustic-phonetic feature level.
Switchboard Transcription Project (STP)
In the Switchboard Transcription Project (STP, Greenberg, 1997), 72 minutes of 
speech from the Switchboard corpus (taken from 618 conversations by 370 differ­
ent speakers) were transcribed phonetically. The STP transcriptions were created 
in two steps. First, the speech signal was forced-aligned with phonemic represen­
tations of the words. For this purpose, a set of 40 phoneme symbols was used. 
Second, if deemed necessary, the transcribers moved the positions of the boundaries 
and changed the labels to the final STP-phone symbols. The STP labels were related 
to the phone set used for TIMIT, but contained fewer phoneme symbols. The most 
important difference between the transcription conventions in TIMIT and STP for 
our work is that in STP plosives are annotated as one segment and not as a sequence
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Phone Dg1 Our APF Set
l, el closure liquid
er, r approximant liquid
w, y approximant glide
em, en, eng, m, n, ng, nx closure nasal
dh, f, hh, s, sh, th, v, z, zh, hv fricative fricative
b, d, g, p, t, k, q fricative burst+release or fricative
bcl, dcl, gcl, pcl, tcl, kcl closure closure
silence silence silence
Table 5.2: Phone-to-APF mapping for the original ‘Dg1’ (degree of forward constriction) in 
SV-APF data and our set of APF values.
of closure and burst+release (e.g., /pcl/ and /p/ in TIMIT map to /p/ in STP). Closure 
and burst+release annotation is thus not available in the STP data.
To be able to also train the closure and burst+release classes on Switchboard ma­
terial, we have developed an automatic procedure to detect closures and bursts in the 
plosive segments. First, the noise level per utterance is estimated by calculating the 
RMS energy of silent portions before and after the utterance. When the energy in a 
time interval related to a plosive drops under the estimated noise threshold, a closure 
is detected. If the energy does not cross the threshold level, the whole time interval 
is labeled as a burst+release. When, after a closure, the slope of the energy rise ex­
ceeds a threshold, a burst is also detected, and labeled as burst+release. Otherwise, 
the whole time interval is labeled as a closure. All thresholds are set empirically, 
separately for voiced and unvoiced plosives.
In order to validate the closure/burst detector, we calculated the agreement of 
the automatic labeling sequence with the manual labeling of plosive segments in 
the manual-SV-APF corpus (see below). In 63% of the cases the automatic pro­
cedure labeled the time intervals with the same labels, namely as either ‘closure- 
burst+release’, as only ‘closure’ or only ‘burst+release’. This agreement is in the 
range of what has been reported by Khasanova et al. (2009) for their burst detector 
(47% agreement for the absence of bursts in word-medial position and 97% agree­
ment for the presence of bursts in word-initial position). For the purpose of our study 
we consider this agreement as adequate.
SVitchboard-APF (SV-APF)
SVitchboard-APF (SV-APF in the remainder of this chapter) consists of 78 utter­
ances (a total of 119 s of speech, excluding initial and final silences) drawn from
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SVitchboard (King et al., 2005), a small-vocabulary subset of the telephone speech 
from Switchboard. There is no overlap between STP and SV-APF.
SV-APF was prepared for the 2006 JHU Summer Workshop (Livescu et al., 2007); 
it contains phone labels along with APF labels. The original set of APF labels did 
not, however, match our set of APFs. Therefore, manual adaptations were made for 
which the starting point was the transcriptions from the tier where the feature ‘Dg1’ 
(Degree of forward constriction) was annotated. Table 5.2 shows the mapping be­
tween these two sets. When modifying the annotations, the original boundaries were 
maintained, but the labels were changed. In the original transcriptions, every release 
was transcribed as ‘fricative’. We changed the label of releases that started with a 
burst to ‘burst+release’; releases that were not preceded by a burst kept the label 
‘fricative’. New boundaries were placed when one value in the ‘Dg1’ set is tran­
scribed as a sequence of two values in our set; for example, an ‘approximant’ in the 
original set occasionally was replaced by a ‘liquid’ followed by a ‘glide’ in our set. 
Additionally, since background noise was labeled as silence, new boundaries were 
placed to separate background speakers from silence, because often their speech was 
of similar amplitude as the foreground speaker. The boundaries of the ‘nasality’ tier 
of the original transcription were used to annotate the nasal consonants. Apparent 
labeling mistakes that were observed in two utterances were corrected. The resulting 
transcriptions are further referred to as manual-SV-APF.
In order to investigate the effect of possibly inaccurate labels (cf. Sections 5.5.1 
and 5.5.3), we need to compare the classifier performance on material that was manu­
ally labeled on the APF level and material where the APF labels were automatically 
generated from a phone transcription. To be able to make direct comparisons, we 
created the data set automatic-SV-APF, which contains the same 78 utterances as the 
set manual-SV-APF, but the APF labels (and boundaries) were generated from the 
phone transcriptions.
5.4 Acoustic parameters for manner classifiers
In this section, we describe the experiments aimed at optimizing the acoustic param­
eters for manner classification using parameters that provide both a good frequency 
and a good temporal resolution. We train and test classifiers for read speech as a ref­
erence (TIMIT, Section 5.4.1) and spontaneous speech (Switchboard, Section 5.4.2). 
In both cases, we use the conventional approach of automatic mapping from phone 
transcriptions to APFs, forcing all APF values to change synchronously at phone 
boundaries.
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5.4.1 Performance of classifiers on TIMIT 
Building the SVM classifiers
Since we use soft margins, we need to determine optimal values for the parameters C 
and y. To this end, we randomly choose two independent subsets (both comprising 
5000 feature vectors), one for training and one for testing, from the original training 
set. Using grid search, both parameters are optimized by training and testing on the 
subsets with different parameter configurations.
Models are subsequently trained using the optimized parameters. Since training 
SVMs with nonlinear kernels is very time consuming, we did not use the full TIMIT 
training set for training. To train the SVM classifiers with the Baseline parameters, 
100k vectors were extracted from randomly chosen files from the complete TIMIT 
training set. For the Short, Long and Both parameters, the same audio data was used, 
resulting in 400k vectors because the window shift is four times smaller. The result­
ing classifiers were tested on 294,984 10 ms frames and 1,173,665 2.5 ms frames 
taken from the TIMIT test set.
Results
Table 5.3 shows the frame-level classification accuracy obtained with the four feature 
sets in terms of percentage correctly classified frames on the TIMIT test material. 
The row labels represent the true classes, the column labels represented the classes 
recognized by the classifier. For ease of reading the confusion matrices, the per­
centages on the diagonals are in bold. The diagonals also show the 95% confidence 
intervals. An additional statistical measure shown is the F-score for each class.
Comparing the three new acoustic parameters with the baseline parameters shows 
that the Both classifier performed best for ‘burst+release’ (Bur): the F-score rises 
from 0.73 to 0.82. This was to be expected, because the burst of a plosive is an 
event of very short duration. The Short and Both classifiers also perform best for 
‘fricative’ (Fric). Only for ‘silence’ (Sil) the performance does not increase with 
our set of acoustic parameters compared to Baseline. Since stretches of silence have 
rather stationary acoustic characteristics and in general are longer than stretches of 
one manner of articulation within words, it is not surprising that the additional tem­
poral resolution does not yield an improvement for silence. The average frame level 
accuracies, which we use for comparison with other studies, are: 83.4% for Baseline, 
85.3% for Short, 87.0% for Long and 87.7% for Both. Most importantly, the Both 
classifier seems to be able to combine the classification power of the Short and Long 
classifiers.
Looking at the column sums, it can be seen that all classifiers have a bias to­
wards labeling frames as ‘fricative’. To a large degree, this can be explained by the
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BL Sil Liq Gli Nas Fric Bur Clo
Sil 93.2±.2 0.3 0.2 0.8 3.0 0.6 2.0
Liq 0.4 89.0±.3 2.4 2.8 2.8 1.0 1.4
Gli 0.8 12.8 77.0±.7 2.8 3.3 1.3 2.0
Nas 1.6 2.4 0.6 86.3±.4 4.2 0.5 4.4
Fric 2.7 1.1 0.4 1.6 89.5±.2 1.6 3.1
Bur 2.8 2.9 0.6 1.9 12.8 65.2±.6 13.8
Clo 4.3 0.9 0.3 3.5 4.9 2.4 83.6±.3
Sum 105.8 109.4 81.5 99.7 120.5 72.6 110.3
F-score 0.93 0.88 0.81 0.84 0.88 0.73 0.83
Short Sil Liq Gli Nas Fric Bur Clo
Sil 92.5±.1 0.2 0.1 0.9 3.6 0.6 2.1
Liq 0.6 89.1±.2 2.8 3.7 2.1 1.0 0.8
Gli 0.6 13.8 78.1±.4 3.2 2.1 1.4 0.8
Nas 1.7 2.7 0.8 87.6±.2 3.2 0.4 3.5
Fric 3.0 0.8 0.4 2.0 88.5±.1 2.5 2.9
Bur 2.5 1.5 0.5 0.8 11.6 76.4±.3 2.9
Clo 4.9 0.6 0.2 3.2 4.1 2.1 84.8±.2
Sum 105.8 108.7 82.9 101.4 115.2 84.4 101.6
F-score 0.92 0.89 0.81 0.85 0.88 0.80 0.85
Long Sil Liq Gli Nas Fric Bur Clo
Sil 93.3±.1 0.2 0.1 0.7 2.9 0.7 2.1
Liq 0.5 90.3±.2 2.9 2.2 2.2 1.0 0.9
Gli 0.8 9.8 83.1±.3 2.0 2.2 1.2 1.0
Nas 1.7 1.8 0.7 89.0±.2 2.5 0.4 3.8
Fric 2.4 0.8 0.4 1.3 90.1±.1 2.3 2.7
Bur 2.4 1.4 0.5 0.5 10.3 78.0±.3 7.0
Clo 4.3 0.7 0.2 3.0 4.0 2.7 85.1±.2
Sum 105.4 105.0 87.9 98.7 114.2 86.3 102.6
F-score 0.93 0.90 0.85 0.88 0.90 0.81 0.85
Both Sil Liq Gli Nas Fric Bur Clo
Sil 93.5±.1 0.2 0.1 0.7 2.6 0.7 2.2
Liq 0.5 91.0±.2 2.5 2.0 2.0 1.0 0.9
Gli 0.6 9.3 84.2±.3 1.8 1.9 1.3 0.9
Nas 1.6 1.7 0.7 89.4±.2 2.3 0.3 3.9
Fric 2.3 0.7 0.3 1.2 90.8±.1 2.2 2.5
Bur 2.0 1.3 0.5 0.6 8.9 79.6±.2 7.0
Clo 4.1 0.6 0.2 2.9 3.8 2.8 85.6±.2
Sum 104.6 104.2 88.5 98.6 112.3 87.9 103.0
F-score 0.93 0.91 0.86 0.88 0.90 0.82 0.86
Table 5.3: Frame-level confusion matrices for the APF classifiers trained on TIMIT and tested 
on TIMIT. The row labels represent the true classes, the column labels represented the classes 
recognized by the classifier. Average F-scores: BL = 0.84; Short = 0.86; Long= 0.87; Both= 
0.88.
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asymmetric confusion between ‘Fric’ and ‘Bur’: More burst-frames are classified as 
frication than the other way round. Furthermore, there is some bias against classify­
ing frames as ‘Gli’ (i.e., there are relatively many confusions of ‘Gli’ with the classes 
‘Liq’ and ‘Nas’).
Discussion
The comparison of classification accuracies with those reported in earlier studies is 
not a trivial task, especially since, as indicated in Section 5.2.4, different authors 
used slightly different sets of manner features. For example, Scharenborg et al. 
(2007) used the feature values ‘vowel’, which we did not consider, ‘approximant’ 
and ‘retroflex’ instead of ‘liquid’ and ‘glide’, and they modeled ‘plosives’ as a whole. 
Including the performance for ‘vowel’ classification, Scharenborg et al. (2007) ob­
tained an average accuracy of 84%. Since our accuracy scores do not include vowel 
data, we re-analyzed the data of that study and calculated average classification accu­
racies over all their manner values, except ‘vowel’, which yields accuracies between 
66.8% and 75.6%, depending on the different methods used for training the clas­
sifiers. Our classification accuracy of 87.7% thus outperforms Scharenborg et al. 
(2007).
Chang et al. (2005) used a similar set of manner values as Scharenborg et al. 
(2007), but they did not study ‘approximant’ and ‘retroflex’ consonants. Their base­
line system is similar to ours: Classifiers are trained on NTIMIT (Jankowski et al., 
1990) and the acoustic frames have a length of 25 ms and are shifted in 10 ms steps. 
Their average classification accuracies for the manner values are lower than ours: 
70% excluding ‘vowel’, 75% including ‘vowel’ (Chang et al., 2005).
Salomon et al. (2004) developed a set of temporal measures for increasing the tem­
poral resolution for manner classification. They distinguished the values ‘sonorant’, 
‘fricative’, ‘stop’ and ‘silence’. They observed that the use of only the temporal 
measures yields the same overall accuracy as the use of MFCCs (70.1%, using 20 
ms windows and 5 ms shift for all parameters). For the combination of MFCCs and 
the temporal measures they reported an accuracy of 74.8%, which is lower than our 
accuracy of 87.7% for Both. Their relative improvement (4.7%) is comparable with 
the improvement we reached, comparing Baseline with Both (4.3% in accuracy or 
0.04 in F-scores).
In conclusion, the new acoustic parameters show satisfactory results for TIMIT, 
both in comparison with our baseline parameters and with previous results for multi­
value classification experiments from the literature. Since the Both classifier seemed 
to combine the classification power of Short and Long, in the following experiment 
on spontaneous speech (Switchboard), we present only the results for the Baseline 
and Both classifier.
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BL Sil Liq Gli Nas Fric Bur Clo
Sil 91.3±.6 0.4 0.2 1.0 5.0 0.7 1.5
Liq 6.9 73.0±3.4 6.9 6.3 5.1 0.2 1.6
Gli 2.8 16.8 64.0±3.8 10.2 5.2 0.7 0.2
Nas 6.9 6.1 4.4 77.7±2.8 4.5 0.1 0.4
Fric 13.7 1.7 1.0 7.2 68.4±2.2 4.9 3.1
Bur 25.6 2.2 1.6 3.5 25.0 34.8±4.5 0.7
Clo 16.2 0.6 0.8 8.4 21.0 2.8 50.3±2.9
Sum 163.4 100.8 78.9 114.3 134.2 44.2 57.8
F-sc. 0.91 0.70 0.69 0.68 0.63 0.41 0.60
Both Sil Liq Gli Nas Fric Bur Clo
Sil 87.4 ±.3 1.2 0.9 2.1 5.2 1.1 2.1
Liq 8.8 77.9±1.8 4.4 3.5 3.5 0.4 1.5
Gli 2.3 12.6 67.1 ±2.3 11.1 6.2 0.8 0.0
Nas 7.9 6.8 3.6 74.7±1.5 5.0 1.1 1.0
Fric 13.4 1.1 1.4 5.4 70.9±1.2 4.4 3.3
Bur 28.9 2.0 1.0 3.4 19.7 36.2±1.8 8.9
Clo 18.9 1.3 0.6 7.0 18.8 6.3 47.1±1.5
Sum 167.6 102.9 79.0 107.2 129.2 50.3 64.0
F-sc. 0.89 0.71 0.69 0.66 0.65 0.37 0.55
Table 5.4: Frame-level confusion matrices for the APF classifiers trained on STP and tested 
on automatic-SV-APF. The row labels represent the true classes, the column labels represented 
the classes recognized by the classifier. Average F-scores (= F-sc.): BL = 0.66; Both = 0.65.
5.4.2 Performance of classifiers on Switchboard 
Building the SVM classifiers
Classifiers with the Baseline parameters and the best performing acoustic parameters 
for TIMIT (Both) were trained on the complete STP material using the same proce­
dure as for TIMIT. Using the optimal values for y and C, classifiers were trained 
using 50k frames with the Baseline feature (10 ms shift) and the corresponding 200k 
frames for Both (2.5 ms shift). The classifiers were tested on automatic-SV-APF, 
which consists of 53,115 frames.
Results and discussion
Table 5.4 shows that overall the frame-level classification accuracy and the perfor­
mance in terms of F-scores obtained with Switchboard is much lower than the re­
sults for TIMIT, i.e, F  = 0.65 vs. F  = 0.88 for Both. The finding that classifica­
tion performance for Switchboard is substantially worse than for TIMIT is in line
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with earlier results by Pruthi and Espy-Wilson (2007) for detecting vowel nasal­
ization. For SVMs with RBF kernels they report chance-normalized accuracies of 
77.90% for TIMIT and of 69.58% for Switchboard. A set of nine heuristic acous­
tic parameters, which they developed specifically for detecting nasalization outper­
formed MFCC parameters for Switchboard, but not for TIMIT. The best results on 
Switchboard were achieved by Frankel et al. (2007a), who parameterized the acous­
tic waveforms with 12 PLP cepstra plus energy every 10 ms with 25 ms Hamming 
windows and trained MLP classifiers. For the classification of degree (having the 
values ‘silence’, ‘vowel’, ‘fricative’, ‘closure’, ‘approximant’ and ‘flap’), they re­
port a framewise accuracy of 77.8% (34.3% chance), which is close to what we 
have reached for TIMIT. Performance drops are also observed for automatic speech 
recognition systems for the same corpora. For TIMIT, the word accuracies are typi­
cally in the range of 85 - 90%, while for Switchboard typical recognition accuracies 
are in the 50 - 70% range (Frankel et al., 2007a; Greenberg, 1997; Novotney and 
Callison-Burch, 2010)12. Spontaneous speech also poses problems for the creation 
of automatic and human transcriptions. Cucchiarini and Binnenpoorte (2002) re­
ported a disagreement between automatic and human transcriptions of parts of the 
Spoken Dutch Corpus (Oostdijk et al., 2002) of 12.5% for read speech, and of 24.3% 
for spontaneous speech. Kipp et al. (1996) obtained 5.6% disagreement for manual 
transcriptions of read speech and 21.2% for spontaneous speech (Kipp et al., 1997). 
Thus, it is not surprising that in the present study APF classification performs worse 
for spontaneous speech than for read speech.
Looking at the column sums, we observe a large bias towards ‘silence’, especially 
for the Baseline classifier. Overall, we see that the classification accuracy is slightly 
higher for Both (65.9%) than for Baseline (65.6%), but the F-scores show the oppo­
site picture, namely that Both (F = 0.65) performs slightly worse than Baseline (F= 
0.66). The additional temporal information does not yield the rise in performance 
for the short events (F-scores for ‘burst+release’ (Bur): 0.41 for Baseline vs. 0.37 
for Both) which was to be expected from the TIMIT experiments (cf. Table 5.3).
There are at least two phenomena that can (partly) explain why Both  does not 
perform better than Baseline for spontaneous speech. First, all frames are classified 
independent of their left and right neighbors. To investigate the impact of spurious 
errors we analyzed the probabilities of the winning class as a function of time. It 
appeared that the frame-to-frame differences in the Both traces were much larger 
than for Baseline; this resulted in a substantial proportion of isolated frames that 
were classified differently than their left and right neighbors and this proportion is 
higher for the Both (1.93 %) than for the Baseline (1.33%) classifier. We tested a
12For these two corpora, ASR systems typically use different language models: word-pair models for 
TIMIT and n-gram models for Switchboard.
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BL Sil Liq Gli Nas Fric Bur Clo
Sil 92.3 ±.6 0.5 0.2 1.2 4.3 0.5 1.1
Liq 5.1 73.1 ±3.5 5.9 6.7 6.8 0.2 2.2
Gli 5.8 28.3 45.6±4.0 12.7 5.6 1.3 0.7
Nas 6.8 5.1 5.4 73.5±3.0 7.9 0.6 0.8
Fric 20.6 1.7 1.4 7.3 61.9±2.3 3.8 3.3
Bur 11.4 1.9 0.2 4.4 35.0 36.4±4.6 10.7
Clo 16.4 3.3 1.3 1.2 26.1 5.7 35.2±2.8
Sum 158.4 113.9 60.0 117.8 147.6 48.5 54.0
F-sc. 0.91 0.65 0.54 0.63 0.58 0.41 0.46
Both Sil Liq Gli Nas Fric Bur Clo
Sil 91.0±.3 0.5 0.1 1.4 4.0 0.9 2.0
Liq 8.4 75.9±1.8 3.3 3.9 5.0 1.1 2.3
Gli 0.6 23.5 50.7±2.3 9.9 7.1 1.4 1.4
Nas 9.7 6.7 3.6 73.3±1.5 4.8 1.1 0.8
Fric 19.6 1.3 1.2 5.0 60.4±1.2 7.3 5.2
Bur 12.2 1.3 0.1 0.9 23.1 55.4±1.8 7.0
Clo 16.6 3.1 0.8 9.9 17.6 6.9 45.1±1.5
Sum 143.9 111.0 59.8 93.5 122.0 74.1 63.8
F-sc. 0.91 0.67 0.60 0.68 0.57 0.57 0.52
Table 5.5: Frame-level confusion matrices for the APF classifiers trained on STP and tested 
on manual-SV-APF. The row labels represent the true classes, the column labels represented 
the classes recognized by the classifier. Average F-scores (= F-sc.): BL = 0.60; Both = 0.65.
simple median filter smoothing of the probabilities and reached an increase of 2.5% 
of the average frame accuracy for Both.
The second explanation is related to the fact that conversational speech shows 
more variability than read speech, because, among other things, words can be strongly 
reduced (e.g., see for American English Johnson, 2004) and articulatory gestures 
may heavily overlap. This may result in more labeling errors introduced with the 
canonical mapping from phone labels to APF labels in spontaneous speech.
To investigate the impact of the labeling accuracy, we tested the Baseline and Both 
classifier on the subset of 78 Switchboard utterances that were transcribed manually 
on the APF level (manual-SV-APF, see Section 5.3.2). The manual-SV-APF test set 
consisted of 53,115 frames. The confusion matrices for this experiment are shown in 
Table 5.5. From these results it appears that when testing the classifiers on manually 
(and thus more accurately) labeled data, the Both classifier performs better than the 
Baseline classifier (F-scores: 0.65 vs. 0.60; Accuracy: 64.5% vs. 59.7%). The 
frame-level accuracies for the different manners of articulation show a similar picture 
as with the TIMIT experiments (cf. Table 5.3).
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5.4.3 General discussion
The aim of the experiments described in this section was to improve the performance 
of the classification of APFs in both read and spontaneous speech by means of acous­
tic parameters that provide both good frequency and good temporal resolution. From 
Table 5.3 it can be seen that, averaged over all APFs, Both outperformed Baseline 
for the TIMIT data. For spontaneous speech, there was also an advantage of Both 
over Baseline, but only for the manually labeled testing material (manual-SV-APF).
We decided to use MFCC coefficients for both high time and frequency resolu­
tion: MFCCs obtained from 5 ms windows for good temporal resolution and 25 ms 
windows for good frequency resolution, both shifted with 2.5 ms steps. For the 5 
ms windows this implies a trade-off between temporal resolution and stability of 
the spectral estimates. For the 25 ms windows this implies substantial redundancy. 
We succeeded in improving the performance of the classification of ‘burst+release’ 
(from F  = 0.73 to F  = 0.82) and of ‘closure’ (from F  = 0.83 to F  = 0.86) in 
TIMIT. However, on automatic-SV-APF the increased temporal resolution did not 
improve the classification of ‘burst+release’ and ‘closure’ due to a different pattern 
of confusions with the ‘natural competitors’ silence, closure and frication.
The spectral estimates for the 5 ms windows show a relatively large variance, 
which is exaggerated for the delta and double delta coefficients, caused the SVM 
classifiers to use a higher proportion of support vectors than with the Baseline classi­
fiers (for instance when trained on STP: Both 61% vs. Baseline 44%). A higher pro­
portion of support vectors suggests that the classifiers are modeling the data, rather 
than the underlying processes that generated the data. Future research will show 
whether MFCCs derived from somewhat longer windows (for example 15 ms), but 
still shifted with 2.5 ms steps, provide a better trade-off between high temporal res­
olution and stability of the spectral estimates.
In all classification experiments, we observed that certain confusions between the 
manner classes occur that are related to their acoustic similarity: ‘silence’ and ‘clo­
sure’, ‘fricative’ and ‘burst+release’, and ‘liquid’ and ‘glide’. Given the similarities 
of the members of these pairs, it is questionable whether such confusions can be 
avoided when using only parameters based on MFCCs. For example, a large pro­
portion of plosive bursts are confused with friction. One way to avoid this confusion 
would be to explicitly model the differences between these manners, such as the 
steepness of the energy rise, in addition to the implicit representation of this acous­
tic characteristic in the deltas and double deltas of the MFCCs (cf. the Automatic 
Speech Attribute Transcription (ASAT) Project (Bromberg et al., 2007; Lee et al., 
2007)). Hasegawa-Johnson et al. (2005) and Salomon et al. (2004) used a combi­
nation of MFCCs and additional acoustic parameters, however without substantial 
improvements over MFCCs alone. A substantial proportion of glides are confused
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with liquids, and this confusion was much higher for spontaneous speech than for 
read speech (22.8% vs. 8.6%). An explanation for this finding is that in American 
English word final /l/s tend to be produced velarized, making the second formant 
similar to that of /w/, which is a glide (Espy-Wilson, 1992). This raises the ques­
tion whether confusions are due to the performance of the classifiers, or rather -  and 
more fundamentally -  to inextricable overlap between the manner features in actual 
speech. One way to ‘solve’ the problems is to merge phonetically similar classes, for 
instance ‘burst+release’ and ‘fricative’ to ‘friction’ and/or ‘glide’ and ‘liquid’ to ‘ap- 
proximant’ (e.g., Frankel et al., 2007a; Kirchhoff et al., 2002). However, such ‘broad 
phonetic classes’ are not likely to help in the analysis of the kind of fine phonetic 
detail that we want to investigate and that may make the distinction between native 
speech and speech with a foreign accent.
As said earlier, the fact that different researchers use different sets of APFs com­
bined with different accuracy measures makes it extremely difficult to compare re­
sults reported in the literature. Moreover, the terms ‘classification accuracy’ and 
‘performance’ must be used with care. For example, when ‘vowel’ is included as 
value in a manner classifier (Scharenborg et al., 2007; Wester et al., 2001) and when 
additionally average classification accuracies are calculated with a weighting in ac­
cordance with the amount of material, the overall classification accuracy of the clas­
sifier will be high, because vowel by itself has a high accuracy and half of the speech 
material are vowels. This raises the question whether the classification accuracies 
presented in the literature tell us more about the evaluation procedure than about the 
actual performance of the classifiers.
Another issue related to performance evaluation is that it is not sufficient to read 
the diagonals of confusion matrices, but that a careful analysis of the confusions and 
the sums of the columns (i.e., the bias towards over-representing certain features) is 
essential. For instance, the classification accuracy for ‘fricative’ in Table 5.3 is quite 
high with 89.5%, but this goes at the cost of a high column sum of 120.5%. In our 
work, we used classification accuracies mainly for interpreting confusions between 
classes and for comparability with earlier studies in the literature. For measuring true 
performance, however, we prefer F-scores, a measure which considers both precision 
and recall.
From the experiments on Switchboard (cf. Tables 5.4 and 5.5), we draw the 
conclusion that the Both classifier is more sensitive to labeling accuracy than the 
Baseline classifier, because it performed better than Baseline with manually created 
testing material, but marginally worse than Baseline with testing material that was 
created by a canonical mapping from phone level transcriptions. The following sec­
tion presents a deeper analysis of the impact of inaccurate labeling on training and 
testing in read speech (TIMIT) and spontaneous speech (Switchboard).
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CO C1
Figure 5.1: Distribution of the CO-coefficient (left panel) and the C 1-coefficient (right panel) 
for the TIMIT test set (dashed line) the TIMIT train set (dotted line) and manual-SV-APF 
(solid line).
5.5 The impact of inaccurate labeling
The second aim of this chapter is to investigate the impact of labeling accuracy on 
the performance of manner classifiers. In the previous section, classifiers trained on 
TIMIT and STP were tested on the automatically derived labels of TIMIT and SV- 
APF, respectively. Since it may be assumed that the transcriptions of TIMIT are more 
amenable to automatic mapping from phone to APF labels than those of Switchboard 
(an assumption that is supported by the higher APF classification scores presented in 
the previous section), we tested the classifiers trained on TIMIT on manual-SV-APF. 
In doing so, we were aware of the double mismatch between TIMIT and SV-APF: 
TIMIT is read speech, while Switchboard is conversational speech; and TIMIT was 
recorded in noise-free condition, whereas Switchboard was recorded in uncontrolled 
acoustic environments and over the landline telephone network. We limit the data 
presented in the remainder of the chapter to the results obtained with the Both pa­
rameters.
5.5.1 Performance of TIMIT classifiers on manual-SV-APF
Table 5.6 shows the frame-level classification accuracy of the Both APF classifier 
trained on TIMIT in terms of percentage correctly classified frames on the manual- 
SV-APF material along with the F-scores. Both the F-scores and the overall accura­
cies of the classifier are much lower than in the matched condition (cf. Table 5.3).
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Both Sil Liq Gli Nas Fric Bur Clo
Sil 65.7±.5 0.9 0.1 2.1 25.7 1.7 3.9
Liq 0.1 76.2±1.7 3.0 7.2 10.4 0.8 2.3
Gli 2.0 42.8 34.7±1.9 7.3 8.3 2.5 2.5
Nas 3.3 12.4 2.6 65.5±1.6 14.5 0.2 1.6
Fric 4.1 2.8 0.3 5.4 80.6±1.0 4.5 2.3
Bur 2.5 4.3 0.9 3.3 44.2 42.8±2.4 2.0
Clo 6.0 3.5 0.3 11.8 39.5 1.5 37.3±1.4
Sum 83.7 142.9 41.9 102.6 223.2 54.0 51.9
F-sc. 0.89 0.68 0.66 0.67 0.62 0.43 0.54
Table 5.6: Frame-level confusion matrices for the Both classifier trained on TIMIT and tested 
on manual-SV-APF. The row labels represent the true classes, the column labels represented 
the classes recognized by the classifier. Average F-sore (= F-sc.): 0.64; Average accuracy: 
57.5%.
Part of the decrease in labeling accuracy may be due to mismatch in the recording 
conditions. To investigate this hypothesis we analyzed the distributions of the MFCC 
coefficients C0 and C1. Figure 5.1 shows the distributions calculated from 20,772 
frames for each set. It can be seen that cepstral mean normalization does not com­
pensate for all differences in recording conditions. The distance between the first and 
second hump in the C0 distribution illustrates that there is a substantial difference in 
signal to noise ratio (SNR) between the TIMIT and the SV-APF set. Also, the dif­
ference in shape of the C1 distribution suggests that there remains a considerable 
mismatch between the range of spectral slopes in the different data sets. Another 
indicator for the impact of the recording conditions on the classification accuracy 
is that silence and closures are more often (incorrectly) classified as fricative in the 
manual-SV-APF test material (45.5% of ‘closure’) than in the TIMIT test material 
(7.9% of ‘closure’), with a decrease of the Both classification accuracies for ‘closure’ 
from 85.6% on TIMIT to 37.3% on manual-SV-APF. Looking at the column sums 
of the ‘fricative’ class, one can observe that there is a much stronger bias towards 
classifying frames as ‘fricative’ in manual-SV-APF than in the TIMIT material. This 
bias is also reflected in the F-score for ‘fricative’, which is much lower than one 
might expect from the classification accuracy.
5.5.2 Labeling agreement between automatic-SV-APF and manual-SV-APF
The impact of the mismatch in speech style (TIMIT read, Switchboard conversa­
tional) cannot be investigated directly with the available data sets. However, it is 
possible to obtain a rough estimate of the impact of the labeling accuracy by looking 
at the agreement between the automatic and manual APF labels for SV-APF. For that
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m anuals Sil Liq Gli Nas Fri Bur Clo Vow BG
automatic^
Sil 83.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 16.4
Liq 0.0 71.6 6.1 5.1 0.0 0.0 5.5 8.9 2.9
Gli 0.0 1.5 96.1 0.0 0.0 0.0 0.0 2.4 0.0
Nas 0.0 0.3 0.0 93.4 0.0 0.0 6.2 0.1 0.0
Fri 0.0 0.0 0.2 0.1 90.3 3.3 2.6 0.3 3.2
Bur 4.6 0.2 0.0 0.2 36.0 45.2 9.0 0.2 4.6
Clo 5.7 1.1 0.0 0.7 1.2 0.1 84.6 0.0 6.6
autom atics Sil Liq Gli Nas Fri Bur Clo Vow NIL
manual^
Sil 98.2 0.0 0.0 0.0 0.0 0.5 0.8 0.5 0.0
Liq 0.0 66.2 1.0 0.4 0.0 0.2 1.9 30.3 0.0
Gli 0.0 5.9 67.7 0.0 0.4 0.0 0.0 25.9 0.0
Nas 0.0 0.0 0.0 93.9 0.1 1.0 0.2 4.8 0.0
Fri 0.0 1.7 0.0 0.0 76.1 16.7 0.7 2.7 2.0
Bur 0.0 0.0 0.0 0.0 11.2 84.6 0.2 0.7 3.3
Clo 0.0 2.8 0.0 4.5 3.3 6.2 81.6 1.6 0.0
Table 5.7: Labeling agreement between automatic-SV-APF (= automatic) and manual-SV- 
APF (= manual). Top: automatic-SV-APF is the reference. Bottom: manual-SV-APF is the 
reference. ‘Vow’ stands for vowels, ‘BG’ for background speaker and ‘NIL’ for other classes 
for which we did not train classifiers.
purpose we computed the number of speech samples (8 kHz) in which the labeling 
in the automatic-SV-APF transcriptions differed from the manual-SV-APF labels. 
Overall, we observed disagreement for 19.9% of the samples (i.e., for almost one- 
fifth of the speech material). Table 5.7 shows the labeling agreement separately for 
the different APF values. The upper part of the table shows the labeling agreement 
when taking the labels from automatic-SV-APF as reference. 16.4% of what origi­
nally was labeled as silence actually contained background speech. Only 71.6% of 
the samples carrying the label ‘liquid’ (Liq) in the automatic-SV-APF set contained 
a liquid according to the human labelers; the remaining 28.4% of the data were la­
beled as any of the other manner values, except ‘fricative’ and ‘burst+release’. The 
biggest disagreement occurs for ‘burst+release’ (Bur), for which 36.0% of the sam­
ples that were automatically labeled as ‘burst+release’ were labeled as ‘fricative’ by 
the human labelers. When using automatic mapping from phone labels, all releases 
of plosives are labeled as ‘burst+release’. Therefore, this disagreement shows that 
36% of all releases are realized without burst (see Section 5.2.4).
For the numbers in the lower part of the table, the labels from the manual transcrip­
tions (manual-SV-APF) were taken as reference. The diagonals show the percentage
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of samples that have the same APF label in the automatic-SV-APF transcriptions. 
Highest deviations are seen for the groups ‘liquid’ (Liq) and ‘glide’ (Gli), which 
are frequently (nearly 30%) labeled as vowel (Vow) in the automatic-SV-APF la­
bels. Furthermore, ‘fricatives’ (Fri) are often labeled as ‘burst+release’ (Bur) in 
automatic-SV-APF, i.e, in 16.7%. Although we do not have manual APF labels for 
TIMIT, it is reasonable to expect that the discrepancy between automatic and manual 
APF labels will turn out to be substantially smaller.
5.5.3 Discussion
From Tables 5.4 and 5.5 it can be seen that the frame-level classification results for 
a classifier trained on STP yields an F-score of 0.65 in the matched case (i.e., when 
tested on automatic-SV-APF) and the mismatched-case (i.e., manual-SV-APF). The 
TIMIT classifier tested in the matched case (i.e., on TIMIT) yielded a much higher 
F-score of 0.88. However, classifiers trained on TIMIT and tested on manual-SV- 
APF (the mismatched case) yielded a much lower F-score of 0.64, which is however 
only slightly lower than the STP-trained classifiers. There are two ways in which one 
can look at these numbers. On the one hand, we see a large detrimental effect of the 
mismatch between recording conditions and speaking style between training and test. 
But at the same time we also see an equally large difference between matched results 
on TIMIT and on Switchboard. Although the acoustic conditions in Switchboard are 
likely to affect the classification performance somewhat, we still think that speech 
style is much more important.
It is interesting to see that classifiers trained with automatically derived labels of 
the Switchboard Transcription Project yield very similar F-scores when tested on 
automatic and manual APF labels. Thus, it appears that the mismatch between the 
labeling methods in training and test does not cause a decrease in the average F-score. 
This finding differs from (Livescu et al., 2007), who report between one and five per­
cent decrease in classification accuracy for the different APF classifiers when going 
from automatically to manually transcribed test data. Still, it does not follow that the 
labeling method has no effect on the accuracy. After all, there is still a gap of 0.88 
- 0.65 = 0.23 F-score to be explained when going from the matched condition for 
TIMIT to the matched condition for Switchboard: in both cases the labeling method 
itself was the same. However, it is questionable whether a segmentation in terms of 
phones is equally suitable for the two speech styles. Due to the high frequency of 
phone deletions, substitutions and overlapping speech sounds in spontaneous speech 
(e.g., Johnson, 2004; Kohler, 2001), a segmentation in terms of phones is extremely
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difficult 13. Therefore, the accuracy of the phonetic transcriptions in TIMIT is surely 
higher than in the phonetic transcriptions of STP. For all these reasons, the ‘canon­
ical’ mapping from phone labels to APF labels may still result in a relatively good 
training material in the case of TIMIT, it does not for Switchboard (see Table 5.7).
5.6 Avoiding labeling discrepancies
5.6.1 Training classifiers on manual APF labels
In order to further investigate the role of the labeling method of material for APF 
classification, the obvious next step would be to test the influence of automatic vs. 
manual transcriptions used in the training material. Because the amount of available 
material with manual APF labels is very small (78 utterances), we had to adapt the 
training/test procedure for this experiment. We trained and tested SVMs using a 5­
fold cross validation scheme. Folds were generated by randomly dividing the whole 
data set into five parts, with a stringent separation between utterances from training 
and test speakers. The classifiers were trained five times on 80% of the material and 
tested on the remaining 20%. Each time the y  and C parameters were optimized on 
the training material by training and testing on two random subsets (from the training 
set). We trained classifiers on manual-SV-APF and on automatic-SV-APF (the same 
speech, but labels derived from broad phonetic transcriptions). The test set was in 
both cases manual-SV-APF.
The overall classification accuracy reached with this small amount of data was 
low (49.5% when trained on manual-SV-APF; 49.2% for automatic-SV-APF). What 
is more, some folds yielded extremely low accuracies: 23.7% for the manual training 
labels and 21.3% for the automatic ones. These low minimum accuracies indicate 
that the classifiers are not working reliably. Therefore, we must conclude that it is 
not possible to train reliable SVM classifiers using a manually transcribed data of 78 
utterances. As a consequence, a direct test of the impact of the labeling method of 
the material used to train and evaluate APF classifiers is not possible.
5.6.2 The elitist approach
Since deriving canonical APF values from broad phonetic transcriptions is likely 
to introduce errors in the APF labeling, especially near phone boundaries, we have 
searched for a method that tries to extract a reliably labeled subset of training ma­
terial. Only this material is then selected and used for training the ultimate models.
13This difficulty is indirectly reflected in the increased inter-human labeling disagreement of broad pho­
netic transcriptions for spontaneous speech (5.6% for read speech vs. 21.2% for spontaneous speech) 
(Kippetal., 1996, 1997).
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Earlier work on data selection for APF classification includes (Chang et al., 2005) 
in which the so-called elitist approach is presented. In this approach, initial neu­
ral network models are trained on the complete training set. Afterwards, the same 
(training) set is used for testing and only the frames that have a network output larger 
than a certain threshold (0.7 in Chang et al., 2005) are selected for subsequent train­
ing and testing. Using this approach, one hopes to eliminate frames that cannot be 
unambiguously assigned to a particular APF value.
In Chang et al. (2005), this method is used in an APF classification experiment 
using NTIMIT (Jankowski et al., 1990). For manner of articulation, the elitist ap­
proach yielded an 8% absolute improvement in classification accuracy. For their 
experiments, both training and test set were based on automatically derived APF 
values and also data selection was performed on both the training and the test set. 
The question arises to what extent this improvement transfers to manual APF labels 
that were not pre-selected. Therefore, we will apply the elitist approach to our SVM 
APF frame classification and we will investigate (1) how SVM classifiers perform 
at different selection thresholds, (2) whether a performance increase can also be ob­
served when testing on a manually annotated test set, and (3) to what extent the elitist 
approach works for conversational telephone speech instead of read speech.
Method
First, an SVM classifier is trained on the same 200k frames in the STP dataset using 
the Both parameters after hyper-parameter optimization as discussed in Section 5.4.1. 
This classifier is subsequently used to predict the posterior probabilities for the same 
data that was used for training.14 Only frames where the probability of the winning 
class is larger than a certain threshold are selected for the final training. We compare 
five different threshold settings: 0.95, 0.90, 0.70, 0.50 and 0.00 (original training 
set). Subsequently, five different classifiers are trained on 200k frames of each of the 
five training sets based on the different threshold settings.
Results
Table 5.8 shows the class-dependent F-scores and the overall frame-level accuracy 
of the APF classifiers at different threshold settings. The highest average accuracy 
(64.5%) is obtained with the original training set. Thus, there is no overall increase in 
classification accuracy when training the classifiers with a subset of frames. The ef­
fect of frame selection threshold settings is very different for individual APF values.
14SVMs directly only yield class labels, not class membership probabilities. However, methods have 
been devised to convert distances to the hyperplane into probabilities (Wu et al., 2004).
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Threshold Sil Liq Gli Nas Fri Bur Clo Acc. #SV
0.00 0.91 0.67 0.60 0.68 0.57 0.57 0.52 64.5 105,325
0.50 0.91 0.68 0.60 0.66 0.59 0.49 0.53 64.1 90,646
0.70 0.90 0.66 0.59 0.66 0.59 0.49 0.53 63.9 84,912
0.90 0.91 0.67 0.60 0.65 0.59 0.48 0.53 64.1 71,034
0.95 0.91 0.66 0.60 0.64 0.58 0.47 0.54 64.2 51,161
Table 5.8: Frame-level class-dependent F-scores and overall accuracy (Acc.) for the APF 
classifiers trained on STP and tested on manual-SV-APF with the Both acoustic parameters. 
The highest score in the respective column is indicated in bold. The column #SV lists the 
number of support vectors in the classifiers.
Whereas silence, glide, nasal and burst do not profit from the training on a selec­
tion of the best frames (i.e., their highest classification accuracy is at using 100% of 
the frames) liquid, fricative and closure profit from the data selection. However, the 
thresholds at which the F-scores are optimal differ between these APFs.
Discussion
The results presented here do not confirm the findings of Chang et al. (2005), who 
report an 8% improvement on average for classifying manner of articulation (vs. no 
improvement in our work). Although in Chang et al. (2005) a slightly different APF 
set was used, we think that the difference in performance improvement is partly due 
to the difference in speech style, read speech (NTIMIT) versus spontaneous speech 
(STP) and method of APF labeling, automatic mapping from phone labels versus 
manual labeling of the test material. In spontaneous speech, there are fewer frames 
than in carefully read speech that have only the acoustic parameters corresponding 
to a ‘pure’ APF value. Therefore, the acoustic parameters corresponding to the win­
ning APF are likely to overlap with the parameters of other APFs. In addition, Chang 
et al. (2005) applied data selection also on the test set; thus, they optimized not only 
the frames on which classifiers were trained but they also selected ‘representative’ 
frames for the evaluation. Selecting an optimal subset for testing the classifiers cer­
tainly raises the classification accuracy; One might wonder whether the improvement 
in classification accuracy is due to the fact that the elitist classifiers were tested on 
’easier’ data, rather than on genuine improvement of the classifiers proper.
From the rightmost column in Table 5.8 it can be seen that the number of support 
vectors decreases as the selection of the training samples becomes more strict. Thus, 
selection does have an effect, but in SVM classifiers this seems to surface in the 
form of more compact classifiers, rather than in higher classification accuracy. If
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anything, this finding suggests that the classification task in the conversational speech 
in Switchboard is inherently very difficult.
5.7 Summary and conclusions
The aim of the present study was two-fold. The first aim was to build a classifier 
for manner features that is accurate for both quasi-stationary and dynamic features. 
Eventually, such a classifier could be used for reliable and accurate detection of 
slight pronunciation errors and the automatic analysis of fine-phonetic detail in con­
versational speech. In order to improve the automatic classification of manner of 
articulation, we proposed a combination of acoustic parameters with a high time and 
a high frequency resolution so that it becomes possible to detect and reliably classify 
articulatory events of short duration, such as bursts in plosives, without affecting the 
performance for quasi-stationary features. We tested these classifiers on spontaneous 
speech from Switchboard and read speech from TIMIT, as a reference. The results 
showed that combining MFCCs derived from a long window of 25 ms and from a 
short window of 5 ms both shifted with 2.5 ms steps overall outperforms MFCCs 
derived from a window of 25 ms shifted with 10 ms.
The second aim of this study was to investigate the effect of the APF labeling 
of the training and test material on the performance of the classifiers. We found 
that the performance for the read speech in TIMIT (F = 0.88) is much higher than 
the F  = 0.65 obtained for training and testing on transcriptions of conversational 
telephone speech (STP). When the classifiers trained with TIMIT are tested with 
manual transcriptions of APFs in conversational speech (manual-SV-APF) perfor­
mance drops to F  = 0.64; the classifiers trained on conversational telephone speech 
also yield F  = 0.65 when tested on manual-SV-APF. When we make an optimal 
selection of the training data to avoid potentially erroneous labels, the performance 
on manual-SV-APF is again F  = 0.65.
The best performance we could obtain for the conversational speech in Switch­
board (F = 0.65) is much lower than the matched condition for read speech (TIMIT: 
F  = 0.88). We attribute this result to the nature of spontaneous speech, where sounds 
vary in their phonetic realization and are being produced in overlap with the sur­
rounding sounds to a much higher degree than in carefully read speech (e.g., John­
son, 2004; Kohler, 2001). Whereas a segmentation in terms of phones may yield a 
plausible representation of how read speech is organized, it is not capable of captur­
ing all relevant acoustic effects caused by overlapping articulatory gestures occurring 
in spontaneous speech. As a consequence, APF labels that are directly mapped from 
phone labels are probably more accurate for read than for spontaneous speech. The 
experience reported by Livescu et al. (2007) suggest that it is possible to obtain a
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high level of agreement between independent transcriptions of spontaneous speech 
on the APF level. Although it is not completely evident that high agreement guaran­
tees a high level of validity, there is at least some hope that future APF transcription 
projects will yield a sufficiently large corpus to allow fully matched training and test­
ing conditions. Until that time, it will be difficult to obtain a definite answer to the 
question to what extent the difference in performance between read and spontaneous 
speech is due to inaccurate labeling, or, alternatively, to the fact that the concept of 
APFs is less clearly defined in spontaneous speech than in read speech.
The fact that the performance of classifiers trained on noise-free read speech drops 
substantially when tested on spontaneous telephone conversations does not bode well 
for the assumption that acoustic-phonetic features should be highly similar, irrespec­
tive of the language or the speech style. This is of special importance when using 
APF classifiers, for instance, for language-independent phone recognizers (Sinis­
calchi et al., 2008) and multi-lingual annotation tools (Chang et al., 2005). Also, 
the finding that even in the fully matched condition we could not obtain an F-score 
exceeding 0.65 for conversational speech, suggests that it will not be easy to use 
APFs instead of phones for the recognition of spontaneous speech. In the same line 
of reasoning, it follows that it will not be easy to cast a lexicon for the recognition of 
spontaneous speech in the form of asynchronously changing APFs.
To sum up, the work presented in this chapter has extended previous research on 
APF classification with an emphasis on spontaneous speech. We have presented a set 
of acoustic parameters with a high frequency and temporal resolution, which reached 
an improvement of the performance of 4% of the classifiers when tested and trained 
on TIMIT. On the conversational telephone speech in Switchboard, the new set of 
acoustic parameters only yielded an improvement compared to the baseline parame­
ters when using manually labeled testing material. In all Switchboard experiments, 
we have observed lower performances than in TIMIT experiments. Therefore, it 
appears that the overlap between the acoustic parameters corresponding to APFs in 
spontaneous speech is much larger than in carefully read speech. It remains to be 
seen whether the acoustic overlap is due to a larger degree of articulatory variability 
in spontaneous speech, or whether the problem is caused by errors that are made 
when automatically converting transcription symbols to APF values in spontaneous 
speech. A definitive answer to the last question may have to wait until a much larger 
spontaneous speech corpus with reliable APF transcriptions becomes available.
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General discussion and concluding remarks
Chapter 6
This thesis presents analyses of acoustic reduction in conversational, spontaneous 
speech. The four core-chapters of this thesis (Chapter 2 - Chapter 5) are directed 
at three interrelated aims. The first aim was to provide a better understanding of the 
conditions under which acoustic reduction occurs. The second aim was to investigate 
to what extent current ASR technology can be deployed in order to facilitate the 
investigation of acoustic reduction in spontaneous speech corpora. As a mirror image 
to the second aim, the third aim was to explore how the study of reductions can 
improve ASR technology for spontaneous speech applications. In this chapter, I 
review and discuss my findings and suggest directions for future research.
6.1 Aim (1): Investigating the conditions favoring acoustic 
reduction
6.1.1 Acoustic reduction at the phonemic level
First, acoustic reduction was studied at the phonemic level, which allowed us to 
investigate the conditions favoring segment deletions and substitutions. The study 
presented in Section 2.4 provides an overview of how often vowel and consonant 
deletions and substitutions15 occur in the E r n e st u s  C o r p u s  o f  S p o n ta n e o u s  D u tc h  
(ECSD). We found that in total only 59.7% of the word tokens were produced canon­
ically. 9.1% of all canonical syllabic nuclei were absent (nucleus deletion rate) and 
19.0% of all word tokens (mono and polysyllabic) were realized with fewer syllabic 
nuclei than their citation forms suggest. These numbers are higher than previously 
reported for spontaneous Dutch (5.5% nucleus deletion rate; Van Bael et al., 2007a) 
and for spontaneous American English (7.6% of content words and 5.0% of function 
words were undergoing syllable deletion; Johnson, 2004). As in this thesis, these 
studies considered a syllable as absent if its nucleus was absent. One reason why
15The transcriptions also included epenthetic schwa, but a detailed study of these phenomena is left for 
future research. Non-epenthetic vowel and consonant insertions appear to be rare in spontaneous 
speech.
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the syllable deletion rate in our Dutch material is higher than reported by Johnson 
(2004) for English is that whereas in standard Dutch every vowel deletion implies 
the deletion of a syllabic nucleus, in English also sonorants can function as syllabic 
nuclei (Johnson (2004) considered nasal consonants, laterals and rhotics as syllabic 
nuclei). As a result, in English, consonants can and do take over the syllabic function 
of vowels even in slow, careful speech. The difference with the results of Van Bael 
et al. (2007a) are most probably due to the larger number of (more reduced) pro­
nunciation variants in the pronunciation lexicon used for creating the transcriptions. 
Specifically, it was possible to include more variants in which vowels were deleted.
In Section 2.4.1, we investigated voice assimilation. We showed that progres­
sive and regressive assimilation of voice are not obligatory in casual speech (ap­
proximately 30%), even though this is suggested in the phonological literature (e.g., 
Booij, 1995). On the other hand, more than half of the phonologically voiced frica­
tives (i.e., /z, v, y /) were devoiced (i.e., [s, f, x]). This high degree of variation in 
the feature voice makes it questionable whether voicing is a reliable cue for Dutch 
listeners at all. This was investigated by Ernestus and Mak (2004), who showed with 
an auditory lexical decision experiment that Dutch listeners rely less upon voice than 
upon manner and place of articulation for fricative-initial words. They ascribed their 
result to the fact that there are more rules affecting voice than manner or place of ar­
ticulation in Dutch. The findings from our corpus study support their interpretation 
of the outcomes of their experiments. Additionally, our data show that speakers do 
not consistently apply voicing rules and that consequently they inconsistently realize 
phonologically voiced fricatives as voiceless fricatives and vice versa.
The analyses in Section 2.4.2 showed that one highly frequent kind of conso­
nant reduction was the absence of /t/ in word-final position. Chapter 3 subsequently 
investigated the roles of linguistic and probabilistic properties in the reduction of 
word-final /t/ in 6747 word tokens extracted from the ECSD. First, we replicated ear­
lier findings on the roles of lexical and bigram frequency: /t/ tends to be more often 
absent in highly frequent words and word sequences. These findings are in line with 
earlier findings on effects of contextual predictability (e.g., Bell et al., 2009; Jurafsky 
et al., 2001; Pluymaekers et al., 2005a; Torreira and Ernestus, 2009) and support the 
general assumption that highly predictable words tend to be reduced more often.
With respect to the linguistic properties of the word, this study documented a 
role of morphology in the absence versus presence of [t] (see Section 3.3.2). We 
compared minimal word pairs in which one member is a finite verb form such as 
vind-t ‘[he] finds’, where /t/ marks also the second or third person singular present 
tense, and one member ends in /t/ that is only part of the stem (e.g., vind ‘[I] find’). 
Such minimal word pairs show that /t/ is more likely to be absent if it also functions 
as a grammatical morpheme than if this is not the case. Further evidence for a role
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of morphology comes from an effect of the frequency of a morphologically complex 
word relative to the frequency of its stem (e.g., the frequency of inflected loop-t 
relative to the frequency of the stem loop). /t/ is more likely to be present the higher 
the relative frequency of the inflected word. These findings support the Paradigmatic 
Signal Enhancement Hypothesis (Kuperman et al., 2007), which states that the most 
likely alternative in a paradigm is realized with greater acoustic salience. These 
results might seem to be in contradiction with the earlier mentioned effects of lexical 
and bigram frequency. However, also in the subset of morphologically complex 
words, we found an effect of bigram frequency. Thus, our data suggests that the 
effect of the relative frequency is an additional but not competing factor for the subset 
of morphologically complex words.
This study also documented a role of syntactic structure in the absence versus 
presence of [t] (see Section 3.3.2). Word-final /t/ is less likely to be acoustically 
absent if the target word is situated at the end of a long syntactic constituent than in 
a short constituent. This finding might be related to prosodic final lengthening, since 
stronger prosodic boundaries are more likely after longer syntactic constituents (e.g., 
Nespor and Vogel, 2007; Ostendorf and Veilleux, 1994). Since the ECSD does not 
(yet) come with prosodic annotation, further analysis of this hypothesis must be left 
for future research.
6.1.2 Acoustic reduction at the sub-phonemic level
In order to study reductions not only in terms of absence versus presence of seg­
ments, but also to consider the acoustic details in reduced realizations, we manually 
annotated a set of 486 Dutch word tokens in terms of several sub-phonemic proper­
ties (see Section 3.4). We found that only 11.7% of these /t/s were realized canon­
ically, while complete absence of all sub-phonemic properties for /t/ was observed 
in only 8.0% of the tokens. Thus, 80.3% of the tokens of /t/ were partly reduced, 
meaning that not all of the sub-phonemic properties were present in the signal.
Our analyses of the conditions that favor such reduced realizations showed that on 
the sub-phonemic level bigram frequency plays a role as well: In word combinations 
with higher frequencies, /t/ tends to be realized without complete constrictions, with­
out strong bursts and to be more often voiced. Furthermore, phonetic context played 
a role in the reduction of /t/ on both the phonemic and sub-phonemic level. /t/ tends 
to be more often acoustically absent, and so are its sub-phonemic properties, if a /t/ 
is preceded or followed by consonants than if it is preceded or followed by a vowel. 
These observations are in line with previous findings by Ernestus (2000) on casual 
Dutch and by Mitterer and Ernestus (2006) on read Dutch.
Our investigations showed the necessity of taking the sub-phonemic properties 
of the neighboring segments into account. When annotating tokens of /t/ manually
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(Section 3.4.1), we observed that /t/ followed by an abrupt start of friction from 
the following obstruent may result in a perceptually clear /t/, even if several sub- 
phonemic properties of /t/ are absent. This impression was supported by a detailed 
analysis in Chapter 4. Previous studies have shown that listeners use sub-phonemic 
information of the neighboring sounds already when listening to rather carefully 
pronounced speech (e.g., Beddor et al., 1986; Heinrich and Hawkins, 2009), which 
is easier to process than spontaneous speech. It is therefore to be expected that 
listeners use such information even more when listening to casual speech.
6.1.3 Informing models of speech processing
Chapters 2 and 3 studied the conditions for the absence of segments in the acous­
tic signal. Theoretically, the acoustic absence of segments can result from (1) their 
absence in the selected pronunciation variants in the mental lexicon (assuming that 
there are such variants in the lexicon), (2) from categorical phonological deletion 
rules or (3) from gradient phonetic reduction processes. On the one hand, our 
study of the phonetic contexts that favor vowel lenition and deletions (Section 2.4.2) 
showed that the contexts where vowel lenitions are most frequent are different from 
the contexts in which vowel deletions are most frequent. This suggests that the ab­
sence of vowels is not necessarily the extreme result of gradual lenition, but may 
also result from categorical deletion. On the other hand, our study of the conditions 
that favor the reduction of /t/ (Chapter 3) suggests that the acoustic absence of /t/ is 
the natural endpoint of gradient reduction, since both the absence versus presence 
of /t/ and of its detailed acoustic properties are predicted by the same phonetic and 
probabilistic variables (i.e., bigram frequency and the same phonetic contexts). Sim­
ilarly, it has been shown for English that the absence of schwa is likely to result from 
gradual reduction (Davidson, 2006). More investigations are needed in order to find 
out how (1), (2) and (3) interact. Such investigations will have to include production 
experiments as well as detailed phonetic analyses of acoustically reduced words in 
corpora of spontaneous speech.
In summary, our findings on the conditions for acoustic reduction may inform 
work on psycholinguistic models of speech production and perception: If produc­
tion models aim at explaining how casual speech is produced, they have to incor­
porate the types of (sub-phonemic) reduction found in this thesis and they have to 
explain why the occurrence of reduced variants is conditioned by linguistic proper­
ties, such as the morphological and syntactic structures, by probabilistic properties, 
and by phonetic context. Similarly, it is necessary in the comprehension domain to 
explain how listeners recognize reduced variants, which they encounter frequently 
in everyday speech. For instance, Mitterer et al. (2008) showed that the perception 
of reduced /t/ may involve perceptual mechanisms, learning and lexical knowledge.
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Detailed studies have to show whether these processes contribute differently for more 
or less reduced variants and whether they are influenced by the likelihood of reduced 
variants given the linguistic and probabilistic properties documented in this thesis.
6.1.4 Future work
In this thesis, the roles of linguistic and probabilistic properties were studied specif­
ically for /t/ in word-final position. However, the analyses in Chapter 2 showed that 
other vowel and consonant reductions are also highly frequent in spontaneous Dutch. 
Furthermore, the study of the phonetic realization of phonemes in other word posi­
tions is of interest. Whereas we found an effect of the bigram frequency with the 
following word on the reduction of word-final /t/s, it might be expected that seg­
ments at the beginning of the word are more affected by the bigram frequency with 
the previous word. However, initial research on the reduction of schwa in Dutch 
word-initial syllables has shown that this is not the case (Hanique et al., 2010). Fu­
ture investigations of the conditions for the acoustic reduction of other sounds in 
different positions in the words will further contribute to increasing our understand­
ing of the production and perception of everyday speech.
The analysis in Chapter 3 uncovered an as yet unobserved interaction between 
word and bigram frequency on the one hand and the Paradigmatic Signal Enhance­
ment Hypothesis (Kuperman et al., 2007) on the other. Future research is needed to 
untangle this interaction. Moreover, it is quite likely that the kind of analysis that is 
becoming feasible thanks to the availability of (very) large speech corpora that come 
with phonetic transcription, lemmatization, Part-of-Speech tags and syntactic struc­
ture annotation will bring to light as yet unknown factors that affect pronunciation 
variation.
Chapter 4 investigated which of the sub-phonemic properties of /t/ predict its per­
ceptual presence for human listeners (i.e., two trained phoneticians). We found that 
the two phoneticians more often classify a /t/ as acoustically present if it contains a 
constriction, a burst, alveolar friction and if the friction of the following consonant 
starts abruptly. The same set of tokens can be used for a perception experiment with 
naive listeners. Such an experiment will allow to draw more solid conclusions about 
which sub-phonemic properties are needed to perceive /t/ as present. The incorpo­
ration of information about sub-phonemic variation would improve the capability of 
computational models of human word recognition of explaining the processing of 
every day speech. For instance, the computational model Fine-Tracker so far only 
incorporates durational phonetic detail, but it is in principle also able to take sub- 
phonemic variation into account (Scharenborg, 2010).
As mentioned earlier in Chapter 2, we observed syllable deletion rates that were 
higher than previously documented for Dutch (9.1% in our material vs. 5.5% in
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Van Bael et al. (2007a)). We argued that the difference with the results of Van Bael 
et al. (2007a) are most probably due to differences in the transcription procedure, 
because our procedure captured more variants in which vowels were deleted. In gen­
eral, the comparison of frequencies of vowel and segment deletions may reveal not 
only the phonetic differences between the speech materials but also the differences in 
the transcription procedure, independent of whether the transcriptions were created 
manually or automatically. More research is needed to improve transcription pro­
cedures and to develop validation methods in order to make studies on large speech 
corpora more comparable.
6.2 Aim (2): How ASR technology can facilitate the study of 
acoustic reduction
The study of the contexts in which reductions are likely to occur requires large 
amounts of data from speech corpora transcribed at different levels of detail. Since 
manual transcriptions are extremely time consuming (e.g., Livescu et al., 2007), tech­
niques from the field of automatic speech recognition were adapted for creating tran­
scriptions automatically.
6.2.1 Automatic creation of broad phonetic transcriptions
In Chapter 2, it was described how the broad phonetic transcriptions were created 
automatically for ECSD , which were used for the studies of acoustic reduction in 
Chapters 2-4. The corpus was transcribed by means of a forced alignment procedure. 
Input for such a forced alignment are (1) the acoustic signal, (2) the orthographic 
transcriptions, (3) a lexicon containing pronunciation variants for each word in the 
corpus, and (4) acoustic phone models. With this procedure, an ASR system can 
choose the most probable pronunciation variant for each word token. Compared to 
previous transcription procedures, we adapted (2), (3) and (4) in order to use our 
spontaneous, conversational speech material.
One important step in preparing the orthographic transcription was the automatic 
re-chunking of the acoustic signal and the corresponding orthographic transcrip­
tion, which increased the amount of speech that could be transcribed automatically 
by 50.9%. Another improvement over previous automatic transcriptions for Dutch 
(Cucchiarini and Binnenpoorte, 2002; Van Bael et al., 2007b) was that we used a 
larger and more complete set of reduction rules to generate pronunciation variants. 
Most importantly, we included vowel deletion rules that refer to the stress patterns 
and syllable structures of the words. The incorporation of vowel deletion rules with­
out constraining them on the basis of the word’s prosodic characteristics would gen-
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erate a large amount of implausible pronunciation variants. The vowel deletion rules 
were highly frequently applied (cf., Table 2.7), which shows the need for incorpo­
rating stress pattern dependent vowel deletion rules for languages with a prosodic 
structure similar to Dutch. In order to account for more extremely reduced variants, 
we applied additional rules to a limited number of word types only, and we added 
extremely reduced pronunciation variants that have been found in a previous study 
on casual Dutch (Ernestus, 2000). Finally, in order to improve the annotation of very 
short segments, we used acoustic phone models that were trained at a frame shift of 
5 ms (Hamalainen et al., 2009) instead of the default of 10 ms (e.g., Adda-Decker 
et al., 2005; Schuppler et al., 2009a; Van Bael et al., 2007b).
The validation of the transcriptions showed that this procedure created high-quality 
transcriptions. For validating the transcription procedure, we created automatic tran­
scriptions of the spontaneous speech of the IFA corpus (Van Son et al., 2001) and 
compared these with the manual transcriptions that come with the corpus. Overall, 
we observed a disagreement for 14.1% of the labels in the reference transcription, 
which includes segment deletions, insertions and substitutions. This compares fa­
vorably to disagreements between independently working human transcribers for 
the same speech style (e.g., 21.1% for spontaneous speech, reported in Kipp et al. 
(1997)) and to 24 .3% disagreement between automatic transcriptions and manual 
transcriptions of spontaneous Dutch reported in Cucchiarini and Binnenpoorte (2002). 
Automatically created broad phonetic transcriptions therefore can be considered a 
good basis for the study of reductions.
The use of the automatically created broad phonetic transcriptions facilitated the 
analysis of reductions in several ways. In Chapter 2, these transcriptions helped 
to get an overview of the frequencies of a large number of consonant and vowel 
reductions. On the basis of these frequencies we decided to analyze word-final /t/s 
in detail and we selected a smaller number of tokens for further detailed manual 
analysis (see Section 3.4). The automatic transcriptions did not only form a basis for 
the formulation of a specific research question and for the selection of tokens from 
the data, but also for the analysis of the conditions for the absence versus presence 
of segments (Section 3.3).
6.2.2 Language technology
Besides the automatically created phonetic annotations, also the research on the con­
ditions that favor the acoustic reduction of words made use of automatically created 
linguistic annotations. The part of speech tags and the syntactic annotations of the 
ECSD were created with the ALPINO parser (Bouma et al., 2000). These annota­
tions made the study presented in Section 3.3 possible, for which we extracted the
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word class, the morphological structure and the information about the length of syn­
tactic constituents and the positions of syntactic boundaries from these annotations.
6.2.3 Acoustic-phonetic feature classification 
Acoustic parameters for manner-classification
Chapter 5 investigated whether acoustic-phonetic feature (APF) classification can 
be used as a tool to create sub-phonemic annotations of spontaneous speech. The 
first part of this chapter compared different acoustic parameters for the task of man- 
ner-classification. We explored whether combining acoustic parameters with a high 
temporal and a high frequency resolution can improve manner classification. The 
classification of plosives, for example, requires a higher temporal resolution than the 
classification of more stationary sounds, such as glides. A high temporal resolution, 
however, cannot be obtained with off-the-shelf acoustic parameters (MFCCs with 25 
ms window width and 10 ms shift). For our Support vector machine (SVM) clas­
sification experiments (cf. Sections 5.4 and 5.5), we combined MFCCs calculated 
from a 25 ms window and from a 5 ms window that were both shifted with 2.5 ms. 
With this method, we improved the overall classification accuracy on the frame level 
by 0.4 F-score for read speech (TIMIT) compared to the baseline (i.e., using off- 
the-shelf MFCCs). For spontaneous speech (Switchboard), the overall performance 
was much lower (0.65 F-score) than for read speech (TIMIT, 0.88 F-score). More­
over, our set of acoustic parameters only improved the performance when tested 
on manually labeled material from Switchboard, but not when tested on automati­
cally generated APF labels. One explanation for this observation is that the phonetic 
transcriptions of TIMIT are of higher quality than those of Switchboard. Another 
explanation for this observation is that the canonical mapping from phone labels to 
APF labels introduces more labeling errors for spontaneous speech, because of the 
higher pronunciation variability than in read speech. In order to explain these results, 
we carried out experiments that investigate the impact of inaccurate labeling.
The impact of inaccurate labeling
The second part of Chapter 5 investigated the impact of the conventional approach of 
creating training and test material on the performance of classifiers. For this purpose, 
classifiers that were tested on automatically generated APF labels were tested on a 
subset of 78 utterances of the Switchboard corpus for which manual APF transcrip­
tions are available. These experiments showed that classifiers do not perform best 
on the most accurate test material, but rather on the test material that is most similar 
to the training material. Next, we trained classifiers on the set of 78 utterances man-
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ually transcribed on the APF level. However, our experiments showed that these 78 
utterances is not enough material for training reliable classifiers.
As a next step, we investigated a data selection approach in order to deal with 
inaccurate labels. A data selection approach consists of two steps. In the first step, a 
classifier is trained with APF labels that are automatically derived from broad pho­
netic transcriptions. In the second step, only the subset of the frames is used that 
obtained the highest scores in the first step. On Switchboard, we found that the data 
selection approach yielded small improvements, but these were far smaller than the 
improvements reached with the same approach on read speech reported by Chang 
et al. (2005), where also the test material was selected so as to fit the training mate­
rial.
To summarize, the performance of our manner classification on spontaneous speech 
was much lower than for read speech. One reason is that the automatic mapping from 
broad phonetic transcriptions to APF labels introduces many more errors for sponta­
neous speech than for read speech. In order to train APF classifiers that subsequently 
can be used to accurately annotate spontaneous speech material, more manually la­
beled data on the APF level is necessary than is currently available.
6.2.4 Future work
Our analysis of the experiments presented in Section 5.5.1 showed that one of the 
main reasons why classifiers trained on TIMIT performed much worse on Switch­
board than classifiers that were also trained on Switchboard was the mismatch in 
sound quality: whereas TIMIT contains studio recordings, Switchboard was recorded 
via the landline telephone network and contains substantial background noise. Fur­
thermore, since Switchboard contains conversations, it also contains stretches where 
the speech of two speakers is overlapping. A first step to improve our APF classi­
fiers would be to train them on NTIMIT (Jankowski et al., 1990), which is the TIMIT 
database transmitted over the telephone network. Also the application of additional 
normalization techniques will help to deal with the different sound qualities (for ex­
ample, histogram normalization). Finally, a similar rechunking method as developed 
for the ECSD (see Section 2.3.2) could be applied on Switchboard for discarding 
stretches of overlapping speech. Further improvements might be yielded by combin­
ing these methods that help to cope with the sound quality with the data selection 
approach for dealing with the erroneous labels (see Section 5.6.2).
A logical next step would be to use APF classifiers to create sub-phonemic tran­
scriptions for the E r n e s t u s  C o r p u s  o f  S po n ta n e o u s  D u t c h . For this purpose, APF 
classifiers could be trained on the read speech part of the Spoken Dutch Corpus 
(Oostdijk et al., 2002), similarly as Scharenborg (2010). In addition to testing these 
classifiers on APF labels created by automatic mapping from the phone labels, the
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classifiers could be tested on the set of 486 /t/ tokens, which have been manually 
labeled in terms of sub-phonemic properties (see Section 3.4.1).
When APF classifiers are used for creating transcriptions of the speech material, 
the classifier gives each frame a label that corresponds to the phonetic feature value 
that reached the highest probability. Studies of acoustic reduction that are based on 
such transcriptions only take the phonetic feature value with the highest probability 
into account. However, for instance in tokens where the closure of a plosive is filled 
with friction, which is a frequent realization of /t/ (cf. Table 3.5), it can be expected 
that both manner values ‘closure’ and ‘fricative’ have a high probability. In this 
example, choosing the most probable label means losing much of the information 
about the phonetic detail, which the classifier could provide. A possible way to 
capture more of the gradual nature of reduction is to base the phonetic study directly 
on the probability outputs of the classifier. Then, each speech utterance is represented 
by multiple probability trajectories, one for each phonetic feature value (e.g., one for 
friction, one for nasality, one for voicing etc.). In order to base a phonetic study 
on such a representation of speech, it is required that the statistical methods used 
are capable of working with trajectories, instead of with data points. A statistical 
method that gives these possibilities is Functional Data Analysis (FDA) (Ramsay 
and Silverman, 1997), which recently has been shown to be a successful method for 
the study of acoustic reduction (Gubian et al., 2009).
6.3 Aim (3): How the study of reductions can improve ASR 
technology
6.3.1 Automatic speech recognition
Modern ASR systems comprise three knowledge sources, viz. acoustic models, lex­
icons and language models. The research in this thesis was mostly connected to the 
lexicon.
Pronunciation lexicon
Chapters 2 and 3 showed that the study of reductions can improve the pronunciation 
lexicon used in automatic annotation tools, such that it covers more of the variation 
occurring in spontaneous conversations. The set of pronunciation variants generated 
in our work covered a large amount of the variation, which was reflected by the high 
quality of the resulting broad phonetic transcriptions (see Section 6.2.1). These tran­
scriptions can be used to estimate the prior probabilities of the generated variants. 
Evidently, these estimates will depend on the training corpus, and powerful smooth­
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ing techniques will be required for dealing with not-yet-observed variants, especially 
for words with a low frequency of occurrence.
It is well known that including a very large number of pronunciation variants in a 
recognizer lexicon will have a negative impact on the word error rate, because of the 
increased internal confusability. In the following, suggestions are made how lexicons 
could be improved such that the internal confusability remains acceptable, while still 
covering most of the pronunciation variation.
The analysis of reduction rules in Chapter 2 showed whether rules apply in a 
high relative number of tokens and types. This informed us whether rules are word 
specific or not. In order to decrease the average number of pronunciation variants for 
recognition purposes, one might want to use only those rules for generating variants 
that are found in a wide range of types (e.g., the rule ‘[t]-deletion between /s/ and 
consonant’ applied in 60.6% of the types). We suggest not to use rules that are 
applied in a smaller range of word types (e.g., the absence of short vowels applied 
in 15.7% of the types), but instead to add only those pronunciation variants that 
actually occurred in the corpus. Furthermore, the analysis showed whether rules 
apply in a high relative or absolute number of tokens. The rules ‘[n]-deletion after 
schwa’ and ‘devoicing of fricative’ affect the highest absolute number of word tokens 
in the corpus (7304 and 7504 respectively), partly because words ending in /a n / and 
containing voiced fricatives are highly frequent in Dutch. To our knowledge, only 
‘[n]-deletion after schwa’ has so far been used (e.g., Hoste et al., 2004; Van Bael, 
2007), however, not to generate pronunciation variants but as an obligatory rule to 
the canonical pronunciations of the words.
In Chapter 2, we compared our results for the frequencies of certain segmental 
deletions with the results reported in studies based on carefully produced Dutch. 
This allowed us to draw conclusions about which rules are typical for certain speech 
styles. We found that the devoicing of fricatives as well as the deletion of schwa are 
rather speech style independent, whereas the deletion of [t] and [r] appear much more 
frequent in our conversational corpus than in corpora of carefully produced Dutch. 
The lexicon could be adapted to the given speech style such that only those rules 
are applied to generate pronunciation variants that have high probabilities given the 
speech style. Such a speech-style dependent lexicon could be used in combination 
with a speech style detector, for instance like the one created by Amano-Kusumoto 
et al. (2009).
Chapter 3 showed that there is a tremendous amount of variation among different 
speakers in terms of how frequently they delete word-final /t/ (ranging from 19.7% 
to 53.5% for the 20 different speakers), even though the ECSD is homogeneous with 
respect to the gender and the geographical and social background of the speakers. 
Similar differences can be expected for the deletion of other sounds. The average
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number of pronunciation variants could be minimized if lexicons (i.e., the set of 
pronunciation variants or the set of reduction rules used to generate variants) were 
adapted to the habits of individual speakers, as is usual in personalized dictation 
systems.
Language modeling
Traditional ASR systems deal with acoustic and linguistic information, which is cap­
tured by the acoustic models and the language models independently of each other. 
This is accomplished by using Bayes’ rule for conditional probabilities:
p(a|w) ■ p(w)
p(w|a) = ------- —----- . (6.1)
p (a)
This equation computes the most likely word sequence given an arbitrary speech sig­
nal (p(w|a)), by using the observation likelihood of the acoustic signal correspond­
ing to the word sequence (p(a|w)) and the prior probability of a sequence of words 
(p(w)), normalized by the prior probability of the acoustic speech signal (p(a)). Lan­
guage models are mostly of a statistical nature, such that they assign a conditional 
probability to a word given the preceding word(s) (e.g., Rosenfeld, 1996). Ideally, 
one would not just want to compute the most likely sequence of words given any 
speech signal, but rather a speech signal produced by a specific speaker, in a specific 
style, in a specific context, etc.
This would amount to replacing the simple expression p(w|a) by a more compli­
cated expression p(w|a, speaker, style, morphology, context, ■ ■■) and to using Bayes’ 
rule to obtain an expression that only contains terms that can be estimated indepen­
dently. While this could be done in theory, it is very difficult -  and perhaps even 
impossible -  to find the optimal way for untangling the mutual dependencies be­
tween the additional factors (knowledge sources) and to estimate all independent 
probabilities.
Recently, a novel approach has been introduced that allows incorporating linguis­
tic knowledge, such as syntactic (e.g., Collins et al., 2005) and prosodic structure 
(e.g., Huang and Renals, 2007). Chien and Chueh (2010) reported that word er­
ror rates decrease if acoustic and statistical language modeling are combined. For 
this purpose, they used the acoustic evidence for estimating the linguistic model pa­
rameters, and vice versa, according to the maximum entropy principle. Since they 
moved away from Bayesian Maximum Likelihood models to Maximum Entropy 
Markov Models (MMEM), their approach in general allows the incorporation of 
other sources of information. Such other sources could be morphological, syntactic 
and prosodic structure. The combination of these structural properties with infor­
mation from the acoustic signal can be expected to yield improvements for ASR
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systems, because in several phonetic studies, interactions of linguistic structures and 
the pronunciation of the words has been shown. For instance, linguistic structures 
have been found to affect the phonetic detail and the duration of the segments (e.g., 
Baker et al. (2007), Hawkins (2003) and Pluymaekers (2006) for morphology; Fuchs 
et al. (2010) for prosody) and the absence versus presence of segments (e.g., in Sec­
tion 3.3.2 we found that the absence of /t/ is affected by morphological and syntactic 
properties).
6.3.2 Future work
The use of MEMMs (instead of the conventional Bayesian ML models) opens a 
range of options and opportunities for including linguistic and phonetic knowledge 
in future ASR systems. However, MEMM systems require large corpora from which 
the effects of all those knowledge sources can be learned from actual data. Therefore, 
including systematic pronunciation variation requires the availability of large corpora 
that come with accurate phonetic transcriptions. For the generation of these corpora 
we will need very powerful transcription tools. Therefore, it can be argued that 
the availability of automatic transcription tools will become an essential asset for 
the development of future MEMM-based ASR systems. In this thesis, a first step 
was taken towards building a tool that can handle pronunciation variation for the 
generation of high quality broad phonetic transcriptions.
Further improvements of transcription tools might be reached by incorporating ad­
ditional information from the sub-phonemic level. In the study on the sub-phonemic 
properties of /t/ (Chapter 4), we investigated which sub-phonemic properties human 
listeners use in order to perceive /t/ as present and we compared these with the sub- 
phonemic properties an ASR systems relies on in a forced alignment procedure. Both 
are sensitive to the presence of a constriction, a burst and alveolar friction. Voicing 
was found to be a misleading cue for the automatic transcription system and that it 
is less sensitive to fine cues (i.e., weak bursts and smoothly starting friction) than 
the human ear. These results suggest that automatic transcription tools could achieve 
better performances if in a first step the intervals where /t/ may be present are iden­
tified (given the canonical phonemic representation of a word) and in a second step 
detailed analyses and classification techniques are applied which are informed by 
knowledge about how human perception is based on sub-phonemic properties. A 
similar two-step procedure for creating detailed phonetic transcriptions automati­
cally is conceivable in combination with the acoustic-phonetic feature classification 
techniques presented in Chapter 5 as a second step.
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6.4 Concluding remarks
The primary aim of the research described in this thesis was to provide both more 
information on reduced pronunciation variants and develop automatic methods for 
investigating and recognizing these variants. We showed that reduced words are 
more frequent in casual Dutch than previously documented and that the linguistic 
properties of a word (i.e., its segmental make up, its morphological structure, and its 
position in the syntactic structure of the utterance) as well as its probabilistic proper­
ties (word frequency and bigram frequency) co-determine which reduced pronunci­
ation variant occurs. These findings inform psycholinguistic models accounting for 
everyday speech processing and the development of speech technology that can deal 
with spontaneous speech. Before we will be able to fully understand which factors 
affect pronunciation variation in everyday communication, larger amounts of speech 
material from natural conversations will have to be analyzed. The tools developed 
in this thesis can facilitate these future analyses. The findings of this thesis and the 
tools developed will hopefully contribute to our understanding of everyday speech 
processing.
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Summary
Current models of Automatic Speech Recognition (ASR) and current psycholinguis- 
tic models of speech production and comprehension have been designed to cope with 
carefully pronounced speech. As a consequence, these models cannot well account 
for the tremendous variation that can be observed in the pronunciation of words in 
spontaneous conversational speech (e.g., Saraglar et al., 2000). One kind of pronun­
ciation variation observed in conversational speech is that words are often acous­
tically reduced compared to their canonical pronunciations, such that a word like 
yesterday may sound like ['jejei] or a Dutch word like eigenlijk ’actually’ may sound 
like [ eik]. Our analysis of a corpus of Dutch spontaneous conversations showed 
that reduced pronunciation variants are highly frequent. In this corpus, more than 
half of the word tokens were reduced (i.e., not produced in their citation forms) and 
every fifth word lacked at least one syllabic nucleus (Section 2.4). Similar num­
bers have been reported for other languages, for instance for American English by 
Johnson (2004) and for French by Adda-Decker et al. (2005). In order to improve 
the performance of ASR systems and of psycholinguistic models of speech produc­
tion and comprehension, it is necessary to take pronunciation variation into account 
(e.g., Scharenborg and Boves, 2002, Wester, 2002). The general goal of the present 
thesis is to take a step in that direction by providing more information on reduced 
pronunciation variants and by providing automatic methods for investigating these 
variants.
More specifically, this thesis has three aims. The first and main aim is to provide 
a better understanding of the conditions under which acoustic reduction occurs in 
spontaneous, conversational Dutch. The second aim is to explore to what extent 
current ASR technology can be deployed in order to facilitate the investigation of 
acoustic reduction in large spontaneous speech corpora. As a mirror image to this 
second aim, the third aim of this thesis is to investigate how the study of reductions 
can improve ASR technology for spontaneous speech applications. These aims are 
addressed in the four articles that form the core chapters of this thesis (Chapters 
2 - 5). Furthermore, the thesis contains an introductory chapter (Chapter 1) and a 
concluding chapter (Chapter 6), which discusses the findings in relation to the three 
aims and presents suggestions for directions of future work.
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Chapter 2: Acoustic reduction in conversational Dutch:
A quantitative analysis based on automatically generated segmental 
transcriptions
Chapter 2 reports the frequency of acoustic reductions in the E r n e s t u s  C o r p u s  o f  
S po n ta n e o u s  D u tc h  (ECSD). This corpus consists of 15 hours of speech from spon­
taneous dialogues between male colleagues and friends from the western provinces 
of the Netherlands. The corpus was automatically transcribed by means of a forced 
alignment procedure, a technique based on ASR technology. Input for such a forced 
alignment are the acoustic signal, the orthographic transcriptions, a lexicon contain­
ing pronunciation variants for each word in the corpus, and acoustic phone models. 
For the generation of the pronunciation variants in the lexicon, we formulated a large 
set of phonological and phonetic reduction rules (phone deletions and substitutions) 
on the basis of studies from the phonological literature (e.g., Booij, 1995) and of 
earlier phonetic studies on casual standard Dutch (Ernestus, 2000). These rules were 
subsequently applied to the canonical phonemic transcriptions of the words. An ASR 
system then chooses the most probable pronunciation variant for each word token in 
the orthographic transcription given the speech signal and the acoustic phone mod­
els. With this automatic transcription procedure we obtained an agreement between 
automatic and manual transcriptions that lies in the range of the agreements reported 
for human transcribers for the same speech style.
On the basis of the automatically generated transcriptions, we provided an overview 
of the frequency of vowel and consonant deletions and substitutions in different seg­
mental contexts. In total, only 59.7% of the word tokens were produced canonically, 
while 9.1% of all canonical syllabic nuclei were absent (nucleus deletion rate) and 
19.0% of all word tokens (mono- and polysyllabic) lacked syllabic nuclei compared 
to their citation forms. Additional analyses on the frequency of vowel reductions 
in several phonetic contexts showed that vowel lenition and deletion differ in their 
frequencies as a function of context. Furthermore, we observed that the frequency 
of certain reductions is speech-style independent (e.g., the devoicing of fricatives 
and the absence of schwa) whereas others are more frequent in casual than in read 
speech (e.g., [t]- and [r]-deletion). Overall, acoustic reduction appeared to be more 
pervasive in spontaneous Dutch than previously documented.
Chapter 3: How linguistic and probabilistic properties of a word affect the 
realization of its final /t/
Chapter 3 addresses the realization of word-final /t/ in conversational standard Dutch. 
The first part of this chapter investigates the conditions for the acoustic presence 
versus absence of word-final /t/ based on 6747 word tokens from the ECSD that
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was automatically transcribed at the phone level using the procedure described in 
Chapter 2. The set of tokens contained function and content words of different lexical 
frequencies, morphological structures and from different positions in the utterance. 
Our analysis of the conditions for the acoustic presence versus absence of /t/, showed 
that morphological properties of the word play a role in the acoustic presence versus 
absence of its final /t/. We compared minimal word pairs of which one member is a 
finite verb form, such as vind+t ’[he] finds’, where /t/ (also) marks the second or third 
person singular present tense, and of which the other member ends in /t/ that is part 
of the stem (e.g., vind ’[I] find’). The analysis showed that /t/ tends to be less often 
acoustically absent if it (also) functions as a grammatical morpheme than if it does 
not. Further evidence for a role of morphology came from the effect of the frequency 
of morphologically complex words relative to the frequency of their stem (e.g., the 
frequency of inflected loopt relative to the frequency of the stem loop). We found that 
/t/ is more likely to be present the higher the relative frequency of the inflected word. 
This finding supports the Paradigmatic Signal Enhancement Hypothesis (Kuperman 
et al., 2007), which states that the most frequent alternative in a paradigm is realized 
with greater acoustic salience.
Further, we found that the position of a word in the syntactic structure plays a role 
for the presence versus absence of its final [t]. Word-final /t/ is less likely to be acous­
tically absent if the target word is situated at the end of a long syntactic constituent 
than at the end of a short constituent. This effect, however, may be prosodic rather 
than syntactic in nature, because earlier studies have shown that stronger prosodic 
boundaries are more likely to occur after longer syntactic constituents (e.g., Nes­
por and Vogel, 2007; Ostendorf and Veilleux, 1994). Moreover, words at the end of 
prosodic phrases are likely to be affected by prosodic final lengthening (e.g., Beck­
man and Edwards, 1990; Fuchs et al., 2010).
Finally, we also replicated earlier findings on the roles of word and bigram fre­
quency: /t/ tends to be more often absent in highly frequent words and word se­
quences. These findings are in line with earlier findings on effects of contextual 
predictability (e.g., Bell et al., 2009; Torreira and Ernestus, 2009) and support the 
general assumption that highly predictable words tend to be more often reduced (e.g., 
Jurafsky et al., 2001; Pluymaekers et al., 2005a).
In the second part of Chapter 3, we analyzed the detailed acoustic properties of 
word-final /t/. This analysis was based on a smaller number of tokens (486), which 
were annotated manually by two experienced phoneticians. Only 11.7% of these /t/s 
were realized canonically, while complete absence of all sub-phonemic properties 
for /t/ was observed in only 8.0% of the cases. Thus, 80.3% of the tokens of /t/ 
were partly reduced, meaning that only part of the sub-phonemic properties were 
present in the signal. A subsequent analysis showed that the presence of specific sub-
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phonemic properties is predicted by the same variables as the presence of /t/ itself. 
In word combinations of higher frequencies, /t/s tend to be realized with fewer sub- 
phonemic properties, that is, without complete constrictions, without strong bursts, 
and with vocal fold vibration. Moreover, both on the phonemic and sub-phonemic 
level, phonetic context plays a role. /t/ tends to be more often acoustically absent, 
and so are its sub-phonemic properties, if it is preceded or followed by consonants 
than when it is preceded or followed by vowels.
Chapter 4: Predicting human perception and ASR classification of 
word-final [t] by its acoustic sub-segmental properties
Chapter 4 presents a study of how the sub-phonemic properties of /t/ contribute to 
whether humans and an ASR system classify /t/ as acoustically present or absent. 
We based this study on the 486 tokens ending in /t/ that were also investigated in 
Chapter 3. The /t/s were (1) classified by two phoneticians as being perceptually 
absent, weakly present, or strongly present, (2) classified as absent versus present by 
means of an ASR system (see Chapter 2) and (3) annotated in terms of sub-phonemic 
properties (see Chapter 3). In general, the two phoneticians and the ASR system 
appeared to use the same cues (in particular, weak bursts, abrupt start of friction of 
the following segments) to classify a /t/ as acoustically present, but the ASR system 
appeared less sensitive to fine cues (i.e., weak bursts, abrupt start of friction of the 
following obstruent) than human listeners and to be misled by the presence of glottal 
vibration.
We also observed that the two phoneticians tended to perceive a /t/ followed by 
an abrupt start of friction of the following obstruent (e.g., /f/) as a clear /t/, even if 
several of its sub-phonemic properties were absent. Previous research has shown 
that listeners may use acoustic information distributed over several segments in their 
recognition of one of these segments in carefully pronounced speech (e.g., Beddor 
et al., 1986; Heinrich and Hawkins, 2009). Our results suggests that listeners may 
use sub-phonemic information of neighboring segments as well when listening to 
casual speech.
Chapter 5: The challenge of manner classification in spontaneous speech
Studies of pronunciation variation based on broad phonetic transcriptions (whether 
created manually or automatically) cannot reveal information on co-articulation and 
the overlap of articulatory gestures in time and space. Recently, interest has been 
growing in the idea of replacing phonemes as the atomic descriptive units by acoustic- 
phonetic features (APFs), that is, the acoustic correlates of articulatory gestures, 
(e.g., Bitar and Espy-Wilson, 1996; Hasegawa-Johnson et al., 2005; Juneja, 2004;
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Juneja and Espy-Wilson, 2008; King and Taylor, 2000; Kirchhoff, 1999). In order 
to create APF transcriptions automatically, classifiers need to be trained on labeled 
speech material. Chapter 5 addresses two issues relevant for the training and testing 
of APFs: the type of acoustic parameters and the method used to create the annota­
tions of the training and test material. The experiments described in Chapter 5 study 
the automatic annotation of speech material with respect to manner of articulation 
(fricative, burst, closure, nasal, glide and liquids). In contrast to the other studies in 
this dissertation, the experiments are based on American English corpora, such that 
we can compare our results with previous results in the APF literature.
The first part of Chapter 5 explores different acoustic parameters for the task of 
manner-classification classification. Support vector machine (SVM) classification 
experiments on American English read speech (TIMIT) and on spontaneous speech 
(Switchboard) showed that classification benefits from a combination of acoustic 
parameters with a high temporal and a high frequency resolution (i.e., combining 
MFCCs calculated from a 25 ms window and from a 5 ms window with a 2.5 ms 
window shift). Overall, the classification performance at the frame level was much 
lower for the spontaneous speech in Switchboard (0.65 F-score) than for the read 
speech in TIMIT (F = 0.88). We put forward the hypothesis that this difference 
originates from the conventional approach of generating labels for training and test­
ing the classifiers by a canonical mapping from broad phonetic transcriptions to APF 
labels. Since pronunciation variation is much more pervasive in spontaneous speech 
than in read speech, this canonical mapping is likely to introduce more labeling er­
rors in spontaneous speech than in read speech.
In the second part of this chapter, we analyzed the impact of the conventional la­
beling method of training data on the performance of classifiers. Classifiers that were 
trained on TIMIT and Switchboard were tested on a subset of 78 utterances from 
the Switchboard corpus for which manual APF transcriptions are available (Livescu 
et al., 2007). These experiments showed that classifiers perform equally good on au­
tomatically and manually annotated test material. Unfortunately, these 78 utterances 
appeared not to contain enough material for the training of reliable classifiers. For 
the training of reliable APF classifiers for spontaneous speech either more manually 
labeled data on the APF level is necessary than currently is available, or methods 
need to be developed that make it possible to use classifiers trained on read speech 
(TIMIT) for annotating spontaneous speech.
Concluding remarks
The primary aim of the research described in this thesis was to provide both more 
information on reduced pronunciation variants and develop automatic methods for 
investigating and recognizing these variants. We showed that reduced words are
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more frequent in casual Dutch than previously documented and that the linguistic 
properties of a word (i.e., its segmental make up, its morphological structure, and its 
position in the syntactic structure of the utterance) as well as its probabilistic proper­
ties (word frequency and bigram frequency) co-determine which reduced pronunci­
ation variant occurs. These findings inform psycholinguistic models accounting for 
everyday speech processing and the development of speech technology that can deal 
with spontaneous speech. Before we will be able to fully understand which factors 
affect pronunciation variation in everyday communication, larger amounts of speech 
material from natural conversations will have to be analyzed. The tools developed 
in this thesis can facilitate these future analyses. The findings of this thesis and the 
tools developed will hopefully contribute to our understanding of everyday speech 
processing.
Samenvatting (Summary in Dutch)
De huidige benadering van automatische spraakherkenning (ASR) en de psycholin- 
guïstische modellen van spraakproductie en -herkenning zijn ontworpen aan de hand 
van nauwkeurig uitgesproken taal. Hierdoor kunnen deze modellen de hoge mate van 
variatie in de uitspraak van woorden in spontane, conversationele spraak (bijvoor­
beeld (Saraglar et al., 2000)) niet goed aan. Eén type uitspraakvariatie die voorkomt 
in spontane spraak is de reductie van woorden in vergelijking tot hun canonieke 
uitspraak. Bijvoorbeeld een woord als eigenlijk kan gereduceerd worden tot ['eikj. 
Onze analyse van een corpus van Nederlandse spontane gesprekken heeft aange­
toond dat gereduceerde uitspraakvarianten zeer frequent voorkomen. In dit corpus 
wordt meer dan de helft van de woorden niet geproduceerd in hun canonieke vorm en 
in ieder vijfde woord ontbreekt minimaal één syllabische nucleus (Section 2.4). Voor 
andere talen zijn soortgelijke resultaten gemeld, bijvoorbeeld voor het Amerikaans­
Engels door Johnson (2004) en voor het Frans door Adda-Decker et al. (2005). Om 
de prestaties van ASR-systemen en psycholinguïstische modellen van spraakpro- 
ductie en -herkenning te verbeteren is het noodzakelijk om rekening te houden met 
uitspraakvariatie (bijvoorbeeld Scharenborg and Boves, 2002; Wester, 2002). Het 
algemene doel van dit proefschrift is om een stap in die richting te zetten, door meer 
informatie over het voorkomen van gereduceerde uitspraakvarianten te verzamelen 
en door het ontwikkelen van automatische methoden om deze varianten verder te 
onderzoeken.
Dit proefschrift heeft drie specifieke doelen. Het eerste en belangrijkste doel is om 
beter inzicht te krijgen in de omstandigheden waaronder reductie optreedt in spon­
taan, conversationeel Nederlands. Het tweede doel is om te verkennen in hoeverre 
de bestaande ASR-technologie kan worden ingezet om het onderzoek naar reduc­
tie in grote corpora met spontane spraak te vergemakkelijken. Parallel aan dit doel 
definiéren we het derde doel van dit proefschrift, namelijk het onderzoeken hoe onze 
kennis over reductievarianten bij kan dragen aan het verbeteren van de bestaande 
ASR-technologie. Deze doelen worden nagestreefd in de vier artikelen die de kern- 
hoofdstukken vormen van dit proefschrift (hoofdstuk 2- 5). Verder bevat het proef­
schrift een inleidend hoofdstuk (hoofdstuk 1) en een conclusie (hoofdstuk 6), waarin 
de bevindingen in relatie tot de drie doelen samengevat worden en suggesties voor 
toekomstig onderzoek gepresenteerd worden.
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Hoofdstuk 2: Akoestische reductie in conversationeel Nederlands:
Een kwantitatieve analyse gebaseerd op automatisch gegenereerde 
segmentele transcripties
Hoofdstuk 2 beschrijft de mate van reductie in het E r n e st u s  C o r p u s  o f  S po n ta n e o u s  
D u tc h  (ECSD). Dit corpus bestaat uit 15 uur spontane dialogen tussen mannelijke 
collega’s en vrienden uit de westelijke provincies van Nederland. Wij hebben het cor­
pus automatisch getranscribeerd met behulp van een Forced Alignment procedure. 
Input voor een Forced Alignment zijn het akoestische signaal, de orthografische tran­
scripties, een lexicon dat verschillende uitspraakvarianten voor alle woorden bevat 
en akoestische foonmodellen. Een ASR-systeem kiest op basis van het spraaksig­
naal en de foonmodellen de meest waarschijnlijke uitspraakvariant voor ieder wo­
ord in de orthografische transcriptie. Voor het bepalen van de uitspraakvarianten in 
het lexicon, hebben we een ruime set van fonologische en fonetische reductieregels 
geformuleerd die foonweglatingen en -vervangingen beschrijven. Deze regels zijn 
gebaseerd op de fonologische literatuur (bijvoorbeeld Booij, 1995) en op eerdere 
fonetische studies van het informeel standaard Nederlands (Ernestus, 2000). De 
regels zijn toegepast op de canonieke fonemische transcripties van de woorden. Met 
deze procedure hebben we een transcriptie van het corpus verkregen dat net zo goed 
is als wat we hadden kunnen krijgen met een betaalbare handmatige transcriptie.
Op basis van deze automatisch gegenereerde brede fonetische transcriptie hebben 
we een overzicht gegeven van de mate waarin klinkers en medeklinkers weggelaten 
en vervangen worden in verschillende fonetische contexten. In totaal werd slechts 
59.7% van de woorden canoniek geproduceerd, terwijl 9.1% van alle canonieke 
syllabische kernen afwezig waren; in 19.0% van alle woorden (mono- en polysyl­
labisch) ontbreaken syllabische kernen die wel aanwezig zijn in de canonieke uit­
spraak. Aanvullende analyses van de klinkerreducties in verschillende fonetische 
contexten tonen aan dat de mate van klinkerverzwakking en -weglating varieert met 
de context. Tevens hebben we gezien dat de frequentie van bepaalde reducties, met 
name de stemloosheid van fricatieven en het ontbreken van schwa, onafhankelijk 
is van de spreekstijl. Andere reducties, zoals de afwezigheid van [t] en [r], komen 
daarentegen vaker voor in informeel taalgebruik dan in voorgelezen spraak. In het al­
gemeen blijkt dat reductie veel vaker voorkomt in spontaan Nederlands dan voorheen 
aangenomen werd.
Hoofdstuk 3: Hoe linguïstisch en probabilistische eigenschappen van een 
woord de realisatie van de woordfinale /t/ beïnvloeden
In hoofdstuk 3 beschrijven we de uitspraak van de eindconsonant /t/ in conversa­
tioneel standaard Nederlands. In het eerste deel van dit hoofdstuk onderzochten we
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de condities waarin reductie van de woordfinale /t/ voorkomt. Voor dit onderzoek 
hebben we 6747 woorden van het ECSD bestudeerd, die automatisch getranscribeerd 
zijn met behulp van de procedure beschreven in hoofdstuk 2. Deze verzameling 
woorden bevat functie- en inhoudswoorden met verschillende lexicale frequenties, 
morfologische structuren en voorkomend in verscillende posities in een uiting. Onze 
analyse van de condities waarin woordfinale /t/ akoestisch afwezig kan zijn, laat 
zien dat de morfologische eigenschappen van het woord een rol spelen. We hebben 
minimale woordparen vergeleken waarvan het eerste woord een vervoegde werkwo­
ordsvorm is, zoals vind+t ’[hij] vindt’, waar /t/ (ook) de tweede of derde persoon 
enkelvoud tegenwoordige tijd markeert, en waarvan het tweede woord eindigt in een 
/t/ die een onderdeel vormt van de stam (bijvoorbeeld [ik] vind). De analyse laat zien 
dat /t/ minder vaak akoestisch afwezig is als ze (ook) functioneert als een grammat­
icaal morfeem dan wanneer dit niet het geval is. Nog meer bewijs voor het belang 
van morfologie vonden we in het effect van de frequentie van morfologisch com­
plexe woorden in verhouding tot de frequentie van hun stamwoord (bijvoorbeeld de 
frequentie van de vervoeging loop+t in verhouding tot de frequentie van het stamwo­
ord loop). We ontdekten dat de kans op de aanwezigheid van de /t/ groter is wanneer 
de relatieve frequentie van het vervoegde woord hoger is. Deze bevinding bevestigt 
de Paradigmatic Signal Enhancement Hypothesis (Kuperman et al., 2007), die stelt 
dat het meest frequente alternatief in een paradigma duidelijker gerealiseerd wordt.
Verder ontdekten we dat ook de positie van een woord in de syntactische struc­
tuur van de zin een rol speelt in de akoestische aanwezigheid versus afwezigheid 
van de eindconsonant /t/. Woordfinale /t/ is vaker akoestisch afwezig wanneer het 
woord aan het einde van een lange syntactisch eenheid staat dan aan het einde van 
een korte eenheid. Dit effect kan echter meer prosodisch dan syntactisch van aard 
zijn, omdat eerdere onderzoeken hebben aangetoond dat sterkere prosodische gren­
zen vaker voorkomen na lange syntactische eenheden (bijvoorbeeld Nespor and Vo­
gel, 2007; Ostendorf and Veilleux, 1994). Bovendien ondergaan woorden aan het 
eind van prosodische frasen prosodische eindverlenging (bijvoorbeeld Beckman and 
Edwards, 1990; Fuchs et al., 2010).
Tot slot hebben we ook eerdere bevindingen over de rol van woord- en bigram- 
frequenties bevestigd: de /t/ blijkt vaker akoestisch afwezig te zijn in hoogfrequente 
woorden en woordsequenties. Deze resultaten komen overeen met eerdere bevindin­
gen over effecten van contextuele voorspelbaarheid (bijvoorbeeld Bell et al., 2009; 
Torreira and Ernestus, 2009) en ze ondersteunen de algemene aanname dat sterk 
voorspelbare woorden vaker gereduceerd worden (bijvoorbeeld Jurafsky et al., 2001; 
Pluymaekers et al., 2005a).
In het tweede deel van hoofdstuk 3 hebben we de akoestische eigenschappen van 
de eindconsonant /t/ in detail onderzocht. Deze analyse is gebaseerd op 486 woor-
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den die handmatig en zeer gedetailleerd getranscribeerd zijn. In slechts 11.7% van 
de woorden is de /t/ canoniek gerealiseerd en in maar 8.0% van de woorden zijn 
alle subfonemische eigenschappen van /t/ afwezig. In 80.3% van de woorden wordt 
/t/ dus gedeeltelijk gereduceerd, wat betekent dat slechts een deel van de subfone- 
mische eigenschappen aanwezig is in het signaal. Onze analyse laat zien dat de 
aanwezigheid van specifieke subfonemische eigenschappen door dezelfde variabe­
len voorspeld wordt als de akoestische aanwezigheid van /t/ zelf. In hoogfrequente 
woordcombinaties blijkt /t/ vaker gerealiseerd te worden met minder subfonemische 
kenmerken, dat wil zeggen, zonder complete constrictie in de mondholte, zonder 
sterke ‘burst’ en met stembandtrilling. Bovendien is de fonetische context van de 
/t/ op zowel het fonemische als het subfonemische niveau van belang. De /t/, net 
als zijn subfonemische kenmerken, blijkt vaker akoestisch afwezig te zijn als hij 
voorafgegaan of gevolgd wordt door medeklinkers dan door klinkers.
Hoofdstuk 4: Het voorspellen van de menselijke waarneming en de ASR 
classificatie van de woordfinale [t] op basis van zijn akoestische 
subsegmentele eigenschappen
In hoofdstuk 4 onderzochten we hoe de subfonemische eigenschappen van /t/ invloed 
hebben op de classficatie van dat foneem als akoestisch aanwezig of afwezig, door 
zowel mensen of door een ASR-systeem. Voor deze analyse baseerden we ons op 
dezelfde 486 woorden als in Hoofdstuk 3. De /t/s werden (1) geclassificeerd door 
twee fonetici als akoestich afwezig, zwak aanwezig, of sterk aanwezig; (2) geclas­
sificeerd als akoestisch afwezig versus aanwezig door een ASR systeem (zie hoofd­
stuk 2) en (3) handmatig geannoteerd voor hun subfonemische eigenschappen door 
dezelfde twee fonetici (zie hoofdstuk 3). Over het algemeen bleken de twee fonetici 
en het ASR systeem hun classificatie op dezelfde subfonemische eigenschappen te 
baseren (met name de aanwezigheid van een constrictie, een ‘burst’ en alveolaire 
frictie), maar het ASR systeem bleek minder gevoelig voor zwakkere akoestisch 
eigenschappen (zoals zwakke bursts en het plotselinge begin van frictie behorend bij 
de volgende obstruent) dan menselijke luisteraars en kon misleid worden door de 
aanwezigheid van stembandtrilling.
Tevens hebben wij gezien dat de twee fonetici geneigd waren om een /t/, wanneer 
die gevolgd werd door abrupte startfrictie van eenvolgende obstruent (bijvoorbeeld 
/f/), als een duidelijke /t/ waar te nemen, zelfs als verschillende subfonemische eigen­
schappen afwezig waren. Eerder onderzoek heeft aangetoond dat luisteraars gebruik 
kunnen maken van akoestische informatie verspreid over verschillende segmenten 
wanneer ze een van deze segmenten in nauwkeurig uitgesproken taal proberen te 
herkennen (bijvoorbeeld Heinrich and Hawkins, 2009). Onze resultaten suggereren
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dat luisteraars ook gebruik kunnen maken van subfonemische informatie in naburige 
segmenten als zij naar spontane spraak luisteren.
Hoofdstuk 5: De uitdaging om spontane spraak te classificeren naar 
manier van articulatie
Studies van uitspraakvariatie die zich enkel baseren op conventionele fonetische tran­
scripties (hetzij handmatig, hetzij automatisch gegenereerd) kunnen geen informatie 
verstrekken over co-articulatie en over overlap van articulatiebewegingen in tijd en 
ruimte. Recent is er interesse ontstaan in het idee om fonemen als de atomaire een­
heden voor de beschrijving van spraak te vervangen door akoestisch-fonetische ken­
merken (APFs), de akoestische correlaten van articulatiebewegingen (zie bijvoor­
beeld Bitar and Espy-Wilson, 1996; Hasegawa-Johnson et al., 2005; Juneja, 2004; 
Juneja and Espy-Wilson, 2008; King and Taylor, 2000; Kirchhoff, 1999). Om APF 
transcripties automatisch te kunnen creëren moeten classificatoren getraind wor­
den met gelabeld spraakmateriaal. Hoofstuk 5 behandelt twee problemen die rel­
evant zijn voor de training en het testen van APF classificatoren: enerzijds het 
type akoestische parameters en anderzijds de methode die gebruikt wordt voor het 
creëren van de annotaties van het trainings- en testmateriaal. In het experiment dat 
beschreven wordt in hoofdstuk 5 bestuderen we de automatische annotatie van spraak 
in termen van de manier van articulatie, zoals fricatieven, ‘burst’, ‘closure’, nasalen, 
overgangsklanken (‘glides’) en liquidae. In tegenstelling tot de andere studies in 
dit proefschrift maken de experimenten in dit hoofdstuk gebruik van corpora met 
Amerikaans-Engelse spraak, zodat we onze resultaten kunnen vergelijken met de 
resultaten uit de APF literatuur.
Het eerste deel van hoofdstuk 5 verkent de rol van de verschillende akoestische 
parameters in de classificatie van manier van articulatie. Support Vector Machine 
(SVM) classificatie-experimenten met Amerikaans-Engelse voorgelezen (TIMIT) en 
spontane spraak (Switchboard) hebben aangetoond dat de classificatie verbetert door 
akoestische parameters te combineren die een hoge temporele en een hoge frequen- 
tieresolutie geven (bijvoorbeeld door het combineren van MFCCs gebaseerd op een 
25 ms venster en op een 5 ms venster, met een 2,5 ms venstershift). In het alge­
meen waren de classificatieresultaten op het frameniveau veel slechter voor de spon­
tane spraak in Switchboard (0.65 F-score) dan voor de voorgelezen spraak in TIMIT 
(F = 0.88). We denken dat het verschil in classificatieresultaten wordt veroorzaakt 
door de conventionele aanpak die gebruikt is bij het genereren van de labels voor het 
trainings- en testmateriaal van de classificatoren. De labels werden gegenereerd door 
de fonemen in de canonieke transcriptie van de zin te vervangen door de correspon­
derende APF labels. Aangezien uitspraakvariatie vaker voorkomt in spontane dan
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in voorgelezen spraak, is de kans groot dat deze aanpak meer foute labels genereert 
voor spontane dan voor voorgelezen spraak.
In het tweede deel van dit hoofdstuk analyseerden we de impact van de con­
ventionele labelingmethode van trainingsdata op de prestatie van classificatoren. 
Voor dit doel werden classificatoren die getraind waren op TIMIT en Switchboard 
getest op een subset van 78 spraakfragmenten uit het Switchboard corpus waar­
voor handmatige APF transcripties beschikbaar waren. Deze experimenten hebben 
aangetoond dat classificatoren even goed presteren voor automatisch als voor hand­
matig geannoteerd testmateriaal. Vervolgens hebben we classificatoren getraind op 
de set van 78 fragmenten die handmatig op het APF-niveau getranscribeerd waren. 
Helaas bleken deze 78 fragmenten niet voldoende materiaal te bevatten voor het 
trainen van betrouwbare classificatoren. Voor het trainen van betrouwbare APF- 
classificatoren voor spontane spraak is ofwel meer handmatig gelabelde spraak op 
het APF-niveau noodzakelijk dan er op dit moment beschikbaar is, of er moeten 
methoden ontwikkeld worden die het mogelijk maken om classificatoren te gebruiken 
die getraind zijn op voorgelezen spraak (TIMIT) voor het annoteren van spontane 
spraak.
Slotopmerkingen
Het hoofddoel van het onderzoek dat is beschreven in dit proefschrift was tweeledig: 
Enerzijds wilden we meer informatie over het voorkomen van gereduceerde uit­
spraakvarianten geven en anderzijds wilden we bijdragen aan de ontwikkeling van 
automatische methodes voor het onderzoeken en herkennen van deze varianten. We 
hebben laten zien dat gereduceerde woorden vaker voorkomen in spontane Ned­
erlandse spraak dan voorheen gedocumenteerd was en dat de linguïstische eigen­
schappen van een woord (bijvoorbeeld de segmentele samenstelling, de morfologis­
che structuur en de positie in de syntactische structuur van de zin) en zijn voor­
spelbaarheid (woord- en bigramfrequentie) mee bepalen welke gereduceerde uit­
spraakvariant een spreker produceert. Deze bevindingen zijn van belang voor de on­
twikkeling van psycholinguïstische modellen die de verwerking van spontane spraak 
beschrijven en voor de ontwikkeling van spraaktechnologie die spontane spraak kan 
verwerken. Voordat we volledig kunnen begrijpen welke factoren van invloed zijn 
op uitspraakvariatie in de dagelijkse communicatie zullen echter grotere hoeveelhe­
den spraakmateriaal afkomstig uit natuurlijke gesprekken geanalyseerd moeten wor­
den. De instrumenten die in dit proefschrift ontwikkeld zijn, kunnen toekomstige 
analyses vergemakkelijken. De bevindingen van dit proefschrift en de ontwikkelde 
instrumenten zullen hopelijk verder bijdragen aan ons inzicht in de verwerking van 
spontane spraak.
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