A Heaviside nonlinearity with adjustable threshold is fed by an arbitrarily distributed white noise plus a periodic signal of arbitrary wave form. A general and exact treatment demonstrates that this system is capable of stochastic resonance in a large variety of conditions and offers a complete characterization of this property. In particular it gives the possibility of observing nonzero phase shifts with nondynamic stochastic resonance.
Stochastic resonance is a property of noise-enhanced signal transmission that occurs in certain nonlinear systems driven by a coherent periodic signal added to a noise. It was introduced some 15 years ago in the context of climate dynamics ͓1͔ and has since been observed in a large variety of both natural and model systems ͓2͔.
At the origin stochastic resonance was essentially observed in dynamic nonlinear systems of a bistable type. A general theory has been proposed for this case ͓3͔, which is based on a rate equation that determines the probability of occupation of the two stable states. In the limit of a small modulation by the coherent input, this theory derives approximate expressions for the characteristics of the output that stochastically resonates. Also, for complete applicability this theory requires an explicit expression for the transition rate between states, which is usually obtainable only within the approximation of a slow modulation. The theory of ͓3͔ received experimental groundings from experiments performed on a ring laser with an acousto-optic modulator to induce switching between two stable states ͓4͔. Recently, stochastic resonance has been extended to dynamic systems of a monostable or excitable type ͓5͔ and here also the associated theoretical treatments are derived in the limit of a small or slow modulation.
A common character of the above-mentioned systems is their dynamic nature, i.e., the nonlinear process that stochastically resonates involves both the signals and their time derivatives to determine the output. This situation complicates the calculation of the output autocorrelation function, usually the first step in the theoretical analysis, because the dynamic system broadens the correlation of the input noise and mixes it, in a complicated way in the output response, with correlation originating from the coherent input.
Very recently, a simple example of a nondynamic ͑static͒ system that stochastically resonates has been proposed ͓6͔, under the form of a unidirectional level crossing by a sine wave plus a Gaussian noise that triggers output spikes. A theoretical description of this system is given in the limit of a slow and small modulation.
Additionally, in the above-mentioned theoretical treatments, the hypothesis of a Gaussian noise is often crucial and the periodic input is restricted to a sine wave.
In the following we consider an even simpler static nonlinear system, driven by a white but arbitrarily distributed noise plus a periodic input of arbitrary wave form. To date, this system appears to us as the conceptually simplest system that brings together the ingredients for stochastic resonance. We present an exact theory that provides a complete description of the ability of this system to stochastically resonate.
Let s(t) represent a periodic signal with period T s and (t) a stationary white noise, with the complementary distribution function F c (u)ϭProb͕(t)Ͼu͖. We consider a static nonlinear system with threshold , which receives s(t) and (t) as inputs and produces the output y(t)ϭ⌫ [s(t)ϩ(t) Ϫ], with the Heaviside function ⌫(u)ϭ0 for uр0 and ⌫(u)ϭ1 otherwise. We are first interested in computing a statistical autocorrelation function for the output signal y(t). Since y assumes values 0 or 1 only, the expectation E[y(t)y(tϪ)] for fixed 0 and fixed t can be expressed as the probability
which is also
Since s is a deterministic signal and a white noise, one can write E͓ y͑t ͒y͑ tϪ ͔͒ϭx͑ t ͒x͑ tϪ ͒, ͑3͒ To avoid difficulties due to the idealized notion of a white noise and also to have the possibility of a direct numerical evaluation of every relevant quantity of the model, especially for the purpose of comparison with a simulation of the nonlinear system, we choose now to move to the context of discrete-time signals. The time scale is thus discretized with a step ⌬tӶT s such that T s ϭN⌬t. Now, in practice, the white noise (t) only need be a noise with a correlation length shorter than ⌬t.
We define the stationary autocorrelation function as
which can also be written, according to Eqs. ͑3͒ and ͑5͒, as
x͑ j⌬t͒x͓͑ jϪk͒⌬t͔,
͑7͒
with ␦ (k⌬t)ϭ1 for kϭ0 and ␦ (k⌬t)ϭ0 otherwise and with the time average
and a similar definition for the average x 2 . We note that since F c varies between 1 and 0, for any nonidentically zero or one x(t), one always has xϪx 2 Ͼ0. In order to proceed into the frequency domain, the Fourier coefficients of the deterministic periodic signal x( j⌬t) are introduced as
We define the discrete Fourier transform F of R yy , over a time interval of an integer number 2M of periods T s , as
which affords a frequency resolution ⌬ϭ1/(2M N⌬t).
The autocorrelation function of Eq. ͑7͒ is formed by a pulse at the origin with magnitude xϪx 2 , superposed to a periodic component with period T s ͓the second term on the right-hand side of Eq. ͑7͔͒. The Fourier transform of R yy defines the output power spectral density P yy , which will then be formed by a constant background with magnitude x Ϫx 2 , superposed to a series of spectral lines at integer multiples of 1/T s . Application of Eq. ͑10͒ leads to
͑11͒
When the horizon M →ϩϱ, the magnitude of the coherent spectral lines above the broadband noise background tends to infinity. This type of form of the power spectral density is typical for the output of a stochastically resonant system. We choose to define the signal-to-noise ratio, at frequency n/T s on the output, as the ratio of the power contained in the spectral line alone to the power contained in the noise background in a frequency band of 1/T s around n/T s . The corresponding expression of the ͑SNR͒ signal-to-noise ratio then follows as
͑12͒
In addition to the SNR, another desirable characterization consists in the possibility of evaluating the phase shift between the output and the coherent input. This can be achieved through the computation of an input-output crosscorrelation function. For fixed and t, we first consider the expectation E͓s͑t ͒y͑ tϪ ͔͒ϭs͑ t ͒Prob͕y͑ tϪ ͒ϭ1͖ϭs͑ t ͒x͑ tϪ ͒. ͑13͒ 
E[s(t)y(tϪ)] is periodic in both
where S n , defined according to Eq. ͑9͒, is the order n Fourier coefficient of s(t). The phase shift between the mean output E[y(t)] and the coherent input s(t), as it is also considered in ͓8͔, can here be evaluated, for a component with frequency n/T s , from the argument of the complex number P sy (n/T s ) as
͑16͒
With the present general and exact treatment, it is now easy to verify that the nonlinear system exhibits stochastic resonance for a large variety of conditions. For illustration we chose (t) a Gaussian white noise with zero mean and variance 2 and s(t)ϭcos(2t/T s ). The threshold is ϭ1.2 since for standard stochastic resonance the coherent input alone is unable to induce a transition of the output. We show in Fig. 1 the output autocorrelation function theoretically predicted by Eq. ͑7͒, when ϭ0.5 and ⌬tϭT s /100. Our first concern is to compare this theoretical autocorrelation function against a direct estimation of it, resulting from a numerical simulation of the nonlinear system. In the simulation, sample averages of terms of the form y(t)y(tϪ) were accumulated to provide an experimental estimation of the autocorrelation function, which is also presented in Fig. 1 . As expected, because the model is exact, the theoretical and experimental autocorrelation functions are quite consistent and they would tend to perfectly superpose if the sample averages experimentally performed were estimated with a number of trials tending to infinity. From here, the rest of the comparison involves only ''mechanical'' Fourier transforms and thus cannot introduce discrepancies between theory and experiment that would be inherent to the system considered, since the autocorrelation functions agree.
Next, we show in Fig. 2 the output SNR, at frequencies 1/T s and 2/T s , as a function of the input noise power density 2 , as it results from Eq. ͑12͒. The nonmonotonic variation of the SNR that passes through a maximum for a specific input noise level is a clear signature of stochastic resonance. We observe, as visible with other stochastically resonant systems, that the resonance occurs at different noise levels for the first and second harmonics.
In the present case, Eq. ͑16͒ gives a phase shift ͑1/T s ͒ϭ0 between the components at frequency 1/T s on the output and on the coherent input, for any value of 2 in the resonance region spanned in Fig. 2 . This absence of inputoutput phase shift at the resonance is also observed in other stochastically resonant systems, although not always ͓8͔. With the present model, we have the possibility to show that the behavior of the phase shift can be altered simply by changing some characteristics of the noise distribution or of the coherent input.
For instance, we change the periodic input to s(t)ϭ0.5͓t (t/T s )ϩcos(2t/T s )͔, where t (t)ϭt mod1 is a sawtooth signal of amplitude 1 and period 1. The 1/T s and 2/T s harmonics of the output still resonate, as demonstrated by Fig. 2 . The input-output phase shift given by Eq. ͑16͒, between the components at frequencies 1/T s or 2/T s , displays, respectively, a nonmonotonic variation ͓Fig. 3͑a͔͒ and a monotonic decay ͓Fig. 3͑b͔͒ with the input noise. The shift in phase of an input component at frequency n/T s can thus change with the overall frequency contents of the input, a typical nonlinear effect. The present model allowed us to verify that many other conditions enable the system to resonate, for instance, uniformly or exponentially distributed noise. It also gives us the possibility to theoretically investigate various other issues of importance, for example, the issue of the optimal noise distribution to maximize resonance in the presence of a specified coherent signal s(t) or conversely the optimal wave form for s(t) in the presence of a specified noise distribution. 
