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A SIMPLE CRITERION FOR THE EXISTENCE OF NONREAL
EIGENVALUES FOR A CLASS OF 2D AND 3D PAULI OPERATORS
DIOMBA SAMBOU
Abstract. In this work, we investigate the discrete spectrum generated by complex matrix-
valued perturbations for a class of 2D and 3D Pauli operators with nonconstant magnetic
fields. We establish a simple criterion for the potentials to produce discrete spectrum near
the low ground energy of the operators. Moreover, in case of creation of nonreal eigenvalues,
this criterion specifies also their location.
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1. Introduction
1.1. Description of the models. We consider in this article n-dimensional Pauli operators
Pn(b, V ), n = 2, 3, defined as follows. Denote by X⊥ := (x, y) the usual variables on R2 and
by X := (X⊥, X‖) those on R3. For x = X⊥ ∈ R2 or x = X ∈ R3, let
(1.1) B(x) =
{
b(x) for n = 2,(
0, 0, b(x)
)
for n = 3,
be a magnetic field such that b(x) = b(x, y) is an admissible magnetic field. Namely, there
exists a constant b0 > 0 satisfying
(1.2) b(x, y) = b0 + b˜(x, y),
where b˜ is such that the Poisson equation ∆ϕ˜ = b˜ admits a solution ϕ˜ ∈ C2(R2) satisfying
sup(x,y)∈R2 |Dαϕ˜(x, y)| <∞, α ∈ Z2+, |α| ≤ 2. By defining ϕ0(x, y) := 14b0(x2 +y2) on R2 and
(1.3) ϕ(x, y) := ϕ0(x, y) + ϕ˜(x, y),
we obtain a magnetic potential An : Rn −→ Rn generating the magnetic field B = curlAn
by setting
(1.4) An(x) =
{
An(x, y) =
(− ∂yϕ(x, y), ∂xϕ(x, y)) for n = 2,
An(x, y,X‖) =
(− ∂yϕ(x, y), ∂xϕ(x, y), 0) for n = 3.
Remark 1.1.
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2 DIOMBA SAMBOU
(i) The class of admissible magnetic fields described above is essentially the one intro-
duced in [28, 29]. We refer to these papers for more details and examples of admissible
magnetic fields.
(ii) In (1.1), b stands for the intensity of the magnetic field.
(iii) The case b˜ = 0 corresponds to the constant magnetic field of strength b0 > 0.
(iv) In the three-dimensional case n = 3, the magnetic field is of constant direction and
points in the X‖-direction.
Let V (x) =
{
V`k(x)
}2
`,k=1 be a 2 × 2 complex matrix-valued potential. Then, the Pauli
operators Pn(b, V ) acting on L2(Rn) := L2(Rn,C2), n = 2, 3, are defined by
(1.5) Pn(b, V ) :=
((−i∇−An)2 − b 0
0 (−i∇−An)2 + b
)
+ V,
initially on C∞0 (Rn,C2), and then closed in L2(Rn).
For V = 0, we have the following result from [28, Propositions 1.1 and 1.2] about the
spectrum σ
(
P2(b, 0)
)
of the operator P2(b, 0):
Proposition 1.1. Let b be an admissible magnetic field with b0 > 0. Then, 0 = inf σ
(
P2(b, 0)
)
is an isolated eigenvalue of infinite multiplicity. More precisely, we have
(1.6) dim Ker
(
(−i∇−A2)2 − b
)
=∞, dim Ker((−i∇−A2)2 + b) = 0,
and
(1.7) (0, ζ) ⊂ R \ σ(P2(b, 0)),
where
(1.8) ζ := 2b0e−2 osc ϕ˜, osc ϕ˜ := sup
(x,y)∈R2
ϕ˜(x, y)− inf
(x,y)∈R2
ϕ˜(x, y).
In particular, by [29, Corollary 2.2], we have
(1.9) σ
(
P3(b, 0)
)
= σac
(
P3(b, 0)
)
= [0,∞).
Throughout this paper, our minimal assumptions on the potentials V are the following:
Assumption (A1): For n = 2, we assume that
(1.10) 0 6≡ V`k, |V`k(x, y)| ≤ F (x, y), 1 ≤ `, k ≤ 2,
where F ∈ (L q2 ∩ L∞)(R2,R∗+) for some 2 ≤ q <∞.
Assumption (C1): For n = 3, we assume that
∗ 0 6≡ V`k, |V`k(x, y,X‖)| ≤ G⊥(x, y)G(X‖), 1 ≤ `, k ≤ 2,
∗ G⊥ ∈
(
L
q
2 ∩ L∞)(R2,R∗+) for some 2 ≤ q <∞,
∗ 0 < G(X‖) ≤ Const. 〈X‖〉−m,m > 3, where〈y〉 := (1 + |y|2)
1
2 for y ∈ Rd.
(1.11)
Examples:
(i) In Assumptions (A1) and (C1), both F and G⊥ can be thought of the function R2 3
(x, y) 7→ 〈(x, y)〉−m⊥ with m⊥ > 0.
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(ii) In Assumption (C1), nonreal-valued potentials V with V`k(x, y,X‖) = O
(〈(x, y,X‖)〉−α),
1 ≤ `, k ≤ 2, α > 3, can be considered since obviously this implies that
V`k(x, y,X‖) = O
(〈(x, y)〉−m⊥〈X‖〉−m), m ∈ (3, α), m⊥ = α−m > 0.
1.2. State of the article. Since we will deal with non-self-adjoint operators, for convenience,
we introduce some conventional definitions and notations. Let S be a closed operator acting on
a separable Hilbert space. An isolated point µ of σ(S) lies in σdisc(S), the discrete spectrum
of S, if it’s algebraic multiplicity
(1.12) mult(µ) := rank
( 1
2ipi
∫
C
(S − z)−1dz
)
is finite, C being a small positively oriented circle centred at µ and containing µ as the
only point of σ(S). Note that the geometric multiplicity of µ, defined by dim Ker (S − µ),
satisfies the inequality dim Ker (S−µ) ≤ mult(µ), equality happening if S is self-adjoint. We
define the essential spectrum σess(S) of S as the set of points µ ∈ C such that S − µ is not a
Fredholm operator. Under Assumptions (A1) and (C1), we prove that V is relatively compact
with respect to Pn(b, 0), n = 2, 3. Therefore, due to the Weyl criterion on the invariance
of the essential spectrum, we have σess
(
Pn(b, V )
)
= σess
(
Pn(b, 0)
)
, n = 2, 3. However, the
potential V may generate (complex) discrete spectrum whose only accumulation points are
σess
(
Pn(b, V )
)
, see [19, Theorem 2.1, p. 373]. The distribution of the discrete spectrum near
the essential spectrum for the quantum Hamiltonians has been extensively studied by various
authors. However, most of the known results treat the case of self-adjoint electric potentials,
see for instance [23, Chap. 11-12], [27, 39, 40, 32, 28, 3, 29, 4] and the references given there.
But, recently and during the past years, there has been an increasing interest in the spectral
theory of non-self-adjoint differential operators, in particular for the quantum Hamiltonians,
see for instance [15, 8, 5, 11, 25, 12, 17, 22, 42, 33, 13, 9, 16]. For a detailed bibliography on
the theory, we refer for instance to [42, 9]. Another results on spectral properties for non-self-
adjoint operators can be found in Sjöstrand paper [38] and the references given there. Results
concerning non-self-adjoint Pauli operators are much more sparse, see for instance [24], where
the authors investigated the 1D Pauli equation with complex boundary conditions.
The aim of the present paper is to describe simple methods of obtaining complex eigenvalues
asymptotics near the low ground energy 0 of the 2D Pauli operator P2(b, V ), and to show how
we can construct complex matrix-valued potentials V generating nonreal eigenvalues near the
low ground energy 0 of the 3D Pauli operator P3(b, V ). Our work is closely related to [35, 34],
where the author treats the case of the Schrödinger and Dirac operators with constant and
nonconstant magnetic fields. Both in these papers and in the present one, the proofs of
the results are inspired by previous works (on characteristic values and resonances) for self-
adjoint perturbations (see [3, 4]). More precisely, here, in the 2D case, the spectral gap (0, ζ)
in σ
(
P2(b, 0)
)
allows to reduce the study of σdisc
(
P2(b, V )
)
near 0, to that of the zeros of a
holomorphic function in a punctured neighbourhood of 0 (see Lemma 3.1 and Proposition 3.1).
Hence, by this way, we can apply the general approach developed in [4] to solve our problem.
On the contrary, in the 3D case, since σ
(
P3(b, 0)
)
is absolutely continuous, this reduction holds
in half-disks not containing 0 (see Lemma 6.3 and Proposition 6.2). In that case, [4]’s approach
does not work and we have to use the one developed in [3] to solve our problem. The methods
of this article also combine functional analysis, complex analysis, functional determinant and
spectral properties of Toeplitz operators which appear when making spectral reduction near
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the low ground energy 0. The main difficulties come from the matrix-valuedness and the
non-selfajointness of V . Moreover, in the three-dimensional case, unlike the study of the
resonances, V is not supposed to be exponentially decreasing with respect to the direction of
the magnetic field. Thus, the operator-valued function z 7−→ TV (z) defined in Lemma 6.3 is
not analytic near the real axis and some limiting absorption principle have to be used (see
Proposition 6.2). In contrast with the Laplace operator, in [42], Wang investigated the case
of −∆ + V in L2(Rn), n ≥ 2, V being a dissipative potential, i.e. V (x) = V1(x) − iV2(x)
where V1 and V2 are two measurable functions satisfying V2(x) ≥ 0, and V2(x) > 0 on an open
non empty set. He proved that 0 is not an accumulation point of the complex eigenvalues if
the potential decays more rapidly than |x|−2. It is still unknown, for more general complex
potentials without sign restriction on the imaginary part, whether 0 can be an accumulation
point of complex eigenvalues or not. In the present work, we show that in the presence of a
magnetic field, the situation is totally different. Even a compactly supported perturbation can
produce clusters of eigenvalues near the low ground energy 0 of the operators Pn(b, V ), n = 2,
3. More precisely, in the case n = 3, for some sufficiently small and sufficiently decreasing
potential of the form
• ηW , with W a positive Hermitian matrix,
• η ∈ C∗, Arg(η) ∈ ±(pi2 , pi),
we prove that 0 is an accumulation point of a sequence of eigenvalues which are concentrated
along the semi-axis ei(2Arg(η)∓pi)[0,+∞) (see Theorem 2.4). On the contrary, when
• Arg(η) ∈ ±(0, pi2 ),
this phenomenon disappears (see Corollary 2.1). In the case n = 2, the situation is rather
different in the sense we prove that 0 is an accumulation point of a sequence of eigenvalues
which are concentrated along the semi-axis ±eiArg(η)[0,+∞), for some sufficiently decreasing
potential of the form
• ηW , with ±W a positive Hermitian matrix,
• η ∈ C∗,
(see Theorem 2.2). The case of the Laplace operator is also studied in a recent preprint by
Bögli [2], where nonreal potentials decaying at infinity generating infinitely many nonreal
eigenvalues accumulating at each point of the essential spectrum [0,+∞) are constructed.
Upper bounds on the number of the complex eigenvalues in small annulus near the low
ground energy 0 of the operators Pn(b, V ), n = 2, 3, are also established here (see Theorems
2.1 and 2.3 respectively).
1.3. Organisation of the paper. The paper is organized as follows. Our main results are
stated in Section 2. Section 3 is devoted to the study of the discrete spectrum near the low
ground energy for the two-dimensional Pauli operator. The corresponding main results are
proved in Sections 4 and 5. Section 6 is devoted to the study of the discrete spectrum near the
low ground energy with respect to the three-dimensional Pauli operator, the corresponding
main results being proved in Sections 7 and 8. Section 9 is a brief appendix on basic properties
of Schatten-von Neumann class ideals, Section 10 a brief appendix on the theory of the index
of a finite meromorphic operator-valued function, and Section 11 a brief appendix on the
notion of characteristic values of operator-valued functions.
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Notations. For a 2×2 matrixM : C2 → C2, |M | denotes the multiplication operator by the
matrix
√
M∗M(x) =:
{|M |`k(x)}, 1 ≤ `, k ≤ 2, x ∈ Rn, n = 2, 3. We will denote Bh(Rn) the
set of 2× 2 Hermitian matrices on Rn, n = 2, 3. The spectral projection of L2(R2) onto the
(infinite-dimensional) kernel of P2− := (−i∂x−a1)2+(−i∂y−a2)2−b, will be denoted p := p(b).
Here, aj , j = 1, 2, are the components of the magnetic potential A2, so that P2− is the first
component of the operator P2(b, 0). The operator P2+ := (−i∂x−a1)2 + (−i∂y−a2)2 + b will
denote his second component.
2. Statement of the main results
This section is devoted to the formulation of our main results. The eigenvalues will be
counted according to their algebraic multiplicity defined above. As preparation, we first
recall some well-known results on Toeplitz operators. We know from [29, Lemma 2.3] that if
U ∈ Lq(R2), q ≥ 1, then the Toeplitz operator pUp belongs to the Schatten-von Neumann
class Sq
(
L2(R2)
)
(see Section 9 for the definition of the Schatten classes Sq). In particular,
pUp is a compact operator. Moreover, when it is self-adjoint and positive, the following
asymptotics about the quantity Tr1(r,∞)(pUp), r ↘ 0, are well-known:
(H1) If 0 ≤ U ∈ C1(R2) verifies U(x, y) = u0 ( (x,y)‖(x,y)‖) ‖(x, y)‖−m(1 + o(1)), ‖(x, y)‖ → ∞,
m > 0 constant, where u0 is a non-negative continuous function on S1 not vanishing
identically, |∇U(x, y)| ≤ C1〈(x, y)〉−m−1 with some constant C1 > 0, and if there
exists an integrated density of states for the operator P−2 (see [29] definition (3.11)),
then by [29, Lemma 3.3],
(2.1) Tr1(r,∞)
(
pUp
)
= Cmr−2/m
(
1 + o(1)
)
, r ↘ 0,
where Cm := b04pi
∫
S1 dt u0(t)2/m.
(H2) If 0 ≤ U ∈ L∞(R2) verifies lnU(x, y) = −µ‖(x, y)‖2β(1 + o(1)), ‖(x, y)‖ → ∞, with
some constants β > 0 and µ > 0, then by [29, Lemma 3.4],
(2.2) Tr1(r,∞)
(
pUp
)
= ϕβ(r)
(
1 + o(1)
)
, r ↘ 0,
where for 0 < r < e−1, we set
ϕβ(r) :=

1
2b0µ
−1/β| ln r|1/β if 0 < β < 1,
1
ln(1+2µ/b0) | ln r| if β = 1,
β
β−1
(
ln | ln r|)−1| ln r| if 1 < β <∞.
(H3) If 0 ≤ U ∈ L∞(R2) has a compact support and if there exists a constant C > 0
verifying C ≤ U on an open non-empty subset of R2, then by [29, Lemma 3.5],
(2.3) Tr1(r,∞)
(
pUp
)
= ϕ∞(r)
(
1 + o(1)
)
, r ↘ 0,
where ϕ∞(r) :=
(
ln | ln r|)−1| ln r|, 0 < r < e−1.
2.1. Results for the case 2D. Let V satisfy Assumption (A1). In that case, we have
|V |`k(x, y) = O
(
F (x, y)
)
for any 1 ≤ `, k ≤ 2 and any (x, y) ∈ R2. Then, [29, Lemma
2.3] implies that the Toeplitz operator p|V |11p belongs to the Schatten-von Neumann class
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S q
2
(
L2(R2)
)
, q ≥ 2. In particular, p|V |11p is a self-adjoint positive compact operator. For ζ
defined by (1.8), fix 0 <  ≤ ζ and introduce the punctured disk of 0
(2.4) D(0, )∗ :=
{
µ ∈ C : 0 < |µ| < }.
Our first main result gives an upper bound on the number of complex eigenvalues near the
low ground energy 0 of the operator P2(b, 0), in small annulus.
Theorem 2.1 (Local upper bound). Assume that Assumption (A1) holds with ζ > ‖V ‖  1.
Then, there exists 0 < r0 < ζ such that for any r > 0 with r < r0 < 32r,
(2.5) #
{
µ ∈ σdisc
(
P2(b, V )
)
: r < |µ| < 2r
}
≤ C Tr1(r,∞)
(
p|V |11p
)| ln r|+O(1),
for some constant C > 0. In particular, if |V |11 is compactly supported, then Tr1(r,∞)
(
p|V |11p
)
satisfies the asymptotic (2.3) as r ↘ 0.
In order to get asymptotic results, we put some restrictions on the potential V .
Assumption (A2): We assume that
(2.6) V = ηW with η ∈ C∗, and W (x, y) = {W`k(x, y)}2`,k=1 ∈ Bh(R2), (x, y) ∈ R2.
Denote J := sign(W ) the matrix sign of W satisfying W = J |W |. Let P⊥ and Q⊥ be the
orthogonal projections in L2
(
R2
)
defined by
(2.7) P⊥ :=
(
p 0
0 0
)
, Q⊥ := I− P⊥ =
(
I − p 0
0 I
)
.
For µ ∈ D(0, ) := D(0, )∗ ∪ {0}, we introduce the operator
(2.8) A⊥(µ) := J |W | 12 p
(
1 0
0 0
)
|W | 12 − µJ |W | 12 (P2(b, 0)− µ)−1Q⊥|W | 12 .
Note that A⊥(·) is holomorphic on D(0, ). Introduce Π the orthogonal projection onto
KerA⊥(0) together with the following condition:
(2.9)
{
I − ηA′⊥(0)Π is an invertible operator for
W of definite sign ±W (x, y) ≥ 0, (x, y) ∈ R2.
Remark 2.1.
(i) There is no loss of generality in saying W is of definite sign J = ±.
(ii) Actually, A′⊥(0)Π is compact so that condition (2.9) is generically satisfied. Namely, it
is fulfilled whenever η ∈ R \ {e−1n , n ∈ N}, where (en)n denotes the nonzero eigenvalue
sequence of the operator A′⊥(0)Π.
(iii) Condition (2.9) is also fulfilled for small potentials V . Namely, for potentials V = εηW
with ε a real number small enough.
If r0, δ, are two positive fixed constants, and r > 0 tending to zero, we define the sector
(2.10) Γδ(r, r0) :=
{
x+ iy ∈ C : r < x < r0,−δx < y < δx
}
.
Theorem 2.2 (Localization, asymptotic behaviours). Let V satisfy Assumptions (A1) and
(A2), with η ∈ C∗ and W of definite sign J = ±. Assume that (2.9) holds. Then, there exits
r0 > 0 such that near zero:
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(i) Localization: The discrete eigenvalues µ of P2(b, ηW ) with 0 < |µ| < r0 satisfy
(2.11) µ ∈ ±η Γδ(r, r0),
for any δ > 0.
(ii) Asymptotic: There exists a sequence (r`)` of positive numbers tending to zero such
that
(2.12) #
{
σdisc
(
P2(b, ηW )
)
: r` < |µ| < r0
}
= Tr1(r`,∞)
(
p|W |11p
)(
1 + o(1)
)
,
as ` −→∞.
(iii) Asymptotic: If |W |11 satisfies the hypotheses (H1), (H2) and (H3) above, then,
(2.13) #
{
σdisc
(
P2(b, ηW )
)
: r < |µ| < r0
}
= Tr1(r,∞)
(
p|W |11p
)(
1 + o(1)
)
,
as r ↘ 0.
<(µ)
=(µ)
r
y = tan
(
Arg(η)
)
x
r0
θ
θ
××
××××××
××
×××
××
××
×
××
V = ηW
η ∈ C∗, W ≥ 0
Figure 2.1. A graphic illustration of the localization of the nonreal
eigenvalues near zero: For r0 small enough, the nonreal eigenvalues µ of
P2(b, ηW ) are localized near the semi-axis µ = η]0,+∞) in small angular
sectors.
Corollaries and Remarks.
(i) According to (2.1), (2.2) and (2.3), the asymptotics obtained in Theorem 2.2 essen-
tially coincide with those obtained in [28], where the case of the self-adjoint Pauli
operator P2(b, V ) with more general assumptions on V is considered. Novelty in this
paper is that we consider complex matrix-valued potentials V .
(ii) Theorem 2.2 is still true if we replace the assumption J = ± by
sign(W )
(1 0
0 0
)
=
(±1 0
0 0
)
.
This condition is for instance fulfilled by potentials W ∈ Bh(R2,C2) of the form
W =
(±W11 0
0 W22
)
, W11 > 0.
(iii) The existence of nonreal eigenvalues and their accumulation near 0 are ensured by
assertion (ii) and (iii) of Theorem 2.2.
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(iv) Another way of stating assertion (i) of Theorem 2.2 is as follows: near the low ground
energy of P2(b, 0), the discrete eigenvalues µ of P2(b, ηW ) are concentrated around
the semi-axis ±η]0,+∞), respectively for J = ±.
(v) For η = 1, we recover the standard self-adjoint electric potentials V of definite sign,
and (2.11) becomes µ ∈ ± ]0,+∞). This just amounts to saying that the discrete
eigenvalues are localized on the right and the left of 0.
(vi) If η = i, we can write (2.11) as ±=(µ) ≥ 0 with |<(µ)| = o(|µ|), see (5.1). This means
that the discrete eigenvalues are concentrated in a vicinity of the semi-axis ±i]0,+∞).
2.2. Results for the case 3D. Let V satisfy Assumption (C1) andV11 be the multiplication
operator by the function (also noted) V11 : R2 −→ R defined by
(2.14) V11(x, y) :=
1
2
∫
R
dX‖ |V |11(x, y,X‖).
Then, as in the case 2D, the Toeplitz operator pV11p satisfies pV11p ∈ Sq
(
L2(R3)
)
so that it
is a self-adjoint positive compact operator. In the sequel,
(2.15) C± :=
{
z ∈ C : ±=(z) > 0}
denotes respectively the upper and lower half-plane. For 0 ≤ %1 < %2 ≤ ζ, we introduce the
ring
(2.16) D(%1, %2) :=
{
z ∈ C : %1 < |z| < %2
}
,
and the half-rings
(2.17) D±(%1, %2) := D(%1, %2) ∩ C±.
For ν > 0 constant, we define the domains
(2.18) Dν±(%1, %2) := D±(%1, %2) ∩
{
z ∈ C : |=(z)| > ν}.
Our first main result gives upper bounds on the number of complex eigenvalues near the low
ground energy 0 of the operator P3(b, 0), in small half-rings.
Theorem 2.3 (Local upper bounds). Assume that Assumption (C1) holds with ζ > ‖V ‖  1.
Then, there exists 0 < r0 <
√
ζ such that for any r > 0 with r < r0 <
√
5
2r, and any
0 < ν < 2r2,
(2.19) #
{
z ∈ σdisc
(
P3(b, V )
) ∩Dν±(r2, 4r2)} ≤ C (Tr1(r,∞)(pV11p)| ln r|)+O(1),
for some constant C > 0. In particular, if V11 is compactly supported, then Tr1(r,∞)
(
pV11p
)
satisfies the asymptotic (2.3) as r ↘ 0.
In what follows below, two kinds of assumption on V are needed in additional.
Assumption (C2): We assume that
(2.20) V = ηW with η ∈ C \ R, and W (X) = {W`k(X)}2`,k=1 ∈ Bh(R3), X ∈ R3.
Remark 2.2.
(i) In (2.20), when W is of definite sign (i.e. ±W ≥ 0), since the change of the sign
consists to replace Arg(η) by Arg(η) +pi, then it is sufficient to consider only W ≥ 0.
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(ii) For ± sin (Arg(η)) > 0 and W ≥ 0, the discrete eigenvalues z of the operator
P3(b, ηW ) satisfy ±=(z) ≥ 0.
With respect to Assumption (C2) above, we introduce W11, the multiplication operator by
the function (also noted) W11 : R2 −→ R, defined as in (2.14) with |V |11 replaced by |W |11.
Hence, we introduce the following exponential decay assumption:
Assumption (C3): We assume that the function W11 satisfies
(2.21) 0 <W11(x, y) ≤ e−C〈(x,y)〉2 , C > 0.
For α ∈ R and θ > 0, we introduce the sector
(2.22) E±(α, θ) := D(0, ζ) \
(
ei(2α∓pi)ei(−2θ,2θ)(0, ζ)
)
,
where we have just excluded around the semi-axis z = ei(2α∓pi)(0, ζ), an angular sector of
amplitude 4θ. Hence, we can formulate our second main result in this part as follows:
Theorem 2.4 (Sector free of complex eigenvalues, lower bounds). Suppose that V satisfies
Assumption (C1), and Assumption (C2) with W ≥ 0, ±Arg(η) ∈ (0, pi). Then, for any θ > 0
small enough, there exists ε0 > 0 such that:
(i) For any 0 < ε ≤ ε0, the operator P3(b, εV ) has no discrete eigenvalues in the sector
(2.23) D±(r2, r20) ∩ E±(Arg(η), θ), 0 ≤ r < r0 <
√
ζ.
(ii) If furthermore W11 satisfies Assumption (C3), then for any 0 < ε ≤ ε0, there is an
accumulation of nonreal eigenvalues of P3(b, εV ) near zero, in a sector around the
semi-axis ei(2Arg(η)∓pi)(0,+∞), for
(2.24) Arg(η) ∈ ±
(
pi
2 , pi
)
.
More precisely, there exists a decreasing sequence of positive numbers (r`)`, r` ↘ 0,
satisfying
#
{
z ∈σdisc
(
P3(b, εV )
) ∩D±(ε2r2`+1, ε2r2` ) ∩ (ei(2Arg(η)∓pi)ei(−2θ,2θ)(0, ζ))
}
≥ Tr1(r`+1,r`)
(
pW11p
)
.
(2.25)
A graphic illustration of Theorem 2.4 is given in Figure 2.2.
Remark 2.3.
(i) Theorem 2.4 and [3, Theorem 2] are quite similar in there structure, although in [3], is
considered the 3D Schrödinger operator with constant magnetic field and self-adjoint
potentials decaying exponentially in the direction of the magnetic field, to study the
resonances near the Landau levels.
(ii) If we set δ := tan(θ), then the proof of Theorem 2.4
(
see (8.7) and (8.16)
)
shows that
for 0 < r0 <
√
ζ, the parameter ε0 > 0 above depends on θ as follows:
(2.26) ε0 <
(
C
√
1 + δ−2
)−1
min
(
1, C1(δ, ν)−1e−Γq
(
C1(δ,ν)+1
)dqe)
,
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0 r2 r20
eiArg(η)R+
pi − Arg(η)
<(z)
=(z)
y = tan
(
2Arg(η)− pi
)
x
2θ
2θ
D+(r2, r20) ∩ E+(Arg(η), θ)
××
××××××
××
×××
××
××
×
××
V = ηW
Arg(η) ∈ (pi2 , pi), W ≥ 0
Figure 2.2. A graphic illustration of the localization of the non-
real eigenvalues near the low ground energy 0: For θ small enough and
0 < ε ≤ ε0, P3(b, εV ) has no complex eigenvalues in D+(r2, r20)∩E+(Arg(η), θ)
(see (i) of Theorem 2.4). They are localized around the semi-axis z =
ei(2Arg(η)−pi)]0,+∞) (see (ii) of Theorem 2.4).
for some uniform constants C, ν positive, where C1(δ, ν) is the constant defined by
(8.17), Γq by (9.3), and dqe by (9.2).
An immediate consequence of assertion (i) of Theorem 2.4 together with (ii) of Remark 2.2
is the following:
Corollary 2.1 (Non cluster of complex eigenvalues). Let the assumptions of Theorem 2.4 be
fulfilled. Then, for any η satisfying Arg(η) ∈ ± (0, pi2 ), there is no accumulation of discrete
eigenvalues of P3(b, εV ) near zero, for 0 < ε ≤ ε0.
Actually, we expect this to be a general phenomenon in the following sense:
Conjecture 2.1. Let V = ηW satisfy Assumption (C1), with η ∈ C \ Reik pi2 , k ∈ Z, and
W ∈ Bh(R3) of definite sign. Then, there is no accumulation of complex eigenvalues of
P3(b, V ) near zero if and only if <(V ) > 0.
Remark 2.4. To make our results in perspective, let us mention that more general situations
such as: more general magnetic field in the 3D case (not supported only in theX‖ axis), and/or
to consider perturbations of the magnetic field itself, are open problems.
3. Discrete eigenvalues for the 2D problem
Throughout Sections 3-5, D(0, )∗ stands for the punctured disk given by (2.4). Here and
in the rest of the paper, ζ is the constant defined by (1.8).
3.1. Preliminary results. Let P⊥ and Q⊥ := I −P⊥ be the orthogonal projections defined
by (2.7). For µ /∈ σ(P2(b, 0)), on account of (1.5) with n = 2 and Proposition 1.1, we clearly
have
(3.1)
(
P2(b, 0)− µ
)−1P⊥ = −p(µ−1 00 0
)
.
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Therefore, for any µ lying in the resolvent set of P2(b, 0), we have
(3.2)
(
P2(b, 0)− µ
)−1 = −p(µ−1 00 0
)
+
(
P2(b, 0)− µ
)−1Q⊥.
We begin with a general result on the first term of the r.h.s. of (3.2).
Lemma 3.1. Let U ∈ Lq(R2) with q ∈ [2,+∞). Then, the operator-valued function
D(0, )∗ 3 µ 7−→ U(P2(b, 0)− µ)−1P⊥
is holomorphic with values in Sq
(
L2(R2)
)
. Furthermore,
(3.3)
∥∥∥U(P2(b, 0)− µ)−1P⊥∥∥∥qSq ≤ b0e
2osc ϕ˜
2piµq ‖U‖
q
Lq .
Proof. The holomorphicity on D(0, )∗ is evident. Let us show (3.3).
Thanks to (3.1), we have
(3.4) U
(
P2(b, 0)− µ
)−1P⊥ = −Up(µ−1 00 0
)
.
As in [29, Proof of Lemma 2.4], it can proved that Up ∈ Sq
(
L2(R2)
)
with
(3.5) ‖Up‖qSq ≤
b0
2pie
2osc ϕ˜‖U‖qLq .
Then, bound (3.3) follows by combining (3.4) and (3.5). 
The next result concerns the second term of the r.h.s. of (3.2).
Lemma 3.2. Under the assumptions of Lemma 3.1, the operator-valued function
C \ [ζ,+∞) 3 µ 7−→ U(P2(b, 0)− µ)−1Q⊥
is holomorphic with values in Sq
(
L2(R2)
)
. Moreover,
(3.6)
∥∥∥U(P2(b, 0)− µ)−1Q⊥∥∥∥qSq ≤ C‖U‖qLq
(
1 + |µ+ 1|
dist
(
µ, [ζ,+∞))
)q
,
where C = C(q) is a constant depending on q.
Proof. For µ lying in the resolvent set of P2(b, 0), (1.5) implies that we have
(3.7) (P2(b, 0)− µ)−1 Q⊥ =
(
(P2−−µ)−1(I−p) 0
0 (P2+−µ)−1
)
= (P2−−µ)−1(I−p)⊕(P2+−µ)−1.
Then, C \ [ζ,+∞) 3 µ 7−→ (P2− − µ)−1(I − p) ⊕ (P2+ − µ)−1 is well defined and analytic
since C\ [ζ,+∞) is included in the resolvent set of P2− defined on (I−p)Dom(P2−) and P2+
defined on Dom(P2+). Thus, µ 7−→ U
(
P2(b, 0)− µ
)−1Q⊥ is holomorphic on C \ [ζ,+∞).
Now, let us prove estimate (3.6). In what follows below, constants are generic. Namely
changing from a relation to another. First, let us show that (3.6) holds if q is even.
Identity (3.7) implies that we have
(3.8)
∥∥∥U (P2(b, 0)− µ)−1 Q⊥∥∥∥qSq ≤
∥∥∥U (P2− − µ)−1 (I − p)∥∥∥qSq +
∥∥∥∥U (P2+ − µ)−1∥∥∥∥qSq .
12 DIOMBA SAMBOU
Let us focus on the first term of the r.h.s. of (3.8). We have
(3.9)
∥∥∥U(P2− − µ)−1(I − p)∥∥∥qSq ≤
∥∥∥U(P2− + 1)−1∥∥∥qSq
∥∥∥(P2− + 1)(P2− − µ)−1(I − p)∥∥∥q .
By the Spectral mapping theorem, we have
(3.10)
∥∥∥(P2− + 1)(P2− − µ)−1(I − p)∥∥∥q ≤ supqs∈[ζ,+∞) ∣∣∣∣ s+ 1s− µ
∣∣∣∣ .
Using the resolvent equation, the boundedness of the magnetic field b, and applying the
diamagnetic inequality
(
see [1, Theorem 2.3] and [37, Theorem 2.13]
)
which is only valid
when q is even, we get∥∥∥U(P2− + 1)−1∥∥∥qSq ≤
∥∥∥I + (P2− + 1)−1b∥∥∥q ∥∥∥U((−i∇−A)2 + 1)−1∥∥∥qSq
≤ C
∥∥∥U(−∆ + 1)−1∥∥∥qSq .
(3.11)
By the standard criterion [37, Theorem 4.1], we have
(3.12)
∥∥∥U(−∆ + 1|)−1∥∥∥qSq ≤ C‖U‖qLq
∥∥∥∥(| · |2 + 1)−1∥∥∥∥q
Lq
.
Combining (3.9), (3.10), (3.11) and (3.12), we obtain∥∥∥U(P2− − µ)−1(I − p)∥∥∥qSq ≤ C‖U‖qLqsupqs∈[ζ,+∞)
∣∣∣∣ s+ 1s− µ
∣∣∣∣
≤ C‖U‖qLq
(
1 + |µ+ 1|
dist
(
µ, [ζ,+∞))
)q
.
(3.13)
Arguing similarly, it can be proved that we have
(3.14)
∥∥∥U(P2+ − µ)−1∥∥∥qSq ≤ C‖U‖qLq
(
1 + |µ+ 1|
dist
(
µ, [ζ,+∞))
)q
.
Hence, for q even, (3.6) holds by putting together (3.8), (3.13) and (3.14).
To prove that (3.6) holds for any q ≥ 2, we use interpolation method. If q verifies q > 2,
then clearly there exists even integers q0 < q1 satisfying q ∈ (q0, q1) and q0 ≥ 2. Consider
γ ∈ (0, 1) such that 1q = 1−γq0 +
γ
q1
and introduce the operator
Lqi
(
R2
) 3 U T7−→ U(P2(b, 0)− µ)−1Q⊥ ∈ Sqi , i = 0, 1.
Denote Ci = C(qi) the constant appearing in (3.6) for i = 0, 1, and define
C(µ, qi) := C
1
qi
i
(
1 + |µ+ 1|
dist
(
µ, [ζ,+∞))
)
.
By (3.6), ‖T‖ ≤ C(µ, qi) for i = 0, 1. Using the Riesz-Thorin Theorem
(
see for instance [14,
Sub. 5 of Chap. 6], [31], [41], [26, Chap. 2]
)
, we interpolate between q0 and q1 to obtain the
extension T : Lq(R2) −→ Sq, with
‖T‖ ≤ C(µ, q0)1−γC(γ, q1)γ ≤ C(q)
1
q
(
1 + |µ+ 1|
dist
(
µ, [ζ,+∞))
)
.
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Then, in particular, we have for any U ∈ Lq(R2)
‖T (U)‖Sq ≤ C(q)
1
q
(
1 + |µ+ 1|
dist
(
µ, [ζ,+∞))
)
‖U‖Lq ,
or equivalently bound (3.6), and the lemma follows. 
Now, observe that Assumption (A1) given by (1.10), implies that there exists a bounded
operatorM such that |V | 12 =MF 12 with F satisfying (1.10). Consequently, since the radius
 of D(0, )∗ satisfies 0 <  < ζ and V is bounded, then by combining identities (3.1) and
(3.2) with Lemmas 3.1 and 3.2, we obtain the following:
Lemma 3.3. The operator-valued function
D(0, )∗ 3 µ 7−→ TV,⊥(µ) := J˜ |V |
1
2
(
P2(b, 0)− µ
)−1|V | 12
is holomorphic with values in Sq
(
L2(R2)
)
, where J˜ is defined by the polar decomposition
V = J˜ |V | of V .
3.2. Reduction of the problem. We reduce the study of the discrete eigenvalues of P2(b, V )
near zero, to that of the zeros of a holomorphic function in a punctured neighbourhood of
zero.
In what follows below, the regularized determinant detdqe(•) is defined in Appendix A 1.
Similarly to Lemma 3.3, it can be shown that V
(
P2(b, 0) − ·
)−1 is holomorphic in D(0, )∗
with values in Sq
(
L2(R2)
)
. Then, detdqe
(
I + V
(
P2(b, 0) − µ
))
is well defined by (9.2). It is
well known, see for instance [37, Chap. 9], that
(3.15) µ ∈ σdisc
(
P2(b, V )
)⇔ fq(µ) := detdqe(I + V (P2(b, 0)− µ)−1) = 0.
Since V
(
P2(b, 0)−·
)−1 is holomorphic in D(0, )∗, then so is the function fq by Property d) of
Appendix A 1. Moreover, the algebraic multiplicity of µ as a discrete eigenvalue of P2(b, V )
is equal to its order as a zero of fq.
In the next proposition, the quantity IndC (•) appearing in the r.h.s. of (3.16) is defined
in Appendix A 2.
Proposition 3.1. Let TV,⊥(µ) be the operator defined in Lemma 3.3. Then, the following
assertions are equivalent:
(i) µ ∈ D(0, )∗ is a discrete eigenvalue of P2(b, V ),
(ii) detdqe
(
I + TV,⊥(µ)
)
= 0,
(iii) −1 is an eigenvalue of TV,⊥(µ).
Moreover,
(3.16) mult(µ) = IndC
(
I + TV,⊥(·)
)
,
where C is a small contour positively oriented, containing µ as the unique discrete
eigenvalue of P2(b, V ).
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Proof. The equivalence between assertions (i) and (ii) follows obviously from (3.15) and the
equality
detdqe
(
I + V
(
P2(b, 0)− µ
))
= detdqe
(
I + J˜ |V | 12 (P2(b, 0)− µ)−1|V | 12),
thanks to Property b) of Appendix A 1.
The equivalence between assertions (ii) and (iii) follows from Property c) of Appendix A
1.
We prove now (3.16). To this end, we consider the function fq defined by (3.15). According
to the comment just after (3.15), we have
(3.17) mult(µ) = indC fq,
where the r.h.s. of (3.17) is the index defined by (10.2) of the holomorphic function fq with
respect to the contour C . We thus get (3.16) easily from the equality
indC fq = IndC
(
I + TV,⊥(·)
)
,(
see for instance [4, (2.6)] for more details
)
. 
3.3. Decomposition of the weighted resolvent. Our goal in this section is to split the
weighted resolvent TV,⊥(µ) := J˜ |V | 12
(
P2(b, 0)−µ
)−1|V | 12 into two parts which are respectively
meromorphic and holomorphic in a neighbourhood of zero. The potential V is assumed to
satisfy Assumption (A1).
The next proposition is a direct consequence of identities (3.1), (3.2) and Lemma 3.3.
Proposition 3.2. For µ ∈ D(0, )∗, we have
(3.18) TV,⊥(µ) = − J˜
µ
|V | 12
(
p 0
0 0
)
|V | 12 +A⊥(µ),
where the operator A⊥(µ) := J˜ |V | 12
(
P2(b, 0) − µ
)−1Q⊥|V | 12 ∈ Sq(L2(R2)) is holomorphic in
the open disk D(0, ) := D(0, )∗ ∪ {0}.
Remark 3.1.
(i) Thanks to Lemma 3.1, |V | 12
(
p 0
0 0
)
|V | 12 is a compact operator. Then, for any r > 0,
we have
(3.19)
Tr1(r,∞)
(
|V | 12
(
p 0
0 0
)
|V | 12
)
= Tr1(r,∞)
((
p 0
0 0
)
|V |
(
p 0
0 0
))
= Tr1(r,∞) (p|V |11p) ,
where we recall that the |V |`k, 1 ≤ `, k ≤ 2, are the coefficients of the matrix |V |.
(ii) If V satisfies Assumption (A2) given by (2.6), then Proposition 3.2 holds with J˜
replaced by Jη, J := sign(W ), and |V |11 replaced by |W |11 in (3.19).
4. Proof of Theorem 2.1: Upper bound
The proof will be divided into two steps.
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4.1. A preliminary result. Let
(4.1) N
(
P2(b, V )
)
:=
{〈P2(b, V )f, f〉 : f ∈ Dom(P2(b, V )), ‖f‖L2 = 1},
denote the numerical range of the operator P2(b, V ). The inclusion σ
(
P2(b, V )
) ⊆ N(P2(b, V ))
is well known (see for instance [10, Lemma 9.3.14]
)
.
Proposition 4.1. There exists r0 > 0 such that for any 0 < r < |µ| < r0, we have:
(i) µ is a discrete eigenvalue of P2(b, V ) near zero if and only if µ is a zero of
(4.2) D⊥(µ, r) := det
(
I +K⊥(µ, r)
)
,
with K⊥(µ, r) a finite-rank operator analytic with respect to µ and satisfying
rankK⊥(µ, r) = O
(
Tr1(r,∞)
(
p|V |11p
)
+ 1
)
, ‖K⊥(µ, r)‖ = O
(
r−1
)
,
where the O’s are uniform with respect to r, µ.
(ii) Furthermore, if µ is a discrete eigenvalue of P2(b, V ) near zero, then,
(4.3) mult(µ) = IndC (I +K⊥(·, r)) = m(µ),
C being chosen as in (3.16), and m(µ) being the multiplicity of µ as a zero of D⊥(·, r).
(iii) If µ verifies dist
(
µ,N
(
P2(b, V )
))
> ς > 0, ς = O(1), then I +K⊥(µ, r) is invertible
and satisfies
∥∥∥(I +K⊥(µ, r))−1∥∥∥ = O (ς−1), where the O is uniform with respect to r,
µ and ς.
Proof. (i)-(ii): By Proposition 3.2, µ 7→ A⊥(µ) is holomorphic near zero with values in
Sq
(
L2(R2)
)
. Then, for r0 small enough, there exists a finite-rank operator A0,⊥ independent
of µ, and an operator A˜⊥(µ) ∈ Sq
(
L2(R2)
)
holomorphic near zero satisfying ‖A˜⊥(µ)‖ < 14 for
0 < |µ| ≤ r0, and
A⊥(µ) = A0,⊥ + A˜⊥(µ).
Set B⊥ := |V | 12
(
p 0
0 0
)
|V | 12 and write
(4.4) B⊥ = B⊥1[0, 12 r](B⊥) +B⊥1( 12 r,∞)(B⊥).
It is easy to check that
∥∥∥− J˜µB⊥1[0, 12 r](B⊥) + A˜⊥(µ)∥∥∥ < 34 for 0 < r < |µ| < r0. Consequently,
we have
(4.5)
(
I + TV,⊥(µ)
)
=
(
I +K⊥(µ, r)
)(
I − J˜
µ
B⊥1[0, 12 r](B⊥) + A˜⊥(µ)
)
,
where K⊥(µ, r) is defined by
K⊥(µ, r) :=
(
− J˜
µ
B⊥1( 12 r,∞)(B⊥) +A0,⊥
)(
I − J˜
µ
B⊥1[0, 12 r](B⊥) + A˜⊥(µ)
)−1
.
It is a finite-rank operator of order
O
(
Tr1( 12 r,∞)(B⊥) + 1
)
= O
(
Tr1(r,∞)
(
p|V |11p
)
+ 1
)
,
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taking into account (3.19). Moreover, its norm is of order O(|µ|−1) = O(r−1). Since we have
‖− J˜µB⊥1[0, 12 r](B⊥)+ A˜⊥(µ)‖ < 1 for 0 < r < |µ| < r0, then [19, Theorem 4.4.3] implies that
IndC
(
I − J˜
µ
B⊥1[0, 12 r](B⊥) + A˜⊥(µ)
)
= 0.
Therefore, Property (10.4) applied to (4.5) together with Proposition 3.1 give (4.3). Further-
more, it follows that µ is a discrete eigenvalue of P2(b, V ) near zero if and only if µ is a zero
of D⊥(·, r).
(iii): Equality (4.5) implies that we have
(4.6) I +K⊥(µ, r) =
(
I + TV,⊥(µ)
)(
I − J˜
µ
B⊥1[0, 12 r](B⊥) + A˜⊥(µ)
)−1
,
for 0 < r < |µ| < r0. From the resolvent equation, it is easy to deduce that(
I + J˜ |V |1/2(P2(b, 0)− µ)−1|V |1/2) (I − J˜ |V |1/2(P2(b, V )− µ)−1|V |1/2) = I.
Then, if µ belongs to resolvent set of P2(b, V ), we have(
I + TV,⊥(µ)
)−1 = I − J˜ |V |1/2(P2(b, V )− µ)−1|V |1/2.
This together with (4.6) imply that I +K⊥(µ, r) is invertible for 0 < r < |µ| < r0. So, using
[10, Lemma 9.3.14], we obtain∥∥∥(I +K⊥(µ, r))−1∥∥∥ = O(1 + ∥∥∥|V |1/2(P2(b, V )− µ)−1|V |1/2∥∥∥ )
= O
(
1 + dist
(
µ,N
(
P2(b, V )
))−1) = O (ς−1) ,
whenever dist
(
µ,N
(
P2(b, V )
))
> ς > 0, ς = O(1), and the proof is complete. 
4.2. Back to the proof of Theorem 2.1. Proposition 4.1 implies that for 0 < r < |µ| < r0,
we have
(4.7)
D⊥(µ, r) =
O
(
Tr1(r,∞)(p|V |11p)+1
)∏
j=1
(
1 + λj(µ, r)
)
= O(1)exp
(
O(Tr1(r,∞)(p|V |11p)+ 1)| ln r|),
λj(µ, r) being the eigenvalues of K⊥ := K⊥(µ, r) satisfying |λj(µ, r)| = O
(
r−1
)
. Let µ ∈
D(0, )∗ satisfy dist
(
µ,N
(
P2(b, V )
))
> ς > 0 and 0 < r < |µ| < r0. Then, we have
D⊥(µ, r)−1 = det
(
I +K⊥
)−1 = det (I −K⊥(I +K⊥)−1).
Similarly to (4.7), it can be shown that
(4.8) |D⊥(µ, r)| ≥ C exp
(
− C(Tr1(r,∞)(p|V |11p)+ 1)(|ln ς|+ |lnr|)),
so that for 14r < ς < 2r, 0 < r  1, we obtain
(4.9) − ln |D⊥(µ, r)| ≤ C Tr1(r,∞)
(
p|V |11p
)|lnr|+O(1).
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Consider the discrete eigenvalues µ ∈ {r < |µ| < 2r} ⊂ D(0, ζ)∗ with r > 0 such that r <
‖V ‖ < 32r. Thanks to their discontinuous distribution, there exists a simply connected sub-
domain ∆ of
{
r < |µ| < 2r} containing all the eigenvalues µ and such that σdisc(P2(b, V )) ∩
∂∆ = ∅. Note that in view of the definition (4.1) of the numerical range N
(
P2(b, V )
)
of the
operator P2(b, V ), we have
(4.10) N
(
P2(b, V )
) ⊆ {µ ∈ C : |=(µ)| ≤ ‖V ‖}.
Then, Theorem 2.1 holds by applying the Jensen Lemma 11.1 with the function g(µ) :=
D⊥(rµ, r), µ ∈ ∆/r, with some µ0 ∈ ∆/r satisfying dist
(
rµ0, N
(
P2(b, V )
)) ≥ ς > 14r, ς < 2r,
and by using (4.7) and (4.9).
5. Proof of Theorem 2.2: Localisation and asymptotics expansions
First, we have to rephrase Proposition 3.1 with respect to the characteristic value termi-
nology (see Definition 11.1).
Proposition 5.1. For µ ∈ D(0, )∗, the following assertions are equivalent:
(i) µ is a discrete eigenvalue of P2(b, V ),
(ii) µ is a characteristic value of I + TV,⊥(·).
Moreover, the multiplicity of µ as a discrete eigenvalue coincides with its multiplicity
as a characteristic value defined by (11.2).
Proof of assertion (i) of Theorem 2.2: From Proposition 5.1 and according to (ii) of Re-
mark 3.1, we reduce the investigation of the discrete eigenvalues µ ∈ D(0, )∗ to that of the
characteristic values of
I + TV,⊥(µ) = I − ηA⊥(µ)
µ
,
the operator A⊥(µ) being defined by (2.8). In particular, ±A⊥(0) = |W | 12
(
p 0
0 0
)
|W | 12 for
J = ±. Thus, assertion (i) of Theorem 2.1 holds by (i) and (ii) of Lemma 11.2 with z = ±µ/η.
To be more precise, near zero, the discrete eigenvalues µ verify for any δ > 0
(5.1) ±<
(
µ
η
)
≥ 0, µ ∈ ±ηΓδ(r, r0),
the sector Γδ(r, r0) being defined by (2.4).
Proof of assertion (ii) of Theorem 2.2: The above proof of (i) of Theorem 2.2 together with
Proposition 5.1, imply that the discrete eigenvalues µ near zero are the characteristic values
µ ∈ Z(D(0, )∗) of I + TV,⊥(·) concentrated in the sectors {µ ∈ D(0, )∗ : ±µ/η ∈ Γδ(r, r0)},
for any δ > 0. In particular, we obtain∑
µ∈σdisc
(
P2(b,V )
)
r<|µ|<r0
mult(µ) =
∑
µ∈Z
(
D(0,)∗
)
±µ/η ∈Γδ(r,r0)
mult(µ) +O(1) = N (Γδ(r, r0))+O(1),
(5.2)
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the quantity N (•) being defined by (11.3). If n(•) is the quantity defined by (11.4) with
T (0) = ±A⊥(0), then by using (3.19), we get
n
(
[r, r0]
)
= Tr1(r,∞)
(
|W | 12
(
p 0
0 0
)
|W | 12
)
+O(1) = Tr1(r,∞)
(
p|W |11p
)
+O(1).(5.3)
Thus, (ii) of Theorem 2.2 follows from (iii) of Lemma 11.2 together with (5.2) and (5.3).
Proof of assertion (iii) of Theorem 2.2: If we have Φ(r) = r−γ , or Φ(r) = | ln r|γ , or Φ(r) =(
ln | ln r|)−1| ln r| for some γ > 0, then it can be checked that
φ
(
r(1± ν)) = φ(r)(1 + o(1) +O(ν)),
for any ν > 0 small enough. Then, (iii) of Theorem 2.2 holds by (iv) of Lemma 11.2 combined
with (5.2) and (5.3). This completes the proof.
6. Discrete eigenvalues for the 3D problem
6.1. Preliminary results. Define P := p ⊗ 1, Q := I − P , and introduce the orthogonal
projections in L2(R3)
(6.1) P :=
(
P 0
0 0
)
, Q := I− P =
(
Q 0
0 I
)
.
For z /∈ σ(P3(b, 0)), on account of (1.5) with n = 3 and Proposition 1.1, we have
(6.2)
(
P3(b, 0)− z
)−1P = (p⊗R(z) 00 0
)
,
with the resolvent R(z) :=
(
− d2
dX2‖
− z
)−1
acting in L2(R). Then, for any z ∈ C \ [0,+∞),
we have
(6.3)
(
P3(b, 0)− z
)−1 = (p⊗R(z)) (1 00 0
)
+
(
P3(b, 0)− z
)−1Q.
We have the following lemma:
Lemma 6.1. For given U ∈ Lq(R2) and G ∈ Lq(R), q ∈ [2,+∞), the operator-valued
function
C \ [0,+∞) 3 z 7−→ UG(P3(b, 0)− z)−1P
is holomorphic with values in Sq
(
L2(R3)
)
. Moreover,
(6.4)
∥∥∥UG(P3(b, 0)− z)−1P∥∥∥qSq ≤ C b0e
2osc ϕ˜
2pi ‖U‖
q
Lq‖G‖qLq
(
1 + |z + 1|
dist
(
z, [0,+∞))
)q
,
where C = C(q) is a constant depending only on q.
Proof. The holomorphicity on C \ [0,+∞) is trivial. Let us prove (6.4).
Thanks to (6.2), we have
(6.5) UG
(
P3(b, 0)− z
)−1P = (Up⊗GR(z)) (1 00 0
)
.
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As in (3.5), we have
(6.6) ‖Up‖qSq ≤
b0e2osc ϕ˜
2pi ‖U‖
q
Lq .
From the estimate
(6.7) ‖GR(z)‖qSq ≤
∥∥∥∥∥∥G
(
− d
2
dX2‖
+ 1
)−1∥∥∥∥∥∥
q
Sq
∥∥∥∥∥
(
− d
2
dX2‖
+ 1
)
R(z)
∥∥∥∥∥
q
,
we obtain by the Spectral mapping theorem
(6.8)
∥∥∥∥∥
(
− d
2
dX2‖
+ 1
)
R(z)
∥∥∥∥∥
q
≤ supqs∈[0,+∞)
∣∣∣∣s+ 1s− z
∣∣∣∣ ≤
(
1 + |z + 1|
dist
(
z, [0,+∞))
)q
,
and by the standard criterion [37, Theorem 4.1], we obtain
(6.9)
∥∥∥∥∥G
(
− d
2
dX2‖
+ 1
)∥∥∥∥∥
q
Sq
≤ C‖G‖qLq
∥∥∥∥(| · |2 + 1)−1∥∥∥∥q
Lq
.
Then, (6.4) follows by putting together (6.5), (6.6), (6.7), (6.8) and (6.9). 
The next lemma is just the analogue of Lemma 3.2 in dimension three. It can be proved in a
similar way by taking into account the appropriate modifications. For this reason, to simplify
our exposition, its proof will be omitted.
Lemma 6.2. For a given g ∈ Lq(R3), q ∈ [2,+∞), the operator-valued function
C \ [ζ,+∞) 3 z 7−→ g(P3(b, 0)− z)−1Q
is holomorphic with values in Sq
(
L2(R3)
)
. Moreover,
(6.10)
∥∥∥g(P3(b, 0)− z)−1Q∥∥∥qSq ≤ C‖g‖qLq
(
1 + |z + 1|
dist
(
z, [ζ,+∞))
)q
,
where C = C(q) is a constant depending only on q.
Throughout this article, we will use the following choice of the complex square root
(6.11) C \ (−∞, 0]
√·−→ C+.
For 0 < κ <
√
ζ, let D±(0, κ2) be the half-rings defined by (2.17). Put the change of variables
z = k2 and define the domains
(6.12) D∗±(κ) :=
{
k ∈ C± : 0 < |k| < κ : <(k) > 0
}
.
Under the above considerations, D±(0, κ2) can be parametrized by z = z(k) := k2, with
k ∈ D∗±(κ) respectively (see Figure 6.1 below):
Now, Assumption (C1) given by (1.11) implies that there exists a bounded operator V
such that |V | 12 = V G
1
2
⊥G
1
2 , with G
1
2
⊥ and G
1
2 satisfying (1.11). Then, the boundedness of V ,
identities (6.2), (6.3), together with Lemmas 6.1 and 6.2 give the following:
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Figure 6.1. Images D±(0, κ2) of D∗±(κ) by the local parametrisation z(k) = k2.
Lemma 6.3. The operator-valued functions
D∗±(κ) 3 k 7−→ TV
(
z(k)
)
:= J˜ |V | 12 (P3(b, 0)− z(k))−1|V | 12 , z(k) := k2,
are holomorphic with values in Sq
(
L2(R3)
)
, where J˜ is defined by the polar decomposition
V = J˜ |V | of V .
6.2. Reduction of the problem. Similarly to Lemma 6.3, we can show that V
(
P3(b, 0) −
z(·))−1 is holomorphic in D∗±(κ) with values in Sq(L2(R3)). Then, as in (3.15), we have
(6.13) z(k) ∈ σdisc
(
P3(b, V )
)⇔ detdqe (I + V (P3(b, 0)− z(k))−1) = 0.
We are thus led to the following proposition:
Proposition 6.1. Let TV
(
z(k)
)
be the operator defined in Lemma 6.3. Then, the following
assertions are equivalent:
(i) z(k) := k2 ∈ D±(0, κ2) is a discrete eigenvalue of P3(b, V ),
(ii) detdqe
(
I + TV
(
z(k)
) )
= 0,
(iii) −1 is an eigenvalue of TV
(
z(k)
)
.
Moreover,
(6.14) mult
(
z(k)
)
= IndC
(
I + TV
(
z(·))),
where C is a small contour positively oriented containing k as the unique point k ∈
D∗±(κ) verifying z(k) ∈ D±(0, κ2) is a discrete eigenvalue of P3(b, V ).
Proof. The proof is similar to that of Proposition 3.1, taking into account the appropriate
modifications. 
6.3. Decomposition of the weighted resolvent. Our goal in this section is to decompose
TV
(
z(k)
)
(defined just above), as a sum of a singular part at k = 0, and a holomorphic part
in D∗±(κ) continuous near k = 0 with values in Sq
(
L2(R3)
)
. The potential V is supposed to
verify Assumption (C1).
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Observe that according to the choice (6.11) of the complex square root, we respectively
have
√
k2 = ±k for k ∈ D∗±(κ). By identity (6.3), we have
(6.15) TV
(
z(k)
)
= J˜ |V | 12 p⊗R(z(k)) (1 00 0
)
|V | 12 + J˜ |V | 12 (P3(b, 0)− z(k))−1Q|V | 12 .
Let us focus on the first term of the r.h.s. of (6.15) and define respectively G± as the
multiplication operators by the functions R 3 X‖ 7→ G±
1
2 (X‖). Then, we get
(6.16) J˜ |V | 12 p⊗R(z(k)) (1 00 0
)
|V | 12 = J˜ |V | 12G−p⊗G+R
(
z(k)
)
G+
(1 0
0 0
)
G−|V | 12 .
For z ∈ C \ [0,+∞), R(z) := (− d2
dX2‖
− z)−1 admits the integral kernel
(6.17) Iz(X‖, X ′‖) := −
e
i
√
z|X‖−X′‖|
2i
√
z
.
Then, the integral kernel of the operator G+R
(
z(k)
)
G+ is given by
(6.18) ±G 12 (X‖)
ie±ik|X‖−X
′
‖|
2k G
1
2 (X ′‖), k ∈ D∗±(κ).
With the help of (6.18), we can write
(6.19) G+R
(
z(k)
)
G+ = ±1
k
a+ b(k), k ∈ D∗±(κ),
a : L2(R) −→ L2(R) being the rank-one operator given by
(6.20) a(u) := i2
〈
u,G
1
2 (·)〉G 12 (X‖),
and b(k) being the operator with integral kernel given by
(6.21) ±G 12 (X‖)i
e±ik|X‖−X
′
‖| − 1
2k G
1
2 (X ′‖).
Moreover, it is easy to observe that we have −2ia = c∗c with c : L2(R) −→ C defined by
c(u) := 〈u,G 12 (·)〉, so that c∗ : C −→ L2(R) is given by c∗(λ) = λG 12 (·). Putting this together
with (6.19) and (6.21), we get
(6.22) p⊗G+R
(
z(k)
)
G+ = ± i2kp⊗ c
∗c+ p⊗ s(k), k ∈ D∗±(κ),
where s(k) is the operator acting from G 12 (X‖)L2(R) to G−
1
2 (X‖)L2(R) with integral kernel
(6.23) ± 1− e
±ik|X‖−X′‖|
2ik .
Equality (6.16) combined with (6.22) give for k ∈ D∗±(κ)
J˜ |V | 12 p⊗R(z(k)) (1 00 0
)
|V | 12
= ± iJ˜2k |V |
1
2G−(p⊗ c∗c)
(1 0
0 0
)
G−|V | 12 + J˜ |V | 12G−p⊗ s(k)
(1 0
0 0
)
G−|V | 12 .
(6.24)
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Finally, we get for k ∈ D∗±(κ)
(6.25) J˜ |V | 12 p⊗R(z(k)) (1 00 0
)
|V | 12 = ± iJ˜
k
K∗K + J˜ |V | 12G−p⊗ s(k)
(1 0
0 0
)
G−|V | 12 ,
K being defined by
(6.26) K := 1√
2
(p⊗ c)
(1 0
0 0
)
G−|V | 12 .
More precisely, recalling that X⊥ := (x, y) ∈ R2, we have K : L2(R3) −→ L2(R2) with
(Kψ)(X⊥) =
1√
2
∫
R3
dX ′⊥dX
′
‖Pb(X⊥, X ′⊥)
(1 0
0 0
)
|V | 12 (X ′⊥, X ′‖)ψ(X ′⊥, X ′‖),
where Pb(·, ·) is the integral kernel of the orthogonal projection p := p(b) (see [21, Theorem
2.3]). Obviously, K∗ : L2(R2) −→ L2(R3) is given by
(K∗ϕ)(X⊥, X‖) =
1√
2
|V | 12 (X⊥, X‖)
(1 0
0 0
)
(pϕ)(X⊥).
Therefore, it can be checked that the operator KK∗ : L2(R2) −→ L2(R2) satisfies
(6.27) KK∗ =
(1 0
0 0
)
pV11p,
where V11 is the multiplication operator by the function (also noted) V11 defined by (2.14).
For λ ∈ R+ \ {0}, we define
(− d2
dX2‖
− λ)−1 as the operator with integral kernel
(6.28) Iλ(X‖, X ′‖) := lim
δ↓0
Iλ+iδ(X‖, X ′‖) =
ie
i
√
λ|X‖−X′‖|
2
√
λ
,
Iz(·) being defined by (6.17). Then, as in [29, (Proof of) Proposition 4.2], we can show by
a limiting absorption principle that the operator-valued function D∗±(κ) 3 k 7→ G+s(k)G+ ∈
S2
(
L2(R)
)
is well defined and continuous. We thus have proved the following:
Proposition 6.2. For k ∈ D∗±(κ), we have
(6.29) TV
(
z(k)
)
= ± iJ˜
k
B +A (k), B := K∗K,
where the operator A (k) ∈ Sq
(
L2(R3)
)
given by
A (k) := J˜ |V | 12G−p⊗ s(k)
(1 0
0 0
)
G−|V | 12 + J˜ |V | 12
(
P3(b, 0)− z(k)
)−1Q|V | 12 ,
is holomorphic in D∗±(κ) and continuous on D∗±(κ), with s(k) defined by (6.22).
Remark 6.1.
(i) For any r > 0, according to (6.27), we have
(6.30) Tr1(r,∞) (K∗K) = Tr1(r,∞) (KK∗) = Tr1(r,∞)
(
pV11p
)
.
(ii) If V satisfies Assumption (C2) given by (2.20), then Proposition 3.2 holds with J˜
replaced by Jη, J := sign(W ), and V11 replaced by W11 in (6.30).
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7. Proof of Theorem 2.3: Upper bounds
The proof is similar to that of Theorem 2.1.
7.1. A preliminary result. Introduce the numerical range
N
(
P3(b, V )
)
:=
{〈P3(b, V )f, f〉 : f ∈ Dom(P3(b, V )), ‖f‖L2 = 1},
satisfying σ
(
P3(b, V )
) ⊆ N(P3(b, V )).
Proposition 7.1. There exists r0 > 0 such that for any k ∈
{
0 < r < |k| < r0
} ∩D∗±(κ), we
have:
(i) z(k) := k2 is a discrete eigenvalue of P3(b, V ) near zero if and only if k is a zero of
(7.1) D(k, r) := det
(
I +K (k, r)
)
,
with K (k, r) a finite-rank operator analytic with respect to k and satisfying
rankK (k, r) = O
(
Tr1(r,∞)
(
pV11p
)
+ 1
)
, ‖K (k, r)‖ = O
(
r−1
)
,
where the O’s are uniform with respect to r, k.
(ii) Furthermore, if z(k) := k2 is a discrete eigenvalue of P3(b, V ) near zero, then we have
(7.2) mult
(
z(k)
)
= IndC (I +K (·, r)) = m(k),
C being chosen as in (6.14), and m(k) being the multiplicity of k as a zero of D(·, r).
(iii) If z(k) satisfies dist
(
z(k), N
(
P3(b, V )
))
> ς > 0, ς = O(1), then I + K (k, r) is
invertible and satisfies
∥∥∥(I +K (k, r))−1∥∥∥ = O (ς−1), where the O is uniform with
respect to r, k and ς.
Proof. The proof follows by arguing similarly to that of Proposition 4.1, taking into account
the appropriate modifications. 
7.2. Back tot the proof Theorem 2.3. Proposition 7.1 above implies that
(7.3)
D(k, r) =
O
(
Tr1(r,∞)(pV11p)+1
)∏
j=1
(
1 + λj(k, r)
)
= O(1)exp
(
O(Tr1(r,∞)(pV11p)+ 1)| ln r|),
for 0 < r < |k| < r0, the λj(k, r) being the eigenvalues ofK := K (k, r) satisfying |λj(k, r)| =
O (r−1). If dist(z(k), N(P3(b, V ))) > ς > 0 with 0 < r < |k| < r0, then,
D(k, r)−1 = det
(
I +K
)−1 = det (I −K (I +K )−1).
Similarly to (7.3), we can show that
(7.4) |D(k, r)| ≥ C exp
(
− C(Tr1(r,∞)(pV11p)+ 1)(|ln ς|+ |lnr|)),
so that for r2 < ς < 4r2, 0 < r  1, we obtain
(7.5) − ln |D(k, r)| ≤ C Tr1(r,∞)
(
p|V |11p
)|lnr|+O(1).
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Consider the domains ∆± :=
{
r < |k| < 2r : |<(k)| >
√
ν
2 : |=(k)| >
√
ν
2
}
∩ D∗±(κ) with 0 <
r <
√‖V ‖ < √52r and 0 < ν < 2r2. Since the numerical range of the operator P3(b, V )
satisfies
(7.6) N
(
P3(b, V )
) ⊆ {z ∈ C : |=(z)| ≤ ‖V ‖},
then there exists some k0 ∈ ∆±/r satisfying dist
(
z(rk0), N
(
P3(b, V )
)) ≥ ς > r2, ς < 4r2.
Then, Theorem 2.3 follows by applying the Jensen Lemma 11.1 with the function g(k) :=
D(rk, r), k ∈ ∆±/r, together with (7.3) and (7.5).
8. Proof of Theorem 2.4: Sectors free of complex eigenvalues and lower
bounds
To simplify, we give the proof only for the case α ∈ (0, pi). The case α ∈ −(0, pi) follows in
a similar way by replacing k by −k.
(i): For any θ > 0 small enough, set δ = tan(θ) and introduce the sector
(8.1) Cδ :=
{
k ∈ C : −δ=(k) ≤ |<(k)|}.
According to (ii) of Remark 6.1, for any ε > 0, we have
(8.2) I + TεV
(
z(k)
)
= I + iεη
k
B + εA (k), k ∈ D∗+(κ),
B being a self-adjoint positive operator independent of k, while A (k) ∈ Sq
(
L2(R3)
)
is holo-
morphic in D∗+(κ) and continuous on D∗+(κ). Since we have
I + iεη
k
B = iη
k
(εB − ikη−1),
then it is easy to see that the operator I + iεηk B is invertible for ikη−1 /∈ σ(εB). Otherwise,
it can be shown that we have
(8.3)
∥∥∥∥∥
(
I + iεη
k
B
)−1∥∥∥∥∥ ≤ |kη−1|√(=(kη−1))2+ + |<(kη−1)|2 , r+ := max(r, 0).
Therefore, for k ∈ ηCδ, it can be checked that
(8.4)
∥∥∥∥∥
(
I + iεη
k
B
)−1∥∥∥∥∥ ≤ √1 + δ−2,
k ∈ D∗+(κ). Then, we have
(8.5) I + TεV
(
z(k)
)
=
(
I +A(k)
) (
I + iεη
k
B
)
,
where
(8.6) A(k) := εA (k)
(
I + iεη
k
B
)−1
∈ Sq
(
L2(R3)
)
.
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Since A (k) ∈ Sq
(
L2(R3)
)
is continuous on D∗+(κ), then there exists a uniform constant C > 0
such that ‖A (k)‖ ≤ ‖A (k)‖Sq ≤ C. Putting this together with (8.4) and (8.6), it follows
immediately that I + TεV
(
z(k)
)
is invertible for k ∈ ηCδ, k ∈ D∗+(κ), and
(8.7) 0 < ε < C0 :=
(
C
√
1 + δ−2
)−1
.
This means that z(k) is not a discrete eigenvalue.
(ii): Let (µj)j denote the sequence of the decreasing nonzero eigenvalues of pW11p taking
into account their multiplicity. If Assumption (C3) given by (2.21) is fulfilled, then similarly
to [3, (Proof of) Lemma 7], it can be shown that there exists a positive constant ν such that
(8.8) #
{
j : µj − µj+1 > νµj
}
=∞.
Since the nonzero eigenvalues of B and pW11p coincide, then there exists a decreasing se-
quence of positive numbers (r`)`, r` ↘ 0, such that
(8.9) dist
(
r`, σ(B)
) ≥ νr`2 , ` ∈ N.
Moreover, there exists for any ` ∈ N a path Σ˜` := ∂Λ`, where
(8.10) Λ` :=
{
k˜ ∈ C : 0 < |k˜| < r0 : |=(k˜)| ≤ δ<(k˜) : r`+1 ≤ <(k˜) ≤ r`
}
,
(see Figure 8.1), enclosing the eigenvalues of B lying in [r`+1, r`].
=(k˜) = δ <(k˜)
Σ˜`
r`+1 r`
•
µj •
µj−1• • •
µj+1••• • •
Figure 8.1. Representation of the path Σ˜` = ∂Λ`.
Obviously, the operator k˜ −B is invertible for k˜ ∈ Σ˜`, and it can be proved that
(8.11)
∥∥(k˜ −B)−1∥∥ ≤ 1
dist
(
k˜, σ(B)
) = 1|k˜| × |k˜|dist(k˜, σ(B)) ≤ C(δ, ν)|k˜| ,
where
(8.12) C(δ, ν) :=
√
1 + δ2 max
(
δ−1, (ν/2)−1
)
.
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Introduce the path Σ` := −iεηΣ˜`. According to the construction of Σ` and (8.11), we imme-
diately observe that I + iεηk B is invertible for k ∈ Σ` with
(8.13)
∥∥∥∥∥
(
I + iεη
k
B
)−1∥∥∥∥∥ ≤ C(δ, ν).
Then, for k ∈ Σ`, we have
(8.14) I + iεη
k
B + εA (k) =
(
I + εA (k)
(
I + iεη
k
B
)−1)(
I + iεη
k
B
)
.
By choosing 0 < ε ≤ ε0 sufficiently small and using Property e) of Subsection 9 given by
(9.3), we obtain
(8.15)
∣∣∣∣∣detdqe
[
I + εA (k)
(
I + iεη
k
B
)−1]
− 1
∣∣∣∣∣ < 1,
for any k ∈ Σ`. More precisely, if we let C, C0 be the constants defined by (8.7), C(δ, ν) the
one defined by (8.12), and Γq that defined by (9.3), then (8.15) holds whenever ε satisfies
(8.16) 0 < ε < C−1C(δ, ν)−1e−Γq
(
C0CC(δ,ν)+1
)dqe
= C0C1(δ, ν)−1e−Γq
(
C1(δ,ν)+1
)dqe
,
where
(8.17) C1(δ, ν) := δmax
(
δ−1, (ν/2)−1
)
.
Thus, the Rouché Theorem implies that the number of zeros of detdqe
(
I + iεηk B + εA (k)
)
enclosed in
{
z(k) ∈ D+(0, κ2) : k ∈ Λ`
}
taking into account their multiplicity, is equal to
that of detdqe
(
I + iεηk B
)
enclosed in
{
z(k) ∈ D+(0, κ2) : k ∈ Λ`
}
taking into account their
multiplicity. This number is equal to Tr1[r`+1,r`]
(
pW11p
)
. Hence, thanks to Proposition 6.1
and Property (10.4) applied to (8.14), bound (2.25) follows immediately since the zeros of
detdqe
(
I + iεηk B + εA (k)
)
are the discrete eigenvalues of P3(b, εV ) taking into account their
multiplicity. From the fact that the sequence (r`)` is infinite tending to zero, it follows the
infiniteness of the number of the discrete eigenvalues claimed. This concludes the proof of
Theorem 2.4.
9. Appendix A 1: Schatten-von Neumann ideals and regularized determinants
For the convenience of the reader, we repeat the relevant material from Reed-Simon [30], Si-
mon [36, 37], and Gohberg-Goldberg-Krupnik [20], thus making our exposition self-contained.
Let H be a separable Hilbert space and S∞(H ) be the set of compact linear operators
on H . Denote by sk(T ) the k-th singular value of T ∈ S∞(H ). The Schatten-von Neumann
classes are defined by
(9.1) Sq(H ) :=
{
T ∈ S∞(H ) : ‖T‖qSq :=
∑
k
sk(T )q < +∞
}
, q ∈ [1,+∞).
To simplify, we will write Sq when no confusion can arise. For dqe := min
{
n ∈ N : n ≥ q}
and T ∈ Sq, the regularized determinant is defined by
(9.2) detdqe(I − T ) :=
∏
µ ∈ σ(T )
(1− µ) exp
dqe−1∑
k=1
µk
k
 .
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Here are some elementary properties about this determinant (see for instance [36]):
a) detdqe(I) = 1.
b) For A, B ∈ L (H ) the class of bounded linear operators on H , if AB and BA belong
to Sq, then detdqe(I −AB) = detdqe(I −BA).
c) I − T is invertible if and only if detdqe(I − T ) 6= 0.
d) If T : D −→ Sq is a holomorphic operator-valued function in a domain D, then so is
detdqe
(
I − T (·)) in D.
e) detdqe(I − T ) is Lipschitz as function on Sq uniformly on balls. Explicitly, we have
(9.3)
∣∣detdqe(I − T1)− detdqe(I − T2)∣∣ ≤ ‖T1 − T2‖SqeΓq(‖T1‖Sq+‖T2‖Sq+1)dqe ,
by [36, Theorem 6.5], for some constant Γq > 0.
10. Appendix A 2: Index of a finite meromorphic operator-valued function
The space H and the class L (H ) are defined as in Appendix A 1. We have the following
definition from [19, Definition 4.1.1].
Definition 10.1. Let U be a neighbourhood of a fixed point w ∈ C, and F : U\{w} −→ L (H )
be a holomorphic operator-valued function. The function F is said to be finite meromorphic
at w if its Laurent expansion at w has the form
(10.1) F (z) =
+∞∑
n=m
(z − w)nAn, m > −∞,
where for m < 0, the operators Am, . . . , A−1 are of finite rank. Moreover, if A0 is a Fredholm
operator, then the function F is said to be Fredholm at w. In that case, the Fredholm index
of A0 is called the Fredholm index of F at w.
If a function f is holomorphic in a neighbourhood of a contour C (positively oriented), its
index with respect to this contour is defined by
(10.2) indC f :=
1
2ipi
∫
C
f ′(z)
f(z) dz.
Let us point out that if f is holomorphic in a domain D with ∂D = C , then thanks to the
residues theorem, indC f coincides with the number of zeros of f in D taking into account
their multiplicity.
In what follows below, GL(H ) denotes the class of invertible linear operators on the Hilbert
space H . Let D ⊆ C be a connected domain, Z ⊂ D be a pure point and closed subset, and
A : D\Z −→ GL(H ) be a finite meromorphic operator-valued function which is Fredholm at
each point of Z. The index of A with respect to the contour ∂D is defined by
(10.3) Ind∂DA :=
1
2ipiTr
∫
∂D
A′(z)A(z)−1dz = 12ipiTr
∫
∂D
A(z)−1A′(z)dz,
where the operator A does not vanish in the integration contour ∂D. The following properties
are well known:
(10.4) Ind∂DA1A2 = Ind∂DA1 + Ind∂DA2;
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for K(z) a trace class operator-valued function, we have
(10.5) Ind∂D (I +K) = ind∂D det (I +K).
We refer for instance to [19, Chap. 4] for a deeper discussion on the subject.
11. Appendix A 3: Jensen type inequality and characteristic values of
operator-valued functions
The following lemma
(
see for instance [3, Lemma 6] for a proof
)
contains a version of the
well-known Jensen inequality.
Lemma 11.1. Let ∆ be a simply connected sub-domain of C and let g be holomorphic in ∆
with continuous extension to ∆. Assume that there exists λ0 ∈ ∆ such that g(λ0) 6= 0 and
g(λ) 6= 0 for λ ∈ ∂∆ (the boundary of ∆). Let λ1, λ2, . . . , λN ∈ ∆ be the zeros of g repeated
according to their multiplicity. For any domain ∆′ ⊂⊂ ∆, there exists C ′ > 0 such that
N(∆′, g), the number of zeros λj of g contained in ∆′, satisfies
(11.1) N(∆′, g) ≤ C ′
(∫
∂∆
ln|g(λ)|dλ− ln|g(λ0)|
)
.
Consider a domain D of C containing 0, and let T : D −→ S∞(H ) be a holomorphic
operator-valued function, H being as above.
Definition 11.1. For a domain Ω ⊂ D \ {0}, a complex number z ∈ Ω is a characteristic
value of z 7→ T (z) := I − T (z)z , if T (z) is not invertible. The multiplicity of a characteristic
value z0 is defined by
(11.2) mult(z0) := IndC
(
I −T (·)),
where C is a small contour positively oriented containing z0 as the unique point z satisfying
T (z) is not invertible.
Define
Z(Ω) := {z ∈ Ω : T (z) is not invertible}.
Once there exists z0 ∈ Ω satisfying T (z0) is not invertible, then by the analytic Fredholm
theorem, the set Z(Ω) is pure point. Hence, we set
(11.3) N (Ω) := #Z(Ω).
In the sequel, we suppose that the operator T (0) is self-adjoint and we put
(11.4) n(ω) := Tr1ω
(
T (0)
)
,
the number of eigenvalues of T (0) lying in the interval ω ⊂ R∗, taking into account their
multiplicity. The orthogonal projection onto KerT (0) is denoted Π0.
Lemma 11.2. [4, Corollary 3.4, Corollary 3.9, Corollary 3.11] Let T be as above with I −
T ′(0)Π0 invertible. Let Ω ⊂ C\{0} be a bounded domain such that ∂Ω is smooth and transverse
to the real axis at each point of ∂Ω ∩ R.
(i) If Ω ∩ R = ∅, then for s sufficiently small, N (sΩ) = 0. So, the characteristic values
z ∈ Z(Ω) satisfy |=(z)| = o(|z|) near 0.
(ii) Moreover, if T (0) satisfy ±T (0) ≥ 0, then the characteristic values z satisfy respec-
tively ±<(z) ≥ 0 near 0.
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(iii) For δ > 0 fixed, let Γδ(r, 1) ⊂ D be defined as in (2.10). Assume that there exists a
constant γ > 0 such that
n
(
[r, 1]
)
= O(r−γ), r ↘ 0,
with n
(
[r, 1]
)
growing unboundedly as r ↘ 0. Then, there exists a positive sequence
(r`)` which tends to 0 such that
(11.5) N (Γδ(r`, 1)) = n([r`, 1])(1 + o(1)), `→∞.
(iv) If we have
n
(
[r, 1]
)
= Φ(r)
(
1 + o(1)
)
, r ↘ 0,
with φ
(
r(1± ν)) = φ(r)(1 + o(1) +O(ν)) for any ν > 0 small enough, then
(11.6) N (Γδ(r, 1)) = Φ(r)(1 + o(1)), r ↘ 0.
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