Abstract. We describe a collection of graded rings which surject onto Webster rings for sl(2) and which should be related to certain categories of singular Soergel bimodules. In the first non-trivial case, we construct a categorical braid group action which categorifies the Burau representation.
Introduction
For a finite Coxeter system (W, S), Soergel introduced a category of special bimodules R, over polynomials rings, now known as Soergel bimodules [14] . He parameterized the indecomposable objects and showed that R categorifies the Hecke algebra for (W, S). We will only consider the case when W = S n and S is the set of simple transpositions. This category has a graphical description given in [1] .
The category of singular Soergel bimodules I R J (bimodules over certain invariant subrings) is not as well studied. Williamson [17] parameterized the indecomposable objects of I R J . The special case of I = ∅ and J = {1, . . . , k − 1, k + 1, . . . , n − 1} is of interest to us because it should categorify a weight space of a tensor product of standard representations of quantum sl 2 . In a future work we hope to endow this category with a p-DG structure and show its relationship to categorification of small quantum groups.
Here we suggest a graphical approach to singular Soergel bimodule categories. We prove that our diagrammatics in a further specialization does describe the category of singular Soergel bimodules ∅ R {2,...,n−1} .
In Section 2 we define rings W (n, k) algebraically and graphically. We expect that the category of graded finitely-generated projective W (n, k)-modules is equivalent to the category of singular Soergel bimodules ∅ Rk = ∅ R {1,...,k−1,k+1,...,n−1} . In Section 3 we specialize to the rings W (n, 1) and compute various features of these rings. We define the category of singular Soergel bimodules in Section 4 and explicitly construct the indecomposable objects for our special case k = 1. The diagrammatic Hecke category is reviewed in Section 5. In Section 6 we prove one of our main results.
Theorem. The category of finitely generated graded projective modules W (n, 1)−gpmod is equivalent to the category of singular Soergel bimodules ∅ R1.
In Section 7 we consider an algebra A ! n which appears in representation theory and symplectic topology. We compute its Hochschild cohomology and prove the following result. There is a well-known action of the braid group on the homotopy category of regular Soergel bimodules [12] . This construction could be extended to a categorification of the HOMFLYPT polynomial [4, 13] . In fact, there is a functor from the category of braid cobordisms into the homotopy category of regular Soergel bimodules [1] . In Section 8 we adapt this categorical braid group action to the algebra W (n, 1). Our third main result is the following.
Theorem. There are endofunctors σ i and σ
−1 i
of the homotopy category of graded finitely-generated projective W (n, 1)-modules, satisfying the following isomorphisms
The functors σ are given by tensoring with complexes of certain W (n, 1)-bimodules. In order to prove the theorem above we construct a functor from the (diagrammatic) category of Soergel bimodules to a diagrammatic tensor category B that we introduce in Section 8. The main result of [1] then implies the theorem above. We expect that the theorem extends to algebras W (n, k) for all k.
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2. Algebras W (n, k) 2.1. Conventions. Throughout we fix an infinite field k of characteristic not equal to 2.
For graded algebras A and B we denote by A−gmod the category of graded A-modules and (A, B)−gmod the category of graded (A, B)-bimodules. Let A−gpmod be the category of finitely generated graded projective A-modules.
When the context is clear we will often denote R n simply by R. We will write E i (x 1 , . . . , x n ) for the ith elementary symmetric polynomial in the variables x 1 , . . . , x n . When there is no chance for confusion we will abbreviate it as E i . R n is a graded algebra where each x i has degree two.
For a graded A-module M we denote the subspace in degree i by M i . Let M r denote the grading shift of the module M up by r. Explicitly (M r ) i = M i−r . [14] and [17] but consistent with the one used in [1] .
Remark 1. Our grading shift convention is opposite to the ones used in

2.2.
The algebra W (n, k). Let Seq be the set of all sequences i = (i 1 , . . . , i n+k ), where i j ∈ {b, r} for each j and r appears n times while b appears k times. The symmetric group S n+k acts on Seq with the simple transposition s j exchanging the entries in positions j and j + 1.
Let W(n, k) be the algebra over k generated by y j for k = 1, . . . , n + k, ψ j for j = 1, . . . , n + k − 1, and e(i) where i ∈ Seq, satisfying the relations below.
(1) e(i)e(j) = δ i,j e(i),
Let W (n, k) be the algebra satisfying all the relations above except the last one. We say that W (n, k) is the cyclotomic quotient of W (n, k).
This is a Z-graded algebra with the degrees of generators:
The space e(i)W (n, k)e(j) has the structure of an R n -module. Suppose r occurs in the sequence i in positions r 1 , . . . , r n with r 1 < · · · < r n . For m ∈ e(i)W (n, k)e(j) define (1) x l .m = y r l m, for l = 1, . . . , n.
Graphical presentation of W (n, k).
There is a graphical presentation of W (n, k) very similar to the algebras introduced in [5, 11] and [15] . We consider collections of smooth arcs in the plane connecting n red points and k black points on one horizontal line with n red points and k black points on another horizontal line. The arcs are colored in a manner consistent with their boundary points, and the black arcs are dashed. Arcs are assumed to have no critical points (in other words no cups or caps). Arcs are allowed to intersect (as long as they are both not solid red), but no triple intersections are allowed. Arcs can carry dots. Two diagrams that are related by an isotopy that does not change the combinatorial types of the diagrams or the relative position of crossings are taken to be equal. The elements of the vector space W (n, k) are formal linear combinations of these diagrams modulo the local relations given below. We give W (n, k) the structure of an algebra by concatenating diagrams vertically as long as the colors of the endpoints match. If they do not, the product of two diagrams is taken to be zero. Dots on strands correspond to generators y l given earlier. Strands which cross correspond to generators ψ l . The action x l .m described above should be interpreted as placing a dot on the l-th red strand of a diagram counting from left to right (ignoring the black strands).
In (2), the rectangles labeled by X and Y represent the generating diagrams given in (13) . This relation then means that far away generators commute. The equation (12) is the cyclotomic condition. 
= −
= 0
= (10) = = (11) This implies that the algebra W (n, k) is non-zero for 0 ≤ k ≤ n. In Section 3 we prove directly that W (n, 1) is non-trivial.
2.4.
The algebra W p (n, k). For p = 1, . . . , n − 1 we will define an algebra W p (n, k) isomorphic to a subalgebra of W (n, k) whose inclusion is non-unital. Let Seq p be the set of all sequences i = (i 1 , . . . , i n+k−1 ) where i j ∈ {b, r, R} for each j. We assume r appears n − 2 times while b appears k times and R appears just once. We also assume that the symbol r appears exactly p − 1 times before the symbol R appears. The symmetric group S n+k−1 acts on Seq p with the simple transposition s j exchanging the entries in positions j and j + 1.
Let W p (n, k) be the algebra over k generated by y j for k = 1, . . . , n + k − 1, along with E 1 , E 2 , ψ j for j = 1, . . . , n + k − 2, and e(i) where i ∈ Seq p , satisfying the relations below. Informally, R represents two solid red strands merged into one. E 1 and E 2 represent the first and second elementary symmetric functions in the dots on this merged strand.
(1) e(i)e(j) = δ i,j e(i), (2) y j e(i) = e(i)y j , (3) y j e(i) = 0 if i j = R, (4) E 1 and E 2 are central,
This is a graded algebra with the degrees of generators:
There is a graphical description of W p (n, k) but in the interest of space we only sketch it for W p (n, 1) in Section 3.4.
Remark 3.
There is an injective homomorphism ρ p :
We will prove this later for the special case that k = 1.
Remark 4.
We define W p (n, k) to be the algebra defined above with all of the relations except the cyclotomic relation δ i1,b e(i) = 0. However we will not make use of this algebra in this paper.
Properties of W (n, 1)
In this section and throughout the rest of the paper we will specialize the algebras introduced in Section 2 to the case k = 1.
It will be convenient to write e i = e(i) where i is the sequence where the only b occurs in position i. By the last defining relation (the cyclotomic relation) in Section 2.2, it follows that e 1 = 0.
• We define e i to act trivially on V n,j unless i = j in which case e i acts as the identity on V n,i .
A dot on the l-th red strand of a diagram (with no crossings) acts as multiplication by x l . A dot on the black strand acts as multiplication by y i .
• A crossing taking the element b in the i-th position on the bottom to the (i − 1)-st position on the top maps 1 ∈ V n,i to 1 ∈ V n,i−1 .
• A crossing taking the element b in the i-th position on the bottom to the (i + 1)-st position on the top maps 1 ∈ V n,i to y i − x i ∈ V n,i+1 .
Proof. This is a straightforward check.
3.2.
A basis. The next result describes a basis of e j W (n, 1)e i . One draws a diagram with minimal number of crossings from the sequence corresponding to e i on the bottom to the sequence corresponding to e j on the top and then decorate on the top freely with dots on the solid red strands but restrictively (depending on how close the dashed black strand gets to the left) with dots on the dashed (black) strand.
Proposition 2.
A basis of e j W (n, 1)e i over k for i, j ≥ 2 is given by ).
If i = 1 or j = 1, e j W (n, 1)e i = 0 by the cyclotomic condition.
Proof. We begin by showing that the proposed basis actually spans.
First assume that i = j. We claim that
In order to see this consider the diagram in (16) which is zero by the cyclotomic condition.
Using the relations to remove i − 1 double crossings in (16) along with sliding dots through crossings we get the relation
Thus in (15) we may take c i ≤ i − 2. It then follows with little effort that the set in (14) actually spans. Now we must prove that the elements in (14) are linearly independent. When i = j the elements in
. are linearly independent. Otherwise as a linear operator on V n,i the element y i satisfies a polynomial with coefficients in R of degree less than i − 1.
Linear independence for the general case of elements in (14) now follows easily.
3.3. The center. Recall that W (n, 1) (more generally, W (n, k)) has the structure of an R-module given in (1). The action was denoted by a dot.
Proof. By the relations in W (n, 1) we may resolve n − k + 1 double crossings and get
Using the relations in W (n, 1) for y k−1 k e k in the first term in the right hand side of equation (17) we get
Using relations in W (n, 1) to remove double crossings in the first sum of equation (18) we get
Grouping together terms according to the exponent of y k in equation (19) we arrive at
which proves the lemma.
Proof. We first check that the center is generated as an R-module by the set
Lemma 1 shows that z satisfies the appropriate relation. By applying idempotents e i on the left and right of a central element z it is clear that we may write z as:
where f i is a polynomial in the y j .
Rewriting z in the basis of W (n, 1) described in (14) we have
We will abbreviate g ij = g ij (x 1 , . . . , x n ). We would like to show that
or equivalently that
Since z is central, (e k+1 ψ k e k )z = z(e k+1 ψ k e k ). We compute
On the other hand
where we used relations in W (n, 1) to establish the third equality above. Now that we have expressed (e k+1 ψ k e k )z and z(e k+1 ψ k e k ) in terms of the basis described earlier we conclude
Equality (20) follows by iterating the recursion (21). Therefore, as an R-module the center is generated by z 0 , . . . , z n−1 . The fact that z satisfies the relation in the Proposition follows from Lemma 1.
Example 1. For n = 2, the generating set of the center as a free R-module is graphically depicted below.
, where W p (n, k) was defined in Section 2.4. Let e i,p be the idempotent corresponding to the sequence where the single entry b appears in position i. We may describe W p (n, 1) in a graphical way just as we did for W (n, 1) in section 2.3. Along with the generators for W (n, 1) graphically described earlier, we also have a thick red line which can carry dots labeled E 1 or E 2 . The thick red line may also intersect with the black dashed line.
In addition to the local relations in W (n, 1) where there is only one (black) dashed and solid thin (red) strands, there are also relations
There are also some obvious other relations coming from relations in W (n, 1) by treating the thick (red) line as two thin red lines and the dots E i as the sum or product of red dots on thin (red) lines. For example there is an equality:
In order to construct a basis of W p (n, 1) we will find a representation for it just as we did for W (n, 1).
Recall the vector space V n defined in Section 3.1 and consider the subspace
We construct an action of W p (n, 1) on V p n as follows.
• For i ≤ p the idempotent e i,p acts trivially on V p n,j unless j = i − 1 in which case e i acts as the identity on V p n,i−1 . If i > p then e i,p acts non-trivially only on V p n,i in which case it acts as the identity.
• Assuming l < p, a dot on the l-th solid, thin, red strand of a diagram (with no crossings) acts as multiplication by x l . Assuming l ≥ p, a dot on the l-th solid, thin, red strand of a diagram (with no crossings) acts as multiplication by x l+2 .
A dot labeled by E 1 on a thick, solid, red strand acts by y p + y p+1 . A dot labeled by E 2 on a thick, solid, red strand acts by y p y p+1 .
A dot on the black strand in position i of a diagram with no crossing acts as multiplication by y i .
• If p ≥ i, a crossing taking the the element b in the i-th position on the bottom to the (i − 1)-st position on the top maps 1 ∈ V n,i−1 to 1 ∈ V n,i−2 . If p = i − 1, a crossing taking the the element b in the i-th position on the bottom to the (i − 1)-st position on the top maps 1 ∈ V n,i−1 to 1 ∈ V n,i−3 .
If p ≤ i − 2, a crossing taking the the element b in the i-th position on the bottom to the (i − 1)-st position on the top maps 1 ∈ V n,i to 1 ∈ V n,i−1 .
• If i < p, a crossing taking the the element b in the i-th position on the bottom to the (i + 1)-st position on the top maps 1 ∈ V n,i−1 to 
If i > p, a crossing taking the the element b in the i-th position on the bottom to the (i + 1)-st position on the top maps 1 ∈ V n,i to y i − x i+1 ∈ V n,i+1 .
Proof. This is a straightfoward check.
Proposition 5. For i, j ≥ 2, let w ∈ S n be of minimal length taking the sequence with b occurring in entry i to the sequence with b occurring in entry j. A basis of e j W p (n, 1)e i over k is given by
Proof. The proof of this is similar to the proof of Proposition 2.
Proof. Define the homomorphism on idempotents by
On "dot" generators define it by
On "crossing" generators
The injectivity of ρ p is clear.
Singular Soergel bimodules
4.1. Definitions. Let I ⊂ {1, . . . , n − 1} and S I the subgroup of S n generated by s i for i ∈ I. We abbreviate the set {1, . . . , k − 1, k + 1, . . . , n − 1} byk. Denote by R I the ring of invariants of R under the action of S I . The category of singular Soergel bimodules I R J is the smallest full subcategory of (R I , R J ) − gmod which contains all objects isomorphic to direct summands of shifts of bimodules of the form For the special case J =1 = {2, . . . , n − 1} we will denote
We will make heavy use of special bimodules
There is a short exact sequence of (R, R)-bimodules
Proof. Let A be the (R, R)-subbimodule of B i −1 generated by v = x i ⊗ 1 − 1 ⊗ x i+1 . It is easy to check that x j .v = v.x j for j = 1, . . . , n. Thus A ∼ = R. In the quotient B i /A we have
Proof. From Soergel's homomorphism formula and a computation in the Hecke algebra, it follows that the endomorphism algebra of this bimodule is one-dimensional in degree zero implying that the bimodule is indecomposable.
We will now focus on the case I = ∅ and J = {2, . . . , n − 1}.
Proof. If f is a symmetric function in variables x 2 , . . . , x n then s i .f = f . Thus as a right R1-module there is no twisting and R si ∼ = R.
Remark 5. By Lemma 2, the (R, R)-bimodule R si for i ≥ 2 restricts as an (R, R1)-bimodule to R. Thus for i ≥ 2 the exact sequence of (R, R)-bimodules
gives a split exact sequence of (R, R1)-bimodules since by [17] there are no self-extensions of R.
We will now explicitly construct the (R, R1)-bimodule P i . This is possible because we are working in the very special case of J =1 = {2, . . . , n − 1}. In the definitions and facts about the concrete P i which follow, we will ignore that the abstract P i satisfy the properties which we now list. Define
with the left R-module structure given by
The right R1-module structure is more complicated to describe. Set
and for 1 ≤ j ≤ n − 1
As a k-module, P i is graded with the degree of y r equal to 2r − i.
Proof. It is clear from the definition of P i that it is an (R, R1)-bimodule. It is indecomposable because it is cyclically generated in degree zero by a vector 1.
The next proposition is clear.
Proposition 10.
There is a short exact sequence of (R, R1)-bimodules:
where the inclusion is given by mapping 1 → y − x i+1 .
Corollary 3. The module P i has a filtration
Proof. Using the exact sequence in Proposition 10 we may inductively build the filtration of P i . The only non-trivial fact to check is that the quotient bimodule R[y](y − x i+1 ) is isomorphic (up to a shift) to the standard bimodule R1 si···s1 . The two objects are clearly both isomorphic as left R-modules to R. Now to check that the isomorphism is compatible with the right R1 action.
On the element 1 in the quotient R[y]/(y − x i+1 ) we have 1.x 1 = x i+1 . On the element 1 in the standard bimodule we have 1.x 1 = 1(s i · · · s 1 .x 1 ) = x i+1 . Thus the isomorphism is compatible with the right action of x 1 .
On the element 1 in the quotient R[y]/(y − x i+1 ) we have
. . , x n ). In the standard bimodule E j (x 2 , . . . , x n ) acts on 1 by
Thus we have to check that the right hand sides of (23) and (24) are the same. After applying s 1 · · · s i to both of these quantities, we must only check in the polynomial ring R that
. . , x n ). This easily follows by induction on j using the fact that
Example 2. We will show that as an (R, R1)-bimodule
There is an inclusion
given by
There is a splitting map
It is an easy exercise to check that this forces
1 ⊗ 1 ⊗ x 1 → 0 1 ⊗ 1 ⊗ x 3 → 1.
Proposition 11. P i is an indecomposable Soergel (R, R1)-bimodule.
Proof. In order to prove it's a Soergel bimodule we will inductively prove
The case i = 0 is provided by the isomorphism
It is also explained in Section 6.2. The case i = 1 is given in Example 2. Now let us assume that P i is a Soergel bimodule. We will prove that P i+1 and P i−1 are the two indecomposable summands of
The elements 1 ⊗ 1 and 1 ⊗ x i+1 generate R ⊗ R i+1 R[y]/(y − x 1 ) · · · (y − x i+1 ) as an (R, R1)-bimodule because (1 ⊗ 1).x 1 = 1 ⊗ y and for j = i + 1, i + 2, we have x j .(1 ⊗ 1) = 1 ⊗ x j . Finally we have
First we will demonstrate that P i−1 is a summand of B i+1 ⊗ R P i . There is an inclusion map
There is a map
Note that this forces for j = i + 1, i + 2
It is clear that β • α = Id. Next we will show that P i+1 is a summand of B i+1 ⊗ R P i . There is an inclusion map
Note that this forces
Finally, it is straightforward to check that
and
are inverse maps of each other.
The diagrammatic Hecke category
In this section we review the diagrammatically defined Hecke category introduced in [1] which is equivalent (after Karoubi closure) to the category of regular Soergel bimodules for S n . In order to distinguish the pictures in this section from other pictures arising elsewhere in this paper we color the strands for these diagrams green and the strands will carry labels from the set {1, 2, . . . , n − 1} corresponding to simple transpositions of S n . The set of morphisms between two objects (i 1 , . . . , i r ) and (j 1 , . . . , j s ) is the free k[x 1 , . . . , x n ]-module generated by admissible graphs whose boundary points contained in R × {0} read from left to right are colored i 1 , . . . , i r and whose boundary points contained in R × {1} read from left to right are colored j 1 , . . . , j s subject to relations we will describe in the next subsection. A polynomial f acts on a generating admissible graph by decorating the leftmost region with f .
The category H may be equipped with a Z-grading by declaring that the first two generators in (26) have degree 1, the next two generators have degree −1 and the final two generators have degree 0. Additionally, polynomial generators x i decorating the regions have degree 2.
Relations between morphisms.
We have the following polynomial slide relations: (27) i
where in the last relation we assume j = i, i + 1.
For |i − j| = 1, |k − i| > 1, and |k − j| > 1 we have
For |i − j| > 1, |j − k| > 1, and |i − k| > 1 we have
For |i − j| = 1, |j − k| = 1, and |i − k| > 1 we have 
Theorem 2. There is an isomorphism of algebras
Proof. Define the map Φ as follows:
It is straightforward to check that Φ is a homomorphism. The map Φ is surjective since all of the generators of W (n, 1) are in the image of the homomorphism. A calculation in the Hecke algebra along with [17, Theorem 7.2.2] give the graded dimension of Hom ∅ R1 (P i , P j ). Using the basis described in Proposition 2 we may easily calculate the graded dimension of e i W (n, 1)e j . Assembling these results shows gdim k Hom ∅ R1 (P i , P j ) = gdim k e i W (n, 1)e j , so Φ is injective and hence an isomorphism.
Corollary 4. The center of the category
Proof. The calculation of the center from Proposition 3 along with Theorem 2 give the center of the singular Soergel category.
6.2. Special case: W (2, 1). Throughout this section green (faded) strands carry the label 1 which we omit. In this case the category of singular Soergel bimodules R is just the case of the category of "regular" Soergel bimodules for
. This in turn has a graphical description which is a special case of the calculus developed in [1] .
The two indecomposable objects in the category R are R and B.
There is a short exact sequence
where the inclusion is given by 1 →
We may identify the quotient bimodule B/R 1 with R s1 −1 where R s1 as a left R-module is just R but the right action is twisted as follows:
The isomorphism B/R 1 ∼ = R s1 −1 is given by mapping f ⊗ 1 to f . We could find an isomorphism P 1 ∼ = B, where we recall
The isomorphism is given by mapping
The left R-module structure is given by
The right R-module structure is given by
Graphically we denote the identity morphism of the Soergel bimodule B by a green strand. The identity morphism of R is given by just the empty diagram.
We define a functor F : W (2, 1)−gmod → R. On objects the functor maps the projective module W (2, 1)e(rrb) to B and the projective module W (2, 1)e(rbr) to R. Recall that e(brr) = 0.
On the level of morphisms we have
→ As a consequence of the relations we get
The functor induces a surjective map on the spaces of morphisms. In order to prove that F is an equivalence we need to compute the graded dimensions of these morphism spaces. For R this is well known.
Now it is easy to see that a spanning set of Hom W (2,1) (W (2, 1)e(rbr), W (2, 1)e(rbr)) consists of diagrams in (55) We claim that Hom W (2,1) (W (2, 1)e(rrb), W (2, 1)e(rrb)) is spanned by diagrams given in (59) with a, b ∈ Z ≥0 , c ∈ {0, 1}.
That the set of morphisms in (59) is a spanning set follows from the equation
which comes from pulling the black strand in the identity diagram all the way to the left (which is then zero in the cyclotomic quotient) and applying double crossing relations.
There is a faithful representation of W (2, 1) on
) described in greater generality earlier, implying that the spanning sets above are actually bases of homomorphism spaces.
7. W (n, 1) as a deformation 7.1. The algebra W (n, 1). Let Q denote the quiver in (61) with vertices 1, . . . , n. A path (of length r − 1) is a sequence p = (i r | · · · |i 1 ) of arrows where the starting point is i 1 and the ending point is i r . By kQ we denote the path algebra of Q, with basis the set of all paths with product given by concatenation. The path algebra is a graded algebra where the grading comes from the length of each path.
(61)
n to be the algebra kQ modulo the two-sided ideal generated by (i|i − 1|i) − (i|i + 1|i) for i = 1, . . . , n − 1, where by convention (1|0|1) = 0. By abuse of notation, we denote the image of an element p ∈ kQ in the algebra A ! n also by p. The algebra A ! n inherits a grading from kQ since the relations are homogenous. Let 
is a semi-simple algebra with basis {(1), . . . , (n)}. Define W (n, 1) to be the quotient of W (n, 1) by the two-sided ideal generated by diagrams with dots on red strands. It is easy to see that this quotient is a finite-dimensional algebra isomorphic to A 7.2. HH * (W (n, 1)). We will determine the Hochschild cohomology of W (n, 1) by studying its isomorphic algebra A ! n . Since A ! n is graded, its Hochschild cohomology is graded as well. We will let HH i,j (A ! n ) denote the subspace of the Hochschild cohomology in cohomological degree i and internal degree j.
The center of A ! n , which is isomorphic to HH 0 (A ! n ), is well known.
Proposition 12. As a graded algebra HH
In order to determine the higher Hochschild cohomology we construct a resolution of A ! n .
Proposition 13.
There is a projective resolution of A ! n as a bimodule:
Proof. This follows directly from the fact that length of the resolution in Proposition 13 is two.
Proposition 14. The first Hochschild cohomology of A
! n is given by:
Proof. This is straightforward using the resolution of A ! n in Proposition 13.
Proposition 15. The second Hochschild cohomology is given by:
Proof. It is easy to see that all A 
and takes the value zero on all other basis elements is a non-trivial 2-cocycle. Furthermore, these µ i are linearly independent and span
Proof. The µ i are clearly linearly independent so it follows that they are a basis by Proposition 15.
The element µ i ∈ HH 2 (A Proof. We must check that the following element is in the left R-span of (75)
By adding and subtracting terms we have: Proof. It needs to be shown that for any r ∈ W (80) rι i (1) = ι i (1)r, since (78) and (79) describe ι i (1) ∈ W i . We check that (80) is satisfied for all generators r of W . If r = e j is an idempotent then (80) obviously holds. If r is a diagram without any crossings and only a single dot on some strand then it suffices to check (81) instead of (80).
(81) rι i (e j ) = ι i (e j )r.
If j = i + 1 then this is a classical fact. See for example [1, Section 2.3] . If j = i + 1, then it is easy to see that (81) holds if the dot is on any strand other than the i-th (red) solid strand or (i + 1)-st (red) solid strand. We will now check the case that the dot occurs on the i-th solid strand. This means that we must verify (80) for r given below.
This means that we need to check
By adding and subtracting the same term we have
By pairing the first and third terms in (84) and the second and fourth terms using relations for the bimodule W i and Lemma 3 we get that (84) is equal to (85)
One proves in a similar way that (80) holds for the element r given below.
Finally we have to check (80) when the diagram representing r has a single crossing with no dots. There are four non-trivial cases. (92) and (93) 
+ + Similarly, the images of both elements in (97) are the same under ▲ i .
It is clear that all diagrams in (98) (for a = 0, 1) get mapped to the same element under ▲ i .
(98)
Similarly all of the diagrams in (99) (for a = 0, 1), get mapped to the same element.
(99)
Thus ▲ i is a well-defined bimodule homomorphism.
Lemma 5.
There is an isomorphism of W -bimodules
Proof. This is proved just as in the classical base for Soergel bimodules. One maps the element → in the first component and the element → in the second coordinate. These define bimodule maps because using relations in W i , one could move black strands away from the local picture. 8.3.5. The maps X ij . For |i − j| > 1 we define a map X ij : (1) ✻ i+1,i,i+1 i,i+1,i
Proof. We will only sketch a proof of the first part of the proposition. The second part is similar. It must be checked that that if two elements are equal in W i ⊗ W W i+1 ⊗ W W i via bimodule relations, then their images under ✻ i+1,i,i+1 i,i+1,i are equal. The map ✻ i+1,i,i+1 i,i+1,i acts on dot generators as follows
Using these formulas it is easy to see that a symmetric polynomial in x i and x i+1 could be moved between the first and second tensor factors as well as between the third and fourth tensor factors.
Similarly, a symmetric polynomial in x i+1 and x i+2 could be moved between the second and third tensor factors. Now we analyze relations involving dashed (black) strands. It is easy to see that the elements in (113) both get mapped to (114).
(113)
−
It is a routine but slightly lengthier calculation to verify that both elements in (115) get mapped to the same element.
(115)
Similarly one checks that for a = 0, 1 the elements in (116) get mapped to the same element with the case a = 0 being slightly easier than a = 1. . . , n− 1. Recall that W was shorthand notation for W (n, 1). We will define a functor F : H → W. On objects:
F : (i 1 , . . . , i r ) → W i1 ⊗ · · · ⊗ W ir .
On morphisms: Proof. There are many relations to check on the various generators of the bimodules. Relations on generators where no black strand is present were checked in [1] . We will only prove here that relation (36) holds. They are all routine calculations. The fact that (36) holds for generators (101) (with a = 0, 1) follows from [1] . We must only check the relation on the two other generators of the bimodule W i ⊗ W i+1 ⊗ W i . We compute the first term on the right hand side of (36) on the generator (102) with a = 0. The difference of the maps in (119) and (120) is simply the identity map on the generator (102) for a = 0 thus establishing (36) for this generator.
