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Abstract—The joint probabilistic data association (JPDA) filter
is a popular tracking methodology for problems involving well-
spaced targets, but it is rarely applied in problems with closely-
spaced targets due to its complexity in these cases, and due to
the well-known phenomenon of coalescence. This paper addresses
these difficulties using random finite sets (RFSs) and variational
inference, deriving a highly tractable, approximate method for
obtaining the multi-Bernoulli distribution that minimises the
set Kullback-Leibler (KL) divergence from the true posterior,
working within the RFS framework to incorporate uncertainty
in target existence. The derivation is interpreted as an application
of expectation-maximisation (EM), where the missing data is the
correspondence of Bernoulli components (i.e., tracks) under each
data association hypothesis. The missing data is shown to play
an identical role to the selection of an ordered distribution in the
same ordered family in the set JPDA algorithm. Subsequently,
a special case of the proposed method is utilised to provide
an efficient approximation of the minimum mean optimal sub-
pattern assignment estimator. The performance of the proposed
methods is demonstrated in challenging scenarios in which up to
twenty targets come into close proximity.
Index Terms—Target tracking, random finite sets, expecta-
tion maximization, Kullback-Leibler divergence, optimum sub-
pattern assignment, coalescence, variational inference, Bayesian
estimation.
I. INTRODUCTION
Many tracking problems (e.g., radar-based surveillance)
involve the estimation of the number and states (e.g., position,
velocity) of targets through unlabelled measurements. This
problem is complicated by data association, or the unknown
correspondence between measurements and targets. Tradition-
ally, there have been two basic approaches to this. The first
is that utilised in methods such as the multiple hypothesis
tracker (MHT) [1], [2]. In this approach, the likelihood of
several feasible measurement-target association hypotheses
is evaluated, and the solution provided is the target state
conditioned the maximum a posteriori (MAP) hypothesis. This
formulation is well-known to provide excellent performance in
challenging problems such as those involving closely-spaced
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targets. The difficulty is its computational tractability, which
limits its application in problems with high false alarm rates,
or with association ambiguity between many targets.
The alternate traditional approach has been joint proba-
bilistic data association (JPDA) [3], which adopts a phi-
losophy that the goal is to estimate the target state, and
that data association is a nuisance variable. Consequently,
association is addressed by taking a total probability expan-
sion over feasible measurement-target association hypotheses,
marginalising over the nuisance variable. JPDA provides an
improved computation-performance trade-off for problems in
which targets remain well-spaced; however, the method fails
in problems in which targets become well-spaced due to a dif-
ficulty known as coalescence (e.g., [4]). This is a direct result
of the unknown measurement-target association: after targets
have become closely-spaced, posterior distributions become
strongly multimodal, where the different modes correspond to
permutations of targets. In other words, coalescence reveals
the underlying nature of the problem as an unlabelled set,
motivating application of methods from random finite sets
(RFSs).
RFS distributions provide an integrated mathematical frame-
work for addressing estimation problems in which states to be
estimated and/or observations form sets [5]. The difference
between random sets and random vectors is that realisations
of a random set will generally contain different numbers of
elements, and the ordering of the elements is meaningless.
We will use the lower case notation x to refer to elements of
the underlying state space (e.g., position, velocity), and upper
case X = {x1, . . . , xn} to refer to finite sets of state space
elements. RFS distributions encode both uncertainty in cardi-
nality and uncertainty in values into a single representation.
Uncertainty of this form could be represented via a cardinality
distribution pf (n) and a series of conditional state distributions
f(x1, . . . , xn|n); the relationship between the RFS distribution
f(X) and these components is:
f({x1, . . . , xn}) = pf (n)
∑
pi∈Πn
f(xpi(1), . . . , xpi(n)|n) (1)
where Πn is the set of all n-element permutations (defined
below), the sum over which ensures permutation invariance, a
necessary property for a set distribution.
Definition 1. Denote by ΠN the set of complete permutation
functions on IN , {1, . . . , N}:
ΠN =
{
pi : IN → IN |i 6= j ⇒ pi(i) 6= pi(j)
}
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Early work in RFSs focused on simple representations
such as the probability hypothesis density (PHD) [6] and
cardinalised PHD (CPHD) [7], which have provided interest-
ing practical and theoretical results (e.g., [8], [9]). Recently,
improved performance has been demonstrated through parallel
derivations of conjugate prior forms for target tracking using
unlabelled RFSs [10], [11] and labelled RFSs [12]. In each
case, the form of the exact filter is a linear combination of
multi-Bernoulli (MB) distributions. The complexity of exact
methods is problematic as the number of terms in the linear
combination grows exponentially in the number of targets;
this is the problem of data association. The complexity is
addressed in [11] by seeking a MB distribution that approx-
imates the posterior. Observing that the linear combination
may be viewed as a marginalisation over a latent association
variable a ∈ A (as in JPDA, where A is the set of all asso-
ciation hypotheses, to be defined later), the methods proposed
approximated the probability distribution of data association,
p(a). This resulted in two approaches, the first of which was
closely related to JPDA and joint integrated PDA (JIPDA) [3],
[13] and hence suffered from coalescence, and the second of
which was related to the MeMBer filter [5], [14]. The latter
was found to be more robust, but exhibited lower performance
when targets were well-spaced.
A. Best fitting multi-Bernoulli filter
Working within the RFS framework has several advantages.
One of these is the ability to rigorously define measures of
distortion caused to an entire multi-object distribution f(X)
when approximating it by another multi-object distribution
g(X) via the set Kullback-Leibler (KL) divergence, as defined
in [5, p513]:
D(f ||g) =
∫
f(X) log
f(X)
g(X)
δX (2)
where the set integral is [5, p361]∫
v(X)δX ,
v(∅) +
∞∑
n=1
1
n!
∫
· · ·
∫
v({x1, . . . , xn})dx1 · · · dxn (3)
The set KL divergence in (2) encompasses changes to both
the distribution of cardinality, and the target state distribution.
As explored further in section II-B, minimisation of KL
divergence is the standard approach for finding the distribution
in a family that best matches a particular exact distribution.
For example, the PHD and CPHD filters both calculate the
distribution which minimises the set KL divergence within
their respective families.
Thus, a compelling alternative to the algorithms in [11]
would be to find the MB distribution which minimises the set
KL divergence from the exact distribution. The first contribu-
tion of this paper is an efficient, approximate method of finding
the MB distribution that minimises the set KL divergence. The
resulting algorithm is shown to be related to set JPDA (SJPDA)
[15], but is a RFS-based alternative that accommodates uncer-
tainty in the number of targets. Furthermore, the computational
complexity of the proposed method is drastically lower than
SJPDA. Specifically, for problems involving N targets, |H|
single-target association hypotheses, and |A| joint association
hypotheses (where typically |A| ≈ (|H|/N)N ), the proposed
method requires solution of a network flow linear program
(LP) with N×|H| variables, whereas SJPDA requires iterative
solution of |A| N -element assignment problems. Since the
term variational inference is widely used to refer to statistical
approximations based on optimisation (e.g., [16]), we refer to
our method as the variational MB (VMB) filter.
B. Minimum mean optimal sub-pattern assignment estimator
The optimal sub-pattern assignment (OSPA) was introduced
in [17] as a distance metric for the difference between two sets
of points; it is defined below.
Definition 2. If X = {x1, . . . , xn}, Y = {y1, . . . , ym}, and
n ≥ m, OSPA is defined as:
dospa(X,Y ) ,
[
1
n
min
pi∈Πn
m∑
j=1
dc(xpi(j), yj)
p + cp(n−m)
] 1
p
(4)
where dc(x, y) , min{c, d(x, y)}, d(x, y) is a distance func-
tion on the single target state space, c > 0 is a real number
indicating the cost of a target not having a corresponding esti-
mate (or vice versa), and pi is a permutation function in the set
ΠN of definition 1. If n < m then dospa(X,Y ) , dospa(Y,X)
following the definition above (thus reversing n and m).
Mimimum mean OSPA (MMOSPA) estimation has been
studied previously in works such as [18], and it was the
motivation for the objective function used in SJPDA. However,
previous works have not satisfactorily addressed the growth
in complexity with the number of targets. The second con-
tribution of this paper is an approximation of the MMOSPA
estimator based on the VMB algorithm; we refer to the result
as the variational MMOSPA (VMMOSPA) estimator.
II. BACKGROUND
A. Multi-Bernoulli filters
This work is based on the form derived in [11], which
studies unlabelled distributions, and makes the following mod-
elling assumptions.
Assumption 1. The multiple target state evolves according to
the following time dynamics process:
• Targets arrive at each time according to a non-
homogeneous Poisson point process (PPP) with birth
intensity λb(x), independent of existing targets
• Targets depart according to independent, identically dis-
tributed (i.i.d.) Markovian processes; the survival proba-
bility in state x is Ps(x)
• Target motion follows i.i.d. Markovian processes;
the single-target transition probability density function
(PDF) is ft|t−1(x|x′)
Assumption 2. The multiple target measurement process is
as follows:
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• Each measurement is either a false alarm, or a measure-
ment of a single target1
• Each target may give rise to at most one measurement;
probability of detection in state x is Pd(x)
• False alarm measurements arrive according to a non-
homogeneous PPP with intensity λfa(z), independent of
targets and target-related measurements
• Each target-derived measurement is independent of all
other targets and measurements conditioned on its corre-
sponding target; the single target measurement likelihood
is f(z|x)
Under these assumptions, [11] proves that the following
form is a conjugate prior, i.e., it is preserved by prediction
and update:
f(X) =
∑
Y⊆X
fppp(Y )fmbm(X − Y ) (5)
where Y ⊆ X denotes the sum over all sets Y which are a
subset of the finite set X , and fppp(X) is a PPP representing
unknown targets,2 with intensity λu(x):
fppp(X) = exp
{
−
∫
λu(x)dx
}
·
∏
x∈X
λu(x) (6)
and fmbm(X) is a MB mixture, i.e., a linear combination of
multi-Bernoulli distributions, of the form
fmbm(X) =
∑
a=(h1,...,hN )∈A
wa
∑
⊎N
i=1Xi=X
N∏
i=1
fhi(Xi) (7)
where the notation
⊎N
i=1Xi = X denotes that the sum is over
all disjoint subsets X1, . . . , XN whose union is X . As derived
in [11], the terms in the sum a ∈ A correspond to different
choices of data association, i.e., different choices of which
groups of past measurements correspond to the same targets,
referred to as global association hypotheses. The coefficient
wa is the probability of global hypothesis a; consequently,
wa ≥ 0 and
∑
a∈A wa = 1. For notational convenience, we
consider the single-target hypotheses fhi(Xi) for all Bernoulli
components to be indexed through the set H, i.e., hi ∈ H ∀ i.3
The hypotheses fh(Xi) are of the form:
fh(Xi) =

1− rh, Xi = ∅
rhfh(xi), Xi = {xi}
0, |Xi| > 1
(8)
where rh is the probability of existence under hypothesis h,
and fh(xi) is the PDF of target state under hypothesis h.
In our implementations, we further assume that fh(xi) =
N{xi;µh,Σh}, although the basic derivation can handle other
representations such as particle filters. As shorthand, when
1i.e., unresolved or merged measurements are not considered in this initial
work.
2The model does not assume that Pd = 1 for targets just born. Accordingly,
a proportion of the targets hypothesised to have arrived by the birth model will
go undetected. These targets, which have never been detected, are referred to
as unknown targets. See [11] for a proof of the result and further discussion.
3Nevertheless it is generally the case that the elements hi used by different
Bernoulli components will be disjoint across all global hypotheses.
we refer to a global association hypothesis a, we assume
that a = (h1, . . . , hN ), and hence we also refer to the i-th
constituent single-target event as hi.
Expressions and algorithms for predicting and updating the
PPP component and the MB mixture are provided in [11].
The greatest difficulty in implementing the filter is the number
of components in the MB mixture. In this work, we focus
on the problem of simplifying the MB mixture into a single
MB distribution. Therefore, for the purpose of this paper, we
disregard the PPP component and refer to the MB mixture as
f(X).
B. Minimisation of Kullback-Leibler divergence
The first goal of this work is to obtain the MB distribution
g(X) which best matches the full distribution f(X) according
to some measure. Because of its links to maximum likelihood
(ML) estimation, a natural choice for the distortion measure
in this problem is KL divergence:
argmin
g
∫
f(x) log
f(x)
g(x)
dx = argmax
g
∫
f(x) log g(x)dx
(9)
The following well-known theorems show that minimisation
of KL divergence yields intuitive outcomes in common cases.
Theorem 1. [19, Theorem 8.6, pg 278] Let E be the
exponential family corresponding to sufficient statistics τ(x),
i.e., distributions of the form gθ(x) ∝ exp(〈θ, τ(x)〉), where θ
is the vector of canonical parameters, which are constrained
to values for which gθ(x) is normalisable (i.e., its integral is
finite). Then the distribution gθ(·) ∈ E which minimises the
KL divergence D(f ||g) from f(·) is the one which matches
the expected value of the sufficient statistics τ(x), i.e., gθ(·)
such that Egθ [τ(x)] = Ef [τ(x)].
Particular cases of this theorem include the best fitting
Gaussian distribution (choosing the Gaussian distribution g(x)
matching the mean and covariance of f(·)) and multinomial
distribution (choosing the discrete distribution to match the
observed frequency of occurrence of each outcome). Another
common example is selection of the best fitting distribution
which has a fully factored form, which we state in theorem 2.
Theorem 2. [19, Prop 8.3, pg 277] Given a distribution
f(x1, . . . , xn), the distribution with independent components
g(x) =
∏n
i=1 gi(xi) which minimises the KL divergence
D(f ||g) is found by setting gi(xi) to the marginal distribution
of xi, i.e., gi(xi) =
∫
f(x1, . . . , xn)dx\i where dx\i denotes
integration with respect to all elements of x other than xi.
Minimisation of KL divergence also motivates standard ap-
proaches in RFSs such as the Probability Hypothesis Density
(PHD) and Cardinalised PHD (CPHD) filters, as the following
theorems show.
Theorem 3. [6, Theorem 4] The PPP distribution g(X) =
exp{− ∫ λ(x)dx} · ∏x∈X λ(x) which minimises the set KL
divergence D(f ||g) is the one with λ(x) = Df (x), where
Df (x) is the PHD (i.e., first moment) of f(X).
Thus the PHD filter, which approximates the posterior
distribution f(X) via its first moment Df (x), was explained in
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[6] as finding the PPP g(X) with the smallest KL divergence
from f(X). The following theorem shows that the CPHD
filter, which approximates the posterior as an i.i.d. cluster
process matching the cardinality distribution and setting the
spatial distribution to a normalised version of the PHD, can
similarly be shown to minimise the set KL divergence within
the family of i.i.d. cluster processes.
Theorem 4. Given an exact posterior distribution f(X), the
i.i.d. cluster process g(X) = pg(|X|) ·
∏
x∈X g(x) parame-
terised by cardinality distribution pg(n) and spatial PDF g(x)
which minimises the set KL divergence D(f ||g) is the distribu-
tion which sets pg(n) = pf (n) where pf (n) is the cardinality
distribution of f(X), and g(x) = Df (x)/
∫
Df (x)dx.
The proof of the theorem is in appendix A-A. It can also be
shown that the posterior approximation utilised in JPDA min-
imises the KL divergence from the true posterior among the
family of Gaussian approximations with independent targets
(this is a direct consequence of theorem 1 with an appropriate
choice of sufficient statistics). The key in this case is that the
distribution is labelled (implicitly, since the joint state of all
targets is considered to be a vector, rather than an unlabelled
set). In contrast, the uncertain mapping between the elements
of the set X and the MB components of the approximating
distribution g(X) in the unlabelled case prevents application
of the standard results, and leaves room for development of
new methods.
C. Expectation-maximisation (EM)
Expectation-maximisation (EM) [20] provides a mechanism
for performing ML inference on distributions where the ML
process would be easy if additional data was included along-
side the observations. Restating in terms that match the present
context, the problem solved by EM is determination of the
parameters of gθ(x, y) to maximise the log likelihood:
L(gθ) =
∫
f(x) log
[∑
y
gθ(x, y)
]
dx (10)
The variable y is an unobserved or latent variable, or missing
data: it is included because gθ(x, y) has a tractable (e.g.,
exponential family) form whereas
∑
y gθ(x, y) does not. Most
commonly, f(x) consists of empirical observations;4 in the
present work f(x) is the exact posterior that we wish to
approximate.
The EM process alternates between the following steps:
• E-step: Calculate the expectation of the missing data
distribution q(y|x) = gθ(x, y)/
∑
y gθ(x, y).
• M-step: Calculate the parameters of gθ(x, y)
which maximise the completed log likelihood∑
y
∫
q(y|x)f(x) log gθ(x, y)dx.
In [21], it was shown that EM can be viewed as a coordinate
descent of an upper bound to the negative log likelihood,
alternating between minimising with respect to the model
4e.g., if observations are {x1, . . . , xn}, then f(x) = 1n
∑n
i=1 δ(x− xi).
parameters and the missing data distribution. The proof can
be stated simply as:
−L(θ) = −
∫
f(x) log
[∑
y
gθ(x, y)
]
dx (11)
=
∫ (∑
y
q(y|x)
)
f(x) log
∑
y q(y|x)∑
y gθ(x, y)
dx (12)
≤
∑
y
∫
q(y|x)f(x) log q(y|x)
gθ(x, y)
dx (13)
=
∫
f(x)
∑
y
q(y|x) log q(y|x)dx
−
∑
y
∫
q(y|x)f(x) log gθ(x, y)dx (14)
, F (q, gθ) (15)
where the upper bound is due to the log-sum inequality
[22, p29]. Assuming that the energy functional F (q, gθ) is
continuously differentiable (e.g., assuming an appropriate form
of gθ), coordinate descent (i.e., alternating between optimising
with respect to q(y|x), and with respect to the parameters
of gθ(x, y)) is guaranteed to converge to a local minimum
[23, prop 2.7.1]. Further, as shown in [21, thm 2], upon
convergence, we have q(y|x) = gθ(x, y)/
∑
y gθ(x, y), in
which case the log-sum inequality is tight, and the solution
reached is a local optimum of L(θ).
D. Set joint probabilistic data association
The Bernoulli distribution (8) is practically similar to
the model used in integrated probabilistic data association
(IPDA) [24]. Likewise, the TOMB algorithm proposed in
[11] is practically similar to JIPDA [13], which is in turn
an extension of JPDA which admits uncertainty in target
existence. The method which we propose in this work is
related to KL set JPDA (KLSJPDA) and set JPDA (SJPDA)
[15]. KLSJPDA seeks to minimise the KL divergence between
a modification f˜(X) of the posterior distribution f(X) (where
X = (x1, . . . , xn) is the vector of the joint state of all
targets, and the number of targets n is known) and a Gaussian
approximation: ∫
f˜(X) log
f˜(X)
N{X;µ,Σ}dX (16)
The objective (16) is minimised with respect to the modified
distribution f˜(X) (permuting elements in such a manner that
the KL divergence is reduced but the symmetrised distribution
is the same as the symmetrisation of f(X)), and (µ,Σ)
(fitting a Gaussian to the modified distribution). In appendix
B, we show that this is equivalent to finding the symmetrised
Gaussian distribution that minimises the KL divergence from
the true symmetrised distribution, i.e., the same as (2) with
fixed cardinality.
SJPDA replaces this objective with the trace of the co-
variance Σ, which is related to the mean OSPA metric.
The modification of f(X) is also limited such that a fixed
permutation is used under each global association hypothesis.
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In comparison to SJPDA/KLSJPDA, the method proposed in
the section III has the following advantages:
• The motivation and derivation is based on minimising
the set KL divergence between a fixed distribution f(X)
and an approximation g(X), in a manner similar to well-
accepted methods for finding best fitting distributions
(e.g., section II-B)
• The formulation naturally handles cases in which the
number of targets present is uncertain, whereas KL-
SJPDA/SJPDA assume that the number of targets is
known
• The method yields a relaxed optimisation involving a
single variable for each single-target hypothesis and each
track (i.e., Bernoulli component) that can be solved
efficiently in low order polynomial time, whereas SJPDA
involves a distribution of permutations for every global
association hypothesis, resulting in time that is exponen-
tial in the number of targets
The final difference is especially significant, as it essentially
means that SJPDA (and even more so KLSJPDA) can only be
applied to very small problems, whereas the method proposed
scales well with problem size.
III. VARIATIONAL MULTI-BERNOULLI FILTER
Having observed in section II-B that the standard approach
for finding the distribution within a family that best matches
a given distribution is to minimise the KL divergence, we set
about using this process to obtain the MB distribution g(X)
which best matches the MBM distribution f(X). We refer to
the resulting algorithm as the best fitting MB (BFMB) filter,
and the subsequent approximation (described in sections III-A
to III-C) as the variational MB (VMB) filter.
Problem 1. Find the MB distribution g(X) that minimises the
KL divergence
argmin
[gj ]
∫
f(X) log
f(X)
g(X)
δX =
argmax
[gj ]
∫
f(X) log g(X)δX (17)
where g(X) is MB:
g(X) =
∑
⊎N
j=1Xj=X
N∏
j=1
gj(Xj) (18)
and the components gj(Xj) are similar in form to (8).
As in (9), the right hand side (RHS) of (17) is obtained by
separating the log of the quotient into the difference of the
logs, and observing that the first term is constant with respect
to (WRT) the variables of minimisation.
The two major difficulties encountered in performing this
optimisation are in the complexity of the set integral (3) used
in (17), and in the sum which appears in (18). Comparing
the sum in (18) to (10), we interpret it as being the result of
missing data, and address it using EM (in section III-A). First,
we address the set integral in (17).
As described in (3), the integral is expanded into a sum over
cardinalities, and each Bernoulli component appears under
each cardinality. The following theorem shows that the form
can be simplified into a nested series of Bernoulli integrals,
and that the summation in (18) which is over assignments of
the elements of the variable cardinality set X to Bernoulli
components [gj ] can be simplified to a sum of assignments
from the N Bernoulli components in the exact distribution
f(X) to the N Bernoulli components in the simplified MB
distribution g(X).
Theorem 5. The solution of the optimisation
argmax
[gj ]
∑
a∈A
wa
∫
· · ·
∫ N∏
i=1
fhi(Xi)·
· log
∑
pi∈ΠN
N∏
i=1
gpi(i)(Xi)δX1 · · · δXN (19)
is the same as the solution of problem 1.
In theorem 5, ΠN is the set of permutations, as in definition
1. The proof of the theorem is in appendix A-B. We will see in
the following section that the form (19) is suitable for applying
EM and obtaining a tractable approximate solution.
A. Approximate solution of BFMB
We propose an approximate solution of (19) based on min-
imisation of an upper bound of the true objective, following
a similar process to the derivation of EM in section II-C. The
correspondence between the underlying Bernoulli distribution
fhi(X) and the Bernoulli component gj(X) in the best-fitting
distribution is treated as missing data; the algorithm proceeds
by alternating between estimating the correspondence (E-step),
and optimising g(·) to best fit the completed distribution (M-
step). In the appendix, we show that the missing data acts in
a equivalent manner to KLSJPDA’s selection of an ordered
distribution in the same unordered family that is best able
to be approximated by the desired distribution family. There
is a separate missing data distribution for each component
a in the multi-Bernoulli mixture; the distribution under the
a-th component is qa(pi). We constrain qa(pi) ≥ 0 ∀ a, pi,
and
∑
pi∈ΠN qa(pi) = 1 ∀ a. Accordingly, solution of (19) is
equivalent to minimisation of J
(
[gj ]
)
, where
J
(
[gj ]
)
= −
∑
a∈A
wa
∫
· · ·
∫ N∏
i=1
fhi(Xi)·
· log
( ∑
pi∈ΠN
N∏
i=1
gpi(i)(Xi)
)
δX1 · · · δXN (20)
=
∑
a∈A
wa
( ∑
pi∈ΠN
qa(pi)
)∫
· · ·
∫ N∏
i=1
fhi(Xi)·
· log
( ∑
pi∈ΠN qa(pi)∑
pi∈ΠN
∏N
i=1 gpi(i)(Xi)
)
δX1 · · · δXN (21)
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≤
∑
a∈A,pi∈ΠN
waqa(pi)
∫
· · ·
∫ N∏
i=1
fhi(Xi)·
· log
(
qa(pi)∏N
i=1 gpi(i)(Xi)
)
δX1 · · · δXN (22)
=
∑
a∈A,pi∈ΠN
waqa(pi) log qa(pi)
−
∑
a∈A,pi∈ΠN
waqa(pi)
N∑
i=1
∫
fhi(Xi) log gpi(i)(Xi)δXi
(23)
≤ T ·
∑
a∈A,pi∈ΠN
waqa(pi) log qa(pi)
−
∑
a∈A,pi∈ΠN
waqa(pi)
N∑
i=1
∫
fhi(Xi) log gpi(i)(Xi)δXi
(24)
,J˜T
(
[gj ], [qa(pi)]
)
As in section II-C, (21) multiplies by
∑
pi∈ΠN qa(pi) = 1 and
similarly adds log(1) = 0, (22) invokes the log-sum inequality,
and (23) replaces the log of a product with the sum of logs and
simplifies. In (24), we observe that the first term is negative
(since 0 ≤ qa(pi) ≤ 1), hence incorporating a multiplier
0 ≤ T ≤ 1 loosens the bound. In statistical physics this
corresponds to the temperature (e.g., [25]). This is discussed
further in section III-B.
Problem 2. BFMB may be solved approximately by minimis-
ing the upper bound to the objective of problem 1:
minimise
[gj ],[qa(pi)]
J˜T
(
[gj ], [qa(pi)]
)
(25)
where qa(pi) ≥ 0,
∑
pi qa(pi) = 1, gj(X) ≥ 0,
∫
gj(X)δX =
1, and T ∈ [0, 1] is the temperature (a constant to be selected).
In most applications of EM, the missing data is estimated
for each of a finite number of training samples. In turn, this
guarantees that the log-sum inequality is tight at the optimum,
and hence that the procedure will converge to a local minimum
of the original likelihood function J([gj ]). In the appendix, we
show that if we follow steps similar to those above in a case
with fixed cardinality, and we allow missing data to select a
different permutation for each joint state (i.e., replacing qa(pi)
with qX(pi)), the result is identical to KLSJPDA. Accordingly,
the estimation of missing data in the formulation above can
be seen as equivalent to the selection of a new ordered density
in the same ordered family in KLSJPDA.
In the formulation above, we constrain the missing data to
vary only with the global association hypothesis a. As a con-
sequence of this, the log-sum inequality is not necessarily tight
at the optimum, but the constraint is essential for tractability. A
similar constraint is applied in SJPDA (i.e., reordering target
indices for each hypothesis, not for each target state, albeit
utilising a different objective function).
The standard method for solving the form of problem 2 is
by block coordinate descent, alternating between minimisation
with respect to [gj ] (M-step), and [qa(pi)] (E-step). These two
steps can be solved as:
gj(X) =
∑
a∈A,pi∈ΠN
waqa(pi)fhpi−1(j)(X) (26)
qa(pi) ∝
N∏
i=1
exp
{
1
T
∫
fhi(X) log gpi(i)(X)δX
}
(27)
where pi−1 is the inverse of the permutation function pi (i.e.,
if pi(i) = j then pi−1(j) = i). If the distributions [gj ]
are constrained to be Bernoulli-Gaussian, (26) is replaced by
expressions matching the probability of existence, mean and
covariance to the expression in (26). The Bernoulli-Gaussian
form is convenient since it permits closed-form evaluation of
(27). Specifically, if
fh(X) =
{
1− rh, X = ∅
rhN{x;µh,Σh}, X = {x}
(28)
gj(X) =
{
1− rˆj , X = ∅
rˆjN{x; µˆj , Σˆj}, X = {x}
(29)
then the M-step reduces to setting:
rˆj =
∑
a∈A,pi∈ΠN
waqa(pi)rhpi−1(j) (30)
µˆj =
1
rˆj
∑
a∈A,pi∈ΠN
waqa(pi)rhpi−1(j)µhpi−1(j) (31)
Σˆj =
1
rˆj
∑
a∈A,pi∈ΠN
waqa(pi)rhpi−1(j)
{
Σhpi−1(j)
+ [µhpi−1(j) − µˆj ][µhpi−1(j) − µˆj ]T
}
(32)
while the integral required in the E-step becomes:
−
∫
fhi(X) log gj(X)δX = −(1− rhi) log(1− rˆj)
− rhi log rˆj +
rhi
2
{
trace(Σˆ−1j Σhi)
+ [µhi − µˆj ]T Σˆ−1j [µhi − µˆj ] + log |2piΣˆj |
}
(33)
B. Zero temperature case
In the preliminary work [26], it was observed that the best
performance in terms of the original objective (problem 1)
occurs when we set T = 0. In this case, E-step reverts to a
LP, which can be implemented through finding the most likely
assignment pia for each association hypothesis a ∈ A using
methods such as the auction algorithm. This is referred to as
the point-estimate (or winner takes all) variant of EM [21],
[27]. The difference between the cases with T = 1 and T = 0
is analogous to the difference between the EM algorithm for
estimating the parameters of a Gaussian mixture (involving
soft assignment of samples to mixture components), and the
widely-used k-means algorithm (hard assignment of samples
to mixture components).
Having found that the case with T = 0 tends to yield
solutions with lower KL divergence, we turn to analyse the
structure of the problem in this case. We find that the geometry
of the optimisation problem reveals a family of potential
approximations.
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Theorem 6. Problem 2 can be solved equivalently as:
minimise
q(h,j)∈P
−
N∑
j=1
∫ (∑
h∈H
q(h, j)fh(X)
)
·
· log
(∑
h∈H
q(h, j)fh(X)
)
δX (34)
where the polytope P is:
P =
{
q(h, j) =
N∑
i=1
 ∑
a=(h1,...,hN )∈A|hi=h
wa
∑
pi∈ΠN |pi(i)=j
qa(pi)

∣∣∣∣∣qa(pi) ≥ 0, ∑
pi∈ΠN
qa(pi) = 1
}
(35)
Note that q(h, j) is the sum over all tracks of the probability
that a Bernoulli component in f(X) that is utilising hypothesis
h is assigned to Bernoulli component gj in g(X). The proof of
theorem 6 is in appendix A-C. The objective (34) is the sum
of entropies of the simplified Bernoulli components, which
was proposed as a heuristic in [28]. We can return to a form
that can be minimised via coordinate descent by analysing the
following expression:
J˜T ([gj ], q(h, j))
= −
N∑
j=1
∫ (∑
h∈H
q(h, j)fh(X)
)
log gj(X)δX (36)
The minimum of (36) with respect to [gj(X)] occurs at
gj(X) =
∑
h q(h, j)fh(X), hence the minimisation of (36)
with respect to [gj ] and q(h, j) is equivalent to the minimisa-
tion of (34) with respect to q(h, j).
C. Efficient approximation of feasible set
Whereas the optimisation in the statement of problem
2 involves missing data qa(pi) for every global association
hypothesis a ∈ A, theorem 6 provides a form of the objective
which depends only on the vastly simplified representation
q(h, j), specifying the weight of single target hypothesis
h ∈ H in the new Bernoulli component gj(X). This does not
necessarily reduce complexity, however, as the feasible set P
suffers from combinatorial complexity. It does, however, raise
the prospect of tractable approximations based on relaxations
of the polytope P that admit a compact description.
From (35), it is clear that any set of distributions [qa(pi)]
will yield q(h, j) which satisfies the following constraints:∑
h∈H
q(h, j) = 1 ∀ j ∈ {1, . . . , N} (37)
N∑
j=1
q(h, j) = ph ∀ h ∈ H (38)
where
ph =
N∑
i=1
pi(h) (39)
pi(h) =
∑
a=(h1,...,hN )∈A|hi=h
wa (40)
This suggests a relaxation of the polytope P to the compact
approximation:
M =
{
q(h, j) ≥ 0
∣∣∣∣∣ ∑
h∈H
q(h, j) = 1 ∀ j ∈ {1, . . . , N},
N∑
j=1
q(h, j) = ph ∀ h ∈ H
}
(41)
The notationM is chosen due to its similarity to the marginal
polytope approximation that is widely used in variational
inference [16]. Many other approximations are possible, and
approximations can be improved incrementally (e.g., [29]).
The details of the resulting algorithm are shown in figure 1;
we refer to the method as variational MB (VMB). We assume
that fh(X) is of the form (28), and constrain gj(X) to be of
the form (29) in order to find the best-fitting MB distribution
with Bernoulli-Gaussian components. Even if the desire is
to return a Gaussian mixture representation, the Bernoulli-
Gaussian form is recommended for two reasons. Firstly, it
permits closed-form evaluation of the objective, which is
not otherwise possible.5 Secondly (and more importantly), it
incorporates the desire that Bernoulli components be made
local in state space. If the Bernoulli-Gaussian approximation
is not made, there is little penalty for solutions which collect
Gaussian mixture components that are arbitrarily dissimilar
together in the same Bernoulli component. The Bernoulli-
Gaussian form ensures that the simplified components are able
to be approximated via a unimodal distribution. The algorithm
is initialised with the marginal probabilities pi(h), as can
be approximated efficiently using methods such as [30] (as
described in [11]).
Finally, we note that the form of (42) is a network flow LP,
referred to as a transportation problem [23]. Problems of this
type admit rapid solution; we utilise a forward-reverse variant
of the transport auction algorithm described in [31].
IV. APPROXIMATE MINIMUM MEAN OSPA ESTIMATION
The second problem we consider is that of finding the
minimum mean OSPA (MMOSPA) estimate. We modify the
standard OSPA measure by omitting the leading 1n factor so
that the measure adds over targets rather than averaging over
targets.
Problem 3. Find Xˆ that solves the optimisation
argmin
Xˆ
∫
d(X, Xˆ)pf(X)δX (43)
5This could be overcome by introducing additional missing data describing
the correspondence of mixture components, but this would further harm
tractability.
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1: procedure VMB(N,H, [pi(h)], [rh], [µh], [Σh])
2: q(h, j)← pj(h) ∀ h ∈ H, j ∈ {1, . . . , N}
3: ph ←
∑N
i=1 pi(h) ∀ h ∈ H
4: repeat
5: rˆj ←
∑
h∈H q(h, j)rh ∀ j
6: µˆj ← 1rˆj
∑
h∈H q(h, j)rhµh ∀ j
7: vj,h ← µh − µˆj ∀ h, j
8: Σˆj ← 1rˆj
∑
h∈H q(h, j)rh
{
Σh + vj,hv
T
j,h
}
∀ j
9: Calculate C(h, j) using (33) ∀ h, j
10: Solve the LP:
minimise
q(h,j)
∑
h∈H
∑N
j=1 C(h, j)q(h, j) (42)
subject to
∑
h∈H q(h, j) = 1 ∀ j∑N
j=1 q(h, j) = ph ∀ h
q(h, j) ≥ 0 ∀ h, j
11: until Sufficiently small progress is made in objective
of LP from one iteration to next
12: return [rˆj ], [µˆj ], [Σˆj ], q(h, j)
13: end procedure
Fig. 1. Pseudo-code for VMB algorithm. The output of the algorithm can
be taken as either the probabilities of existence, means and covariances of the
new Bernoulli-Gaussian components, or the weights q(h, j), defining new
Bernoulli-Gaussian mixture components gj(X) =
∑
h q(h, j)fh(X).
where if X = {x1, . . . , xn}, Y = {y1, . . . , ym} and n ≥ m,
d(X,Y ) ,
[
min
pi∈Πn
m∑
j=1
dc(xpi(j), yj)
p + cp(n−m)
] 1
p
(44)
We formulate the estimate as Xˆ =
⋃N
j=1 Xˆj , where for
each j, Xˆj is Bernoulli, i.e., either Xˆj = ∅ or Xˆj = {xˆj}.
The following lemma provides an equivalent form of problem
3.
Lemma 1. The solution of the following optimisation is the
same as that of problem 3.
argmin
[Xˆj ]
∑
a∈A
wa
∫
· · ·
∫ N∏
i=1
fhi(Xi)
d
(
[Xi], [Xˆj ]
)p
δX1 · · · δXN (45)
where the optimisation is performed over the Bernoulli sets
Xˆj , j ∈ {1, . . . , N}, and
d
(
[Xi], [Xˆj ]
)
= min
pi∈ΠN
[
N∑
i=1
d(Xi, Xˆpi(i))
p
] 1
p
(46)
Lemma 1 results directly from corollary 1 (from appendix
A-B). Note that for Bernoulli sets, (44) evaluates to:
d(Xi, Xˆj) =

0, Xi = Xˆj = ∅
c, Xi = ∅, Xˆj 6= ∅ or Xi 6= ∅, Xˆj = ∅
dc(xi, xˆj), Xi = {xi}, Xˆj = {xˆj}
(47)
We will show that the following problem is closely related.
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Fig. 2. Softmax function, softmaxγ(X) , 1γ log
∑
x∈X exp{γx}.
Problem 4. Find Bernoulli sets [Xˆj ] that solve the optimisa-
tion
argmin
[Xˆj ]
∑
a∈A
wa
∫
· · ·
∫ N∏
i=1
fhi(Xi)
sγ
(
[Xi], [Xˆj ]
)p
δX1 · · · δXN (48)
where sγ([X], [Xˆ]) is the softmax approximation of the OSPA
distance:
sγ
(
[Xi], [Xˆj ])
)
={
−1
γ
log
∑
pi∈ΠN
exp
[
− γ
N∑
i=1
d(Xi, Xˆpi(i))
p
]} 1
p
(49)
Problem 4 replaces the minimum in the OSPA definition
with the function log-sum-exp, which is commonly referred
to as softmax; this function is illustrated in figure 2. As γ
increases, softmax better approximates the maximum function.
Note that the definition of sγ implicitly yields a function taking
set arguments sγ(X, Xˆ) for |X| ≤ N , |Xˆ| ≤ N via corollary
1.
A. Solution of MMOSPA via VMB
Noting the similarity between (19) and problem 4, we show
that an approximate solution can be found using the VMB
algorithm. Since problem 4 is the softmax approximation of
problem 3, this in turn provides an approximate MMOSPA
estimator. We refer to the resulting method as variational
MMOSPA (VMMOSPA). Specifically, with p = 2, for each
j we adopt the parameterisation (rˆj , xˆj) where rˆj ∈ {0, 1},
Xˆj = ∅ if rˆj = 0, and Xˆj = {xˆj} if rˆj = 1. If we set:
gj(X; rˆj , xˆj) =
exp{−γc2}rˆj , X = ∅
[exp{−γd(x, xˆj)2}+ exp{−γc2}]rˆj ·
· exp{−γc2}1−rˆj X = {x}
(50)
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then the objective of problem 1 corresponds to that of problem
4.6 Subsequently, we relax the feasible set to rˆj ∈ [0, 1],
substitute (50) into (36), and repeat the EM derivation to
incorporate additional missing data qh,j(b), b ∈ {0, 1} in
order to handle the sum in (50) (as in (21) and (22)). We
also divide through by γ, and incorporate a smoothing term
1
γ
∑
j [rˆj log rˆj + (1 − rˆj) log(1 − rˆj)] in order to gradually
converge on integral values of rˆj as γ → ∞.7 The resulting
modified objective is:
J˘([rˆj ], [xˆj ], [qh,j(b)], q(h, j)) =
N∑
j=1
∑
h∈H
q(h, j)
{
c2(1− rh)rˆj + c2rh(1− rˆj)
+
1
γ
rhrˆj
1∑
b=0
qh,j(b) log qh,j(b)
+ rhrˆj
[
qh,j(0)c
2 + qh,j(1)
∫
fh(x)d(x, xˆj)
2dx
]}
+
1
γ
N∑
j=1
{rˆj log rˆj + (1− rˆj) log(1− rˆj)} (51)
This can be optimised by block coordinate descent, iteratively
applying the following equations:
qh,j(b) ∝
{
exp(−γc2), b = 0
exp
(−γ ∫ fh(x)d(x, xˆj)2dx) , b = 1 (52)
q(h, j) = solution of the LP (42) using C(h, j) in (53)
C(h, j) =
1
γ
rhrˆj
1∑
b=0
qh,j(b) log qh,j(b)
+ c2[(1− rh)rˆj + rh(1− rˆj) + rhrˆjqh,j(0)]
+ rhrˆjqh,j(1)
∫
fh(x)d(x, xˆj)
2dx (53)
xˆj =
∑
h∈H q(h, j)rhqh,j(1)µh∑
h∈H q(h, j)rhqh,j(1)
(54)
rˆj =
αj
αj + βj
(55)
αj = exp
{
−
∑
h∈H
q(h, j)
[
γc2(1− rh + rhqh,j(0))
+ rh
1∑
b=0
qh,j(b) log qh,j(b)
+ γrhqh,j(1)
∫
fh(x)d(x, xˆj)
2dx
]}
(56)
βj = exp
{
− γc2
∑
h∈H
q(h, j)rh
}
(57)
In the Bernoulli-Gaussian case,
∫
fh(x)d(x, xˆj)
2dx = ||µh −
µˆj ||2 + trace Σh. As we gradually increase γ → ∞, both
6It is out by a multiplicative constant 1
γ
, which we subsequently incorporate
(although its absence would not affect the location of the minima). Note also
that dc(xi, xˆj) is replaced by its softmax approximation in (50).
7Without the smoothing term, the first optimisation of rˆj would produce
integral values, and if rˆj = 0, it would remain so for all subsequent iterations.
Fig. 3. One dimension of a single Monte Carlo run of the scenario cases
1 and 2, adopted from [11]. Target trajectories are shown in colours, and
measurements are shown in grey. Both use Pd = 0.7; top and bottom have
the expected number of false alarms set to 80 and 10 respectively.
rˆj and qh,j(b) converge to integral solutions (as the softmax
approximation converges to the maximum function).
V. EXPERIMENTS
In order to evaluate the performance of the proposed meth-
ods in a challenging scenario, we utilise the experiments from
[11]. The scenarios involve n ∈ {6, 10, 20} targets which
are in close proximity at the mid-point of the simulation,
achieved by initialising at the mid-point and running forward
and backward dynamics. We consider two cases for the mid-
point initialisation (i.e., t = 100):
Case 1: x100 ∼ N{0, 10−6 × I4×4}
Case 2: x100 ∼ N{0, 0.25× I4×4}
where the target state is position and velocity in two di-
mensions. Snapshots of one dimension of both cases are
shown in figure 3. Case 1 represents a worst-case scenario
for coalescence, since targets are completely indistinguishable
(in position and velocity) at the mid-point. In case 2, there is a
discernible difference in velocity, hence the effect is expected
to be somewhat reduced. In case 1, targets all exist throughout
the simulation (tracks are not pre-initialised). In case 2, the
targets are born at times {0, 10, . . . , 10(n − 1)} (any targets
not existing prior to time t = 100 are born at that time;
consequently, for case 2 with n = 20, ten targets are born
at time t = 100). Targets follow a linear-Gaussian model
with nominally constant velocity, xt = Fxt−1 + wt, where
wt ∼ N{0,Q},
F =
[
1 T
0 1
]
⊗ I2×2, Q = q
[
T 3/3 T 2/2
T 2/2 T
]
⊗ I2×2
and q = 0.01, T = 1.
Target-originated measurements provide position corrupted
by Gaussian noise with unit variance. False alarms occur
according to a PPP, uniform on the region [−100, 100]2. Cases
are considered with the expected number of false alarms per
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scan as λfa ∈ {10, 40, 80}, and with Pd ∈ {0.3, 0.5, 0.7, 0.98},
representing a range of SNR values.
For each case, 200 Monte Carlo trials are executed, each
with both randomly generated trajectories, and randomly gen-
erated measurements. Each algorithm is tested using the same
Monte Carlo trials. Further details of the simulations and
implementation can be found in [11]. Marginal association
probabilities (e.g., (40)) are calculated approximately using
the variational method of [30]. The recycling method of [32]
is applied to Bernoulli components with a probability of exis-
tence less than 0.1. The VMB algorithm is applied to clusters
of MB components (tracks) which share measurements (i.e.,
any hypothesis in the track). The GM-CPHD [33], MOMB
and TOMB algorithms extract estimates by determining the
mode of the cardinality distribution (nˆ), and outputting the
most likely hypothesis of the nˆ Bernoulli components with
the highest probability of existence (or the Gaussian compo-
nents with the highest weight for CPHD). VMB includes the
estimate for each simplified Bernoulli component gj(X) of
the form (29) which satisfies
rˆj ≥
[
1 + max
(
0, 1− trace Σˆj
c2
)]−1
(58)
where c = 20. When the Bernoulli components are well-
spaced (as VMB generally achieves), this can be shown to
minimise an upper bound on MOSPA. Dashed lines show the
performance of each algorithm combined with the VMMOSPA
estimator (again, with c = 20), which estimates the number
of targets and their states via the optimisation procedure in
section IV-A.
The scenarios examined are exceptionally challenging due
to the large number of targets in close proximity. While others
have considered larger numbers of targets, these are generally
positioned uniformly in space and rarely come into close
contact. Cases such as this can be effectively decoupled into
series of single target tracking problems. In the present study,
up to 20 targets have effectively the same position and velocity
at the mid-point in time, and the dependency between targets
is inescapable.
The results are shown in figure 4.8 The x-axis shows time
in the scenario, while the y axis shows the average OSPA
with p = 1 and c = 20. The large error suffered by TOMB
(solid red) commencing shortly after time 100 corresponds
to coalescence, similar to that experienced by JPDA/JIPDA.
This occurs when targets have been closely spaced, and begin
to separate. TOMB maintains a Gaussian mixture for each
Bernoulli component (track), and outputs its estimate as the
mean of the highest weighted Gaussian mixture component.
After targets have been closely spaced, the Gaussian mixture
for each target contains components representing all targets.
Consequently, the highest weight component for all tracks
can fall on the same target, leaving all other targets without
estimates. TOMB using the VMMOSPA estimate (dashed red)
8This paper has supplementary downloadable material available at http:
//ieeexplore.ieee.org, provided by the authors. This includes videos of sample
Monte Carlo trials illustrating the scenario and the behaviour of the proposed
methods. The material is 12 MB in size.
TABLE I
AVERAGE EXECUTION TIME FOR A COMPLETE MC TRIAL (IN SECONDS)
FOR CPHD, TOMB, TOMB WITH VMMOSPA ESTIMATOR
(MM-TOMB), MOMB, VMB WITH GAUSSIAN APPROXIMATION
(VMB-G) AND VMB RETAINING GAUSSIAN MIXTURE REPRESENTATION.
Case, n Pd, λfa CPHD TOMB MM-TOMB MOMB VMB-G VMB
1, 6 0.98, 10 20 3 5 3 2 3
1, 6 0.7, 10 24 7 14 7 3 7
1, 6 0.5, 10 25 9 23 9 4 9
1, 6 0.3, 10 31 13 27 14 8 13
1, 10 0.7, 10 36 19 59 19 4 21
1, 20 0.98, 10 58 43 76 40 9 51
1, 6 0.7, 80 114 17 26 19 11 17
2, 10 0.7, 10 27 10 31 10 4 10
2, 20 0.98, 10 33 14 43 12 6 15
2, 6 0.98, 10 19 2 3 2 2 2
2, 6 0.5, 10 23 6 11 7 4 6
resolves this difficulty to an extent, restoring performance to at
least that obtained by the CPHD. The gain in performance is
particularly good in the cases with Pd = 0.98. The initialisa-
tion used for the method is the estimate that would have been
generated using the MOMB algorithm from the current time
step (which requires minimal calculation beyond that needed
for TOMB). It is likely that better performance could be ob-
tained through some improved initialisation procedure. When
applied alongside algorithms other than TOMB, VMMOSPA
results in a minimal change in performance, hence these results
are not shown.
The results demonstrate the success of VMB in resolv-
ing the coalescence phenomenon. In almost all cases, VMB
outperforms TOMB, MOMB and CPHD, and exhibits little
deterioration over the error incurred when targets are well-
spaced. The goal of this work was to combine the superior
performance of TOMB in problems involving well-spaced
targets with the robustness of MOMB in problems involving
closely spaced targets: this has been achieved. The small
difference between VMB-G (the Gaussian approximation of
VMB, in green) and VMB (the version retaining a Gaussian
mixture representation, in blue) is somewhat surprising. It is
only in the cases with Pd = 0.3 or λfa = 80 that there
is a discernible difference. This suggests that a well-chosen
Gaussian representation is sufficient to represent the posterior
uncertainty in all but the lowest SNR environments.
The computation times for the methods are compared in
table I. The table shows the average time to execute a complete
Monte Carlo (MC) simulation (consisting of 201 time steps).
Complete scenarios with six targets are completed in as little
as two seconds, while scenarios with 20 targets are completed
in as little as six seconds. The table demonstrates that VMB
is highly tractable, requiring minimal computation beyond
the TOMB method which it extends (and, when utilising the
Gaussian approximating, saving significant computation).
A. Comparison to SJPDA, KLSJPDA and MMOSPA
In order to demonstrate the difference in the accu-
racy/computation trade-off between the proposed method and
existing approaches, we evaluate each on the scenario from the
previous section with six targets, Pd = 0.7 and λfa = 10. We
compare VMB-G to SJPDA, KLSJPDA [15], and KLSJPDA
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Fig. 4. Results of scenario. TOMB (similar to JIPDA) shown as ‘+’ (with solid line), TOMB with VMMOSPA estimator shown as ‘∗’ (with dashed line)
MOMB (similar to MeMBer/CB-MeMBer) shown ‘×’, CPHD shown as ‘’, VMB (retaining a Gaussian mixture representation of Bernoulli components)
shown as ‘◦’, and VMB-G (the Gaussian approximation of VMB) shown as ‘’.
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Fig. 5. Results of six target scenario. SJPDA shown as ‘’, KLSJPDA shown
as ‘+’ (with solid line), KLSJPDA with MMOSPA estimator shown as ‘∗’
(with dashed line), and VMB-G shown as ‘’.
using the MMOSPA estimator [18]. In order to make a fair
comparison, all methods are preinitialised with the true target
positions, and are not seeking to identify new targets through
the scenario, or estimate whether targets have departed. The
implementation of SJPDA [15] utilises the same Java auction
code that was developed for VMB.9 KLSJPDA [15] is im-
plemented by drawing 1000 samples from the joint posterior
PDF of the targets. The MMOSPA estimator [18] is evaluated
by first executing KLSJPDA using 2000 samples (to obtain a
posterior approximation), then using the MMOSPA estimator
with the same samples to obtain estimates.
The results of the scenario are shown in figure 5. The
difference in performance between the four methods is seen
to be small. KLSJPDA and VMB exhibit very similar per-
formance through the period. SJPDA appears to have slightly
better performance than the other methods from time 90 to
105, while the performance of KLSJPDA with the MMOSPA
estimator is slightly worse. The MMOSPA estimator was
observed to increase the spacing between its estimates during
this period. If samples of true target positions were drawn
from the joint target distribution at this time, this would be the
optimal estimator, but in the specific scenario in which target
spacing is much closer than the posterior distribution indicates,
a slight performance reduction occurs. This is because the
scenarios are constructed by initialising them at the mid-point
in time, causing additional structure in the prior distribution
which is not provided to the tracker.
The average execution time for a complete scenario is 54
sec for SJPDA, 577 sec for KLSJPDA, and 1477 sec for
KLSJPDA using the MMOSPA estimator. In comparison, the
average execution time for VMB-G is 0.9 sec.
VI. CONCLUSION
This paper has presented a principled, highly efficient,
approximate method for finding the MB distribution that min-
imises the KL divergence from the full RFS distribution. To
date, there have been two practical difficulties that have limited
application of the JPDA/JIPDA family of trackers to problems
involving closely-spaced targets. The first is the intractability
of the calculation of marginal association probabilities (e.g.,
(40)). A highly accurate approximation of these quantities
based on variational methods was examined in [30]. The
9The concave minimisation is performed by iteratively optimising the
linearisation of the objective at the last iteration’s solution.
second limitation was the problem of coalescence, which has
been addressed in this paper in a highly tractable manner.
Consequently, we believe that this work represents a significant
step forward in the practical applicability of JPDA and related
methods.
APPENDIX A
PROOFS
A. CPHD minimises KL divergence
Proof of Theorem 4: As shown in (9), minimising
KL divergence is equivalent to maximising the likelihood.
Substituting in the form of the i.i.d. cluster process utilised
in the CPHD:∫
f(X) log g(X)δX
=
∫
f(X) log
[
pg(|X|)
∏
x∈X
g(x)
]
δX (59)
=
∫
f(X) log pg(|X|)δX +
∫
f(X)
∑
x∈X
log g(x)δX
(60)
=
∑
n
pf (n) log pg(n) +
∫
Df (x) log g(x)dx (61)
To optimise with respect to pg(n) and g(x), we take gradients
and use Lagrange multipliers to apply the constraints that∑
n pg(n) = 1 and
∫
g(x)dx = 1. Subsequently, we find
that pg(n) = pf (n) and g(x) = Df (x)/
∫
Df (x)dx, thus
the parameters of the i.i.d. cluster process utilised by CPHD
minimise the set KL divergence.
B. Decomposition of KL divergence
In this section, we prove theorem 5, which shows that the
set integral in the KL divergence can be decomposed into a
series of nested Bernoulli integrals, and that the summation
over assignments of elements of the variable cardinality set X
can be simplified to a summation over permutations between
the Bernoulli components in f(X) and those in g(X). The
proof incorporates the following preliminary steps:
• Lemma 2 shows that the multi-target set integral for a MB
distribution can be decomposed into a series of Bernoulli
set integrals
• Corollary 1 observes that this allows use of an alternative
definition of a function for which the domain is the
Bernoulli sets [Xi] rather than the union
⊎N
i=1Xi = X
• Lemma 3 shows that if an alternative form v˜(X) mod-
ifies v(X) by a multiplicative factor (e.g., v˜(X) =
c(|X|)v(X)), then the modification simply causes an
additive constant (WRT v)
Lemma 2. Suppose f(X) is as defined in (7), and v(X) is
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an arbitrary set-valued function. Then∫
f(X)v(X)δX =
∑
a∈A
wa
∫
· · ·
∫ N∏
i=1
fhi(Xi)v
(⋃N
i=1Xi
)
δX1 · · · δXN
(62)
where, as stated previously, we assume throughout that a =
(h1, . . . , hN ).
Proof: We first prove a case where f is a convolution of
two distributions f1 and f2, i.e., that∫ ∑
Y⊆X
f1(Y )f2(X − Y )
 v(X)δX
=
∫∫
f1(X)f2(Y )v(X ∪ Y )δXδY (63)
Starting from the left hand side (LHS) expression and using
the shorthand Xn = {x1, . . . , xn}, and In = {1, . . . , n}:
LHS =
∞∑
n=0
1
n!
∫ ∑
Y⊆Xn
f1(Y )f2(Xn − Y )v(Xn)dx1 · · · dxn
=
∞∑
n=0
1
n!
∑
I⊆In
∫
f1
(⋃
i∈I{xi}
) ·
· f2
(⋃
i∈In−I{xi}
)
v(Xn)dx1 · · · dxn (64)
=
∞∑
n=0
n∑
m=0
1
m!(n−m)!
∫
f1({x1, . . . , xm})·
· f2({xm+1, . . . , xn})v(Xn)dx1 · · · dxn (65)
=
∞∑
m=0
∞∑
k=0
1
m!k!
∫∫
f1({x1, . . . , xm})·
· f2({xm+1, . . . , xm+k})v({x1, . . . , xm+k})·
· dx1 · · · dxm+k (66)
= RHS
where (64) replaces the sum of subsets of Xn = {x1, . . . , xn}
with a sum of the index subsets of the elements, and observes
that the variable of summation is no longer a variable of
integration, allowing the sum and integral to be exchanged;
(65) observes that the integral (64) is the same for all I with
|I| = m, and that there are n!m!(n−m)! ways of choosing I ⊆ In
with |I| = m; and (66) makes a change of variables, defining
k = n−m.
Subsequently, the desired result can be obtained by applying
the two distribution case (N − 1) times for each a ∈ A.
Corollary 1. Let [Xi] , (X1, . . . , XN ). Suppose that an
alternative definition of a set-valued function v˜ satisfies
v˜([Xi]) = v(X) for any [Xi] such that
⊎N
i=1Xi = X . Then
(62) can be equivalently evaluated as:∫
f(X)v(X)δX =
∑
a∈A
wa
∫
· · ·
∫ N∏
i=1
fhi(Xi)v˜
(
[Xi]
)
δX1 · · · δXN (67)
Lemma 3. Suppose v˜(X) , c(|X|)v(X), where c(|X|) is an
arbitrary function of the cardinality of X . Then∫
f(X) log v˜(X)δX =∑
n
f(n) log c(n) +
∫
f(X) log v(X)δX (68)
where f(n) is the cardinality distribution corresponding to
f(X).
The proof of lemma 3 simply separates the log of the
product into the sum of logs and simplifies.10 With these
results in hand, we are ready to prove the main theorem.
Proof of theorem 5: Following application of lemma 2,
the difference between (17)-(18) and (19) is that the former
considers assignment of the elements of X to gj(Xj), whereas
the latter considers assignment of the N ≥ |X| zero- or one-
element subsets of X to gj(Xj). Thus, if n = |X|, there
will be (N − n) empty subsets Xi in any decomposition⊎N
i=1Xi = X . These could be assigned to the remaining
Bernoulli distributions (i.e., those that were not assigned to
non-empty Xi) in (N − n)! ways, so g˜ ([Xi]) = c(|X|)g(X)
where c(n) = (N − n)!. By corollary 1 and lemma 3, the
two objectives (17) and (19) are different by a constant (WRT
[gj ]), so that the solution(s) attaining the maxima are the same.
C. Simplification of zero-temperature objective
Proof of theorem 6: To commence, consider the result
obtained by substituting (26) into (24). In this case, when T =
0, the problem becomes:
J˜∗([qa(pi)]) = min
[gj ]
J˜T ([gj ], [qa(pi)])
=−
∑
a∈A,pi∈ΠN
waqa(pi)
N∑
i=1
∫
fhi(X)·
· log
 ∑
a˜∈A,p˜i∈ΠN
wa˜qa˜(p˜i)fhp˜i−1(pi(i))(X)
 δX (69)
=−
∑
a∈A,pi∈ΠN
waqa(pi)
N∑
j=1
∫
fhpi−1(j)(X)·
· log
 ∑
a˜∈A,p˜i∈ΠN
wa˜qa˜(p˜i)fhp˜i−1(j)(X)
 δX (70)
=−
N∑
j=1
∫  ∑
a∈A,pi∈ΠN
waqa(pi)fhpi−1(j)(X)
·
· log
 ∑
a∈A,pi∈ΠN
waqa(pi)fhpi−1(j)(X)
 δX (71)
10Note that this result can be trivially extended to permit c(·) to be an
arbitrary function of X .
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=−
N∑
j=1
∫ (∑
h∈H
q(h, j)fh(X)
)
·
· log
(∑
h∈H
q(h, j)fh(X)
)
δX (72)
where
q(h, j) ,
N∑
i=1
 ∑
a=(h1,...,hN )∈A|hi=h
wa
∑
pi∈ΠN |pi(i)=j
qa(pi)

The step (70) changes the variable of summation from i to
j = pi(i) (noting that pi is a bijection).
APPENDIX B
RELATIONSHIP TO KLSJPDA
This appendix explores the similarities between BFMB and
KLSJPDA, developing a variant of BFMB that is specialised to
the vector case, and showing that it is equivalent to KLSJPDA.
Throughout the appendix we assume that the number of
objects n is known, and therefore RFS distributions of fixed
cardinality are handled as symmetrised vector distributions.
We denote the state of target i as xi, and the joint state of all
n targets as X = (x1, . . . , xn).
A. KLSJPDA
As described in section II-D, KLSJPDA [15] seeks to find
the ordered distribution f˜(X) in the same unordered family
as the original ordered distribution f(X) that is best able to
be approximated via a Gaussian g(X), and the parameters of
that Gaussian distribution, µ and Σ. As an optimisation, this
can be written as:
minimise
f˜(X),g(X)
∫
f˜(X) log
f˜(X)
g(X)
dX (73)
subject to
∑
pi
f˜(piX) =
∑
pi
f(piX)
g(X) = N{X;µ,Σ}
where the sum over pi represents all n! permutation matrices
for the n single-target components of X (and hence piX
permutes the targets within X according to the permutation
matrix pi). As discussed in [15], the minimisation with respect
to g(X) (or, more specifically µ and Σ) simply moment
matches the distribution to the mean and covariance of f˜(X).
It is proven in [34], [35] that the minimisation with respect to
f˜(X) yields:11
f˜(X) =
g(X)∑
pi g(piX)
·
∑
pi
f(piX) (74)
11The two target case is shown in [34]; the extension to multiple target
problems is shown in [35].
B. BFMB
To highlight the similarities of the methods, we develop a
variant of the BFMB filter specialised to the vector case (i.e.,
fixed cardinality), and permitting the permutation (the missing
information in EM) to vary with the target state X (rather
than constraining it to vary only with the global association
hypothesis a). The problem we seek to solve is:
minimise
g(X)
1
n!
∫ [∑
pi
f(piX)
]
log
∑
pi f(piX)∑
pi g(piX)
dX (75)
subject to g(X) = N{X;µ,Σ}
We develop a variant of BFMB to exactly solve this case (i.e.,
find a local minimum) in appendix B-D. First, we prove that
the optimisation in KLSJPDA (73) is equivalent to (75).
C. Proof of equivalence
Theorem 7. Let J(g(X)) be the partial minimisation of (73)
over f˜(X):
J(g(X)) , min
f˜(X)
∫
f˜(X) log
f˜(X)
g(X)
dX (76)
subject to
∑
pi
f˜(piX) =
∑
pi
f(piX)
Then J(g(X)) is exactly the objective of (75). Consequently
the two optimisation problems (73) and (75) are equivalent.
Proof: To begin, we substitute the solution of (73) with
respect to f˜(X) (i.e., (74)) into (73) to obtain:
J(g(X)) =
∫ [
g(X)∑
p˜i g(p˜iX)
∑
pi
f(piX)
]
log
∑
p˜i f(p˜iX)∑
p˜i g(p˜iX)
dX
(77)
Let s(X) = log
∑
p˜i f(p˜iX)∑
p˜i g(p˜iX)
and t(X) =
∑
p˜i g(p˜iX) and note
that s(X) and t(X) are symmetric, i.e., s(X) = s(piX) ∀ pi.
Substituting these functions and changing the variable of
integration to Y = piX:
=
∑
pi
∫ [
g(pi−1Y )
t(pi−1Y )
f(Y )
]
s(pi−1Y )dY (78)
=
∫ [∑
pi g(pi
−1Y )
t(Y )
f(Y )
]
s(Y )dY (79)
=
∫
f(Y )s(Y )dY (80)
where the final step exploits the fact that the inverse of
a permutation is also a permutation, so
∑
pi g(pi
−1Y ) is
just a reordering of terms in the sum
∑
p˜i g(p˜iY ) = t(Y ).
Introducing a sum over permutations which evaluates to 1 and
changing variables back to X = pi−1Y :
=
[∑
pi
1
n!
]∫
f(Y )s(Y )dY (81)
=
1
n!
∑
pi
∫
f(piX)s(piX)dX (82)
=
1
n!
∫ [∑
pi
f(piX)
]
s(X)dX (83)
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This is the desired result.
D. Exact solution of BFMB using EM
Now we show how a procedure analogous to section III-A
can be used to exactly solve (75) (i.e., find a local minimum).
This in turn provides insight into the approximations made in
section III-A. Commencing from (75), separating the log of
the quotient into the difference of logs, and dropping the first
term since it does not depend on g(X), we seek to solve the
problem
minimise
g(X)
−1
n!
∑
pi
∫
f(piX) log
[∑
p˜i
g(p˜iX)
]
dX (84)
subject to g(X) = N{X;µ,Σ}
Changing variables to Y = piX and observing that the
argument of the log is symmetric (= t(X) as defined above)
and that the integral is constant with respect to the sum over
pi, we arrive at the equivalent problem:
minimise
g(Y )
−
∫
f(Y ) log
[∑
p˜i
g(p˜iY )
]
dY (85)
subject to g(Y ) = N{Y ;µ,Σ}
We define the objective of this problem to be J¯(g(X)). Fol-
lowing the procedure in sections II-C and III-A, we introduce
missing data qX(pi) to describe the mapping between the
targets in f(X) and those in g(X) for each value of X using
EM. This occurs by introducing the sum over qX(pi) (which
evaluates to 1 ∀X), and then applying the log-sum inequality:
J¯(g(X)) =
∫ [∑
pi
qX(pi)
]
f(X) log
∑
pi qX(pi)∑
pi g(piX)
dX (86)
≤
∑
pi
∫
qX(pi)f(X) log
qX(pi)
g(piX)
dX (87)
The log-sum inequality is tight if the ratio qX(pi)/g(piX) is
constant (WRT pi) [22, p29]. Solving for qX(pi) we obtain:
qX(pi) =
g(piX)∑
p˜i g(p˜iX)
(88)
Substituting this into (87), we find that the ratio
qX(pi)/g(piX) = 1/
∑
p˜i g(p˜iX) which is constant WRT pi,
hence the inequality is tight at the minimum WRT qX(pi),
thus it is tight at convergence (as discussed in section II-C).
Finally, we make a change of variable in the upper bound
(87) to Y = piX to obtain an equivalent expression
J¯(g(X)) ≤
∑
pi
∫
qpi−1Y (pi)f(pi
−1Y ) log
qpi−1Y (pi)
g(Y )
dY
(89)
Minimising this expression WRT g(X), we find that we need
to match µ and Σ to the mean and covariance of
f˜(Y ) =
∑
pi
qpi−1Y (pi)f(pi
−1Y ) (90)
Substituting the minimum qX(pi), (88), into this expression,
we obtain the equivalent form
=
∑
pi
g(pipi−1Y )∑
p˜i g(p˜ipi
−1Y )
f(pi−1Y ) (91)
Again, since the denominator is t(pi−1Y ) as defined above
(which is symmetric), and the sum over the inverse of all
permutations is just a reordering of terms in the sum over all
permutations,
=
∑
pi
g(Y )∑
p˜i g(p˜iY )
f(piY ) (92)
which is identical to (74).
E. Summary
To summarise, we have shown that:
• The optimisation used by the vector version of BFMB
(75) is equivalent to the optimisation used by KLSJPDA
(73).
• The method of solution for vector BFMB yields identical
iterates for g(X) and f˜(X) (defined through the missing
data qX(pi) in (90)) as KLSJPDA.
• The estimation of missing data in vector BFMB is equiv-
alent to the selection of an ordered density from the same
unordered family in KLSJPDA.
The differences between the vector BFMB developed in this
appendix and the version in section III are as follows:
• Whereas the version in this appendix considers the vector
case (where the number of targets is known), the version
in section III is formulated through RFS to accommodate
uncertainty in the number of objects present.
• Since it is intractable to estimate missing data for every
joint target state X , in section III, the missing data
distribution is constrained to depend only on the global
association hypothesis a (replacing qX(pi) with qa(pi)).
The consequence of this is that the upper bound is not
necessarily tight at the optimal value of qa(pi), but the
approximation is essential for practical tractability. A
similar constraint is applied in SJPDA (i.e., reordering
target indices for each hypothesis, not for each target
state).
• Having constrained the missing data, it is found to be
necessary to de-weight the term involving the entropy of
the missing data. While this loosens the upper bound, it
is shown experimentally that the minimum that it attains
is closer to the minimum of the original objective. Setting
T = 0 leads to the point-estimate variant of EM [27], of
which the widely-used k-means algorithm is an instance.
In contrast, SJPDA replaces the objective based on KL
divergence with the trace of the covariance.
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