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MOTTO 
 
“Sesungguhnya jika kamu bersyukur, pasti kami akan 
menambah (nikmat) kepadamu, dan jika kamu mengingkari 
(nikmat-ku) maka sesungguhnya azab-ku sangat pedih” (Q.S 
Ibrahim:7) 
 
Apapun yang dihadapi tetaplah selalu bersyukur 
karena Allah SWT akan menambah nikmat 
bagi orang-orang yang pandai bersyukur 
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ABSTRAK 
Nama     : Fery Ramadhan Cahyono 
NIM      : 60600113020 
Judul      : “Peramalan Tingkat Suku Bunga Pasar Uang Antar Bank (PUAB) 
  Menggunakan Metode Vector Autoregressive Exogenous (VARX)” 
 
Penelitian ini merupakan aplikasi metode Vector Autoregressive 
Exogenous (VARX). Metode VARX adalah salah satu metode runtun waktu 
multivariat yang digunakan untuk mencari model dan hubungan dinamis antara 
variabel endogen dengan variabel eksogen.  
Penelitian ini dilakukan untuk mengetahui ramalan suku bunga PUAB 
menggunakan metode VARX serta untuk melihat hubungan antara variabel suku 
bunga PUAB, BI rate, dan SIBOR. Ada beberapa tahapan dalam penelitian ini 
mulai dari menguji kestasioneran data hingga menguji hubungan antara variabel 
satu dengan variabel lain, atau dalam hal ini uji kausalitas granger. 
Penggunaan metode VARX dengan variabel endogen suku bunga PUAB 
dan BI rate serta variabel eksogen yaitu SIBOR menghasilkan model terbaik 
berdasarkan nilai AIC terkecil yaitu model VARX(2,1). 
 
 
 
 
 
 
Kata Kunci : AIC, Eksogen, Endogen, Stasioner, VARX. 
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ABSTRACT 
Name       : Fery Ramadhan Cahyono 
Reg. No.   : 60600113020 
Title       : “Peramalan Tingkat Suku Bunga Pasar Uang Antar Bank (PUAB) 
   Menggunakan Metode Vector Autoregressive Exogenous (VARX)” 
This research is a vector Autoregressive Exogenous (VARX) 
application. The VARX method is one of the multivariate time series methods 
used to find the model and dynamic relationship between endogenous variables 
and exogenous variables. 
   This research was conducted to find out the forecast interest rates PUAB 
using method VARX as well as to see the relationship between the variables of 
interest rates PUAB, BI rate, and SIBOR. There are several stages in this research 
starting from testing the stationary data to test the relationship between variables 
one with other variables, or in this case granger causality test. 
 
  The use of VARX method with endogenous variable of PUAB interest 
rate and BI rate and exogenous variable that is SIBOR produce best model based 
on smallest AIC value that is VARX model (2,1). 
 
 
 
 
 
 
Key word : AIC, Exogenous, Endogenous, Stationary, VARX. 
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BAB I 
   PENDAHULUAN 
A. Latar Belakang 
Perkembangan ilmu pengetahuan dan teknologi membuat manusia 
membentuk pola pikir yang sempurna, seperti untuk memikirkan cara 
memprediksi masa depan atau peramalan. Secara spesifik dalam semua situasi 
pengambilan keputusan pada suatu peristiwa selalu berhubungan dengan masa 
depan dan ada hal ketidakpastian didalamnya. Jika pengambil keputusan 
yakin terhadap hasil yang akan terjadi di masa mendatang, maka peramalan 
tidak ada gunanya, tapi di sisi lain peramalan dapat dilakukan jika pengambil 
keputusan tidak yakin dengan hasil yang akan terjadi di masa datang. 
Pembuatan peramalan yang akurat dan bermanfaat ada dua hal yang 
harus diperhatikan. Pertama, adalah data yang relevan berupa informasi-
informasi yang bisa menghasilkan peramalan menjadi akurat, kedua adalah 
pemilihan teknik peramalan yang tepat akan memanfaatkan informasi dalam 
data yang diperoleh seoptimal mungkin.
1
 
Peramalan bertujuan untuk mengetahui apa yang terjadi di masa 
mendatang. Ini bersesuaian dengan firman Allah dalam Q.S Ar-rum/30:1-4. 
                                                          
1
 Lincoln Arsyad. Peramalan Bisnis Edisi Pertama. (Yogyakarta: BPFE), h.4 
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مٓلا  ٓٓ) ١(   ِتَبِلُغ ُمو ُّرلٱ )٢(   َىنَۡدأ ِٓيف ِضَۡرۡلۡٱ  ۡمِِهبَلَغ ِدَۡعب ۢن ِ م مُهَو
 َنُوبِلَۡغيَس) ٣( ِيف  ِ هِلِلّ ََۗنيِنِس ِعِۡضب ُرَۡمۡلۡٱ  ِٖذئَمۡوَيَو 
ُُۚدَۡعب ۢنِمَو ُلۡبَق نِم
 ُحَرَۡفي َنُونِمۡؤُمۡلٱ) ٤(  
Terjemahnya: 
1. Alif Laam Miim 
2. Telah dikalahkan bangsa Romawi. 
3. Di negeri yang terdekat dan mereka sesudah dikalahkan itu akan 
    menang. 
4. Bagi Allah-lah urusan sebelum dan sesudah (mereka menang). Dan 
    di hari (kemenangan bangsa Romawi) itu bergembiralah orang 
    orang yang beriman.
2
 
 
Dalam tafsir Al-Misbah dikatakan bahwa surah ini mengisyaratkan  
dua peristiwa, yang merupakan hal gaib (telah ditentukan terjadinya antara 
tiga sampai tujuh tahun). Dimana orang Persia bertempur di negeri Syam pada 
masa Kisra Dua, Persia berhasil menguasai sebagian Romawi. Hati orang-
orang Nasrani bergembira dan menjadi penyebab ejekan kepada orang-orang 
Romawi, karena Romawi adalah ahli kitab. Beberapa tahun setelahnya Kaisar 
Romawi dan tentaranya bangkit dari kekalahannya, pada tahun 622 SM 
Romawi bertempur kembali dengan Persia dan pada akhirnya Romawi pun 
                                                          
2
 Departemen Agama RI. Al-Qur’an Terjemahannya dan Asbabun Nuzul (Surakarta: PT. Indiva Media 
Kreasi, 2009), h.403 
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mendapatkan kemenangannya,
3
 sehingga bergembiralah orang-orang beriman. 
Kejadian ini sudah diprediksikan dalam Al-Qur’an dan berkaitan dengan 
peramalan. 
Penggunaan ramalan secara tepat memerlukan komplementaritas 
antara peramalan dengan perencanaan. Teknik peramalan pada umumnya 
terbagi dua yakni teknik peramalan kualitatif yang mengandalkan judgment 
serta intuisi manusia dibanding penggunaan data yang bersifat historis, dan 
teknik peramalan kuantitatif yang digunakan untuk data siklus atau musiman 
yang bersifat runtun waktu. 
Data runtun waktu adalah jenis data yang dikumpulkan menurut 
urutan waktu dalam suatu rentang waktu tertentu. Jika waktu dipandang 
bersifat diskrit atau dalam artian waktu dapat dimodelkan bersifat kontinu 
frekuensi pengumpulan datanya selalu sama. Dalam kasus diskrit, frekuensi 
dapat berupa detik, menit, jam, hari, minggu, bulan atau tahun. 
Ada beberapa metode yang biasa digunakan untuk peramalan salah 
satunya metode Vector Autoregressive Exogenous (VARX). Metode ini 
merupakan pengembangan dari metode Vector Autoregressive (VAR). 
Berbeda dengan metode VAR, metode VARX mendefinisikan bahwa hanya 
ada dua peubah yang digunakan, yaitu endogen dan eksogen.  Endogen berarti 
faktor yang mempengaruhi suatu sistem dari dalam, sedangkan eksogen 
                                                          
3
 M.Quraish Shihab. Tafsir Al-Mishbah:Pesan, Kesan dan Keserasian Al-Qur’an (Jakarta: Lentera Hati, 
2003), h.42 
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mempengaruhi dari luar. VARX berupa metode analisis runtun waktu 
multivariat yang digunakan untuk menjelaskan perubahan data serta hubungan 
timbal balik antara variabel eksogen dan endogen.  
4
 
Terdapat banyak penelitian yang menggunakan metode Vector 
Autoregressive Exogenous (VARX), seperti peramalan volume penjualan total 
sepeda motor di kab. Bojonegoro dan Lamongan menggunakan pendekatan 
ARIMAX dan VARX oleh Maghfirotul, Destri, dan Suhartono yang 
berkesimpulan bahwa jenis sepeda motor paling banyak terjual adalah jenis 
sepeda motor Automatic dengan penjualan tertinggi terjadi pada beberapa hari 
sebelum hari raya Idul Fitri, dan Bony Yudhistira meneliti pemodelan VARX 
terhadap variabel makroekonomi di Indonesia dengan hasil penelitian yang 
menunjukan bahwa nilai kurs rupiah terhadap dollar Amerika dipengaruhi 
oleh suku bunga Bank Indonesia dan inflasi di Amerika.
5
 
Dari berbagai penelitian yang telah disebutkan diatas, dapat dipahami 
bahwa VARX umumnya dipakai untuk meneliti kasus yang memiliki variabel 
endogen dan eksogen. Salah satu hal menarik untuk diteliti berkaitan kasus 
metode VARX yakni pada peramalan tingkat suku bunga pasar uang antar 
bank. 
                                                          
4
 A. Djuraidah, Saputro, D.R.S., dkk. Model Additive-Vector Autoregressive Exogenous untuk 
prediksi curah hujan di Kabupaten Indramayu, Jurnal, Vol.15, No.2 (Bogor: Institut Pertanian Bogor, 
2013), h.2 
5
 Bony Yudhistira Nugraha. Pemodelan Vector Autoregressive X Terhadap Variabel 
Makroekonomi di Indonesia, Skripsi (.Jurusan Matematika Universitas Diponegoro Semarang), h.1 
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Pasar Uang Antar Bank (PUAB) berfungsi sebagai sarana untuk 
mempermudah masyarakat memperoleh dana-dana jangka pendek agar bisa 
membiayai modal kerja atau keperluan jangka pendek lainnya di lembaga 
perbankan.
6
  
Adapun instrumen dalam pasar uang seperti Surat Berharga Pasar 
Uang (SBPU), Sertifikat Deposito, dan Call Money. Beberapa faktor yang 
mempengaruhi PUAB, seperti suku bunga Bank Indonesia (BI Rate) dan 
Singapore Interbank Offered Rate (SIBOR) merupakan variabel 
makroekonomi di Indonesia, PUAB sering juga disebut Interbank Call Money 
Market karena merupakan salah satu sarana penting untuk mendorong 
pengembangan pasar uang.
7
 
 Mungkinkah masyarakat bisa mengetahui tingkat suku bunga pada 
pasar bank kedepannya? Sehingga pada penelitian ini akan diteliti dan 
diramalkan tingkat suku bunga PUAB dengan mempertimbangkan faktor-
faktor yang mempengaruhi, seperti BI Rate sebagai variabel endogen dan 
SIBOR sebagai variabel eksogen. Metode VARX dipilih karena dapat 
meramalkan perilaku serta hubungan dinamis antara variabel endogen dan 
eksogen. Selain itu metode VARX juga mempunyai keistimewaan untuk 
memprediksikan data yang bersifat univariat ataupun multivariat. 
                                                          
6
 Dyah Utami. Determinan Suku Bunga Pasar Uang Antar Bank di Indonesia, Jurnal, Vol.5, 
No.1 (Universitas Negeri Semarang, 2011), h.34 
7
 Any Widyatsari. Pasar Uang Antar Bank Syariah, Jurnal, Vol.4, No.2 (Fakultas Ekonomi 
Universitas Riau, 2014), h.13-14 
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Berdasarkan latar belakang diatas, penulis akan meneliti tentang 
“Peramalan Tingkat Suku Bunga Pasar Uang Antar Bank (PUAB) 
Menggunakan Metode Vector Autoregressive Exogenous (VARX)” 
 
B. Rumusan Masalah 
    Berdasarkan latar belakang diatas, maka diperoleh rumusan masalah 
yaitu bagaimana ramalan nilai tingkat suku bunga Pasar Uang Antar Bank 
(PUAB) beberapa periode yang akan datang menggunakan metode Vector 
Autoregressive Exogenous (VARX) ? 
C. Tujuan Penelitiann 
Adapun tujuan yang ingin dicapai yaitu untuk mengetahui nilai ramalan 
dari tingkat suku bunga Pasar Uang Antar Bank (PUAB) beberapa periode 
yang akan datang menggunakan metode Vector Autoregressive Exogenous 
(VARX). 
D. Batasan Masalah 
Pada penyusunan skripsi ini metode dibatasi pada model time series 
multivariat serta model Autoregressive (AR). 
E. Manfaat Penelitian 
1. Bagi Penulis, menambah dan memperluas pengetahuan mengenai  
peramalan menggunakan metode VARX dalam kehidupan nyata. 
2. Bagi pembaca, sebagai bahan pertimbangan dalam meramalkan tingkat 
suku bunga pada Pasar Uang Antar Bank (PUAB). 
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3. Bagi lembaga UIN Alauddin Makassar, sebagai bahan kepustakaan yang 
dijadikan sarana pengembangan wawasan, khususnya di Jurusan 
Matematika. 
4. Bagi Instansi yang bersangkutan, sebagai bahan tolak ukur untuk 
memprediksikan tingkat suku bunga pada Pasar Uang Antar Bank 
(PUAB). 
F. Sistematika Penulisan 
Agar penulisan tugas akhir ini tersusun secara sistematis, maka penulis 
memberikan sistematika penulisan sebagai berikut: 
BAB I PENDAHULUAN 
Pendahuluan meliputi: latar belakang permasalahan, rumusan masalah, 
tujuan penelitian, manfaat penelitian, batasan masalah, dan sistematika 
penulisan. 
BAB II TINJAUAN PUSTAKA 
Bagian ini terdiri atas konsep dan teori-teori yang mendukung bagian 
pembahasan. Konsep dan teori-teori tersebut antara lain tentang 
PUAB, peramalan runtun waktu, kelas AR, MA, VAR serta model 
VARX. 
 
BAB III METODE PENELITIAN 
Dalam bab ini dikemukakan metode yang berisi langkah-langkah yang 
ditempuh untuk memecahkan masalah, yaitu jenis penelitian, sumber 
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data, waktu dan lokasi penelitian, variabel penelitian, definisi 
operasional variabel, serta prosedur penelitian. 
BAB IV HASIL DAN PEMBAHASAN 
Bab ini berisi hasil penelitian serta pembahasannya. 
BAB V PENUTUP 
Dalam bab ini memuat kesimpulan dan saran. 
DAFTAR PUSTAKA 
LAMPIRAN 
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BAB II 
TINJAUAN PUSTAKA 
A. PERAMALAN 
 
Peramalan merupakan bagian integral dari kegiatan pengambilan 
keputusan, sebab efektif atau tidaknya suatu keputusan umumnya bergantung 
pada beberapa faktor yang tidak dapat dilihat pada waktu keputusan itu 
diambil. Peranan peramalan menjelajah kedalam banyak bidang seperti 
ekonomi, keuangan, pemasaran, produksi, riset operasional, administrasi 
Negara, kependudukan, dan pendidikan. Peramalan merupakan suatu teknik 
untuk memperkirakan suatu nilai pada masa yang akan datang dengan 
memperhatikan data masa lalu maupun data pada masa kini.  
Metode peramalan dapat dibagi dalam dua kategori, yaitu metode 
kualitatif dan metode kuantitatif. Metode kualitatif lebih banyak 
menggunakan analisis yang didasarkan pada pemikiran yang bersifat intuitif, 
perkiraan logis dan informasi atau pengetahuan yang telah diperoleh peneliti 
sebelumnya. Peramalan seperti ini basanya digunakan untuk ramalan jangka 
pendek, ciri dari metode ini adalah faktor yang mempengaruhi ramalan dan 
cara menilainya sangat bersifat pribadi dan sulit ditirukan orang lain. 
Berbeda dengan metode kualitatif, metode kuantitatif membutuhkan 
informasi masa lalu yang dikuantitatifkan dalam bentuk data numerik.Metode 
peramalan secara kuantitatif memiliki dasar ramalan pada metode statistika 
10 
 
 
 
dan matematika. Terdapat dua jenis lagi pada metode peramalan kuantitatif 
ini, yaitu model deret waktu (time seies) dan model regresi. 
Model deret waktu berupaya untuk meramalkan kondisi masa yang 
akan datang dengan menggunakan data historis dan mengeksplorasikannya ke 
masa depan. Satu hal yang perlu diingat dalam memilih metode deret waktu 
yang tepat adalah dengan mempertimbangkan jenis pola data. 
Model regresi memasukkan dan menguji variabel yang diduga 
mempengaruhi variabel terikat dengan tujuan menemukan hubungan sebab 
akibat dari keduanya. Model regresi biasanya digunakan untuk menentukan 
mana variabel yang signifikan mempengaruhi variabel terikat. 
Pada hakikatnya peramalan kuantitatif dapat diterapkan bila terdapat 
tiga kondisi, seperti: 
1. Tersedia informasi tentang masa lalu. 
2. Informasi tersebut dapat dikuantitatifkan dalam bentuk data numerik. 
3. Diasumsikan bahwa beberapa aspek pola masa lalu akan berlanjut di masa 
mendatang.
8
                                                          
8
Aswi dan Sukarna. Analisis Deret Waktu Teori dan Aplikasi. (Makassar: Andira Publisher, 
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B. DERET WAKTU 
Deret waktu (time series) merupakan serangkaian data pengamatan 
yang terjadi berdasarkan indeks waktu secara berurutan dengan interval waktu 
tetap. Analisis deret waktu diperkenalkan pada tahun 1970 oleh George E.P. 
Box dan Gwilym M. Jenkins melalui bukunya yang berjudul Time Series 
Analysis : Forecasting and Control. Sejak saat itu, deret waktu mulai banyak 
digunakan dan dikembangkan. 
Analisis deret waktu adalah salah satu prosedur statistika yang 
diterapkan untuk meramalkan struktur-struktur probabilistik. Struktur dengan 
keadaan yang akan terjadi dimasa yang akan datang dalam rangka 
pengambilan keputusan. 
Suatu urutan pengamatan memiliki model deret waktu jika memenuhi 
dua hal berikut. 
1. Interval waktu antar indeks waktu t dapat dinyatakan dalam satuan waktu 
yang sama (identik). 
2. Adanya ketergantungan antara pengamatan    dengan      yang 
dipisahkan oleh jarak    sebanyak k kali (dinyatakan sebagai lag k). 
Tujuan analisis deret waktu antara lain untuk: 
1. Meramalkan kondisi di masa yang akan datang (forecasting). 
12 
 
 
 
2. Kepentingan kontrol (untuk mengetahui apakah proses terkendali atau 
tidak). 
3. Untuk mengetahui hubungan antar peubah9.                    
 
C. DATA STASIONER DAN NONSTASIONER 
1. Stasioner 
Analisis deret waktu sering diisyaratkan data dengan symbol    
mengikuti proses stokastik. Suatu urutan pengamatan dari peubah acak 
Z( ,t) dengan ruang sampel   dan satuan waktu t dikatakan sebagai 
proses stokastik. 
Deret waktu dikatakan stasioner jika tidak ada perubahan 
kecendrungan dalam rata-rata dan perubahan pada variansi, dengan kata 
lain deret waktu yang stasioner adalah relatif tidak terjadi kenaikan 
ataupun penurunan nilai yang sangat tajam pada data. Kondisi stasioner 
terdiri dari dua hal, yaitu stasioner dalam rata-rata dan stasioner dalam 
variansi. Misalkan suatu pengamatan   ,       …….,    sebagai suatu 
proses stokastik, peubah acak   ,       …….,    dikatakan stasioner 
orde ke-m apabila 
   (   ,         …….,    ) =  (     ,             …….,      )    (2.1) 
dimana   (   ,         …….,     ) merupakan simbol dari suatu fungsi 
                                                          
9
Aswi dan Sukarna. Analisis Deret Waktu Teori dan Aplikasi. (Makassar: Andira Publisher, 
2006), hal.5 
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distribusi. 
Apabila persamaan (2.1) terpenuhi untuk m = 1,2,3….., n 
makakondisi tersebut dinamakan stasioner kuat. 
a. Autokovariansi 
Suatu proses yang stasioner {  } mempunyai rata-rata 
(ekspektasi) E(  ) =  dan variansi var(  ) = E      
  =   konstan 
dan kovariansi cov(  ,  ) =      fungsi dari perbedaan waktu |t – s|. 
Kovariansi antara    dan      adalah    = cov(  ,    ) = E(  -
µ)(    -µ). Korelasi antara    dan      adalah 
   = 
            
                  
 = 
  
  
               (2.2) 
dengan catatan bahwa var(    = var(    ) =    
Adapun     dinamakan fungsi autokovariansi dan    dinamakan 
fungsi autokorelasi pada analisis deret waktu, karena masing-masing 
menyatakan kovariansi dan korelasi antara    dan      dari proses 
yang sama, hanya dipisahkan oleh jarak waktu  k (lag-k). 
Untuk proses stasioner, fungsi autokovariansi    dan 
auotokorelasi    mempunyai sifat-sifat sebagai berikut: 
1)    = var(    ;    = 1 
2)      ≤    ; |  | ≤ 1 
3)    =     dan    =     untuk semua k. 
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karena cov(       ) = cov(       ) = cov(       ) maka yang perlu 
kita tentukan adalah    saja  untuk k ≥ 0. Himpunan {   ; k  = 
0,1,2,…….} dinamakan fungsi autokovariansi. 
b. Fungsi Autokorelasi 
Statistik kuinci dalam analisis deret waktu adalah koefisien 
autokorelasi (korelasi deret waktu dengan deret waktu itu sendiri 
dengan selisih waktu (lag) 0,1,2,.. periode atau lebih). Koefisien 
autokorelasi adalah suatu fungsi yang menunjukan besarnya korelasi 
antara pengamatan pada waktu ke t (dinotasikan dengan     dengan 
pengamatan pada waktu-waktu sebelumnya. Untuk suatu data deret 
waktu             maka nilai fungsi autokorelasinya adalah sebagai 
berikut: 
 Nilai autokorelasi lag k  sampel 
  =
       
   
             
         
 
   
,    =mean 
 Taksiran kesalahan baku (standart error) dari    adalah 
   = 
 
      
    
   
 
, n = banyaknya pengamatan 
 Nilai statistik uji t untuk uji    = 0 atau    ≠ 0 adalah 
    =
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Diagram fungsi autokorelasi dipakai sebagai alat untuk 
mengidentifikasi kestasioneran data dan mempunyai parameter   . Jika 
diagram fungsi autokorelasi cenderung turun lambat atau turun secara 
linear, maka dapat disimpulkan data belum stasioner dalam rata-rata. 
c. Fungsi Autokorelasi Parsial. 
Autokorelasi parsial digunakan untuk mengukur tingkat keeratan 
antara    dan      apabila pengaruh dari lag waktu (time lag) 1,2,…, 
k–1 dianggap terpisah. Fungsi autokorelasi parsial adalah suatu fungsi 
yang menunjukkan besarnya korelasi parsial antara pengamatan pada 
waktu ke t dengan pengamatan pada waktu-waktu yang sebelumnya. 
Rumus autokorelasi parsial atau    adalah 
    = corr(  ,                            
Nilai     dapat ditentukan melalui persamaan Yule Walker    = 
                           untuk j = 1,2,…,k . Model regresi 
dengan peubah terikat      dari proses yang stasioner dengan rata-rata 
nol diregresikan atas peubah bebas                  yaitu: 
                                                (2.3) 
Dimana    adalah parameter regresi ke-i dan      adalah bentuk sisa 
yang tidak berkorelasi dengan       untuk j ≥ 1. Dengan mengalikan 
kedua ruas pada persamaan (2.3) dengan       kemudian menghitung 
16 
 
 
 
nilai harapan kedua ruas, diperoleh   =                   
       , untuk j = 1,2,…,k, berlaku persamaan sebagai berikut: 
   =                       
   =                       
  
   =                         
dengan menggunakan metode Cramer, untuk k = 1,2,…, diperoleh 
        
     
 
   
    
 
 
   
   
 
 
  
     
 
            
  
 
    
 
 
    
  
 
    
 
 
 
    
 
  
  
 
  
 
 
              
  
 
    
 
 
    
  
 
    
 
 
 
    
 
  
    
 
 
 
 
Durbin (1960) telah memperkenalkan metode yang lebih efisien untuk 
menyelesaikan persamaan Yule Walker: 
 
     
            
   
   
         
   
   
              (2.4) 
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dimana                         untuk j = 1,2,…,k-1. 
 Taksiran kesalahan baku (standard error) dari     adalah 
       
 
 
        
 Nilai statistik uji t untuk uji    = 0 atau        adalah 
     
   
    
        
d. Proses White Noise 
Suatu proses {    dinamakan white noise (proses yang bebas dan 
identik) jika bentuk peubah acak yang berurutan tidak saling 
berkorelasi dan mengikuti distribusi tertentu. Rata-rata E(  ) =    dari 
proses ini diasumsikan bernilai nol dan mempunyai variansi yang 
konstan yaitu var(  ) =  
 
  dan nilai kovariansi untuk proses ini     = 
cov(       ) = 0 untuk k ≠ 0. 
Berdasarkan definisi tersebut, dapat dikatakan bahwa suatu proses 
white noise {  } adalah stasioner dengan beberapa sifat berikut. 
1) Fungsi autokovariansi (    
   =  
             
               
  
2) Fungsi autokorelasi (    
   =  
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3) Fungsi autokorelasi parsial (     
    =  
               
               
  
Dengan demikian, suatu deret waktu disebut proses white noise jika 
rata-rata dan variansinya konstan dan saling bebas. 
e. Differencing  
Proses pembedaan (differencing) bisa dilakukan apabila kondisi 
stasioner dalam rata-rata tidak terpenuhi.Proses differencing pada orde 
pertama merupakan selisih antara data ke-t dengan data ke t – 1, yaitu 
             
Adapun bentuk differencing untuk orde kedua adalah  
                                                     
Dengan demikian bentuk umum differencing adalah       
        
    dimana  
          
f. Autoregressive (AR) 
Salah satu pendekatan peramalan adalah pendekatan regresi, 
namun secara umum regresi merupakan suatu metode yang berupaya 
meramalkan variasi suatu peubah dari sejumlah faktor lain yang disebut 
peubah bebas. Bentuk umum dari sebuah model regresi untuk k peubah 
bebas yaitu 
                                     (2.5) 
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dimana   merupakan suatu peubah acak, parameter   ,  ,        
adalah koefisien-koefisien regresi yang perlu ditaksir. Didalam 
persamaan umum regresi   ,  ,  ,…,   dapat berupa berbagai faktor 
yang bervariasi, apabila peubah-peubah tersebut didefinisikan sebagai 
        ,                            maka persamaan 
(2.5) menjadi 
                                            (2.6) 
persamaan (2.6) masih merupakan persamaan regresi tetapi berbeda 
dengan persamaan (2.5), dimana peubah-peubah sebelah kanan 
merupakan faktor-faktor bebas lain, sedangkan persamaan (2.6) 
peubah-peubah sebelah kanan merupakan nilai sebelumnya dari peubah 
tak bebas   . Nilai-nilai tersebut merupakan nilai-nilai time-lagged dari 
peubah terikat, oleh karena itu digunakan istilah autoregressive (AR) 
untuk menjelaskan persamaan (2.6). 
Dengan cara yang sama, persamaan (2.6) dapat ditulis dalam 
bentuk sebagai berikut: 
                                            (2.7) 
dimana   merupakan suatu proses white noise atau galat pada waktu 
ke-t. Dengan demikian dapat dijelaskan bahwa model autoregressive 
merupakan model yang menggambarkan hubungan antara peubah 
terikat dengan peubah bebas atau yang biasa disebut regresi. 
20 
 
 
 
Model-model yang mungkin dihasilkan dari pengidentifikasian 
data deret waktu dapat berupa model autoregressive (AR), integrated 
(I), dan moving average (MA) atau kombinasi dari dua model (ARI, 
IMA, ARMA) atau kombinasi dari tiga komponen model (ARIMA), 
dengan beberapa persamaan tersebut didapatkan bentuk umum suatu 
proses autoregressive dengan orde p adalah
10
 
                                          (2.8) 
dimana: 
   = besarnya pengamatan pada waktu ke-t 
           = koefisien orde p 
   = suatu proses white noise atau galat pada waktu ke-t 
                = besarnya pengamatan dalam kurun waktu 
(t-1,t-2,…t-p). 
  = orde model AR 
g. Moving Average (MA) 
Menurut Montgomery,et.al, 1990, perbedaan model moving 
average (MA) dengan model autoregressive (AR) terletak pada jenis 
peubah bebasnya. Pada model MA peubah bebasnya adalah nilai sisaan 
                                                          
10
Aswi dan Sukarna. Analisis Deret Waktu Teori dan Aplikasi. (Makassar: Andira Publisher, 
2006), hal.35 
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pada periode sebelumnya atau hubungan ketergantungan antara nilai-
nilai galat yang berurutan.
11
 
Berbeda dengan model AR model MA orde q mempunyai bentuk 
umum sebagai berikut: 
                                          (2.9) 
dimana: 
   = besarnya pengamatan pada waktu ke-t 
           = koefisien orde   
   = suatu proses white noise atau galat pada waktu ke-t 
                 = besarnya galat (kesalahan) dalam kurun 
waktu (t-1,t-2,…,t-q). 
  = orde model MA 
h. Vector Autoregressive (VAR) 
Model VAR adalah model ekonometrik yang dapat digunakan 
untuk menjelaskan perubahan data dan juga menjelaskan hubungan 
timbal balik antar variable-variabel ekonometrik. Model VAR 
merupakan pengembangan dari model AR pada time series univariat. 
Diberikan 2 persamaan AR sebagai berikut:  
                                               (2.10) 
                               (2.11) 
Persamaan (2.10) dan (2.11) dapat ditulis menjadi: 
                                                          
11
Mutia Ramadhanti Haflil. Model State Space untuk Data Deret Waktu Peubah Tunggal, 
Skripsi (Bogor: Jurusan Statistika Fakultas Matematika dan Ilmu Pengetahuan Alam.Institut Pertanian 
Bogor, 2008), h.1 
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dengan  
     
  
  
               
  
  
            
      
      
             
   
   
   
sehingga didapatkan model VAR orde p atau VAR(1)
19
 
   =                         (2.12) 
dimana: 
   = vektor dari variabel dependen  
   suatu proses white noise 
   matriks koefisien k x k  
     vektor residual 
Dalam regresi terdapat perbedaan antara pengamatan (  ) dengan 
perkiraan (  ), perbedaan dari beberapa nilai pengamatan dengan nilai 
perkiraan disebut simpangan, yang biasa disebut dengan error dan 
secara matematis biasa disimbolkan dengan   nilai-nilai dari error 
tersebut secara berturut-turut adalah               dan    =      
sehingga persamaan errornya menjadi 
         
dan kuadrat errornya menjadi 
      
         
                  (2.13) 
                                                          
19
 Aswi dan Sukarna.Analisis Deret Waktu Teori dan Aplikasi. (Makassar: Andira Publisher, 
2006), hal. 31 
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Jika   
    
      
  dijumlahkan maka secara matematis dapat 
dituliskan sebagai 
      
  
      
 
         
                                                              (2.14) 
  
dimana    =       
sehingga pada persamaan (2.14) dapat dituliskan menjadi 
    
 
         
                 (2.15) 
Untuk meminimumkan persamaan (2.14) maka diambil turunan 
pertama terhadap   dan   dan diperoleh  
   
  
  
      
 
         
  
  
 
                  
 
          = 0 
        
 
          = 0                     (2.16) 
   
  
  
      
 
         
  
  
 
                  
 
          = 0 
                 
 
          = 0                   (2.17) 
dari (2.16) diperoleh 
  
 
   
    
 
   
    
 
   
 
             
 
       
 
    
selanjutnya untuk menentukan   maka kedua ruas dibagi dengan   
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              (2.18) 
maka persamaan (2.18) menjadi 
   
   
 
   
 
  
      
 
                   (2.19) 
 
lalu dengan mensubsitusi persamaan (2.19) ke persamaan (2.17) maka  
diperoleh 
    
 
      
   
 
   
 
 
     
        
 
 
        
 
    
       
 
      
   
 
   
 
 
     
        
 
 
        
 
       
     
 
      
 
      
 
         
 
   
 
         
 
    
          
         
 
        
 
      
 
      
 
     
  
      
 
      
 
      
 
   
        
         
  
     
 
      
 
      
 
   
       
 
         
 
  
atau dapat dituliskan juga sebagai 
  
        
 
         
 
      
 
   
      
  
           
  
   
               (2.20) 
sedangkan vektor (               sebagai    
Kemudian dengan mensubsitusi   pada persamaan (2.15) maka 
diperoleh  
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atau dapat dituliskan juga sebagai 
  =  
     
               
      
         
              (2.21) 
setelah diestimasi barulah diperoleh bentuk matriks koefisien sebagai 
berikut: 
 
 
 
 
 
                      
       
 
       
       
 
       
 
 
 
       
 
        
 
 
 
 
 sebagai   
 
 
 
 
 
                      
       
 
       
       
 
       
 
 
 
       
 
        
 
 
 
 
 sebagai   
  
 
 
 
 
 
                      
       
 
       
       
 
       
 
 
 
       
 
        
 
 
 
 
 sebagai   
vektor                     sebagai    
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dari pemaparan diatas, Vector Autoregressive (VAR) orde p memiliki 
bentuk umum sebagai berikut: 
 
   
   
 
   
 = 
  
  
 
  
  
 
 
 
 
 
                      
       
 
       
       
 
       
 
 
 
       
 
        
 
 
 
 
 
 
 
 
      
      
 
       
 
 
 
 
 
 
 
 
 
                      
       
 
       
       
 
       
 
 
 
       
 
        
 
 
 
 
 
 
 
 
      
      
 
       
 
 
 
   
 
 
 
 
                      
       
 
       
       
 
       
 
 
 
       
 
        
 
 
 
 
 
 
 
 
      
      
 
       
 
 
 
 
  
   
   
 
   
           (2.22) 
model diatas dapat juga ditulis seperti berikut:
13
 
   =                             
2. Nonstasioner 
Model deret waktu umumnya menggunakan asumsi stasioner, 
maka dari itu diperlukan metode untuk menghilangkan ketidakstasioneran 
(menstasionerkan yang tidak stasioner) data sebelum melangkah lebih 
lanjut pada pembentukan model. Hal ini dapat dicapai melalui penggunaan 
metode differencing. 
                                                          
13
____. Pemodelan Pergerakan Indeks Harga Saham Gabungan (IHSG) dan laju inflasi di 
Indonesia menggunakan metode VARX, Skripsi (Perpustakaan Universitas Pendidikan Indonesia 
Bandung), h.39. 
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Kejadian yang tidak stasioner dalam rata-rata akan dilakukan 
differencing yang menghasilkan suatu kejadian (proses) baru yang 
stasioner,seperti 
         
                 (2.23) 
dimana: 
  = orde differencing (1,2,…) 
  = Backshift operator yang didefinisikan       =      
Adanya nilai differencing pada model ARIMA karena aspek 
autoregressive (AR) dan moving average (MA) hanya dapat diterapkan 
pada data deret waktu yang stasioner. Apabila syarat stasioner dalam 
variansi tidak diperoleh, Box & Cox (1964) memperkenalkan transformasi 
pangkat (power transformation),   
     
  
     
 
, dimana   disebut 
sebagai parameter transformasi. Beberapa penggunaan nilai   serta 
kaitannya dengan transformasinya ditampilkan pada Tabel 2.1. 
       Tabel 2.1 Nilai   beserta rumus transformasinya 
Nilai   Transformasi 
-1.0  
  
 
-0.5  
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0.0           Ln    ) 
0.5     
1.0    
     
 
Berikut ini tertera beberapa ketentuan untuk menstabilkan variansi. 
a. Transformasi boleh dilakukan hanya untuk deret    yang positif. 
b. Nilai   dipilih berdasarkan Sum of Squares Error (SSE) dari deret 
hasil transformasi. Nilai SSE terkecil memberikan hasil variansi paling 
konstan, SSE( ) =     
   
         
c. Transformasi tidak hanya menstabilkan variansi, teteapi juga dapat 
menormalkan distribusi.
14
 
D. VECTOR AUTOREGRESSIVE EXOGENOUS 
Model Vector Autoregressive Exogenous (VARX) merupakan 
pengembangan dari model Vector Autoregressive (VAR) yang menggunakan 
variabel eksogen dalam sistem persamaanya. Variabel eksogen (variabel 
independen) pada VARX ditentukan diluar model dan bersifat mempengaruhi 
                                                          
14
Aswi dan Sukarna. Analisis Deret Waktu Teori dan Aplikasi. (Makassar: Andira Publisher, 
2006), hal.91-92 
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variabel endogen dalam suatu sistem persamaan.Sedangkan variabel endogen 
(variabel dependen) dalam VARX ditentukan di dalam model dan dapat 
dipengaruhi oleh variabel eksogen. 
Adapun model struktural VARX didefinisikan dengan: 
                             (2.24) 
dimana: 
              
       
         (2.25) 
              
       
         (2.26) 
sementara bentuk umum dari VARX(p,s) adalah 
            
 
           
 
              (2.27) 
atau dapat dituliskan sebagai 
                                            
                             (2.28) 
dimana: 
   vektor dari variabel endogen 
   vektor dari variabel eksogen 
   vektor residual 
α = vektor intersep 
        matriks koefisien berdimensi k x k 
1. Kausalitas Granger 
30 
 
 
 
Kausalitas Granger merupakan salah satu langkah untuk mengetahui 
hubungan antara variabel satu dengan variabel yang lain. Misalkan ada 
dua variabel   dan   maka ada beberapa kemungkinan yang bias terjadi, 
diantaranya: 
a.   menyebabkan   
b.   menyebabkan   
c.   menyebabkan   dan   menyebabkan   
d.   dan   tidak memiliki hubungan 
Kasualitas Granger hanya menguji hubungan antar variabel dan tidak 
melakukan estimasi terhadap model. 
Contoh Kasualitas Granger untuk dua variabel 
                                          
                                  (2.29) 
dan 
                                            
                                  (2.30) 
hipotesis    menyatakan   bukan penyebab granger   untuk regresi 
pertama dan   bukan penyebab granger   untuk regresi kedua. Jika 
menerima hipotesis bahwa   bukan penyebab granger   dan menolak   
bukan penyebab granger   maka Kausalitas Granger menyimpulkan 
31 
 
 
 
bahwa   menyebabkan  . Dengan demikian terdapat empat kemungkinan 
yakni: 
a. Jika terdapat    ≠ 0 dimana q= 1,2,…,s untuk persamaan (2.29) dan 
             untuk persamaan (2.30) yang berarti   
penyebab granger   dan   bukan penyebab granger  . 
b. Jika               untuk persamaan (2.29) dan    ≠ 0 
dimana          untuk persamaan (2.30) yang berarti   penyebab 
granger   dan   bukan penyebab granger  . 
c. Jika terdapat    ≠ 0 untuk persamaan (2.29) dan    ≠ 0 untuk 
persamaan (2.30) berarti   penyebab granger   dan   penyebab 
granger  . 
d. Jika               untuk persamaan (2.29) dan        
       untuk persamaan (2.30) berarti   dan   tidak memiliki 
hubungan. 
  dikatakan penyebab granger dari   ketika nilai    ≠ 0 untuk 
persamaan (2.30). Hal ini dikarenakan variabel   diikutsertakan pada 
pemodelan nilai variabel   pada persamaan (2.30) artinya nilai sekarang 
dari variabel   dapat diramalkan secara akurat dengan menggunakan nilai 
masa lalu dari variabel   dengan hipotesis sebagai berikut:15 
                                                          
15
____. Pemodelan Pergerakan Indeks Harga Saham Gabungan (IHSG) dan laju inflasi di 
Indonesia menggunakan metode VARX, Skripsi (Perpustakaan Universitas Pendidikan Indonesia 
Bandung), h.43-45 
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Hipotesis: 
                               
                        
2. Estimasi Parameter 
Untuk dapat menerapkan teknik estimasi maximum likelihood harus 
dibuat dalam bentuk fungsi probabilitas dari data yang teramati.Asumsi 
yang paling sering digunakan adalah bahwa observasi-observasi itu 
berasal dari distribusi multivariat normal. Model ARIMA juga 
menggunakan estimasi yang sama jadi secara garis besar  dalam hal ini 
fungsi kepadatan probabilitas suatu error     adalah 
      
          
          
  
 
   
) 
karena error independen maka distribusi bersamanya untuk   ,  ,…,   
adalah 
             
                  
 
   
   
  
   )         (2.31) 
dari sini diketahui bahwa    dapat dinyatakan dalam bentuk observasi    
dengan parameter-parameter   dan   serta error-error sebelumnya yakni 
                                      dan ini dapat 
dipandang sebagai hubungan berulang antara    yang beruntun. 
Selanjutnya dengan mensubsitusikan persamaan tersebut ke persamaan 
(2.31) akan diperoleh fungsi kepadatan bersama   sebagai  
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                                pZ    θ1a      θqa  q)2)                      (2.32) 
Maka fungsi likelihood jika parameter-parameternya diketahui secara 
matematis dapat dituliskan dengan  
                           
 
   
           )                     (2.33) 
dimana: 
                                            
 
 
   
 
setelah taksiran maximum likelihood parameter-parameter itu diperoleh 
dari 
  
  
    dan 
  
  
    maka dapat ditunjukkan bahwa taksiran 
maximum likelihood untuk    adalah20     
        
 
 
 Metode maksimum likelihood menggunakan nilai dalam ruang 
parameter   yang bersesuai dengan harga kemungkinan maksismum dari 
data observasi sebagai estimasi dari parameter yang tidak diketahui. Jika 
  ruang parameter yang merupakan interval terbuka dan L( ) merupakan 
fungsi yang dapat diturunkan serta diasumsikan pada   maka persamaan 
likelihoodnya adalah  
 
  
       
                                                          
16
Mutia, Salamah,dkk. Time Series Analysis. Buku Ajar (Surabaya: Fakultas MIPA Institut 
Teknologi Sepuluh Nopember,2003), h.106 
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Jika penyelesaian dari persamaan tersebut ada, maka maksimum 
dari L( ) dapat terpenuhi. Apabila tidak terpenuhi maka dapat dibuat 
logaritma naturalnya dengan ketentuan jika ln L( ) maksimum maka L( ) 
juga maksimum, sehingga persamaan ln likelihoodnya adalah   
 
  
          lalu setelah diperoleh maka dilakukanlah uji signifikan. 
     Definisi 1 
Fungsi densitas probabilitas bersama dari   variabel random 
          yang observasi pada            dinotasikan dengan 
               L( ) dengan            adalah sampel random 
dari fungsi densitas probabilitas        yang dimana fungsi 
likelihoodnya secara matematis dapat dituliskan dengan  
L( ) =                                
 
    
Definisi 2  
Misalkan                                
 
         
yang merupakan fungsi densitas probabilitas bersama            
Bila diberikan himpunan observasi            nilai   dalam 
 merupakan maksimum dari L( ) disebut penduga maksimum dari 
  . Penduga maksimum likelihood   dapat menyelesaikan 
persamaan 
 
  
                    dengan i = 1,2,…,k
17
 
                                                          
17
Jumroh. Estimasi Maksimum Likelihood Pada ARIMA (1,1,0) BOX-JENKINS,Skripsi 
(Semarang: Fakultas MIPA Universitas Negeri Semarang, 2005), h.44-46 
35 
 
 
 
E. PASAR UANG ANTAR BANK (PUAB) 
Pasar uang (money market) merupakan pasar yang menyediakan sarana 
pengalokasian dan pinjaman dana jangka pendek. Dana jangka pendek adalah 
dana-dana yang dihimpun dari perusahaan ataupun perorangan dengan 
batasan waktu sampai satu tahun yang dapat diperjualbelikan dalam pasar 
uang. Perwujudan dari pasar semacam ini berupa institusi dimana individu 
atau organisasi yang mempunyai kelebihan dana jangka pendek bertemu 
dengan individu yang memerlukan dana.
18
 
Pasar uang memiliki fungsi sebagai sarana alternatif bagi lembaga-
lembaga keuangan, perusahaan non-keuangan dan peserta-peserta lainnya, 
baik dalam memenuhi kebutuhan jangka pendek maupun meminjamkan data 
atas kelebihan. Pasar uang secara tidak langsung juga sebagai sarana 
pengendali moneter yang dilakukan oleh penguasa moneter dalam operasi 
pasar terbuka. Pelaksanaan operasi pasar terbuka dilakukan oleh Bank 
Indonesia dengan menggunakan Sertifikat Bank Indonesia (SBI) atau suku 
bunga Bank Indonesia (BI Rate), dan Surat Berharga Pasar Uang (SBPU). BI 
Rate digunakan agar suku bunga kebijakan moneter dapat secara cepat 
memengaruhi pasar uang, perbankan dan sektor riil, sedangkan SBPU 
berfungsi menambah jumlah uang yang beredar. 
                                                          
18
Amanita Novi. (Universitas Negeri Yogyakarta), h.182. 
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Sistem perekonomian membutuhkan banyak sarana untuk bisa 
beradaptasi seperti PUAB. Pasar uang antar bank atau sering disebut inter 
bank call money market merupakan salah satu sarana penting untuk 
mendorong pengembangan pasar uang. 
Pasar uang antar bank digunakan untuk pengendali perekonomian 
bangsa dengan sistem yang akurat dan adil. Hal ini bersesuaian dengan firman 
Allah dalam Q.S Al-Baqarah/2:275 
 َنيِذهلٱ  َنُولُكَۡأي  اٰوَب ِ رلٱ  ُمُوَقي اَمَك هِلَإ َنوُمُوَقي َلَيِذهلٱ  ُهُطهبََختَي ُن
َٰطۡيهشلٱ  َنِم
 ُۚ ِ سَمۡلٱ  اَمهنِإ  آُولَاق ۡمُههَنِأب َكِل
َٰذ ُعَۡيبۡلٱ  ُلۡثِم  َۗ اَٰوب ِ رلٱ  هلََحأَو َعۡيَبۡلٱُههللٱ  َم هرَحَو
 ُۚ اٰوَب ِ رلٱ  ُهَٓءاَج نََمفۥ  ِِه ب هر ن ِ م ٞةَظِعۡوَمۦ  َف ٰىََهتنٱ  َُهَلفۥ  ُهُرَۡمأَو ََفلَس اَمٓۥ  َىِلإ هِ هلِلّٱ 
 ُب َٰحَۡصأ َِكئ
ٓ َٰل  ُوَأف َداَع ۡنَمَو هِراهنلٱ  َنُودِل َٰخ اَهيِف ۡمُه) ٢٧٢(  
Terjemahnya: 
“Orang-orang yang makan (mengambil) riba tidak dapat berdiri 
melainkan seperti berdirinya orang yang kemasukan syaitan lantaran 
(tekanan) penyakit gila. Keadaan mereka yang demikian itu, adalah 
disebabkan mereka berkata (berpendapat), sesungguhnya jual beli itu 
sama dengan riba, padahal Allah telah menghalalkan jual beli dan 
mengharamkan riba. Orang-orang yang telah sampai kepadanya 
larangan dari Tuhannya, lalu terus berhenti (dari mengambil riba), 
maka baginya apa yang telah diambilnya dahulu (sebelum datang 
larangan); dan urusannya (terserah) kepada Allah. Orang yang 
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kembali (mengambil riba), maka orang itu adalah penghuni-penghuni 
neraka; mereka kekal di dalamnya”.19 
 
Dalam tafsir Al-Misbah dikatakan bahwa barangsiapa yang memakan 
riba, maka hidupnya tidak akan mendapatkan ketenangan melainkan seperti 
orang kesurupan (gangguan syaitan) karena yang dipikirkan hanyalah uang 
dan harta. Lalu mereka berkata “sesungguhnya jual beli itu sama dengan 
riba”, tapi kenyataanya tidak seperti itu, riba memperdagangkan sesuatu 
dengan penganiayaan sedangkan Allah tidak menghendaki penganiayaan. 
Bagi orang-orang yang mengikuti perintah Allah SWT maka dia akan berhenti 
dan bertaubat, dan bagi orang-orang yang tidak menaati perintah Allah SWT 
maka dia termasuk golongan orang-orang yang masuk kedalam neraka.
20
 
Adapun beberapa faktor yang mempengaruhi tingkat suku bunga PUAB 
antara lain seperti Singapore Interbank Offered Rate (SIBOR) dan suku bunga 
Bank Indonesia (BI Rate). SIBOR adalah suku bunga rata-rata bank di 
Singapura yang ditetapkan berdasarkan suku bunga yang ditawarkan oleh 8 
bank terkemuka di Singapura.SIBOR menjadi salah satu acuan jika Bank 
Indonesia membutuhkan Dollar untuk keperluan tertentu. Sedangkan BI Rate 
akan dinaikkan  apabila inflasi ke depan diperkirakan melampaui sasaran yang 
                                                          
19
Departemen Agama RI. Al-Qur’an Terjemahannya dan Asbabun Nuzul (Surakarta: PT. Indiva Media 
Kreasi, 2009), h.112 
20
M.Quraish Shihab. Tafsir Al-Mishbah:Pesan, Kesan dan Keserasian Al-Qur’an (Jakarta: Lentera Hati, 
2003), h.26 
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telah ditetapkan, sebaliknya BI Rate akan diturunkan apabila inflasi ke depan 
diperkirakan berada di bawah sasaran yang telah ditetapkan. 
Mekanisme pasar uang ini dapat dilaksanakan melalui proses kliring dan 
diluar proses kliring. Kliring artinya penyelesaian utang piutang antar bank-
bank, yang biasanya berbentuk surat-surat berharga.Kliring sebagai istilah 
dalam dunia keuangan dan perbankan menunjukkan suatu aktivitas yang 
berjalan sejak terjadinya kesepakatan hingga kesepakatan itu selesai. 
1. PUAB melalui kliring 
Berikut syarat-syarat dalam melakukan tranksaksi melalui kliring 
a. Bank yang meminjam berkewajiban untuk mnyerahkan nota kredit 
kepada peserta yang dipinjam. 
b. Bank yang menerima pinjaman menerbitkan surat sanggup yang 
ditujukan kepada bank pemberi pinjaman sesuai kesepakatan oleh 
pihak yang bersangkutan. 
c. Bank yang meminjam berkewajiban untuk  mencantumkan jumlah 
transaksi pada bil saldo kliring sebagai komponen dana pasar uang 
yang diserahkan. 
2. PUAB diluar proses kliring 
Berikut syarat-syarat dalam melakukan tranksaksi diluar kliring 
a. Bank yang menerima pinjaman menerbitkan surat sanggup yang 
ditujukan kepada bank pemberi pinjaman sesuai kesepakatan oleh 
pihak yang bersangkutan. 
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b. Menyampaikan tembusan surat sanggup yang bersangkutan kepada 
Bank Indonesia. 
c. Pencairan kembali surat sanggup dilakukan dengan cara penerbitan 
nota debit oleh peserta yang memberikan pinjaman.
21
 
 
                                                          
21
Any Widyatsari. Pasar Uang Antar Bank Syariah, Jurnal, Vol. 4, No. 2(Fakultas Ekonomi 
Universitas Riau, 2014) h.15-16. 
40 
 
 
 
BAB III 
METODE PENELITIAN 
A. Jenis Penelitian 
Adapun Jenis penelitian ini adalah penelitian kuantitatif. 
B. Jenis dan Sumber Data 
Adapun data dalam penelitian ini yaitu data sekunder, dimana data 
diperoleh dari website Bank Indonesia (www.bi.go.id) berupa data bulanan 
dari tahun 2012 s/d 2016. 
C. Waktu dan Lokasi Penelitian 
Waktu yang digunakan dalam pelaksanaan penelitian ini adalah sekitar 
3 bulan, terhitung dari Desember 2016 sampai dengan Februari 2017, dan 
lokasi penelitian bertempat pada Bank Indonesia. 
D. Variabel Penelitian 
Adapun variabel yang digunakan dalam penelitian ini adalah sebagai 
berikut: 
1. Vektor dari variabel endogen pertama (   ) 
2. Vektor dari variabel endogen kedua (   ) 
3. Vektor dari variabel eksogen (  ) 
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E. Definisi Operasional Variabel 
Adapun definisi operasional variabel dalam penelitian ini adalah 
sebagai berikut: 
1.  (   ) merupakan variabel terikat berupa faktor yang dipengaruhi dari 
dalam yakni suku bunga PUAB. 
2.  (   ) merupakan variabel terikat berupa faktor yang dipengaruhi dari 
dalam yakni BI rate. 
3.  (  ) merupakan variabel bebas berupa faktor yang mempengaruhi dari 
luar yakni SIBOR. 
F. Prosedur Penelitian 
Untuk menjawab permasalahan yang ada, digunakan prosedur 
penelitian dengan langkah-langkah sebagai berikut: 
1. Plot data untuk mengecek kestasioneran data dalam rata-rata, jika belum 
maka dilakukan differencing 
2. Melakukan uji Kausalitas Granger untuk mengetahui hubungan antara 
variabel satu dengan variabel yang lainnya. 
3. Penentuan Lag Optimum untuk membatasi lag optimal pada model. 
4. Penentuan orde menggunakan Akaike’s Information Criterion (AIC) untuk 
menghasilkan model terbaik. 
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dimana: 
SSE = Sum Square Error 
n = banyaknya pengamatan 
f = banyaknya parameter dalam model 
π = 3.14 
5. Melakukan uji normal multivariat pada residual data untuk mengetahui 
data berdistribusi normal atau tidak, jika data tidak berdistribusi normal 
maka dilakukan transformasi. 
Berikut hipotesis yang digunakan: 
                                              
                                        
Pengambilan keputusan : Jika             maka     diterima, dan 
disimpulkan bahwa data tidak berdistribusi normal. 
6. Melakukan uji white noise pada model yang terpilih dengan hipotesis 
sebagai berikut: 
                                         
                                   
Pengambilan keputusan : jika            maka     diterima, dan 
disimpulkan bahwa model tidak memenuhi asumsi white noise. 
7. Melakukan peramalan (forecasting). 
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BAB IV 
HASIL DAN PEMBAHASAN 
A. HASIL PENELITIAN 
1. Deskriptif Data Penelitian 
Data penelitian diperoleh dari website Bank Indonesia 
www.bi.go.id  dan merupakan data bulanan mulai dari Januari 2012 s/d 
Desember 2016. Dalam penelitian ini ada 3 variabel yang digunakan, yang 
mewakili setiap data yang berbeda-beda. 
a. Suku Bunga PUAB 
     Tabel 4.1 Data Suku Bunga PUAB tahun 2012 s/d 2016 
No. Bulan 
Tahun 
2012 2013 2014 2015 2016 
1 Januari 0.0449 0.0622 0.0593 0.0766 0.0604 
2 Februari 0.0426 0.0622 0.0576 0.0571 0.0605 
3 Maret 0.0427 0.0627 0.0652 0.0523 0.0434 
4 April 0.043 0.0624 0.0586 0.0508 0.0429 
5 Mei 0.0429 0.0622 0.0568 0.0514 0.0454 
6 Juni 0.0429 0.0619 0.0575 0.051 0.0447 
7 Juli 0.0459 0.0669 0.0568 0.0535 0.045 
8 Agustus 0.0519 0.0598 0.0589 0.0485 0.0525 
9 September 0.057 0.0591 0.0796 0.0519 0.0455 
10 Oktober 0.0583 0.0586 0.0618 0.0546 0.042 
11 Nopember 0.0617 0.0585 0.0605 0.0443 0.0395 
12 Desember 0.0655 0.0632 0.0766 0.0427 0.0402 
 
Berdasarkan Tabel 4.1 data suku bunga PUAB berjumlah 60 data, 
dan nilai tertinggi terdapat pada Tahun 2014 yakni 0.0796 dan terendah 
pada ahun 2016 yakni 0.0402, mean dari data tersebut bernilai 0.05475 
44 
 
 
 
b. BI Rate 
            Tabel 4.2 Data BI Rate tahun 2012 s/d 2016 
No. Bulan 
Tahun 
2012 2013 2014 2015 2016 
1 Januari 0.06 0.0575 0.075 0.0775 0.0775 
2 Februari 0.0575 0.0575 0.075 0.075 0.07 
3 Maret 0.0575 0.0575 0.075 0.075 0.0675 
4 April 0.0575 0.0575 0.075 0.075 0.055 
5 Mei 0.0575 0.0575 0.075 0.075 0.055 
6 Juni 0.0575 0.06 0.075 0.075 0.0525 
7 Juli 0.0575 0.065 0.075 0.075 0.0525 
8 Agustus 0.0575 0.07 0.075 0.075 0.0525 
9 September 0.0575 0.0725 0.075 0.075 0.05 
10 Oktober 0.0575 0.0725 0.075 0.075 0.0475 
11 Nopember 0.0575 0.075 0.0775 0.075 0.0475 
12 Desember 0.0575 0.075 0.0775 0.07 0.0475 
        
Berdasarkan Tabel 4.2 data BI Rate berjumlah 60 data, dan nilai 
tertinggi terdapat pada Tahun 2014, 2015, dan 2016 yakni 0.0775 dan 
terendah pada Tahun 2016 yakni 0.05, mean dari data tersebut bernilai 
0.065792 
c. SIBOR (Singapore Interbank Offered Rate) 
   Tabel 4.3 Data SIBOR tahun 2012 s/d 2016 
No. Bulan 
Tahun 
2012 2013 2014 2015 2016 
1 Januari 0.0079 0.0058 0.0058 0.0058 0.0058 
2 Februari 0.0075 0.0058 0.0058 0.0058 0.0058 
3 Maret 0.0073 0.0058 0.0058 0.0058 0.0058 
4 April 0.0071 0.0058 0.0058 0.0058 0.0058 
5 Mei 0.0069 0.0058 0.0058 0.0058 0.0058 
6 Juni 0.007 0.0058 0.0058 0.0058 0.0058 
7 Juli 0.0067 0.0058 0.0058 0.0058 0.0058 
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8 Agustus 0.0067 0.0058 0.0058 0.0058 0.0058 
9 September 0.0063 0.0058 0.0058 0.0058 0.0058 
10 Oktober 0.0061 0.0058 0.0058 0.0058 0.0058 
11 Nopember 0.0058 0.0058 0.0058 0.0058 0.0058 
12 Desember 0.0058 0.0058 0.0058 0.0058 0.0058 
 
Berdasarkan Tabel 4.3 data SIBOR berjumlah 60 data, dan nilai 
tertinggi terdapat pada Tahun 2012 yakni 0.0079 dan terendah  mulai 
pada bulan Nopember 2012 sampai Tahun 2016 yakni 0.0058, mean 
dari data tersebut bernilai 0.005991667 
2. Plot Data Penelitian 
1. Suku Bunga PUAB sebelum di differencing 
Berdasarkan data suku bunga PUAB pada Tabel 4.1 diperoleh 
     
                  Gambar 4.1 Plot data suku bunga PUAB sebelum di differencing. 
Berdasarkan Gambar 4.1 plot data suku bunga PUAB memiliki 
rentang nilai antara 0.04 sampai 0.08 dan jumlah data sebanyak 0 sampai 
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60 memiliki perubahan struktur probabilitas yang sangat tajam, sehingga 
data diperkirakan belum stasioner, dan fluktuasi yang sangat tinggi 
diakibatkan karena suku bunga acuan pada bank-bank tertentu, nilainya 
kian menguat. 
2. Suku Bunga PUAB setelah di differencing 
Berdasarkan data suku bunga PUAB pada Tabel 4.1 diperoleh 
 
 Gambar 4.2 Plot data suku bunga PUAB setelah di differencing 
Berdasarkan Gambar 4.2 plot data suku bunga PUAB setelah di 
differencing  memiliki rentang nilai antara -0.02 sampai 0.02 dan jumlah 
data sebanyak 0 sampai 60 memiliki perubahan struktur probabilitas yang 
tidak terlalu tajam, sehingga data diperkirakan sudah stasioner.  
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3. BI Rate sebelum di differencing 
Berdasarkan data suku bunga BI Rate pada Tabel 4.2 diperoleh 
 
  Gambar 4.3 Plot data BI Rate sebelum di differencing. 
Berdasarkan Gambar 4.3 plot data BI Rate memiliki rentang nilai 
antara 0.050 sampai 0.070 dan jumlah data sebanyak 0 sampai 60 memiliki 
perubahan struktur probabilitas yang sangat tajam, sehingga data 
diperkirakan belum stasioner, dan fluktuasi yang terlalu tinggi diakibatkan 
oleh instrument-instrument yang digunakan dalam tranksaksi mengalami 
perubahan yang tidak signifikan dan akhirnya berdampak pada BI rate. 
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4. BI Rate setelah di differencing 
Berdasarkan data suku bunga BI Rate pada Tabel 4.2 diperoleh 
 
   Gambar 4.4 Plot data BI Rate setelah di differencing 
Berdasarkan Gambar 4.4 plot data BI Rate memiliki rentang nilai 
antara -0.010 sampai 0.005 dan jumlah data sebanyak 0 sampai 60 
memiliki perubahan struktur probabilitas yang sangat tajam, sehingga data 
diperkirakan masih belum stasioner.  
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5. BI Rate setelah di differencing kedua 
Berdasarkan data suku bunga BI Rate pada Tabel 4.2 diperoleh 
 
  Gambar 4.5 Plot data BI Rate setelah di differencing kedua 
Berdasarkan Gambar 4.5 plot data BI Rate memiliki rentang nilai 
antara -0.015 sampai 0.005 dan jumlah data sebanyak 0 sampai 60 
memiliki perubahan struktur probabilitas yang tidak terlalu tajam, sehingga 
data diperkirakan sudah stasioner. 
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6. SIBOR 
Berdasarkan data SIBOR pada Tabel 4.3 diperoleh 
 
   Gambar 4.6 Plot data SIBOR  
Berdasarkan Gambar 4.6 plot data SIBOR memiliki rentang nilai antara 
0.0060 sampai 0.0075 dan jumlah data sebanyak 0 sampai 60 memiliki 
perubahan struktur probabilitas yang tidak terlalu tajam, sehingga data 
diperkirakan sudah stasioner. 
3. Uji Kausalitas Granger 
Berdasarkan hasil analisis pada Lampiran 4 diperoleh hasil : 
1. Suku Bunga PUAB 
Diperoleh nilai probabilitas sebesar 0.7249 >   sebesar 0.05 dimana  
   dinyatakan diterima, sehingga dapat disimpulkan bahwa variabel Suku 
Bunga PUAB (diff_PUAB), bukan penyebab granger BIrate dan Sibor. 
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2.  BI rate  
Diperoleh nilai probabilitas sebesar 0.3983 >   sebesar 0.05 dimana  
   dinyatakan diterima, sehingga dapat disimpulkan bahwa variabel BI 
rate (diff2_Birate), bukan penyebab granger Suku Bunga PUAB dan 
Sibor. 
3. SIBOR 
Diperoleh nilai probabilitas sebesar 0.7912 >   sebesar 0.05 dimana  
   dinyatakan diterima, sehingga dapat disimpulkan bahwa variabel 
SIBOR (SIBOR), bukan penyebab granger Suku Bunga PUAB dan BIrate. 
Hipotesis: 
                              
                        
Pengambilan keputusan : Jika             maka     diterima, dan 
disimpulkan bahwa X bukan penyebab granger Y. 
4. Lag Optimum 
Penentuan panjang Lag yang optimal sangat penting karena Lag yang 
terlalu panjang akan mengurangi banyaknya angka derajat bebas pada 
pengamatan, sedangkan jika terlalu pendek akan mengarah pada kesalahan 
spesifikasi. Berikut disajikan Lag optimum beserta dengan nilai AIC : 
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      Tabel 4.4 Daftar perkiraan Lag optimum beserta nilai AIC 
Lag 
Nilai 
AIC 
0 -20.9704 
1 -21.7149 
2 -21.9506 
3 -21.9535 
4 -21.9267 
5 -21.8189 
6 -21.7469 
7 -21.7555 
8 -21.6268 
9 -21.6253 
10 -21.5978 
 
Berdasarkan Tabel 4.4 nilai Akaike Information Criterion (AIC) terkecil 
terdapat pada Lag ke-3, sebesar -21.9535 sehingga model dibatasi dengan 
panjang Lag optimum, yakni 3. 
5. Perkiraan Model Terbaik 
Berdasarkan hasil analisis pada Lampiran 6 untuk memperkirakan 
model terbaik adalah 
1. VARX(1,1) 
Pada model VARX(1,1) dimana orde variabel endogen = 1 dan orde 
variabel eksogen = 1, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.78557 
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2. VARX(1,2) 
Pada model VARX(1,2) dimana orde variabel endogen = 1 dan orde 
variabel eksogen = 2, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.69658 
3. VARX(1,3) 
Pada model VARX(1,3) dimana orde variabel endogen = 1 dan orde 
variabel eksogen = 3, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.60804 
4. VARX(2,1) 
Pada model VARX(2,1) dimana orde variabel endogen = 2 dan orde 
variabel eksogen = 1, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.97008 
5. VARX(2,2) 
Pada model VARX(2,2) dimana orde variabel endogen = 2 dan orde 
variabel eksogen = 2, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.93811 
6. VARX(2,3) 
Pada model VARX(2,3) dimana orde variabel endogen = 2 dan orde 
variabel eksogen = 3, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.85043 
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7. VARX(3,1) 
Pada model VARX(3,1) dimana orde variabel endogen = 3 dan orde 
variabel eksogen = 1, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.93282 
8. VARX(3,2) 
Pada model VARX(3,2) dimana orde variabel endogen = 3 dan orde 
variabel eksogen = 2, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.91293 
9. VARX(3,3) 
Pada model VARX(3,3) dimana orde variabel endogen = 3 dan orde 
variabel eksogen = 3, memiliki nilai Akaike Information Criterion (AIC) 
sebesar -21.85344 
6. Penerapan Model 
      Tabel 4.5 Daftar model beserta nilai AIC 
MODEL  NILAI AIC 
VARX(1,1) -21.78557 
VARX(1,2) -21.69658 
VARX(1,3) -21.60804 
VARX(2,1) -21.97008 
VARX(2,2) -21.93811 
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VARX(2,3) -21.85043 
VARX(3,1) -21.93282 
VARX(3,2) -21.91293 
VARX(3,3) -21.85344 
 
Berdasarkan nilai AIC yang diperoleh masing-masing model pada Tabel 
4.5 maka nilai AIC terkecil terdapat pada model VARX(2,1) sebesar  
-21.97008 model inilah yang terpilih untuk diestimasi. 
Berdasarkan hasil analisis pada Lampiran 6 diperoleh estimasi 
persamaan untuk model VARX(2,1) adalah 
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7. Uji Normal Multivariat Residual 
Setelah diperoleh model VARX dan dilihat pengaruh antar ke 3 variabel, 
selanjutnya pengujian pada residual endogen yakni suku bunga PUAB dan BI 
rate. 
Berdasarkan hasil analisis sebelumnya data residual variabel suku bunga 
PUAB dan BI rate tidak berdistribusi normal multivariat, sehingga perlu di 
transformasi. 
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Gambar 4.7 Plot normal residual PUAB       Gambar 4.8 Plot normal residual BI rate 
Setelah di transformasi selanjutnya dibuktikan dengan plot pada Gambar 
4.7 dan Gambar 4.8. Gambar 4.7 menunjukkan bahwa residual data PUAB 
berpola linear atau berada disekitar garis lurus, begitu juga pada Gambar 4.8 
yang menunjukkan bahwa data residual BI Rate berpola linear atau berada 
disekitar garis lurus. 
8. Uji Asumsi White Noise 
Berdasarkan hasil analisis pada Lampiran 5 variabel endogen suku 
bunga PUAB dan BI rate pada model VARX(2,1) memenuhi asumsi white 
noise, dengan nilai         masing-masing sebesar 0.44 dan 0.24 >   
sebesar 0.05 
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9. Peramalan 
Berdasarkan hasil analisis pada Lampiran 7, peramalan nilai suku bunga 
PUAB mulai bulan Januari 2017 s/d Desember 2018 adalah 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
No. Waktu 
Hasil 
Ramalan 
1 Jan-17 0.01669 
2 Feb-17 0.02947 
3 Mar-17 0.03509 
4 Apr-17 0.03933 
5 May-17 0.04276 
6 Jun-17 0.04155 
7 Jul-17 0.04605 
8 Aug-17 0.04564 
9 Sep-17 0.05092 
10 Oct-17 0.05266 
11 Nov-17 0.05583 
12 Dec-17 0.0547 
13 Jan-18 0.05412 
14 Feb-18 0.05377 
15 Mar-18 0.05354 
16 Apr-18 0.0534 
17 May-18 0.05331 
18 Jun-18 0.05326 
19 Jul-18 0.05323 
20 Aug-18 0.05322 
21 Sep-18 0.05322 
22 Oct-18 0.05323 
23 Nov-18 0.05324 
24 Dec-18 0.05325 
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B. PEMBAHASAN 
Berdasarkan analisis data yang dilakukan, pada Lampiran 3 di lakukan uji 
kestasioneritas data atau uji Augmented Dicky Fuller (ADF) dengan Hipotesis 
sebagai berikut : 
                        
                        
Pengambilan keputusan : jika            maka    diterima, dan data 
dinyatakan tidak stasioner. 
Pada Gambar 4.2, Gambar 4.5, dan Gambar 4.6 terlihat plot data sudah 
stasioner. Selanjutnya untuk memperkuat dugaan, dilakukan uji ADF  pada 
masing-masing variabel, nilai p-value pada variabel suku bunga PUAB yang 
telah di differencing sebesar 0.01, variabel BI rate yang telah di differencing 
sebesar 0.01, dan variabel SIBOR sebesar 0.024. Nilai uji ADF pada masing-
masing variabel bernilai <    sebesar 0.05 dimana    dinyatakan ditolak 
sehingga dapat disimpulkan bahwa data sudah stasioner. 
Kemudian dari  persamaan yang telah diperoleh dapat diketahui bahwa variabel 
eksogen SIBOR pada Lag-1 atau periode 1 bulan sebelumnya dapat 
mempengaruhi nilai suku bunga PUAB serta BI rate masing-masing sebesar 
14.560 dan 1.681 sedangkan pada Lag-2 atau periode 2 bulan sebelumnya dapat 
mempengaruhi masing-masing sebesar -14.560 dan -1.681. Setiap satuan 
variabel nilai suku bunga PUAB juga dipengaruhi oleh nilai suku bunga PUAB 
itu sendiri pada 1 bulan sebelumnya dan 2 bulan sebelumnya masing-masing 
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sebesar -0.769 dan 0.769 serta dipengaruhi oleh variabel endogen lainnya yakni 
BI rate pada periode 1 bulan sebelumnya dan 2 bulan sebelumnya masing-
masing sebesar 0.583 dan -0.583. 
Sedangkan untuk setiap satuan variabel nilai BI rate juga dipengaruhi oleh 
nilai BI rate itu sendiri pada 1 bulan sebelumnya dan 2 bulan sebelumnya 
masing-masing sebesar -0.601 dan 0.601 serta dipengaruhi oleh variabel endogen 
lainnya yakni suku bunga PUAB pada periode 1 bulan sebelumnya dan 2 bulan 
sebelumnya masing-masing sebesar -0.182 dan 0.182. 
Berdasarkan pada Lampiran 5 untuk uji normal multivariat residual 
diperoleh nilai p-value masing-masing sebesar 0.1998133 dan 0.1710708 ini 
menunjukkan bahwa p-value dari keduanya >   sebesar 0.05, dengan demikian 
   dinyatakan ditolak yang berarti data residual berdistribusi normal multivariat. 
Hipotesis : 
                                              
                                        
Pengambilan keputusan : jika           maka    diterima, dan 
disimpulkan bahwa data tidak berdistribusi normal multivariat. 
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BAB V 
PENUTUP 
A. Kesimpulan 
Dari hasil analisis diperoleh kesimpulan bahwa, data suku bunga PUAB, 
BI Rate, dan SIBOR diasumsikan kedalam model yang terpilih. Berdasarkan 
nilai AIC terkecil diperoleh model VARX(2,1). Pengujian normal multivariat 
pada error residual menyatakan data berdistribusi normal multivariat. Hasil 
peramalan nilai suku bunga Pasar Uang Antar Bank (PUAB) diperoleh 
sebagai berikut: 
No. Waktu 
Hasil 
Ramalan 
1 Jan-17 0.01669 
2 Feb-17 0.02947 
3 Mar-17 0.03509 
4 Apr-17 0.03933 
5 May-17 0.04276 
6 Jun-17 0.04155 
7 Jul-17 0.04605 
8 Aug-17 0.04564 
9 Sep-17 0.05092 
10 Oct-17 0.05266 
11 Nov-17 0.05583 
12 Dec-17 0.0547 
13 Jan-18 0.05412 
14 Feb-18 0.05377 
15 Mar-18 0.05354 
16 Apr-18 0.0534 
17 May-18 0.05331 
18 Jun-18 0.05326 
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B. Saran 
Skripsi ini membahas tentang penerapan metode Vector Autoregressive 
Exogenous (VARX) saja, bagi para peneliti selanjutnya yang ingin 
mengembangkan topik ini dapat dikembangkan dengan metode yang lebih 
kompleks misalnya dengan menggunakan metode Vector Autoregressive 
Moving Average Exogenous (VARMAX). 
 
 
 
 
 
 
 
 
 
 
 
19 Jul-18 0.05323 
20 Aug-18 0.05322 
21 Sep-18 0.05322 
22 Oct-18 0.05323 
23 Nov-18 0.05324 
24 Dec-18 0.05325 
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LAMPIRAN 1 
DATA SEBELUM DIFFERENCING 
Waktu 
Suku Bunga 
PUAB BI rate SIBOR 
Jan-12 0.0449 0.06 0.0079 
Feb-12 0.0426 0.0575 0.0075 
Mar-12 0.0427 0.0575 0.0073 
Apr-12 0.0430 0.0575 0.0071 
May-12 0.0429 0.0575 0.0069 
Jun-12 0.0429 0.0575 0.007 
Jul-12 0.0459 0.0575 0.0067 
Aug-12 0.0519 0.0575 0.0067 
Sep-12 0.0570 0.0575 0.0063 
Oct-12 0.0583 0.0575 0.0061 
Nov-12 0.0617 0.0575 0.0058 
Dec-12 0.0655 0.0575 0.0058 
Jan-13 0.0622 0.0575 0.0058 
Feb-13 0.0622 0.0575 0.0058 
Mar-13 0.0627 0.0575 0.0058 
Apr-13 0.0624 0.0575 0.0058 
May-13 0.0622 0.0575 0.0058 
Jun-13 0.0619 0.06 0.0058 
Jul-13 0.0669 0.065 0.0058 
Aug-13 0.0598 0.07 0.0058 
Sep-13 0.0591 0.0725 0.0058 
Oct-13 0.0586 0.0725 0.0058 
Nov-13 0.0585 0.075 0.0058 
Dec-13 0.0632 0.075 0.0058 
Jan-14 0.0593 0.075 0.0058 
Feb-14 0.0576 0.075 0.0058 
Mar-14 0.0652 0.075 0.0058 
Apr-14 0.0586 0.075 0.0058 
May-14 0.0568 0.075 0.0058 
Jun-14 0.0575 0.075 0.0058 
Jul-14 0.0568 0.075 0.0058 
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Aug-14 0.0589 0.075 0.0058 
Sep-14 0.0796 0.075 0.0058 
Oct-14 0.0618 0.075 0.0058 
Nov-14 0.0605 0.0775 0.0058 
Dec-14 0.0766 0.0775 0.0058 
Jan-15 0.0766 0.0775 0.0058 
Feb-15 0.0571 0.075 0.0058 
Mar-15 0.0523 0.075 0.0058 
Apr-15 0.0508 0.075 0.0058 
May-15 0.0514 0.075 0.0058 
Jun-15 0.051 0.075 0.0058 
Jul-15 0.0535 0.075 0.0058 
Aug-15 0.0485 0.075 0.0058 
Sep-15 0.0519 0.075 0.0058 
Oct-15 0.0546 0.075 0.0058 
Nov-15 0.0443 0.075 0.0058 
Dec-15 0.0427 0.07 0.0058 
Jan-16 0.0604 0.0775 0.0058 
Feb-16 0.0605 0.07 0.0058 
Mar-16 0.0434 0.0675 0.0058 
Apr-16 0.0429 0.055 0.0058 
May-16 0.0454 0.055 0.0058 
Jun-16 0.0447 0.0525 0.0058 
Jul-16 0.045 0.0525 0.0058 
Aug-16 0.0525 0.0525 0.0058 
Sep-16 0.0455 0.05 0.0058 
Oct-16 0.042 0.0475 0.0058 
Nov-16 0.0395 0.0475 0.0058 
Dec-16 0.0402 0.0475 0.0058 
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LAMPIRAN 2 
DATA SETELAH DIFFERENCING 
Waktu diff_PUAB diff2_Birate 
Jan-12 0 0 
Feb-12 -0.0023 0 
Mar-12 0.0001 0.0025 
Apr-12 0.0003 0 
May-12 -0.0001 0 
Jun-12 0 0 
Jul-12 0.003 0 
Aug-12 0.006 0 
Sep-12 0.0038 0 
Oct-12 0.0026 0 
Nov-12 0.0034 0 
Dec-12 0.0038 0 
Jan-13 -0.0033 0 
Feb-13 0 0 
Mar-13 0.0005 0 
Apr-13 -0.0003 0 
May-13 -0.0002 0 
Jun-13 -0.0003 0.0025 
Jul-13 0.005 0.0025 
Aug-13 -0.0071 0 
Sep-13 -0.0007 -0.0025 
Oct-13 -0.0005 -0.0025 
Nov-13 -0.0001 0.0025 
Dec-13 0.0047 -0.0025 
Jan-14 -0.0039 0 
Feb-14 -0.0017 0 
Mar-14 0.0076 0 
Apr-14 -0.0066 0 
May-14 -0.0018 0 
Jun-14 0.0007 0 
Jul-14 -0.0007 0 
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Aug-14 0.0021 0 
Sep-14 0.0207 0 
Oct-14 -0.0178 0 
Nov-14 -0.0013 0.0025 
Dec-14 0.0161 -0.0025 
Jan-15 0 0 
Feb-15 -0.0195 -0.0025 
Mar-15 -0.0048 0.0025 
Apr-15 -0.0015 0 
May-15 0.0006 0 
Jun-15 -0.0004 0 
Jul-15 0.0025 0 
Aug-15 -0.005 0 
Sep-15 0.0034 0 
Oct-15 0.0027 0 
Nov-15 -0.0103 0 
Dec-15 -0.0016 -0.005 
Jan-16 0.0177 0.0125 
Feb-16 1E-04 -0.015 
Mar-16 -0.0171 0.005 
Apr-16 -0.0005 -0.01 
May-16 0.0025 0.0125 
Jun-16 -0.0007 -0.0025 
Jul-16 0.0003 0.0025 
Aug-16 0.0075 0 
Sep-16 -0.007 -0.0025 
Oct-16 -0.0035 -6.9389E-18 
Nov-16 -0.0025 0.0025 
Dec-16 0.0007 0 
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LAMPIRAN 3 
UJI KESTASIONERAN DATA 
(AUGMENTED DICKY FULLER TEST) 
1. VARIABEL SUKU BUNGA PUAB 
 
2. VARIABEL BI RATE 
 
3. VARIABEL SIBOR  
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                                LAMPIRAN 4 
                    UJI KAUSALITAS GRANGER 
A. VARIABEL SUKU BUNGA PUAB 
 
B. VARIABEL BI RATE 
 
C. VARIABEL SIBOR 
 
 
 
 
 
 
 
 
 
73 
 
 
 
LAMPIRAN 5 
UJI NORMAL MULTIVARIAT RESIDUAL & WHITE NOISE 
1. NORMAL PUAB 
     
2. NORMAL BI RATE 
 
3. UJI WHITE NOISE PUAB 
 
4. UJI WHITE NOISE BI RATE 
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LAMPIRAN 6 
PENENTUAN LAG DAN MODEL TERBAIK 
A. LAG OPTIMUM 
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B. MODEL TERBAIK 
1. VARX(1,1) 
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2. VARX(1,2) 
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3. VARX(1,3) 
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4.  VARX(2,1) 
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5. VARX(2,2) 
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6. VARX(2,3) 
 
 
 
 
81 
 
 
 
7. VARX(3,1) 
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8. VARX(3,2) 
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9. VARX(3,3) 
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C. NILAI ESTIMASI PARAMETER 
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LAMPIRAN 7 
PERAMALAN 
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LAMPIRAN 8 
LIST PROGRAM 
Mydata<-read.csv(file.choose()) 
View(Mydata) 
library(tseries) 
plot.ts(Mydata$Suku.Bunga.PUAB) 
plot.ts(Mydata$BI.rate) 
plot.ts(Mydata$SIBOR) 
diff_PUAB=diff(Mydata$Suku.Bunga.PUAB) 
plot.ts(diff_PUAB) 
diff_BIRate=diff(Mydata$BI.rate) 
plot.ts(diff_BIRate) 
diff2_BIRate=diff(diff_BIRate) 
plot.ts(diff2_BIRate) 
library(IMTest) 
adf.test(diff_PUAB) 
adf.test(diff2_BIRate) 
adf.test(Mydata$SIBOR) 
 
library(vars) 
Data_diff<-read.csv(file.choose()) 
View(Data_diff) 
Puab<-VAR(Data_diff, p=1, type="const") 
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causality(Puab, cause="diff_PUAB")$Granger 
Birate<-VAR(Data_diff, p=1, type="const") 
causality(Birate, cause="diff2_Birate")$Granger 
Sibor<-VAR(Data_diff, p=1, type="const") 
causality(Sibor, cause="SIBOR")$Granger 
 
library(MTS) 
Zt=Data_diff[,1:2] 
Xt=Data_diff[,3] 
VARorder(Zt,maxp=10) 
model1=VARX(Zt,1,Xt,1) 
model2=VARX(Zt,1,Xt,2) 
model3=VARX(Zt,1,Xt,3) 
model4=VARX(Zt,2,Xt,1) 
model5=VARX(Zt,2,Xt,2) 
model6=VARX(Zt,2,Xt,3) 
model7=VARX(Zt,3,Xt,1) 
model8=VARX(Zt,3,Xt,2) 
model9=VARX(Zt,3,Xt,3) 
residual<-(model4$residuals) 
modparameter=REGts(Zt,2,Xt,1) 
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library(car) 
library(MASS) 
Residual<-read.csv(file.choose()) 
View(Residual) 
boxcox(Residual$E.PUAB~1) 
lam1<-powerTransform(Residual$E.PUAB) 
norm_Epuab<-bcPower(Residual$E.PUAB, lam1$lambda) 
qqnorm(norm_Epuab) 
qqline(norm_Epuab, col="red") 
 
boxcox(Residual$E.Birate~1) 
lam2<-powerTransform(Residual$E.Birate) 
norm_Ebirate<-bcPower(Residual$E.Birate, lam2$lambda) 
qqnorm(norm_Ebirate) 
qqline(norm_Ebirate, col="red") 
 
library(normwhn.test) 
whitenoise.test(norm_Epuab) 
whitenoise.test(norm_Ebirate) 
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library(MVN) 
normPUAB=matrix(norm_Epuab,nrow=29,ncol=2,byrow=TRUE) 
normal1=hzTest(normPUAB,qqplot=FALSE) 
normBIrate=matrix(norm_Ebirate,nrow=29,ncol=2,byrow=TRUE) 
normal2=hzTest(normBIrate,qqplot=FALSE) 
 
Zt=Mydata[,1:2] 
Xt=Mydata[,3] 
VARorder(Zt,maxp=10) 
mod=VARX(Zt,2,Xt,1) 
P<-VARXpred(mod, newxt = Xt, hstep = 24, orig = 0) 
 
