Design of speaker identification systems for a small number of speakers (around 10) 
I Introduction
Speaker identification systems for a small number of speakers (say [5] [6] [7] [8] [9] [10] have been successfully designed over the past few years [1] . But when these systems have to be designed for a large number of speakers, the classification schemes, which work satisfactorily for a small number of speakers, often fail. Firstly, the identification error increases monotonically with the number of speakers [2, 3] . Secondly, the computational time for the identification task increases linearly as the number of speakers. We since the terms inside the square brackets are independent of x, we get (X/r (4) (l//) exp(-y2/Z)dy lq (5) From eqn(7), we can conclude that mined by the rejection rate q alone If K2>>?, (which is valid since K2 is the constant).
variance of x for all classes which is much larger compared to the vanianceO-2), we get 0x and Let Cix) denote the number of classes picked and up when the observed value of feature is x. i.e.
p(wjx)(l/J ) exp_[(L_x)/rJ2/23
C(x) is the set of all those w for which p(wlx) . (7) is deter-
(asis a orC(x) [wJp(wlx) .A
So, the fraction of classes falling in C(x)f(x) = p(w) dp. = p(w) dp.i.e. f(x) p(w)d ( -w (9) We can observe that the fraction of classes to be considered is a function of in both the above cases; i.e., it depends upon the rejection probability that could be tolerated. For a given rejection probability, depends upon the variancea and from eqn. (9), we can conclude that f(x) for a given rejection probability depends on the ratio between K2 and 62; which is heuristically quite satisfying.
In a practical system, the subclass obtained after one for identifying a subset of speakers from the 30 speakers. Pitch has been studied extensively as a feature for recognition [9,l 0 ]. The present study shows that it can be conveniently used to get a subset of speakers with a high accuracy. As given by eqn. (8) , the number of classes that have to be considered is a function of the observed pitch x; being maximum near the mean a of the pitch (over the entire population) and falling off as the observed pitch is farther from the mean. At the second stage the feature used is the long term autocorrelation coefficients over a single code word. In an earlier study [8] the suitability of this feature for small population has been demonstrated. 297 This scheme could be represented as a decision tree, but the tree structure cannot be rigid as with the conventional decision tree classifiers [5] . The classes that have to be considered after observing the pitch vary with the observed value. The structure of the tree is as depicted in fig.1 Euclidean distance classifier of [8] .
IV Eesults and Discussions
The results obtained by the above recognition scheme are given in the form of the confusion matrix in the A few comments regarding the above sequential procedure are in order. (1) In practice, any system has to be designed and tested over a finite data set, and hence N/L ratio becomes an important parameter in designing the system [11] . ( 
