The main objective of this paper is to find the minimax estimator of the scale parameter of Laplace distribution under MLINEX loss function by applying the theorem of Lehmann (1950). The estimator is then compared with classical estimator like moment estimator with respect to mean square errors (MSEs) through R-Code simulation. The result has shown that the minimax estimator under MLINEX loss function is better than moment estimator for all sample sizes. Finally, mean square errors of different estimators corresponding to sample size are presented graphically.
Introduction
Minimax estimation is a non-classical estimation approach in statistical inference, which was introduced by Abraham Wald [1] from the concept of Game theory. This estimation theory has drawn great attention from many researchers. Jasim Al-taie [2] derived the minimax estimators of the scale parameter of Gamma distribution where the shape parameter is known, under quadratic and Modified LINEX loss functions using Lehmann theorem (1950) . Rasheed and AL-Shareefi [3] studied minimax estimation of the scale parameter of Laplace distribution under squared-log error loss function. Li [4] discussed minimax estimation of the parameter of Maxwell distribution under different loss functions. In another paper the same author [5] also estimated the shape parameter of Laplace distribution using Bayesian technique under a new loss function, which is a compound function of LINEX function. Hasan and Baizid [6] studied Bayesian estimation under different loss functions using gamma prior for the case of exponential distribution and compared among them as well as with the classical estimator named maximum likelihood estimator (MLE). Mahanta and Talukdar [7] estimated the parameter of Rayleigh distribution by adopting Bayesian approach under squared error, LINEX, MLINEX loss function. The performances of the obtained estimators for different types of loss functions were then compared. Laplace distribution is a very popular continuous probability distribution. It has generally two parameters. One is location parameter  and other is scale parameter  . Practically location parameter has limited use. Here only scale parameter is considered to estimate. A continuous random variable X is said to have Laplace ) , (   distribution if its probability density function (pdf) is given by [8] (1)
Where,  is the location parameter and  is the scale parameter.
The cumulative distribution function (cdf) of Laplace distribution is given by
Laplace distribution is used in hydrology to extreme events such as annual maximum oneday rainfall and river discharges. This distribution has also been used in speech recognition to model priors on discrete Furrier transform (DFT) coefficients and in joint photographic experts group (JPEG) image compression to model AC coefficients generated by a discrete cosine transform (DCT) [9].
Prior and Posterior Density Function of Parameter 
Let us assume  has Jeffery prior information [10] [11] defined as ) (
Taking natural logarithm of (1) we obtain 
Therefore, the posterior density is recognized as the density of the Inverse Gamma (IG) distribution:
Different Estimators of Parameter 
Here, Bayes estimator of parameter λ for MLINEX loss function along with moment estimator has been determined.
Method of moment estimator (MME) of parameter λ [13]
Let, 
is the method of moment estimator (MME) of parameter λ.
Bayes estimator of parameter λ for MLINEX loss function
Let, the MLINEX loss function [14] is defined as
For MLINEX loss function the Bayes estimator of parameter λ is obtained by 
Minimax Estimator
The derivation of minimax estimator depends primarily on a theorem due to Lehmann which can be stated as follows: 
Lehmann's Theorem [15]

Definition [16]
An estimator * t is defined to be a minimax estimator if and only if:
Theorem
Let, ) ,......, , ( The risk function of the estimator BML   is: 
Again substituting (5) and (7) in (4) we obtain 
Simulation Study
In our simulation study 6000  S samples of size n= 5, 10, 20, 30, 50 and 100 have been generated from Laplace distribution to represent small, moderate and large sample with the scale parameter 
Discussion
The results of the simulation study for estimating the scale parameter λ of Laplace distribution when the location parameter θ is known, are summarized and tabulated in above Tables (1-4 
Conclusion
From the above analysis and graphical presentation, it has indicated that minimax estimator under MLINEX loss function is better than moment estimator in the study. Finally concluded that non-classical estimator (minimax estimator under MLINEX loss function) is better than classical estimator (MM estimator).
Appendix A. R-code for estimating different estimators, bias and MSE from simulated data
n<-5 theta<-1 lambda<-0.5 s<-6000 sim<-matrix(rep(0,1*s),nrow=s) for(i in 1:s) { u<-runif(n,min=0,max=1) x<-(theta-(lambda*(log(2-2*u)))) xbar<-(sum(x))/n mme<-sqrt((sum((x-xbar)^2))/(2*n)) sim[i,]<-mme } mean<-mean(sim[,1]) bias<-(mean-lambda) mse<-mean((sim[,1]-lambda)^2) n<-5 theta<-1 lambda<-0.5 c<-0.5 s<-6000 sim<-matrix(rep(0,1*s),nrow=s) for(i in 1:s) { u<-runif(n,min=0,max=1) x<-(theta-(lambda*(log(2-2*u)))) meml<-(((gamma(n))/(gamma(n+c)))^(1/c))*(sum(abs(x-theta))) sim[i,]<-meml } mean<-mean(sim[,1]) bias<-(mean-lambda) mse<-mean((sim[,1]-lambda)^2)
