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Résumé – La plupart des techniques de restauration d’images disponibles supposent que le flou est spatialement invariant. Néanmoins, différents
phénomènes physiques liés aux propriétés de l’optique font que les dégradations peuvent être différentes selon les régions de l’image. Dans ce
travail, nous considérons un modèle de PSF invariant par zone avec des transitions régulières entre les zones afin de prendre en compte la
variation du flou dans l’image. Nous développons pour ce modèle, une méthode de déconvolution adaptée, par minimisation d’un critère avec
une régularisation par variation totale. Nous nous appuyions sur une méthode rapide de minimisation par décomposition de domaine qui a été
récemment développée par Fornasier et al., 2009. Nous obtenons ainsi un algorithme où la minimisation du critère est effectuée en parallèle sur
les différentes zones de l’image, tout en prenant en compte les estimées dans les zones voisines des sous-images considérées, de sorte que la
solution finale soit le minimum du critère où le flou est variant spatialement.
Abstract – In most of the existing image restoration techniques, the blur is assumed to be spatially invariant. However, different physical
phenomena related to the optic’s properties makes that degradations may change according to the image’s areas. In this work, we consider a
piecewise-varying PSF model with smooth transitions between areas in order to take into account blur variation in the image. We develop for
this model, a convenient deconvolution method by minimizing a criterion with a total variation regularization. We rely on a fast minimization
method using a domain decomposition method that was recently developed by Fornasier et al. 2009. We thus obtain an algorithm where the
criterion minimization is performed in a parallel way on different areas of the image, taking into account the estimates of neighboring areas of
the considered sub-image, so that the final solution is space-varying deconvolved.
1 Introduction
Les images acquises par les systèmes d’imagerie optique su-
bissent des dégradations dues, d’une part aux propriétés intrin-
sèques des instruments et d’autre part aux conditions d’acqui-
sition. Les images astrophysiques, par exemple, apparaissent
floues à cause de la turbulence de l’atmosphère. En microsco-
pie confocale 3D, les images présentent essentiellement un flou
de défocalisation en profondeur et un flou radial lié à la dif-
fraction lumineuse des lentilles. Par ailleurs, un mouvement de
l’objectif ou des objets dans la scène pendant l’acquisition pro-
duisent un flou de bougé. Pour remédier aux effets de flou sur
les images, de nombreuses techniques de déconvolution ont été
développées. La plupart de ces méthodes ont été étudiées sous
l’hypothèse de l’invariance spatiale de la fonction de flou. Ce-
pendant cette hypothèse est invalide dans de nombreuses situa-
tions comme par exemple la restauration d’une image conte-
nant des objets à des distances différentes de la distance fo-
cale, contenant des objets qui bougent selon des mouvements
différents ou encore si l’on veut prendre en compte les aber-
rations sphériques des lentilles. Dans l’exemple de la micro-
scopie confocale 3D, le flou dépend de la profondeur [3, 4, 5].
Ainsi, le flou ne peut être considéré constant en tout point de
l’image. Il est alors indispensable de mettre en place une mé-
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thode de restauration dans laquelle la fonction de flou (PSF
pour "Point Spread Function" en anglais) est variable spatia-
lement. Ce problème a été étudié dans de précédents travaux
tels que [2, 5, 7, 8]. Une des difficultés est le temps de cal-
cul important si l’on considère la formulation séquentielle de
l’opération de flou. Dans cet article, nous proposons d’utiliser
un modèle de flou variable spatialement par une combinaison
linéaire variable de fonctions de flou spatialement invariantes.
En particulier, nous considérons une PSF constante par zone
avec des transitions régulières entre les zones pour éviter les ef-
fets de bords. Nous introduisons également une méthode de dé-
convolution qui est adaptée à une telle modélisation. Plus pré-
cisément, nous utilisons une méthode rapide de déconvolution
proposée dans [1] qui est fondée sur une stratégie de décompo-
sition de l’image afin de réaliser des traitements en parallèle sur
des sous-domaines et accélérer ainsi le temps de calcul. Nous
étendons cette méthode au cas d’une PSF variable spatialement
selon le modèle proposé. Nous obtenons ainsi un algorithme
capable d’inverser une PSF variable spatialement, par déconvo-
lution en parallèle sur des sous-domaines de l’image considé-
rée. Les conditions aux bords des zones sont fixées afin d’obte-
nir un algorithme convergent vers l’image cherchée. Ceci évite
les approximations parfois faites lors de la déconvolution avec
une PSF variable spatialement [2]. Ce papier est organisé comme
suit : nous présentons, tout d’abord, le modèle de PSF que nous
utilisons. Ensuite, nous décrivons la méthode de déconvolution
que nous avons appliquée à ce modèle de PSF. Enfin, nous pré-
sentons des premiers résultats de simulation de l’approche pro-
posée sur une image synthétique.
2 Modèle de PSF non-stationnaire
La définition d’un modèle de PSF précis, conduit parfois à
considérer une fonction de flou variante en tout point de l’image.
Cependant, la restauration avec un tel modèle reste un pro-
blème difficile. En effet, quand la réponse impulsionnelle du
système d’imagerie dépend des coordonnées du point de l’ob-
jet, nous ne pouvons pas exprimer le problème direct de forma-
tion de l’image comme une convolution entre l’objet et la PSF.
Pour réduire la difficulté numérique du problème et conser-
ver des algorithmes rapides, nous proposons d’approcher une
PSF variable spatialement par une PSF constante par morceau
avec des transitions régulières entre les zones. Nous décompo-
sons le support discret d’une image Ω =
{
x11, . . . , x
1
N1
} ×{
x21, . . . , x
2
N2
} ⊂ R2 en D blocs (pas forcément de même
taille) suivant une stratégie de décomposition similaire à celle
proposée dans [1]. Par souci de simplification d’écriture, nous
présentons la méthode pour une décomposition en deux zones
(D = 2). Nous considérons ainsi 2 sous-domaines Ωk, k =
1, 2 tels que les sous-domaines adjacents se recouvrent : Ω =
Ω1∪Ω2 et Ω1 ∩ Ω2 6= Ø (voir Figure 1).
FIGURE 1 – Gauche : Décomposition en deux sous-domaines
recouvrants, droite : Exemple de fonctions de poids {ψ1, ψ2} .
Ensuite, nous associons à chaque zone une PSF spatialement
invariante hk, k = 1, 2. De plus, le changement de la PSF
d’une zone à une autre ne se fait pas d’une manière brusque.
Les transitions entre les zones sont gérées par des fonctions
de pondérations qui permettent de lisser les variations de la
PSF entre les zones. Nous introduisons les fonctions ψ1, ψ2 ∈
H = {f : Ω −→ R} tels que : (1) ψ1 (x) + ψ2 (x) = 1, ∀x ∈
Ω, et (2) 0 ≤ ψk ≤ 1, pour k = 1, 2. Ces fonctions agissent
dans la zone d’intersection des sous-domaines. Leur rôle prin-
cipal est d’ajuster la contibution de chacune des fonctions de
flou hk, k = 1, 2 de façon à lisser les variations de la PSF entre
les deux zones. Ainsi, nous définissons le modèle d’observation
d’objet à travers l’équation suivante :
g (x) = ψ1 (x) . (h1 ∗ u) (x) + ψ2 (x) . (h2 ∗ u) (x) + b (x)
(1)
avec u ∈ H l’intensité de l’image originale, g ∈ H l’in-
tensité de l’image dégradée et b (.) un bruit blanc gaussien.
En développant l’équation du modèle nous pouvons montrer
que la convolution de l’image u est effectuée par une fonc-
tion de flou variable spatialement [9]. Nous introduisons ainsi
l’opérateur H˜ (.) = h∗˜. qui indique une « convolution non-
stationnaire ». Un exemple de décomposition en deux zones
ainsi qu’un exemple de fonctions de poids {ψ1, ψ2} sont pré-
sentés sur la Figure 1.
3 Méthode de déconvolution avec une
PSF non-stationnaire
Après avoir défini le modèle de formation d’image, nous
cherchons à déconvoluer l’image floue. Pour ce faire, nous consi-
dérons le problème de minimisation d’une fonction d’énergie
composée de deux termes d’énergie : le premier est un terme
quadratique qui correspond à la fidélité aux données, et le deuxième
est un terme de régularisation de type variation totale qui per-
met de lisser les zones homogènes de l’image tout en préservant
les contours. Soit la fonction d’énergie suivante :
J (u) =
∥∥∥H˜ (u)− g∥∥∥2
2
+ 2α ‖∇u‖1 (2)
où α > 0 est un paramètre de régularisation. Bien que l’opé-
rateur H˜ soit variable spatialement, il est possible de décon-
voluer avec un tel opérateur grâce à la modélisation présentée
dans le paragraphe précédent. En effet, le calcul numérique de
la convolution par l’opérateur non-stationnaire H˜ n’est pas ef-
fectué en tout point séparément mais il est est effectué en calcu-
lant la somme des produits de convolution stationnaire pondé-
rés par des fonctions de poids variables spatialement. De plus,
afin d’avoir un algorithme rapide, nous proposons de minimi-
ser la fonction J (u) avec une méthode d’optimisation qui a été
récemment développée dans [1]. Cette méthode a été étudiée
dans le cas d’un opérateur spatialement invariant. Sa conver-
gence théorique a été prouvée sous certaines conditions [1].
Elle a été appliquée avec succès aux problèmes d’interpola-
tion de signal et inpainting d’image. Nous proposons de pro-
longer cette méthode au problème de déconvolution avec une
PSF variable spatialement suivant le modèle proposé. L’idée
générale de la méthode [1] est de subdiviser le problème de mi-
nimisation global en des sous-problèmes de taille réduite afin
de les traiter d’une façon parallèle. Le domaine Ω est divisé
en N sous-domaines rectangulaires recouvrant. Nous considé-
rons, par exemple, une décomposition identique à celle présen-
tée dans le paragraphe précédent pour la définition du modèle
de PSF. Notons qu’il est possible d’utiliser une décomposition
en des zones de formes plus irrégulières tant qu’elles vérifient
une propriété de division de la variation totale explicitée dans
[1]. L’avantage du recouvrement entre les zones est d’éviter
une analyse fine dans la preuve de convergence de la méthode
au niveau de l’interface Γ1 entre Ω1 et Ω2 \ Ω1 et l’interface
Γ2 entre Ω2 et Ω1 \Ω2. Nous introduisons les sous-espaces Vk
de H tels que Vk = {u ∈ H, support (u) ⊂ Ωk} , k = 1, 2.
Ainsi, une représentation possible de la solution u ∈ H est
donnée par l’équation suivante :
u(x) =

u1 (x) si x ∈ Ω1 r Ω2
u1 (x) + u2 (x) si x ∈ Ω1 ∩ Ω2
u2 (x) si x ∈ Ω2 r Ω2
(3)
où u1 ∈ V1 et u2 ∈ V2. Grâce à cette décomposition, la mi-
nimisation de la fonction J (.) peut être effectuée sur chacun
des sous-domaines séparément. Soit par exemple la minimi-
sation de la fonctionnelle par rapport à u1 dans le domaine
Ω1 : u1 = Arg Min
u1∈V1/u1|Γ1=0
J (u1 + u2). Fornasier et al. [1]
proposent d’effectuer cette minimisation locale avec une mé-
thode de multiplicateur de Lagrange [1] qui consiste à minimi-
ser une fonction auxiliaire Js1
(
u1 + u2, u
(l)
1
)
de J (u1 + u2)
où u(l)1 ∈ V1 dans laquelle la variable u1 n’est pas affectée
par l’opérateur H˜ . Cette fonction est donnée par l’équation sui-
vante :
Js1
(
u1 + u2, u
(l)
1
)
= ‖u1 − z1‖22 + 2α ‖∇ (u1+u2) | (Ω1)‖1
(4)
avec z1 = u
(l)
1 +
(
H˜∗
(
g − H˜ (u2)− H˜
(
u
(l)
1
)))
| Ω1 où H˜∗
désigne l’adjoint de l’opérateur de convolution non-stationnaire
H˜ . Nous montrons dans [9] que cet opérateur est exprimé sous
la forme suivante : H˜∗ (v) = H∗1 (ψ1.v)+H
∗
2 (ψ2.v) , ∀v ∈ H
où H∗1 (.) and H
∗
2 (.) sont respectivement les opérateurs ad-
joints de H1 (.) = h1 ∗ . et H2 (.) = h2 ∗ . . De la sorte,
le minimiseur de la fonction Js1
(
u1 + u2, u
(l)
1
)
sur u1 ∈ V1
tel que u1 | Γ1 = 0 est accessible grâce un algorithme dé-
crit dans [1], fondé sur un théorème de seuillage oblique [1, 9].
Nous appliquons ce principe à la restauration avec l’opérateur
H˜ . Les propriétés de convergence de la méthode de minimisa-
tion proposée dans [1] sont conservées pour l’opérateur non-
stationnaire. L’étude théorique de convergence est développée
dans [9]. Nous nous limitons ici à donner une description al-
gorithmique de la solution proposée. L’algorithme de minimi-
sation consiste à itérer parallèlement sur plusieurs processeurs
les minimisations locales afin d’obtenir des solutions partielles
définies sur chacun des sous-domaines considérés. Ces solu-
tions sont ensuite combinées ensemble via l’équation (3) afin
d’obtenir un minimiseur global de la fonction (2). Ainsi, après
avoir initialisé u˜(0)1 et u˜
(0)
2 tels que u
(0) = u˜(0)1 + u˜
(0)
2 (par
exemple, u˜(0)1 = 0, u˜
(0)
2 = 0), l’algorithme de minimisation
global [1] consiste à itérer les quatre étapes suivantes pour une
décomposition en deux sous-domaines :
] Etape 1 :
– u(n+1,0)1 = u˜
(n)
1
– Pour l = 0, . . . , L− 1 :
u
(n+1, l+1)
1 = Arg Min
u1∈V1/u1|Γ1=0
Js1
(
u1 + u˜
(n)
2 , u
(n+1,l)
1
)
] Etape 2 :
– u(n+1,0)2 = u˜
(n)
2
– Pour m = 0, . . . , M − 1 :
u
(n+1,m+1)
2 = Arg Min
u2∈V2/u2|Γ2=0
Js2
(
u˜
(n)
1 + u2, u
(n+1,m)
2
)
] Etape3 : u(n+1) =
u
(n+1,L)
1 + u
(n+1,M)
2 + u
(n)
2
] Etape 4 :
– u˜(n+1)1 = ψ1 .u
(n+1)
1
– u˜(n+1)2 = ψ2 .u
(n+1)
2
L’avantage de la procédure de minimisation présentée est qu’elle
permet d’éviter la formulation séquentielle et itérative des mé-
thodes de minimisation usuelles qui rend le temps de calcul as-
sez lent. En effet, les étapes 1 et 2 sont effectuées en parallèle
sur deux processeurs. Nous montrons dans le paragraphe sui-
vant que les expériences numériques montrent de bonnes pro-
priétés de convergence en pratique.
4 Tests et résultats
Nous avons effectué un premier test sur une image de syn-
thèse de taille 128 × 128 pixels, présentée sur la Figure 2(a).
Nous lui avons appliqué un flou variant suivant une seule di-
mension selon le modèle présenté dans le paragraphe 2. Nous
avons ainsi considéré des fonctions de poids qui varient suivant
la deuxième dimension de l’image (cf. Figure 1(b)). Si l’on
considère un flou variable dans les deux directions de l’image
(comme par exemple le flou associé aux images astrophysiques),
les fonctions de pondération du modèle proposé varient dans
les deux dimensions (x, y) afin de gérer le flou sur les bords.
Nous pouvons, par exemple, choisir des fonctions de pondéra-
tions variables en x telles que celles exposées sur la Figure 1(b)
quand il s’agit d’une transition horizontale entre les domaines
adjacents et variables en y quand il s’agit d’une transition ver-
ticale entre les domaines. La somme des valeurs des fonctions
de pondération doit valoir 1 en tout point de l’image. Dans ce
test, nous avons considéré une décomposition en 4 zones dont
les interfaces sont présentées sur la Figure 2(e). Les fonctions
de PSF considérées sont des gaussiennes de moyenne nulle et
d’écarts types respectives σ1 = 1, σ2 = 1, 75, σ3 = 2, 5
et σ4 = 3, 25. L’image restaurée est présentée sur la Figure
2(c), le paramètre de régularisation étant fixé à α = 2.10−5.
Le réglage de ce paramètre a été effectué d’une façon empi-
rique i.e. nous avons choisi la valeur de paramètre qui contribue
au meilleur résultat. L’algorithme converge après 20 itérations
qui ont duré environ 10 s pour une décomposition en 4 sous-
domaines et 6 s pour une décomposition en 8 sous-domaines.
Nous avons effectué les tests sur une machine multi-core conte-
nant 8 processeurs de fréquence 1, 86GHz. La méthode a été
programmée avec Matlab. La courbe d’évolution de la fonction
d’énergie au cours des itérations (cf. Figure 3(a)) présente la
convergence numérique de l’énergie. Par ailleurs, pour évaluer
la méthode, nous présentons sur la Figure 3(b) la courbe d’évo-
lution de l’erreur quadratique moyenne entre l’image estimée
et l’image orginale au cours des itérations. Afin de voir l’apport
de la méthode de restauration proposée, nous présentons dans
la Figure 2(d) le résultat de déconvolution avec une PSF inva-
riante ayant un écart type égal à la moyenne des écarts types
des quatre PSF utilisées pour la génération de l’image floue.
(a) (b) (c)
(d) (e)
FIGURE 2 – (a) Image originale de synthèse, (b) Image flou-
tée par quatre PSF gaussiennes, (c) Image restaurée, (d) Dé-
convolution avec une PSF invariante spatialement d’écart type
σ = 2, 125, (e) Interfaces de la décomposition considérée
(quatre sous-domaines).
(a) (b)
FIGURE 3 – (a) Evolution de la fonction d’énergie, (b) Evolu-
tion de l’erreur quadratique moyenne en fonction des itérations.
5 Conclusion
Nous avons présenté dans cet article une méthode rapide de
déconvolution non-stationnaire où un modèle de PSF constante
par zone a été considéré. Après avoir défini le modèle de PSF
variable spatialement, nous lui avons adapté une méthode de
déconvolution fondée sur une stratégie de minimisation par zone
d’une fonction d’énergie. Le temps de calcul est ainsi accé-
léré en effectuant des traitements en parallèle sur les différentes
zones de l’image. La simulation de la méthode sur une image
de synthèse montre son efficacité. Son application à des images
réelles, notamment des images de microscopie à fluorescence
ou des images astrophysiques est possible, en se dotant d’une
carte de PSF mesurées dans les différentes régions où le flou
peut être considéré invariant. Par ailleurs, dans de plusieurs si-
tuations, le flou lié au système d’acquisition varie d’une ma-
nière non prédictible a priori en fonction des conditions d’ac-
quisition et de la scène observée. Il est alors intéressant d’esti-
mer le flou variable spatialement et étendre la méthode propo-
sée au cas de la déconvolution aveugle. En outre, dans la mé-
thode de déconvolution proposé, nous avons utilisé un terme
de régularisation par variation totale. Il est possible d’amélio-
rer les résultats de restauration en introduisant un terme de ré-
gularisation plus approprié tel que la régularisation sur les co-
efficients d’ondelettes [6] afin d’éviter certains artefacts intro-
duits par la variation totale (l’effet de marche d’escalier). Dans
ce cas, il faudra proposer les transformations nécessaires pour
appliquer l’algorithme de minimisation par décomposition en
sous-domaines.
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