Abstract. We determine the processes obtained from a large class of reflected Brownian motions (RBMs) in the nonnegative orthant by means of time reversal. The class of RBMs we deal with includes, but is not limited to, RBMs in the so-called Harrison-Reiman class [4] having diagonal covariance matrices. For such RBMs our main result resolves the longstanding open problem of determining the time reversal of RBMs beyond the skew-symmetric case treated by R.J. Williams in [16] . In general, the time-reversed process itself is no longer a RBM, but its distribution is absolutely continuous with respect to a certain auxiliary RBM. In the course of the proof we introduce a novel discrete approximation scheme for the class of RBMs described above, and use it to determine the semigroups dual to the semigroups of such RBMs.
Introduction
Let X(·) be a reflected Brownian motion (RBM) in the nonnegative orthant R d + with data (b, A, R), for some vector b ∈ R d , a strictly positive-definite matrix A = (a i,j ) 1≤i,j≤d ∈ R d×d , and a matrix R = (r i,j ) 1≤i,j≤d ∈ R d×d . In other words, X(·) is a continuous semimartingale of the form (1.1) X(t) = X(0) + b t + W (t) + R L(t), 0 ≤ t < ∞ on the canonical probability space (C([0, ∞), R d + ), F ∞ , P) endowed with the filtration F = F t 0≤t<∞ generated by the projection mappings. Here the process W (·) is a Brownian motion with covariance matrix A , and independent of X(0); and L(·) = L 1 (·), . . . , L d (·) is the vector of local-time-like "regulating processes" accumulated by X(·) on the respective faces of the boundary ∂R It was shown in [14] that a weak solution to (1.1) exists and is unique in distribution, if and only if the reflection matrix R satisfies the so-called completely-S condition. The latter postulates that there exist a vector λ ∈ R d + such that R λ > 0 holds componentwise, and that the same be true for all principal submatrices of R. We recall from Theorem 1.3 in [14] that in this case X(·) is a strong Markov process, whose semigroup (P t ) t≥0 is Feller continuous. The completely-S condition is satisfied, in particular, by reflection matrices of the Harrison-Reiman [4] type R = I d − Q , where I d is the identity matrix and Q is a (d × d) matrix with zeros on its diagonal and spectral radius strictly less than 1; in this case the resulting RBM is given by the image of a deterministic map applied to the driving Brownian motion, and the solution of (1.1) is thus strong and pathwise unique.
1.1. Time-Reversal. In contrast to the case of a Brownian motion and, more generally, of diffusion processes, very little is known about the behavior of RBMs in the orthant under time reversal. As in the case of diffusion processes (cf. [7] , [10] ), one expects the appearance of a logarithmic gradient of the marginal density of X(·) in the drift of the time-reversed process, and part of the difficulty in the analysis is the lack of knowledge about the regularity of such densities when one approaches the boundary of the orthant (the usual regularity results for partial differential equations with oblique derivative boundary conditions do not apply, due to the non-smoothness of the domain). A notable exception is the so-called skew-symmetric case studied by Harrison & Williams [6] and Williams [15] , in which a certain compatibility relation between A and R (see (1.7) below) guarantees that the invariant distribution of the RBM is a product of exponential distributions. In this case, the time-reversal of the stationary RBM was determined in [16] and was shown to be given by yet another RBM. This is not surprising, as the two RBMs have been known to be in duality with each other (cf. [15] ). In comparison with the diffusion case, the main novelty here is the appearance of the dual reflection matrix R * = (r * i,j ) 1≤i,j≤d , obtained from R by reflecting its columns with respect to the respective inward unit normal vectors on the faces of R d + . The results of [16] and [15] have raised the questions of determining the time reversal and the dual process for RBMs beyond the skew-symmetric case. Our Theorems 1 and 4 resolve these long-standing open problems under the following assumption.
; the matrix R is invertible; R −1 b < 0 holds componentwise; and the row sums of the matrices R , R * and of all their principal submatrices are positive.
With A strictly positive-definite and R invertible, the condition R −1 b < 0 is necessary and sufficient for the existence of an invariant probability measure ν for X (see Theorem (2) in [5] ), which is then known to have an infinitely differentiable density function p : [17] for more details). The condition on the row sums of R , R * and all their principal submatrices is somewhat stronger than the completely-S condition, in that it imposes that the vector λ in the definition of the completely-S condition can be chosen as the vector (1, . . . , 1)
′ ∈ R d + , and that the corresponding restriction be true for all principal submatrices as well. Note, however, that we do not impose any relation between the matrices A and R , so that X(·) need not be skew-symmetric.
The main result of our paper determines the time reversal of stationary RBMs under Assumption 1. In particular, we note that every RBM in the Harrison-Reiman class of [4] with a diagonal covariance matrix can be turned into a RBM as in Assumption 1 by a suitable rescaling of the coordinates; see the first paragraph in the proof of Theorem 1 in [4] . Thus we are able to determine the time-reversal of stationary RBMs in the Harrison-Reiman class. It is also easy to see that Assumption 1 allows for RBMs which are not given by a rescaling of coordinates of a RBM in the Harrison-Reiman class. For example, one can choose R as a 2 × 2 matrix, whose bottom-left entry is negative whereas all other entries are positive.
1.2. The Main Result. To set the stage for our main result, we consider the auxilliary RBMX(·) given by
of the canonical filtered probability space above. Here B(·) is a Brownian motion with the same distribution as W (·), the matrix R * is the dual reflection matrix defined in the previous subsection, andL ( 
′ is the vector of local time processes accumulated byX(·) on the faces of R d + . We fix a time-horizon T ∈ (0, ∞), and introduce a new measure Q on F(T ) by
As we show below, Q is in fact a probability measure; this is a consequence of an appropriate duality relation between the processesX(·) and X(·) (see the paragraph following (4.1)).
Throughout the paper we shall work under Assumption 1, and let the random variables X(0) of (1.1) andX(0) of (1.3) be distributed according to ν , so that X(·) is a stationary process. We are now ready to state our main result. Theorem 1. The measure Q of (1.4) is a probability measure; under it, the distribution of X(t), 0 ≤ t ≤ T is the same as the distribution of X(T − t), 0 ≤ t ≤ T under the original measure P .
Moreover, if the probability density function p is twice continuously differentiable and strictly positive throughout R d + , then the process (1.5)
is well-defined and aP-martingale; whereasX(t), 0 ≤ t ≤ T is a continuous Q-semimartingale with decomposition
and β(·) a Q−Brownian motion with diffusion matrix A .
Remark 1.
When the covariance matrix A and the reflection matrix R satisfy the skewsymmetry condition
where D is the diagonal matrix with the same diagonal entries as A , it was shown by Harrison & Williams [6] that the invariant probability density function is given by a product of exponentials:
In this case the dynamics of (1.6) for the time-reversal of X(·) are again those of a RBM in the orthant with drift −b − 2 A 1/2 R D) −1 b , the same covariance matrix A , and reflection matrix R * . This recovers the result of [16] .
1.3. Preview. The rest of the paper is devoted to the proof of Theorem 1. This proof is broken down into three main steps, which are carried out in sections 2, 3 and 4, respectively. The main ideas of the proof are the following. First, we introduce continuous-time Markov chains with discrete state-spaces approximating the RBM X(·) of Theorem 1, and prove that they converge -together with several important observables -to their continuum analogues (section 2). In section 3 we determine the dual processes of the approximating Markov chains and, passing to a suitable scaling limit, obtain an appropriate duality relation between X(·) andX(·) . The convergence result (Theorem 2) and the duality result (Theorem 4) are of interest in their own right. Lastly, in section 4 we use the duality relation to show that the finite-dimensional distributions of the time-reversal of X(t), 0 ≤ t ≤ T under the original measure P , and of the process X(t), 0 ≤ t ≤ T under the new measure Q , are the same.
One of the main ingredients in the proof of the main result is a construction of continuoustime Markov chains with discrete state-spaces, approximating a RBM as in Assumption 1. This is of interest in its own right and, to the best of our knowledge, the first such construction which is able to handle RBMs beyond the Harrison-Reiman class. For different kinds of approximations of RBMs in the Harrison-Reiman class we refer the reader to [11] , [1] and [9] . The reason we have to work under Assumption 1, rather than allowing A to be an arbitrary symmetric positive definite matrix and R to be completely-S , is that we were not able to construct a sequence of approximating Markov chains in this generality.
In every other respect our argument is completely general, and should be able to handle the time-reversal of a generic RBM in a generic domain once the appropriate approximation theory and the weak uniqueness of the limiting RBM have been established. A particularly interesting such case would be that of a RBM in the orthant with degenerate covariance matrix A satisfying a j,j > 0, j = 1, . . . , d ; in this setting it is not even clear under which conditions on b and R the change of measure (1.4) can be made sense of.
Discrete approximation processes
The starting point of our approach is the definition of the discrete approximation processes X n (·), n ∈ N announced in the introduction. To prepare the ground for the construction of the approximating chains, we first let S n (·), n ∈ N be a sequence of continuous-time Markov chains on the lattices
, n ∈ N whose jump rates are homogeneous in space and time. The jumps of these Markov chains are of the forms
where e 1 , . . . , e d denote the standard basis vectors in R d . The corresponding jump rates are defined as
where the constants ζ 1 , . . . , ζ d > 0 are well-defined by (2.1) due to Assumption 1. Here (·) + and (·) − stand for the positive and negative parts, respectively. As n → ∞ , the Markov chains S n (·), n ∈ N converge in distribution to (t → b t + W (t)) , with respect to the 
respectively, by the following procedure. When X n (·) is at a site with all coordinates positive, we let its jump rates be given by the corresponding jump rates of S n (·) . Now, suppose X n (·) has reached a site x on a boundary face
for some non-empty set I ⊂ {1, . . . , d} .
• If I = {i} for some i ∈ {1, . . . , d} , then we allow X n (·) to jump from x to sites of the form
for some j ∈ {1, . . . , d}\{i} , with corresponding jump rates given respectively by
and n (r j,i ) ± + n c {i},j,± .
Here sgn = 1 [0,∞) − 1 (−∞,0) is the sign function. The constants c {i},j,± are assumed to be positive, and to satisfy c {i},j,+ − c {i},j,− = −r i,i a i,j a i,i ; they will be specified concretely later. We remark that r i,i is positive by Assumption 1.
• If |I| ≥ 2 , then we allow X n (·) to jump from x to sites of the following four types:
We define the corresponding jump rates as and will be specified concretely later. We note that Assumption 1 implies ℓ∈I r i,ℓ > 0 .
2.2. Semimartingale Decompositions. Next, we fix an n ∈ N and derive the semimartingale decomposition of X n (·) . To this end, we introduce the clocks
. Letting M n (·) be the martingale given by the compensated sum of jumps of X n (·) , one can decompose X n (·) according to
is the compensator of the jumps of X n (·) originating from sites with positive coordinates and
We have the following convergence result.
Theorem 2. Suppose that the initial positions X n (0), n ∈ N converge in distribution to a limit X(0) . Then the processes X n (·), n ∈ N converge in distribution with respect to the Skorokhod topology on D([0, ∞), R d ) to the RBM X(·) of Theorem 1 with initial condition X(0) . Moreover, one has the convergences in distribution
as well as
for any 1 ≤ i < j ≤ d and with respect to the same topology.
Proof. To deduce (2.10), one can follow the lines of the proof of Theorem 8 in [9] . For the sake of completeness, we describe the main steps. First, one establishes the tightness of
by verifying the criterion in Corollary 3.7.4 of [3] ; one uses the facts that the sequence S n (·), n ∈ N converges, and that M n (·) can be viewed as a Lipschitz-continuous time change of the compensated version of S n (·) with the Lipschitz constant being bounded uniformly in n. Next, one employs the decomposition (2.9) together with the oscillation inequalities in Theorem 5.1 of [18] to deduce the tightness of the processes (X n (·),
) from the tightness of the processes (C n (·), M n (·)), n ∈ N via the criterion of Corollary 3.7.4 in [3] . At this point, the tightness of the sequence L n (·), n ∈ N shows that T n (·) ⇒ (t → t) in D([0, ∞), R) , and consequently every limit point of C n (·) + M n (·), n ∈ N must have the same distribution as (t → b t + W (t)) . Finally, one can show that every limit point of (X n (·), C n (·), M n (·), L n (·)), n ∈ N satisfies (1.1) and (1.2) and (2.10) readily follows from the uniqueness in distribution of the RBM X(·) .
It remains to show (2.11). It is clear from (2.10) that the sequence of prelimit expressions in (2.11) is tight and that every limit point Λ(·) in (2.11) must satisfy
Now, the same argument as in the proof of Proposition 9 in [9] and the above observation yield
However, the latter expression vanishes due to the boundary property of RBMs established in [12] and we end up with the claim Λ(·) ≡ 0 of (2.11).
Truncated Markov
Chains. It will be convenient for us to work with truncated versions Y n (·), n ∈ N of the Markov chains X n (·), n ∈ N with state spaces of the form
whose jump rates are given by the restriction of the jump rates of X n (·), n ∈ N to sites in Y n . Clearly, for any fixed T ∈ (0, ∞) one can let the sequence (K n ) n≥1 grow fast enough to ensure that Y n (·), n ∈ N admit decompositions of the form (2.9), for which the convergences (2.10) and (2.11) hold on D([0, T ], R d ) . We write q n x,y for the rate at which Y n (·) jumps from site x to site y . We shall denote by ∂Y n the collection of sites in Y n with at least one coordinate equal to zero, and by ∂ 1 Y n the collection of sites in Y n with at least one coordinate less than or equal to
Duality
In this section we establish a duality relation between the processes X(·) andX(·), which will allow us to deduce Theorem 1. We start with its discrete version.
Lemma 3. Fix an n ∈ N, and let Y n (·) be the Markov chain with state space Y n and generating matrix q n defined in subsection 2.3. Consider the Markov semigroup P n t t≥0
corresponding to the generating matrixq n := (q n ) ′ , the transpose of q n . There exists then a continuous-time Markov chainỸ n (·) on Y n , such that (i) a decomposition
analogous to (2.9) holds, so that, in particular,
(ii) for each t ∈ [0, ∞) and x ∈ Y n , the measure δ xP n t is absolutely continuous with respect to the distribution ofỸ n (t) givenỸ n (0) = x , with density of the form
Moreover, for any functions f, g in C c (R 
.
Remark on Notation:
In the expressions of (3.3), (3.4) we have set
the notation y ∼ x means that site y can be reached byỸ n (·) from x in one jump; the numberq n x,y stands for the rate of the jump from x to y byỸ n (·) ; the quantitỹ
1 {Ỹ n (s)=x} ds is the time spent byỸ n (·) at x during the time interval [0, t] ;
whereas the quantityÑ n x,y (t) denotes the number of jumps from x to y byỸ n (·) up to time t . In the same spirit, and for later usage in (3.13), we define the quantityÑ n I,J (t) as the number of jumps from the boundary B I to the boundary B J , for two distinct subsets I, J of {1, · · · , d} .
Proof. We start by considering the matrix indexed by Y n , whose off-diagonal elements coincide with those of q n = (q n ) ′ and whose rows sum to zero. Such a matrix is the generator of a continuous-time Markov chainŶ n (·) on Y n with jump rates from site x to site y given by q n y,x . We note further that q n is given by the sum of the generating matrix of this Markov chainŶ n (·) , and of a diagonal matrix with diagonal entries given by the values of the function V n from (3.5). It follows now from the Feynman-Kac formula that (P n t ) t≥0 is the Feynman-Kac semigroup corresponding to this Markov chainŶ n (·) and potential V n ; see for instance [13] , section IV.22, Example (22.11). In other words, for each t ∈ [0, ∞) and x ∈ Y n , the measure δ xP n t is absolutely continuous with respect to the distribution at time t of the Markov chainŶ n (·) started from x , with density given by
Note that the Markov chainŶ n (·) does not admit a decomposition of the form (3.1), because the compensator of its jumps originating from the boundary of Y n is not of the form R * Ln (·) . However, one can change the jump rates ofŶ n (·) from and to ∂Y n , to rates of the type (2.1)-(2.4), (2.5), (2.7) (with b replaced by 0 and R replaced by R * ) by means of an equivalent change of measure, so that the decomposition (3.1) starts to hold under the new measure. Denoting the resulting Markov chain byỸ n (·) and its generating matrix bỹ q n , and changing the measure back to the original one, we end up with (3.3).
Now we turn to the proof of (3.4). To this end, we let v f , v g be vectors with coordinates indexed by the elements of Y n such that the x-th coordinate of v f is given by f (x) and the x-th coordinate of v g is given by g(x) for each x . Then (3.4) can be cast equivalently as
Clearly now, (3.6) is a consequence of q n = (q n ) ′ .
From Lemma 3 we can deduce the following duality relation for the RBMs X(·),X(·) of Theorem 1, which is of interest in its own right. Theorem 4. Let (P t ) t≥0 be the transition semigroup of the RBM X(·) in Theorem 1, and define P t t≥0 as the Feynman-Kac semigroup on R d + given by
Then the two semigroups are in duality with respect to Lebesgue measure on R d + :
Proof. The idea of the argument is to obtain (3.8) by plugging (3.3) into (3.4) and taking the limit as n → ∞ . To this end, we study the asymptotics of the expression in (3.3) as n → ∞ in Step 1 of the proof, and pass to the limit n → ∞ in (3.4) in Steps 2 and 3.
Step 1. We note first that the identityq 
Moreover, we choose the jump rates ofỸ n (·) in such a way that y∼x (q n x,y − q n x,y ) = 0 for all x ∈ Y n , which reduces the above expression to (3.9)
More specifically, for every fixed i ∈ {1, . . . , d} , we define the jump rates z j ofỸ n (·) from sites in B {i} in the directions e i / √ n + sgn(a i,j ) e j / √ n, j ∈ {1, . . . , d}\{i} , and the jump rate z i in the direction e i / √ n , by solving the system of equations
where we set z j = 0 and eliminate z j from the system of equations whenever a i,j = 0 . In particular, we obtain
In addition, we select the constants in (2.5), (2.7) and in the definition of the corresponding jump rates ofỸ n (·) so that, for every I ⊂ {1, . . . , d} , the factors in (3.9) with x, y ∈ B I are equal to 1 ; and, for every pair of distinct sets I ⊂ J ⊂ {1, . . . , d} with I = J, |J| ≥ 2 , the ratios Such a choice of constants can be found by starting with B {1,...,d} , proceeding successively to boundaries of higher dimensions, and increasing the constants chosen before in each step if necessary. With these definitions, and in the light of (2.2) and (2.7), the product in (3.9) simplifies to
converge then to the random variable inside the expectation in (3.14) in L 1 by the Vitali Convergence Theorem.
To prove the uniform boundedness of the moments, we observe from the explicit formula for the moment generating function of a Poisson random variable that it is enough to show
for a fixed p > 1 . Due to the decomposition (3.1), we can apply the oscillation inequality of Theorem 5.1 in [18] to find a constant C p < ∞ depending only on R * and p , such that
In addition, sup 0≤u≤t |C n (u)| can be bounded uniformly in n , andM n (·) can be viewed as a Lipschitz time change (with the Lipschitz constant bounded uniformly in n ) of a compensated Markov chainS n (·) converging to B(·) and with jump rates being homogeneous in space and time. Hence, the right-hand side of (3.16) is certainly finite if, for any fixed t , any fixed exponential moment of sup 0≤u≤t |S n (u)| can be bounded uniformly in n . The latter is a routine exercise that we leave to the reader. We also note that the resulting bound on s p (x) is independent of x .
Step 3. To complete the proof, we define for each n ∈ N the function κ n :
which rounds down all coordinates of a vector x ∈ R d + to the nearest element of the lattice
With this notation, and for n large enough (more specifically, such that [0,
contains the supports of f and g of (3.8)), the duality identity (3.4) can be cast as (3.17) ∀ t ≥ 0 :
Choosing cubes R f , R g whose vertices have nonnegative integer coordinates and such that R f contains the support of f and R g contains the support of g, we see that the integrands in (3.17) are bounded above by 1 R f f ∞ g ∞ s 1 (κ n (x)), 1 R g f ∞ g ∞ , respectively. Now, passing to the limit n → ∞ in (3.17) and using (3.14) and the Dominated Convergence Theorem we end up with (3.8).
Proof of the main result
At this stage, Theorem 1 is a rather simple consequence of Theorem 4.
Proof of Theorem 1. Since the filtration F is generated by projections, the first statement in Theorem 1 will follow if we can show
In particular, let us note that (4.1) implies that Q is a probability measure: indeed, one only needs to take ℓ = 1 and sequences of nonnegative functions f 0 , f 1 which increase to the function f ≡ 1 , and to apply the Monotone Convergence Theorem.
To show (4.1) we apply (3.8) repeatedly to the left-hand side of (4.1):
. . .
Now, the stationarity of X under ν shows that the latter expression coincides with the right-hand side of (4.1).
If the probability density function p(·) is twice continuously differentiable and strictly positive throughout R HereÃ is the generator of the process B(t) − b t , t ≥ 0 , the process Z(·) is the exponential P−local martingale of (1.5), and r * j = (r * 1,j , · · · , r * d,j ) ′ the j-th column of the dual reflection matrix R * = (r * i,j ) 1≤i,j≤d . Next, we write A = U L U −1 where U is an orthogonal matrix whose columns are orthonormal eigenvectors of A and L is the corresponding diagonal matrix of eigenvalues of A . Clearly, x → p U −1 L 1/2 x is an invariant density of the RBM L −1/2 UX(·) with unit diffusion matrix. At this point, the computation of the normal and tangential components of the reflection matrix of L −1/2 UX(·) in section 3.2.1 of [8] together with the proof of Lemma 7.1 in [6] show that, as a consequence of the basic adjoint relationship satisfied by Therefore, M(·) is equal to the exponential P−local martingale Z(·) of (1.5). We conclude from this reasoning that M(·) is a positive P−supermartingale; but we have argued already that E P M(T ) = Q(Ω) = 1 = M(0) , so in fact M(·) is a P−martingale. Because M(·) ≡ Z(·) , the decomposition of (1.6) is now a consequence of (1.5) and of the Girsanov Theorem.
