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Uvod
Uzmimo u obzir vrlo jednostavan model broja jedinki neke vrste u danoj generaciji (prema
[1]). Pretpostavimo da se populacija mijenja proporcionalno broju jedinki u prethodnoj ge-
neraciji. Neka je n ∈ N bilo koji prirodni broj i neka je µ > 0 konstanta proporcionalnosti.
Tada broj jedinki u n-toj generaciji mozˇemo prikazati rekurzijom
Pn = µPn−1,
gdje je P0 pocˇetni broj jedinki u populaciji.
Prikazˇimo broj jedinki populacije pomoc´u pocˇetnog broja jedinki P0 za nekoliko vrijed-
nosti broja n. Imamo:
P1 = µP0 = µ1P0,
P2 = µP1 = µ (µP0) = µ2P0,
P3 = µP2 = µ
(
µ2P0
)
= µ3P0,
P4 = µP3 = µ
(
µ3P0
)
= µ4P0, . . .
Po istom principu, broj jedinki vrste u n-toj generaciji mozˇemo prikazati pomoc´u pocˇetnog
broja jedinki P0:
Pn = µPn−1 = µnP0.
Dakle, broj jedinki u n-toj generaciji ovisi samo o pocˇetnom broju jedinki i konstanti pro-
porcionalnosti.
Pogledajmo sada ponasˇanje populacije s obzirom na konstantu proporcionalnosti µ:
1. Ako je µ > 1, onda lim
n→∞ Pn = limn→∞ µ
nP0 = +∞.
2. Ako je µ ∈ 〈0, 1〉, onda lim
n→∞ Pn = limn→∞ µ
nP0 = 0.
Primijetimo da za broj jedinki u populaciji postoje dva scenarija - ili c´e ona rasti u be-
skonacˇnost (u slucˇaju da je µ > 1) ili c´e sve jedinke nestati (u slucˇaju da je µ ∈ 〈0, 1〉).
1
2 SADRZˇAJ
Lako je zakljucˇiti da je ovaj model nepotpun, jer nije realisticˇno ocˇekivati da vrsta mozˇe
dozˇivjeti samo dvije sudbine. Sˇtovisˇe, sam scenarij da broj jedinki raste u beskonacˇnost
nije realisticˇan. Naime, on ne uzima u obzir da je za ocˇuvanje vrste takoder potrebno
osigurati odredene zˇivotne uvjete (poput hrane ili stanisˇta), sˇto je nemoguc´e za populaciju
koja raste u beskonacˇnost.
Stoga je potrebno u jednadzˇbu uvesti takozvani limitirajuc´i faktor. Svrha uvodenja tog
faktora je da dobijemo model u kojem c´e vrijediti sljedec´e: ako u nekom trenutku t broj
jedinki P(t) dostigne limitirajuc´i faktor L, tada broj jedinki pocˇinje padati, ako pak vri-
jedi P(t) < L, tada broj jedinki u populaciji dalje raste. Takav model mozˇemo prikazati
diferencijalnom jednadzˇbom:
dP(t)
dt
= µP(t)(L − P(t)), t > 0,
s pocˇetnim uvjetom P(0) = P0, koji predstavlja broj jedinki u populaciji u trenutku t = 0.
Ovdje je µ > 0 konstanta proporcionalnosti (prema [1]).
Time smo izbjegli da su nam jedina dva scenarija izumiranje ili rast u beskonacˇnost. Sada
sudbinu populacije mozˇemo razdvojiti na tri slucˇaja:
1. Ako u nekom trenutku t0 broj jedinki u generaciji P(t0) dostigne limitirajuc´i faktor
L, tada je L − P(t0) = 0. Dakle, dP(t0)dt = 0, pa c´e funkcija P biti konstantna, iz cˇega
slijedi da broj jedinki ostaje isti.
2. Ako u nekom trenutku t0 vrijedi P(t0) > L, tada je L − P(t0) < 0. Dakle, dP(t0)dt < 0,
pa c´e funkcija P padati, iz cˇega slijedi da broj se broj jedinki u trenutku t0 smanjuje.
3. Ako u nekom trenutku t0 vrijedi P(t0) < L, tada je L − P(t0) > 0. Dakle, dP(t0)dt > 0,
pa c´e funkcija P rasti, iz cˇega slijedi da se broj jedinki u trenutku t0 povec´ava.
Koristimo li definiciju derivacije funkcije te aproksimaciju derivacije pomoc´u diferencije
unaprijed, navedeni model poprima sljedec´i oblik:
P(t + h) − P(t)
h
= µP(t)(L − P(t)).
Nadalje, uzmemo li da je h = 1, imamo:
P(t + 1) − P(t) = µP(t)(L − P(t)).
SADRZˇAJ 3
Josˇ zˇelimo model koji c´e prikazivati broj jedinki u nekoj generaciji u diskretnim trenucima
n ∈ N, a ne u trenutku t. Stoga c´emo koristiti diskretizaciju t 7→ n ∈ N. Koristec´i oznaku
P(n) = Pn, ∀n ∈ N0, gdje je P0 pocˇetni broj jedinki, dobivamo sljedec´i model:
Pn+1 − Pn = µPn(L − Pn).
Daljnjim sredivanjem dobivamo ekvivalentne tvrdnje:
Pn+1 = µPn(L − Pn) + Pn,
Pn+1 = µPn(L − Pn) + Pn · µ · 1
µ
,
Pn+1 = µPn
(
L − Pn + 1
µ
)
,
Pn+1 = µPn
((
L +
1
µ
)
− Pn
)
.
Uvedimo oznaku L1 = L + 1µ . Sada imamo:
Pn+1 = µPn (L1 − Pn) .
Ta rekurzivna jednadzˇba predstavlja iteracije funkcije f (x) = µx(1− x), pocˇevsˇi od pocˇetne
tocˇke x = P0, gdje je Pn = f ◦n(P0).
Funkcija ovog oblika naziva se josˇ i logisticˇka funkcija ili logisticˇko preslikavanje. Tu
c´emo funkciju proucˇavati u daljnjem tijeku rada. Napomenimo josˇ da c´emo gledati samo
slucˇajeve kad je µ > 0. Odabrat c´emo pocˇetnu vrijednost x0 te konstantu proporcionalnost
µ te izracˇunati sljedec´i niz vrijednosti logisticˇke funkcije:
f (x0),
f ( f (x0)),
f ( f ( f (x0))), . . .
U radu c´emo proucˇavati kako se asimptotsko ponasˇanje niza iteracija logisticˇkog (kva-
dratnog) preslikavanja fµ(x) = µx(1 − x) mijenja s obzirom na promjenu parametra µ i s
obzirom na izbor pocˇetne tocˇke x0.
4 SADRZˇAJ
Najprije c´emo u Poglavlju 1 odrediti zanimljive intervale parametra µ i pocˇetne tocˇke x0.
Spomenut c´emo da za vrijednosti parametra µ > 4 niz vrijednosti iteracija konvergira u
−∞ za gotovo sve pocˇetne tocˇke (osim skupa mjere 0). Na tom malom skupu ponasˇanje
je kaoticˇno, ali to nec´emo analizirati u radu. Pokazat c´emo da za vrijednosti parametra
µ ∈ 〈0, 4] i za pocˇetnu tocˇku x0 u intervalima 〈−∞, 0] ili [1,+∞〉, iteracije ili konvergiraju
u 0, ili u pozitivnu ili negativnu beskonacˇnost, ili je niz stacionaran. Nama zanimljivi
intervali su, dakle, samo µ ∈ 〈0, 4] i x0 ∈ 〈0, 1〉. Nadalje c´emo spomenuti da za µ > 4 niz
vrijednosti iteracija konvergira u −∞ za gotovo sve tocˇke (osim skupa mjere 0). Na tom
malom skupu je ponasˇanje kaoticˇno, ali to nec´emo analizirati u radu. Zanimljivi intervali
su µ ∈ 〈0, 4] i x0 ∈ 〈0, 1〉.
Nadalje, u Poglavlju 2 c´emo graficˇki ilustrirati pojavu udvostrucˇenja perioda. Naime, za
x0 ∈ 〈0, 1〉 i µ ∈ 〈0, 3〉 niz vrijednosti iteracija konvergira, a kad parametar µ raste od
vrijednosti 3 prema vrijednosti 4, broj gomilisˇta niza iteracija se udvostrucˇuje u nekim
diskretnim vrijednostima parametra. Ako vrijednosti parametra povec´avamo, iteracije se
pocˇinju gomilati na sve vec´i broj tocˇaka, sˇto sugerira sve kaoticˇnije ponasˇanje orbita, da bi
konacˇno za parametre µ > 4 dosˇlo do pojave kaosa (sˇto nec´emo obradivati).
U Poglavlju 3 c´emo definirati neke osnovne pojmove iz teorije jednodimenzionalnih dis-
kretnih dinamicˇkih sustava, npr. pojmove asimptotski stabilne i nestabilne fiksne, odnosno
periodicˇke tocˇke i pojam bifurkacije. Nadalje c´emo navedenu teoriju primijeniti na kva-
dratnu familiju i pokazati neke tvrdnje koje smo naslutili graficˇki.
Poglavlje 1
Analiza ponasˇanja iteracija logisticˇkog
preslikavanja u ovisnosti o parametru µ
i pocˇetnom uvjetu x0
Promatramo parametarsku familiju preslikavanja
fµ(x) = µx(1 − x), µ > 0. (1.1)
Cilj rada je analizirati asimptotsko ponasˇanje iteracija funkcije f nµ (x0), za razne vrijednosti
parametra µ > 0 i pocˇetne tocˇke x0 ∈ R.
Odredimo sada intervale vrijednosti x0 i µ koji nam nisu zanimljivi za asimptotsko ponasˇanje
niza iteracija, dakle u kojima vrijedi da niz vrijednosti iteracija funkcije tezˇi u 0 ili pozi-
tivnu ili negativnu beskonacˇnost.
Primijetimo da je fµ iz (1.1) za µ > 0 kvadratna funkcija s negativnim parametrom uz
vodec´i koeficijent. Nultocˇke funkcije f su tocˇke 0 i 1, a graf funkcije f je parabola okrenuta
otvorom prema dolje. Josˇ izracˇunajmo tocˇke u kojima graf funkcije f sijecˇe pravac y = x.
Sljedec´e tvrdnje su ekvivalentne:
µx(1 − x) = x,
µx(1 − x) − x = 0,
x(µ − µx − 1) = 0.
Sada je ocˇito da je jedno rjesˇenje jednadzˇbe x = 0, a drugo rjesˇenje je rjesˇenje linearne
jednadzˇbe µ − µx − 1 = 0 koje je jednako x = µ−1
µ
. Dakle, graf funkcije f sijecˇe pravac
y = x u tocˇkama x = 0 i x = µ−1
µ
.
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POGLAVLJE 1. ANALIZA PONASˇANJA ITERACIJA LOGISTICˇKOG
PRESLIKAVANJA U OVISNOSTI O PARAMETRU µ I POCˇETNOM UVJETU x0
Razlikujemo sljedec´e slucˇajeve s obzirom na vrijednost parametra µ:
1. Ako je 0 < µ < 1, tada je tocˇka x = µ−1
µ
strogo manja od 0.
a) Promotrimo slucˇaj kad je x0 <
µ−1
µ
.
Pokazˇimo najprije da za svaki x < µ−1
µ
vrijedi f (x) < x. Sljedec´e tvrdnje su
ekvivalentne:
f (x) < x,
−µx2 + µx < x,
−µx2 + µx − x < 0,
x(−µx + µ − 1) < 0.
Kako je x < 0, posljednja relacija je ekvivalentna −µx + µ − 1 > 0 sˇto je
ekvivalentno x < µ−1
µ
. Kako ovo vrijedi prema pretpostavci slucˇaja, time smo
dokazali tvrdnju. Dakle, vrijedi:
x0 > f (x0) = x1,
x1 > f (x1) = x2, . . .
Dakle, niz iteracija xn+1 = f (xn), za n ∈ N0, je padajuc´i. Nadalje, pretpostavimo
da niz iteracija konvergira i da vrijedi lim
n→∞(xn) = L. Tada vrijedi:
xn+1 = −µx2n + µxn / limn→∞,
lim
n→∞ xn+1 = limn→∞(−µx
2
n + µxn),
L = −µL2 + µL.
Dakle, jedini kandidati za limes niza su L = 0 i L = µ−1
µ
. No, kako je niz
vrijednosti iteracija padajuc´i i sve vrijednosti su strogo manje od µ−1
µ
< 0, to
nije moguc´e. Dakle, za x0 <
µ−1
µ
, niz vrijednosti iteracija funkcije tezˇi u −∞
(strogo je padajuc´ i nema limes, pa nije ogranicˇen odozdo).
b) Promotrimo slucˇaj kad je µ−1
µ
< x0 < 0.
Analogno prethodnom slucˇaju mozˇemo zakljucˇiti da za svaki x < µ−1
µ
vrijedi
f (x) > x. Dakle, niz iteracija xn+1 = f (xn), za n ∈ N0, je strogo rastuc´i.
Kako je funkcija f strogo rastuc´a na intervalu x ∈ 〈−∞, 0〉, vrijedi:
f (x) < f (0) = 0, ∀x < 0.
7Naime, vrijedi f ′(x) = µ(1 − 2x). Kako je µ > 0 i 1 − 2x > 0 za negativne
vrijednosti x, vrijedi f ′(x) > 0, ∀x ∈ 〈−∞, 0〉, pa je funkcija f strogo rastuc´a
na tom intervalu.
Dakle, niz vrijednosti iteracija funkcije je ogranicˇen odozgo s 0. Posˇto je niz
vrijednosti iteracija funkcije strogo rastuc´i i ogranicˇen, onda je on konvergen-
tan. Nadalje, kako znamo da je niz xn konvergentan, pretpostavimo da vrijedi
lim
n→∞(xn) = L. Jedini kandidati za limes niza su L = 0 i L =
µ−1
µ
, sˇto smo po-
kazali u slucˇaju 1.a). No, posˇto je niz vrijednosti iteracija strogo rastuc´i vrijedi
xn >
µ−1
µ
, za svaki n ∈ N0. Dakle, µ−1µ ne mozˇe biti limes tog niza, pa vrijedi
lim
n→∞(xn) = 0.
c) Promotrimo slucˇaj kad je x0 =
µ−1
µ
.
Vrijedi:
f (x0) =
µ − 1
µ
= x0,
f 2(x0) = f (x0) = x0, . . .
Induktivno, mozˇemo pokazati f n (x0) =
µ−1
µ
= x0, za svaki n ∈ N. Dakle,
vrijednosti svih iteracija bit c´e jednake x0, tj. niz vrijednosti iteracija funkcije
je stacionaran.
d) Promotrimo slucˇaj kad je x0 > 1.
Kako je funkcija f negativna na intervalu 〈1,+∞〉, vrijedi f (x0) < 0. Niz svih
sljedec´ih iteracija upada u jedan od slucˇajeva koje smo opisali gore. Dakle, ili
niz vrijednosti iteracija funkcije tezˇi u 0 ili u −∞ ili je fiksan.
2. Ako je 1 ≤ µ ≤ 4 tada je µ−1
µ
≥ 0. Sada, analogno slucˇajevima 1.a) i 1.c) mozˇemo
pokazati da niz vrijednosti iteracija funkcije f tezˇi u −∞ za x0 < 0 ili x0 > 1.
3. Ako je µ > 4 te x0 < 0 ili x0 > 1, tada, analogno slucˇajevima 1.a) i 1.c) mozˇemo
pokazati da niz vrijednosti iteracija funkcije f tezˇi u −∞. Preostaje nam pogledati
slucˇaj kad je 0 < x0 < 1.
a) Ako je x0 takav da vrijedi f (x0) > 1, tada je f 2(x0) < 0, jer je funkcija f
negativna i strogo padajuc´a na intervalu 〈1,+∞〉. Time smo upali u domenu
opisanu u slucˇaju 1.a), pa niz vrijednosti iteracija funkcije tezˇi u −∞.
Da bismo taj interval odredili preciznije, izracˇunajmo najprije tocˇke u kojima
vrijedi f (x) = 1. Sljedec´e su tvrdnje ekvivalentne:
µx(1 − x) = 1,
µx2 − µx + 1 = 0.
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PRESLIKAVANJA U OVISNOSTI O PARAMETRU µ I POCˇETNOM UVJETU x0
Rjesˇenja dobivene kvadratne jednadzˇbe su x1,2 =
µ±
√
µ2−4µ
2µ .
Dakle, za x0 ∈ I0, gdje je I0 =
〈
µ−
√
µ2−4µ
2µ ,
µ+
√
µ2−4µ
2µ
〉
, niz vrijednosti iteracija
funkcije tezˇi u −∞.
b) Ocˇito je [0, 1] \ I0 unija dva disjunktna segmenta, oznacˇimo ih I00 i I01. Za
pocˇetnu tocˇke iz intervala I0, vrijednosti iteracija nakon prve izadu iz inter-
vala [0, 1], a zatim tezˇe u −∞ (sˇto je pokazano u 3.). Mozˇe se pokazati ([1],
poglavlje 1.5) da unutar svakog od intervala I00 i I01 postoji jedan interval ta-
kav da funkcija f preslikava pocˇetne tocˇke iz tih intervala u interval I0. Zatim
c´e, nakon druge iteracije, te pocˇetne tocˇke izac´i iz intervala [0, 1]. Postupak
se nastavlja, tako da u limesu dobivamo skup mjere 0 Cantorovog tipa takav
da iteracije njegovih pocˇetnih tocˇaka zauvijek ostaju u njemu. Za sve ostale
tocˇke iz intervala [0, 1] iteracije nakon konacˇnog broja izadu iz [0, 1], dakle,
tezˇe u −∞. Za pocˇetne tocˇke iz Cantorovog skupa dinamika je kaoticˇna unutar
Cantorovog skupa, sˇto nec´emo analizirati u radu (prema [1]).
4. Pogledajmo josˇ slucˇaj kad je x0 = 0 ili x0 = 1. Za svaki µ > 0 vrijedi f n(0) = 0,
∀n ∈ N0. Dakle, vrijednosti svih iteracija funkcije f c´e biti 0, tj. niz vrijednosti
iteracija funkcije je stacionaran, pa nam taj slucˇaj nije zanimljiv.
S druge strane, imamo f (1) = 0, pa vrijedi f n(1) = 0, ∀n ∈ N, n > 1. Dakle,
vrijednosti svih iteracija nakon prve c´e biti 0, pa nam ni taj slucˇaj nije zanimljiv.
Dakle, 0 < x0 < 1 i µ ∈ 〈0, 4] su slucˇajevi koji su nam zanimljivi i koje c´emo proucˇavati.
Ostali nam nisu zanimljivi, jer niz vrijednosti iteracija funkcije tezˇi u 0 ili u −∞ ili je
stacionaran.
Poglavlje 2
Graficˇka analiza iteracija za razne
vrijednosti parametra µ
Cilj ovog poglavlja je graficˇki prikazati prethodno opisani iteracijski proces funkcije f (x) =
µx(1 − x) kako bismo ga bolje razumjeli. Dakle, prikazati vrijednosti iteracije funkcije f
s obzirom na vrijednost konstante proporcionalnosti µ i pocˇetnu vrijednost x0. Racˇunat
c´emo vec´i broj uredenih parova (n, f n(x0)), pri cˇemu oznaka f n(x0) oznacˇava kompoziciju,
f n(x0) = f ( f (. . . (x0)) . . . ), gdje je n ∈ N0, te ih sve prikazati u jednom koordinatnom
sustavu. Primijetimo josˇ da je nulta iteracija zapravo pocˇetna vrijednost funkcije u x0.
2.1 SageMath
Navedeni c´e iteracijski proces biti prikazan u koordinatnom sustavu pomoc´u SageMath-a.
Razlog tome je sˇto je SageMath besplatan alat te dovoljno jednostavan za korisˇtenje kako
bismo dobili zˇeljene grafove.
SageMath je matematicˇki software otvorenog koda sagraden pomoc´u mnogih paketa otvo-
renog koda kao sˇto su NumPy, SciPy, matplotlib, Sympy, Maxima, GAP, FLINT, R te njima
slicˇni paketi. U susˇtini, to je programski jezik Python nadograden raznim matematicˇkim
funkcijama kako bi se dobila funkcionalnost slicˇna onoj matematicˇkih software-a kao sˇto
su Mathematica ili Matlab (prema [2]).
2.2 Prikaz iteracija funkcije
Kao sˇto je vec´ navedeno, u ovom djelu c´emo u koordinatnom sustavu prikazati velik broj
uredenih parova (n, f n(x0)) za odredene pocˇetne vrijednosti x0 i n ∈ N. U tu svrhu potrebno
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POGLAVLJE 2. GRAFICˇKA ANALIZA ITERACIJA ZA RAZNE VRIJEDNOSTI
PARAMETRA µ
je napisati program koji c´e racˇunati te vrijednosti, spremati ih te naposljetku crtati.
Vazˇno je odabrati dovoljan broj iteracija. Uzmemo li tisuc´u iteracija dobit c´emo sliku na
kojoj c´e se lako uocˇiti sˇto se dogada s vrijednostima, pa nema potrebe uzimati vec´i broj
(napomenimo samo da se to lako promijeni ako se za time ukazˇe potreba). Takoder, zadnjih
deset vrijednosti spremit c´emo posebno kako bismo uz sliku imali i konkretne podatke -
deset vrijednosti c´e za pocˇetak biti dovoljno da se uocˇe neke pravilnosti.
Sljedec´i program, napisan u SageMath-u, sluzˇi za crtanje iteracijskog procesa:
x c o o r d s = [ ]
y c o o r d s = [ ]
z a d n j i h 1 0 = [0 ]∗10
f o r i in range ( 1 0 0 0 ) :
x c o o r d s . append ( i )
y c o o r d s . append ( 0 )
@ i n t e r a c t
def f (mu= i n p u t b o x ( 4 . 0 ) , x 0= s l i d e r ( 0 , 1 , 0 . 0 1 , 0 . 2 ) ) :
f o r i in range ( 1 0 0 0 ) :
r e z=mu∗ x 0 ∗(1− x 0 )
y c o o r d s [ i ]= r e z
x 0= r e z
f o r i in range ( 1 0 ) :
z a d n j i h 1 0 [ i ]= round ( y c o o r d s [999− i ] , 4 )
show ( z a d n j i h 1 0 )
r = [ ( x c o o r d s [ i ] , y c o o r d s [ i ] ) f o r i in range ( 1 0 0 0 ) ]
l i s t a = l i s t p l o t ( r , c o l o r = ’ r e d ’ )
show ( l i s t a )
Primijetimo najprije da smo za pocˇetnu vrijednost konstante proporcionalnosti odabrali
4.0, dok za vrijednost x0 pomoc´u klizacˇa mozˇemo birati vrijednosti izmedu 0 i 1 s kora-
kom na klizacˇu jednakim 0.01 (za pocˇetnu smo odabrali 0.2). Kasnije c´emo vidjeti kako
promjena tih vrijednosti utjecˇe na sliku i na vrijednosti logisticˇke funkcije nakon iteracija.
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Pogledajmo sada graficˇki prikaz iteracija koji dobivamo nakon izvrsˇavanja navedenog pro-
grama:
Slika 2.1: Prikaz iteracija za µ = 4 i x0 = 0.2.
Graficˇki prikaz se dobiva tako da se na os x nanosi redni broj iteracije n ∈ (0, 1000), a na
os y vrijednost n-te iteracije f n(x0). Time smo dobili prikaz koji se sastoji od 1000 tocˇaka
koje pokazuju kako se mijenja vrijednost kroz iteracije za pocˇetnu vrijednost x0.
Mozˇemo primijetiti da u ovom slucˇaju ne postoji neki obrazac i da se vrijednosti iteracija
funkcije ponasˇaju prilicˇno kaoticˇno. Takoder, ne mozˇemo uocˇiti pravilnost u deset zadnjih
dobivenih iteracija. Promjenom vrijednosti x0 dobit c´emo vrlo slicˇne rezultate, osim za
x0 = 0 ili x0 = 1. U tom c´e slucˇaju sve vrijednosti iteracija biti jednake 0, a to nam nije
zanimljivo.
Pogledajmo sada promjene koje c´e se dogadati na graficˇkom prikazu s obzirom na pro-
mjenu vrijednosti µ:
Slika 2.2: Prikaz iteracija za µ = 3.65 i x0 = 0.2.
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Smanjimo li vrijednost µ na 3.65, graficˇki prikaz koji dobivamo vrlo je slicˇan prethod-
nom. Vrijednosti iteracija funkcije i dalje se ponasˇaju kaoticˇno te nema nekih pravilnosti
koje bi nam omoguc´ile da predvidimo vrijednosti sljedec´ih iteracija. No, u odnosu na
prethodni graficˇki prikaz, postoji jedna vrlo uocˇljiva razlika. Naime, postoji praznina na
vrijednosnom intervalu priblizˇno jednakom [0.7, 0.75] u koji nije upala niti jedna tocˇka.
Dakle, niti jedna vrijednost iteracije od 0.-te do 1000.-te nije u intervalu priblizˇno jed-
nakom [0.7, 0.75]. Kao i na prethodnom graficˇkom prikazu, izbor vrijednosti x0 nema
znacˇajni utjecaj na rezultat - graficˇki prikaz je i dalje kaoticˇan, a praznina i dalje postoji.
To c´e biti slucˇaj i kod svih sljedec´ih graficˇkih prikaza. Vrijednost x0 ne utjecˇe bitno na iz-
gled graficˇkog prikaza. Stoga c´emo, za sada, proucˇavati graficˇke prikaze za istu vrijednost
x0.
Dobivena praznina razdvaja graficˇki prikaz na dva dijela. Zˇelimo vidjeti sˇto c´e se s njom
dogoditi za ostale vrijednosti µ. Stoga c´emo vrijednosti konstante proporcionalnosti i dalje
smanjivati te pratiti sˇto se dogada s vrijednostima iteracija funkcije.
Slika 2.3: Prikaz iteracija za µ = 3.6 i x0 = 0.2.
U ovom smo slucˇaju odabrali vrijednosti µ = 3.6 i x0 = 0.2. Mozˇemo primijetiti da
praznina na graficˇkom prikazu i dalje postoji. Sˇtovisˇe, ona se povec´ala. I dalje su vrijed-
nosti iteracija funkcije podijeljene u dva intervala, te je njihovo ponasˇanje kaoticˇno. Ovo
nije idealan rezultat, jer i dalje ne mozˇemo nisˇta zakljucˇiti o vrijednostima sljedec´ih itera-
cija, basˇ zbog tog kaoticˇnog ponasˇanja. No, ohrabrujuc´e je da mozˇemo uocˇiti pravilnost
u graficˇkom prikazu (cˇinjenica da se praznina povec´ava kako smanjujemo µ), pa se na-
damo da c´emo uskoro doc´i i do znacˇajnijih zakljucˇaka. Zato dalje smanjujemo vrijednost
konstante µ i usporedujemo dobivene graficˇke prikaze.
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Slika 2.4: Prikaz iteracija za µ = 3.58 i x0 = 0.2.
Za vrijednost µ = 3.58, praznina i dalje postoji i razdvaja vrijednosti iteracija funkcije u
dva intervala. Nadalje, ta je praznina vec´a nego za prethodnu vrijednost µ, sˇto je bilo i
ocˇekivano. No, dobivena je jednu znacˇajna promjenu na graficˇkom prikazu, a to je da se u
svakom od intervala (nastalih zbog velike praznine) pojavila nova, manja praznina. Time
je svaki od dva intervala podijeljen na josˇ dva manja intervala. No, i dalje se u svakom od
tih intervala vrijednosti ponasˇaju kaoticˇno.
Slika 2.5: Prikaz iteracija za µ = 3.57 i x0 = 0.2.
Ako pogledamo graficˇki prikaz za vrijednost konstante µ = 3.57, mozˇemo primijetiti da
su se pojavile nove praznine, i to u manjim intervalima koji su nastali prethodnim smanje-
njem vrijednosti konstante. Takoder, vidljivo je da se vrijednosti visˇe ne ponasˇaju toliko
kaoticˇno, ali tesˇko je zakljucˇiti tezˇe li te vrijednosti nekim brojevima. Iz zadnjih deset vri-
jednosti to ne mozˇemo zakljucˇiti. Povec´amo li broj zadnjih vrijednosti koje pamtimo na
npr. dvadeset ili trideset i dalje ne mozˇemo zakljucˇiti kako se one ponasˇaju, ali cˇini se da iz
kaoticˇnog stanja u kojem je bio graficˇki prikaz za vrijednost konstante µ = 4.0 dobivamo
”red”, tj. neku pravilnost, kako smanjujemo njezinu vrijednost.
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2.2.1 Osam gomilisˇta niza vrijednosti iteracija
Slika 2.6: Prikaz iteracija za µ = 3.56 i x0 = 0.2.
Nakon sˇto je vrijednost konstante proporcionalnosti smanjena na µ = 3.56, dobiven je vrlo
znacˇajan rezultat. Nakon manje od sto iteracija, vrijednosti funkcije su razdvojene u osam
intervala. Nadalje, ponasˇanje vrijednosti u tim intervalima ne izgleda nimalo kaoticˇno.
Cˇini se da vrijednosti u svakom intervalu tezˇe prema nekom broju. Da bismo to mogli pot-
krijepiti, spremali smo zadnjih deset vrijednosti u posebnu listu. Za navedene vrijednosti
µ i x0 ona glasi:
[0.8333, 0.3738, 0.5509, 0.8808, 0.5509, 0.8086, 0.3488, 0.8899, 0.8333, 0.3738]
Mozˇemo primijetiti da su prve dvije vrijednosti u listi jednake posljednjim dvjema vrijed-
nostima. To potkrepljuje nasˇu slutnju, ali ne u potpunosti. Zato moramo povec´ati listu.
Ako spremamo posljednje trideset i dvije vrijednosti, dobivamo sljedec´u listu:
[0.8333, 0.3738, 0.5509, 0.8808, 0.5509, 0.8086, 0.3488, 0.8899,
0.8333, 0.3738, 0.5509, 0.8808, 0.5509, 0.8086, 0.3488, 0.8899,
0.8333, 0.3738, 0.5509, 0.8808, 0.5509, 0.8086, 0.3488, 0.8899,
0.8333, 0.3738, 0.5509, 0.8808, 0.5509, 0.8086, 0.3488, 0.8899]
Primijetimo da se iste vrijednosti ponavljaju cˇetiri puta, cˇime smo potkrijepili nasˇu slutnju.
Dakle, za µ = 3.56, niz vrijednosti iteracija funkcije imat c´e sljedec´a gomilisˇta:
0.8333, 0.3738, 0.5509, 0.8808, 0.5509, 0.8086, 0.3488, 0.8899
Ovo je vrlo znacˇajan rezultat, jer nam omoguc´uje da predvidimo, sˇtovisˇe, da tocˇno odre-
dimo koje c´e biti vrijednosti funkcije za sljedec´e iteracije.
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Smanjimo li vrijednost konstante proporcionalnosti na µ = 3.55 dobivamo sljedec´i graficˇki
prikaz:
Slika 2.7: Prikaz iteracija za µ = 3.55 i x0 = 0.2.
I za ovu vrijednost konstante µ niz vrijednosti iteracija funkcije ima osam gomilisˇta. No,
lako je vidjeti da se razlika medu parovima susjednih gomilisˇta smanjila. Mozˇemo naslutiti
da c´e se ona josˇ smanjivati kako smanjujemo vrijednost konstante proporcionalnosti. Ako
je smanjimo dovoljno, slutimo da c´emo dobiti niz vrijednosti iteracija koji ima manje od
osam gomilisˇta.
2.2.2 Cˇetiri gomilisˇta niza vrijednosti iteracija
Navedenu slutnju c´e nam potkrijepiti graficˇki prikaz vrijednosti iteracija funkcije za µ =
3.54:
Slika 2.8: Prikaz iteracija za µ = 3.54 i x0 = 0.2.
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Pogledamo li josˇ listu zadnjih deset vrijednosti, dobivamo:
[0.8203, 0.3648, 0.8833, 0.5218, 0.8203, 0.3648, 0.8833, 0.5218, 0.8203, 0.3648]
Primijetimo da se vrijednosti 5218, 0.8203, 0.3648, 0.8833 ponavljaju, sˇto dodatno pot-
krepljuje nasˇu slutnju. Ovo je takoder vrlo znacˇajan rezultat, jer opet mozˇemo odrediti
koje c´e biti vrijednosti sljedec´ih iteracija.
Dakle, za µ = 3.54, imat c´emo cˇetiri gomilisˇta: 0.8203, 0.3648, 0.8833, 0.5218.
Smanjujemo li i dalje vrijednosti konstante µ, tendencija da se razlika medu parovima
susjednih gomilisˇta smanjuje nastavit c´e se i dalje, pa se nadamo da c´emo za dovoljno
smanjenje konstante µ dobiti niz vrijednosti itracija koji ima manje od cˇetiri gomilisˇta.
Za µ = 3.45 to c´e biti jasno vidljivo:
Slika 2.9: Prikaz iteracija za µ = 3.45 i x0 = 0.2.
2.2.3 Dva gomilisˇta niza vrijednosti iteracija
Nadalje, mozˇemo naslutiti da c´e, smanjimo li konstantu proporcionalnosti dovoljno, niz
vrijednosti iteracija funkcije imati dva gomilisˇta. To c´emo i potkrijepiti graficˇkim prikazom
vrijednosti funkcije za µ = 3.4.
2.2. PRIKAZ ITERACIJA FUNKCIJE 17
Slika 2.10: Prikaz iteracija za µ = 3.4 i x0 = 0.2.
Tu cˇinjenicu dodatno potvrduje lista posljednjih deset vrijednosti, u kojoj mozˇemo vidjeti
da se vrijednosti 0.452 i 0.8422 ponavljaju:
[0.8422, 0.452, 0.8422, 0.452, 0.8422, 0.452, 0.8422, 0.452, 0.8422, 0.452]
Do sad smo imali slucˇajeve da niz vrijednosti iteracija funkcije ima osam, cˇetiri i dva
gomilisˇta. Nasluc´ujemo da c´emo dodatnim smanjivanjem dobiti graficˇki prikaz na kojem
vrijednosti iteracija tezˇe prema jednom broju.
Slika 2.11: Prikaz iteracija za µ = 3.0 i x0 = 0.2.
Kad stavimo µ = 3.0, dobivam graficˇki prikaz koji pokazuje da niz vrijednosti iteracija
funkcije i dalje ima dva gomilisˇta. No, razlika izmedu ta dva broja se smanjila, sˇto je bilo
ocˇekivano, jer ta je tendencija postojala i za vec´e vrijednosti konstante µ.
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2.2.4 Limes niza vrijednosti iteracija
Dodatnim smanjenjem vrijednosti konstante na 2.9 dobit c´emo upravo slucˇaj da vrijednosti
iteracija funkcije tezˇe prema jednom broju (i to 0.652 u ovom konkretnom slucˇaju).
Vazˇno je napomenuti da 2.9 nije najvec´a vrijednost u kojoj c´e vrijediti da vrijednosti itera-
cija funkcije tezˇe prema jednom broju, vec´ je potrebno smanjiti konstantu µ ispod vrijed-
nosti 3.0.
Slika 2.12: Prikaz iteracija za µ = 2.9 i x0 = 0.2.
Slicˇan rezultat dobiti c´emo i za sve vrijednosti konstante proporcionalnosti µ u intervalu
[1, 2.9〉.
Slika 2.13: Prikaz iteracija za µ = 1.0 i x0 = 0.2.
Nadalje, smanjimo li vrijednost konstante proporcionalnosti dovoljno ispod 1.0 dobit c´emo
slucˇaj kada niz vrijednosti iteracija funkcije tezˇi prema jednom broju, i to broju 0.
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Prikazˇimo graficˇki vrijednosti funkcije za µ = 0.9:
Slika 2.14: Prikaz iteracija za µ = 0.9 i x0 = 0.2.
Pokazˇimo sada matematicˇki gore uocˇenu tvrdnju:
Propozicija 1. Neka je µ ∈ 〈0, 1〉 i neka je funkcija f zadana s f (x) = µx(1 − x). Tada za
svaki x0 ∈ 〈0, 1〉 vrijedi:
lim
n→∞ f
n(x0) = 0.
Dokaz. Kako je x0 ∈ 〈0, 1〉, vrijedi 1 − x0 < 1, pa imamo:
f (x0) = µx0(1 − x0) < µ · 1 · 1 = µ
Nadalje, kako je 0 < f (x0) < µ < 1, vrijedi:
f ( f (x0)) = µ f (x0)(1 − f (x0)) < µ · µ · 1 = µ2
Induktivno dobivamo:
0 < f n(x0) < µn, ∀n ∈ N, n > 2.
Kako je vrijednost konstante µ pozitivna i manja od 1, vrijedi lim
n→∞ µ
n = 0, pa je
lim
n→∞ f
n(x0) = 0
. 
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2.2.4.1 Limes niza iteracija u ovisnosti o parametru µ < 3
Proucˇavamo detaljnije parametre 1 < µ < 3 za koje vrijednosti iteracija tezˇe prema jednom
broju. Tocˇnije, kako se mijenja taj broj s obzirom na promjenu vrijednosti konstante µ.
Uzet c´emo grafove za µ = 2.9, µ = 2.0, µ = 1.5 i µ = 1.0 te ih usporediti (u svim c´emo
slucˇajevima za pocˇetnu vrijednost uzeti x0 = 0.5.
Za vrijednost konstante proporcionalnosti µ = 2.9 vrijednosti iteracija funkcije tezˇe prema
broju 0.6552.
Slika 2.15: Prikaz iteracija za µ = 2.9 i x0 = 0.5.
Za vrijednost konstante proporcionalnosti µ = 2.9 vrijednosti iteracija funkcije tezˇe prema
broju 0.5.
Slika 2.16: Prikaz iteracija za µ = 2.0 i x0 = 0.5.
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Za vrijednost konstante proporcionalnosti µ = 1.5 vrijednosti iteracija funkcije tezˇe prema
broju 0.3333.
Slika 2.17: Prikaz iteracija za µ = 1.5 i x0 = 0.5.
Za vrijednost konstante proporcionalnosti µ = 1.0 vrijednosti iteracija funkcije tezˇe prema
broju 0.001.
Slika 2.18: Prikaz iteracija za µ = 1.0 i x0 = 0.5.
Dakle, vrijednost brojeva prema kojima tezˇe vrijednosti iteracija funkcije se smanjuju kako
se smanjuje konstanta µ. Dakle, za 1 < µ < 3 niz iteracija tezˇi prema limesu koji postaje
sve blizˇi 0, kad µ pada prema 1.
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2.2.5 Visˇe od osam gomilisˇta niza vrijednosti iteracija
Kako smo dosad imali slucˇajeve da niz vrijednosti iteracija funkcije ima osam, cˇetiri ili
dva gomilisˇta, ili pak tezˇi jednom broju, logicˇno je zapitati se je li moguc´e nac´i vrijednost
konstante µ da niz vrijednosti ima sˇesnaest gomilisˇta. Za razliku od smanjivanja parametra
µ i upolavljanja broja gomilisˇta, ocˇekujemo udvostrucˇenje broja gomilisˇta kad parametar µ
povec´avamo. Dakle, uzmemo µ vec´i od 3.56, za koji smo u Potpoglavlju 2.2.1 pokazali da
ima 8 gomilisˇta. Uzmemo li µ = 3.568 dobivamo graficˇki prikaz koji ukazuje na to da je
tako nesˇto moguc´e.
Slika 2.19: Prikaz iteracija za µ = 3.568 i x0 = 0.2.
No, graficˇki prikaz nam nije dovoljan da potvrdimo slutnju, jer nije moguc´e isˇcˇitati vrijed-
nosti dovoljno precizno kako bismo zakljucˇili da niz vrijednosti iteracija funkcije stvarno
ima sˇesnaest gomilisˇta. Takoder, ni zadnjih deset vrijednosti nije dovoljno za takav za-
kljucˇak. Stoga c´emo spremati zadnje trideset i dvije vrijednosti, medu kojima zˇelimo
sˇesnaest koje se ponavljaju. Lista zadnje trideset i dvije vrijednosti je sljedec´a:
[0.8791, 0.5602, 0.8049, 0.3438, 0.892, 0.5025, 0.8304, 0.3686,
0.883, 0.5502, 0.8095, 0.3479, 0.8905, 0.4794, 0.84, 0.3793,
0.8791, 0.5602, 0.8049, 0.3438, 0.892, 0.5025, 0.8304, 0.3686,
0.883, 0.5502, 0.8095, 0.3479, 0.8905, 0.4794, 0.84, 0.3793]
Dakle, sˇesnaest vrijednosti se ponavlja, sˇto upuc´uje na to da niz vrijednosti iteracija funk-
cije ima sˇesnaest gomilisˇta. Dosad smo naslutili da je broj gomilisˇta niza iteracija oblika
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2n, te smo nasˇli primjere vrijednosti parametra µ za koje je n = 0, 1, 2, 3, 4.
Sad nas zanima hoc´e li to vrijediti za n = 5, 6, . . .
No, u ovim nam slucˇajevima graficˇki prikaz nec´e biti od koristi pa c´emo program za cr-
tanje graficˇkog prikaza zapravo koristiti samo kako bismo dobili listu 2n+1 vrijednosti te
provjerili ponavlja li se njih 2n.
Za µ = 3.5695 i x0 = 0.2 imamo sljedec´e vrijednosti:
[0.8319, 0.3699, 0.8826, 0.5523, 0.8086, 0.3468, 0.8909, 0.4799,
0.8399, 0.3788, 0.8793, 0.5605, 0.8049, 0.3435, 0.8921, 0.5081,
0.8281, 0.3658, 0.8841, 0.5482, 0.8105, 0.3486, 0.8903, 0.476,
0.8415, 0.3807, 0.8786, 0.5621, 0.8042, 0.3428, 0.8924, 0.4991,
0.8319, 0.3699, 0.8826, 0.5523, 0.8086, 0.3468, 0.8909, 0.4799,
0.8399, 0.3788, 0.8793, 0.5605, 0.8049, 0.3435, 0.8921, 0.5081,
0.8281, 0.3658, 0.8841, 0.5482, 0.8105, 0.3486, 0.8903, 0.476,
0.8415, 0.3807, 0.8786, 0.5621, 0.8042, 0.3428, 0.8924, 0.4991,
0.8319, 0.3699, 0.8826, 0.5523, 0.8086, 0.3468, 0.8909, 0.4799,
0.8399, 0.3788, 0.8793, 0.5605, 0.8049, 0.3435, 0.8921, 0.5081,
0.8281, 0.3658, 0.8841, 0.5482, 0.8105, 0.3486, 0.8903, 0.476,
0.8415, 0.3807, 0.8786, 0.5621, 0.8042, 0.3428, 0.8924, 0.4991,
0.8319, 0.3699, 0.8826, 0.5523, 0.8086, 0.3468, 0.8909, 0.4799,
0.8399, 0.3788, 0.8793, 0.5605, 0.8049, 0.3435, 0.8921, 0.5081,
0.8281, 0.3658, 0.8841, 0.5482, 0.8105, 0.3486, 0.8903, 0.476,
0.8415, 0.3807, 0.8786, 0.5621, 0.8042, 0.3428, 0.8924, 0.4991]
Dakle, imamo trideset i dvije vrijednosti koje se ponavljaju, pa pravilo vrijedi i za n = 5.
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Nadalje, za µ = 3.5698 imamo sˇezdeset i cˇetiri vrijednosti koje se ponavljaju, pa pravilo
vrijedi i za n = 6:
[0.8316, 0.3694, 0.8828, 0.552, 0.8088, 0.3469, 0.8909, 0.4793,
0.8402, 0.379, 0.8792, 0.5608, 0.8048, 0.3433, 0.8922, 0.5081,
0.8281, 0.3658, 0.8841, 0.5483, 0.8105, 0.3485, 0.8904, 0.4758,
0.8416, 0.3807, 0.8786, 0.5622, 0.8042, 0.3427, 0.8924, 0.497,
0.8328, 0.3707, 0.8823, 0.5534, 0.8082, 0.3464, 0.8911, 0.4807,
0.8396, 0.3784, 0.8795, 0.5603, 0.805, 0.3435, 0.8921, 0.5094,
0.8276, 0.3652, 0.8843, 0.5477, 0.8108, 0.3487, 0.8903, 0.4753,
0.8418, 0.3809, 0.8785, 0.5624, 0.8041, 0.3426, 0.8924, 0.5]
Za µ = 0.5699 dobit c´emo da niz vrijednosti iteracija funkcije sa sto dvadeset i osam
gomilisˇta:
[0.8312, 0.369, 0.8829, 0.5517, 0.809, 0.3471, 0.8909, 0.4788,
0.8404, 0.3792, 0.8792, 0.561, 0.8047, 0.3432, 0.8923, 0.5078,
0.8282, 0.3659, 0.8841, 0.5485, 0.8104, 0.3484, 0.8904, 0.4759,
0.8416, 0.3806, 0.8787, 0.5622, 0.8042, 0.3427, 0.8924, 0.4964,
0.8331, 0.371, 0.8822, 0.5537, 0.8081, 0.3462, 0.8912, 0.4809,
0.8395, 0.3782, 0.8795, 0.5602, 0.8051, 0.3435, 0.8921, 0.5098,
0.8274, 0.365, 0.8844, 0.5476, 0.8108, 0.3488, 0.8903, 0.4751,
0.8419, 0.381, 0.8785, 0.5625, 0.804, 0.3426, 0.8925, 0.5003,
0.8314, 0.3692, 0.8828, 0.552, 0.8088, 0.3469, 0.8909, 0.4791,
0.8403, 0.3791, 0.8792, 0.5609, 0.8047, 0.3432, 0.8922, 0.5081,
0.8281, 0.3657, 0.8841, 0.5484, 0.8105, 0.3484, 0.8904, 0.4758,
0.8417, 0.3807, 0.8786, 0.5623, 0.8041, 0.3427, 0.8924, 0.4967,
0.833, 0.3709, 0.8822, 0.5536, 0.8081, 0.3463, 0.8912, 0.4808,
0.8396, 0.3783, 0.8795, 0.5603, 0.8051, 0.3435, 0.8921, 0.5097,
0.8275, 0.365, 0.8844, 0.5476, 0.8108, 0.3487, 0.8903, 0.4751,
0.8419, 0.381, 0.8785, 0.5625, 0.804, 0.3426, 0.8925, 0.5009]
Daljnja pretpostavka je da je moguc´e nac´i vrijednosti konstante µ za n = 8, 9, . . . tako da
postoji 2n gomilisˇta niza vrijednosti iteracija funkcije. No, time se trenutno nec´emo baviti,
vec´ c´emo pojavu pojasniti u Potpoglavlju 3.2.1.
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U ovom smo poglavlju, dakle, dokazali da za µ ∈ 〈0, 1〉 i pocˇetnu tocˇku u intervalu 〈0, 1〉
niz iteracija konvergira u 0. Za 1 < µ < 3 niz iteracija takoder konvergira, i to k sve
vec´oj vrijednosti kako povec´avamo µ. No, kako dalje povec´avamo parametar µ prema
broju 4, broj gomilisˇta se udvostrucˇuje u diskretnim vrijednostima parametra. To c´emo josˇ
ilustrirati na bifurkacijskim dijagramima u Potpoglavlju 3.2.
Vazˇna napomena: Primijetimo da nam se u nasˇim primjerima, prilikom ispisa nekog broja
iteracija prije 1000.-te na nekoliko decimala, cˇini da se vrijednosti ponavljaju. U stvarnosti
se opc´enito za neku pocˇetnu iteraciju radi samo u konvergenciji podnizova niza iteracija
u navedeni broj gomilisˇta. Naime, kad gomilisˇtima nakon vec´eg broja iteracija pridemo
dovoljno blizu, zbog gresˇaka zaokruzˇivanja visˇe ne mozˇemo razlikovati tocˇke. Moguc´e
je i da, umjesto konvergencije nekom gomilisˇtu u stvarnosti, kod racˇunanja velikog broja
iteracija u racˇunalu u nekom konacˇnom trenutku iteracije i upadnu u to gomilisˇte i pocˇnu
se ponavljati zbog gresˇaka prikaza u racˇunalu.

Poglavlje 3
Teorija diskretnih dinamicˇkih sustava
na primjeru logisticˇkog preslikavanja
U ovom c´emo poglavlju definirati osnovne pojmove vezane uz diskretne dinamicˇke sustave
te ih potkrijepiti na primjeru logisticˇke familije funkcija f (x) = µx(1− x), µ > 0, x ∈ R. Za
zanimljive parametre µ ∈ 〈0, 4] i pocˇetne tocˇke x0 ∈ 〈0, 1〉, neke pojave koje smo graficˇki
uocˇili u Poglavlju 2 objasnit c´emo teoretski.
3.1 Osnovni pojmovi i primjena na kvadratnu familiju
Definicija 1. Neka je E ⊆ Rn i n ∈ N. Uredeni par (E, f ), gdje je f : E → E neprekidna
funkcija ili funkcija klase Cr, r ≥ 1, nazivamo diskretnim dinamicˇkim sustavom na E.
Zapisujemo ga pomoc´u diferencijske jednadzˇbe
xn+1 = f (xn),
gdje je x0 ∈ E zadana pocˇetna tocˇka. Primijetimo da je xn := f n(x0), n ∈ N.
Definicija 2. (Prema [1]) Orbita diskretnog dinamicˇkog sustava xn+1 = f (xn) s pocˇetnom
tocˇkom x0 je skup
O f (x0) = { f n(x0) : n ∈ N0} .
Dakle, orbita dinamicˇkog sustava na primjeru nasˇe logisticˇke funkcije je zapravo skup
vrijednosti iteracija funkcije za odredenu pocˇetnu vrijednost x0. Naravno, taj c´e nam skup
ovisiti ne samo o odabiru pocˇetne vrijednosti, vec´ i o odabiru parametra µ.
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Nadalje, primijetimo da smo u prethodnom poglavlju graficˇki prikazivali orbite odabranih
vrijednosti x0 ∈ 〈0, 1〉 za logisticˇku funkciju f , s tim da smo prikazivali samo konacˇni broj
tocˇaka te orbite. Za neke konkretne vrijednosti parametra i pocˇetnog uvjeta, u prethod-
nom smo poglavlju naslutili da se orbite asimptotski ponasˇaju predvidivo, dok se za neke
vrijednosti parametra i pocˇetnog uvjeta ponasˇaju kaoticˇno i nepredvidivo.
Analizirajmo sada orbitu od x0 = 0.3 za logisticˇku funkciju f (x) = 2x(1 − x) direktno
pomoc´u grafa funkcije f . Ova analiza orbite radena je prema Pesin, 2009 ([3]).
Slika 3.1: Prikaz orbite od x0 = 0.3 za f (x) = 2x(1 − x).
Najjednostavnija moguc´a orbita je skup koji se sastoji od jedne tocˇke. To c´e se dogoditi
u slucˇaju kad su vrijednosti svih iteracija f n(x0), za sve n ∈ N, gdje je x0 zadana pocˇetna
vrijednost, jednake upravo x0. Stoga je potrebno uvesti pojam fiksne tocˇke.
Definicija 3. (Prema [1]) Neka je x0 ∈ R i neka je f : R → R neprekidna funkcija. Tocˇka
x0 naziva se fiksna tocˇka funkcije f ako vrijedi f (x0) = x0.
Primjer 1. Odredimo fiksne tocˇke logisticˇke funkcije f (x) = µx(1 − x), µ > 0, x ∈ R.
Rijesˇimo jednadzˇbu f (x0) = x0 kako bismo odredili fiksne tocˇke. Sljedec´e tvrdnje su
ekvivalentne:
µx0(1 − x0) = x0
µx0(1 − x0) − x0 = 0
x0(µ − µx0 − 1) = 0
Sada je ocˇito da je jedno rjesˇenje jednadzˇbe x0 = 0, a drugo je rjesˇenje linearne jednadzˇbe
µ − µx0 − 1 = 0:
x0 =
µ − 1
µ
.
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Dakle, logisticˇka funkcija f (x) = µx(1 − x) ima tocˇno dvije fiksne tocˇke, 0 i µ−1
µ
.
Primjer 2. Funkcija f (x) = 2x(1 − x), sa Slike 2.1.
Prema Primjeru 1, fiksna tocˇka funkcije f razlicˇita od 0 jednaka je:
µ − 1
µ
=
2 − 1
2
= 0.5
Mozˇemo primijetiti da na Slici 2.1. vrijednosti orbite od x0 = 0.3 tezˇe upravo prema tocˇki
0.5. Pogledajmo vrijedi li isto za neke druge vrijednosti x0.
Slika 3.2: Prikaz orbite od x0 = 0.2 za f (x) = 2x(1 − x).
Slika 3.3: Prikaz orbite od x0 = 0.7 za f (x) = 2x(1 − x).
Dakle, i za x0 = 0.2 i x0 = 0.7, vrijednosti orbite tezˇe u 0.5. Slutimo da, ako vrijednosti
orbite tezˇe u neku tocˇku, to je upravo fiksna tocˇka funkcije f razlicˇita od 0, sˇto pokazujemo
u sljedec´oj propoziciju.
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Propozicija 2. Ako niz vrijednosti orbite od x0 ∈ R dinamicˇkog sustava xn+1 = f (xn), gdje
je f neprekidna funkcija, konvergira prema x0, tj. ako vrijedi:
lim
n→∞(xn) = x
∗,
tada je x∗ ∈ R fiksna tocˇka funkcije f .
Dokaz. Pretpostavimo da niz vrijednosti orbite konvergira u x∗ ∈ R:
lim
n→∞(xn) = x
∗.
Sada imamo ekvivalentne tvrdnje:
xn+1 = f (xn) / lim
n→∞,
lim
n→∞ xn+1 = limn→∞ f (xn),
x∗ = lim
n→∞ f (xn).
Zbog neprekidnosti funkcije f vrijedi:
x∗ = f ( lim
n→∞ xn),
x∗ = f (x∗).
Dakle, tocˇka x∗ je fiksna tocˇka funkcije f . 
Ovime smo pokazali da, ako niz vrijednosti iteracija funkcije f tezˇi u neku tocˇku, to je
upravo fiksna tocˇka funkcije f .
Primjer 3. Primijetimo da smo ovakav slucˇaj imali u Potpoglavlju 2.2.4 na Slici 2.12 za
funkciju f (x) = 2.9x(1 − x). Graficˇki smo naslutili da niz vrijednosti iteracija funkcije
f (x) = 2.9x(1 − x) tezˇi prema broju priblizˇno jednakom 0.6552.
Prema Propoziciji 2, 0.6552 je fiksna tocˇka funkcije f . Zaista:
f (0.6552) = 2.9 · 0.6552 · (1 − 0.6552) ≈ 0.6552.
Promotrimo sada opet funkciju f (x) = 2x(1 − x) i njezine obje fiksne tocˇke, 0 i 0.5. Uz-
mimo dvije razlicˇite vrijednosti x0 u okolini tocˇke 0 (jednu pozitivnu, jednu negativnu) i
nacrtajmo orbitu od x0 za funkciju f .
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Dobivamo sljedec´u sliku:
Slika 3.4: Prikaz orbite od x0 za f (x) = 2x(1 − x).
Mozˇemo vidjeti da se ponasˇanje vrijednosti iteracija bitno razlikuje s obzirom na fiksnu
tocˇku. Vrijednosti iteracija funkcije odmicˇu se od tocˇke 0, a priblizˇavaju tocˇki 0.5. Stoga
uvodimo pojam privlacˇne i odbojne fiksne tocˇke.
Definicija 4. (Prema [4]) Neka je x0 ∈ R fiksna tocˇka funkcije f : R → R. Kazˇemo da
je x0 privlacˇna fiksna tocˇka od f ako postoji okolina U oko x0 takva da, za svaki y ∈ U,
vrijedi da je f n(y) ∈ U, n ∈ N, te lim
n→∞ f
n(y) = x0.
Kazˇemo da je x0 odbojna fiksna tocˇka od f , ako postoji okolina U oko x0 takva da, za svaku
tocˇku y ∈ U, postoji n ∈ N takav da f k(y) < U, za svaki k ≥ n.
Dakle, ako je x0 privlacˇna fiksna tocˇka, tada c´e se iteracije kojima je pocˇetna tocˇka u nekoj
okolini od x0 priblizˇavati upravo vrijednosti x0. S druge strane, vrijednosti iteracija koje
krec´u u nekoj okolini x0 c´e se udaljavati od x0 ako je ona odbojna. Na nasˇoj Slici 3.4 jasno
je da je 0 odbojna, a 0.5 privlacˇna fiksna tocˇka. U daljnjem odredivanju karaktera fiksne
tocˇke pomazˇe nam sljedec´i teorem:
Teorem 1. (Prema [4]) Neka je f : R → R funkcija klase C1 i neka je x0 ∈ R fiksna tocˇka
funkcije f . Tada vrijedi:
1. Ako je | f ′(x0)| < 1, onda je x0 privlacˇna.
2. Ako je | f ′(x0)| > 1, onda je x0 odbojna.
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Dokaz.
1. Vrijedi | f ′(x0)| < 1, pa postoji k ∈ R, k < 1 takav da vrijedi | f ′(x0)| < k. Nadalje,
kako je f ′ neprekidna funkcija, postoji δ takav da je | f ′(x0)| < k za svaki x ∈ [x0 −
δ, x0 + δ]. Sada prema Lagrangeovom teoremu srednje vrijednosti za svaki x ∈ [x0 −
δ, x0 + δ] imamo:
f (x) − f (x0)
x − x0 =
f (x) − x0
x − x0 = f
′(cx),
za neki cx izmedu x i x0. Dakle, vrijedi:
| f (x) − x0| < k|x − x0| < |x − x0|, (3.1)
za svaki x ∈ [x0 − δ, x0 + δ].
Ovo nam govori da c´e f (x) biti blizˇe x0 nego x. Dakle, f (x) ∈ [x0 − δ, x0 + δ], pa
(3.1) mozˇemo primijeniti na f (x) i dobivamo:∣∣∣ f 2(x) − x0∣∣∣ < k2|x − x0|.
Induktivno, dobivamo:
| f n(x) − x0| < kn|x − x0|.
Sada za svaku tocˇku y ∈ [x0 − δ, x0 + δ] postoji k ∈ N takav da za svaki n ∈ N, n > k
vrijedi | f n(y) − x0| < δ. Dakle, vrijedi
lim
n→∞ f
n(y) = x0.
2. Vrijedi | f ′(x0)| > 1, pa postoji k ∈ R, k > 1 takav da vrijedi | f ′(x0)| > k. Nadalje,
kako je f ′ neprekidna funkcija, postoji δ takav da je | f ′(x0)| > k za svaki x ∈ [x0 −
δ, x0 + δ]. Sada prema Lagrangeovom teoremu srednje vrijednosti za svaki x ∈ [x0 −
δ, x0 + δ] imamo:
f (x) − f (x0)
x − x0 =
f (x) − x0
x − x0 = f
′(cx),
za neki cx izmedu x i x0. Dakle, vrijedi:
| f (x) − x0| > k|x − x0| > |x − x0|, (3.2)
za svaki x ∈ [x0 − δ, x0 + δ]. Ovo nam govori da c´e f (x) biti dalje od x0 nego x. Tada
je ili f (x) izvan intervala [x0 − δ, x0 + δ], ili je u njemu. Ako je u intervalu, mozˇemo
primijeniti (3.2) na f (x) i zakljucˇiti sljedec´e:∣∣∣ f 2(x) − x0∣∣∣ > k2|x − x0|.
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Induktivnim zakljucˇivanjem mozˇemo dobiti
| f n(x) − x0| > kn|x − x0|,
sve dok je f n−1(x) u intervalu [x0 − δ, x0 + δ]. No, kako vrijedi kn → +∞, jer je
k > 1, mozˇemo zakljucˇiti da u konacˇnom broju iteracija moramo izac´i iz intervala
[x0 − δ, x0 + δ], za svaki x iz tog intervala.

Time smo dobili jednostavan nacˇin za odredivanje je li fiksna tocˇka privlacˇna ili odbojna.
Primjer 4. Odredimo jesu li fiksne tocˇke funkcije f (x) = µx(1− x) privlacˇne ili odbojne, u
ovisnosti o parametru µ > 0.
Odredimo najprije derivaciju funkcije f (x) = µx(1 − x):
f ′(x) = (µx(1 − x))′
= (µx − µx2)′
= (µ − 2µx)
= µ(1 − 2x).
Odredimo vrijednosti derivacije u fiksnoj tocˇki 0:
f ′(0) = µ(1 − 2 · 0) = µ
Dakle, ako je µ < 1, 0 je privlacˇna fiksna tocˇka, a u slucˇaju µ > 1, 0 je odbojna fiksna tocˇka
funkcije f .
Sada odredimo vrijednosti derivacije u fiksnoj tocˇki µ−1
µ
:
f ′
(
µ − 1
µ
)
= µ
(
1 − 2 · µ − 1
µ
)
= 2 − µ.
Dakle, ako je µ ∈ 〈1, 3〉, µ−1
µ
je privlacˇna fiksna tocˇka, a u slucˇaju µ < 1 ili µ > 3, µ−1
µ
je
odbojna fiksna tocˇka funkcije f .
Primjer 5. Ilustrirajmo gresˇku prikaza iteracija u racˇunalu na primjeru odbojne fiksne
tocˇke iz Slike 2.1 iz Poglavlja 2.
Prema Primjeru 1, fiksna tocˇka funkcije f (x) = 4x(1 − x) razlicˇita od 0 jednaka je:
µ − 1
µ
=
4 − 1
4
= 0.75.
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Pogledajmo graficˇki prikaz koji dobivamo za µ = 4 i x0 = 0.75:
Slika 3.5: Prikaz iteracija za µ = 4 i x0 = 0.75
Ovo nije slika koju smo ocˇekivali. Naime, kako je 0.75 fiksna tocˇka, vrijednosti svih
iteracija bi trebale biti jednake 0.75. No, gresˇku mozˇemo objasniti gresˇkom u klizacˇu.
Naime, korak klizacˇa nije jednak tocˇno 0.01, pa dolazi do gresˇke kad ga povucˇemo do
vrijednosti 0.75. Nadalje, f ′(0.75) = −2, pa je 0.75 odbojna fiksna tocˇka funkcije f (prema
Teoremu 1). Zato dobivamo vrijednosti iteracija koje se sve visˇe udaljavaju od 0.75 prije
nego njihovo ponasˇanje postaje kaoticˇno. Promijenimo li nasˇ program da se x0 ne unosi
pomoc´u klizacˇa, nego pomoc´u polja za unos dobivamo ocˇekivani rezultat:
Slika 3.6: Prikaz iteracija za µ = 4 i x0 = 0.75
Nadalje, promatramo slucˇaj kad orbita ima konacˇan broj tocˇaka. Zamislimo slucˇaj da
nakon konacˇnog broja iteracija dobijemo vrijednost koju smo vec´ imali. Tada c´e i sljedec´a
iteracija imati vrijednost koju smo vec´ imali, itd. Kad opet dodemo do vrijednosti koja se
prva ponovila, opet c´emo imati cijeli ciklus ponavljanja. Stoga je potrebno uvesti pojam
periodicˇke tocˇke i periodicˇke orbite.
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Definicija 5. (Prema [1]) Neka je x0 ∈ R i neka je f : R → R neprekidna funkcija. Tocˇka
x0 naziva se periodicˇka tocˇka funkcije f ako postoji n ∈ N takav da vrijedi f n(x0) = x0.
Najmanji takav n naziva se temeljni period od x0.
Dakle, ako je x0 periodicˇka tocˇka temeljnog perioda n, tada c´e svaka n.-ta iteracija funkcije
imati istu vrijednost, x0. Nadalje, f (x0) imat c´e istu vrijednost kao i f n+1(x0). Naime,
f n+1(x0) = f ( f n(x0)) = f (x0), zbog periodicˇnosti tocˇke x0. Dakle, tocˇka f (x0) c´e takoder
biti periodicˇna s temeljnim periodom n. Nadalje, isto c´e vrijediti za sve tocˇke f i(x0), i =
1, . . . , n − 1. To mozˇemo pokazati na isti nacˇin. Mozˇemo zakljucˇiti da, ako funkcija f ima
periodicˇku tocˇku temeljnog perioda n, tada c´e imati barem n periodicˇkih tocˇaka temeljnog
perioda n. Primijetimo josˇ da c´e, u slucˇaju da f ima periodicˇku tocˇku x0 perioda 1, to
zapravo biti fiksna tocˇka funkcije f , jer je f (x0) = x0.
Nadalje, pogledajmo koja je veza izmedu fiksne i periodicˇke tocˇke.
Propozicija 3. Neka je x0 ∈ R i neka je f : R → R neprekidna funkcija. Ako je tocˇka x0
periodicˇka tocˇka funkcije f s temeljnim periodom n, gdje je n ∈ N, tada je x0 fiksna tocˇka
funkcije g : R→ R zadane s g(x) := f n(x).
Dokaz. Posˇto je x0 periodicˇka tocˇka funkcije s temeljnim periodom n, po definiciji peri-
odicˇke tocˇke vrijedi f n(x0) = x0. Sada je g(x0) = f n(x0) = x0. Dakle, po definiciji, x0 je
fiksna tocˇka funkcije g. 
Definicija 6. Neka je x∗ periodicˇka tocˇka funkcije f s periodom n ∈ N, n ≥ 2. Periodicˇka
orbita diskretnog dinamicˇkog sustava xn+1 = f (xn) s pocˇetnom tocˇkom x∗ je skup
O f (x∗) =
{
f i(x∗) : i = 0, 1, . . . , n − 1
}
.
Primjer 6. Ilustriramo kako graficˇki prepoznati periodicˇku orbitu, tj. periodicˇke tocˇke
funkcije.
Za ilustraciju uzmimo Sliku 2.10 iz Potpoglavlja 2.2.3, za koji smo graficˇki naslutili da
ima dva gomilisˇta, jedno priblizˇno jednako 0.452, a drugo priblizˇno jednako 0.842. U
Propoziciji 4 ispod pokazujemo da su ta dva gomilisˇta periodicˇke tocˇke perioda 2.
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Slika 3.7: Prikaz periodicˇke orbite od x0 ≈ 0.452 za f (x) = 3.4x(1 − x).
Propozicija 4. Neka je xn+1 = f (xn) dinamicˇki sustav. Ako za neku pocˇetnu tocˇku i za neki
k0 ∈ N, k0 ≥ 1, niz iteracija (xn·k0)n konvergira kad n→ ∞, tj. ako vrijedi
lim
n→∞ xn·k0 = x
∗,
tada je x∗ periodicˇka tocˇka funkcije f perioda k0.
Dokaz. Neka je g : R → R funkcija dana s g(x) = f k0(x). Tada je gn(x0) = f nk0(x0), za
pocˇetnu vrijednost x0, pa je, prema Propoziciji 2, tocˇka x∗ fiksna tocˇka funkcije g. Time je
i periodicˇka tocˇka perioda k0 funkcije f . 
Dakle, ovime smo pokazali da, ako za neki k0 ∈ N, podniz
(
f n·k0
)
n
vrijednosti iteracija
funkcije f ima limes, onda je to periodicˇka tocˇka te funkcije perioda k0. Ako se vratimo
na prethodno poglavlje, mozˇemo zakljucˇiti da funkcija f (x) = µx(1 − x) mozˇe imati dva,
cˇetiri, osam, sˇesnaest, itd. periodicˇkih tocˇaka.
Primjer 7. Funkcija f (x) = 3.4x(1 − x) sa Slike 2.10 iz Potpoglavlja 2.2.3 .
U tom smo slucˇaju dobili niz vrijednosti iteracija funkcije koji ima dva gomilisˇta priblizˇno
jednaka 0.8422 i 0.452. Prema Propoziciji 4, tocˇke priblizˇno jednake 0.8422 i 0.452 su
periodicˇke tocˇke funkcije f temeljnog perioda 2. Zaista,
f (0.8422) = 3.4 · 0.8422 · (1 − 0.8422) ≈ 0.452,
f (0.452) = 3.4 · 0.452 · (1 − 0.452) ≈ 0.8422
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Nadalje, slicˇno kao i kod fiksnih tocˇaka, definiramo privlacˇne i odbojne periodicˇke tocˇke.
Definicija 7. Neka je x0 ∈ R periodicˇka tocˇka funkcije f : R → R s temeljnim periodom
n ∈ N. Kazˇemo da je x0 privlacˇna periodicˇka tocˇka od f ako postoji okolina U oko x0
takva da, za svaki y ∈ U, vrijedi da je f kn(y) ∈ U, k ∈ N, te lim
n→∞ f
kn(y) = x0.
Kazˇemo da je x0 odbojna periodicˇka tocˇka od f , ako postoji okolina U oko x0 takva da, za
svaku tocˇku y ∈ U, postoji k0 ∈ N takav da f kn(y) < U, za svaki k ≥ k0.
Propozicija 5. Tocˇka x0 ∈ R je odbojna/privlacˇna periodicˇka tocˇka funkcije f : R → R s
periodom n ∈ N ako i samo ako je x0 odbojna/privlacˇna fiksna tocˇka funkcije g : R → R
zadane s g(x) = f n(x).
Dokaz. Dokaz ove tvrdnje slijedi iz definicija fiksne i periodicˇke tocˇke, te odbojne i privlacˇne
periodicˇke i fiksne tocˇke. 
Teorem 2. Neka je f : R→ R funkcija klase C1 i neka je x0 ∈ R periodicˇka tocˇka funkcije
f perioda n ∈ N. Tada vrijedi:
1. Ako je |( f n)′(x0)| < 1, onda je x0 privlacˇna.
2. Ako je |( f n)′(x0)| > 1, onda je x0 odbojna.
Dokaz.
1. Definiramo funkciju g(x) = f n(x). Tada vrijedi |g′(x0)| < 1. Prema Propoziciji 3, x0
je fiksna tocˇka funkcije g. Po Teoremu 1, x0 je privlacˇna fiksna tocˇka funkcije g. Po
Propoziciji 5, slijedi da je x0 privlacˇna periodicˇka tocˇka funkcije f .
Tvrdnja 2. dokazuje se analogno prvoj. 
Propozicija 6. Neka je x0 periodicˇka tocˇka C1-funkcije f perioda n ∈ N, te neka je
O f (x0) = {x0, x1, ..., xn−1}, f (xn−1) = x0, periodicˇka orbita od x0 perioda n. Tada je
|( f n)′(x0)| = . . . = |( f n)′(xn−1)| = | f ′(x0)| · · · | f ′(xn−1)|.
Dokaz. Koristec´i formulu za derivaciju kompozicije funkcija dobivamo:∣∣∣( f n)′ (x0)∣∣∣ = ∣∣∣∣ f ′ ( f n−1(x0)) ( f n−1)′ (x0)∣∣∣∣ .
Sada, kako je {x0, x1, ..., xn−1} periodicˇka orbita od x0 perioda n, vrijedi f n−1(x0) = xn−1. Iz
te cˇinjenice slijedi: ∣∣∣( f n)′ (x0)∣∣∣ = ∣∣∣∣ f ′ (xn−1) ( f n−1)′ (x0)∣∣∣∣ .
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Nadalje, induktivno dobivamo:∣∣∣( f n)′ (x0)∣∣∣ = | f ′(xn−1) f ′(xn−2) . . . f ′(x0)| .
Primijenimo li isti postupak na |( f n)′(xi)|, i = 1, 2, . . . , n − 1, induktivno dobivamo:
|( f n)′(xi)| = | f ′(x0) f ′(x1) . . . f ′(xn−1)| , i = 1, 2, . . . , n − 1,
cˇime smo dokazali tvrdnju. 
Propozicija 6 nam zapravo govori da je jedna tocˇka iz periodicˇke orbite privlacˇna/odbojna
ako i samo ako je svaka druga tocˇka iz periodicˇke orbite privlacˇna/odbojna.
Primjer 8. Na Slici 2.17 iz Potpoglavlja 2.2.4.1 uocˇili smo da vrijednosti iteracija funkcije
f (x) = 1.5x(1−x) tezˇe prema 13 , sˇto je fiksna tocˇka te funkcije. Odredimo je li ona privlacˇna
ili odbojna.
Odredimo najprije derivaciju funkcije f :
f ′(x) = 1.5 − 3x.
Nadalje, odredimo vrijednost derivacije u tocˇki x = 13 :
f ′
(
1
3
)
= 1.5 − 3 · 1
3
= 0.5
Sada je, prema Teoremu 1, tocˇka x = 13 privlacˇna fiksna tocˇka funkcije f . Posˇto je x =
1
3
privlacˇna fiksna tocˇka, ako odaberemo pocˇetnu tocˇku dovoljno blizu 13 , iteracije konvergi-
raju prema 13 .
Slicˇno bismo mogli pokazati i za sve vrijednosti µ ∈ 〈1, 3〉. Vrijednosti iteracija funkcije
uvijek c´e tezˇiti prema fiksnoj tocˇki, za blisko odabranu pocˇetnu vrijednost, upravo zato
sˇto je ona privlacˇna. To nam omoguc´uje da pomoc´u programa opisanog u Poglavlju 2 i
graficˇkog prikaza kojeg dobivamo odredimo fiksne tocˇke funkcije fµ na intervalu µ ∈ 〈1, 3〉.
Objasnimo sada ilustrirano u Potpoglavlju 2.2.4.1, gdje smo uocˇili da se vrijednost limesa
iteracija smanjuje prema 0 kad smanjujemo parametar µ logisticˇke funkcije od 3 prema 1.
Naime, u Propoziciji 2 smo dokazali da je limes iteracija fiksna tocˇka funkcije f . S druge
strane, po Primjeru 1 u ovom poglavlju, fiksna tocˇka funkcije f razlicˇita od 0 jednaka je
µ−1
µ
= 1− 1
µ
. Stoga je jasno da, kad se parametar µ smanjuje od 3 prema 1, vrijednost fiksne
tocˇke pada, a kad µ tezˇi u 1, lim
µ→1
(
1 − 1
µ
)
= 0.
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Pokazˇimo sada tu cˇinjenicu matematicˇki u sljedec´oj propoziciji.
Propozicija 7. (Prema [1]) Neka je funkcija f : R→ R zadana s f (x) = µx(1− x), gdje je
µ ∈ 〈1, 3〉, i neka je n ∈ N. Tada vrijedi:
1. Funkcija f ima privlacˇnu fiksnu tocˇku u pµ =
µ−1
µ
i odbojnu fiksnu tocˇku u 0.
2. Ako je x0 ∈ 〈0, 1〉, tada vrijedi
lim
n→∞ f
n(x0) = pµ.
Dokaz.
1. Tvrdnju smo pokazali u Primjeru 4 u ovom poglavlju.
2. Razdvojimo slucˇajeve s obzirom na vrijednost konstante µ:
a) Promotrimo najprije slucˇaj kad je 1 < µ < 2.
Kako je pµ privlacˇna fiksna tocˇke funkcije f , prema Teoremu 1 vrijedi | f ′(pµ)| <
1. Sada postoji k ∈ R, k < 1, takav da vrijedi | f ′(pµ)| < k. Nadalje, kako je
f ′ neprekidna funkcija, postoji δ takav da je | f ′(pµ)| < k za svaki x ∈ [pµ −
δ, pµ + δ]. Sada prema Lagrangeovom teoremu srednje vrijednosti za svaki
x ∈ [pµ − δ, pµ + δ] imamo:
f (x) − f (pµ)
x − pµ =
f (x) − pµ
x − pµ = f
′(cx),
za neki cx izmedu x i pµ. Dakle, vrijedi:∣∣∣ f (x) − pµ∣∣∣ < k|x − pµ| < |x − pµ|, (3.3)
za svaki x ∈ [pµ − δ, pµ + δ].
Ovo nam govori da c´e f (x) biti blizˇe pµ nego x. Dakle, f (x) ∈ [pµ − δ, pµ + δ],
pa (3.3) mozˇemo primijeniti na f (x) i dobivamo:∣∣∣ f 2(x) − pµ∣∣∣ < k|x − pµ|.
Induktivno, dobivamo: ∣∣∣ f n(x) − pµ∣∣∣ < kn|x − pµ|, (3.4)
za svaki n ∈ N i za svaki x ∈ [pµ − δ, pµ + δ].
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Nadalje, kn → 0 kad n → +∞ jer je k < 1, pa mora vrijediti ( f n(x) − pµ) → 0
kad n→ +∞. Dakle:
lim
n→∞ f
n(x) = pµ, (3.5)
za svaki x ∈ [pµ − δ, pµ + δ].
Kako je 1 < µ < 2, tada je pµ ∈
〈
0, 12
]
, pa tvrdnja (3.5) po gore dokazanom
vrijedi za svaki x ∈
〈
0, 12
]
. Naime, δ-okolina konstruirana oko pµ ∈
〈
0, 12
]
ne obuhvac´a nuzˇno dani x > 12 , pa ne mozˇemo za takav x po prethodnom
razmatranju zakljucˇiti (3.5).
Pretpostavimo sada da je x ∈
〈
1
3 , 1
〉
. Funkcija f na intervalu [0, 1] postizˇe
maksimum u tocˇki x = 12 te on iznosi
µ
4 . Za 1 < µ < 2, taj maksimum je
strogo manji od 12 . Dakle, f (x) <
1
2 za x ∈
〈
1
3 , 1
〉
. Dakle, nakon jedne iteracije,
vrijednost c´e upasti u interval koji je pokriven u prvom dijelu dokaza, pa vrijedi:
lim
n→∞ f
n(x) = pµ,
za svaki x ∈ 〈0, 1〉.
b) Promotrimo sada slucˇaj kad je 2 < µ < 3.
Kako je pµ =
µ−1
µ
, vrijedi 12 < pµ < 1. Neka je p
∗ tocˇka iz intervala
〈
0, 12
〉
takva
da je f (p∗) = pµ. Naime, takva tocˇka p∗ postoji jer je funkcija f neprekidna i
preslikava oba intervala,
[
0, 12
]
i
[
1
2 , 1
]
, strogo monotono u interval
[
0, µ4
]
. Na-
ime, tocˇka x = 12 je tocˇka strogog maksimuma, f
(
1
2
)
=
µ
4 .
Nadalje, funkcija f je strogo rastuc´a na intervalu
[
p∗, 12
]
, te vrijedi f (p∗) = pµ
i f
(
1
2
)
=
µ
4 . S druge strane, funkcija f je strogo padajuc´a na intervalu
[
1
2 , pµ
]
,
te vrijedi f (pµ) = pµ. Dakle, funkcija f preslikava interval [p∗, pµ] u interval[
pµ,
µ
4
]
.
Kako je µ4 > pµ za µ iz danog intervala, te je funkcija f strogo padajuc´a na[
pµ,
µ
4
]
i vrijedi f
(
µ
4
)
< pµ, za svaki µ iz danog intervala. Kako je josˇ pµ > 12 za
µ iz danog intervala, vrijedi da funkcija f preslikava interval
[
pµ,
µ
4
]
u interval[
1
2 , pµ
]
. Dakle, funkcija f 2 preslikava interval [p∗, pµ] u interval
[
1
2 , pµ
]
.
Nadalje, slicˇno se pokazˇe da funkcija f preslikava interval
[
1
2 , pµ
]
opet u inter-
val
[
1
2 , pµ
]
.
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Nadalje, za svaki x iz intervala
[
1
2 , pµ
]
vrijedi f (x) > x. Naime, sljedec´e tvrdnje
su ekvivalentne:
f (x) > x,
−µx2 + µx > x,
−µx2 + µx − x > 0,
x(−µx + µ − 1) > 0.
Kako je x > 0, posljednja relacija je ekvivalentna −µx + µ − 1 > 0, sˇto je
ekvivalentno x < µ−1
µ
= pµ, sˇto vrijedi za svaki x iz intervala
[
1
2 , pµ
]
. Dakle,
niz iteracija funkcije f je rastuc´i za pocˇetnu tocˇku iz intervala
[
1
2 , pµ
]
. Nada-
lje, gore smo pokazali da vrijedi f n(x) ≤ pµ, za svaki n ∈ N i x iz intervala[
1
2 , pµ
]
. Dakle, niz iteracija xn+1 = f (xn), za n ∈ N0, je rastuc´i i ogranicˇen, pa je
konvergentan. Nadalje, pretpostavimo da vrijedi lim
n→∞(xn) = L. Tada vrijedi:
xn+1 = −µx2n + µxn / limn→∞,
lim
n→∞ xn+1 = limn→∞(−µx
2
n + µxn),
L = −µL2 + µL.
Dakle, jedini kandidati za limes niza su L = 0 i L = µ−1
µ
= pµ. No, kako je
niz vrijednosti iteracija rastuc´i i vrijedi f n(x) > 0, n ∈ N za svaki x iz intervala[
1
2 , pµ
]
, slucˇaj L = 0 nije moguc´. Dakle, vrijedi:
lim
n→∞ f
n(x) = pµ,
za svaki x ∈
[
1
2 , pµ
]
. Dakle, pokazali smo sada sljedec´e: za x ∈ [p∗, pµ] vrijedi
lim
n→∞ f
n(x) = pµ.
Neka je sada 0 < x < p∗. Sada postoji k ∈ N, k > 0, takav da je f k(x) ∈ [p∗, pµ].
Naime, ako je 0 < x < p∗, znamo da je 0 < x < 12 − δ, za neki δ > 0 jer je p∗
strogo manje od 12 . Sada je f (x) = µx(1−x) > 2x
(
1
2 + δ
)
= lx, gdje je l > 1. Sad
je f n(x) > lnx, pa nakon odredenog broja koraka upadnemo u interval [p∗, pµ].
Pa vrijedi:
lim
n→∞ f
k+n(x) = pµ.
Za sad smo, dakle, pokazali da limes vrijedi za sve x ∈ 〈0, pη〉. Konacˇno, kako
je funkcija f strogo padajuc´a na intervalu [pµ, 1], maksimum na tom intervalu
se postizˇe u tocˇki x = pµ, a minimum u x = 1. Dakle, funkcija f preslikava
interval 〈pµ, 1〉 u interval 〈0, pµ〉, pa isto vrijedi i na tom intervalu.
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Kako je sada pokriven cijeli interval 〈0, 1〉, tvrdnja vrijedi za 2 < µ < 3.
3. Tvrdnja vrijedi i za slucˇaj µ = 2, no to nec´emo dokazivati.

3.2 Bifurkacijski dijagram za kvadratnu familiju
U ovom c´emo potpoglavlju promjene koje se dogadaju u broju i polozˇaju fiksnih, odnosno
periodicˇkih tocˇaka, za kvadratnu familiju fµ(x) = µx(1 − x) s promjenom parametra µ
prikazati na jednom grafu. U Potpoglavlju 3.2.1 c´emo ih josˇ dodatno pojasniti. Definirajmo
najprije osnovne pojmove koji su nam za to potrebni.
Definicija 8. (Prema [1]) Neka je µ ∈ R i neka je ( fµ)µ>0, fµ : R→ R familija neprekidnih
funkcija. Neka je xn+1 = fµ(xn), µ > 0, familija diskretnih dinamicˇkih sustava generiranih
funkcijama fµ. Bifurkacijom smatramo pojavu promjene u asimptotskom ponasˇanju orbita
sustava s obzirom na promjenu parametra µ.
Primijetimo da je jedan takav primjer upravo kvadratna familija fµ(x) = µx(1 − x) i pro-
mjene koje se dogadaju u broju i polozˇaju fiksnih i periodicˇkih tocˇaka kako mijenjamo
parametar µ.
Definicija 9. Neka je ( fµ)µ : R → R, gdje je µ ∈ R, parametarska familija funkcija.
Bifurkacijskim dijagramom te familije nazivamo dijagram u kojem na horizontalnoj osi
nanosimo vrijednosti parametra µ, a na vertikalnoj osi vrijednosti privlacˇnih fiksnih, od-
nosno privlacˇnih periodicˇkih tocˇaka funkcije fµ na koje se gomilaju iteracije pocˇetne tocˇke
x0 za danu vrijednost parametra µ.
Crtamo bifurkacijski dijagram za kvadratnu familiju f (x) = µx(1 − x), µ > 0. U tome c´e
nam pomoc´i program koji c´e crtati tocˇke (µ, x), gdje je µ = 0.001k, k ∈ {1, 2, . . . , 4000}, a x
su brojevi kojima tezˇe vrijednosti iteracija funkcije za dani µ (za koje smo vidjeli da pred-
stavljaju fiksne, odnosno periodicˇke tocˇke). Vrijednosti iteracija funkcije racˇunamo kao i
u prethodnom programu (takoder gledamo tisuc´u iteracija). Za svaku vrijednost parametra
µ pocˇinjemo iterirati iz iste pocˇetne tocˇke x0. Zadnjih sto vrijednosti spremamo u posebnu
listu te pomoc´u te liste crtamo navedene tocˇke. Bifurkacijski dijagram raden je prema [1].
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Program napisan u SageMath-u:
y c o o r d s = [ ]
z a d n j i h 1 0 0 = [0 ]∗100
x co = [0]∗399900
k =0.001
i n d =0
f o r i in range ( 3 9 9 9 ) :
f o r j in range ( 1 0 0 ) :
x co [ i n d ]=k
i n d= i n d +1
k=k +0.001
y co = [ [ 0 ]∗1 0 0 f o r i in range ( 3 9 9 9 ) ]
f o r i in range ( 1 0 0 0 ) :
y c o o r d s . append ( 0 )
y c o o r = [0]∗399900
@ i n t e r a c t
def f ( x= s l i d e r ( 0 , 1 , 0 . 0 1 , 0 . 3 6 ) ) :
mu=0.001
f o r i in range ( 3 9 9 9 ) :
i k s =x
f o r k in range ( 1 0 0 0 ) :
r e z=mu∗ i k s ∗(1− i k s )
y c o o r d s [ k ]= r e z
i k s = r e z
f o r k in range ( 1 0 0 ) :
z a d n j i h 1 0 0 [ k ]= round ( y c o o r d s [999−k ] , 4 )
f o r k in range ( 1 0 0 ) :
y co [ i ] [ k ]= z a d n j i h 1 0 0 [ k ]
mu=mu+0.001
k=0
f o r i in range ( 3 9 9 9 ) :
f o r j in range ( 1 0 0 ) :
y c o o r [ k ]= y co [ i ] [ j ]
k=k+1
r = [ ( x co [ i ] , y c o o r [ i ] ) f o r i in range ( 3 9 9 9 0 0 ) ]
l i s t a = l i s t p l o t ( r , c o l o r = ’ r e d ’ )
show ( l i s t a )
44
POGLAVLJE 3. TEORIJA DISKRETNIH DINAMICˇKIH SUSTAVA NA PRIMJERU
LOGISTICˇKOG PRESLIKAVANJA
Za pocˇetnu vrijednost x0, za sve vrijednosti parametra µ, uzet c´emo 0.36. To je pocˇetna
tocˇka orbite cˇije asimptotsko ponasˇanje promatramo za razne vrijednosti parametra (ima li
limes ili gomilisˇta i koja). Takoder, u programu imamo moguc´nost promjene te vrijednosti,
ali ona nam ne utjecˇe bitno na konacˇni rezultat. Pokrenemo li navedeni program, dobivamo
sljedec´u sliku:
Slika 3.8: Bifurkacijski dijagram kvadratne familije f (x) = µx(1 − x) (crtamo fiksne i
periodicˇke tocˇke za razne vrijednosti parametra). Pocˇetna tocˇka je x0 = 0.36.
Uzmemo li u obzir da je znacˇenje rijecˇi bifurkacija razdvajanje, naziv bifurkacijski di-
jagram ima smisla. Na dijagramu su vidljive vrijednosti parametra u kojima dolazi do
”razdvajanja” s jedne periodicˇke tocˇke na dvije, s dvije na cˇetiri, itd. Naime, za male vri-
jednosti parametra, iteracije pocˇetne tocˇke x0 konvergiraju prema jednoj fiksnoj tocˇki 0,
zatim, kako parametar raste prema vrijednosti 3 ta fiksna tocˇka se povec´ava, pa se za josˇ
vec´e vrijednosti ”razdvaja” na dvije periodicˇke tocˇke kojima c´e konvergirati svaka druga
iteracija pocˇetne tocˇke x0, pa se u nekom trenutku svaka od njih ”razdvoji” josˇ na dvije itd.
Naglasimo da na nasˇim bifurkacijskim dijagramima ne brojimo koliko je ukupno fiksnih
tocˇaka ili periodicˇkih tocˇaka funkcije f . Crtamo samo neke privlacˇne fiksne ili periodicˇke
tocˇke. Naime, mi prikazujemo bifurkaciju samo jedne orbite s promjenom parametra.
Uzmemo orbitu s pocˇetnom tocˇkom x0 i za razne vrijednosti parametara gledamo kamo se
asimptotski gomilaju iteracije te orbite. To su onda sigurno fiksne tj. periodicˇke tocˇke, ali
ne dokazujemo da nema drugih (mozˇda su te druge odbojne pa ih tako ne dobivamo, ili se
dobiju ako promijenimo pocˇetnu tocˇku).
Prokomentirajmo sad bifurkacijski dijagram za orbitu iz tocˇke x0 = 0.36 koji smo dobili
na Slici 3.8, u svjetlu dosadasˇnjih rezultata iz prosˇlih poglavlja. Primijetimo da na inter-
valu 〈0, 3〉 bifurkacijski dijagram prikazuje samo jednu fiksnu tocˇku. Sjetimo se da smo
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u prethodnom poglavlju pokazali da c´e funkcija f = µx(1 − x) imati dvije fiksne tocˇke, 0
i µ−1
µ
. Ovdje je prikazana samo tocˇka µ−1
µ
. Naime, sjetimo se da je, prema Propoziciji 7,
za µ ∈ 〈1, 3〉, 0 odbojna fiksna tocˇka, a µ−1
µ
privlacˇna. Time mozˇemo objasniti dobiveni
dijagram, jer c´e se vrijednosti iteracija funkcije udaljavati od 0 i priblizˇavati prema µ−1
µ
. S
druge strane, za µ ∈ 〈0, 1〉, 0 je privlacˇna fiksna tocˇka, pa iteracije konvergiraju u nju.
Nadalje, za µ > 3, funkcija f c´e imati ili barem dvije privlacˇne periodicˇke tocˇke ili niti
jednu. Takoder je vidljiv interval u kojem funkcija ima barem cˇetiri privlacˇne periodicˇke
tocˇke, no tesˇko ga je egzaktno odrediti.
Ako prilagodimo (”zoomiramo”) navedeni program da prikazuje samo tocˇke na intervalu
µ ∈ [3.4, 3.6], dobivamo sljedec´i dijagram:
Slika 3.9: Prikaz privlacˇnih periodicˇkih tocˇaka za x0 = 0.36 i vrijednosti parametra µ iz
intervala [3.4, 3.6].
Ovime smo dobili jasniji prikaz vrijednosti parametra u kojima se asimptotska orbita ”raz-
dvaja” prema cˇetiri i dalje prema osam periodicˇkih tocˇaka.
Dodatno, na prvom je dijagramu vidljivo da se pojavila ”praznina” za vrijednosti µ pri-
blizˇno jednake 3.8, sˇto sugerira na momentano smanjenje broja gomilisˇta orbite iz x0 za
vrijednost parametra priblizˇno jednakim 3.8. U tom trenutku se cˇini da orbita iz x0 asimp-
totski tezˇi prema nekim drugim privlacˇnim periodicˇkim tocˇkama.
Prilagodimo li sada program da prikazuje samo privlacˇne periodicˇke tocˇke na intervalu
µ ∈ [3.8, 3.9], dobivamo sljedec´i dijagram:
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Slika 3.10: Prikaz privlacˇnih periodicˇkih tocˇaka za x0 = 0.36 i vrijednosti parametra µ iz
intervala [3.8, 3.9].
Cˇini se da postoje vrijednosti konstante µ za koje se pojavljuju nove tri privlacˇne periodicˇke
tocˇke te vrijednosti konstantne µ za koje se one opet razlozˇe u sˇest privlacˇnih periodicˇkih
tocˇaka (svako gomilisˇte trajektorije prijede u dva nova gomilisˇta, kao i prije). Slutnje c´emo
provjeriti pomoc´u programa iz prethodnog poglavlja.
Slika 3.11: Prikaz iteracija za µ = 3.835 i x0 = 0.2.
Dakle, za µ = 3.835, orbita iz tocˇke x0 = 0.2 se ”gomila” na tri privlacˇne periodicˇke tocˇke,
s priblizˇnim vrijednostima: 0.4945, 0.1521, 0.9586.
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Slika 3.12: Prikaz iteracija za µ = 3.845 i x0 = 0.2.
Nadalje, za µ = 3.845, svaka od njih se razlozˇi u dva gomilisˇta, pa nastane sˇest privlacˇnih
periodicˇkih tocˇaka, s priblizˇnim vrijednostima: 0.4718, 0.1432, 0.9612, 0.5009, 0.154, 0.9582.
Za vrijednost konstante µ = 3.848 tako c´emo dalje dobiti dvanaest privlacˇnih periodicˇkih
tocˇaka:
0.1571, 0.9573, 0.4652, 0.1407, 0.962, 0.5015, 0.1541, 0.9582, 0.4686, 0.1419, 0.9616, 0.5096
Slutimo da je moguc´e pronac´i vrijednosti koje bi nam dalje dale 24 ili 48 gomilisˇta te
orbite i time 24 ili 48 privlacˇnih periodicˇkih tocˇaka, no za SageMath je zahtjevno analizirati
dijagrame za velik broj periodicˇkih tocˇaka.
Prilagodimo li navedeni program da prikazuje samo parametre u intervalu µ ∈ [3.9, 4.0],
dobivamo josˇ jednu zanimljivu ”zoomiranu” sliku:
Slika 3.13: Prikaz privlacˇnih periodicˇkih tocˇaka na intervalu µ ∈ [3.9, 4.0], na koje se
gomilaju orbite iz pocˇetne tocˇke x0 = 0.36.
48
POGLAVLJE 3. TEORIJA DISKRETNIH DINAMICˇKIH SUSTAVA NA PRIMJERU
LOGISTICˇKOG PRESLIKAVANJA
Naime, i na ovom intervalu postoje praznine koje bi se moglo dalje analizirati. No, za to
je potrebno je nacrtati detaljniju sliku, sa sˇto visˇe tocˇaka, a tu dolazimo do ogranicˇenja jer
su dijagrami s puno tocˇaka zahtjevni za SageMath. Primijetimo ipak da se, povec´anjem
parametra µ prema µ = 4, jako povec´ava broj periodicˇkih tocˇaka na koje se gomilaju orbite
iz pocˇetne tocˇke x0, sˇto sugerira da se orbita pocˇinje ponasˇati kaoticˇno, tj. ispunjavati cˇitavi
interval. To je u skladu s komentarom u Poglavlju 1 da za vrijednosti parametra vec´e od 4
za neke orbite ulazimo u podrucˇje kaosa.
3.2.1 Udvostrucˇenje broja periodicˇkih tocˇaka
Za kraj c´emo pomoc´u grafa kvadratne funkcije ilustrirati pojavu udvostrucˇenja broja privlacˇnih
periodicˇkih tocˇaka koju smo naslutili u graficˇkom primjeru u Poglavlju 2 (objasˇnjenje je
napravljeno po uzoru na [1]). Pogledajmo najprije grafove funkcije f (x) = µx(1 − x) za
nekoliko razlicˇitih vrijednosti parametra µ:
Slika 3.14: Graf funkcije f za µ = 1 na intervalu [0, 1].
Slika 3.15: Graf funkcije f za µ = 2.2 na intervalu [0, 1].
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Mozˇemo vidjeti da funkcija f ima jednu fiksnu tocˇku, jednaku 0, na intervalu [0, 1], kad je
µ ≤ 1, a dvije, 0 i razlicˇitu od 0, kad je µ > 1.
Promotrimo grafove funkcije f 2 za nekoliko razlicˇitih vrijednosti µ. Pomnije c´emo proucˇiti
graf na intervalu [x0, x1], gdje je x0 ∈ R privlacˇna fiksna tocˇka funkcije f , a x1 ∈ R takva
da je f (x1) = x0. Primijetimo da je tada x0 i privlacˇna fiksna fiksna tocˇka funkcije f 2, te da
je f 2(x1) = f (x0) = x0:
Slika 3.16: Graf funkcije f 2 za µ = 3 na intervalu [0, 1].
Slika 3.17: Graf funkcije f 2 za µ = 3.4 na intervalu [0, 1].
Okrenemo li graf funkcije f 2 za µ = 3 na intervalu [x0, x1] dobivamo graf koji je vrlo
slicˇan grafu funkcije f za µ = 1 na intervalu [0, 1]. Mozˇemo rec´i da grafovi imaju istu
dinamiku na tim intervalima. Nadalje, ako usporedimo Slike 3.14 i 3.16, vidimo da je
povec´anje parametra µ s 1 na 3 rezultiralo novom privlacˇnom fiksnom tocˇkom funkcije
f (koju uocˇavamo kao privlacˇnu fiksnu tocˇku od f 2). Oznacˇimo je s x∗ = x0. Daljnje
povec´anje vrijednosti parametra c´e u kvadratic´u sa Slike 3.16 generirati istu sliku kao sˇto je
Slika 3.16, ako promatramo funkciju f 4. Tako c´emo generirati novu privlacˇnu fiksnu tocˇku
od f 2, koja je zapravo privlacˇna fiksna tocˇka od f 4. Oznacˇimo je s x∗∗. Tako induktivno
mozˇemo razmisˇljati dalje.
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Kako je x∗ fiksna tocˇka funkcije f 2, prema Propoziciji 5, x∗ je privlacˇna periodicˇka tocˇka
funkcije f perioda 2. Posˇto je x∗ periodicˇka tocˇka funkcije f perioda 2, periodicˇka or-
bita O f (x∗) sastoji se od dvije vrijednosti. Prva je upravo x∗, a drugu oznacˇimo s x∗∗
(vrijedi f (x∗) = x∗∗ i f (x∗∗) = x∗). Sada je, prema Propoziciji 6, x∗∗ takoder privlacˇna
periodicˇka tocˇka funkcije f . Time mozˇemo objasniti udvostrucˇenje broja privlacˇnih peri-
odicˇkih tocˇaka, s jedne na dvije, koje smo vidjeli na Slici 3.9 te naslutili u Poglavlju 2.
Nadalje, ako bismo nacrtali graf funkcije f 4 na intervalu [0, 1], opet bismo mogli nac´i manji
interval I, I ⊂ [0, 1], na kojem graf funkcije f 4 ima istu dinamiku kao graf funkcije f na
intervalu [0, 1]. Povec´anje parametra µ bi opet rezultiralo novom privlacˇnom periodicˇkom
tocˇkom funkcije f , ovaj put perioda 4. Isto bismo mogli pokazati i za f 8, f 16, . . . , sˇto
objasˇnjava udvostrucˇenje broja privlacˇnih periodicˇkih tocˇaka, s dvije na cˇetiri, s cˇetiri na
osam, itd.
Nadalje, primijetimo da se pojava nove privlacˇne fiksne tocˇke za funkciju f dogodila kad
je parametar µ presˇao vrijednost 1, a za funkciju f 2 kad je parametar µ presˇao vrijednost
3. Nadalje, mogli bismo vidjeti da c´e se za funkciju f 4 pojava nove privlacˇne fiksne tocˇke
dogoditi kad vrijednost parametra prijede vrijednost priblizˇno jednaku 3.54. Dakle, interval
vrijednosti parametra µ na kojem postoje barem cˇetiri privlacˇne periodicˇke tocˇke manji je
od intervala na kojem postoje barem dvije privlacˇne periodicˇke tocˇke, koji je opet manji
od intervala na kojem postoji jedna privlacˇna fiksna tocˇka. Tu smo pojavu takoder mogli
uocˇiti na Slici 3.8.
Poglavlje 4
Zakljucˇak
U radu smo promatrali asimptotsko ponasˇanje niza iteracija logisticˇkog (kvadratnog) pres-
likavanja fµ(x) = µx(1−x), µ > 0, te kako se ono mijenja s obzirom na promjenu parametra
µ i izbor pocˇetne tocˇke x0.
Zakljucˇili smo da su nam intervali µ ∈ 〈0, 4] i x0 ∈ 〈0, 1〉 zanimljivi. Za vrijednosti para-
metra µ i pocˇetne vrijednosti x0 izvan navedenih intervala niz vrijednosti iteracija funkcije
ili tezˇi u 0 ili tezˇi u −∞ ili je stacionaran (osim za skup mjere 0 za µ > 4, gdje je ponasˇanje
kaoticˇno, no to nismo proucˇavali).
Za vrijednosti parametra µ unutar intervala 〈0, 1] niz vrijednosti iteracija funkcije tezˇi u
privlacˇnu fiksnu tocˇku funkcije f jednaku 0, dok za vrijednosti unutar intervala 〈1, 3〉 tezˇi
u privlacˇnu fiksnu tocˇku funkcije f jednaku µ−1
µ
.
Nadalje, kako vrijednost parametra µ raste od 3 prema 4, niz vrijednosti iteracija funk-
cije tezˇi prema privlacˇnim periodicˇkim tocˇkama funkcije f cˇiji se broj udvostrucˇuje u
nekim diskretnim vrijednostima parametra. Ako vrijednosti parametra povec´avamo, niz
vrijednosti iteracija funkcije tezˇi prema sve vec´em broju privlacˇnih periodicˇkih tocˇaka,
sˇto upuc´uje na pojavu kaosa u ponasˇanju orbita (kaos se pojavljuje za µ > 4, sˇto nismo
obradivali).
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Sazˇetak
Cilj ovog rada bio je analizirati bifurkaciju kvadratne familije funkcija fµ(x) = µx(1 −
x), µ > 0, tj. analizirati asimptotsko ponasˇanje niza iteracija vrijednosti funkcije fµ s
obzirom na promjenu vrijednosti parametra µ i izbor pocˇetne tocˇke x0. Zˇeljeli smo nac´i
vrijednosti parametra za koje je moguc´e predvidjeti ponasˇanje sustava nakon velikog broja
iteracija te koliko nam na to utjecˇe izbor pocˇetne vrijednosti x0.
U Poglavlju 2 smo naslutili promjene koje se dogadaju s promjenom tog parametra µ. Za-
tim smo u Poglavlju 3 paralelno uvodili osnovne pojmove iz teorije dinamicˇkih sustava i
primjenjivali ih na kvadratnu familiju funkcija fµ(x) = µx(1 − x), µ > 0. Time smo do-
kazivali tvrdnje koje smo graficˇki naslutili u Poglavlju 2 te pronasˇli vrijednosti parametara
za koje je moguc´e predvidjeti ponasˇanje sustava, sˇtovisˇe, tocˇno odrediti sˇto c´e se dogoditi
s vrijednostima nakon velikog broja iteracija.
U Poglavlju 3 smo graficˇki ilustrirali bifurkaciju koja se dogada s promjenom parametra µ.
U odredenim smo vrijednostima parametra uocˇili pojavu udvostrucˇenja perioda te pojasnili
zasˇto do nje dolazi. Ta pojava sugerira put prema kaosu.

Summary
The aim of this paper was to analyse quadratic family of functions fµ(x) = µx(1−x), µ > 0,
that is, the change in the asymptotic behaviour of its iterates with respect to to the parameter
µ and the initial value x0. We wanted to find the values of parameter µ for which it is
possible to predict the asymptotic behaviour of the system and to investigate whether the
choice of the initial value x0 has any effect.
In Chapter 2, we predicted the changes in the asymptotic behavior of orbits with parameter
changes.. In Chapter 3, we introduced basic concepts of the theory of discrete dynamical
systems and applied them to the quadratic family fµ(x) = µx(1 − x), µ > 0. We have mat-
hematically proven some predictions from Chapter 2 and found the values of the parameter
for which it is possible to predict the asymptotic behaviour of the system, furthermore.
In Chapter 3 we have illustrated the bifurcation that happens with the change of parameter
µ. For some values of the parameter, we have noticed the period-doubling bifurcation and
explained why it happens. This suggests a route to chaos.
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