



Lo que sigue es un resumen de la conferencia dictada en la reunio´n de la
Unio´n Matema´tica Argentina realizada en Mendoza en septiembre de 2008.
El objetivo principal de esta charla fue hacer una breve historia del concepto
de conectivo intuicionista poniendo en claro sus motivaciones, la relacio´n exis-
tente entre las diversas formas de definirlo y sus posteriores generalizaciones.
Suponemos conocidas las definiciones de reticulado y de a´lgebra de
Heyting tal como figuran, por ejemplo, en [1]. Tambie´n suponemos conocidos
los conceptos ba´sicos de teor´ıa de categor´ıas (ver, por ejemplo, [10]).
En primer lugar, se mencionara´n resultados sobre ciertas a´lgebras de
Heyting (aquellas cuyo reticulado subyacente es generado por elementos com-
pletamente primos), se dara´ la definicio´n de los llamados modelos de Kripke y
se mostrara´ la relacio´n existente entre unas y otros. A partir de all´ı analizare-
mos definiciones y ejemplos de conectivos: en primer lugar, tres definiciones
equivalentes de conectivos intuicionistas basadas en la sema´ntica de Kripke y
luego la definicio´n categorial de conectivos en topos, en particular en los de
la forma SetP. Mostraremos la relacio´n de esta definicio´n con las anteriores.
Por u´ltimo, veremos el punto de vista algebraico del concepto de conectivo
en a´lgebras de Heyting (funcio´n compatible) y su generalizacio´n a reticulados
residuados conmutativos.
Reticulados generados por primos
Sea (P,≤) un conjunto ordenado. Dado p ∈ P , sea [p) = {q ∈ P : p ≤ q}
el intervalo creciente de p. Un subconjunto X de P es creciente si para cada
elemento x ∈ X el intervalo creciente de x esta´ contenido en X. Sea P+ la
clase de los subconjuntos crecientes de P . Es sabido que 〈P+,∪,∩, ∅, P 〉 es un
subreticulado completo de 2P (siendo 2P el a´lgebra de Boole de las partes de P )
y un a´lgebra de Heyting con la implicacio´n: A −→ B = (A ∩ Bc]c , donde c
denota el complemento de conjuntos y donde indicamos con (U ] los elementos
que son menores o iguales que los de U .
Sea L un reticulado completo. Un elemento x es completamente primo o´
c-primo si:
∨
i∈I xi ≥ x implica que existe i tal que xi ≥ x.
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Los elementos de la forma [p) = {q ∈ P : p ≤ q} son c-primos en P+.
Un reticulado completo se llama generado por primos o´ brevemente pg si
cada elemento es supremo de c-primos.
Luego P+ es pg, ya que, si U ∈ P+, U = ⋃p∈U [p).
La rec´ıproca tambie´n es cierta (ver siguiente teorema), o sea: si un reticulado
es pg, entonces es isomorfo a uno de la forma P+.
Teorema 1. Para todo reticulado pg L existe un conjunto ordenado (P,≤) tal
que L ≈ P+.
El conjunto P del teorema 1 es el de los elementos c-primos de L munido del
orden inverso del de L. El isomorfismo esta´ dado por: z 7→ {x ∈ P : x ≤ z}.
Esto significa que podemos identificar los reticulados pg con los de la forma
P+.
Adema´s, las a´lgebras de Heyting cuyo reticulado subyacente es pg son
“representativas” de la clase de las a´lgebras de Heyting, pues toda a´lgebra
de Heyting puede considerarse “inclu´ıda” en una pg; esto es lo que afirma el
siguiente teorema.
Teorema 2. Toda a´lgebra de Heyting es isomorfa a una suba´lgebra de una de
la forma P+.
El conjunto P del teorema 2 es P = {F : F filtro primo deA} y el monomor-
fismo eA : A −→ P+ viene dado por eA(x) = {F ∈ P : x ∈ F}.
Un caso particular de este teorema es el teorema de Stone que dice que
toda a´lgebra de Boole B es isomorfa a una suba´lgebra de un a´lgebra de Boole
de la forma 2P para cierto P . El conjunto P es el de los filtros primos de B.
Para ver que es as´ı, observemos que como en B todo filtro primo es maximal,
los filtros primos no son comparables entre s´ı, por lo que P es una anticadena
(cada elemento F ∈ P es incomparable con todos los otros elementos de P ) y
por lo tanto las partes crecientes de P son todas las partes de P .
Modelos de Kripke y conectivos intuicionistas ba´sicos
Sea α una fo´rmula del ca´lculo proposicional cla´sico. Para demostrar su
validez en toda a´lgebra de Boole B basta con verificarla en el a´lgebra de Boole
2 cuyo conjunto subyacente es {0, 1}. Esto ocurre en base al teorema de Stone,
pues B es isomorfa a una suba´lgebra de 2P . Adema´s, la completud del ca´lculo
cla´sico dice que si es va´lida en 2 entonces es un teorema.
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La completud del ca´lculo intuicionista no tiene una forma tan sencilla. Pen-
sando en te´rminos de a´lgebra universal eso se debe a que en la clase de las
a´lgebras de Heyting hay “demasiadas” subdirectamente irreducibles, mientras
que en la de las a´lgebras de Boole so´lo una, que es 2. Se trata entonces de
reducir la verificacio´n de validez de una fo´rmula a una subclase “representa-
tiva” de la de las a´lgebras de Heyting. Esta subclase es la de las a´lgebras de
Heyting pg, es decir, las que son de la forma P+ para algu´n conjunto ordenado
P . Es por eso que se definen los modelos de Kripke que evalu´an las fo´rmulas
del ca´lculo proposicional intuicionista LI en conjuntos crecientes de cierto P .
Kripke probo´, en base a los teoremas de representacio´n antes mencionados, la
completud del ca´lculo intuicionista. Ma´s precisamente, probo´ que si una fo´rmula
es va´lida en todo modelo de Kripke, entonces es un teorema.
Definiremos entonces dichos modelos.
Un modelo de Kripke M = ((P,≤),K) es un conjunto ordenado (P,≤)
junto con una funcio´n de valuacio´n K : LI −→ P+ que asigna a cada fo´rmula ϕ
un conjunto creciente K(ϕ) = {p ∈ P : M |=p ϕ}, dondeM |=p ϕ se lee: “ϕ es
va´lida en p segu´n M”. Si sobreentendemos M, podemos escribir simplemente
|=p.
El conjunto K(ϕ) es el “conjunto de verdad” de ϕ.
La relacio´n |=p llamada “de forzamiento” debe cumplir las siguientes pro-
piedades:
(1) |=p ¬α sii q ≥ p implica |=q/ α,
(2) |=p α ∨ β sii |=p α o |=p β,
(3) |=p α ∧ β sii |=p α y |=p β,
(4) |=p α→ β sii para q ≥ p: si |=q α entonces |=q β.
Diremos que α es va´lida enM si para todo p,M |=p α, o sea, si el conjunto
de verdad de α es todo P (que es el conjunto creciente ma´ximo, el 1 de P+).
En s´ımbolos: K(α) = P .
Teorema 3. Una fo´rmula α es un teorema en el CPI (ca´lculo proposicional
intuicionista) si y so´lo si es va´lida en todo modelo de Kripke.
Para probar el teorema 3 se usa el hecho de que eA : A −→ P+ es un
monomorfismo en el a´lgebra de Lindenbaum del CPI.
Las condiciones (1) a (4) pueden expresarse en funcio´n de K. En efecto, por
la forma en que se define el forzamiento, si p esta´ en K(¬α) entonces [p) no
tiene puntos comunes con K(α). Luego, tampoco los tendra´ con (K(α)], o sea
que p estara´ en (K(α)]c y la rec´ıproca tambie´n vale. Es decir:
5
(Neg) K(¬α) = (K(α)]c
Para ver (2), usemos que p ∈ K(α ∨ β) si y so´lo si p ∈ K(α) o´ p ∈ K(β),
que es equivalente a: p ∈ K(α) ∪K(β). En consecuencia:
(Sup) K(α ∨ β) = K(α) ∪K(β).
Ana´logamente pueden probarse las identidades:
(Inf) K(α ∧ β) = K(α) ∩K(β),
(Imp) K(α→ β) = ((K(β))c ∩K(α)]c
Mirando el segundo miembro de las igualdades precedentes, vemos entonces
que definir la relacio´n de forzamiento equivale a dar funciones “sema´nticas”
ΦC , para C cada uno de los conectivos: ¬,∨,∧,→. La funcio´n ΦC opera sobre
los conjuntos de verdad K(α), K(β) de manera que el conjunto K(Cα) se
define como ΦC(K(α)) o´, si el conectivo es binario, K(α C β)) se define:
ΦC(K(α),K(β)). Esto nos dice que estamos definiendo sema´nticamente el
conectivo C, siendo C uno de los conectivos ba´sicos. Parece entonces natural
concebir a un conectivo intuicionista C sema´nticamente, definie´ndolo en
cada modelo por una funcio´n ΦC (ver [2], [6]).
Las funciones para los conectivos ba´sicos son, respectivamente:
Φ¬(U) = (U ]c,
Φ∨(U, V ) = U ∪ V ,
Φ∧(U, V ) = U ∩ V ,
Φ→(U, V ) = (U c ∩ V ]c.
Conectivos intuicionistas
Si consideramos los conectivos ba´sicos ¬,∨,∧,→ como conectivos de la lo´gi-
ca cla´sica, estos quedan determinados sema´nticamente por las condiciones que
deben cumplir las valuaciones en 2 = {0, 1}. En general, el valor de verdad de
una fo´rmula compuesta depende de los valores de verdad de sus componentes
y la forma de esa dependencia, que sera´ una funcio´n de 2n −→ 2 para una
fo´rmula de n variables, es la que determina el conectivo. Puede probarse en el
caso del ca´lculo cla´sico que los conectivos ba´sicos forman un sistema funcional-
mente completo. Bastar´ıa, en realidad, tomar so´lo dos: ¬ y uno de los otros.
Esto significa que cualquier conectivo que podamos definir por medio de una
6
funcio´n de 2n −→ 2 resulta combinacio´n de un nu´mero finito de aplicaciones
de los conectivos ba´sicos.
Esta propiedad no vale en el caso intuicionista. Existen conectivos que
no son funcio´n de los ba´sicos. Que´ significa entonces ser un conectivo intui-
cionista? Que´ es una definicio´n apropiada? En 1995, X. Caicedo dio´ una defini-
cio´n sema´ntica de conectivo intuicionista que presentaremos ma´s adelante (ver
ma´s abajo definicio´n 3). Segu´n veremos, esta definicio´n se basa en realidad en la
nocio´n categorial de topos, a la que tambie´n nos referiremos brevemente luego.
Asimismo, en [8], 1999, se muestra una definicio´n equivalente y en [5] aparece
otra por funciones locales. En seguida veremos estas dos definiciones.
Puede probarse que las funciones ΦC asociadas a los conectivos ba´sicos
(considerados ahora en el ca´lculo intuicionista) verifican una condicio´n “local”
(supongamos por ahora que ΦC unaria). Para p ∈ P , T ∈ P+:
(C) p ∈ ΦC(T ) sii p ∈ ΦC(T ∩ [p)).
La condicio´n (C) es equivalente a la siguiente.
Para T,U ∈ P+:
(◦) ΦC(T ) ∩ U = ΦC(T ∩ U) ∩ U.
Con esta motivacio´n, para definir nuevos conectivos (intuicionistas) pedire-
mos entonces a las funciones ΦC que cumplan la condicio´n (C) (o´ su equivalente,
la (◦)).
Observacio´n 1. La condicio´n (C) es local en el sentido de que Φ queda deter-
minada por sus valores en cada conjunto
[p)+ = {S : S creciente, S ⊆ [p)}.
En efecto, si conocemos dichos valores de Φ, entonces, en virtud de la condicio´n
(C) tenemos que, para U ∈ P+, Φ(U) = {p : p ∈ Φ(U ∩ [p))}.
Definicio´n 1. Un conectivo intuicionista unario C esta´ dado en cada modelo
de Kripke por una funcio´n ΦC : P+ −→ P+ que cumple (C).
La definicio´n sema´ntica del conectivo C estara´ dada estableciendo en cada
modelo la siguiente igualdad:
K(C α) = ΦC(K(α)),
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o dicho de otra manera:
|=p C α sii p ∈ ΦC(K(α)).
En general, si C fuera n-ario, la funcio´n cumplir´ıa la condicio´n:
(◦) ΦC(T1, T2, ..., Tn) ∩ U = ΦC(T1 ∩ U, T2 ∩ U, ..., Tn ∩ U) ∩ U.
Aunque lo que diremos vale para conectivos n-arios, nos referiremos en lo
que sigue so´lo a conectivos unarios por simplicidad de la exposicio´n.
Ejemplo de conectivo que no cumple (C)
Sea (P,≤) un conjunto ordenado dado por el diagrama abajo, con g una
involucio´n all´ı indicada. Definimos N en P+ por: N(T ) = g(T c).




















Tomemos T = {g(a), g(b)}. Entonces, N(T ) = {c, g(a), g(b), g(c)} y
N(T ∩ [a)) = {a, c, g(a), g(b), g(c)}. Se ve que a ∈ N(T ∩ [a)) pero a /∈ N(T ).
Ejemplos de conectivos que cumplen (C)
Sea (P,≤) un conjunto ordenado cualquiera, U ∈ P+, sean S, γ y G las
funciones:
S(U) = U ∪ (U c)M , γ(U) = U ∪ PM , G(U) = (U ∪ (U c)M ) ∩ ((U ]c]c
(siendo (X)M = {maximales de X}).
Entonces, para R = S, γ, G
1) R(U) ∈ P+,
2) R(U ∩ V ) ∩ V = R(U) ∩ V .
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Una definicio´n equivalente
Como vimos, cada conectivo esta´ caracterizado por una funcio´n ΦC que
cumple una condicio´n local, pues depende de su comportamiento en los con-
juntos [p)+ y por lo tanto en los intervalos [p). Recordemos que, segu´n vimos
en los teoremas referentes a las a´lgebras de Heyting P+, toda la “informacio´n”
de P+ reside en los intervalos [p). Es lo´gico preguntarse si ΦC puede descom-
ponerse en funciones locales fp de manera que tambie´n a partir de ellas pueda
recomponerse ΦC . Es decir, que sea equivalente dar ΦC o´ una familia {fp}. El
lema 4 prueba que es posible hacer lo que planteamos.
Definicio´n 2. Un conectivo intuicionista unario C esta´ dado en cada modelo
de Kripke por una familia de funciones {fp}p∈P que satisfacen
(1) fp : [p)+ −→ [p)+;
(2) Para todo p ∈ P , si q ≥ p entonces, para T ∈ [p)+,
fp(T ) ∩ [q) = fq(T ∩ [q)).
Lema 4. Dada una funcio´n Φ que cumple (C), la familia
fp(T ) = Φ(T ) ∩ [p)
verifica (1) y (2).
Rec´ıprocamente, dada una tal familia, se define Φ que cumple (C) por:
Φ(T ) = {q ∈ P : q ∈ fq(T ∩ [q))}.
Conectivo intuicionista segu´n Caicedo
Definicio´n 3. ([2]) Un conectivo intuicionista unario C esta´ dado (en cada
modelo) por una familia {Fp}p∈P tal que:
(1) Si S ∈ Fp, entonces S es creciente y S ⊆ [p),
(2) Si p ≤ q y S ∈ Fp, entonces S ∩ [q) ∈ Fq.
Se define entonces el conectivo sema´nticamente por:
|=p C α si y so´lo si K(α) ∩ [p) ∈ Fp
Por ejemplo, la negacio´n intuicionista ¬ queda determinada por la familia
{Fp}p∈P , donde para cada p, Fp = {∅}.
Los conjuntos Fp se interpretan como los “conjuntos de verdad locales”
correspondientes a las fo´rmulas de la forma C α.
9
Equivalencia de las tres definiciones
Puede verificarse que es equivalente dar el conectivo por una familia {Fp}
o´ por una funcio´n Φ.
Lema 5. Dada {Fp}p∈P , entonces la correspondiente funcio´n Φ se define por:
(∗) Φ(S) = {p : S ∩ [p) ∈ Fp}
Rec´ıprocamente, dada una funcio´n Φ : P+ −→ P+ que cumple (C), se define
la familia {Fp}p∈P por:
S ∈ Fp sii p ∈ Φ(S).
Conectivos en Topos
Conjuntos intensionales
Daremos a continuacio´n algunas ideas intuitivas (ver [9], cap. 10) que mo-
tivan la definicio´n de conectivo intuicionista en cualquiera de las tres formas
vistas y que muestran la vinculacio´n de dicha definicio´n con el concepto cate-
gorial de topos.
Supongamos que Q es una propiedad de individuos. Sema´nticamente, es-
tara´ caracterizada por la extensio´n de Q, que es el conjunto de individuos para
los cuales se cumple Q: {x : Q(x) es verdad}.
Pero la verdad de un enunciado puede ser relativa a, por ejemplo, un ins-
tante de tiempo, un mundo posible, un estado de conocimiento,... Luego, dado
el conjunto ordenado (P,≤) de, digamos, instantes de tiempo, tendremos los
conjuntos extensio´n de Q en p, para p ∈ P dados por:
Qp = {x : Q(x) es verdad en p}.
Analizaremos ahora la correspondencia p −→ Qp que queda as´ı establecida.
Un conjunto ordenado (P,≤) puede considerarse como una categor´ıa, que
llamaremos P. Los objetos de P son los elementos de P y existe un morfismo
de p a q si p ≤ q.
La correspondencia recie´n mencionada puede considerarse entonces como
un funtor Q de P en la categor´ıa de conjuntos Set. En efecto, a cada objeto de
P se le hace corresponder el conjunto Qp, objeto de Set. Si p ≤ q para p, q ∈ P
y si suponemos que la verdad persiste en el tiempo, entonces sera´ Qp ⊆ Qq. Es
decir que el morfismo entre p y q se transforma por Q en la inclusio´n entre Qp
y Qq.
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Se puede considerar ahora la categor´ıa de funtores de P en Set (cuyos mor-
fismos son las transformaciones naturales entre ellos), denotada SetP. Dichos
funtores sera´n llamados conjuntos intensionales.
Si bien este punto de vista trae aparejados varios problemas filoso´ficos, pode-
mos aceptarlo como motivacio´n del estudio de las categor´ıas de la forma SetP o
prehaces, que son un caso particular importante de topos, concepto que veremos
ahora.
Pero antes necesitamos definir ciertos objetos distinguidos que existen en
las categor´ıas que nos interesan.
Objetos terminales y productos
Un objeto de una categor´ıa C se llama terminal o final en C y se denota 1 si
para cada objeto a existe y es u´nica la flecha a −→ 1. Un objeto terminal en C,
de existir, es u´nico salvo isomorifsmo. Un objeto terminal de Set es cualquier
conjunto unitario.
El producto de dos objetos a y b en C es un objeto a × b en C (u´nico salvo
isomorfismo) tal que existen flechas a←− a× b −→ b y adema´s para todo otro
diagrama a←− c −→ b existe y es u´nica la flecha c −→ a×b que hace conmutar







El producto de dos conjuntos A y B en Set es su producto cartesiano.
Pullback y pushout
Veamos ahora lo que es un pullback (literalmente “tirar para atra´s”) en Set
para luego generalizar a una categor´ıa cualquiera dicho concepto.
Consideremos, dadas dos aplicaciones f : A −→ C, y g : B −→ C en Set,
el siguiente subconjunto del producto A×B:
D = {(x, y) : x ∈ A, y ∈ B, f(x) = g(y)}.
Llamando p, q a las proyecciones del producto restringidas a D tenemos que












No solamente eso, sino´ que












existe k : D′ −→ D tal que k ◦ p = p′, k ◦ q = q′.
(La condicio´n (**) significa que D es “el ma´s grande” que hace conmutar el
diagrama).
Cualquier objeto isomorfo a D es un pullback de f, g.











(siendo g′ la restriccio´n de g a g−1(A)).
Esta situacio´n se generaliza a una categor´ıa cualquiera. Es decir que: dados
los morfismos
a















































En una categor´ıa cualquiera no siempre existe el pullback.
El concepto dual del de pullback es el de pushout (p.o.)
Clasificador de subobjetos
En la categor´ıa Set, es equivalente dar una inclusio´n entre dos conjuntos:
Y ⊆ X a dar la funcio´n caracter´ıstica de Y en X; dicha funcio´n κY : X −→ 2
se define por: κY (y) = 1 si y ∈ Y , κY (y) = 0 si y ∈ X − Y . Es decir que











donde la funcio´n true : {0} −→ 2 se define por true(0) = 1, i es la inclusio´n:
Y ↪→ X, y ! es la u´nica funcio´n existente entre Y y {0} (por ser {0} objeto
terminal).
El diagrama anterior es un diagrama de pullback.






es un objeto isomorfo a k−1(1), que es subconjunto de X.
Es decir que el objeto 2 (junto con el morfismo true) “clasifica” subconjuntos
construyendo el pullback.
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Definicio´n 4. En una categor´ıa en la cual hay pullbacks y objeto terminal 1, un
objeto Ω se llama clasificador de subobjetos si existe una flecha true : 1 −→ Ω
tal que para cada subobjeto d de a existe y es u´nico el morfismo κd, tal que el












Como en el caso anterior, daremos una idea de la nocio´n de exponenciacio´n,
empezando por estudiarla en los conjuntos y generaliza´ndola a cualquier cate-
gor´ıa.
Consideremos en Set el conjunto BA = {funciones de A en B}.
La funcio´n de evaluacio´n ev : BA ×A −→ B se define por:
ev((f, x)) = f(x).
Esta funcio´n tiene una propiedad universal con respecto a las funciones de
la forma g : C ×A −→ B, siendo C cualquier conjunto.
En efecto, dada g existe y es u´nica gˆ : C −→ BA definida por:
gˆ(z) = gz : A −→ B, donde gz(x) = g(z, x), que tiene la propiedad de que el
morfismo gˆ × idA : C ×A −→ BA ×A hace conmutativo el diagrama:







Una categor´ıa tiene exponenciacio´n si tiene productos y si para cada par de
objetos a, b existe otro ba y una flecha ev : ba −→ b que cumple la propiedad
universal arriba mencionada.
Topos: valores de verdad, conectivos, valuaciones, validez
Definicio´n 5. Un topos es una categor´ıa que tiene pullbacks, objeto terminal,
exponenciacio´n y clasificador de subobjetos.
El ejemplo motivador es la categor´ıa Set.
Los conceptos de valores de verdad, conectivos, valuaciones y validez de la
lo´gica cla´sica podemos mirarlos como definidos en Set y es natural entonces
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generalizarlos a un topos.
Valores de verdad
Podemos pensar los valores de verdad booleanos 0, 1 (elementos de 2) como
flechas: false, true : {0} −→ 2 (siendo false(0) = 0).
Los valores de verdad en un topos sera´n entonces:
f : 1 −→ Ω (“elementos” de Ω) .
Conectivos
Todos los conectivos booleanos pueden definirse por tablas de verdad:
2n −→ 2. En este caso, siempre son combinaciones de conectivos ba´sicos, lo
que no sucedera´ en un topos cualquiera.
Los conectivos en un topos esta´n definidos por morfismos: Ωn −→ Ω.
Valuaciones
Una valuacio´n cla´sica es una asignacio´n de un valor de verdad a cada variable
proposicional que se extiende a cada fo´rmula a trave´s de las tablas de verdad
de los conectivos.
De manera ana´loga, una valuacio´n en un topos es una asignacio´n de un
valor de verdad f : 1 −→ Ω a cada variable proposicional. Se extiende a trave´s
de los conectivos ba´sicos, que son como dijimos morfismos de Ωn −→ Ω (n=1
o´ 2).
Validez
Entonces, as´ı como una fo´rmula del ca´lculo proposicional es va´lida si toda
valuacio´n le asigna el valor 1, una fo´rmula sera´ va´lida en un topos si para toda
valuacio´n, el valor de verdad correspondiente a la fo´rmula es el morfismo true.
Topos SetP
Como anticipamos, nos interesara´ ahora un tipo de topos particular: dado
un conjunto ordenado (P,≤) vamos a considerar el topos SetP, cuyos objetos
son los funtores Q de P en Set y cuyos morfismos son las transformaciones
naturales entre ellos.
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Un tal funtor Q puede ser identificado con la familia {Qp} con p ∈ P (lo que
da el funtor Q en los objetos) junto con la familia de funciones fpq : Qp −→ Qq
para p ≤ q (lo que da Q en los morfismos), que no sera´n en general inclusiones,
pero que cumplen las siguientes condiciones:
1) fpp = idQp ,
2)fpr = fqr ◦ fpq, si p ≤ q, q ≤ r.
Los morfismos de SetP son transformaciones naturales m : Q −→ R, es
decir, familias de funciones mp : Qp −→ Rp tales que los siguientes diagramas










(aqu´ı gpq es la familia de morfismos asociada a R).
El clasificador de subobjetos de SetP es el objeto Ω dado por Ωp = [p)+ y
por: ωpq : [p)+ −→ [q)+ definidas por: ωpq(S) = S ∩ [q).
Un importante resultado acerca de los topos de la forma SetP es el siguiente:
Teorema 6. (ver [9], cap. 10, Validity Theorem) Para todo conjunto ordenado
(P,≤), para toda fo´rmula α del ca´lculo proposicional, α es va´lida en SetP si y
so´lo si α es va´lida en todo modelo de Kripke M = ((P,≤),K).
Conectivos en SetP versus tres formas de definir conectivos in-
tuicionistas
Un conectivo (unario) C en SetP es una transformacio´n natural
C : Ω −→ Ω.











O sea, que: Cq(ωpq(S)) = Cq(S ∩ [q)) = Cp(S) ∩ [q) = ωpq(Cp(S)).
La definicio´n de conectivo unario en SetP es equivalente a cada una de las
definiciones que dimos (se verifica tambie´n para conectivos n-arios ).
Daremos expl´ıcitamente la forma de mostrar la equivalencia en cada caso.
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Lema 7. (Definicio´n 1, por funcio´n global Φ) Interdefinimos Φ y la familia Cp
por:
Φ(S) ∩ [p) = Cp(S).
(Debido a la observacio´n 1, basta definir Φ en cada conjunto [p)+.)
Lema 8. (Definicio´n 2, por familia de funciones {fp}p∈P )
fp(S) = Cp(S).
Coinciden! La condicio´n (2) de la definicio´n de las fp es la conmutatividad
del diagrama precedente para las Cp.
Lema 9. (Definicio´n 3, de Caicedo) Las familias {Fp}p∈P y {Cp}p∈P pueden
interdefinirse de la siguiente manera:
S ∈ Fp sii Cp(S) = [p).
(para S ∈ [p)+)
La condicio´n (1) de la definicio´n de Caicedo define el dominio y codominio
de las funciones Cp y la condicio´n (2) es equivalente a la conmutabilidad del
diagrama anterior con las funciones ωpq.
Conectivos intuicionistas definidos algebraicamente
Veremos ahora el punto de vista algebraico de la nocio´n de conectivo in-
tuicionista. Aunque lo que interviene en la definicio´n es una condicio´n acerca
de las congruencias de un a´lgebra, ella esta´ directamente vinculada con las
definiciones que hemos venido estudiando anteriormente.
En 2001, Caicedo y Cignoli dan una definicio´n algebraica de conectivo in-
tuicionista a trave´s de la nocio´n de funcio´n compatible.
Definicio´n 6. ([3]) Sea A un a´lgebra de Heyting. Una funcio´n f : An → A
es compatible con una relacio´n de congruencia Θ de A si: (xi, yi) ∈ Θ para
i = 1, ..., n implica (f(x1, ..., xn), f(y1, ..., yn)) ∈ Θ.
Decimos que f es una funcio´n compatible de A si es compatible con todas
las congruencias de A.
Lema 10. ([3], Lemma 2.1) Para toda aplicacio´n f : A → A, las siguientes
condiciones son equivalentes:
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(a) Para todo x, a de A, f(x) ∧ a = f(x ∧ a) ∧ a;
(b) Para todo x, y de A, x↔ y ≤ f(x)↔ f(y);
(aqu´ı u↔ v = (u→ v) ∧ (v → u))
(c) f es una funcio´n compatible de A.
Observacio´n 2. En el caso de las a´lgebras de Heyting pg, la condicio´n:
(a) f(x) ∧ a = f(x ∧ a) ∧ a,
coincide con:
(◦) ΦC(T ) ∩ U = ΦC(T ∩ U) ∩ U .
Esta condicio´n, segu´n el lema antes mencionado, significa que:
(c) f es una funcio´n compatible de A.
Luego, las funciones ΦC definidas en las a´lgebras de la forma P+ son fun-
ciones compatibles de dichas a´lgebras y ellas dan lugar a conectivos impl´ıcitos
definidos sema´nticamente (por modelos de Kripke) como ya vimos.
La demostracio´n del lema 2.1 de [3] se basa principalmente en dos propiedades
de las a´lgebras de Heyting:
1) Isomorfismo entre congruencias y filtros
Dada un a´lgebra de Heyting A se establece la siguiente correspondencia,
que resulta un isomorfismo:
A una congruencia Θ de A le corresponde el filtro Θ(1), que es la clase de
equivalencia del 1.
A un filtro F de A le corresponde la congruencia ΘF definida por: (x, y) ∈
ΘF si y so´lo si x↔ y ∈ F .
2) Congruencias principales ecuacionalmente definibles (EDPC).
Sea Θ(a,b) la congruencia principal generada por (a, b), es decir, la menor
congruencia que contiene al par (a, b). Existen te´rminos ui, vi tales que
(x, y) ∈ Θ(a,b) si y so´lo si ui(x, y, a, b) = vi(x, y, a, b), para i = 1, 2, ..., k.
Son equivalentes:
(i) (x, y) ∈ Θ(a,b)
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(ii) x↔ y ∈ Θ(a,b)(1)
(iii) x↔ y ≥ a↔ b
La equivalencia de (ii) y (iii) proviene del hecho de que Θ(a,b)(1) es el filtro
cuyo mı´nimo elemento es a↔ b.
Entonces, para las a´lgebras de Heyting hay una sola ecuacio´n del tipo:
ui(x, y, a, b) = vi(x, y, a, b)
y esta´ dada por: (x↔ y) ∧ (a↔ b) = a↔ b.
Es decir que
u(x, y, a, b) = (x↔ y) ∧ (a↔ b) y v(x, y, a, b) = a↔ b.
La condicio´n (b) del lema de Cignoli y Caicedo dice que: una funcio´n f es
compatible si y so´lo si
u(x, y, f(x), f(y)) = v(x, y, f(x), f(y)), o sea si
(x↔ y) ∧ (f(x)↔ f(y)) = x↔ y.
Generalizacio´n a reticulados residuados conmutativos
Un reticulado residuado conmutativo (CRL) es un a´lgebra (L,∧,∨, ·,→, e),
donde (L,∧,∨) es un reticulado, que consideraremos distributivo, (L, ·, e) es un
monoide conmutativo y → es una operacio´n binaria tal que para cada x en
L se cumple la siguiente condicio´n (de adjuncio´n):
para todo y y z en L,
x · y ≤ z ⇔ x ≤ y → z.
Esta condicio´n puede ser expresada mediante las siguientes ecuaciones:
1. x · (y ∨ z) = x · y ∨ x · z,
2. x→ (y ∧ z) = (x→ y) ∧ (x→ z),
3. x · (x→ y) ≤ y,
4. x→ (x · y) ≥ y.
Esto muestra que la clase de los CRL’s es una variedad.
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Observacio´n 3. Un a´lgebra de Heyting tiene una estructura de CRL. En efecto,
el producto es ∧ y se tiene la adjuncio´n: x ∧ y ≤ z sii x ≤ y → z.
Las condiciones (1) y (2) de la seccio´n anterior para a´lgebras de Heyting se
generalizan a un CRL de la siguiente manera (ver, por ejemplo, [7]):
(1’) Hay un isomorfismo entre las congruencias y las suba´lgebras convexas
(e´stas generalizan los filtros).
(2’) Dada Θ(a,b) existen te´rminos uin, vin (n natural) tales que (x, y) ∈ Θ(a,b)
sii existe n tal que uin(x, y, a, b) = vin(x, y, a, b).
En 2008, Castiglioni, Menni y Sagastume (ver [4]) probaron un criterio para
la compatibilidad de una funcio´n f (vale en general para toda f : Lk → L, con
k natural):
Teorema 11. Dado un CRL L, una funcio´n f : L→ L es compatible sii para
x, y ∈ L existe n tal que s(x, y)n ≤ s(f(x), f(y)), siendo
s(x, y) := ((x→ y) ∧ e) · ((y → x) ∧ e).
Este teorema abre la posibilidad a la definicio´n de conectivos definidos en
las lo´gicas subestructurales, que son las asociadas a los CRL.
Quiero agradecer a mis queridos colegas J.L. Castiglioni, M. Menni y R.
Ertola y a mi alumno H. San Martin por leer con cuidado este trabajo y por
sus sugerencias y correcciones.
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