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In this note we obtain rates of convergence in the central limit theorem for 
certain maximum of coordinate partial sums of independent identically distri- 
buted random vectors having positive mean vector and a nonsingular correlation 
matrix. The results obtained are in terms of rates of convergence in the multi- 
dimensional central limit theorem. Thus under the conditions of Sazonov 
(1968, Sankhya, Series A 30 181-204, Theorem 2), we have the same rate of 
convergence for the vector of coordinate maximums. Other conditions for the 
multidimensional CLT are also discussed, c.f., Bhattachaya (1977, Ann. Proba- 
bility 5 l-27). As an application of one of the results we obtain a multivariate 
extension of a theorem of Rogozin (1966, Theor. Probability Appl. I1 438-441). 
1. INTRODUCTION AND SUMMARY 
In recent years growing attention is given to the problem of rates of con- 
vergence in the central limit theorem for multidimensional random vectors. 
A good account of the recent development in the area is given by Bhattacharya 
and Rao [3] and is supplemented by Bhattacharya [2]. 
In the univariant case the rates of convergence in the central limit theorem 
for maximum partial sums when the means are positive have been studied 
by Rogozin [9], who showed that if the third moment is finite then the rate 
n-l/s is attained, more precisely, if X, , X, ,... are i.i.d. random variables such 
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that EX, = ,u > 0, Var X, = a2 < 03, if S,, = & Xi and S$ = max,s,3(la Sj , 
and if E 1 X1 1s < co, then 
sup P 
0 I [ 
s~(-$p < x] - Q(x) ] = O(n-“2) 
The purpose of this note is to extend the above result to multidimensional 
case. The results on rates of convergence of the vector of maximum partial 
sum presented here are given in terms of the rates of convergence of the vector 
of partial sums. Precisely we prove the following: 
Let X, ,..., X, be independent identically distributed random vectors such 
that EX, = p > 0 and let IR denote the correlation matrix of Xi. Assume 
that IR is nonsingular. Furthermore, let 
% = i xj = (S,, )..., SDn)‘, 
j=l 
where St, = CL1 Xii, i = l,..., p and X’ denotes the transpose of X. Define 
Set 
and 
where @,,Jx) denote the distribution function of a multivariable normal 
with mean vector 0 and a covariance matrix IR. In Section 2 we show that 
if A, = O(W-~/~), 0 < 6 < 1, then A f = O(C*/~), 0 < 6 < 1, and also if 
CL1 n-1+8/2A, < co, 0 < 6 < 1, then C,“_, n-l+&/2A$ < co, 0 < 6 < 1. 
Sazonov [lo] showed that if X1 has a nonsingular correlation matrix and 
if E 1 Xl* I3 < co, i = l,..., p, then d, = O(C~/~). Thus under these condi- 
tions we have AZ = O(n-1/2) by Theorem 1. It is also possible to extend 
Sazonov’s result to require only that E 1 Xii I”+” < 00 for some 0 < 6 < 1 
and in this case A, = O(n-8/2). This extension is mentioned by Sazonov [l I] 
and is attributed to Bikyalis [4]. Thus under these conditions A; = O(TZ-~/~), 
0 < 6 < 1. Bikyalis [5] gave a set of necessary and sufficient conditions for 
which A, = O(n+a), 0 < 6 < 1, p > 1, thus they are also sufficient for 
AZ = O(C”/~). It is an interesting and open question to find sufficient condi- 
tions (or necessary and sufficient conditions) such that cf, n-l+“/2A, < 00. 
Heyde [6] gave such condition for p = 1. For p > 1, we also conjecture that 
similar results hold, but are unable to provide a proof at this moment. 
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2. THE MAIN RESULTS 
The following lemma is needed for the proof of Theorem 2. Let G denote 
the class of all functions g(x) satisfying the following conditions: 
(1) g(x) is nonnegative, even, nondecreasing on [0, co) such that g(x) ---f co 
as ] x I--+ co, and 
(2) x/g(x) is defined f or all x and is nondecreasing on [0, co). 
LEMMA 1. Assume that ge G and that EXj2g(Xj) < co, j = I,..., n. If 
{XJ is a sequence of independent random variables such that EXj = pj , 
Var Xj = a:, theit for all x, 
where Vn2 = cyel at, and C is a generic constant. 
Proof. Ahmad and Lin [1] obtained the upper bound 
An(x) < C f EXj2g(Xj)/Vw2g(Vn/,[l + I X 131), (2.2) 
j=l 
using the truncated r.v.‘s Xn,j = Xi if / Xj 1 < VJl + 1 x 1”). Using a 
different truncation, viz., X,,j = Xj if I Xj / < V,(l + I x I), and proceeding 
as in Ahmad and Lin [l] we establish the result. Details are omitted. 1 
The following theorem is the first main result. 
THEOREM 1. If 
A, = O(n-“‘2) then A,* = O@Z-~‘~), 0<6<1. 
Proof. Let P[y < y] denote PIYl ,< y1 ,..., Y, < y,]. We shall show that 
P[S, < x] - P[S,* < x] = O(n-6’2), O<S<l. (2.3) 
P[S?l < xl - P[S,* < xl 
n-1 
= 2 P[S, G x,.**, Sj-1 < X9 {Sj < xlc> ‘9, G x1 
R-l 
,< c prs, Gx,..., sj-l < x, {Sj < x>q P ij {St, - sij < 0) 
f-0 [ i=l I 
= A,, + A,,, (2.4) 
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where AC denote the complement of A, 
bJ/Zl 
A,, = c P[S, Gx,..., sj+ < x, {Sj < x}c] P u (Sin - F&j < 0) 
j=o i=l 1 , (2.5) 
and 
n-1 
A,, = C P[S, Gx,..., Sj-1 < X, {Sj d X}‘] P CJ {Sin - Sjj CO> 
j-[n/Z]+1 d=l 1 * 
(2.6) 
Now, 
and 
(2.7) 
(2.8) 
But 
a 
< 2 p[si(j-l) < Xi 9 Sjj > Xi]* 
ill 
(2.9) 
Let 
sin - w 
u&y < Xj - @(Xi) I 
and note that since A, = O(~Z-+/~), then Ai, = O(n-~f2), 0 < 6 < I, i = I ,..., p, 
where G(x) denote the standard normal distribution. 
Thus for all i = 1,2 ,..., p, 
< (j :;,,2 o + Jrn I@ ( xfu-&;i’,, ) 
-tD 
( 
xi - y - (j - 1) pi 
uf( j - 1)112 )I dF,(Y) 
< c; (j - l)8/2 + (j _ci,l,2 ’ (j _Ci).,t *  (2.10) 
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where Ci and C’i are generic constants and 6 E (0, I]. Hence 
[n,21+y$y<n-* mL d x9 6 G m G 
Ci”=l ci = O(n-8’2). .\ In,*]+?&z-r (j - 1y 
(2.11) 
Next, 
P [ fi {Sin - Sij < 0}] < i P[Si, - Sij < 01. (2.12) 
i=[n/2]+1 i=l i=l j=[n/2]+1 
Since di, = O(n-B/2), i = I,..., p, 0 < 6 < 1, then by Ibragimov [7], 
s lUi,z u2 dFi(zl) = O(+), 0 < 6 < 1 and in addition slUl<z u3 dF,(u) = O(l), 
6 = 1, which implies by a theorem of Michel [8] that 
Ai, = O(?Z-6’2(1 + / Xi /2+8)-1), (2.13) 
for all xi and 0 < 6 < 1, i = I,..., p. Hence 
P[S,, - Si, < 0] = @ (- $ (n - j)l12) + 0 ( +I2 ($ (n - j)112)2-8) 
z 
= O((n - j)-s/2) + O((n - j)-(1+8/21) = O((n - j)-Cl+Sl2)), 
(2.14) 
since for all x > 0, @5(-x) = 0(x-3). Thus the upper bound of (2.12) is less 
than or equal to 
12-l 
Cp 1 (n - j)-(1+8/2) < Cp f ,+1+8/2) < co. (2.15) 
j=[nl2]+1 n=l 
Therefore 
A,, = O(rd2). (2.16) 
This concludes the proof. 1 
In Theorem 2, next, we give another type of rates of convergence. 
THEOREM 2. Ifcf, T+‘~/~A, < 00, thenC;s_, T++~/~A; < 00, 0 < 6 < 1. 
Proof. As in Theorem 1, 
P[S, < xl - P[S,* < nl < 4, + A,, , (2.17) 
where A,, and A,, are given in (2.5) and (2.6) respectively. Recall that 
(2.18) 
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Then CL, w-~+~/~A,, ,< Cc n-2+8/2 < 00. From (2.8) we also have, 
~42, d [n,*]$&“-l p[si+L ’ ’ <x (Sj<X>“l y 
+=[n/2]+1 
(2.19) 
But by Lemma 1, we have with g(x) = 1 x 16, 0 < 6 < 1, that 
P[S,, - s,j < O] 
= @(- $(n-j)liz) + O([l + (~)2(n-j)]-11p&z-j)1-6) 
= O((n - j)-‘-6). (2.20) 
Thus 
y P [ fi {Sj, - Sij < 0}] < f Cd 5’ O((?l -j)--I-‘) < Co. (2.21) 
j=[n/Z]+l i=l i-1 i-[n/q+1 
Hence, for some constant C > 0. 
<Ci i=l [n/2l+T&-1 ! Q) m&-l) d %I - P[%+-1) 9 xi - rl> dF,(Y). 0 
(2.22) 
Hence using Fubini’s Theorem, 
x 
II [ 
p %5-l) - (i - 1) w G XI - (i - 1) ~6 _ Q xi - (j - 1) pi 
Uf(j - 1)1’S Ui(j - I)“2 ( cr$(j - 1)1’2 )I 
+ 1 p p-$j _ 1)1/2 
- (i - 1) PI G xi -Y - (j - 1) pi 
u*(j - 1)1’S 1 
Ma xi--Y-G- l)h+ ( Ui(j - 1)1/2 )I 
-+ / @ ( xfq(j - 1)1/2 
-(j- 1)P.i -@ 
1 ( 
xi - y - (i - 1) pi 
U$(j - 1)1’S II dFi(Y) 
say. (2.23) 
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Now, since Ai, -+ 0 as 12 -+ CO, i = I,..., p, then there is an integer N, such 
that for all n 3 [N,,/2], 
Ain4 0, i = l,...,p. 
Thus 
1) EN,/21 
a c iIl n=l n++8’2 In,21.$&n-l Aii + ii1 nxlf!+l n-1+6’2Aij < co (2-24) 
That Jzn < Crzl CL, n-1+s/2 max[,i21+lGjsn-1 Aij < co can be shown simi- 
larly. Finally for all real xi , i = l,..., p and all 0 < 6 < 1, 
< cp 2 n--1+92/2]--1’2 < ccl, 
R=l 
(2.25) 
for some constant C > 0. 
Hence CTgI n-lfsJ2A 2n < 00. This completes the proof. 1 
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