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ABSTRACT
COSMOLOGY VIA THE SUNYAEV-ZELDOVICH EFFECT
John Orlowski-Scherer
Mark J. Devlin
The study of clusters of galaxies is one of the most exciting and fruitful sub-fields of
astronomy today; their number and distribution serve as powerful probes of the underlying
cosmology, while their inner workings and structure are laboratories for astrophysics. In the
Sunyaev-Zeldovich (SZ) effect photons from the Cosmic Microwave Background (CMB)
inverse Compton scatter off of hot electrons in the intracluster media (ICM). The SZ effect
directly probes the pressure of the ICM and is nearly redshift independent, and hence is
a powerful tool for both detecting clusters and investigating their structure. Currently,
CMB survey instruments are creating large, mass limited catalogs of galaxy clusters out
to redshifts of ∼ 1.75, and in the near future next generation CMB experiments will push
these catalogs out to nearly a redshift of 3. Simultaneously, high resolution sub-millimeter
experiments are mapping the structure of clusters, giving us insight into the astrophysics
that govern these clusters and their interface to cosmology. In this thesis I detail work done
in the design, integration, and testing of the Large Aperture Telescope Receiver (LATR) for
the next generation CMB experiment, Simons Observatory (SO). The LATR will create
field leading cluster catalogs, allowing us to test cosmology out to a redshift of 3. In
particular this work will focus on simulations performed in the service of the LATR design
process, as well as thermal validation tests that were done to validate the performance of
the LATR. In addition, I report on the calibration of the mass-richness scaling relation for
the Massive and Distant Clusters of Wise (MaDCoWS) cluster catalog using the current
generation Atacama Cosmology Telescope (ACT). Finally, I report on the measurement by
the MUSTANG-2 instrument of the thermodynamic state of a pair of x-ray cavities in the
iv

cluster MS 0735.6+7421 which were formed by the action of an active galactic nucleus.
The mechanism of support for these cavities is not well understood, and the measurements
we make of their thermodynamic state help to shed light on this topic.
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Chapter 1
Cosmology and Large Scale Structure
with the CMB

And the earth was without form, and void;
and darkness was upon the face of the deep
Understanding the distribution of matter and energy in the universe is one of the
foundational questions of cosmology. What is the density of matter and energy in the
observable universe? What are the relative components that make up this density, and what
are there relative contributions? How is matter distributed; on what scales does it cluster?
How does the distribution of matter evolve? Among the tools available to us to study these
problems is the Cosmic Microwave Background (CMB). The CMB is relic radiation from
the early universe, emitted around 380, 00 years after the Big Bang. The patterns in the
intensity and polarization of the CMB encode information about the state of the universe

1

at the time of its emission, as well about the structure and evolution of the universe in the
time between its emission and the present day. By studying the CMB with space-based and
ground-based microwave telescopes, including the upcoming Simons Observatory, we can
address the questions raised above.

1.1

SO LAT Science Goals

The Simons Observatory (SO) Large Aperture Telescope (LAT) is a 6 m off-axis
Gregorian telescope, operating at frequencies from 27 to 280 GHz, corresponding to a
resolution of ∼ 7.4 − 0.9′ . The LAT will map ∼ 40% of the sky over 5 years, to a depth
of approximately 3 times deeper than Planck [9]. The LAT will be primarily concerned
with constraining the small angular scale, or high l, portion of the CMB temperature power
spectrum. Science goals include constraining the number of light relics via their damping
of the high-l tail of the CMB and creating accurate maps of the lensing of the CMB to
contrain the sum of the neutrino masses. A summary of these science goals can be found
in Figure 1.1. My work in graduate school has focused on the design of the LAT receiver
(LATR), and on the analysis of clusters of galaxies detected via the thermal SunyaevZeldovich (tSZ) effect. Simons Observatory will detect ∼ 16 − 24 thousand galaxy clusters,
which will allow us to constrain σ8 at the 1 − 2% level. Moreover, SO will detect clusters
out to a redshift of ∼ 3, which will allow us to probe potential evolution in the underlying
cosmology. For example, much attention has been paid recently to the tension between
the Hubble parameter H0 as measured by CMB experiments [137; 12] and as measured by
standard candle ladders such as the SH0ES collaboration [145]. There is also, however,
also a tension between CMB and galaxy clustering measurements of σ8 via the related
2

parameter S 8 ≡ σ8

q

Ωm
3

[4]. Moreover, one of the most popular solutions to the Hubble

tension, early dark energy, has the unfortunately side effect that it generally makes the S 8
tension worse [101; 141]. Precision measurements of S 8 in multiple redshift bins, stretch
as far back as possible, can help to test these beyond ΛCDM models, and guide theoretical
work. The redshift independence of the tSZ effect (see Section 1.4.3) makes it uniquely
suited to this problem. However, making measurements of σ8 out to high redshift requires a
precise and unbiased understanding of the galaxy cluster masses. Weak lensing calibration
of the Compton-y/mass scaling relation [94; 110] promise to provide less biased results
than current x-ray calibration. Further study of the contamination of tSZ mass estimates
(see [54; 129], the second of which is reproduced in Chapter 4) is needed, however, to
provide a full accounting of the biasing effects. Before getting to that, however, we must
spend some time developing some formalism.

Figure 1.1: Summary of the main science goals for the Simons Observatory collaboration.
Baseline and goal refer to differing white noise levels. Note in particular the improvement
in constraint on σ8 , and the high red shift (z = 2) at which the SO LAT will probe σ8 . Table
from Ade et al. 9

3

1.2

The Basics

In 1964, Arno Penizas and Robert Wilson were operating a microwave-band antenna
at Bell Labs in Homdel, New Jersey. In the course of their work with the instrument, they
noticed a steady source of noise at approximately 4.08 GHz, emanating uniformly from the
sky [132]. Despite their best efforts at suppressing this noise, they could not track down
the source of the noise. Simultaneously, Robert Dicke, Jim Peebles, and David Wilkinson,
cosmologists at Princeton University, were developing a theory that radiation left over from
the Big Bang, the theoretical origin of the universe, would be visible in the modern day.
They estimated that this relic radiation, the Cosmic Microwave Background radiation (CMB
or CMBR), would today be in the microwave band [51]. Penzias and Wilson became aware
of this work and contacted Dicke, Peebles, and Wilkinson to inform them that they had
detected exactly the signal that the cosmologists were looking for. They jointly published
the detection of the CMB and their interpretation of it as relic radiation from the Big
Bang [132], establishing the modern study of the CMB. Our modern picture of the CMB is
as a nearly isotropic black-body, with a peak frequency corresponding to a temperature of
2.725 ± 0.002 K.
In the modern theory of the Big Bang (see Figure 1.2), shortly after the origin of the
universe it is filled at early times with a hot, dense plasma that is uniform and in thermal
equilibrium. In particular, the photons in the primordial plasma are thermally coupled to the
baryonic portion of the plasma via scattering interactions. Some time after the Big Bang,
the universe undergoes a period of rapid growth, called inflation, which is as of now still
theoretical. Quantum fluctuations in the inflationary mechanism imprint inhomogeneities
in primordial plasma, which evolve under the influence of pressure and gravity to form
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over- and under-densities in the plasma. As the universe continues to expand, the plasma
cools. Eventually, the plasma reaches a temperature (∼ 3000 K) at which electrons and
protons can combine to form neutral hydrogen, an event called recombination. At this
point, the photons become decoupled from the baryons and begin to free stream through the
universe as the CMB. The over- and under-densities in the primordial plasma thus become
encoded as the primary anisotropies in the CMB. While the CMB photons free stream
through the universe, they can interact with matter to further induce anisotropies, referred
to as secondary anisotropies. As the universe expands, the cosmological red-shifting cools
the CMB photons so that they are visible to us today in the microwave at a frequency
corresponding to the temperature of 2.725 ± 0.002 K detected by the Cosmic Origins
Background Explorer (COBE) experiment. It is these primary and secondary anisotropies
which we study to understand the distribution of matter in our universe.
The following sections summarize the results derived in Modern Cosmology [55],
Introduction to Modern Cosmology[108]. Some of the section on geodesics and the
derivation of the Friedmann equations follow General Relativity [176]. The section on the
thermal Sunyaev-Zeldovich effect is based on Mroczkwoski 2019 [124].

1.2.1

Metrics

To formalize our understanding of the anisotropies, I will first consider the structure
of space-time. The structure of space time is parameterized by its metric, which turns a
coordinate distance into an invariant physical distance. In general, for an n-dimensional
space defined by metric gµν 1 , the interval ds2 between points dxµ and dxν is
1

For a discussion of the index conventions used in this thesis, see Appendix A.1
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Figure 1.2: A timeline of the universe. At the left is the Big Bang, while the present day is
to the right. The time line shows the origin of the universe, the period inflation, the emission
of the CMB (labeled Afterglow Light Pattern), and the growth of structure. Figure credit:
NASA/WMAP Science Team

2

ds =

n
X

gµν dxµ dxν

(1.1)

µ,ν=0

Special relativity is described by Minkowski space-time, which is four dimensional,
with dx0 = dt, and dxi for i ∈ {1, 2, 3} are the spatial dimensions. For Minkowski spacetime, the interval ds2 is often referred to as proper time. The metric for a static Minkowski
space-time is:
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−1


 0
gµν = 

 0


0

0 0
1 0
0 1
0 0



0


0


0


1

(1.2)

However, observations dating back to Hubble [97] indicate that the universe is expanding.
Let us then parameterize the expansion of the universe via the parameter a(t), defined such
that given a comoving distance at the present day of x0 , the corresponding physical distance
at some earlier time t is a(t)x0 . Incorporating this scale factor into Equation 1.2 yields the
so-called Friedmann-Lemaitre-Robertson-Walker (FLRW) metric2 :




0
0
0 
−1




2
0
0 
 0 a (t)

gµν = 


0
a2 (t)
0 
 0




2
0
0
0
a (t)

(1.3)

The FLRW metric correctly describes a flat, expanding universe, but some natural
questions follow. What paths do particles follow in the FLRW metric? How exactly does
the scale factor a(t) evolve with time? And what happens to the FLRW metric when you
perturb it? We will turn our attention to each of those questions in order.

1.2.2

Geodesics

By Newton’s laws, a particle in Minkowski space will continue in a straight line unless
acted on by outside forces. For more complicated metrics, such as the FLRW, we will
2

Throughout natural units where c = kb = ℏ = 1 are used
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generalize a straight line to a geodesic, which is the line followed in that metric by a
particle in the absence of a force on the particle. We will start with the general statement of
Newton’s law for the motion of a particle in three dimensions in the absence of an outside
force in a Cartesian basis ⃗x:

d2 ⃗x
dt2" #
d dxi
=
dt dt
"
#
d ∂xi dx′ j
=
dt ∂x′ j dt

0=

where

∂xi
∂x′ j

(1.4)
(1.5)
(1.6)

is the transformation matrix which encodes a change of basis, and we have used:
∂xi
dxi
=
∂x′ j
dt

(1.7)

Then noting partial derivatives commute, we can compute the time derivative of the transformation matrix:
!
!
d ∂xi
∂ dxi
= ′j
dt ∂x′ j
∂x
dt
2 i
∂ x dx′k
= ′ j ′k
∂x ∂x dt
where we have used Equation 1.7 again. Plugging this into Equation 1.4, we get:
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(1.8)
(1.9)

"
#
d ∂xi dx′ j
0=
dt ∂x′ j dt
∂xi d2 x′ j
∂2 xi dx′k dx′ j
= ′ j 2 + ′ j ′k
∂x dt
∂x ∂x dt dt


!
2 ′l
 ∂x −1 l ∂2 xi  dx′k dx′ j
d x

=
+  ′
′j
′k  dt dt
dt2
∂x
i ∂x ∂x

(1.10)
(1.11)
(1.12)

where on the last line we have multiplied by the inverse of the transformation matrix in
order to get the second time derivative alone. To simplify this, we identify the Christoffel

l 2 i 
∂x −1
∂ x
Symbol Γljk = ∂x
. To generalize this to general relativity, we allow the indices
′
∂x′ j ∂x′k
i

to run over time as well as the three spacial dimensions. Additionally, we have to change the
derivatives with respect to time to an introduced parameter λ, which we require to increase
monotonically along the geodesic, so that finally we have:
β
α
d 2 xu
µ dx dx
=
−Γ
αβ
dλ2
dλ dλ

(1.13)

We can rewrite Equation 1.13 for Γ in terms of the metric as:

Γµαβ

"
#
1 µν ∂gαν ∂gβν ∂gαβ
= g
+ α −
2
∂xβ
∂x
∂xν

(1.14)

where we have introduced the notation gµν , the inverse of gµν , which is the same except
that the spatial diagonals are

1
.
a(t)2

We can now compute Γµαβ in a homogenous expanding

universe using the FLRW metric (Equation 1.3). From inspection, g0ν = 0 if ν , 0, and
g00 = −1, and further note that gα0 is a constant for all α, so that
∂gβ0
.
∂xα

Therefore, evaluating Equation 1.14:

9

∂gα0
∂xβ

= 0, and similarly for

Γµαβ =

1 ∂gαβ
2 ∂x0

(1.15)

Again, the temporal terms of gαβ are constant, so that the derivative is nonzero only if α
and β are spatial. Therefore we have:

Γ000 = Γ00i = Γ00i = 0

(1.16)

da
a
dt

(1.17)

Γ0i j = δi j

for δi j the Kronecker delta function, δi j = 1 if i = j and δi j = 0 otherwise.

For Γiαβ , note giν = 0 unless ν = i, in which case it is

Γiαβ
Again,

∂gαi
∂xβ

1
,
a(t)2

so that:

"
#
1
∂gαi ∂gβi ∂gαβ
=−
+ α −
2a(t)2 ∂xβ
∂x
∂xi

(1.18)

= 0 if α , i, in which case the term is gii = a(t)2 . The derivative of gii = 0

unless β = 0 (i.e., only the temporal derivative is nonzero), so that
α = i, β = 0. The same holds true for
zero, so that

∂gαβ
∂xi

∂gβi
.
∂xα

∂gαi
∂xβ

a if and only if
= 2 da
dt

Finally, note that all the spatial derivatives are

= 0. Therefore, plugging into Equation 1.18:

Γi0 j

=

Γij0

"
#
1
da
= − 2 δi j 2 a − 0
2a
dt
1 da
= δi j
a dt
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(1.19)

and all other Γiαβ = 0. We now have equations for Γ in a homogeneous, expanding universe.
We will now use these to derive an expression for the evolution of the scale factor of the
universe, a(t).

1.2.3

The Scale Factor

To derive an equation for the time evolution of the scale factor of the universe, we will
consider the Einstein equations, which relate the metric of the universe to its matter-energy
content. The Einstein equations state:
1
Gµν ≡ Rµν − gµν R = 8πGT µν
2

(1.20)

where Gµν is the Einstein tensor, Rµν is the Ricci tensor which can be expressed as:

Rµν = Γαµν,α − Γαµα,ν + Γαβα Γβµν − Γαβµ Γβµα

(1.21)

where
Γαµν,α =

∂Γαµν
∂xα

(1.22)

Further, R is the Ricci scalar defined as R ≡ gµν Rµν , G is Newton’s gravitational constant,
and T µν is the energy-momentum tensor. Now all the work we did in Section 1.2.2 pays off:
from that section we know that the only non-zero parts of the Ricci tensor are those along
the diagonal, i.e. with µ = ν = 0 or µ = ν = i. We can further compute those diagonals,
starting with R00 . Recalling from Section 1.2.2 that if the lower indices (α and β in that
section) are zero, then the Christoffel symbol is zero:
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R00 = Γα00,α − Γα0α,0 + Γαβα Γβ00 − Γαβ0 Γβ0α
= Γi0i,0 − Γij0 Γ0ij
∂  ȧ   ȧ 2
δi j δi j
= −δii
−
∂t
a
a
"
#
 ȧ 2
ä ȧ2
= −3 − 2 − 3
a a
a
ä
= −3
a

(1.23)

where we have used Equation 1.19, the factor of 3 comes from the implicit sum over δii ,
and I have introduced the notation ȧ =

da
dt

for brevity.

Now turning our attention to the spatial terms Ri j :

Ri j = Γαi j,α − Γαiα, j + Γαβα Γβi j − Γαβ j Γβiα

(1.24)

The spatial derivatives of the Christoffel symbol are all zero, so that the second term vanishes
h
i
and the first term is nonzero if and only if α = 0, in which case it is δi j ∂t∂ (ȧa) = δi j aä + ȧ2 .
Considering the last two terms together, first note we must have i = j, as otherwise in the
first product we would have e.g. Γβ12 = 0 and in the second product Γαβ2 Γβα1 = 0 as either
α = β = 0, in which case Γ001 = 0, or both of them is nonzero, in which case they both
cannot equal i and j since i , j. Therefore one of the terms in the product is of the form
Γ211 = 0 or exactly one of them is 0, in which case we will have a term of the form Γ012 = 0
or Γ201 . As such, we consider only the terms with i = j. For the third term Γα )βαΓβi j = 0
unless β = 0, in which case it is still zero if α = 0 and for α ∈ {1, 2, 3}, Γαβα Γβi j = ȧa aȧ = 3ȧ2 ,
where the factor of 3 accounts for α ∈ {1, 2, 3}. Finally, turning our attention to the fourth
12

term −Γαβ j Γβiα , it is only nonzero when α = 0, β = 1 or β = 0, α = 1, in which case it is ȧa aȧ,
so that the fourth term is 2ȧ2 . Therefore, finally, we have:

h
i
Ri j = δi j aä + ȧ2 + 3δi j ȧ2 − 2δi j ȧ2
h
i
= δi j 2ȧ2 + aä

(1.25)

We can now compute the Ricci scalar, using Equations 1.23, 1.25 and 1.3:

R ≡ gµν Rµν
1
Rii
a2
i
ä 3 h
= −3 + 2 2ȧ2 + aä
" a a 2 #
ä
ȧ
=6 +
a
a
= −R00 +

(1.26)

We are now equipped to evaluate the evolution of the scale factor of the universe.
Considering the time-time component of the Einstein equations, and borrowing the fact that
T 00 = ρ, the energy density, we have:

1
R00 − g00 R = 8πGT 00
" 2 2 #
ä
ä
ȧ
−3 + 3 +
= 8πGρ
a
a
a
 ȧ 2 8πG
=
ρ
a
3

13

(1.27)

Further noting that T ii = P, the total pressure, we have for the space-space part:

1
R00 − g00 R = 8πGT 00
" 2 2 #
6 ä
ȧ
2ȧ2 + aä − 2
+
= 8πGP
2a a
a

ä
4πG 
=−
ρ + 3P
a
3

(1.28)

Taken together, Equations 1.27 and 1.28 are called the Friedmann equations, and they
relate the evolution of the universe to its mass-energy content. It is now convenient to
introduce the Hubble rate, defined as:

H(t) ≡

ȧ
a

(1.29)

with a normalization picked such that the Hubble rate of today equals the Hubble constant,
H0 = H(t0 ). We also define the critical density ρcr =

3H02
8πG

and make explicit the time

dependence of ρ, so that we have:
H 2 (t) ρ(t)
=
ρcr
H02

(1.30)

Note that ρ = ρcr is the condition for the universe to be flat.
As a quick aside, all of our above derivations have assumed that our universe is flat. The
best available data from a variety of sources and analysis techniques strongly suggest that
our universe is flat[138; 58; 74]. In general, however, the universe need not be flat; in that
case, the Friedmann equation is modified to:
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H2 =

8πG
k
ρ− 2
3
a

(1.31)

Note that the energy density of the curvature term scales as a2 . To further understand the
evolution of the scale factor, then, we must understand the evolution of the mass-energy
density of the universe.

1.2.4

The Energy Density

In order to understand the evolution of the matter-energy density of the universe, we
will need to consider how the components of T , the energy-momentum tensor, evolve with
time, as its terms ρ and P appear in the Friedmann equations. In 4-space, the continuity
equation

∂ρ
∂t

= 0 and the Euler equation

∂P
∂xi

= 0 together imply that

µ

∂T ν
∂xµ

= 0. We must,

however, account for the expansion of the universe. This can be done via the covariant
derivative, which can be written in terms of the Christoffel symbols as[108]:
∂T νµ
+ Γµαµ T να − Γανµ Γµα = 0
∂xµ

(1.32)

Then, considering the ν = 0 case, note that by isotropy T is diagonal, so that T 0i = 0.
Therefore, we must have µ = 0 in the first term and α = 0 in the second term, so we now
have:

ρ̇ − Γµ0µ ρ − Γα0µ Γµα = 0

(1.33)

From our work in Section 1.2.3, we know that Γα0µ = 0 unless µ = α = i ∈ {1, 2, 3}, in which
case it is aȧ . We can thus write down the so-called fluid equation:
15


ȧ 
ρ + P = 0 =⇒
a h i
3
1 ∂ ρa
ȧ
=
−3
P
a3 ∂t
a

ρ̇ + 3

(1.34)

where we have used the product rule to go from the first to the second line. From the
fluid equation we can now derive how various components of the universe evolve with the
expansion of the universe. Let us first consider matter, both baryonic and dark. Intuitively,
with the number of particles being constant, we would expect that the density of matter
should scale inversely with the volume of the universe, i.e. ρm ∝ a−3 . Indeed, noting that
matter has effectively no pressure, from Equation 1.34 we have:
h
i
∂ ρm a3
∂t

=0

(1.35)

which implies that the density of matter scales as ρm ∝ a−3 .
In the case of radiation, we again expect that the energy density should scale as the
inverse of the volume of the universe. However, here there is an additional effect: as the
universe expands, the photons that make up the radiation sector redshift, and as a result their
energy drops. The redshift is inversely proportional to a, so that in total we expect ρr ∝ a−4 .
To formally prove this, we use the fact that P =
becomes:
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ρ
3

for radiation, so that Equation 1.34

ȧ 
ρr 
0 = ρ˙r + 3 ρr +
a
3
ȧ
= ρ˙r + 4 ρr
ha i
4
1 ∂ ρr a
= 4
a
∂t

(1.36)

where again we have used the product rule in the last line. Our intuition is once again
validated, as the radiation energy density scales as ρr ∝ a−4 .
In addition to radiation and matter, evidence points towards a third component of the
energy budget of the universe, called the cosmological constant Λ or dark energy[144; 133],
whose energy density is constant in the scale factor ρΛ ∝ 1. Indeed, dark energy likely
dominates the energy makeup of the universe [138]. It is possible that dark matter does
evolve with the scale factor; for consistency with the other components of the universe, this
is generally parameterized by writing :

ρΛ = ΩΛ [a(t)]−3(1+ωΛ )

(1.37)

where deviations from ωΛ = −1 represent evolution of the dark energy sector, i.e. a
deviation from an exact cosmological constant, and ΩΛ =

ρΛ
ρcr

is a scaling factor. The current

best limits from Planck[138] are consistent with ωΛ = −1.
Finally, as discussed at the end of Section 1.2.3, if the universe is not flat then the
Friedmann equation is modified; this can be accounted for by invoking a curvature energy
density Ωk ≡ 1 − Ωm − Ωr − ωλ . This is not a true energy but rather simply represents the
difference between the true energy density. As discussed in Section 1.2.3, Ωk ∝ a−2 .
17

Now we may add all these together and finally have an equation for the evolution of
the universe. To put this in its most used form, we will introduce the cosmological redshift
z≡

1
a

− 1:

h
i
H 2 (t) = H02 ΩΛ (1 + z)3(1+ωΛ ) + Ωk (1 + z)2 + Ωm (1 + z)3 + Ωr (1 + z)4

(1.38)

Going forward, we will assume that dark energy is a cosmological constant and that the
universe is flat, so that the useful version of this equation reads:

h
i
H 2 (t) = H02 ΩΛ + Ωm (1 + z)3 + Ωr (1 + z)4

1.2.5

(1.39)

Perturbations

Equation 1.39 allows us to understand the large scale evolution of the universe; however,
we are still ignorant as to how perturbations to the metric effect photons in the universe.
Let us start with the Boltzmann equation, which relates the formation and destruction of
particle species to those particles densities. It formalizes our intuition of conservation of
particle number:
d f (xi , pi , t)
= C[ f ]
dt

(1.40)

where f is the distribution function and C is a function of f which contains all possible
collision terms. I have written out explicitly the dependence of f on both the position xi
and momentum pi here, but will simply write f going forward. The distribution function
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counts the number of particles in a given region in xi , pi phase space at a given time. The
complication here is that the particles are moving in an evolving metric.
Let us now complicate the problem by introducing two perturbations to the metric, Ψ
and Φ, which both only perturb the diagonal of the metric:

g00 = −1 − 2Ψ(xi , t)
h
i
gii = a2 1 + 2Φ(xi , t)

(1.41)

Ψ represents a perturbation to the Newtonian potential while Φ represents a perturbation to
the spatial curvature. Note that more complicated perturbations, for example to off-diagonal
elements, could be introduced. For this work, considering only the diagonals will be
sufficient. For our purposes, Ψ and Φ are small, so that we can drop terms higher than
second order. Let us start by considering the Boltzmann equation in this perturbed metric.
First let us expand the time derivative:
df
∂ f dxi ∂ f
d p ∂ f d p̂i ∂ f
=
+
+
+
dt
∂t
dt ∂xi dt ∂p
dt ∂ p̂i

(1.42)

where I have decomposed the momentum into its magnitude p and the unit vector of its
direction p̂i . Notice that the last term is second order:

∂f
∂ p̂i

describes the dependence of the

distribution function on the direction of the momentum, but for both bosons and fermions
their respective distribution functions3 do not depend on the direction of the momentum.
Therefore, if

∂f
∂ p̂i

is nonzero, it must be due to the perturbations to the distribution function,

i.e. at least first order. Further,
3

∂ p̂i
∂t

is only non-zero in the presence of an inhomogeneity,

The Bose-Einstein and Fermi-Dirac distributions, respectively
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i.e. first order in the perturbations Ψ and Φ, so that the product of these two terms must
be second order and hence negligible. For the second term, considering the comoving
4-momentum P, Pi ≡

dxi
,
dλ

P0 ≡

dt
dλ

for λ an arbitrary parameterization of the particle path,

we have:

dxi dxi dλ
=
dt
dλ dt
Pi
= 0
P
p p̂i
=
Ea

(1.43)

where the last equality is due to p2 = gi j Pi P j . Note that for photons p ≫ m, so that:
dxi ∂ f
p̂i ∂ f
=
dt ∂t
a ∂t
Now let us turn our attention to the

dp
dt

(1.44)

term. The geodesic equation 1.13 can be rewritten

in terms of our parameter λ:
β
α
d 2 xµ
µ dx dx
+
Γ
=0
αβ
dλ2
dλ dλ

Then noting

Pi
P0

=

dxi
dt

(1.45)

and expanding the Christoffel symbol, we have:
!
dPi
∂gνα Pα Pβ
iν 1 ∂gαβ
=g
−
dt
2 ∂xν
∂xβ
P0

Further noting that p̂i =

aPi
(1
p

(1.46)

+ Φ) and substituting 1.41 into 1.46, we can write down:
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1 dP0
∂Ψ da 1
∂Φ
∂Ψ p̂i
=−
+
(1 − Ψ) +
+2
p dt
∂t
dt a
∂t
∂xi a
where we have ignored second order terms. Finally, p̂i =
imply P0 = (1 + Ψ)p, which allows us to solve for

aPi
(1
p

!
(1.47)

+ Φ) and P2 − Pi Pi together

dp
:
dt

∂Ψ ∂Ψ dxi
1 d p 1 dP0
=
(1 + Ψ) +
+ i
p dt
p dt
∂t
∂x dt
!
1 ∂Ψ da 1
∂Φ
∂Ψ p̂i
∂Ψ ∂Ψ dxi
1 dp
=−
+
(1 − Ψ) +
+2
(1 + Ψ) +
+ i
p dt
p ∂t
dt a
∂t
∂xi a
∂t
∂x dt
= −H −

∂Φ p̂i ∂Ψ
−
∂t
a ∂t

(1.48)

We now have an equation for the change in momentum of a photon in the presence of
perturbations. The first term simply accounts for the cosmological redshift of photons due
to the Hubble flow. For the second two terms, note that in our convention an over density
has Φ > 0 and Ψ < 0. Note that the second term is negative when

∂Φ
∂t

is positive; in other

words, a deepening potential well robs a photon of momentum. For the third term, it is
negative when

p̂i ∂Ψ
a ∂t

is positive, and vice-versa. This means that a photon traveling into a

potential well gains energy, while one leaving it loses energy, which intuitively makes sense.
Finally, we can plug 1.48 into Equation 1.42 to get a full expression for the Boltzmann
equation for photons:
"
#
df
∂f
p̂i ∂ f
∂Φ p̂i ∂Ψ ∂ f
=
+
−p H+
+
dt
∂t
a ∂xi
∂t
a ∂xi ∂pi
We will return to this equation when we consider the anisotropies of the CMB.
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(1.49)

1.3

A Brief History of Everything

A fundamental question one can ask is, how did our universe originate? Has it always
been, or does it have an origin? As we have discussed in the previous sections, our universe
is expanding and, based on our best estimates of the energy density of the universe, has
always been expanding. This leads us to an interesting corollary: if the universe has always
been expanding, then as we roll time back, the universe will get hotter and denser until
eventually it collapses into a gravitational singularity. What physics describe the universe
at or very close to the time of this singularity is a topic of research and not within the
scope of this work; what matters for our purposes is that around 13.8 billion years ago the
universe was a gravitational singularity, and shortly after that time it was a very hot, dense,
homogeneous, and isotropic plasma. This plasma was so hot and dense that photons are
tightly coupled to matter. At some later time in the very early universe, we believe that it
underwent a period of very rapid growth that we call inflation. Quantum fluctuations in
the inflationary model seeded anisotropies in the density of the primordial plasma. After
inflation, these anisotropies grew under the competing influence of gravity and pressure,
while simultaneously the universe continued to expand. Eventually, the universe became
tenuous and cool enough that electrons and protons could combine to form neutral hydrogen,
and photons could begin to free stream through the universe. It is this relic radiation from
the Big Bang4 , red-shifted so that it is today visible to us in the microwave band, that we
refer to as the Cosmic Microwave Background. After recombination, matter accreted under
the influence of gravity to form larger gravitational wells, which ultimately culminated in
clusters of galaxies, the largest gravitationally bound structures in the universe. Clusters
4

While ’Big Bang’ is colloquially used to refer to the singularity at the beginning of the universe, formally
it refers to the entire theory of the early universe as laid out above. I will use it as such.
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then imprinted their signal in the CMB via the Sunyaev-Zeldovich Effect, in which CMB
photons inverse Compton scattered off of electrons in the intracluster medium. We will now
go through this timeline in detail.

1.3.1

Singularity and Inflation

In the beginning, the universe was very hot and very dense. The physics of this period
is not settled; due to the immense temperatures involved, probably all four forces were
unified, but no consistent grand unified theory has been developed. We will not develop
one here. At some point shortly after the origin of the universe, we believe it underwent
a period of rapid growth, commonly called inflation. While there is as of today no direct
evidence for inflation, it cleanly solves a number of major open problems in cosmology. To
see why, let us introduce the conformal time:

η(a) ≡

a

Z
0

d log(a′ )
a′ H(a′ )

(1.50)

Note that η defines the longest distance that a photon can travel from the origin of the
universe up to the time associated with scale factor a. In other words, η is the largest patch
which is in causal contact at the time associated with a, also called the particle horizon. For
the best fit cosmological parameters of the Planck mission[138], we know that at the time
of recombination the particle horizon is ηrec ∼ 2.8 × 102 h−2 , where I have introduced the
commonly used dimensionless Hubble constant defined as:

H0 = 100h km s − 1Mpc−1
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(1.51)

This corresponds to an angular size on the sky of ∼ 1 − 2◦ , depending on your preferred
value of H0 . Either value, of course, is much smaller than the full extent of the sky. However,
observations dating back to the FIRAS experiment[70] indicate that the CMB is a black
body with a consistent temperature across the sky to very high precision. How, then, to
explain the homogeneity of the CMB on scales larger than the particle horizon at the time
of recombination? Inflation provides a solution. If the universe expanded by many orders
of magnitude at some early time in its history, then η would be much larger than implied by
Equation 1.50. In other words, at some early time the universe was sufficiently small that it
was in causal contact. Inflation then expands the universe immensely, driving patches of the
universe that were in causal contact out of contact.
Inflation can also address the so-called flatness problem. As discussed previously, our
universe is flat, or very close to it. There is, however, no particular reason why our universe
should be flat; it could just as naturally be curved. Inflation provides a means for a universe
with arbitrary initial curvature to appear flat at late times. Recall from Section 1.2.3,
Ωk ∝ a−2 , so that inflation drives the curvature to nearly zero. That inflation would solve
both of these problems was first pointed out by Alan Guth[84].
As mentioned previously, there is no direct evidence for inflation. One of the primary
goals of CMB experiments is to directly detect inflation via the tensor-to-scalar ratio:

r(k) ≡

CT (k)
CS (k)

(1.52)

where CT (k) and CS (k) are the Fourier space power spectrum of the tensor and scalar
fluctuations in the metric. Inflation is theorized to produce gravitational waves, which can
induce tensor fluctuations in the metric. These tensor fluctuations then polarize the CMB,
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so that observations of the polarization of the CMB can constrain the r and hence models
of inflation. As of today, however, tensor modes have not been detected [11].

1.3.2

Big Bang Nucleosynthesis

As the plasma continues to cool as the universe expands, the temperature of the universe
continues to drop, such that the four fundamental forces separate and baryons can form. A
natural question to ask is, what form the baryons end up in at the end of the Big Bang? To
answer this question, we need to return to our good friend, the Boltzmann equation 1.40.
Let us consider it specifically in the situation of a generic reaction in an expanding universe
where particles 1 and 2 interact to produce particles 3 and 4, and vice-versa:

1+2↔3+4

(1.53)

From Dodelson[55], the correct form of the Boltzmann equation is:

a

3
−3 d(n1 a )

dt

d 3 p1
+
(2π)3 2E1

d3 p4
=
(2π)3 2E4
h
i
× (2π)4 δ3 (p1 + p2 − p3 − p4 )δ(E1 + E2 − E3 − E4 )|M|2
"Z

Z

d 3 p2
+
(2π)3 2E2

Z

d3 p3
+
(2π)3 2E3



× f3 f4 (1 ± f1 )(1 ± f2 ) − f1 f2 (1 ± f3 )(1 ± f4 )

Z

#

(1.54)

for ni the species number density, pi their momenta, Ei their energy, fi the occupation
number, and M the amplitude interaction rate. This equation is quite complicated, but
we can gain some intuition by considering it term by term. The left-hand side enforces
comoving number density conservation in the absence of interactions, while the right25

hand side enumerates those interactions. The first line sets a normalization of the overall
interaction rate based on the momenta of the particles. The second line enforces conservation
of energy and momentum, and includes M, which comes from the underlying physics and
will depend on the interaction of interest. Finally, the last line tells us that the change in
number density of species 1 is proportional to the product f3 f4 and to − f1 f2 . The factors of
1 ± fi encode Bose enhancement and Pauli suppression, in which production of particle 1 is
more likely to proceed if 1 is a boson and less likely if it is a fermion. In sum, if species 1
is a boson, the more species 3 and 4 there are, the more likely there is to be an interaction
producing species 1. Conversely the more of 1 and 2 there is, the less likely to produce 1.
We ca now make a number of simplifying assumptions. First, we will very frequently
be interested in scattering processes, which happen quickly enough that the distributions of
the species are generically either Bose-Einstein for bosons:

fB E =

1
e(E−µ)

/T − 1

(1.55)

/T + 1

(1.56)

or Fermi-Dirac for fermions:

fFD =

1
e(E−µ)

for µ the chemical potential of the species. Further, we will generally be interested in
situations in which E − µ ≫ T , so that both distributions simplify to:

f (E) = eµ/T e−E/T
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(1.57)

and we can ignore Bose Enhancement and Pauli Blocking. This simplifies the final line of
Equation 1.54 to:

h
i
eµ3 /T e−E3 /T eµ4 /T e−E4 /T − eµ1 /T e−E/T1 eµ2 /T e−E/T2 = e(E1 +E2 )/T e−(µ3 +µ4 )/T − e−(µ1 +µ2 )/T (1.58)

where the equality comes from enforcing conservation of energy, E1 + E2 = E3 + E4 . We
can further eliminate µ from Equation 1.54. Following Dodelson, we can relate ni to µi via:

µi /T

ni = gi e

d3 p −Ei /T
e
(2π)3

Z

(1.59)

and we can further define the species-dependant equilibrium number density:

n(0)
i

Z
≡ gi

d3 p −Ei /T
e
(2π)3

(1.60)

Finally, let us define the thermally averaged cross section:

⟨σν⟩ =

"Z

d3 p1
+
(2π)3 2E1

d 3 p2
+
(2π)3 2E2

Z

d 3 p3
+
(2π)3 2E3

Z

Z

d 3 p4
(2π)3 2E4

#

× e(−E1 +E2 )/T (2π)4 δ3 (p1 + p2 − p3 − p4 )δ(E1 + E2 − E3 − E4 )|M|2

(1.61)

which allows us to write down a much simplified Boltzmann equation:

−3 d(n1 a

a

dt

3

)

=




 n3 n4
(0)
n(0)
 (0) (0)
1 n2 ⟨σν⟩ 
n3 n4
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n1 n2 
− (0) (0) 
n1 n2

(1.62)

This much simpler equation allows us to develop a greater intuition about the processes
governing particle creation, as well as qualitatively evaluating them. Note that the left
side of Equation 1.62 is proportional to n1 H, while the right hand side is proportional to
n1 n2 ⟨σν⟩. Therefore, if H ≪ n2 ⟨σν⟩, we have:

n1 n2
(0)
n(0)
1 n2

=

n3 n4
(0)
n(0)
3 n4

(1.63)

often called the Saha equation or chemical equlibrium. Heuristically, H ≪ n2 ⟨σν⟩ means
that the reaction rate is high relative to the expansion rate of the universe. We will now
use Equation 1.63 to solve for the primordial abundances of the elements. We will now
make two further assumptions. First, we will ignore all elements heaver than helium so
that we only have to keep track of hydrogen and helium.5 Further, above T ∼ 0.1 MeV, no
nuclei form, so that we only need to track protons and neutrons. Both of our assumptions
are predicated on the fact that at the high temperatures of the Big Bang, photons possess
sufficient energy to destroy atomic nuclei. Let us now proceed by determining the primordial
neutron density.

The Neutron Abundance
The interactions of interest for neutron production are the weak interactions:
5

And their isotopes deuterium, tritium, and 3 He.
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p + ν̄ ↔ n + e+
p + e− ↔ n + ν

(1.64)

n ↔ p + e− + ν̄

From Equation 1.60:
n(0)
p
n(0)
n

=

e

−m p
T

e

−mn
T

−p2

R

d pp2 e 2m p T

R

d pp2 e 2mn T

−p2

(1.65)

The integrals are proportional to m3/2 , so that their ratio is close to one as mn ∼ m p . However,
the difference in mass matters for the exponential term, so that:
n(0)
p
n(0)
n

=e

mn −m p
T

(1.66)

Let us now define:

Xn ≡

nn
nn + n p

(1.67)

the ratio of neutrons to all nuclei. At equilibrium,

Xn,EQ =

1
1+

n(0)
p

(1.68)

n(0)
n

Therefore, from Equation 1.63, we have:



−(mn −m p )
dXn
T
= λnp (1 − Xn )e
− Xn
dt
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(1.69)

where λnp = n(0)
2 ⟨σν⟩ is the neutron-to-proton conversion rate. Finally, notice from Equation 1.66 that the neutron fraction will begin to drop when T ∼ mn − m p = 1.293 MeV, so
that the neutron ratio drops beneath that temperature until it freezes out at 0.5 MeV. Using a
literature rate for λnp , we can perform this integration numerically; it’s value is 0.15. There
is a complication, though, as between freeze out at 0.5 MeV and the onset of the production
of light nuclei at ∼ 0.07 MeV, the neutron decay n → p + e− + ν̄ becomes important. This
further depletes the neutron fraction by a factor of 0.74, so that when light nuclei begin to
form, the neutron abundance is 0.11

The Light Nuclei
An exact computation of the primordial helium fraction is beyond the scope of this work
as there are numerous complications to the above simplifications that need to be accounted
for. However, we can make a good approximation of the helium abundance via some more
approximations. We assume that deuterium production occurs instantaneously at 0.07 MeV,
and that all baryons that can form deuterium do so, i.e. all the neutrons go into forming
deuterium. Then, since the binding energy of helium is higher than that of deuterium, it is
energetically favorable for the deuterium nuclei to convert into helium via:

D + D → n +3 He
3

He + D → p +4 He
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So that the primordial helium abundance is half that of the neutron, as two neutrons are
required for each 4 He. It is tradition to quote abundance numbers in terms of mass, so that:

Y p = 0.22

(1.70)

This simple approximation is in remarkably close to both more complicated numerical
simulations[136] and to the most recent Planck measurement[138]

Y pPlanck = 0.24714 ± 0.00049

1.3.3

(1.71)

Recombination

The machinery that we have developed above can be brought to bear on the epoch of
recombination. At early times, baryonic matter, primarily electrons and protons, are kept
in thermal equilibrium via Coulomb scattering. Further, the photons are coupled to the
baryons via Compton scattering off of the electrons. Moreover, the high number and energy
of photons ensures that any neutral hydrogen produced is instantly ionized. Eventually,
however, the universe cools enough that photons no longer significantly ionize neutral
hydrogen, beginning recombination. The critical reaction is:

e− + p ↔ H + γ

(1.72)

In equilibrium, we have from Equation 1.63:
(0)
ne n p n(0)
e np
=
nH
n(0)
H
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(1.73)

We now introduce the free electron fraction:

Xe ≡

ne
nn
=
ne + n H nn + n H

(1.74)

where the equality is due to the fact that the neutrality of the universe requires ne = nn .
Substituting Equation 1.60 into Equation 1.73 and ignoring the mass difference between
the mass of hydrogen and the proton, we have:
#
"
Xe2
me T 3/2 −(me +mTp −mH )
1
e
=
1 − Xe ne + nH
2π

(1.75)

Note that ne + nH is equal to the baryon density ηb nγ ∼ 10−9 T 3 . The value of the exponential
is ∼ 13.6 eV, so that at and above this temperature scale, the right hand side is ∼ 1015 , and
thus Xe ∼ 1 i.e. nearly all the helium is ionized. As the temperature drops, then, electrons
and protons can recombine to form neutral hydrogen. Due to the high number density of
photons compared to the baryons, decoupling of the photons from the baryons is delayed
until about ∼ 0.3 eV. At that time, the photons start free streaming, and the CMB is emitted.

1.4

The CMB

Our attention is now turned to what the CMB looks like in our frame of reference. As
has been discussed, the CMB is very nearly a black body due to the near homogeneity of
the primordial plasma at the time of decoupling. However, small variations in the density
and temperature of the primordial plasma, seeded by the inflationary mechanism, impart
temperature and polarization anisotropies in the CMB. The study of these anisotropies is
the primary goal of modern CMB experiments.
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1.4.1

Spherical Harmonics

As discussed in Section 1.3.1, our universe was initially isotropic, or very nearly so.
During the period of inflation, quantum fluctuations in the inflationary mechanism cause
inhomogeneities in the density of the primordial plasma. At the time of recombination,
these inhomogeneities at the surface of last scattering are converted into anisotropies in the
temperature of CMB photons. Let us consider a fluctuation Θ to the temperature of the
CMB photons:



T (⃗x, ⃗p, t) = T (t) 1 + θ(⃗x, ⃗p, t)

(1.76)

Note that the first-order temperature T (t) is a function of only temperature, which is
encapsulating homogeneity and isotropy. Θ contains information about the anisotropies
(⃗p) and inhomogeneities (⃗x). Before treating Θ, we will first introduce some mathematical
machinery for handling the anisotropies. Since we observe the curved two-dimensional sky,
it is convenient to expand Θ in spherical harmonics:

Θ(⃗x, ⃗p, t) =

inf X
m=l
X

alm (⃗x, t)Ylm (⃗p)

(1.77)

l=1 m=−l

where Ylm are the spherical harmonics alm are the amplitudes of those Ylm . We can then
solve for the alm and Fourier transform to obtain:

alm = (−i)

Z
l

d3 k ∗
Y (⃗p)Θ(k, ⃗p)
(2π)3 lm

(1.78)

which gives us a usable expression for computing the alm . Generally what is measured in a
CMB power spectra is:
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l(l + 1)
2
C(l)T CMB
2π

(1.79)

2
where T CMB
is the monopole CMB temperature and C(l)δll′ δmm′ ≡ ⟨alm a∗l′ m′ ⟩ is the variance

of the alm .

1.4.2

Primary Anisotropies

Let us now turn our attention to computing the effect of Θ. We will use the Boltzman
Equation 1.40 to do so. Let us start with f , the photon distribution function. We will expand
it about its zero-order, the Bose-Einstein distribution:
#−1
p
f (⃗x, ⃗p, t) = exp

 −1
T (t) 1 + Θ(⃗x, p̂, t)
"

(1.80)

Note that since the coupling of photons to the primordial plasma is mediated by Compton
scattering, and the magnitude of photon momenta are not changed by Compton scattering,
we have simplified the dependence of Θ to p̂. Expanding in Θ and keeping first-order terms,
we have:

i−1 !
∂ h Tp
f = p
+
e −1
TΘ
∂T
eT − 1
∂ f (0)
= f (0) − p
Θ
∂p
1

(1.81)

h p
i−1
where I have defined f (0) ≡ e T − 1 . We will now go about equating this with
Equation 1.48. Let us start by inserting Equation 1.81 into 1.48 and keeping only first-order
terms
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"
#
"
#
"
#
df
∂ ∂ f (0)
p̂i ∂Θ ∂ f (0)
∂
∂ f (0)
∂ f (0) ∂Φ p̂i ∂Ψ
= −p
Θ −p
+ H pΘ
p
−p
+
(1.82)
dt
∂t ∂p
a ∂xi ∂p
∂p
∂p
∂p ∂t
a ∂xi
We can now rewrite the first term in favor of a temperature derivative to simplify:

"
#
∂ ∂ f (0)
∂ f (0) ∂Θ
dT ∂2 f (0)
−p
Θ = −p
− pΘ
∂t ∂p
∂p ∂t
dt ∂T ∂p
"
#
(0)
1 dT ∂
∂ f (0)
∂ f ∂Θ
+ pΘ
p
= −p
∂p ∂t
T dt ∂p
∂p

(1.83)

This can then be plugged into 1.82, allowing us to write down a simplified first-order
expression for

df
:
dt

"
#
df
∂ f (0) ∂Θ ∂Ψ p̂i ∂Θ
= −p
+
+
dt
∂p ∂t
∂t
a ∂xi

(1.84)

We now have (to first order) the left hand side of Equation 1.40. As discussed, Compton
scattering dominates the coupling of the photons to the primordial plasma. Therefore, we
take an equation for the collisional term due to Compton scattering from Dodelson[55]:

C[ f ] = −p



∂ f (0)
(ne σT ) Θ0 − Θ( p̂) + p̂ · ⃗ve
∂p

(1.85)

where ⃗ve is the bulk electron flow, ne is the electron number density, σT is the Thompson
cross section, and Θ0 is the perturbation monopole, defined as:
1
Θ0 ≡
4π

Z

dΩ′ Θ( p̂′ , ⃗x, t)
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(1.86)

We can now equate Equations 1.84 and 1.85, and after also making the coordinate
substitution t → η (1.50), we arrive at an equation for the evolution of Θ in terms of Φ, Ψ,
and ⃗ve :

Θ̇ + Φ̇ + p̂i


∂Θ
∂Ψ
+ p̂i i = ne σT a Θ0 − Θ + p̂ · ⃗ve
i
∂x
∂x

(1.87)

where the over dots are with respect to η. If we then Fourier transform this equation,
we are left with a system of independent ordinary differential equations for the Fourier
amplitudes. Systems of independent ordinary differential equations have well known
solutions in general; however, the particulars of solving this system are quite tricky. For
example, we do not have an equation for ⃗vb , which will require a treatment of the baryons
similar to the treatment above for photons. We will not solve this problem ourselves, but
will rather write down the solutions from Hu 1995[96] and then qualitatively discuss the
salient features:

(Θ0 + Ψ) (η, k) = [(Θ0 + Ψ)|η=0 cos (ks(η))
Z η
k
+ √
dη′ (Φ(η′ ) − Ψ(η′ )) sin(ks(η) − ks(η′ ))t]D(η, k)
3 0

1
Θ1 (η, k) = √ [(Θ0 + Ψ)|η=0 sin (ks(η))
3
Z η
k
dη′ (Φ(η′ ) − Ψ(η′ )) cos(ks(η) − ks(η′ ))t]D(η, k)
− √
3 0
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(1.88)

(1.89)

In the above, Θ0 and Θ1 are the monopole and dipole moments, respectively, D(η, k) =
−k2
2

e kD (η) is a dampening term with characteristic scale kD (η) which depends on cosmological
Rη
parameters, and s(η) = 0 c s dη is the sound horizon in the primordial plasma and c s ≡
r
1
3ρb (η) . Looking further, we see that the fundamental form of both the monopole and
3(1+ 4ργ (η) )

dipole moments is a harmonic oscillator, with amplitudes and peak locations determined by
the underlying cosmological model and its parameters. These oscillations are sourced by
the competing effects of gravity and pressure on the primordial plasma. These oscillations
are damped by the so-called Silk damping[159], which are sourced by the finite interaction
rate of photons with the primordial plasma. Since the scattering rate of photons is not
infinite, they travel some distance (ne σT )−1 between scatterings. Therefore in a time H −1 , a
photon will scatter ne σT H −1 times. For a random walk, the total distance traveled is the
mean free path times the square root of the total number of steps. Therefore our photon
travels:

p
λD ∼ λMFP ne σT H −1
1
= √
ne σT H

(1.90)

in a cosmological time. At scales smaller than λD , we expect structure to be washed out as
photons have not scattered a sufficient number of times to be completely thermalized with
perturbations at that scale. A little more work must be done to understand the form of the
perturbations we see today. Looking to Equation 1.87, we can see that one could separate
the Θ terms out from the rest, and then integrate with respect to conformal time in order
to find an equation for Θ today as a function of the perturbations Ψ and Φ, the electron
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velocity field, and the dipole and monopole of the photon distribution at recombination, Θ0
and Θ1 . The result for the Legendre moments Θl today at conformal time η0 in terms of jl
the spherical Bessel functions is[55]:

Θl (k, η0 ) ≃ [Θ0 (k, η∗ ) + Ψ(k, η∗ )] jl [k(η0 − η∗ )]
(l + 1) jl [k(η0 − η∗ )]
+ 3Θ1 (k, η∗ ) jl−1 [k(η0 − η∗ )] −
k(η0 − η∗ )
Z η0
h
i
+
dηe−τ Ψ̇(k, η) − Φ̇(k, η) jl [k(η0 − η∗ )]
0

!

(1.91)

where η∗ is the peak of the so-called visibility function, and τ is the optical depth defined
by:

τ(η) ≡

η0

Z
η

dη′ ne σT a

(1.92)

Finally, we can related this to the observable Cl (Equation 1.79) via
2
Cl =
π

Z
0

inf

Θl (k)
dkk P(k)
δ(k)
2

2

(1.93)

where δ is the dark matter over-density and P(k) is the matter power spectrum. The observed
CMB power spectrum is shown in Figure 1.3, with both observations and the current best
fit cosmology.
We can draw two further insights out of this intimidating equation for the photon
distribution perturbation (Equation 1.91). First, note that very large scale perturbations
which are much larger than the particle horizon at the time of recombination are ’frozen
out’; they are not able to evolve, and hence we do not expect to see oscillations in the
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Figure 1.3: The CMB power spectrum for temperature and polarization as measured by
a number of experiments. The measurements are in excellent agreement with standard
ΛCDM cosmology. Figure from the CMB S4 Science Book [3].
primordial plasma at these scales. Therefore the associated anisotropies in the CMB should
be suppressed, and we should see only the monopole term Θ0 , the first term of Equation 1.91.
Sachs and Wolfe[149] were the first to evaluate this term; it is,

l(l +

1)ClSW

π
Ωm
=
2 Dl (a = 1)

!2

δ2H

(1.94)

where δH is the amplitude of the primordial perturbations and Dl is the growth function.
The salient point here is that it is a constant, and indeed at low l the CMB power spectrum
is nearly flat (see Figure 1.3). Secondly, the last term encodes anisotropies due to changes
in the potential at or after the time of recombination, which are referred to as the integrated
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Sachs-Wolfe (ISW) effect. Note that if the universe is flat and matter dominated, then
the potentials do not evolve and there is no ISW effect. Therefore, the ISW effect only
comes into play at early times right after recombination, when radiation still contributes
significantly to the energy density, and at late times, when dark energy begins to dominate.
This completes our study of the primary anisotropies of the CMB. However, there are effects
which can create additional anisotropies in the CMB after its emission; these are referred to
as secondary anisotropies.

1.4.3

Secondary Anisotropies

As CMB photons free stream through the universe, they can interact with matter in
between the surface of last scattering and us. For example, as CMB photons pass through
large-scale structure they can be gravitationally lensed, imprinting anisotropies that are
correlated with the lensing kernel. Of interest for this work, clusters of galaxies can also
imprint secondary anisotropies in the CMB via inverse Compton scattering of CMB photons
off of electrons in the hot intracluster medium (ICM), an effect commonly referred to as the
Sunyaev-Zeldovich (SZ) effect [165; 166].

Thermal SZ Effect
The SZ effect can be split into two constituent effects based on the source of the energy
of the electrons involved in inverse Compton scattering of the CMB photons. In the thermal
SZ (tSZ) effect, the source is the bulk thermal motion of the electrons in the ICM, while in
the kinetic or kinematic (kSZ) effect[164] it is the average peculiar velocity of the electrons
in the cluster due to its proper motion relative to us. In either case, the effect is a spectral
distortion to the CMB spatially correlated with the cluster. We will consider the tSZ effect
40

first. When a CMB photon is scattered off an electron, its frequency is shifted with a ratio
(Jauch and Rohrlich 100):

ν′
1 − βµ
=
′
ν
1 − βµ + γmhνe c2 (1 − µ sc )
≃

for β =

v
c

1 − βµ
1 − βµ′

(1.95)

the speed of the scattering electron, γ = √ 1

1−β2

the Lorenz factor, h the Planck

constant, and µ and µ′ the direction cosines of the incoming and scattered photons, respectively, with respect to the incoming electron. Finally, µ sc is cosine of the angle between the
incoming and scattered photons. This is shown schematically in Figure 1.4. In the second
line, we note that for CMB photons hν ≪ γme c, so that we can ignore that term. For the
tSZ effect, the average speed is zero, so that the first order terms in β are zero and we are
left with only second-order terms.
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Figure 1.4: An incoming CMB photon (red) scatters off of a hot electron in the ICM (white
dot) and into our line of sight (blue). The ∼ 90◦ angle indicates the angle which contributes
the most to the tSZ effect. Figure from Mroczkowski et al. 124.
The distortion to the CMB intensity can then be computed in terms of the reduced
frequency x ≡

hν
kB TCMB

[165]:
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x4 e x
ex + 1
∆Iν ≃ I0 y x
x
−4
(e − 1)2 e x − 1

!

(1.96)

≡ I0 yg(x)

where:

I0 =

2(kb T CMB )3
(hc)2

(1.97)

and g encapsulates the spectral distortion of the tSZ effect, while y, called the Compton-y
parameter, encodes its magnitude. Note that above we have assumed the electrons are
non-relativistic; in some cases, this assumption is not correct and relativistic corrections are
needed. The Compton-y parameter is sensitive to the line of sight integral of the pressure of
the electrons Pe = ne kb T e in the ICM:

Z

kB T e
dτe
me c2
Z
kB T e
ne σT dl
=
me c2
Z
σT
Pe dl
=
me c2

y≡

(1.98)

We can rewrite Equation 1.96 into the generally more useful units of CMB temperature:
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!
∆TCMB
ex + 1
≃y x x
−4
TCMB
e −1
≡ y f (x)

(1.99)

where f is the equivalent of g but for the CMB temperature as opposed to intensity (Figure 1.5).

Figure 1.5: The spectra of the tSZ (solid lines) and kSZ (dashed lines). Different colors
are illustrative of various relativistic corrections. The CMB is plotted scaled by a factor
of 5 × 10−4 in dashed red. Note the decrement due to the tSZ effect at frequencies around
90 − 150 GHz, the null at ∼ 220 GHz, and the enhancement at 280 − 600 GHz. Figure from
Mroczkowski et al. 124.
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One of the critical properties of the tSZ effect is that it is nearly redshift independent.
This is because the energy density of the CMB scales as (1 + z)4 , the same as all radiation,
which exactly cancels the (1 + z)−4 fading due to luminosity distance. Moreover, since
in a flat universe the angular diameter distance is fairly flat at higher redshift, an CMB
instrument with sufficient resolution will have be able to create catalogs of clusters which
are limited only weakly by redshift. Instead, these tSZ selected catalogs are limited by mass.
Typically the integrated tSZ signal over the full cluster is measured (Carlstrom et al. 34):

Z

Ne ⟨T e ⟩
D2A
M⟨T e ⟩
∝
D2A

∆T CMB dΩ ∝

(1.100)

where Ne is the total number of electrons, ⟨T e ⟩ is their mean temperature, M is the cluster
mass, and DA is the angular diameter distance. Therefore, not only can we get masslimited, redshift independant catalogs of galaxy clusters using the tSZ effect, we can also
measure their masses. Unfortunately, the underlying physics of the scaling relation between
integrated tSZ signal and mass is complicated; instead, an empirical scaling is calibrated,
generally using x-ray data. An example calibration is shown in Figure 1.6 [20]. Although
this relation is generally fairly low scatter, weak-lensing calibration promises to further
improve the tSZ inferred mass calibration for next-generation experiments [9; 94; 109]
Current generation high-resolution (∼ 1′ ) experiments such as the Atacama Cosmology
Telescope (ACT, [94; 169]) and the South Pole Telescope (SPT, [22; 27]) have compiled
catalogs of several thousand tSZ selected clusters with a typical mass completeness of
∼ 4 × 1014 M⊙ . The next generation Simons Observatory (SO) Large Aperture Telescope
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Figure 1.6: The scaling relation between x-ray derived mass (y-axis) and integrated
Compton-y signal (x-axis). Black points are observations from the XMM-Newton REXCESS catalog, while the blue squares are Chandra observations from Mroczkowski et al.
123. The black line is the best fit scaling relation to the REXCESS data while the other
lines show various other relations considered. Figure from Arnaud et al. 20.
(LAT)[130; 188], currently under construction, will compile a catalog of in excess of ten
thousand clusters down to a mass limit of ∼ 1.5 × 1014 M⊙ [9]. The proposed CMB S4[2]
experiment will improve upon that further, with projections to discover nearly one hundred
thousand clusters with the tSZ effect.
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Kinetic SZ Effect
In the case of the kSZ effect, we consider the effect of the bulk motion of electrons in
the ICM due to the peculiar velocity β p of the cluster with respect to us. The form of the
effect is given by Mroczkowski et al. 124:

∆T CMB
≃−
T CMB

Z

σT ne⃗n · β p dl

=−

Z

⃗n · β p dτe

≡ −ykSZ

(1.101)

where ⃗n is the line of sight to the cluster and in the last line we have defined the kinetic
Compton-y parameter ykSZ in analogy with the thermal Compton-y parameter. For a typical
cluster, β ∼ 10−3 , so that ykSZ is about an order of magnitude smaller than ytSZ . This
is generally just accessible for current generation experiments; however, since the kSZ
effect is sourced by the Doppler term, it does not have the unique spectral signature of
the tSZ effect and thus is indistinguishable for the primary anisotropies of the CMB (see
Figure 1.5). Therefore, some other tracer of large scale structure is needed to correlate with
the kSZ signal. This is worthwhile, however, as the kSZ effect encodes information about
the velocity field of matter in the universe, which can be exploited to constrain structure
formation and the baryonic content distribution in galaxies (see e.g. [88; 174]).
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1.5

Cluster Mass Function

Up to this point it has been asserted that galaxy clusters are sensitive probes of cosmology but it has not been explained how so. While there are many statistics of galaxy clusters
that can provide insight into cosmology, including cross correlations with other traces of
large scale structure, in this section we will restrict ourselves to the one of the simplest
statistics, the galaxy cluster number density, dn(M, z). The pioneering work in predicting
this quantity theoretically comes from Press and Schechter 142. Consider the dark matter
density field at some time after recombination, and let us parameterize it in terms of δ ≡

δρ
,
ρ

the fractional over density of the dark matter, such that the field has mean δ = 0. In general,
Hubble flow will work to separate dark matter. However, in sufficiently dense regions with
δ > δc some critical over-density, gravity will counteract Hubble flow, and the region will
collapse. There are generally two methods for computing the value of δc ; one can either
treat it theoretically, or one can treat it as a nuisance parameter and calibrate it with n-body
simulations. In either case its value is δc ≃ 1.686 [158; 60], with a very weak dependence
on Σm . To go further, let us define σ2R (z) ≡ ⟨(δ2R (x, z)⟩, the expected route mean square over
density in a sphere or radius R, where δR is the windowed over density at scale R:

δR (⃗x, z) ≡

Z

d3 x′ δ(⃗x′ , z)WR (⃗x − ⃗x′ )

(1.102)

WR (x) is a tophat window function, with WR = 1 if x < R and 0 otherwise. Then PressSchechter theory predicts the fraction of the density field that will have collapsed is:
2

fcoll (M(R), z) = √
2πσR (z)
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Z

∞

−δ2

dδe 2σR (z)2
δc

(1.103)

We can then differentiate Equation 1.103 with respect to M and multiply by a small
interval dM and by the average number density of such collapsed objects

ρm
M

to obtain an

equation for the galaxy cluster number density

ρm dcoll (M(R), z)
dn(M, z) = −
dM
M
dM
r
"
#
−δ2
c
dn(M, z)
R
2 ρm δc
dσ
(z)
R
2
=
e 2σR (z) −
dM
π 3M 2 σR (z)
σR (z) dR

(1.104)

Equation 1.104 allows us to relate the number of observed clusters to the underlying
cosmology through σ. Moreover, the cluster abundance allows us to probe cosmology as a
function of redshift via the redshift dependence of σ. While the Press-Schecter formalism
has seen been supplanted by more accurate models of dn (see e.g. Sheth and Tormen
158; Tinker et al. 170; Watson et al. 177, but the original model is quite accurate, and the
underlying physical model is still sound.
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Chapter 2
SO LATR Design

As requested, you are now connected to Outer Space.
–Toonami Bump

2.1

SO Overview

Simons Observatory (SO) will be a next generation CMB observatory located at 5200 m
on the Cerro Toco plateau in the Atacama Desert. SO will consist of one large aperture
telescope (LAT) [188] with a 6 m primary aperture and three small aperture telescopes
(SATs) with 0.42 m apertures [13]. The LAT receiver (LATR) will house ∼ 35 thousand
polarization sensitive transition edge sensors (TESes) across 7 optics tubes (OTs) in the SO
nominal deployment plan, with the potential to upgrade to ∼ 65 thousand in the future[188]
across 13 OTs. Further, the SATs will house an additional ∼ 30 thousand detectors in total.
Both the SATs and the LAT will make polarization sensitive measurements of the CMB at
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frequencies from 27 to 280 GHz, corresponding to angular resolutions ∼ 7.4 − 0.9′ for the
LAT and ∼ 91 − 9′ for the SAT. The LAT will make high resolution measurements of the
CMB over 40% of the sky, enabling scientific goals from measurements of the sum of the
neutrino masses to a catalog of 10’s of thousands of clusters out to a redshift of ∼ 2.5 [8].
The SATs, meanwhile, will map 10% of the sky to a depth of ∼ 2 µK-arcmin, enabling a
constraint on the tensor to scalar ratio of σ(r) ≃ 0.003 [8]. The technical requirements for
the LAT and SATs that will enable these scientific advancements are given in Figure 2.1.
This thesis will focus on the design of the LATR, with particular attention paid to the
thermal and mechanical simulations I performed, as well as the structural supports that
I designed. Portions of this chapter are reproduced with updates from Orlowski-Scherer
et al. 130, portions are taken from sections of Zhu et al. 188 that I wrote, and Section 2.4 is
replicated from Orlowski-Scherer et al. 131.

Figure 2.1: Summary of the technical specifications of the SO LAT and SATs. Baseline and
goal refer to target performances for the LAT and SATs. Baseline is similar in performance
to current generation experiments, while goal incorporates a significant improvement in
performance. Table from Ade et al. 9

2.2

LATR Design Overview

In order to achieve its transformative science goals (Figure 1.1), the SO LATR will
need to meet to technical specifications listed in Figure 2.1. Since TESes are background
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limited [98], the only way to achieve these goals is simply to deploy more detectors,
approximately a factor of 5 more than current generation experiments. Doing so requires the
development of a cryostat, the LATR, large enough to hold all these TESes, with parasitic
loading and thermal gradients small enough to hold the TESes below their operating
temperature of 100 mK. In this section I will provide a brief overview of the LATR design;
a more detailed description can be found in Zhu et al. 188.

Dilution Refrigerator
(DR)

100 mK Thermal BUS

1 K Thermal BUS
Back Plate
Optics Tube

300 K Filter
80 K Filters
4 K Stage

40 K Filter
G10 Tab
40 K Stage
Vacuum Stage

80 K Stage

Figure 2.2: Cutaway of the LATR showing the internal structures. The vacuum shell is
shown in grey, as is the 80 K stage, while the 40 K stage is green, the 4 K stage is purple,
the 1 K stage is blue, and the 100 mK is orange. Figure from Zhu et al. 188
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2.2.1

LAT

The LAT is a 6 m cross-Dragone telescope [127] with a 7.8◦ field-of-view (FoV), of
which 6.7◦ is filled by the LATR. The crossed-Dragone telescope design provides a large
FoV with good polarization fidelity, which makes it ideal for CMB survey experiments such
as the SO LAT. The LATR sits at the focus of the LAT, and uses reimaging optics packaged
into discrete units called optics tubes (see Section 2.2.7). The OTs allow for reimaging
optics and filters specialized for the specific frequency detectors contained in each OT, as
well as aggressive baffeling to minimize spill-over. The LAT is being manufactured by
Vertex Antennentechnik GmbH 6 , and a diagram of the LAT is shown in Figure 2.3.

2.2.2

Vacuum Shell

In order to reach the base temperature of 100 mK, the LATR has to be evacuated. As
such, the outer 300 K shell of the LATR serves as a vacuum shell (see Figure 2.2). In order
for the vacuum shell to be strong enough, it was manufactured out of 6061-T6 aluminum.
It comprises a front plate, which includes windows, a front and back section with ribs
for strength, and a dished back plate with a ISO 160 port for direct attachment of a turbo
pump. The vacuum shell was commissioned from Dynavac,7 with a helium leak-up rate at
acceptance of 5 × 10−8 mBar l/s. The front plate of the vacuum has ultra-high molecular
weight polyethylene (UHMWPE) windows 1/8 ", although 1/4 " windows were used for
safety in the lab. Behind each of these windows is an infrared radiation (IR) metal-mesh
filter manufactured at Cardiff University [10].
6
7

https://www.vertexant.com/
Dynavac, https://www.dynavac.com/
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Elevation Structure

LATR

Secondary
Mirror

n
Elevatio
is
Ax
15m

Primary
Mirror

19m

Figure 2.3: The LAT, a 6 m crossed-Dragone telescope, that couples to the LATR, shown at
right in the figure. The LATR is capable of rotating about its main axis, which is aligned
with the elevation axis of the telescope. This allows us to probe beam systematics by either
corotating the LATR with the telescope as the telescope is scanned in elevation, or allowing
the clocking between the LATR and LAT to change. Figure from Zhu et al. 188

2.2.3

80K Stage

The 80 K stage (left of Figure 2.2) consists of a plate which is mounted to an extension
tube, and G-10CR tabs (see Section 2.3.2) which run from the vacuum shell to the extension
tube to support the 80 K stage. The primary purpose of the 80 K stage is to remove out-ofband IR loading from the optical chain. Additionally, the extension tube allows us to seal
off the front of the cryostat from the back using multi-layer insulation (MLI) between the
extension and the vacuum shell, preventing stray light from the windows from reaching
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the back of the cryostat. The 80 K was manufactured from 1100 series aluminum for high
thermal conductivity, and is cooled by a pair of PT 90 pulse tubes (PTs) manufactured by
Cryomech8 . The 80 K stage also features an IR blocking filter as well as anti-reflection
(AR) coated alumina prisms, which bend the incoming beam so that it is parallel to the axis
of the LATR. These alumina filters also double as IR absorbers.

2.2.4

40K Stage

The 40 K stage (in green in Figure 2.2) consists of a central ring which connects to the
vacuum shell via G10 tabs, a forward extension tube and filter plate, and a rearward radiation
shield. The ring and the filter plate are manufactured of 6061-T6 for strength, while the
remaining parts are manufactured of 1100 aluminum for higher thermal conductivity. The
40 K stage reduces the parasitic conductive loading at colder stages, removes further out-ofband optical power, and provides a 40 K radiation environment to reduce radiative loading
on the 4 stage. The 40 K stage is coated in a 30 layer MLI blanket manufactured by RUAG
9

, and is cooled by the first stage of 2 PT 420 PTs.

2.2.5

4K Stage

The 4 K stage (in purple in Figure 2.2) consists of a thick plate of 6061-T6 aluminum,
to which the OTs are attached, as well as a back radiation shield, which is covered in 30
layers of MLI. The 4 K stage is cooled by the second stage of 2 PT 420 PTs. The 4 K stage
is connected to the 40 K stage by a set of 24 G-10 tabs. The 4 K stage primarily exists to
support the OTs, but it also supports the 1 K thermal bus. The 4 K stage also has a pair of
8
9

Cryomech, https://www.cryomech.com
RUAG Holding AG, https://www.ruag.com/en/
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heat switches, which short the 4 K stage to the 1 K and 100 mK thermal buses when closed,
and which reduce the cool down time of the cryostat by a factor of ∼ 2 [45; 188].

Figure 2.4: Picture showing the 1 K (further, golden) and 100 mK (closer, copper) thermal
buses as installed in the 4 K cavity of the LATR. The cold straps for the DR mixing chamber
to the 100 mK stage are visible, as are several optics tubes. The tripods which run from 4 K
to 1 K and support the thermal bus assembly are just visible in the background, while the
1 K to 100 mK supports (see Section 2.4) are not visible.
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2.2.6

1K and 100mK Thermal Buses

The OTs themselves contain 1 K and 100 mK stages, which are where the actual
detectors are mounted. Outside of the OTs, the 1 K and and 100 mK thermal buses (see
Figure 2.4) distribute cooling power from the still and mixing chamber (MC) stages of
the dilution refrigerator (DR) to the OT 1 K and 100 mK stages, respectively. The 1 K and
and 100 mK thermal buses are manufactured from oxygen-free high thermal conductivity
(OFHC) copper; the 1 K thermal bus is stood off from the 4 K stage by a set of carbon fiber
tripods, while the 100 mK thermal bus is supported by carbon fiber struts from the 1 K
thermal bus (see Section 2.4). The thermal buses are attached to the DR by a set of flexible
copper straps manufactured by TAI,10 , and similarly they are also attached to each OT by a
smaller set of copper straps.

2.2.7

Optics Tubes

The OTs are self-contained units, each of which consists of a detector array of dichroic,
polarization sensitive TESes, along with their associated filters and re-imaging optics (see
Figure 2.5). The OTs also contain readout electronics, including low noise amplifiers
(LNAs) and attenuators, as well as thermometry. The readout and thermometry cabling is
all attached at the back of the OT, as are the straps which connect the OT 1 K and 100 mK
stages to the thermal buses. In addition to the re-imaging optics and filters, the front of
the OT also contains baffling to reduce spill-over of the beams. The baffles are coated in
meta-material tiles [183], which provide excellent absorption over a wide array of angles
and frequencies. The optical performance of the OTs is being evaluated in a special test
10

Technology Applications, Inc. (TAI), https://www.techapps.com/
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bed [89], while the thermal performance is being evaluated both in that test bed and in-situ
in the LATR [89; 188]. The initial configuration of the LATR will include 7 OTs; the
LATR can support up to 13, and has been designed and developed such that no additional
modification to the LATR is required to upgrade from 7 to 13 OTs.

Figure 2.5: A cutaway showing the main features of an OT. The sky is to the right on this
figure, while the detector arrays are towards the left. The OT attaches to the 4 K plate via
the flange at the left of the figure. Figure from Zhu et al. 188

2.3

LATR Mechanical Simulations

The design of the SO LATR presented immense challenges, both in mechanically
supporting such a large cryostat, and in thermally in cooling it off and keeping it cold. Some
of the primary design drivers of the SO LATR were:
1. Design a cryostat large enough to take advantage of the huge FoV of the crossedDragone design
2. Maximize the fill of the focal plane by minimizing radial clearances
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3. Control parasitic loading to where it can be managed by 1 commercially available
DR
4. Control thermal gradients so that the hottest detector array will not exceed
100 mK
5. Design structural supports capable of supporting the LATR cold stages while
minimizing parasitic loads
6. Ensure that the OTs are properly aligned when installed
To this end, I performed numerous simulations in support of the LATR design, developed
a number of cryogenic struts, and maintained a thermal budget for the LATR. This was an
iterative process; for example, the particulars of the design of a cryogenic strut changes the
parasitic loading, which requires an update to the thermal model and thermal simulations.
In this section I will go through some details of this process, starting with the strut design
process (Sections 2.4 and 2.3.2), proceeding to the thermal model (Section 2.5.1), and
finishing with thermal simulations performed to understand the gradients in the LATR
(Section 2.5.2).

2.3.1

Vacuum Shell

The 300 K vacuum shell consists of the front plate, the front shell, the back shell, and
the back plate. Simulations of the vacuum shell were performed to ensure that it would
be safe under vacuum, and that the front plate bending would not interfere with the 80 K
filters, which are close behind it. The front plate is a 6 cm thick flat plate with 13 densely
packed hexagonal window cutouts to allow for maximum illumination of the detector
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arrays. Optimizing the front plate was one of the most challenging aspects of the LATR
design. Optical and sensitivity requirements warrant maximizing open apertures via closely
spaced windows. However, removing more material drives the plate to be thicker, which
eventually leads to a conflict between the diverging optical beam and the window spacing.
Ultimately, the OT spacing was primarily driven by the optimization of the front plate
design. The hexagonal windows are tapered to match the diverging beam, leaving as much
material as possible to reduce the bending and stress on the front plate. Alternative designs
and materials were considered, including machining the plate with a domed shape, either
bowing in or out. These were rejected due to the complexity and expense of machining
them. Additionally, doming the front plate would stagger the windows axially; this would
require all further optical elements to be axially staggered to maintain consistency of the
optical chain, greatly complicating the design of the cold optics.
A key mechanical challenge for the vacuum shell was managing the level of bending of
the comparatively narrow struts around the 13 hexagonal optic tube openings in the front
plate under atmospheric pressure. After consultation with an external engineering firm
(PVEng11 ), we addressed this concern by increasing the thickness of the front vacuum shell
wall and adding stiffening ribs. Overall the minimum factor of safety (FoS) on the vacuum
shell is > 3 at 1 atmosphere of pressure, with the lowest FoS on the front plate. Figure 2.6
shows the expected deformation of the final front plate design from FEA, magnified by a
factor of ten. These results are for sea level atmospheric pressure. While the pressure at the
high-elevation site in Chile is only ∼ 0.5 bar, the integration testing of the LATR is being
done at lower elevations.
11

Pressure Vessel Engineering Limited, https://www.pveng.com/
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Figure 2.6: Left: Resultant displacement (URES) plot showing the bowing of the front plate
under 1 atmosphere of pressure. The visual displacement is exaggerated 10 times. Right:
FoS plot for the vacuum shell under 1 atmospheric pressure at sea-level. The minimum FoS
is in the corners of the center window and is due to unphysical stress concentrations from
the finite size of the mesh. The actual FoS on the surface of the vessel is > 3.

2.3.2

G-10 Tabs

Due to their importance in reducing parasitic thermal load, supporting the mass of the
cold stages of the cryostat, and setting the reference location for the 40 K and 4 K stages,
the G-10 tabs were the subject of significant design focus. The tabs consist of two ‘feet’
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connected by a flat sheet of G-10, glued together in a precision jig using Armstrong A-12
epoxy. An example of such a tab is shown in Figure 2.7. The tabs can flex radially, allowing
them to accommodate the high differential thermal contraction (on the order of 5 mm in
radius) between the cold stages and the vacuum shell during cooling. Extensive FEA was
performed to simulate the structural strength of the G-10 tabs [130], which determined that
the factor of safety for the structural components of the tabs is > 8, excluding the effects of
bonding the G-10 tab to the aluminum foot. For all simulations, the key features are loads,
fixtures, contacts, and material properties. In these simulations, we include the gravitational
load from the masses involved. Wherever there is a mass load but the corresponding body
is not in the solid model, we use a displaced load to simulate the force. An example is the
4 K stage, where the 1 K and 100 mK bus masses are suspended from the 4 K plate, but the
buses themselves are not included in the simulation for simplicity. Each simulation has a
fixture, a surface which is defined not to move or deform under load. Generally this is the
flange from which the stage is supported. For example, in the 40 K simulation, the flange
on the vacuum from which it is supported is the fixture. While these fixtures can deform
slightly in reality, we have done simulations of the full structural path which confirm that
the flanges deform minimally. Component contacts define the interface between parts. In
general, we assume that parts are bonded, which causes our results to slightly overestimate
the safety of our designs, and this motivates the high FoS. The interface between the G-10
tabs and their corresponding flanges were set to no-contact and simulated bolt connectors
were added to connect the tabs to the flanges. Material properties are the defaults from
Solidworks12 , with the exception of the G-10 properties, which we derived from Kasen et al.
102.
12

Dassault Systèmes SolidWorks Corporation, 175 Wyman Street, Waltham, MA 02451, USA
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To investigate the effect of bonding of the G-10 plates to the aluminum feet, we pull
tested a jigged assembly of two G-10 tabs, set in parallel, with the feet forced in by an offset
approximately equal to the offset due to thermal contraction. The entire jig was thermally
cycled 5 times by dunking in liquid nitrogen and then warming to room temperature. It
was then pull tested in a load cell to determine the strength of the glue bond. The assembly
was pull tested to the load cell limit of 50 kN, corresponding to 25 kN per tab, implying
a glue adhesive strength of 700 MPa. While this force was lower than predicted from the
manufacturer listed bond strength, the resulting FoS of 7 still satisfies our requirements. The
geometry and number of tabs are given in Table 2.1. The G-10 was supplied by Professional
Plastics.13

Metal foot

18 cm

G-10 Plate

Glue Joint
Metal foot
Figure 2.7: An example of 300-80 K G-10 tab is shown from two perspectives. Two
aluminum ‘feet’ are glued to G-10 plate as mechanical interfaces. Armstrong A-12 was
chosen as the glue, considering its mechanical and cryogenic performance. Each G-10 tab
is serialized as shown in the side-view photo on the right. Figure from Zhu et al. 188.
13

Professional Plastics, https://www.professionalplastics.com/
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Stage
Width (mm)
300-80 K
140
300-40 K
160
40-4 K
150

Length (mm)
180
150
195

Number of Tabs
12
24
24

Glue Area (cm2 )
29
36
33

Table 2.1: The geometry and number of tabs. All tabs are 2.4 mm thick with different
width and length. The G-10 meets NIST G-10 CR process specification and conforms to
MIL-I-247682 Type GEE/CR. Table reproduced from Zhu et al. 188.
While we have had no issues with the G-10 glue joint, either in pull testing or in
deployment, we have had some difficulty with the glue joints for the carbon fiber rods which
support the thermal buses (see Section 2.4). Therefore, for future development we would
recommend changing the design of the glue joints. In our current design, our G-10 tabs are
inserted into a U-shaped cavity with pre-filled glue and then left to cure. This design has the
advantage of simplicity in manufacture and assembly, but has the significant disadvantage
of relying on the bond strength of the glue. Indeed, in all pull testing we performed the
glue failure was adhesive, specifically from the aluminum walls of the cavity. Instead, we
recommend a ‘pocket-cavity’ design, wherein a pocket is machined in the foot, with a tight
clearance hole for the G-10 at the pocket entrance. Injection holes around the sides provide
access to the cavity for gluing. This design is more complicated to manufacture but has the
advantage that the glue can no longer fail in adhesion from the aluminum due to the ‘roof’
of the cavity. An example of this design is shown in Fig. 2.8. While we did not switch the
design of the G-10 tabs, as they were already installed when we developed this design, we
did successfully use a similar design for the 1 K to 100 mK standoffs.
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Figure 2.8: Recommended (left) and installed (right) G-10 tab glue joint designs, shown as
a cross-section of the tab foot. The scale is slightly different between the two, but the G-10
tab (yellow) is the same size. The aluminum foot is in grey. The cavity to the left in the
recommended design is a glue injection passage. Note the overhang by the aluminum foot
of the glue join in the recommended design, and the much tighter fit of the G-10 tab. Figure
from Zhu et al. 188.

2.4

Thermal Bus Strut Design and Testing

One of the critical tensions encountered while designing the LATR was between mechanically connecting the cryogenic stages with sufficient stiffness and precision to maintain
the optical alignment of lenses and detectors while at the same time minimizing parasitic
thermal loading. This can be accomplished by using high strength (and stiffness) but low
thermal conductivity materials, such as carbon fiber or G-10, and well-designed geometry
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to join temperature stages. In particular, a truss structure is a good solution because it is
very robust even with fairly limited cross-sectional area.
This section is primarily concerned with the carbon fiber trusses used to connect the
1 K thermal BUS to the 4 K stage of the LATR, and the 100 mK thermal BUS to the 1 K
BUS in the LATR. These trusses are constructed by gluing carbon fiber rods into aluminum
feet. In this configuration, the glue-joint is the first point of failure when loading the truss
to its limit. I describe here a novel approach to this glue joint, and related measurements,
associated with the development of the LATR trusses.
Related designs and development efforts underlie the trusses for the SATs, including a
thorough modeling and measurement program described in Crowley et al. 48.

2.4.1

Design

Motivation
The design of the truss is comprised of the carbon fiber tube itself, glued at both ends
into 6061 aluminum ‘feet’ which provide a mating interface to the components supported
by the trusses. The feet are flat and bolt directly to the surface which they are supporting.
Figure 2.9 shows the fully assembled truss, while Figure 2.10 shows the details of the
mating interface. The novelty of our design lies in the gluing interface between the carbon
fiber tube and the feet. For many truss designs, including our own, the limiting factor
is not the strength of the carbon fiber but the strength of the glue joint. The strength of
a truss design is that, to good approximation, all of its members are under only tension
or compression. This makes good use of the phenomenal tensile strength of carbon fiber
(e.g. Wu et al. 181); however, it places significant strain on the glue joint, as the forces
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on the strut are shearing the glue. This may cause the glue to fail, either adhesively (via
detachment of the glue from one of the glued surfaces), or cohesively (i.e. when the shear
forces applied to the glue exceed the ultimate strength of the glue, causing it to fail).
In early designs, the gluing interface was simply a cut annulus, slightly larger in outer
diameter and smaller in inner diameter than the carbon fiber tube. The surfaces of this
interface and the carbon fiber tube were then roughened with sandpaper, cleaned with
isopropyl alcohol and in an ultrasonic bath, and then glued according to the manufacturer’s
instructions. In testing, these simple designs would fail adhesively, short of the cohesive
failure limit. In all cases the glue would de-adhere from the aluminum surface of the foot.
We therefore set out to design a new interface which would fail cohesively, and therefore
gain strength in our strut design without needing to increase the glue surface area, which
would necessarily14 increase the carbon fiber area/length ratio.

Glue Joint
The design we settled on is show in Figure 2.10. It is still an annulus, but now the
profile of both walls is zigzagged. This has a double effect: firstly, it reduces the shear force
on the glue by a factor of cos(θ) for θ is the angle of the zigzag. Secondly, it has the effect
of mechanically constraining the glue so that the glue between two threads must cohesively
fail for the joint to fail. To simplify the manufacture of the part, the outer wall profile is cut
with a tap, while the inner wall consists of a set screw which mates to a tapped hole in the
base of the foot (see Fig. 2.10). We use vented set screws as they eliminate the virtual leak
from the carbon fiber tubes under vacuum. We considered other more complicated profiles,
but this design minimized the time and cost of manufacture while failing cohesively as
14

Subject to the constraint of what geometry tubes are available.
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Figure 2.9: The 1 K to 100 mK strut design, showing two elements assembled back-to-back.
The top, purple plate is the 100 mK thermal bus while the bottom, red plate is the 1 K bus.
opposed to adhesively. The carbon fiber rods selected were 0.250 inch ID 0.320 inch OD
twill finish, standard modulus circular rods from Clearwater Composites.15

Gluing Process
The gluing process for the struts that were tested was identical to that used in the
production of the actual struts. First, the carbon fiber rods were roughen with sandpaper
until water would bead on them. The grooves of the smooth-walled feet were also roughed
with sandpaper. Both the smooth and profile walled feet were cleaned in an ultrasonic bath,
while the carbon fiber rods were cleaned with isopropyl alcohol. All were allowed to dry.
We then mixed a batch of 3M Scotch-Weld Epoxy Adhesive 2216 in the 5 to 2 weight ratio
15

Clearwater
Composites,
LLC
https://www.clearwatercomposites.com/

4429

Venture
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Ave.

Duluth,

MN

55811,

Figure 2.10: A cut away glue interface in our strut design, showing the tapped outer wall
and setscrew inner wall. The dimensions in this drawing are not true to the actual design
but are intended to show the salient features. The carbon fiber rod would be inserted from
top right but is ommited here for clarity. In our design the outer tap is a M10x1.5 while
the inner set screw is a 3/8 " long 1/4” − 20 vented cup point. The threaded profiles of the
inner and outer wall prevent the glue from de-adhering from the aluminum.
proscribed by the manufacturer. [1; 14; 146] After mixing, the glue was placed in a rough
vacuum and pumped on until bubbles stopped coming to the surface, which took about 10
minutes. The process then diverges slightly for the smooth and profile-walled trusses. For
the smooth walled trusses, the groove in the foot was filled with glue and a coating of glue
was applied to the outer surface of the carbon fiber rod. The rod was then inserted into
the foot and twisted to evenly spread the glue. The rod was then removed and the above
procedure repeated to ensure the groove was completely filled with glue. This foot was then
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bolted to the jig, and the procedure was repeated on the other foot, completing the gluing
process. For the profile-walled struts, first the cavity of the foot was filled with glue, with
the glue worked into the threading on the outer wall by means of a tongue depressor. Next,
glue was applied to the threads of the set screw, again being worked into the threading using
a tongue depressor. The set screw was then threaded into the matching threading on the
foot until it was flush with the surface. Then, more glue was injected into the cavity in the
foot between the outer wall and the set screw until it was full. Glue was then applied to
the outer surface of the carbon fiber rod, and it was inserted into the cavity and rotated to
evenly spread the glue. It was then removed and the above step repeated. The foot of the
strut was then bolted to the jig, and the entire process repeated on the other side, completing
the gluing process. Typically two struts would be glued at once, and this entire process took
less than 45 minutes, well less than the 90 minute working time. The glue was allowed to
harden overnight, about 16 hours, with the jigs being rotated every 10 minutes for the first 2
hours to ensure the glue did not leak out. After air drying, the jigs were baked for 2 hours
at 150 − 160 F, to finish the glue curing process.

2.4.2

Truss Simulations

In support of this truss design, we performed simulations using Solidworks. The purpose
of these simulations was to estimate the maximum axial load along the carbon fiber rods in
a variety of orientations, as well as to ensure that the carbon fiber rods themselves would
not buckle under load. The maximum axial load allows us to estimate the maximum pulling
force on the truss glue joints, which in turn gives us the ability to estimate a factor of
safety for those glue joints, in conjunction with the pull testing we peformed. We used a
solidmodel, shown in Figure 2.11, consisting of the 100 mK thermal bus and its support
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Figure 2.11: Results from the static simulation of the thermal bus at 45 degrees, which
had the maximum axial load across all simulations of 170N. The green arrows indicate the
fixtures, while the red arrow indicates the direction of gravity.
trusses, with slight simplifications of irrelevant geometry, such as removing bolt holes. The
1 K ends of the struts were fixed, and a bonded global contact was used. Each of the carbon
fiber rods was treated as a strut. The thermal bus material was set to the Solidworks default
copper, and the truss feet were set to the Solidworks default aluminum 6061. The carbon
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fiber rod material properties were sourced from vDijk Pultruded Products.16 While not the
same brand of carbon fiber that we used in our trusses, the minimum factor of safety of
the carbon fiber rods across all simulations was > 100, so some difference in the material
properties does not make a difference. The applied load was just the gravitational force, and
it was applied in 5 orientations: 0, 45, 90, 135, and 180 degrees with respect to horizontal.
We performed both static and buckling simulations. Across all orientations the minimum
factor of safety on the carbon fiber was 117, and the maximum axial load on a carbon fiber
strut was 170N. We selected the carbon fiber rod which had the lowest cross sectional area;
even this ended up being significantly overspecified.

2.4.3

Testing Method

The geometry of our trusses, specifically the angle that the carbon fiber tube makes to
the mating surface of the feet, makes them difficult to pull test directly. As such, we made
test struts which exactly replicated the glue joint used in our truss, but which had the carbon
fiber rod perpendicular to the mating interface, simplifying pull testing. For each strut we
tested, we pulled it to failure at a rate of 0.02 inches per minute.

2.4.4

Pull Testing Results

The results of this pull testing are shown in Figures 2.13 and 2.12. We tested five samples
of each of the two interface designs, for a grand total of 10 trusses. For the smooth-walled
struts, the average ultimate load was 2040 ± 280N, while for the profiled-walled struts, the
average ultimate load was 2700 ± 330N, where the uncertainties here are simple standard
16

Aphroditestraat 24, NL-5047, TW TILBURG, The Netherlands, http://www.dpp-pultrusion.com/en/thecompany/
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Figure 2.12: Strain/load diagram for the smooth-walled strut design. Note the rapid
ultimate failure of the struts at ∼ 4 × 10−3 mm/mm after entering the plastic regime at
∼ 2.510−3 mm/mm.
deviations. The average yield load for the smooth-walled samples was 1550 ± 250N, while
for the profile-walled it was 1720 ± 430N. Yield loads were computed using the 0.2% offset
method, although due to the very low strain, the chosen offset was 0.02%. The full results
are given in Table 2.2. For all of the struts, the glue de-adhered from the inner wall of
the carbon fiber tube, as well as the bottom. Since the bottom and inner surface does not
have a laminate, we did not roughen them with sandpaper. For all of the smooth-walled
struts, the glue de-adhered from the outer aluminum wall; in other words, with roughening
of the carbon fiber the adhesion to the carbon fiber surface was stronger than that to the
aluminum. For the profiled-walled struts, the glue on the outer surface cohesively failed.
Of the smooth-walled struts, there was one anomalously poorly performing strut, A2. On
inspection, glue was still adhered to the bottom A2, unlike all the other smooth-walled
struts where the glue had de-adhered from the bottom of the tube. This suggests that there
may have been an air bubble at the bottom of the groove, such that the glue never adhered
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Figure 2.13: Strain/load diagram for the profiled-walled strut design. Note the long plateau
prior to ultimate failure of the struts at ∼ 8 × 10−3 mm/mm after entering the plastic regime
at ∼ 2.510−3 mm/mm, even for samples B2 and B5, which had a lower yield strength.
to the bottom, weakening it. For the threaded interfaces, it is not clear what caused some
struts (B2 and B5) to enter the plastic regime significantly earlier than the others. We sawed
one premature strut (B2) as well as one that performed better (B3) in half, and there was
no obvious macroscopic difference between the two. The wall threading was somewhat
crushed by the sawing process but the glue fill of the threads seemed to be about the same
for the two samples (Figure 2.14). It may be that the glue was improperly mixed or set for
samples B2 and B5; however the authors have much experience working with this and other
adhesives and followed the fixed gluing procedure consistently.

2.4.5

Truss Improvements

The profile-walled struts on average had both a greater yield and ultimate load than the
smooth-walled struts. The ultimate load at failure for every profile-walled strut is higher
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Sample
A1
A2
A3
A4
A5
B1
B2
B3
B4
B5

Yield Load
(N)
1700
1050
1600
1700
1700
2150
1200
1950
2100
1200

Ultimate Load
(N)
2251
1495
2054
2274
2108
2800
2636
2665
3216
2199

Elongation
at Yield (mm/mm)
0.0026
0.0023
0.0024
0.0024
0.0024
0.0029
0.0022
0.0027
0.0035
0.0019

Table 2.2: Yield and ultimate strengths, as well as elongation, for the 10 struts in our study.
Samples labeled ’A’ have a smooth-walled glue joined, while those labeled ’B’ have a
profiled-wall. The average ultimate strength for the smooth-walled struts is 2000 ± 300N,
while that for the profile-walled is 2700 ± 300N, and the respective yield strengths are
1550 ± 250N and 1720 ± 430N.
than the ultimate load at failure for every smooth-walled strut. The yield load for the
profile-walled struts were not as consistently better than those of the smooth-walled struts,
but it is likely better process control could solve this issue.

It should be emphasised that the ultimate and yield strengths reported here are specific
to the construction geometry that we have chosen and should not be extrapolated from.
The salient results are that the profile-walled glue interface design improves the ultimate
and yield strength of the joint as compared to the smooth-walled design, and that factor of
safety of the profile-walled struts is 7.1 assuming the worst yield strength of 1200N and
10 ± 3 assuming the average yield strength.

While the failure mode for our design is the cohesive failure of the glue, the force at
which the glue cohesively fails can in principle still be improved by varying the geometry
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Figure 2.14: Picture of a threaded interface that reached the plastic regime prematurely (B2,
right) and in line with the other samples (B3, left). There is no obvious difference in the
thread fill factor between the two samples. Note that the rod would be in the gap between
the threaded screw and walls; there is supposed to be a gab in the glue there.
of the wall profile. This is easily achieved by varying the size, pitch, etc. of the tap and
set screw. We did not pursue this avenue of improvement as our trusses were sufficiently
strong with the profiles selected initially. Additionally, it was very difficult to roughen the
walls of the feet and the set screws with sandpaper owing to their geometry. Sandblasting
those surfaces would increase the adhesive strength of the glue to those surfaces, potentially
increasing the strength of the join if the adhesive failure mode were to become dominant.
Further, it was evident that very little glue contact was made between the glue and the inner
wall of the carbon fiber tube with either strut design. Roughening the inside of the carbon
fiber tube in addition to the outside may improve this, as well as pre-applying glue to the
inner surface of the carbon fiber tube before inserting it into the joint.

2.5

LATR Thermal Simulations

For a cryostat of the size of the LATR, it is critical that not only the base temperature of
the 100 mK stage (i.e., the temperature at the MC) be kept low, but also that the thermal
gradients from the MC to the detector arrays are minimized. Our furthest detector array is
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nearly 1.5 m away from the MC, which if not properly managed will lead to unacceptably
large gradients and an array temperature greater than the operating temperature of 100 mK.
On the other hand, excessively adding material increases the weight of the cryostat, increases
the cool down time, and in some cases reduces the radial clearance of parts and hence the
fill factor. For example, the thickness of the outer 4 K shell of the OT sets the temperature
of the 4 K filters and the first 4 K lens, so that increasing this thickness is a priority for
minimizing that temperature. On the other hand, the outer shell comprises a significant
portion of the thermal mass at 4 K, and moreover increasing the thickness of that shell
decreases the radial clearance of the optics tubes. Thermal simulations allow us to predict
the 4 K lens and filter temperatures for a variety of shell thicknesses, which enabled us to
select the thinnest shell possible which still met our thermal requirement.

2.5.1

Thermal Budget

In this section I will overview the processes used to inform the thermal design of the
LATR. The first step of the thermal design process is to quantify all sources of parasitic
loading per stage by source. This allows us to estimate the base temperature (i.e., the
cryocooler temperature) for each stage from the cryocooler load curves, and it also informs
the placement of thermal loads in simulations (Section 2.5.2). Included in our thermal
budget (Table 2.3) are
1. Conductive loading from supports
2. Conductive loading from cables
3. Radiative loading from warmer thermal stages
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Stage Support
(K)
(W)
80
3.17
40
9.51
4
0.313
1
2.04x10−3
0.1 43.6x10−6

Cabling
(W)
0.0261
16.6
0.776
0.326x10−3
8.33x10−6

Radiative
(W)
6.59
25.5
0.197
5.47x10−6
0.405x10−6

Optical
(W)
50.7
0.0256
0.359
0.378x10−3
4.06x10−6

LNAs
(W)
N/A
5.76
0.686
N/A
N/A

Attenuation
Arrays
(W)
(W)
N/A
N/A
0.0702
N/A
0.00157
N/A
0.111x10−3
N/A
4.55x10−6 10.1x10−6

Total
(W)
60.5
57.5
2.4
2.85x10−3
71.0x10−6

Available Power
(W)
180
110
4.00
25.0x10−3
500x10−6

Table 2.3: Loading estimates for each temperature stage of the LATR, split by source. The
provided load estimates are for 13 OTs. The cooling power at 80 K is supplied by two PT90
coolers, the power at 40 K and 4 K is supplied by two PT420 coolers, the power at 1 K by
the DR still stage, and the 100 mK by the DR mixing chamber stage.
4. Out-of-band optical loading
5. Electrical power dissipation in LNAs
6. Dissipation in attenuators
7. Dissipation in arrays

Support and Coax Conductive Loading
To compute the thermal loading from supports, we first compiled a library of materials
and their thermal conductivities at cryogenic temperatures. We obtained measurements from
the National Institute for Standards and Technology (NIST) cryogenic material properties
database [113; 128] and from Adam Woodcraft’s low temperature material database [179].
The total conductive load for a support is the integrated thermal conductivity between the
temperatures on the high and low ends. The conductivity of the cables were computed
in the same way, with the conductivity of the coax cables provided by Coax Co.17 The
conductive load is then computed using the integrated form of Fourier’s Law:
17

Coax Co., Ltd., http://www.coax.co.jp/en/
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Z

Q̇dx =
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Tl

where Q̇ is the loading, T l and T h are the low-side and high-side temperatures, respectively,
and

A
L

is the cross sectional area of the support divided by the length.

Radiative Loading
The thermal load due to radiation on surfaces covered in MLI was computed using the
Lockhead equation [103]:

Cc N2.56 Tm
(Th − Tc )
n
Cr ϵ0 4.67
+
(Th − T4.67
c ),
n

qtot =

(2.2)

which accounts for both the radiative load between layers of the MLI blanket (first term) and
the conductive loading through the layers of the blanket (second term). In Equation 2.2, qtot
is the total thermal load on the MLI, Cc = 8.95 × 10−5 is a numerical constant defining the
MLI conductive heat transfer, N is the MLI layer density in layers per centimeter, Tm is the
mean MLI temperature (taken to be Tm =

Th −Tc
),
2

n is the number of MLI layers, Th is the

hot-side temperature in Kelvin, Tc is the cold-side temperature in Kelvin, Cr = 5.39 × 10−7
is a numerical constant defining the MLI radiative heat transfer, and ϵ0 = 0.031 is the MLI
emissivity [103].
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Optical Loading
The optical loading was computed using a custom Python routine which considers the
performance of all the optical elements, primarily filters and lenses. The code makes an
estimate of the radiative transfer from one optical element to another by dividing each optical
element into a number (∼ 10) of concentric anulii which are each a constant temperature.
The code then estimates the conductive heat transfer between adjacent anulii based off
of their thermal conductivity and the radiative transfer between anulii of different optical
elements via numerical ray optics. The model takes into account the measured spectra of the
filters in determining the radiative heat transfer between optical elements. The difference
between power emitted and absorbed summed over all anulii gives the total optical load
on a given optical element, and then all elements at the same temperature are summed to
estimate the optical load on a stage.

LNAs, Attenuators, and Arrays
Power dissipation from electrical components such as the detector readout LNAs and
TES biasing was also included in the thermal model. The LNA power dissipation was
computed by multiplying the LNA drain current by its drain voltage, using the nominal
current and voltage from the specification sheet. The array loading was estimated from
previously designed arrays by the array manufacturers, while the attenuator load is based
off of the total amount of power input to the attenuator and the strength of the attenuation.
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2.5.2

Thermal Simulations

We used the COMSOL18 software suite to estimate thermal gradients across our 80 K,
40 K, 4 K, 1 K, and 100 mK stages. Our simulations used the computer aided design (CAD)
model of the relevant thermal stage, with some simplifications that only minimally impact
the accuracy of the simulations – for example, suppressing screw holes. Using the material
library we developed for the thermal model (Section 2.5.1), we applied a material to each
part, specifying its thermal conductivity as a function of temperature. Thermal loads were
distributed throughout the model according to where they would actually be, e.g. the loading
due to cabling was applied at the readout insert flange. To include the effect of the relevant
cryocooler, a measured load curve of that cryocooler as a temperature dependant negative
heat flux is applied to the cold head of the cryocooler. These simulations allowed us to
identify which areas were cryogenically critical, leading us to make those areas thicker and
more conductive. For example, as a result of our simulations of the 40 K stage, we decided
to manufacture the 40 K shield out of 1100 series aluminum to mitigate gradients to the
40 K filter plate.
During the lab testing phase, we performed additional simulations in conjunction
with our cryogenic validation. For these simulations, we would mimic a given validation
test setup, including whichever components were installed and using the measured
cryocooler load-curves. We would then compare the gradients observed in the simulations
to those observed in our validation testing. One major difficulty in the thermal validation
of our cryostat at all temperature stages was that we were only able to put a limited
number of thermometers on each stage, making it difficult for us to identify the source
of unaccounted-for loading. This, combined with the very long turnaround time of
18

COMSOL, Inc., https://www.comsol.com
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our cryostat, meant that we risked spending upwards of a month tracking down heat
leaks. Given a proposed load, we would add that load in the simulation and compare the
resulting temperature gradients to those observed. While the result of the simulation is not
precise-missing, among other things, contact resistance-it is accurate enough to provide a
sanity check. An example simulation is shown in Figure 2.15.
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Figure 2.15: A thermal simulation of the 80 K stage. This simulation uses the individuallycalibrated PT90 load curves. It was performed to emulate a dark thermal validation run with
the windows closed, hence there is no optical load applied. The conductive load through
the G-10 tabs was included, as was radiative heating from the 300 K stage. The color
map shows the distribution of the thermal gradient, with the lowest temperature around
the two PT90 thermal straps and the highest temperature at the bottom of the plate. The
maximum gradient on the plate is ∼ 10 K. This is one example of the thermal simulations
we conducted for all the temperature stages.
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Chapter 3
SO LATR Validation Testing

Trust, but Verify.
-V.I. Lenin
–Ronald Reagan
Following the design of the SO LATR, the instrument was manufactured by Dynavac19 ,
assembled by the LATR team with help from Dynavac, and then shipped to the University
of Pennsylvania. We then embarked on a process of validation and testing. The purpose of
the validation procedure was to ensure that the various cryogenic stages of the LATR were
performing within specification, so that when deployed with the full 13 OTs the warmest
detector array will still be < 100 mK. To do so, we undertook a program of successive
cooldowns of the cryostat, with additional components added in each cooldown, allowing us
to validate thermal stages and disentangle degeneracies between stages and parts. In these
19

Dynavac, https://www.dynavac.com/
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cooldowns, we validated both the loading at each cryogenic stage as well as the thermal
gradient at each stage. We also validated the mechanical performance of the cryostat,
making sure that inter-stage supports were mechanically secure, that the optical alignment
of the cryostat was good, and characterizing the vibrational environment. We also used
this process to integrate components from outside the LATR, such as the universal readout
harnesses (URHes).

3.1

LATR Mechanical Validation

The primary goals of the mechanical validation of the SO LATR were to:
1. Confirm that the inter-stage structural elements do not fail under load.
2. Measure the alignment of the OTs with respect to the front plate and make sure
it is within specification.
3. Measure the vibrational environment of the LATR, particularly the 100 mK
stage.

3.1.1

Support Validation

To validate the structural stability of our inter-stage supports, we simply needed to
install the relevant stages with all their associated mass and periodically inspect the supports
for signs of damage. The only stage where this required any additional work was at 4 K,
where we did not have the full compliment of 13 OTs required to properly load the stage.
To that end, we constructed OT mass dummies, which had the same mass as the actual OTs
and a similar center of mass. These were installed in the place of the OTs, and the LATR
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was rotated to all orientations in which it will operate to ensure that the 40 and 4 K G-10
tabs did not fail. Afterwards the tabs were inspected, and no signs of damage were found.
Additionally, the tabs have been routinely inspected after cooldowns, with up to 7 nearly
full mass OTs, and no damage has ever been found. On the other hand, during inspection of
the thermal bus struts, we did discover that a number of the carbon fiber rods had pulled
out. This discovery led to switching the glue used in the thermal bus struts from Armstrong
A-12 to Scotch-Weld 2216, as well as a change in the strut design as detailed in Section 2.4.
We believe that the reason why the thermal bus trusses (see Figure 2.9) failed but not the
40 K and 4 K tabs (see Figure 2.7) was that there was non-compliance in the strut design but
not the design of the G10 tabs. The struts used in both cases are very stiff; even a few tens
of microns of strain can lead to many hundreds or thousands of Newtons of load, which
leads to strut failure (see Figure 2.13). The thermal buses are manufactured from copper
and have the cold fingers welded to them. It is known that they are very out of flat, up to
5 mm in places. This means that even before the mass loads are considered the thermal bus
struts are placed under enormous loads. On the other hand, the 40 K ring and 4 K plate were
machined flat to a tolerance of 1 mil ≃ 25 µm, so that the tabs do not experience the same
pre-stressing as the carbon fiber rods. It also explains why the thermal bus struts failed
when both simulations and pull-testing indicated that the factor of safety on the thermal
bus struts should be ∼ 7, which is roughly the same as the tabs. Anecdotally, it was very
difficult to achieve the initial installation of the thermal bus supports as we had to force
the thermal bus to be flat during installation, while we had no such issue with the tabs. In
addition to the above described changes (Section 2.4), we also shimmed the thermal bus
supports in order to reduce the strain due to local non-flatness of the thermal bus. Finally,
one of our thermal buses was remade with screw-on cold fingers, so that it was much flatter
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than the original. Due to all these changes, we have not noticed any signs of failure with
the thermal bus struts over several cool-downs.

3.1.2

Alignment

7 Tube OT i3 Offset from Nominal vs. x
1K
4K

Offset from nominal ( m)

120
140
160
180
200
220
240

0

100

200 300 400 500 600
x position from 4K Plate (mm)

700

800

Figure 3.1: A schematic of the simulated sag of OT i3 in the 7 OT configuration. The sky is
on the right here, while the 4 K plate is at x = 0, where x is along the optical axis of the OT.
The data show the sag of the tube as a function of position along the optical axis for the 4 K
(orange) and 1 K (blue) shells. The sag has had the net sag of the OT removed, so this only
shows the tilt of the OT. Note the discontinuity at ∼ 400 mm is due to a flange between the
lower and upper 4 K shells of the OT. The y axis has been exaggerated for readability. The
slopes correspond to a tilt of ∼ 0.1 ◦ for the 4 K stage and ∼ 0.2 ◦ for the 1 K stage.
The alignment of the OTs with respect to the front plate is critical, as a misalignment
of the OTs can lead to clipping of the beams by the front plate as the beams pass through
the windows. The exact tolerancing of the OT alignment was determined via simulation in
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Axis
x-axis
y-axis
z-axis

Tolerance
(mm)
3
3
3

Deviation (no load)
(mm)
0.49 ± 0.03
2.04 ± 0.03
2.03 ± 0.03

Deviation (13 OTs)
(mm)
0.31 ± 0.02
2.24 ± 0.02
2.43 ± 0.02

Table 3.1: Deviation of the 4 plate from its expected position as referenced to the front
plate. From the loaded vs unloaded deviations, we can surmise that the sag of the 4 K
plate is ∼ 0.2 mm, while the manufacturing tolerences contribute a ∼ 2 mm offset. Table
reproduced from Zhu et al. 188.
Dicker et al. 53; that requirement is ±3 mm in all directions, as well as a tilt of the OT with
respect to each other of < 0.8 ◦ . The expected values for these parameters were evaluated
via FEA during the LATR design process. The estimated sag for 7 OTs was ∼ 0.1 mm
for 7 OTs and ∼ 0.2 mm for 13 OTs. The estimated tilt for the worst OT was ∼ 0.01 ◦
for the 4 K stage of the OT and ∼ 0.02 ◦ for the 1 K stage (see Figure 3.1). As part of the
validation process, we used a FARO Vantage Laser Tracker20 to measure the location of the
4 K plate with respect to the front plate both with a load of the 13 OT mass dummies and
unloaded. The results of these measurements are given in Table 3.1 [188]. Note that the
offset listed here includes both sag and offsets due to manufacturing tolerancing, and so the
number to compare to simulations is the difference between loaded and unloaded, which
is 200 ± 20 µm, in agreement with the result from FEA. The total offset is also within the
requirements set by Dicker et al. 53. Due to the viewing constraints of the FARO system,
it is not possible to measure the tilt angle of the OTs. However, since the predicted and
measured sags agree closely, it is reasonable to believe that the OT tilt is not much worse
than the FEA prediction of 0.2 ◦ , which is significantly less than the requirement of 0.8 ◦ .
20

FARO, https://www.faro.com/
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In addition to the metrology performed on the 4 K plate, we also performed similar
metrology on the front plate under vacuum to ensure that it not would contact the 80 K
filters when it deflected. From simulations, we predicted that the middle of the front plate
would deflect by 18.1 mm; we measured it to deflect 17.2 ± 0.1 mm, slightly less than our
prediction and within specification. The good agreement of the results of this simulation to
the outer deflection lends further credence to our FEA estimate of the OT tilt, as well as to
the FEA results showing the safety of the front plate.

3.1.3

Vibrations

This section includes work that was I did in collaboration with Tanay Bhandarkar and
Jeffery Iuliano.
Our final goal of the mechanical validation of the LATR was to understand the vibrational response of the LATR. Primarily, this means determining what the resonance
frequencies of the LATR are and what effect these resonances have on the LATR in terms
of thermal performance. At the 100 mK stage, heating of the stage by vibrations becomes
a significant issue; at other stages the heating is small compared to the available cooling
power. Therefore, the focus of our investigations was on the heating of the 100 mK stage
by vibrations. To study this, the general process was to vibrate the LATR vacuum shell
and then observe the effect on the 100 mK and 1 K stage, either with an accelerometer
or by observing temperature rises. To vibrate the cryostat, we used a Buttkicker mini
Concert transducer21 with its associated amplifier; the tone was simply generated by a
signal generator.
21
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Figure 3.2: A simulation of the combined 1 K 100 mK thermal bus, with attached heat
switch bars. The first fundamental frequency, which is displayed, is drum like on the 1 K
and 100 mK thermal bus with the 1 K bus dominant at a frequency of ∼ 32 Hz. The second
fundamental is similar but with the 100 mK bus dominant and at 40 Hz. AMPRES are an
arbitrary unit which show the relative motions of the parts in the sims; an absolute amplitude
cannot be established without knowledge of the driving source.
Vibrational Simulations
During the design of the LATR, we performed vibrational simulations on the thermal
bus to estimate its resonance frequency. We found that the lowest fundamental frequency
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is ∼ 32 Hz (see Figure 3.2). The simulated fundamental mode is likely higher frequency
than the actual, as play in the joints between parts will tend to push to lower frequencies.
Specifically, in the simulations we fixed the ends of the 4 K tripods, applied a gravitational
force, and used a bonded component contact for all interfaces. A bonded contact treats the
parts as if they were welded at the point of interface; there is no play in the joint. The actual
joins are bolted and will not be perfectly rigid as in the model used in the FEA; this will
tend to decrease the fundamental resonance of the part. Unfortunately, bolted contacts are
very hard to simulate, so we opted for bonded contact with the knowledge the simulations
likely only set an upper limit on the resonant frequencies.

Fundamental Resonances
Our first order of business was to determine what the frequency response of the thermal
bus assembly was and which components were driving that response. To do so, we vibrated
the LATR vacuum shell with the Buttkicker while the LATR was cold, and observed the
temperature rises at 100 mK at a number of locations. We would run the Buttkicker at
a given frequency for 6 minutes, then turn it off for 6 minutes, then repeat the process at
the next frequency. Then, by simply observing the temperature as a function of time and
correlating that time to a vibrational frequency, we can observe the thermal response of the
100 mK stage to vibrations. The results of this data for a setup with 0, 3, and 7 OTs can be
seen in Figures 3.3a, 3.3b, and 3.3c. The results of these investigations are that the primary
resonance seems to be at ∼ 22 − 24 Hz, with a number of resonances around 20 Hz. In both
the 0 and 7 OT tests, the main complexes of resonances falls between 20 and 24 Hz, while
for 3 OTs there are a number of resonances around 20 Hz and one major peak at ∼ 23 Hz.
We believe that this 23 Hz peak, which is significantly larger than any other peak, is due
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Figure 3.3: Thermal response of various 100 mK thermometers to vibrations in the 0
(Figure 3.3a), 3 (Figure 3.3b), and 7 (Figure 3.3c) configurations. The x axis is the driving
frequency and the y axis is the thermal response in change in temperature from base. The
major response in all 3 cases tends to be around 22 − 24 Hz. The response is notably larger
with 3 OTs; we believe this is due to coupling of the vibrations to the OT thermal straps
(see Section 3.1.3). Figure by Jeff Iuliano.
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to coupling of the vibrations to poorly tied-down thermal straps in this configuration (see
Section 3.1.3).
While the thermal response of the 100 mK stage is the ultimate measure of our success,
the behavior can be noisy and difficult to parse. As a cleaner measure of the fundamental
frequencies of the thermal bus assembly, we attached an accelerometer to the 100 mK
bus while the thermal bus assembly was installed in the warm LATR, and vibrated the
vacuum shell with the Buttkicker as in the thermal response testing. Similar to the thermal
response tests, we would run the Buttkicker at one frequency, then turn it off for a bit,
and step through frequency like this. The chosen time, 30 s, was much shorter as the
vibrational response of the thermal bus is much faster than the thermal response. Then for
each frequency, we computed the power spectral density (PSD) of the accelerometer (see
Figure 3.4). In this analysis, the primary response of the thermal bus assembly PSD at each
driving frequency is simply the same frequency in the PSD. However, resonances are still
visible as vertical lines; this indicates that, for every driving frequency, there is a response
from the thermal bus assembly at that frequency, i.e. it is a resonance. Further, the response
power is higher when the driving frequency is a resonance, which can be seen at 21 and
35 Hz in Figure 3.4. This result of 21 Hz is somewhat lower than our simulated expectation
of 32 Hz, but this is not unexpected; as discussed in Section 3.1.3, since actual interfaces
between parts in the thermal bus assembly are bolted and have some springiness to them,
whereas the simulated interfaces are bonded with infinite strength, simulated resonances
tend to be higher frequencies than their real-life counterparts.
As further evidence that this observed resonance is the same as the simulation, we
believe that the component which is actually resonating is the 1 K thermal bus, as in the
simulations. We believe this because when the 100 mK thermal bus is removed from the
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LATR and tested on its own, its lowest recorded resonance was 35 Hz, significantly higher
than the observed in the LATR. This suggests that it is the 1 K stage which is resonating at
21 Hz.
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Figure 3.4: A waterfall plot of the driving frequency vs power spectral density (PSD) for the
100mK thermal bus. In the experimental setup, an accelerometer is placed on the 100mK
thermal bus while the Buttkicker drives the LATR vacuum shell. The y axis is the driving
frequency while the x axis is the PSD frequency and the color represents the response. The
diagonal line simply shows that the dominant response is to the input frequency. Vertical
lines indicate resonances of the thermal bus as installed; note the large, well-defined line at
a PSD frequency of 21 Hz. Figure by Jeff Iuliano.
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Thermal Response Amplitude
While we now understand what parts in the thermal bus assembly are vibrating, and at
what frequency, there is a further question of how these vibrations are thermally dissipating.
We approached this question by observing the transient gradients across the thermal bus
as it was being heated by vibrations. Those thermometers which showed the largest rise
in temperature are inferred to be those closest to the source of heating. An example of
one setup, including the locations of thermometers and their temperature rises, is shown
in Figure 3.5. As can be seen, the temperature rise is most significant at the cold finger.
This was consistent across a number of frequencies checked. The first assumption one
would make is that this indicates that it is the cold finger which is swaying (see Figure 3.3).
However, simulations indicated that the first resonances for the cold finger should be at
∼ 41 Hz, significantly higher than the observed resonance and higher than the simulated first
mode of the thermal bus. Nevertheless, we manufactured a new, thicker cold finger with a
simulated first resonance of ∼ 59 Hz; installing this did not significantly shift the observed
resonance frequencies in the cryostat. As such, we came to the conclusion that the cold
fingers were not the source of the vibrational heating. Instead, our attention turned to the
cold straps which were attached to the cold fingers. These cold straps consist of copper rope,
which is pressed at both ends into a solid copper foot but which is otherwise free to move;
as such we suspected that the heat straps could be effectively dissipating the vibrational
power. To investigate that, we tied down some of the straps, both by tying the individual
strands tightly into a bundle and by securing the bundle to a fixed point in the cryostat.
Other straps we left unsecured. We observed a larger temperature rise in the unsecured
straps, with a typical rise at the cold finger of ∼ 90 mK as compared to ∼ 40 mK in the
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secured straps. Moreover, between the 3 and 7 OT tests (Figure 3.3) we tied down all the
thermal straps, and the absolute magnitude of the thermal response decreased dramatically
from ∼ 80 mK to ∼ 20 mK. Finally, when we vibrate the cryostat with 0 OTs installed, the
largest temperature rises are no longer at the cold fingers but rather in the middle of the
thermal bus. Due to all this evidence, we believe that the vibrations are being sourced in
1 K, and perhaps sympathetically in the 100 mK, thermal bus, and being dissipated in the
cold straps. As such, we now consistently bundle and tie down all cold straps as part of the
LATR closeup procedure.

Figure 3.5: Schematic of the vibrational response testing set up and results, with input
frequency of 23 Hz. In the top right, boxes labeled Y and L are thermometers, with the
names next to them. In the left results box, the strongest response at the cold finger is
highlighted in red. In the bottom right diagram, the location of thermometers on the thermal
bus is shown. Finally, the implied total load from this test is ∼ 15 µW. This was for an input
power of ∼ 250 W; it is difficult to know what the vibrational environment in the LAT will
be, but it will almost certainly not include 250 W of power in a narrow band at 23 Hz, and
so this should not be considered an estimate of the vibrational heat load.
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Improvements
Given our belief that the vibrational response of the thermal bus assembly is set by
the 1 K and to a lesser extent the 100 mK thermal buses, we are currently investigating
replacing them with thicker but light-weighted design, which should have higher resonances.
Further, as discussed in Section 3.1.3, we now bundle tie down all 1 K and 100 mK thermal
straps as part of the LATR close up procedure. Finally, we note that while we understand
the vibrational response of the 100 mK stage well at this point, we do not understand the
vibrational environment in which it will be living as the LAT has not been completed as
of the time of writing. As such, we cannot predict how much vibrational heating we will
expect in the LATR. We do know that for an input power of ∼ 250 W, fairly narrowly
centered on the 23 Hz resonance, the heating at 100 mK is ∼ 15µW, which would not put us
over on the thermal budget. The LAT vibrational environment will be much lower power
than this, although broader band, so while it is unlikely to pose a concern we will not
know for certain until the LAT is completed and we have a measurement of its vibrational
environment.

3.2

Thermal Validation

In addition to mechanical validation of the LATR, we also performed thermal validation.
Thermal validation entailed verifying the loading on each thermal stage as well as measuring
the thermal gradients across each stage. These two processes are complimentary, as
measuring the gradients allows us to understand where the loading is being applied on each
thermal stage. The basis of this process are precise load curves taken of the PTs and DR.
These load curves record the temperature of the cryocooler given the load on it. In the case
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of the PT 420s and the DR, which have two thermal stages, there are two load curves, one
for each thermal stage, which record the temperature of that stage given the load on both of
the stages, which accounts for the coupling between the stages. Then, during the thermal
validation process, to estimate the load on a thermal stage given a measured temperature
we simply interpolate between the nearest temperatures on that load curve. This gave us an
estimate for the loading for the stage, which we could compare with our prediction from
the thermal budget (see Section 2.5.1). In order to make it easier to track down excess
loading and other issues, we did not install everything at once; rather, we would add a few
components per cooldown, and correspondingly add them to the thermal budget. Then,
if there was a discrepancy in the loading there would only be a limited number of parts
installed for that cooldown that could be culprits. To further aid in this process, we carefully
studied the thermal gradients in each cooldown. The purpose of studying the gradients
was two fold: firstly, controlling the magnitude of the gradients is critical for meeting our
thermal performance goals. Secondly, by using thermometers to add additional loading, we
can use gradients to estimate where observed parasitics are being sourced in the cryostat.
Additionally, we can compare the measured gradients to simulated gradients for the same
purpose.
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Figure 3.6: The load curve for one of our two PT 420s. The x axis show the 4 K stage
temperature while the y axis shows the 40 K stage temperature, both in K. The dots are
individual measurements; the blue number shows the load applied to the 40 K stage while
the red shows the load applied to the 4 K. A 2D interpolation is performed on this curve to
obtain an estimate for the loading from the measured 40 and 4 K temperatures. Figure from
Zhu et al. 188.
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3.2.1

Load Curves

The foundation of precise thermal validation for the LATR are good load curves of the
LATR cryocoolers (two PT 90s, two PT 420s, and the DR). The response of the cryocoolers
to load tends to be highly non-linear, with coupling between the two temperature stages, and
not well modeled by any particular function. As such, we interpolated between points in
the load curves to estimate the parasitic loads. As long as we take sufficiently finely spaced
points in our load curve, the uncertainty generated by this method will be acceptable. Given
the typical DR load curve spacing of ∼ 1 mK, the typical uncertainty on the load is ∼ 5 µW,
although it changes with the temperature of the stages. For the PT 420s, the typical load
curve spacing is 2 K at 40 K and 0.2 K at 4 K, corresponding to an approximate uncertainty
of 5 W and 0.2 W, respectively. For the PT 90s, the typical spacing was 3 K for a loading
uncertainty of ∼ 9 W. An example PT 420 load curve is shown in Figure 3.6, while the DR
load curve is shown in Figure 3.7. For the DR load curve, the initial curve we took ended
up being too coarse to reliably estimate the parasitic loading from individual optics tubes,
which was an important thing to be able to do. It was, however, sufficiently fine to estimate
the parasitic loading from the thermal bus (25 ± 5 µW, in line with our estimates22 ), and
so after installation of the thermal bus but before installation of an optics tube we took a
new, much finer load curve. This is the load curve which is shown in Figure 3.7; to get
the total load we simply add 25 ± 5 µW to the inferred load from the load curve. There
is a strong dependence on the 100 mK cooling power on the 1 K temperature. While we
take 2D load curves in both the MC and still temperature, in practice we do not interpolate
the full 2D load curve. Instead we use a heater on the still to raise the 1 K temperature to
22

Note that this loading is not directly comparable to any loading in Table 2.3. However, the exact same
methodology was used to generate it.
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a set reference temperature, and then perform a 1D interpolation of the load curve at that
temperature. For the PT 90s and PT 420s, the load curve for each individual PT was used
along with the temperature at the specific PT when computing the loading for that stage.

Figure 3.7: The DR load curve. Note the fine spacing in MC temperature and coarse spacing
in still; as noted in Section 3.2.1, we adjust the still temperature to match one of these 1D
load curves using the heater in order to only perform 1D interpolation. We are much more
concerned with the 100 mK loading than the 1 K loading as the 100 mK temperature sets the
performance of the detectors. This method minimizes the uncertainty in 100 mK loading.
The extra-fine spacing (2.5 µK) near 0 MC load allows us to precisely determine the OT
loading, which is of order 3 µK.
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3.2.2

Thermal Performance

Using the load curves that we developed, we then proceeded to measure the parasitic
loading in the cryostat in a variety of configurations, making comparisons at each cooldown
to the predictions from our thermal model so that we could spot uncontrolled parasitic
loading. The major configurations we tested were:
1. Dark: all windows covered, no OTs installed, no URHs
2. 2 Window: two windows open with filters at 80 and 40 K, no OTs, no URHs
3. 3 Window: three windows open with filters at 80 and 40 K, 1 OT installed, 1
URH installed
4. 7 Window: seven windows with filters, 7 optics tubes, and 2 URHs
Note that in all cases the tests were dark at 4 K and below; we did not install filters in any
of the optics tubes, and so did not verify the optical loading at 4 K in-situ. Measurements
of the optical loading in the OT tester cryostat [89] are ongoing. Each progressive test
included strictly more components than the prior test. As such, if there was excess thermal
loading, we could ascribe it to the parts added in that run.

80, 40 and 4 K Performance
The results for 80 K for each of the major configurations, as well as projections for 13
OTs, are shown in Table 3.2. The dark configuration has approximately 12 W of additional
loading compared to our predictions. We believe that this is due in part to conduction along
the MLI on the G10 support tabs that run from 300 K to 80 K. This was not included in the
thermal model as during design it was not anticipated that it would be a significant source
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Configuration
Dark
2 Window
3 Window
7 Window
13 Window⋆

Temperature
(K)
38 ± 2
41.5 ± 1.5
45.5 ± 1.5
59 ± 3
87 ± 5⋆

Measured Load
(W)
22
35
42
88
144 ⋆

Predicted Load
(W)
10.1
17.9
21.8
60.8
60.6

Table 3.2: The base temperature and associated implied loading for the 80 K filter plate
under the major test configurations. The ⋆ indicates that the 13 Window configuration
is extrapolated from the data. The temperature ranges represent the range of measured
temperatures on the 80 K PTs, while the measured load is calculated from those temperatures
and the relevant load curves. Table reproduced from Zhu et al. 188.
of loading. Moreover, there may also be light leaks, particularly on the G10 tabs and the
extension ring, where the interface from the MLI to the 80 K stage was very complicated.
Additionally, the measured optical loading of 9 W per OT is significantly higher than our
estimate of 3 W per OT. This is likely due to the simplifications made in our optical thermal
model, as well as higher than expected transmission through the 300 K filters. While the
projected temperature for 13 OTs is higher than our nominal requirement of 80 K, the only
effect of increasing the 80 K stage temperature is to increase the optical loading at colder
stages. From our measurements of those stages, we do not believe that the increased optical
loading is significant, and thus we are unconcerned with the 80 K parasitic loading.

The results for the 40 and 4 K stages are shown in Table 3.3. The measured loading
at 40 and 4 broadly agree with our predictions. Of note, these did not include 4 K filters,
and hence the optical loading is included in neither the measured nor the predicted loading.
Further, when the DR was installed between the Dark and 2 Window configurations, we
noticed that the DR 40 K stage temperature dropped. We believe this is because the LATR
40 K stage actually runs colder than the corresponding DR stage, and therefore some of
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40 K
Configuration
Dark
2 Window
3 Window
7 Window
4K
Configuration
Dark
2 Window
3 Window
7 Window

Temperature
(K)
45.5 ± 1.5
45.5 ± 1.5
47.5 ± 1.5
52.5 ± 2.5

Measured Load
(W)
33 ± 1
< 33
< 34
< 51

Predicted Load
(W)
35.3
35.3
38.8
42.4

Temperature
(K)
4.35 ± 0.85
4.3 ± 0.7
4.5 ± 0.7
5.2 ± 1.2

Measured Load
(W)
0.8+0.1
−0.1
0.8+0.2
−0.1
1.3+0.2
−0.2
1.3+0.2
−0.2

Predicted Load
(W)
0.42
0.47
0.75
1.05

Table 3.3: The base temperature and associated implied loading for the 40 and 4 K stages
under the major test configurations. Of note, optical loading is included in neither the
measured nor the predicted loading at 4 K. Further, we have observed that there is some
thermal connection between the DR and the rest of the cryostat at 40 K. When we installed
the DR, the DR 40 K stage cooled down as compared to when it was separate in its own
cryostat. We believe that the LATR 40 K stage is absorbing some of the parasitic loading
from DR. Thus the measured loads at 40 K are given as upper limits. Given these two
uncertainties, loading estimates were not extrapolated to 13 OTs. Table reproduced from
Zhu et al. 188.
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the parasitic loading from the DR is actually dissipated on the LATR PT 420’s. Therefore,
for both of these stages we do not include a projection to 13 OTs; however, based on their
consistency with the thermal model, and pending the results of the four optical tests, we
predicct that we will meet all of our thermal performance requirements.

1 K and 100 mK Performance
The configurations discussed above are not the relevant configurations for discussing
the 1 K and 100 mK loading. More relevant than the number of URHs installed or optical
components installed is the number of OTs installed and what components (readout wiring,
etc.) are installed in the OTs. The configurations are as follows. In all cases there are no
optical elements installed:
1. Bus only: just the thermal bus
2. 1 OT: 1 OT with readout
3. 3 OT: 3 OTs with partial readout
4. 7 OT: 7 OTs with full readout
In general we are not concerned with the 1 K loading; with 7 OTs the still temperature is
∼ 800 mK, corresponding to a loading of about 5 mW. While this is significantly higher than
our anticipated load, it still represents about 20 mW of overhead until the still is running
at 1 K. In general, we will actually want to heat the still up a bit from 800 mK, as the MC
cooling power increases with the still temperature.
As for the 100 mK temperatures, the results are given in Table 3.4. The implied load
for 7 OTs is (70 − 20)/7 = 7.1µK per OT, somewhat higher than our expected loading
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Configuration
Bus
1 OT
3 OTs
7 OTs
13 OTs ⋆

Temperature
(mK)
29.0
31.0
31.8
43.9
56

Measured Load
(µW)
<20
25
30
70
124

Predicted Load
(µW)
8.9
10.9
20.9
41.0
71

Table 3.4: The MC temperature for the various 100 mK configurations as inferred from
the load curve with a reference still temperature of 1.12 K. Note the inconsistency of the
7 OT measurement, with an implied (70 − 20)/7 = 7.1µK per OT load, with the previous
measurements which suggest more along the lines of 4 µW per OT. The last row shows the
extrapolated load for 13 OTs assuming the measurement made by the LATR tester including
optics of 8 µK per OT.
from the 3 and 1 OT measurements, which are closer to 4 µK per OT, and our thermal
budget predictions, which are ∼ 3 µK per OT. The higher number agrees with measurements
taken with the LATR tester [89], and is likely the more accurate estimate. It is likely that
our extrapolated estimate for the bus only loading of 20 µW (see Section 3.2.1) was an
overestimate, and so the loading due to OTs is higher for the 1 and 3 OT measurements than
would be inferred from Table 3.4. Further, measurements from the LATR tester put the load
for one OT including optics and detectors at ∼ 8 µW; using this number to extrapolate to 13
OTs leads to an estimate for the MC temperature of 56 mK. This number is not of itself
problematic as the predicted base temperature (i.e., assuming our thermal model loading) is
50 mK. The issue, however, comes with the thermal gradients.

3.2.3

Thermal Gradients

In addition to validating the base temperatures of the various LATR thermal stages, we
also verified that the thermal gradients across those stages were acceptable for reaching our
goal temperatures. Ultimately, the temperature of a stage at the cryocooler does not directly
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affect the performance of our instrument; rather, it is the temperature at the detectors,
readout, and optical elements which is critical. The gradients are a significant-and often
dominant-factor in setting these temperatures. Moreover, gradients can help us diagnose
where parasitic loads are located in our cryostat. By placing thermometers at locations in
the cryostat where parasitics are expected and observing how the gradient changes with
applied load, we can make an estimate of the parasitic load at that location. Moreover, we
can perform simulations which represent various loading scenarios, and by comparison to
the observed data work out which scenario is most likely.

Thermal Gradient Performance
For each cryogenic stage, we measured the temperature of the stage at various points,
and hence the gradient across that stage. We could then identify areas with unacceptable
gradient performance and improve them. Further, we can project gradients for the full
compliment of 13 OTs under a linear approximation, which is generally accurate over small
temperature ranges, and particularly at low temperatures (see e.g. Woodcraft and Gray 179).
For the 80 K stage, the measured gradient across the filter plate was 6 K in our 7 window
set up. In the final 13 window configuration, the anticipated gradient would be ∼ 10 K,
which agrees with our simulated predictions (see Figure 2.15).
When we initially cooled down the 40 K stage with three windows, we found the gradient
from the PT to the filter plate to be ≳ 40 K. This was far higher than our simulations
suggested and unacceptable for achieving our thermal performance goals. We placed
approximately 8 thermometers between the PT and the 40 K filter plate and determined
that the gradient was largest on the back portion of the 40 K radiation shield. We therefore
installed 1/4” − 1/2” thick of 99.9999% pure aluminum cladding to the back 40 K radiation
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shield. After installation of this cladding, the gradient to the 40 K filter plate was 14 K with
seven sets of filters installed, and the gradient across the plate was ≤ 4 K. Note that the
loading on the 40 K stage is dominated by radiative heating from 300 K, conductive heating
from the mechanical supports, and conductive heating from the wiring (Table 2.3). Almost
none of the loading is optical. As such, the filter plate gradients in the final configuration
will be nearly identical to the current gradients, i.e. ≤ 20 K, so that the temperature of the
filter plate will be ∼ 55 K, which is acceptable.
For the 4 K stage, we measured a maximum thermal gradient across the 4 K plate of
2.4 K with seven optics tubes installed. The gradient to the URH is ∼ 3.5 K. Both of
these numbers are acceptable as the URH is insensitive to the 4 K stage temperature, and
increasing the temperature of the 4 K optics only marginally increases the loading at 1 K,
where we have lots of overhead (see Section 3.2.2).
The thermal conductivity of copper peaks at around 1 K [179]. As such, the thermal
gradients across the 1 K thermal bus are minuscule, ≤ 2 mK, well within our requirements.
From the thermal bus to the 1 K lens of the OT, the typical gradient is ∼ 0.3 K. Since we
will be heating the 1 K stage to a consistent temperature of ∼ 1 K, and the parasitic loading
of an OT is, of course ,independent of the number of installed OTs, this 0.3 mK gradient
will be the same with the full compliment of 13 OTs. This gradient is perfectly acceptable;
using Bolocal (Hill et al. 92), the estimated sensitivity of the MF detectors falls by ≤ 1%
when the 1 K lens and stop temperature rises from 1.1 to 1.4 K.
For the 100 mK stage, we placed heaters across the thermal bus and applied loading
to approximate the conditions that will occur in the 13 OT configuration. In this loading
configuration, the gradient across the thermal bus was ∼ 7 mK, in agreement with our
simulations and itself within specification. We also measured the gradients across the
108

100 mK strap with 3 and 7 OTs; these were found to be 15.1 and 26.0 mK, respectively. This
is worse than was expected; moreover, extrapolating the gradient to the 13 OT loading yields
a gradient of 48 mK. Combined with the estimated MC chamber temperature of 56 mK
and the bus gradient of 7 mK, this would make the hottest OT ∼ 110 mK, unacceptably
high. Luckily, it is easy enough to add a second set of 100 mK DR straps with the same
cross section as the existing straps. Doing so should lower the gradient to ∼ 25 mK, and
the hottest OT to an acceptable 88 mK. Even if this extra strapping only decreases the
gradient by 50%, it would still reduce the hottest OT to an acceptable 95 mK. We will, of
course, verify this gradient improvement when the strap arrives, but we believe that with
this improvement the 100 mK stage will meet its cryogenic requirements.

Loading From Thermal Gradients
One final use for our measured gradients is as a check on the total loading on a given
cryogenic stage. Given that all the parasitic loading on the 100 mK stage must pass through
the strap between the DR and the 100 mK thermal bus, the gradient on the strap must
provide a measure of the loading on the 100 mK stage. While it is difficult to predict the
gradient as a function of applied power from first principles, we can calibrate a relationship
easily enough. In the low temperature regime, the conductivity of copper is well described
by a simple power law[179]. Therefore, we developed a simple model for the power as a
function of the low and high side temperatures, T low and T high :

P(T low , T high ) = C0 +

Z

T high

C 1 T C2
T low
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(3.1)

where C1 is a normalization constant which includes e.g. the cross sectional area of the strap,
C2 is the power law scaling, and C0 accounts for the parasitics in the calibration setup. To
calibrate this relationship, we took a number of load curves with the minimal parasitic setup,
meaning just the thermal bus and DR. We took these load curves at a number of different
still temperatures, and recorded the applied power and corresponding T low and T high . We
then fit the data for each run individually to the model in Equation 3.1, and took the average
and standard deviations of C1 and C2 to form our model. We found C1 = 4.4 ± 0.4 µW/mK
and C2 = 0.96 ± 0.4. Note that C0 is specific to the still temperature, as it encapsulates the
residual parasitic load from the thermal bus. The values at 6, 9, 12, and 16.3 mW of loading
were 21.8, 23.6, 28.3, and 27.0 µW, respectively, in good agreement with our estimate of
the parasitic thermal bus loading from Section 3.2.2. When calculating the loading from
the model, the average values for C1 and C2 are to be used, but the specific values of C0
should be used. The residuals (applied power minus model predicted power) for the load
curves we took are shown in Figure 3.8.
In general, the model does a good job of describing the gradients, i.e. the residuals
are consistent with 0 within the uncertainties. The 12 mW curve is significantly above 0,
but only at about 2σ. For the purposes of measuring the 100 mK loading, the other curves
should simply be used. The agreement is on the whole very good, ± ∼ 2 mK.
The only real significant discrepancy is at low ∆T, which corresponds to low applied
load and hence low T low and T high . One possible cause of this disagreement at low ∆T
is a miscalibration between the two thermometers used. We observed that the high-side
thermometer had a tendency to drop out at very low temperature. We removed those points
from the data set but it may be that near the drop-out temperature the thermometer is
miscalibrated, causing the measured ∆T to differ from the actual and the model to mis110

Figure 3.8: Residuals of our applied power minus model predicted power for 4 different still
loads. The y axis is the residual applied power minus predicted power in µW and the x axis
is the gradient over the strap. The shaded area shows the 68% confidence limit. While the
residuals are generally consistent with 0, there is a noticeable downturn at low ∆T. Some
possible explanations for this are provided in the text.
predict the power. Alternatively, we know that in addition to the thermal resistance of the
strap, there is contact resistance between the strap and the thermal bus and DR. This contact
resistance is not directly accounted for in our model, and if it dominates at low T (and hence
low ∆T) then this could account for the discrepancy at low ∆T.

Parasitic Estimation from Gradients
Finally, we can use thermal gradients to estimate not only the total parasitic loading on
a stage, but also the break down of which components are contributing how much loading.
There are two methods which we can use. Firstly, we can place heaters at the location of the
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4K Load
(mW)
0
215
300
400
500
600
700
800

PT Temp
(K)
3.156
3.193
3.213
3.236
3.256
3.348
3.396
3.466

URH Temp
(K)
3.974
6.345
7.061
7.814
8.504
9.129
9.708
10.297

Gradient
(K)
0.818
3.152
3.848
4.578
5.248
5.781
6.312
6.831

Table 3.5: 4 K load/gradient table, with the load being applied at the URH. We can roughly
read off the loading as ∼ 250 mW from this table, given the measured URH gradient of
∼ 3.5 K. Note that the gradient with no load is not 0 K as there are parasitics such as
radiative loading which are present even when the heater is turned off.
parasitic load, before the component supplying the parasitic is installed, and apply power to
the heater. We can then step the heater in power and observe the induced gradient, which
can then be compared to the observed gradient when the component is installed to provide
an estimate of the loading from that component. This can also be done retrospectively. We
used this method to estimate the 4 K loading from one of our URHs. The load/gradient
curve is shown in Table 3.5
We could try to develop a model like Equation 3.1. However, the thermal path between
the PT and the URH is much more complicated, involving multiple parts made of different
materials and several thermal joints. Instead, we fit the data to an empirical model of the
form:

P(∆T ) = C0 + C1 ∗ ∆T C1

(3.2)

where we have assumed that all of the relevant temperatures are in a relatively narrow
temperature range over which the conduction is relatively flat. We show the best fit in
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Figure 3.9. The best fit values are C0 = −0.022 mW, C1 = 0.035 mW / (mK)C2 , and
C2 = 1.6. With these parameters, our best estimate of the URH loading is 250 mW, in
line with our thermal model estimate of 215 mW per URH. The thermal model estimate
also does not account for the worsening of the radiative loading due to the complexity of
the MLI blanket on the URH; this will increase the effective parasitic loading of the URH
beyond the cabling-only estimate of 215 mW per URH.

Figure 3.9: Best fit of Equation 3.2 to the data in Table 3.5. The best fit parameters are
C0 = −0.022 mW, C1 = 0.035 mW / (mK)C2 , and C2 = 1.6, and so the model predicted
loading for the URH is 250 mW, inline with our expectation of 215 mW.
Additionally, we used simulations to inform where we thought excess parasitic loading
was originating. We would set up a thermal simulation with parameters similar to the
cooldown configuration. We would then perform sweeps in the applied parasitic loads, for
example stepping through 100, 150, 200, 250 mW, etc. on the URH loading and, say, 50,
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100, 150 mW on the radiative load applied to the 4 K stage. By comparing the simulated
gradients to the observed gradients, we can narrow down where excess parasitic loads are
coming from. This does not allow us to directly estimate the magnitude of the parasitics, as
the approximations in the simulation-such as ignoring contact resistance-make the absolute
magnitude of the gradients uncertain. However, the relative magnitude of the various
gradients does suggest the relative magnitudes of the parasitic loads, allowing us to focus
our investigations into the parasitic that is relatively largest.

3.3

Validation Conclusions

In general, the LATR is in good shape for deployment to Chile in approximately January
of 2023. Based on the above-presented validation work, we believe that the LATR will
achieve its cryogenic goals with the deployment of 13 OTs; the warmest URH will be no
hotter than 100 mK. There are still issues to address. With the completion of the LAT in the
coming months, we will be able to measure the vibrational environment that the LATR will
live in, and hence be able to understand if vibrations will cause unacceptable heating of the
100 mK stage. If so, we are currently examining new, stiffer designs for the thermal bus
which can be deployed. Further, we are currently having an additional set of 100 mK DR
straps fabricated in order to reduce the gradient over that strap to an acceptable level. With
these solutions in place, the LATR will be ready for the full compliment of 13 OTs.
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Chapter 4
The MaDCoWS Mass/Richness Scaling
Relation

Cow Tools
–The Far Side
The content of this chapter is based on the work originally published as OrlowskiScherer et al. 129.
Galaxy clusters are an important tool for cosmology, and their detection and characterization are key goals for current and future surveys. Using data from the Wide-field
Infrared Survey Explorer (WISE), the Massive and Distant Clusters of WISE Survey (MaDCoWS) located 2,839 significant galaxy overdensities at redshifts 0.7 ≲ z ≲ 1.5, which
included extensive follow-up imaging from the Spitzer Space Telescope to determine cluster richnesses. Concurrently, the Atacama Cosmology Telescope (ACT) has produced
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large area millimeter-wave maps in three frequency bands along with a large catalog of
Sunyaev-Zeldovich (SZ)-selected clusters as part of its Data Release 5 (DR5).
We aim to verify and characterize MaDCoWS clusters using measurements of, or limits
on, their thermal SZ (tSZ) effect signatures. We also use these detections to establish the
scaling relation between SZ mass and the MaDCoWS-defined richness. Using the maps and
cluster catalog from DR5, we explore the scaling between SZ mass and cluster richness. We
do this by comparing cataloged detections and extracting individual and stacked SZ signals
from the MaDCoWS cluster locations. We use complementary radio survey data from the
Very Large Array, submillimeter data from Herschel, and ACT 224 GHz data to assess the
impact of contaminating sources on the SZ signals from both ACT and MaDCoWS clusters.
We use a hierarchical Bayesian model to fit the mass-richness scaling relation, allowing for
clusters to be drawn from two populations: one, a Gaussian centered on the mass-richness
relation, and the other, a Gaussian centered on zero SZ signal.
We find that MaDCoWS clusters have submillimeter contamination that is consistent
with a gray-body spectrum, while the ACT clusters are consistent with no submillimeter
emission on average. Additionally, the intrinsic radio intensities of ACT clusters are
lower than those of MaDCoWS clusters, even when the ACT clusters are restricted to
the same redshift range as the MaDCoWS clusters. We find the best-fit ACT SZ mass
versus MaDCoWS richness scaling relation has a slope of p1 = 1.84+0.15
−0.14 , where the slope
p1
is defined as M ∝ λ15
and λ15 is the richness. We also find that the ACT SZ signals for

a significant fraction (∼ 57%) of the MaDCoWS sample can statistically be described
as being drawn from a noise-like distribution, indicating that the candidates are possibly
dominated by low-mass and unvirialized systems that are below the mass limit of the ACT
sample. Further, we note that a large portion of the optically confirmed ACT clusters located
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in the same volume of the sky as MaDCoWS are not selected by MaDCoWS, indicating
that the MaDCoWS sample is not complete with respect to SZ selection. Finally, we find
that the radio loud fraction (RLF) of MaDCoWS clusters increases with richness, while we
find no evidence that the submillimeter emission of the MaDCoWS clusters evolves with
richness.
We conclude that the original MaDCoWS selection function is not well defined and, as
such, reiterate the MaDCoWS collaboration’s recommendation that the sample is suited
for probing cluster and galaxy evolution, but not cosmological analyses. We find a bestfit mass-richness relation slope that agrees with the published MaDCoWS preliminary
results. Additionally, we find that while the approximate level of infill of the ACT and
MaDCoWS cluster SZ signals (1 − 2%) is subdominant to other sources of uncertainty for
current generation experiments, characterizing and removing this bias will be critical for
next-generation experiments hoping to constrain cluster masses at the sub-percent level.

4.1

Introduction

Astronomers have long sought an efficient and effective way to identify galaxy clusters
as well as a convenient observational proxy for their mass [6; 148; 17; 150; 76; 160; 143;
78; 38], particularly at high redshift, where their formation and distribution are sensitive
probes of cosmology.
Recently, the Sunyaev-Zeldovich (SZ) effect (see Sunyaev and Zeldovich 165, 166 as
well as Birkinshaw 24; Carlstrom et al. 34; Mroczkowski et al. 124 for reviews) has been
used to uncover large populations of distant clusters. In particular, the thermal SZ (tSZ)
effect allows redshift-independent detections of clusters due to inverse-Compton scattering
117

of photons from the Cosmic Microwave Background (CMB) as they pass through hot
gas in the clusters.23 Cluster masses can then be estimated from the amplitude of the SZ
signals under the assumption of a universal pressure profile [e.g., 20]; we refer to such
estimates as "SZ masses." The Planck satellite, which provides the only all-sky SZ survey
to date, has been limited by both sensitivity and angular resolution (10 at 100 GHz) and has
identified clusters with z < 1 [137]. Ground-based surveys, such as the Atacama Cosmology
Telescope (ACT; Fowler et al. 72; Swetz et al. 167; Thornton et al. 169) and the South Pole
Telescope (SPT; Carlstrom et al. 35; Benson et al. 22), have achieved 1 − 2′ resolution and
are sensitive to high-redshift clusters but until recently only surveyed a small fraction of the
sky. These surveys are also now more sensitive than Planck over large portions of the sky
[see, e.g., 125].
Meanwhile, surveys from optical through infrared (IR) wavelengths as well as analysis
methods have progressed, offering new data, new selection techniques (e.g., weak lensing
shear), and more advanced richness selection criteria. One such survey, the Massive and
Distant Clusters of WISE Survey [MaDCoWS; 78], relies on data from the Wide-field
Infrared Survey Explorer (WISE). MaDCoWS provides an IR-selected sample of candidate
clusters at redshifts 0.7 < z < 1.5. The MaDCoWS sample aims to extend richness selection
to a higher average redshift than previous surveys.
ACT observed roughly 40% of the sky as of the fifth data release (hereafter referred to
as DR5)24 , which includes cluster data taken through the 2018 observing season [94]. This
data release enables large, statistical comparisons between cluster richness, as measured
by optical or IR surveys and their SZ mass. DR5 provides SZ measurements for a large
23

Throughout the paper we use “SZ effect” to refer exclusively to the tSZ effect, as opposed to the kinetic
SZ effect.
24
https://lambda.gsfc.nasa.gov/product/act/actpol_prod_table.cfm
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fraction of the MaDCoWS candidates, well beyond the handful of systems targeted for
individual SZ follow-up in [78], [54], [50], and [147], for example.
In this work we use data from ACT DR5 to establish how SZ mass scales with the
MaDCoWS definition of richness for a large sample of MaDCoWS cluster candidates. The
work presented here complements the recent work by [110], who report the mean mass,
determined through stacked CMB lensing, of the MaDCoWS candidates located within
the ACT survey region and above a richness of 20 (Section 4.2.1). Additionally, this work
probes the mass-richness scaling relation, and hence cluster abundance, at a higher redshift
than previous studies [e.g., 154].
Throughout this work, we assume a flat Λ cold dark matter cosmology with ΩM = 0.307,
ΩΛ = 0.693, and H0 = 67.7 km s−1 Mpc−1 from Planck Collaboration et al. [138].

4.2

Data

In this work we primarily use the MaDCoWS cluster catalog [79] and the catalog and
maps from ACT [94]. Additionally, we use data from the Herschel Space Observatory
[171; 162] and the Very Large Array (VLA) [43; 107] to constrain dust and radio infill of
the SZ signal, respectively. We also use the ACT 224 GHz maps to assess and constrain the
impact of dust in-fill.

4.2.1

MaDCoWS

The MaDCoWS galaxy cluster catalog comprises 2839 cluster candidates spanning
redshifts 0.7 ≲ z ≲ 1.5, selected using WISE [180] all-sky survey data [78].25 To reduce
25

The MaDCoWS catalog is available as a supplement on Vizier [79].
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contamination by lower-redshift galaxies, MaDCoWS uses optical data from the Panoramic
Survey Telescope and Rapid Response System [Pan-STARRS; 37] at declination δ > −30◦ ,
and SuperCOSMOS [85; 86; 87] at δ < −30◦ to reject low-redshift interlopers. MaDCoWS
also uses data from the Sloan Digital Sky Survey [185, SDSS] for the same purpose
over sections of the SDSS footprint. In total, 2433 cluster candidates were identified
by the WISE–Pan-STARRS search, and 250 by the WISE–SuperCOSMOS search. The
MaDCoWS catalog includes photometric redshifts for 1869 of its candidates, derived from
Spitzer imaging. Spectroscopic measurements of a limited subsample of the MaDCoWS
cluster candidates indicate that the photometric uncertainty is σz /(1 + z) ≈ 0.036. In
addition to photometric redshifts, the Spitzer follow-up also enabled an estimate of cluster
richness [λ15 ; see Section 6.3 of 78]. Briefly, the MaDCoWS richness parameter λ15
is the number of galaxies within a comoving 1 Mpc radius aperture for the candidate’s
redshift having a flux density > 15 µJy after applying the color selection criteria described
in [182] and subtracting the expected number of field galaxies. The color selection was
designed to select only high-redshift clusters. Within the MaDCoWS catalog, 1869 of the
2839 cluster candidates have both richness and redshift estimates. For the purposes of
determining a mass-richness scaling relationship, this subset was further restricted to those
MaDCoWS cluster candidates lying in the ACT footprint, which totaled 1035. Additionally,
70 clusters lie in regions that are masked due to point source contamination: this leaves 965
MaDCoWS cluster candidates that were used in the analysis. To determine the radio and
submillimeter properties of both the ACT and MaDCoWS clusters, we consider the full
ACT and MaDCoWS cluster catalogs, necessarily restricted to those clusters for which we
have radio and submillimeter data. Finally, in Section 4.4, we stacked on the MaDCoWS
cluster locations to verify that the MaDCoWS cluster candidates did, on average, produce
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an SZ signal. In order to ensure that known ACT clusters did not dominate this stacked
signal, we excluded MaDCoWS clusters that were also detected in ACT from the stacking
analysis. We did however include clusters without a redshift measurement, resulting in the
stacking analysis using a slightly different number of clusters (948) from the mass-richness
fit.

4.2.2

ACT

ACT is a 6-meter, off-axis Gregorian telescope located in the Atacama Desert in Chile
that has been operating since 2007 [72]. The Advanced ACTPol (AdvACT) receiver, which
was deployed in 2016, is its latest camera [91; 169]. It performs polarization sensitive
observations centered at 98, 150, and 224 GHz, corresponding to a diffraction-limited
resolution of 2.2′ , 1.4′ , and 1.0′ , respectively. Throughout, we use f090, f150, and f220
to refer to the maps made at those frequencies and 98, 150, and 224 GHz when referring
specifically to the frequencies. ACT has undertaken a number of large area, unbiased cluster
surveys using the SZ effect [117; 114; 153; 90; 118; 93; 94]. In this work, we use the DR5
cluster catalog [94], which we refer to as the ACT cluster catalog, and whose members
we call ACT clusters, as well as maps of the central Comptonization parameter [2̃0 , often
referred to as "SZ maps" in this work; see Section 2.3 of 94]. To construct these SZ maps,
we use the ACT maps filtered at the reference 2.4′ scale to perform forced photometry
at the locations of clusters reported in the MaDCoWS catalog. This matched filtering
essentially reduces the SZ detection of given cluster candidate to a single quantity, 2̃0 . The
SZ map is constructed such that each pixel records the 2̃0 value that a cluster would have
if it were detected at a given location in the map. Therefore, we simply extract 2̃0 and
S/N2.4 (the signal-to-noise measured in this 2.4′ scale map) values at the coordinates of
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each MaDCoWS cluster to produce a forced photometry catalog. Sub-pixel interpolation is
performed using a bivariate third-order spline method. We warn that following Section 4.2
of Hilton et al. [94], the SZ masses estimated here from these maps may be underestimated
by ∼ 5 − 10%, and as such caution should be exercised when comparing the reported masses
here to other cluster catalogs. Additionally, it is known that SZ measured masses are biased
low by about 30% as compared to weak-lensing calibration [119]. There are currently
efforts underway to measure ACT cluster masses via weak-lensing: When available they
will represent the most accurate, least biased cluster masses available.
The DR5 catalog contains 4195 SZ-selected, optically confirmed clusters with signalto-noise > 4 and with redshifts in the range 0.04 < z < 1.91 over 13,211 deg2 of the sky.
The catalog has a 90% completeness mass limit of 3.8 × 1014 M⊙ at z = 0.5.
While the ACT cluster search was conducted using matched filters with a number
of different scales, a fixed reference scale with θ500c = R500c /DA = 2.4′ was used for
characterizing the SZ signal and its relation to mass. This scale is equivalent to a cluster
with M500c = 2 × 1014 M☼ at z = 0.4, assuming the Arnaud et al. [20] pressure profile and

associated scaling relation. In this work, we use the map of the central Comptonization
parameter 2̃0 at this reference scale and the associated signal-to-noise map to estimate the
masses of MaDCoWS clusters using forced photometry (see Section 4.4).
In addition to the 2̃0 maps, we also used the individual frequency maps, f090 and f150,
as well as 2̃0 maps made with each frequency (98 and 150 GHz) individually. We also used
the f220 maps constructed from observations at 224 GHz. While the f220 maps are noisier

(50 − 60 µK arcmin) than the f090 and f150 data [ ≲ 30 µK arcmin typical; see 125], the
band is centered near the null in the SZ effect, providing a clean band for quantifying the
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dust emission in the ACT and MaDCoWS clusters, as is discussed in Section 4.5.2. For all
these maps, the pixel size is 0.5′ .

4.2.3 Herschel
We used the Herschel Astrophysical Terahertz Large Area Survey (H-ATLAS) DR1
[171] and DR2 [162] to measure the thermal emission from dust in the ACT and MaDCoWS
clusters within the H-ATLAS footprint. H-ATLAS covers 660 deg2 at 100, 160, 250, 350,
and 500 µm using the PACS and SPIRE cameras. We used only the 250, 350, and 500 µm
bands, all from the SPIRE camera. The SPIRE resolution is 18.2′′ , 25.2′′ , and 36.3′′ at 250,
350, and 500 µm, respectively, with pixel size equal to the resolution. Due to the relatively
small size of the H-ATLAS field, only 34 ACT and 66 MaDCoWS clusters have Herschel
coverage.

4.2.4

Very Large Array

This Section 4.2.4 was written by Alex Manduca.
In order to determine if radio source in-fill impacts the SZ signals from MaDCoWS
candidates, we examine data from the National Radio Astronomy Observatory (NRAO)
VLA Sky Survey [NVSS; 43] and the Very Large Array Sky Survey [VLASS; 107].
NVSS is a 1.4 GHz survey with 45′′ FWHM angular resolution (15′′ pixels) that covers
approximately 82% of the sky at declinations δ ≥ −40◦ . The NVSS catalog includes a set of
2326 continuum images made with a large restoring beam to provide the sensitivity needed
for completeness.
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VLASS is an on-going 3 GHz radio survey producing Stokes I, Q, and U maps with an
angular resolution ≈ 2.5′′ (1′′ pixel size). Like NVSS before it, the survey covers the entire
sky visible to the VLA, a ∼34,000 deg2 (δ > −40◦ ) area. The survey’s first observations
began in September 2017. VLASS is expected to detect, by the project’s completion in
2024, ∼5,000,000 sources and record data with a continuum image RMS of 70 µJy/beam
combined and 120 µJy/beam per-epoch. The first epoch survey of the entire VLASS
footprint has been completed, and data products are available.26 “Quicklook” 2D Stokes I
images covering the entire survey were used to conduct our investigations into MaDCoWS
radio source in-fill.

4.3

Co-detections in the MaDCoWS and ACT catalogs

In order to understand the completeness of MaDCoWS, we identify ACT-selected
clusters that we consider to be matches with MaDCoWS candidates, which we refer to as
co-detections. We consider a MaDCoWS candidate and an ACT cluster to be a co-detection
(i.e., the same cluster) if the positional difference between the ACT entry and MaDCoWS
entry was less than or equal to 2.5′ . The criterion of a 2.5′ matching scale was chosen as
it is approximately the resolution limit given the ACT catalog filter reference scale (2.4′ ).
It should be noted that Hilton et al. [94] find that 99.7% of the ACT cluster centers are
within 1.9′ of the optical centers. Using this criterion, we identified 96 co-detections. We
report these 96 cluster co-detections in Orlowski-Scherer et al. 129. Restricting our search
to only include matches to MaDCoWS clusters in the Pan-STARRS footprint, that number
is reduced to 80.
26

The VLASS data are available on the Canadian Astronomy Data Centre site, http://www.cadc-ccda.hiaiha.nrc-cnrc.gc.ca/en/search/?collection=VLASS&noexec=true#resultTableTab.
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Figure 4.1: Offsets in the right ascension and declination of ACT clusters [94] and their
co-detected MaDCoWS counterparts [79]. The color bar indicates the redshift of the codetection as recorded by ACT in the DR5 cluster catalog. The black-dotted circle is the
radius (1.2′ ) that includes 89 (95%) of the co-detections.
We explored co-detections with larger positional difference values as well, increasing
the accepted positional difference from 2.5′ to 5′ . However, doing so only resulted in an
additional 7 co-detection candidates, which we deemed to be only chance superpositions.
In Figure 4.1, we show the typical offsets between the co-detections, indicating the match
is generally within 0.7′ .
As discussed in Section 4.2.1, after restricting the MaDCoWS cluster catalog to the
ACT footprint, masking point sources, and removing clusters without measured richnesses
or redshifts, a total of 965 MaDCoWS clusters remain, which are used for the mass richness
scaling relation. We note that discrepancies in the redshift determinations existed for
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several of the co-detections. Wherever these occurred, we used the redshift reported in [94]
since these generally included newer and more complete data, and correspondingly smaller
uncertainties.
To estimate what the background rate of line-of-sight coincidences between ACT and
MaDCoWS clusters is, we simulated 100,000 surveys with the same angular density of
ACT and MaDCoWS clusters as our paper (0.32 and 0.074 clusters per square degree,
respectively), spread randomly over 13,211 deg2 . We then simply counted the number of
ACT and MaDCoWS clusters lying within 2.5′ of each other. We found that there was
a chance coincidence of at least one cluster 87 ± 11% of the time, and that on average
there were 2 ± 2 chance coincidences per survey. For each of our actual co-detections, we
computed the difference in the measured ACT and MaDCoWS z divided by the quadrature
sum of the z uncertainties:

|zACT − zMaDCoWS |
σz = q
.
2
2
σACT + σMaDCoWS

(4.1)

We found that two co-detections (ACT-CL J0002.3+0131 and ACT-CL J0009.8-0205)
are significantly discrepant (σz = 7.0 and 7.1, respectively), and could be line-of-sight
coincidences. Additionally, ACT-CL J0009.1-4147 is marginal at σz = 3.1, given the
sample size. The rest were σz ≲ 2, with most around 1. In principle spectroscopic
follow-up would be able to disentangle line-of-sight coincidences.
Given the ACT cluster catalog, the number of co-detections sets an upper limit on the
completeness with respect to the ACT catalog of the MaDCoWS cluster catalog and informs
our understanding as to what extent these two surveys probe the same population of clusters.
We first consider whether MaDCoWS detected all ACT clusters. Restricting the ACT
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Figure 4.2: ACT S/N maps of the dozen highest-significance co-detections, where the S/N
is with respect to 2̃0 . Each panel notes the ACT cluster name and redshift from Hilton et al.
[94]. Some of these clusters do not have a measured MaDCoWS richness, and as such none
is reported. The three clusters lacking richness measures were found to be lower-redshift
clusters. Red crosses denote the ACT-identified cluster center. The color bar scale is in
units of 2̃0 .
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catalog to match the MaDCoWS catalog in redshift (0.7 < z < 1.5) and footprint (δ > −30◦ ,
corresponding to the Pan-STARRS follow-up region) yields 712 ACT clusters compared to
80 co-detections restricted to the Pan-STARRS region. Relaxing the footprint constraint
to include areas of SuperCOSMOS follow-up yields 1,102 ACT clusters, compared to 96
co-detections. While this does not put a hard constraint on the completeness of MaDCoWS,
it does suggest that it is ≲ 10%. A primary reason for this low completeness is expected
to be the large non-Gaussian scatter between the mass and detection significance in the
MaDCoWS search.MaDCoWS clusters were detected as galaxy excesses traced by the
bright tip of the luminosity function, with the strength of the signal significantly affected by
both Poisson statistics and blending of galaxies at the resolution of WISE. In other words,
the selection function is not dominated by the richness of the clusters, but rather by other
factors. This in turn means that the selection function is only weakly dependent on mass, so
that it is not necessarily the case that all high-mass (i.e., ACT) clusters will be detected by
MaDCoWS.
Qualitatively, we measure an intrinsic scatter (σln λ|S/N = 0.26 ± 0.01) of the same
order as the intrinsic scatter on the mass-richness scaling relation (σln(M)|λ = 0.22 ± 0.10;
see Section 4.6.3). As such, the relationship between mass and S/N is quite scattered.
Furthermore, given that S/N is a detection limited quantity (i.e., we only consider clusters
with S/N > 5 when fitting for the richness-S/N relation), then the measured intrinsic scatter
of this richness-S/N relation is going to be biased low, as we have excluded clusters with low
S/N for their richness. All together, the effect is that the MaDCoWS selection function does
not track mass particularly closely, and as such the number of ACT clusters co-detected by
MaDCoWS is lower than one would expect.
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We highlight in Figure 4.2 a few prominent co-detections. Additionally, we compare
the SZ masses for a number of ACT clusters to those from the literature in Appendix A.3.
Overall, the masses inferred from these targeted observations agree within 1σ with the
ACT-inferred mass estimates. One noteworthy exception is that of MOO J1142+1527,
where the mass estimates using Combined Array for Research in Millimeter-wave Astronomy (CARMA) [78], New IRAM Kids Arrays (NIKA2)+CARMA [147], ACT, and
MUSTANG2 [54] differ at approximately the 2σ level. We note that [121] report this
cluster as an ongoing merger and that it may require multiple SZ components to describe.
In Figure 4.3, we show the data used to infer scaling relations using CARMA and MUSTANG2 [78; 54, respectively]. Additionally, there is some evidence in this figure that, for
the ACT co-detections as well as the clusters from the previous SZ follow-up campaigns,
there appears to be a bimodal split in the SZ mass of the high λ15 systems, which is more
evident when plotted in log-space (see Figure 4.13 below, left panel). The effect may be
in part due to merging and pre-merger systems, which can have low SZ signals for their
richness [54]. The suggestion of bimodal behavior in Figure 4.3 becomes more evident in
Figure 4.4, in which the SZ signals of the entire MaDCoWS catalog as measured with ACT
are plotted. The masses of the high-richness (λ15 ≳ 55) systems cluster into two branches,
one higher 2̃0 and higher slope, and one lower 2̃0 and lower slope. On the other hand, this
bimodality may simply be scatter in the relatively low number of candidates at high richness.
High resolution follow-up observations of these clusters could provide insight into whether
the apparent bimodality is in fact due to merger history.
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Figure 4.3: Mass vs. richness relation for a selection of MaDCoWS clusters with SZ mass
estimates. The purple circles correspond to the CARMA MaDCoWS cluster sample from
Gonzalez et al. [78]. The VACA LoCA points from Di Mascolo et al. [50] are shown in
red, and the MUSTANG2 measurements from Dicker et al. [54] are shown in orange. The
black data points are Chandra observations of MaDCoWS clusters. Points that are open are
known active mergers, and points that are represented with triangles are consistent with no
signal. We note that Figure 4.13 provides a similar comparison for the complete sample of
MaDCoWS candidates in the ACT survey footprint.
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Figure 4.4: 2̃0 –λ15 relation for the forced photometry ACT×MaDCoWS catalog. The color
bar on the right indicates the redshift of each candidate. The black points indicate the
average 2̃0 in bins of richness. We note that these are not quite the same as those computed
from stacking in Figure 4.5 as those do not include the co-detections. See Section 4.4 for a
discussion of why they were not included. The binned 2̃0 uncertainties were computed via
bootstrapping, while the λ15 error bars simply show the bin width. The redshift given is the
ACT catalog redshift for those clusters detected in ACT; otherwise, it is the MaDCoWSreported redshift.

4.4 Forced photometry at MaDCoWS cluster candidate
locations
As discussed in Section 4.2.2, to form the forced photometry catalog we simply record
the 2̃0 value in the SZ map at a MaDCoWS candidate location. The resulting distribution
of 2̃0 versus λ15 , for the 965 candidates that have reported richness values, is shown in
Figure 4.4. The forced photometry catalog has no S/N limit, that is, it includes all 965
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Figure 4.5: Stacks on MaDCoWS cluster positions in bins of richness on the ACT 2̃0 maps.
The color bar scale is in units of 2̃0 . Due to the order of magnitude difference in scale
maximum between bins, the scaling is not consistent between plots. While there is no
detection in the 10 < λ15 ≤ 20 bin, there is a clear signal in all the other bins. The red
circle indicates the central 2.4′ in diameter. The x axis shows the offset in RA in arcminutes,
while the y axis shows the offset in declination in arcminutes. The text in the top left is the
number of MaDCoWS cluster candidates in the stack and the S/N.
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MaDCoWS cluster candidates that fall within the ACT survey footprint, excluding those
that fall within masked regions (e.g., due to the dust mask or point sources; see Hilton et al.
94). This means that the catalog is free from SZ-selection bias, and by fitting the 2̃0 values
at the MaDCoWS cluster locations through a Bayesian approach, we are able to infer the
mass-richness relation (see Section 4.6) while addressing sample impurity and sources of
contamination. Due to noise in the map, as well as radio or dusty sources in or near clusters,
the MaDCoWS clusters may have negative 2̃0 values; we account for this in Sects. 4.5.2,
4.5.3, and 4.6.1.
Conversion from 2̃0 to mass was done following Hilton et al. [94]. We note that there
is a small calibration difference between our masses and those of Gonzalez et al. [78];
they used the Andersson et al. [16] scaling relation, while our work uses the Arnaud et al.
[20] scaling relation. The difference between these two should be ≲ 5% [16], which is
subdominant to other sources of uncertainty in our main results (Section 4.6.3).
We verified the presence of SZ signal, on average, by stacking the ACT SZ maps on
the MaDCoWS candidate locations. For this, we used the Pixell software suite.27 We
removed candidates outside the ACT footprint or lacking a richness estimate, as well as
co-detections to ensure that the signal would not be dominated by known ACT clusters,
after which 984 clusters remained for stacking. We divided these clusters into richness bins
as shown in Figure 4.5, starting at a richness of λ15 > 10. There are only 28 clusters in the
remaining 984 with λ15 ≤ 10, and the signal in this stack is consistent with 0 to within 1σ.
In each bin, we then stacked 20′ × 20′ cutout maps, centered on the MaDCoWS cluster
positions. The results are shown in Figure 4.5. We computed the average 2̃0 over the central
1.2′ radius in the stacks in each richness bin; uncertainties on this figure were evaluated
27

https://github.com/simonsobs/pixell
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Table 4.1: Stacks of 2̃0 values for the MaDCoWS cluster candidates.
λ15,low
10
20
30
40
50
60

λ15,high
20
30
40
50
60
100

# in bin
191
401
251
94
34
13

2̃0 [10−4 ]
(0 ± 1) × 10−2
(30 ± 8) × 10−3
(54 ± 9) × 10−3
(20 ± 3) × 10−2
(40 ± 8) × 10−2
(53 ± 9) × 10−2

The above stacked values of 2̃0 exclude the co-detections, as discussed in Section 4.4 and
shown in Figure 4.4. The value λ15,low denotes the lower edge (exclusive) used for binning,
and λ15,high denotes the upper edge (inclusive) used for binning. The uncertainty on 2̃0 is
calculated via bootstrapping.
via bootstrapping (see Appendix A.2). The lowest-richness bin (10 < λ ≤ 20) contains
191 cluster candidates; the stack on this bin is consistent with zero signal. In each of the
remaining bins there is a clear detection at ≥ 3σ (see Table 4.1 for the exact 2̃0 signals).

4.5

Mass estimate biases and corrections

The targeted SZ follow-up in [78], [50] and [54] mainly probes the high-richness
tail in the distribution, and hence may present both Malmquist and Eddington biases
[see e.g., 112; 104] in the richness selection. Moreover, the CARMA sample exhibits a
Malmquist bias in its SZ flux measurements; as noted in [78], the CARMA sample was
constructed by performing shallower observations of the higher-richness objects, based on
the expectation that the integration times should be shorter, and only reported the results
for robust detections. Correcting for these biases was one of the prime motivations of this
paper. Since the MaDCoWS clusters were not SZ selected, it is unnecessary to de-boost
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our 2̃0 or mass estimates. However, three primary effects still need to be corrected in the
forced photometry mass estimates:
Firstly, the cluster locations that MaDCoWS reports are the peaks of a smoothed galaxy
density map; the identified cluster location can be offset from the center of the cluster mass,
and hence the center of the SZ signal [77; 154; 175], which leads to a suppression of the
SZ signal. This scatter can be due to measurement uncertainty of the cluster’s MaDCoWS
centroid (∼ 15′′ in each of RA and Dec., Gonzalez et al. 78, Section 5.3) or SZ peak (1.5′
total Hilton et al. 94), or it can be due to astrophysical reasons; in other words, the hot,
virialized gas that is responsible for the SZ signal may not have the same spatial distribution
as the galaxy number density used to determine the MaDCoWS centroid [77; 154; 175].
Either way, the result is that for a set of clusters, stacking on the optical centroids produces a
signal that is suppressed as compared to stacking on their SZ peak locations, which Ge et al.
[75] have found to be around the ≈ 10% level. This agrees with the typical suppression that
we find in Section 4.5.1.
Secondly, the matched filter used in the forced photometry method as described in
Section 4.4 cannot account for compact sources at cluster locations. If emission from
compact sources, such as radio sources or dust, reduces the 98 and/or the 150 GHz emission,
the effect will be to bias the 2̃0 estimate low; the emission "infills" the SZ decrement causing
the mass estimate from forced photometry to be biased low. The significantly negative 2̃0
clusters (see Figure 4.4) suggest that this might be occurring. Further, stacking the f220
maps on the MaDCoWS candidate locations produces a significant positive signal that is
not present when stacking on the ACT cluster locations. We ascribe this excess to dusty
submillimeter emission spatially correlated with the MaDCoWS cluster locations. Stacks
on ACT and MaDCoWS cluster locations at radio frequencies show that the ACT clusters
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have higher observed radio flux density on average (Section 4.5.3). As such, the source
of the excess MaDCoWS 224 GHz emission is likely not radio. From the f220 stacks and
similar stacks on the H-ATLAS maps, we find that the MaDCoWS candidates have more
significant infill at submillimeter wavelengths than the general population of ACT clusters.
Further, we find that the spectral form of the submillimeter emission in the MaDCoWS
cluster stacks is well described by a gray body (Eq. 4.6). Such infill is typically due to dusty
submillimeter galaxies [e.g., 36]. We combined the stacks on the f220 and H-ATLAS data
set to estimate this contamination and remove it from the mass-richness scaling relation
(see Section 4.5.2).
Thirdly and finally, in Section 4.5.3 we consider the effect of contamination at radio
wavelengths on the MaDCoWS cluster candidates. Bright radio contamination, while
declining at millimeter wavelengths, could potentially remain relatively significant at 98
and 150 GHz, once again in-filling the measured 2̃0 toward lower values. We describe our
correction for this effect in Section 4.5.3.

4.5.1

Centroid offset

To correct for suppression of the SZ signals due to positional offsets in MaDCoWSdetermined cluster centroids as compared to the ACT-determined centroids, we stacked the
2̃0 maps on the 96 ACT/MaDCoWS co-detections twice, once on the ACT identified cluster
locations and once on the MaDCoWS identified location. At each cluster location, we
created a 20′ square sub-map of the 2̃0 map centered on the cluster location. We normalized
each sub-map to have unity amplitude, so that the suppression was not dominated by the
particular scatter of the brightest clusters. We performed this stacking analysis on clusters
with measured richness greater than 20, divided into 5 bins of even richness range. This
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Figure 4.6: The MaDCoWS to ACT 2̃0 suppression ratio due to miscentering based on the
96 co-detections. The position of data points on the x axis shows the center of the richness
bin. The y axis is the ratio of the aperture δT cmb in the central 1.2′ radius of the MaDCoWS
centered stacks to that of the ACT centered stacks, where δT cmb is the fluctuation in CMB
temperature from the mean. The data have been fit to a one-parameter sigmoid model of
the form f (x) = 1+e1(−bx) . The dashed red line shows this fit, and the legend reports b.
left only about 15 clusters in each bin, leading to relatively large uncertainties as shown in
Figure 4.6.
To compute the suppression, for each of the stacks above we computed the aperture
δT cmb within a 1.2′ radius of the stack center. For a given richness bin, the ratio of this
statistic for the MaDCoWS centered stacks to the ACT centered ones sets the suppression.
We computed the variance via bootstrapping. We then fit the richness-suppression relation
to a sigmoid model of the form f (x) =

1
1+e(−bx)

by maximizing the likelihood function:
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−

1 X (yn − f (xn ))2
+ log(σ2n ),
2 n
σ2n

(4.2)

where yn is the ratio of the ACT to MaDCoWS signal in the nth richness bin and σn is the
uncertainty in the nth that data point. The results are shown in Figure 4.6. In our massrichness fitting routine, we include a parameter to account for this suppression effect. We do
not directly adjust the measured fluxes using this model; rather the model developed above
enters into the fit as a richness-dependent prior on that suppression parameter (Section 4.6.2).

4.5.2

Submillimeter emission

Since the SZ effect at the frequencies of interest (98 and 150 GHz) manifests as a
decrement of the CMB temperature, there is the potential that dusty, submillimeter sources
could fill in or partially suppress the SZ signal. It is also known that dusty submillimeter
galaxies [e.g., 62], as well as radio AGN (considered in the next section), frequently
reside within the centers of clusters, where feedback processes are strongest [see e.g.,
40; 151; 80; 187; 81].
To determine if the SZ signals of the MaDCoWS candidates are suppressed by a dusty
contribution, we stacked the f220 maps on the MaDCoWS centers. The f220 map was
matched filtered in the same way as the 2̃0 map to remove point sources, maintaining
consistency. We then stacked the f220 maps on both the ACT (all 4195) and MaDCoWS
(all 1572 in the ACT footprint) cluster positions and computed the aperture flux density in
units of δT cmb within the 1.2′ radius of the stack center, corresponding to the ACT cluster
finder reference filter scale of 2.4′ .
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Figure 4.7: Average 224 GHz emission for MaDCoWS (blue) and ACT (orange) clusters.
MaDCoWS clusters were binned in richness, while the ACT clusters were binned in mass.
Richness is plotted on the lower x axis while mass is plotted on the upper; the two scales
are not equivalent, and are simply co-plotted for convenience. Error bars were estimated
via bootstrapping. The MaDCoWS clusters show a statistically significant excess emission
at 224 GHz on the whole, while the ACT clusters show a small decrement. In neither the
ACT nor the MaDCoWS clusters is there a trend with mass or richness. The dashed lines
indicate the average 224 GHz emission across all MaDCoWS (blue) and ACT (orange)
clusters. We attribute the signal from the MaDCoWS cluster candidates at 224 GHz to IR
emission and follow up with Herschel data (Section 4.5.2).
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Figure 4.8: Histograms of average surface brightness in Herschel submillimeter observations
corresponding to a 1.2′ radius aperture flux, centered on ACT, MaDCoWS, and random
cluster locations at, from left to right, 250 µm, 350 µm, 500 µm. The dashed lines show
the average brightness for a given frequency and catalog. At 250 µm, the average surface
brightness is 0.10 ± 0.08, 0.15 ± 0.10, and 0.22 ± 0.11 MJy/sr for the random, ACT, and
MaDCoWS samples, respectively. At 350 µm, those surface brightnesses are respectively
0.05 ± 0.05, 0.08 ± 0.08, and 0.16 ± 0.09 MJy/sr for the random, ACT, and MaDCoWS
samples. Finally, at 500 µm they are 0.01 ± 0.04, 0.03 ± 0.07, and 0.09 ± 0.06 MJy/sr
for the random, ACT, and MaDCoWS. The statistically higher MaDCoWS emission at
each Herschel frequency, along with the higher emission in the ACT 224 GHz channel
(Figure 4.7), indicates that the MaDCoWS clusters may be contaminated by dusty sources.
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We used bootstrapping to estimate the uncertainty in this measure. We found that for
the MaDCoWS clusters, the signal was 8.9 ± 1.2 µK, while for the stack on ACT clusters,
the signal was −2.3 ± 0.6 µK, where the units are δT cmb . Additionally, we binned both
the MaDCoWS and ACT data into 6 bins. For the MaDCoWS clusters, we binned them
in richness, while for the ACT, we binned them in cluster mass. We then repeated the
analysis using these bins. The results are shown in Figure 4.7. For both the MaDCoWS
and ACT clusters, there is no obvious trend in 224 GHz flux density with richness or mass,
respectively. The excess emission in the MaDCoWS clusters we attribute to dust emission.
The decrement in 224 GHz emission from the ACT clusters may be due to a small bias
in the cluster finder algorithm; since the CMB serves as a source of noise when searching
for the SZ signal, the algorithm preferentially finds clusters in regions of lower primary
CMB signal (i.e., "cold spots"). Therefore, when stacking on the f220 maps, the result is a
preferential stack on regions of low 224 GHz emission, leading to a decrement.
To quantify the dust emission, we stacked on the MaDCoWS cluster locations in the
H-ATLAS maps [171; 162]. For comparison, we also stacked the maps on ACT cluster
locations and a sample of random locations generated by offsetting each MaDCoWS cluster
location by 5′ in a random direction. Due to the small size of the H-ATLAS survey, we
were only able to perform this analysis for 34 ACT clusters and 66 MaDCoWS cluster
candidates, limiting our ability to determine if the in-fill has a richness or mass dependence.
In order to compare with the emission at 224 GHz, we first converted each of the 250,
350, and 500 µm maps to MJy/pixel and then smoothed to 1.0′ (i.e., the ACT 220 GHz
resolution) using a Gaussian kernel with the integral normalized to unity. We then stacked
these maps on the MaDCoWS and ACT cluster locations using inverse-noise weighting
and calculated the aperture flux density within 1.2′ of the stack center (i.e., in the central
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Figure 4.9: Maximum likelihood best fit of the form Eq. 4.6 to the mean emission from
stacks on the MaDCoWS clusters at 224 (ACT), 600, 857, and 1200 GHz (Herschel). The
total number of clusters in the stack is the 66 clusters in the H-ATLAS footprint for the three
Herschel bands and 1572 for the ACT 224 GHz band. The dashed blue line is the best fit,
and the light and dark blue bands represent the 68 and 95% confidence limit, respectively.
The y axis is the surface brightness averaged over a 1.2′ radius aperture at the center of the
stack. Error bars were estimated via bootstrapping.
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2.4′ diameter corresponding to the reference filter scale used in [94]). We computed the
uncertainty in each stack via bootstrapping. For the ACT and randoms stack, the signal was
consistent with zero; for the MaDCoWS there was a statistically significant excess (see
Figure 4.8). We converted the average fluctuation of δT cmb in the 224 GHz stack described
above to emission (in MJy sr−1 ) using the derivative of the blackbody function (see, e.g.,
Mroczkowski et al. 124):
I0
∆I
x4 e x
=
,
∆T cmb T cmb (e x − 1)2

(4.3)

where T cmb = 2.7255 K is the monopole temperature of the primary CMB, ∆I is the change
in intensity above background, ∆T cmb is the fluctuation in temperature about the CMB
monopole, and x = (hν)/(kB T cmb ) ≈ ν/(56.8 GHz) is the dimensionless frequency. The
normalization factor of the primary CMB spectrum is
 T
3
2(kB T cmb )3
cmb
MJy/sr.
I0 =
≈ 270.33
(hc)2
2.7255 K

(4.4)



The ∆I can then be converted to surface brightness ∆S ν Jy/bm via

∆S ν =

Z

∆Iν dΩ = ⟨∆Iν ⟩Ωbeam .

(4.5)

For all three stacks, we estimated uncertainties via bootstrapping. Given the excess submillimeter emission detected in the MaDCoWS clusters, we then performed a maximum
likelihood fit to the resulting surface brightnesses of the MaDCoWS stacks to a gray-body
model of the form
h
i
β
∆S (ν) = A Bν (T ) 1 − e−(ν/ν0 ) ,
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(4.6)

where A is an amplitude normalization, ν0 = 3000 GHz is a reference frequency [56], β
is the dust emissivity spectral index, T is the dust temperature, and Bν (T ) is the Planck
blackbody function. To account for the effect of redshift, we fit using the rest frame
frequencies, we converted from the observed frequencies by multiplying by (1 + ⟨z⟩) = 2.08,
with ⟨z⟩ the average z for the subsample of MaDCoWS clusters in the H-ATLAS region for
which there are photometric redshifts. We assumed a Gaussian function for the likelihood
and estimated the uncertainties in our fit parameters using a Markov chain Monte Carlo
(MCMC) method, implemented in the emcee [71] package. We placed flat, uninformative
priors on T , A, and β, enforcing 0 K ≤ T < 200 K, −1 < A < 1, and −5 < β < 10. Results
of the fit are presented in Figures 4.9 and 4.10. Sub-figure 4.9 shows the data with error
bars in black, the best fit in blue, and the 68 and 95% confidence limits. In Subfigure 4.10
we show constraints on the fit parameters T rest , β, and A.
We find that for the MaDCoWS clusters in the H-ATLAS footprint, the best-fit temperature is T = 28+4
−3 K. This is in good agreement with other measurements of the dust
properties of IR and optically selected clusters [see, e.g., 161; 62; 15; 73; 174]. Our constraint on the dust emission spectral index, β = 1.9+0.3
−0.2 is somewhat higher than other
measurements, but does agree within uncertainties [see, e.g., 111; 161; 152].
When performing the mass-richness scaling relation fit, we repeated the analysis above
by including the dust model in the full joint probability distribution. This allowed for
accounting of degeneracies between the dust model parameters and other parameters (see
Section 4.6.1).

To get an estimate of the level of bias due to dusty emission in-filling the SZ signal in
MaDCoWS cluster candidates, we converted the modeled emission at 98 GHz (77 ± 3 µJy)
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and 150 GHz (370 ± 50 µJy) to Compton 2 via
"
2 ≈ ∆Iν × I0

x
−4
tanh (0.5x)

!

x4 e x
(e x − 1)2

!#−1
.

(4.7)

We then weighted the computed 2̃0 at 98 and 150 GHz by their average relative contributions
to 2̃0 (≈ 66 and 33%, respectively) and compared that weighted average to the 2̃0 signal for
a 2 × 1014 M⊙ cluster at redshift of 1, following Hilton et al. [94]. We find that the in-fill is
1.5 ± 0.5% for the average MaDCoWS cluster candidate. The above computation ignores
the effects of the matched filter, which will in general suppress the in-fill for a source not
centered on the cluster, and should be considered an approximation only.

4.5.3

Radio emission

In order to assess and quantify low frequency radio source in-fill strong enough to
impact our 98 and 150 GHz measurements of the SZ signal, we require constraints on
the radio flux density and spectral indices of the source population. Using both NVSS
(1.4 GHz) and VLASS (nominally 3 GHz) allows us to estimate both. From these surveys
(Section 4.2.4), we evaluate the distribution of radio in-fill associated with members of the
ACT and MaDCoWS samples. For each cluster there are two statistics with which we are
concerned: 1) the intrinsic luminosity of sources within the cluster in its frame of reference,
and 2) the observed flux density in our frame of reference. We are concerned with the
intrinsic radio luminosities as they tell us whether the ACT and MaDCoWS clusters were
drawn from populations with the same intrinsic radio properties. We must also consider the
observed fluxes, as they set the level of radio in-fill in the cluster. For clarity, whenever we
refer to fluxes or surface brightness or use units of flux density or surface brightness ([Jy] or
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Figure 4.11: Histograms of the 1.4 GHz aperture flux density of the ACT (Figure 4.11a) and
MaDCoWS (Figure 4.11b) cluster catalogs. Figure 4.11c shows the normalized cumulative
histogram of the same data, cut at the aperture noise of 0.3 mJy, to better illustrate the
difference in infill between the two samples. The fluxes shown are all for a 1.2′ radius
aperture, while the percentage infill is the approximate infill of the SZ signal as described
in Section 4.7.1. We note that due to differences in average redshift and spectral index of
the ACT and MaDCoWS clusters, the same measured flux density at 1.4 GHz does not
correspond to the same percentage infill. The ACT clusters show on average significantly
more radio infill at 1.4 GHz than their MaDCoWS analogs.
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[Jy/sr]), we are referring to the observed flux density or surface brightness in our frame of
reference. Whenever we refer to radio luminosities or use units of luminosity ([W/Hz)]), we
are referring to the intrinsic radio luminosity. Our process is to first compute the observed
flux density for each cluster, and then convert that into intrinsic radio luminosity.
To compute the radio flux, for each cluster we produced a cutout image (postage stamp)
of the NVSS map centered at the cluster position and smoothed it to 1′ to match the ACT
224 GHz beam scale, in order to account for the effect of smoothing by the ACT beam
on the f220 maps. We then calculate the aperture flux density in the central 1.2′ radius of
the smoothed stamps. Additionally, for each stamp we estimate the local background flux
density by computing the 1.2′ radius aperture flux density at 20 random locations in the
stamp lying outside the central aperture and taking the median. We then subtracted the
background flux density from the central flux density to form an estimate of the radio flux
density for that cluster (see Figure 4.11 for histograms of the ACT and MaDCoWS radio
fluxes in NVSS). For ACT, we found a median flux density at 1.4 GHz of 6.1 ± 0.4 mJy for
the 3341 clusters in the NVSS footprint. For MaDCoWS, we found a median flux density
of 3.9 ± 0.4 mJy for the 1780 clusters in the NVSS footprint, where the uncertainties were
estimated via bootstrapping the stack.
We used an identical method to measure the background subtracted fluxes for the clusters
in the VLASS data. For each cluster with background subtracted flux density greater than
the NVSS confusion limit of 2.5 mJy in both data sets, we proceeded to compute a spectral
index α. However, in order to compute α, one requires more precise knowledge of the fluxweighted band center νvlass for the wide bandwidth (2-4 GHz) VLASS data. For example,
if the measured flux density in VLASS is lower than the flux density one would find by
assuming a fiducial spectral index, the resulting α is steeper, and νvlass will shift lower than
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that initially assumed; if the flux density is higher, α is flatter, and νvlass shifts higher. This
leads us to rely on a recursive or iterative approach when estimating νvlass and the resulting
α. Assuming a flat instrument passband from 2-4 GHz and emission of the form S ν = C0 να
for C0 the amplitude and α the spectral index, we compute the flux-weighted band average
as:
R 4 GHz
νvlass =

C0 να+1 dν
2 GHz
R 4 GHz
C0 να dν
2 GHz

α+1
=
α+2

!

!
4α+2 − 2α+2
.
4α+1 − 2α+1

(4.8)

We note that we assume the passband to be flat for simplicity. For a given cluster with
a measured radio flux density in both the NVSS and VLASS surveys, we first computed
the spectral index using the nominal VLASS band center of 3 GHz.28 Using that spectral
index and Eq. 4.8, we computed a new VLASS band center. We then calculated a new
spectral index using this band center, and repeated the process until the difference between
consecutive spectral indices was > 0.1%. The uncertainty on the spectral index was
computed from the fluxes (S ) and uncertainties (σ) following, for example, [186], as

σα =

1
| log (νnvss /νvlass )|

p
(σnvss /S nvss )2 + (σvlass /S vlass )2 .

(4.9)

The population of spectral indices and fluxes that was generated in this manner was
then used to correct the mass-richness scaling relation as described in Section 4.6.2. For
both the ACT and MaDCoWS clusters, we find a fairly broad distribution of spectral
indices computed between 1.4 and 3 GHz, with mean for the MaDCoWS candidates of
⟨αMaDCoWS ⟩ = −0.9 and standard deviation σα = 0.7, and mean for the ACT clusters of
28

Here we define spectral index such that negative values for α show the typical behavior of declining at
higher frequencies (i.e., the flux density S ν ∝ (ν/ν0 )α ).
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⟨αACT ⟩ = −1.2 and standard deviation σα = 0.8. These mean spectral indices are broadly
consistent with values typically found for radio AGN [40; 151], though we note our spectral
index is also consistent with that found for star-forming regions [typically α < −0.6; see 32],
so we cannot conclude whether AGN or star formation dominates the observed radio spectra.

Similarly to Section 4.5.2, we computed the bias in the measured SZ signal due to radio
in-fill of the ACT and MaDCoWS clusters. We computed the in-fill percentage twice, once
assuming our measured average spectral index of αmeas = −0.91 and the other assuming
a typical radio spectra of αtyp = −0.7. We refer to the in-fill percentages assuming their
respective spectral indices as smeas and styp , respectively. The high uncertainty on this
number and strong dependence of the 98 and 150 GHz flux density on α mean that the bias
for a specific cluster can vary quite a bit depending on its spectral index. For example, a
100 mJy source at 1.4 GHz with a spectral index of −0.91 produces a decrement of about
10%, while one with a spectral index of −1.2 produces only about 3%, and one with a
spectral index of −0.7 produces a 26% in-fill, assuming M = 2 × 1014 M⊙ , z = 1. For the
MaDCoWS clusters, we continue to use the reference cluster with M = 2 × 1014 M⊙ , z = 1
to compute the in-fill. For the ACT clusters, we use their individual measured masses and
redshifts. Extrapolating flux density using spectral indices derived at 1.4 and 3.0 GHz
out to 98 and 150 GHz can be risky not only due to the uncertainty in the spectral index
but also because it is not assured that the index is consistent between those two frequency
ranges. Sayers et al. [151] found that spectral indices for radio galaxies in large clusters
were generally consistent when computed between 1.4 and 30 GHz and 30 and 140 GHz,
so that as an estimate it is justified to use the measured spectral indices to extrapolate
our flux densities from 1.4 to 98 and 150 GHz. For precise determination of the radio
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infill, multifrequency observations near 98 and 150 GHz will be required to determine the
effective spectral index of sources near the SZ frequencies.
The average in-fill for an ACT cluster is smeas = 0.8 ± 0.03% and styp = 2.0 ± 0.1%,
while for the MaDCoWS cluster candidates the average in-fill is smeas = 0.45 ± 0.05% and
styp = 0.83 ± 0.05%. However, while the average bias is quite low, for an appreciable
number of the clusters the bias is non-negligible. For the 95th percentile of ACT clusters,
smeas = 7.0 ± 0.5% and styp = 18 ± 1%. We note that of the nine MaDCoWS clusters with 2̃0
< −0.5, 5 had significant radio in-fill (flux density ≳ 20 mJy at 1.4 GHz), including five of
the top six with most negative 2̃0 , suggesting that the significantly negative 2̃0 measurements
could be due to radio in-fill. For example, one such cluster with very negative 2̃0 , MOO
J2247+0507, has a flux density at 1.4 GHz of 160 ± 1 mJy and α = −0.61 ± 0.8 (its
measured α) and z = 1.02; assuming it has a mass of 2 × 1014 M⊙ , the bias at 98 GHz is
sJ2247 = 70 ± 17%, where the uncertainties have been propagated from the flux density
uncertainty only.
We emphasize that we have not included the effect of the matched filter, so the numbers
presented above represent only an approximation of the effect of the infill. Further, since
our radio fluxes were computed using aperture photometry, the measured fluxes and spectral
indices are averages for all compact sources in the cluster. High resolution, multifrequency
follow-up of cluster candidates would be required to precisely remove this infill.

Consistent with the above, we computed the intrinsic radio luminosities. To do so,
we assumed a simple power law of the form S ν = C0 να . This then leads to the usual
K-correction; K(z) = (1 + z)−(1+α) for redshift z. The intrinsic luminosity at frequency ν1 can
then be computed from the observed flux density S ν2 at frequency ν2 using the luminosity
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distance DL (z):
4πDL (z) ν1
Lν1 =
(1 + z)−(1+α) ν2

!α
S ν2 .

(4.10)

For convenience we select ν1 to be 1.4 GHz. For each cluster then we calculated its intrinsic
luminosity using the NVSS measured flux, its measured redshift, and the spectral index
for that cluster as computed above. All the ACT clusters have measured redshifts; for the
MaDCoWS candidates that do not have redshifts, we used the mean of the sample, ⟨z⟩ =
1.01. For clusters that did not have measured spectral indices, we used the average spectral
index of that cluster’s catalog, either ACT (⟨αACT ⟩ = −1.21) or MaDCoWS (⟨αMaDCoWS ⟩ =
−0.91). The results are shown in Figure 4.12. The average luminosity for ACT clusters is
5.4 ± 0.3 × 1024 W Hz−1 , while for the MaDCoWS clusters it is 9.1 ± 1.0 × 1024 W Hz−1 ,
where the statistical uncertainties have been computed via bootstrapping. Restricting the
ACT clusters to the same redshift range as the MaDCoWS (0.7 ≤ z ≤ 1.5) raises the
average luminosity of ACT clusters to 6.5 ± 0.7 × 1024 W Hz−1 , suggesting that, even
accounting for redshift, the MaDCoWS clusters are on average more radio loud than their
ACT counterparts, although the average redshift of the ACT clusters after this restriction
(⟨z⟩ = 0.89) is still lower than that of the MaDCoWS sample (⟨z⟩ = 1.01).

4.6

The SZ mass-richness scaling

Sections 4.6, 4.6.2, and 4.6.3 were written by Luca Di Mascolo: it is reproduced here
for completeness.
Given the results above, we attempt to investigate the MaDCoWS mass-richness scaling
relation. In doing so, we hope to understand if richness provides a good proxy for mass in
the MaDCoWS cluster catalog. Additionally, we address whether the preliminary mass152
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Figure 4.12: Intrinsic radio luminosities at 1.4 GHz for ACT (blue, 3341 clusters) and
MaDCoWS (orange, 1780 clusters). The red line shows a 0.3 mJy flux density at 1.4 GHz
in the observed frame of reference converted to 1.4 GHz in the emitted frame of reference
for the given z according to Eq. 4.10, and assuming a spectral index of −0.91. The choice
of 0.3 mJy corresponds to the variance of the background aperture flux density in the NVSS
maps for a 1.2′ radius aperture, and thus roughly corresponds to the noise floor for our
background subtracted fluxes. Therefore, the red line should guide the eye as to which radio
luminosities are above the noise. We note that many clusters are not shown as they have
very low or negative values for their radio fluxes due to subtraction of the background.
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richness scaling relation found in Gonzalez et al. [78] is consistent with the scaling relation
of the entire MaDCoWS catalog, and whether the full scaling relation follows self-similarity.

4.6.1

Regression technique

We adopt a hierarchical Bayesian approach that builds upon the work of Kelly [104]
and Sereno [157], to which we refer for a thorough discussion of the fitting technique. Here
we provide a summary of key details central to our analysis.
At each step of the modeling process and for each of the clusters within the considered
sample, we consider an independent variable ξ drawn from a mixture of Gaussian probability
distributions [104]. This corresponds to the true value of the logarithm of the cluster richness,
ln λ. We therefore fit richness as ln λ, which is related to the observed richness λobs through
a Poisson probability distribution, P(λobs |ξ) = P(eξ ).
In a similar manner to richness, we fit the mass as ln M. We define the dependent
quantity η as the true value of the logarithm of the cluster mass, ln M, which we assume to
be connected to the independent variable ξ through a normal probability distribution P(η|ξ)
with mean
⟨η|ξ⟩ = p0 + p1 ξ

(4.11)

and variance corresponding to the intrinsic scatter of the true quantities about the mean
scaling relation. Given the definition of the variables ξ and η, our choice of probability
distribution is equivalent to using a log-normal model for describing the relation between
the true mass and richness for a given cluster. Following, for example, Evrard et al. [65]
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and Simet et al. [160], it is hence possible to express the variance due to intrinsic scatter as

Var(ln M|λ) =

σ2int

p21
=
+ σ2ln M|λ .
λ

(4.12)

Here, the first term on the right-hand side accounts for the contribution to the total scatter
due to Poisson noise on richness, while the second term describes the scatter inherent to the
independent variable η = ln M. This is introduced to account for any additional deviation
from the reconstructed scaling that is not accounted for in the observational uncertainties or
intrinsic variable properties (e.g., due to unknown biases in the considered observables).
In principle, it should be possible to define a relation between the measured masses and
the dependent variable η through a normal distribution centered on eη and with variance σ2M
equal to the square of the observational uncertainties on the measured mass Mobs ,

P(Mobs |η) = N(eη , σ2M ).

(4.13)

However, Figure 4.13 shows that multiple data points from the compiled forced photometry
catalog manifest negative values for the central Compton 2̃0 , corresponding to an unphysical
negative cluster mass. In the case of low-mass clusters, with SZ signal below the sensitivity
threshold of the ACT maps, noise fluctuations can cause this negative 2̃0 . However, as
discussed in previous sections, radio sources as well as dust are found to contaminate the
SZ signal of the clusters, leading to clusters with significantly negative 2̃0 . Further, in
Section 4.5.1 we show that miscentering effects may provide a significant suppression of the
measured central Compton 2̃0 with respect to the true value. In order to properly account
for such contributions, we compare the true scattered quantities η to the central Compton
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parameter 2̃0 computed separately from the f090 and f150 maps. In particular, we assume
the joint probability distribution to be described by a bivariate normal distribution,

P(2f090 , 2f150 |ξ, η, θradio , θdust ) = N 2D ({ ff090 , ff150 }, Σ),

(4.14)

where 2f090 and 2f150 are 2̃0 derived exclusively from the f090 and f150 maps, respectively.
Here, the covariance matrix Σ is expressed as




2
ρσf090 σf150 
 σf090
 ,
Σ = 


2
ρσf090 σf150
σf150 

(4.15)

with σf090 and σf150 equal to the uncertainties on the 2̃0 measured from the f090 and f150
maps, while ρ = 0.21 is the Pearson product-moment correlation coefficient for the two
flattened frequency maps after filtering. The mean term is given by

fν = fν (ξ, η, θradio , θdust )
= c(ξ) · mν (η) + gν [dν (θdust ) + rν (θradio )] .

(4.16)

The first term on the right hand side is the product of the miscentering suppression factor
c(ξ) (Section 4.5.1) and the mass-to-Compton 2 conversion mν (η) in Eq. 5 of Hilton et al.
[94]. All the factors entering Eq. 4.16 (i.e., the relativistic SZ correction and the filter
mismatch factor) are computed from the specific sets of cluster masses at each step of the
modeling process. The terms in parentheses, dν (θdust = {A, β, T rest }) and rν (θradio = {C0 , α}),
provide the estimates of the level of dust and radio infill at the considered frequency, based
on the respective spectral properties discussed in Section 4.5.2 and Section 4.5.3. The
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Figure 4.13: Mass-richness diagram displayed three ways. The left and center panels are
respectively log-log and linear plots of 2̃0 converted to mass versus richness, while the right
panel is a linear plot of unconverted 2̃0 versus richness. On left and in the center, the best-fit
scaling relation is shown as computed when including (blue) and excluding (yellow-orange)
the weight parameter of Eq. 4.17 corresponding to noise-like data points. For each band, the
solid line corresponds to the best-fit scaling, while the bands correspond to the 68% credible
interval. The lighter blue band denotes the confidence interval σln M|λ due to the intrinsic
scatter around the mean scaling relation obtained when considering the mixed model of
Eq. 4.17. The dot-dashed line denotes the scaling reported by Gonzalez et al. [78], with
the solid section marking the range of richness employed to derive the relation. The green
points correspond to the masses or 2̃0 values without any correction for the steepness of the
halo mass function [94]. These are color coded according to their weight w (color bar in
the bottom right corner of the right panel). In red are the masses or 2̃0 values computed per
richness bin. For comparison, we include, as a yellow diamond, the average mass estimate
computed by Madhavacheril et al. [110] from CMB lensing, shown at the mean value of
λ15 used in that work. We note that the left and center plots do not show the negative 2̃0
points, but those points are included in all fits shown.
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function gν is the nonrelativistic spectral dependence of the SZ effect [165; 124], which we
adopt to convert the radio and dust surface brightness values to units of Compton 2. We
note that, in order to compute the infill components as in Eq. (4.16) shown above, we are
assuming the radio and dust sources to be described by point-like signals centered on the
cluster centroids.
Finally, we account for possible elements of the MaDCoWS cluster sample that are not
well described by a mass-richness scaling relation (i.e., for which richness is not a good
proxy for mass) by integrating the probability term described in Eq. (4.14) into a mixture
model aimed at evaluating how likely well each point is to be drawn from a Gaussian
centered on the mass-richness scaling relation versus a Gaussian centered on zero. For each
given point, the total posterior probability distribution can then be written as

Pν,obs = w · Ptrue + (1 − w) · Pnoise ,

(4.17)

where the weight, w, is the probability that a data point is drawn by the mass-richness
scaling relation versus the noise-like population, and Ptrue = P(2f090 , 2f150 |ξ, η, θradio , θdust )
is the joint probability distribution introduced in Eq. 4.15 for a data point that follows
the mass-richness scaling relation. We instead assume the noise-like measurements to be
drawn from Pnoise , for which we assume a normal distribution centered around zero and
with standard deviation equal to the observational uncertainty associated with the ỹc value
of the considered measurement.
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4.6.2

Parameter priors

Overall, our model comprises 965+12+3+3 free parameters, specifically corresponding
to: the weight for each of the 965 data points entering the mixed probability distribution
of Eq. (4.17); 12 parameters associated with three Gaussian kernels used for building the
probability mixture discussed at the beginning of Section 4.6.1 (see Kelly 104 and Sereno
157 for details); the slope, intercept, and intrinsic scatter of the mass-richness scaling
relation; and the parameters of the gray-body spectrum discussed in Section 4.5.2.
In addition, for every data point we marginalize over a set of four additional parameters,
governing the effects due to miscentering (see Section 4.5.1) and radio and dust contamination. The regression is performed by means of the Hamiltonian Monte Carlo algorithm
provided in the NumPyro [23; 135] Python package. The implementation of the Gaussian
mixture model follows the same prescriptions adopted in Kelly [104]. We use uninformative
uniform priors on all the parameters of the scaling relation except for the slope p1 , for which
we consider a Student’s t-distribution with one degree of freedom following Andreon and
Hurn [18] and Sereno [157], as it does not bias the slope to high values. We then assume
the probability weight w to be distributed uniformly in the range [0, 1].
The suppression factor due to miscentering for each of the considered clusters is
modeled as a truncated normal distribution, bound between 0 and 1, with mode equal to 1
p
and standard deviation σ = π2 (1 + e−bλ )−1 . The coefficient b corresponds to the best-fit
p
parameter derived in Section 4.5.1, while the pre-factor π2 is introduced so that the mean
of the prior distribution equals the average suppression (1 + e−bλ )−1 for a given true richness
λ = eξ .
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For the clusters with a clear identification of radio sources in the NVSS and VLASS
fields, we employ normal priors on the estimated normalization C0 and spectral index α
parameters, with mean and standard deviation set to the values derived for the specific
cluster. Otherwise, we draw for each cluster a realization of C0 from an exponential
distribution with mean equal to the average flux density measured from all the sources in
the NVSS catalog. An analogous approach is considered for α, but used a normal prior with
mean and standard deviations measured from the distribution of spectral indices estimated
in Section 4.5.3.
Instead of introducing priors on the single parameters of the dust spectrum (Section 4.5.2), which would have neglected information on their degeneracy, we reanalyze the
ACT 224 GHz and Herschel stacked measurements jointly with the mass and richness data.
For full consistency, we consider exactly the same priors employed in Section 4.5.2.

4.6.3

Scaling relation results

In Figure 4.13 we show the mass-richness scaling relation reconstructed from the
ACT+MaDCoWS sample. As the selection of the clusters is unbiased with respect to the
Eddington bias, we consider here the cluster masses without any correction for the steepness
of the halo mass function. We note that, in this case, the reported masses represent an upper
limit for the actual distribution, as the correction would de-boost the high-mass end of the
sample.
For the model including the weight parameter from Eq. 4.17, we find that the best-fit
p1
slope to be p1 = 1.84+0.15
−0.14 , where M ∝ λ15 . This slope is consistent with Gonzalez et al.

[78], although with an overall offset toward lower masses. Setting all the weights to unity
(that is, assuming all clusters are drawn from the mass-richness scaling relation) leads to a
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slightly higher slope estimate (1.95+0.17
−0.16 ), as well as a greater overall offset as compared to
Gonzalez et al. [78].
Regarding the intrinsic scatter of the forced photometry data points (see Eq. (4.12) and
related description), we estimate σln M|λ = 0.21+0.08
−0.11 when including the weight parameter
of Eq. 4.17 to account for sample contamination. Although already evident from the
distribution of the ACT data points in the mass-richness distribution in relation to the
scaling relation by Gonzalez et al. [78], such a large scatter provides a quantitative view
of the limited capabilities of the MaDCoWS richness to provide a robust proxy for cluster
masses. A similar scatter of 0.31+0.03
−0.03 is found even when removing the negative Compton
2̃0 measurements from the fit.

4.6.4

Cluster weights

From the results of the mass-richness fit including the probability term, it is clear that
an appreciable fraction of the MaDCoWS candidates are not well described by the massrichness scaling relation (Figure 4.14); in other words, for a large subset of the MaDCoWS
catalog, richness is not a good proxy for mass. Of the 965 candidates used in the fitting,
only 419 had a weight greater than 50%; only 131 have a weight greater than 65%. The
mean weight is 50.2%. Since we do not have an estimate of the uncertainties on individual
weights, we do not place an uncertainty on these statistics. Moreover, while the mean
does not fully encapsulate the bimodal distribution of the cluster probabilities, it does
indicate that the MaDCoWS sample is likely composed largely of cluster candidates that
are well below the SZ detection limit of the ACT survey. Examining the distribution of
the probabilities, we see a clearly bimodal distribution (Figure 4.14). One population,
containing the majority of the clusters, is roughly normally distributed, centered on a
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probability of ≈ 50%. The other is centered at a higher probability of ≈ 70% with a much
narrower distribution. In general, clusters with high-significance 2̃0 [] and richness are
given higher probabilities, while those with lower 2̃0 , and specifically high richness and
low 2̃0 , are given lower probabilities. Further examining Figure 4.14, it is evident that the
MaDCoWS sample is well described by a mass-richness scaling relation above λ15 ≳ 55,
with 50% of such clusters having a weight w > 0.7, and an average weight for clusters
above that richness of 0.63%. Additionally, all the high weight (w > 70%) clusters have
λ15 > 27. Interestingly, examining the probabilities of individual cluster candidates reveals
that the fitter identifies a number of the very negative 2̃0 clusters, seen in the right hand
panel of Figure 4.13, as having high weight: these clusters have significant (⪆ 25 mJy) flux
density at 1.4 or 3.0 GHz.

4.7
4.7.1

Discussion
Population differences

The MaDCoWS sample comprises 2839 candidate high-z clusters, while the ACT DR5
sample comprises a nearly mass-limited, optically confirmed sample of 4195 clusters from
across all redshifts. As noted in Section 4.3, our cross-matching criteria leads to a catalog
of 96 co-detected clusters at the intersection of the ACT and MaDCoWS samples.
We compared both richness and M500 measurements at different redshift ranges between
the ACT and MaDCoWS populations. In Figure 4.15, we plot the distribution of codetections and MaDCoWS across four redshift ranges. We can see that there is no preferred
redshift for the co-detected clusters with high richness. Figure 4.16 shows that ACT clusters

162

100
0
0.7

Weight

0.6
10

0.5

5
0

0.4
0.3

0

20

40

15

60

80

0

100

Figure 4.14: 2D histogram of weight and richness (λ15 ). The weight is the probability that
a MaDCoWS cluster data point is well described by a mass-richness scaling relation, as
opposed to being drawn from the noise. Higher probabilities mean they are more likely to
be real. The bimodal distribution is clear, with a large population of low probability clusters
centered around 50% and a population of high probability clusters at ≈ 70%.
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Figure 4.15: Comparisons of richness populations for the co-detected MaDCoWS and
the remaining MaDCoWS in four redshift bins. At higher richness (λ15 > 60), there is
no preferred redshift for the co-detections. This indicates that the disparity between the
number of MaDCoWS in the ACT region and the number of co-detections is not a product
of survey biases.
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Figure 4.16: M500 of ACT clusters vs. MaDCoWS in the same redshift ranges. These distributions suggest that ACT clusters are skewed toward lower redshifts, while the MaDCoWS
distribution is even across higher redshifts. In addition, MaDCoWS clusters tend to be less
massive than ACT clusters at a given redshift.
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are mostly found at z < 0.9, regardless of mass. We also see that MaDCoWS clusters as
a whole tend to be lower in richness (and hence mass) than co-detected clusters, but are
found more frequently at higher redshifts than ACT clusters. This is not unexpected, as the
lower average mass of clusters at higher redshifts means that they are detected relatively
less frequently. The MaDCoWS masses are from forced photometry, and we have cut off
clusters with 2̃0 < 0.
The low rate by ACT of co-detections of MaDCoWS cluster candidates is due to the
low SZ signal of many of those candidates, which is reflected in their correspondingly low
weight. We discuss possible sources of this low weight in Section 4.7.4. As for the low rate
by MaDCoWS of co-detections of ACT clusters, it is likely that the MaDCoWS catalog
is missing them simply due to the MaDCoWS selection function. By construction, the
MaDCoWS selection function does not precisely trace the Spitzer measured richness; the
MaDCoWS cluster candidates are first selected from smoothed galaxy density maps created
using WISE data, and then their MaDCoWS richnesses are measured using Spitzer followup. As such, the catalog is not richness limited, meaning that even under the assumption of
some relation between mass and richness, the MaDCoWS cluster catalog cannot strictly be
mass-limited. In any case, the MaDCoWS cluster catalog, while astrophysically interesting,
should be approached with caution for computing cosmological parameters.

IR and dusty emission
The Herschel data, in combination with the ACT 224 GHz data, suggest that the
ACT and MaDCoWS cluster catalogs comprise clusters with different properties and are
potentially drawn from different populations; one, dustier population is preferentially
sampled by MaDCoWS, and the other, more virialized, is preferentially sampled by ACT
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Figure 4.17: Stacks at 250, 350, and 500 µm (from left to right) on MaDCoWS (a, b, c) and
ACT cluster locations (d, e, f), as well as a set of random locations (g, h, i) in the H-ATLAS
data set. See Section 4.5.2 for details. The x axis of each plot is aligned with RA, while the
y axis is aligned with declination; both are in units of arcmin. The color bars are in units of
MJy sr−1 . The red circles are 1.2′ in radius, the scale inside which we assigned excess flux
density as being due to the cluster stack.
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as described below. As was discussed in Section 4.5.2, the stacked H-ATLAS data on
MaDCoWS clusters show a clear signal in each frequency band, whereas there is no obvious
signal when stacking on the ACT clusters (see Figure 4.17). In addition to the stacked
emission, we also considered the emission for individual clusters. For each cluster in the
H-ATLAS footprint in each of the ACT (34 clusters in the H-ATLAS footprint), MaDCoWS
(66 clusters), and randoms (66 clusters) catalog (see Section 4.5.2), we calculated emission
within 1.2′ radius of the cluster location at each of 250, 350, and 500 µm. A histogram of
those values is shown in Figure 4.8.
A two-sample Kolmogorov–Smirnov (KS) test was applied to determine whether the
central emission of ACT and MaDCoWS data sets was consistent with the central emission
at random points and with each other. At all Herschel frequencies the distribution of
MaDCoWS cluster central emissions is statistically inconsistent with that of the randomly
offset central emissions and with that of the ACT clusters. The distribution of ACT cluster
central emissions is statistically consistent with the randomly offset central emissions
at 500 µm, while it is inconsistent at a p-value of 0.018 and 0.016 at 250 and 350 µm,
respectively. The average central emission of the MaDCoWS cluster samples is more
than one standard deviation higher than the average central emission of the randomly
offset clusters at all frequencies. For the ACT clusters, at all wavelengths the central
emission is statistically consistent with the randomly offset clusters. As evidenced by
the goodness-of-fit of the gray-body model as shown in Section 4.5.2, we attribute this
emission to the MaDCoWS clusters being dustier on average than the ACT clusters, and
identify three causes for this effect. Firstly, in general clusters at high redshift have a
greater proportion of blue galaxies in their cores than those at low redshift [31; 57; 30]. As
blue galaxies tend to be dustier [36], and the mean redshift of the ACT clusters is lower
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than that of the MaDCoWS (∼ 0.5 vs. ∼ 1.01), the MaDCoWS clusters should be dustier
on average. Secondly, at a given redshift, ACT preferentially finds clusters that contain
more virialized gas, as virialized gas contributes most strongly to the integrated SZ effect
signal [122; 139; 140; 178; 106]. Finally, since dusty contamination contributes to the SZ
infill of clusters, and hence biases SZ surveys like ACT against detecting them, ACT will
preferentially select against cluster that contain significant dusty IR emission.

Radio emission
The radio data provides additional evidence that the ACT and MaDCoWS cluster
catalogs preferentially sample from two different populations. As discussed in Section 4.5.3,
the MaDCoWS clusters have higher intrinsic radio luminosity at 1.4 GHz as compared to
the ACT clusters, even when the ACT clusters are restricted to the same redshift range as
the MaDCoWS candidates. Moreover, performing a two-sample KS test on the ACT and
MaDCoWS radio fluxes at 1.4 GHz confirms that they are drawn from different populations.
To compare the populations, we first cut the ACT catalog to the same redshift range as
the MaDCoWS catalog: 0.7 < z < 1.5. We then restricted both cluster catalogs to an
intrinsic luminosity corresponding to the standard deviation of the background aperture
fluxes, 0.3 mJy using Eq. 4.10, which roughly represents the noise floor for our background
subtracted fluxes. Since the fluxes for both catalogs are taken from the same survey, they
should have on average the same noise properties, so that if the non detections are not
removed, they will bias the KS test toward high p-values, that is, toward determining that
the two samples were drawn from the same underlying population. When we perform
the two-sample KS test on the ACT and MaDCoWS catalogs with the flux density cut,
we obtain p-value of 0.025, which suggests that the MaDCoWS and ACT clusters with
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radio sources represent different underlying populations. The above analysis ignores what
proportion of clusters host radio sources. We also consider the intrinsic luminosities of the
ACT and MaDCoWS clusters: We simply consider the percentage of clusters (still restricted
to 0.7 < z < 1.5) that have intrinsic luminosities greater than the reference aperture flux
density 0.3 mJy converted to luminosity as described above. We used bootstrapping to
estimate the uncertainties on this number, which is 67.2 ± 1.7% for the ACT catalog and
58.6 ± 1.0% for the MaDCoWS catalog.
In summary, this analysis suggests that, restricting the ACT catalog optical photoredshifts to match those of the MaDCoWS clusters, the ACT clusters host radio sources
slightly more frequently than the MaDCoWS clusters, while the radio sources hosted by the
MaDCoWS clusters are stronger by a factor of ≈ 2. We again note that the mean redshift of
the ACT clusters is still somewhat lower than that of the MaDCoWS (z = 0.89 vs. z = 1.01).
Further, any contamination of the MaDCoWS catalog (Section 4.6.4) would in principle
bias both the number density of radio sources and, accordingly, also the average inferred
intrinsic luminosity, to lower values as radio sources are preferentially found in clusters as
opposed to the field [40]. Assuming an unrealistically high contamination of 10%, to set
an upper bound on the percentage of clusters with contamination, and that contaminating
candidates have radio sources at the rate of the field, which we take to be 10% the rate
of the true candidates, we calculate the corrected percentage of MaDCoWS clusters with
aperture flux density > 0.3 mJy as

Ncluster, radio Ntotal, radio − Ncontaminant, radio
=
≈ 65%,
Ncluster
Ntotal − Ncontaminant
which is not significantly different from the percentage found for ACT.
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Finally, we briefly consider the richness evolution of radio luminosity fraction. Following Mo et al. [120], we define a cluster to be radio loud if the intrinsic luminosity
associated with the cluster is L1.4 GHz ≥ 1025 W Hz−1 , and the radio loud fraction (RLF) as
the fraction of total clusters that are radio loud. For simplicity we continue to use our 1.2′
radial aperture, which corresponds to about 530 to 625 kpc, compared to 500kpc used in
Mo et al. [120]. The effect of this will generally be to raise the RLF as field radio sources
are associated with clusters when they lie along the line-of-sight of that cluster, which will
in turn flatten the richness-RLF relation. We binned the cluster radio luminosities into 8
bins of richness, and calculated the RLF in those bins, with the uncertainties calculated
via bootstrapping. We fit the resulting data to a linear model using a maximum likelihood
method, with the uncertainties in the parameters estimated via an MCMC method implemented in emcee [71]. The results of that fit are shown in Figure 4.18. We find the best-fit
−3
−3
slope to be m = 4.1+0.7
and the best-fit intercept to be b = 26+18
−0.7 × 10
−19 × 10 , and the

reduced chi-squared of the fit χr = 0.45. The best-fit slope is somewhat higher than Mo
et al. [120], although only inconsistent at 1.2σ. We are inconsistent with the null hypothesis
of no slope at 5.9σ.

4.7.2

Infill

While the average bias from radio emission detected in the ACT (smeas = 0.8 ± 0.03%
and styp = 2.0 ± 0.1%) and MaDCoWS cluster candidates (smeas = 0.45 ± 0.05% and
styp = 0.83 ± 0.05%) is at a low level, in both cases the samples include high infill tails.
For example, 94 ACT clusters show radio emission consistent with a greater than 5%
bias. Interestingly, that number of clusters (∼2.8% of the 3, 335 ACT clusters with NVSS
fluxes) is consistent with the best-fit differential source counts near clusters found in
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Figure 4.18: Best fit of a linear model to the RLF of the MaDCoWS clusters determined
using NVSS 1.4 GHz fluxes (Section 4.5.3) vs. richness. The best fit is inconsistent with
the null hypothesis of no evolution of the RLF with richness at 5.9σ. In comparison to Mo
et al. [120], we favor a higher slope for the relation at 1.2σ, although see the discussion in
Section 4.7.1
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Coble et al. [40] (∼2.5%). Of course, the level of infill of the ACT-identified clusters is
a biased measure of the true infill, as clusters with less infill are more likely to meet the
ACT detection threshold for a given intrinsic mass (2̃0 ). For example, Gupta et al. [83]
estimated that 0.5% and 1.4% of clusters with mass 3 × 1014 M⊙ at redshift of 0.25 had
their SZ signal completely suppressed by infill at 150 and 98 GHz, respectively. Moreover,
accurately computing the infill correction is difficult; propagating the flux density from
lower frequencies means accepting the uncertainty of extrapolating the spectral index across
wide frequency ranges, while CMB measurements at 90 and 150 GHz frequently lack the
spacial resolution to distinguish point sources in clusters from the SZ signal of that cluster.
High resolution measurements of the point source flux densities at or near 90 and 150 GHz
offer the best path forward. Dicker et al. (in prep.) undertook such a measurement using
the MUSTANG2 instrument [52] on the 100-meter Green Bank Telescope to perform 9′′
resolution imaging of the SZ effect for a sample of galaxy clusters. This high resolution also
allowed them to identify compact sources in the clusters, which would not be resolved by
ACT, and to measure their flux density contributions at 90 GHz in order to assess the impact
on SZ measurements. They found a similar distribution of infill, with 85% of clusters
showing a change in the integrated SZ flux less than 5%, but 10% of the sample had very
high (> 10%) infill. Further, the level of dust infill of the MaDCoWS cluster candidates
may be biasing their measured SZ signal. From the model we developed in Section 4.5.2,
we predict that the average dust infill of the SZ signal is 1.5 ± 0.5%. This result is limited
by the limited IR follow-up available for the MaDCoWS cluster candidates, with Herschel
data for only 66 candidates. While the distribution of the 66 candidates appears normal,
we do not have enough data to rule out deviations from that distribution (e.g., a high
flux density tail). While the effect is subdominant to other sources of uncertainty in this
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work, future large optical and IR surveys (e.g., the Vera C. Rubin observatory [99] and
the Euclid telescope [64]), as well as next-generation CMB experiments, which aim to
place sub-percent constraints on cosmology from cluster abundance counts, will need to
use methods that either address or are insensitive to this infill. In the near term, higher
resolution measurements, both of the point source flux densities and of their spectral indices
in the frequency ranges of interest, using, for example, MUSTANG-2, NIKA2, TolTEC,
and Atacama Large Millimeter Array (ALMA), would enable improved constraints on the
infill of the SZ signal by submillimeter and radio sources.

4.7.3

Mass-richness scaling

As noted in Section 4.6.3, our mass-richness scaling relation differs significantly from
self-similarity, for which one would expect p1 ≈ 1 [33; 115; 27; 82], although it is consistent
with the previous measurement from [78]. We identify several issues that may bias the
mass-richness scaling relation to higher slopes. Firstly, at low richness a portion of the
MaDCoWS sample is not well described by a mass-richness scaling relation. If some
number of low-richness candidates are either unvirialized systems with low SZ signal or
line-of-sight chance superpositions with no intrinsic SZ signal, then the effect would be to
bias the mass-richness relation to higher slopes, as these candidates would tilt the lower end
of the relation downward (see Section 4.6.3). In a similar vein, if the richness measure is
systematically biased to higher values due to line-of-sight interlopers, then the effect would
also be to steepen the mass-richness relation. This effect would be especially apparent
as a constant bias in richness is a larger relative effect at lower values for the richness,
again having the effect of tilting the scaling relation slope to steeper values. Line-of-sight
contaminants are known to bias optically selected clusters [46; 82], and correspondingly
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their mass-richness scaling relation. We would require a larger contamination fraction than
either of those two studies to explain the low average weight we observe; however, the
MaDCoWS cluster sample is very high redshift, and projection effects are stronger at high
redshift [184; 46]. Moreover, it is unclear how often line-of-sight contaminated clusters
pass the MaDCoWS selection function as compared to uncontaminated clusters. and it
is further unclear how sensitive the MaDCoWS richness measurement is to line-of-sight
interlopers. These effects together could cause projection effects to be more severe for the
MaDCoWS cluster sample than other samples.
We also assessed the impact of infill from submillimeter and radio sources on the massrichness scaling relation. As discussed in Section 4.5.2, we did not have enough Herschel
submillimeter data to infer if infill scales with richness or mass. Therefore, it is possible
that the proportionate infill of the SZ signal is higher at low richness than at high richness.
We do, however, have 224 GHz data of many MaDCoWS clusters, which was used to
quantify the submillimeter and millimeter source infill. We binned the MaDCoWS clusters
in richness and stacked the f220 maps in these bins. There was no trend with richness in the
224 GHz emission, which suggests that the level of submillimeter and millimeter source
infill is not strongly correlated with richness.
Finally, the higher IR emission of the MaDCoWS cluster candidates is consistent with a
gray-body, dusty emission profile, and in general correlates with higher star formation rates
(SFRs) [see e.g., 49]. These high SFR clusters may deviate from self-similarity, and as such
we would not a priori expect the slope of the mass-richness scaling relation to be unity.

175

4.7.4

Weights

As discussed in Section 4.6.4, the weights for the MaDCoWS candidates are split
into two populations with a few high weight clusters (73 with weight > 0.7) and a large
number (544) of candidates with low weights (< 0.5). The high weight clusters are well
characterized by a mass-richness scaling relation; the low weight clusters are not. At very
low richness (λ15 < 20) some of these candidates may be structures smaller than clusters,
such as groups or line-of-sight superpositions.
Additionally, at higher richness, low weight candidates may be mergers or pre-mergers,
or otherwise unvirialized but massive systems. Unvirialized gas in these mergers has been
shown to suppress the SZ signal from these clusters both in simulations [e.g., 178; 21; 126]
and observations [e.g., 93]. While the merger can briefly enhance the SZ signal, the period
during which it suppresses it is in general longer than that in which it enhances it. During the
merger process, the SZ signal in a merging system can be suppressed ≈ 40% [54] compared
to a virialized cluster of the same total mass. This has the effect of making the observed
SZ mass of the candidate less consistent with the mass-richness scaling relation and more
consistent with noise (i.e., the effect is to reduce the weight of the cluster). In Dicker et al.
[54], which reports on SZ follow-up of high-richness MaDCoWS candidates, ≈ 25% of the
MaDCoWS clusters observed were determined to be mergers. This ratio is significantly
affected by Malmquist bias, however, as non-mergers have higher SZ brightness than
merging systems. Further, Dicker et al. [54] clusters are generally higher-richness systems
(λ15 ≈ 50) and it is not clear how the fraction of systems that are undergoing a merger
or are pre-merger changes with richness. Targeted follow-up is warranted to investigate
further. Additionally, stacked measurements of the weak lensing of the CMB, in the vein
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of Madhavacheril et al. [110], are indifferent to clusters that are undergoing mergers. As
such, comparing the lensing inferred masses of low and high weight clusters would allow
one to put constraints on the fraction of low weight clusters that are undergoing mergers.
Similarly, the agreement between the average mass of the MaDCoWS cluster sample above
richness of 20 as determined using the mass-richness scaling relation derived in this paper
and in Madhavacheril et al. [110] suggests that mergers and pre-mergers do not dominate
the MaDCoWS cluster sample.
Finally, at low richness chance superpositions of galaxies may be causing spurious
detections. Such spurious objects are hard to differentiate from low-mass groups in this
analysis. In any case, caution must be exercised when using the low weight clusters for
cosmology. Inaccurate cluster masses from both spurious clusters and clusters with low SZ
signal for their mass (due to merger history, low gas fraction, or unvirialized components
along the line-of-sight) will bias cosmological parameters.

4.8

Summary and Future Research

In this work we identified co-detections of the ACT and MaDCoWS cluster catalogs.
We note the very low rate of co-detections with respect to the size of both the ACT and
the MaDCoWS cluster catalogs. We used forced photometry to evaluate the mass-richness
scaling relation of the MaDCoWS cluster catalog. We quantified the infill of the sample
by radio and submillimeter emission. We find that the best-fit scaling relation has a slope
of 1.84+0.15
−0.14 , higher than the unitary value one would expect for self-similar clusters [18]
but comparable to the preliminary work of Gonzalez et al. [78]. We offer some possible
reasons for this deviation in Section 4.7.3. These include, potentially, a bias in the richness
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measure and some amount of sample impurity with respect to mass. Instead of mass, the
MaDCoWS selection function may preferentially include star-forming systems, leading
to deviations from self-similarity. As part of the mass-richness scaling relation, we fit a
weight to each cluster, which describes the relative probability that the SZ measurement
associated with that cluster was drawn from a normal distribution centered on the massrichness scaling relation versus a normal distribution centered on zero. We found that a
large fraction of the MaDCoWS cluster candidates had weights lower than 50%. We ascribe
the low weight of these clusters, and correspondingly their non-detection in the ACT cluster
catalog, to a variety of factors, including suppression of the SZ signal by merger history and
other unvirialized components along the line-of-sight, as well as to the MaDCoWS catalog
containing very small clusters with SZ signals too low to detect. As for the MaDCoWS
non-detections of ACT clusters, we conclude that the MaDCoWS selection function is not
mass limited, and thus the overlap of the MaDCoWS catalog with a catalog such as ACT
can be very incomplete.
Additionally, by investigating their submillimeter and radio properties, we find evidence
that the MaDCoWS candidates have a higher average submillimeter flux density and a
higher average intrinsic radio luminosity than their ACT counterparts, even when the ACT
clusters are restricted to the same redshift range as the MaDCoWS cluster candidates;
however, the MaDCoWS clusters do have a lower average radio flux density in the observed
frame of reference, such that the ACT clusters have high radio infill on average. We interpret
this as the systems selected by MaDCoWS being on average dustier, while ACT clusters
are less dusty and radio loud. We find no evidence that the submillimeter flux density of
MaDCoWS clusters evolves with richness, although due to the paucity of Herschel data
this is only based on 220 GHz stacks. We find that the RLF of the MaDCoWS clusters does
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increase with increasing richness, and we find that the relation agrees with prior studies
[120].
Looking to the future, the next generation of MaDCoWS (MaDCoWS2) will use the
deeper CatWISE2020 [59] WISE photometry in combination with deeper optical imaging.
MaDCoWS2 is designed to extend from z ∼ 0.5 − 2 with an improved selection function
at all redshifts. More in-depth studies of the radio and submillimeter properties of the
MaDCoWS clusters in the short term will allow us to better understand the population
differences between IR- and SZ-selected clusters and will allow us to better correct the
mass-richness scaling relations. Continuing ACT operations and further data releases will
increase the depth of SZ observations, allowing the survey to probe to lower masses and
over larger regions.
Looking further, in the first half of the decade, data from Simons Observatory [SO;
188; 168; 9], the CMB-S4 experiment [7; 3; 2], and the Cerro Chajnantor Atacama
Telescope-prime [CCAT-prime; 173; 19; 39] will provide deeper and higher resolution
SZ and submillimeter maps over a larger portion of the sky. Additionally, the Vera C.
Rubin Observatory [99], Spectro-Photometer for the History of the Universe, Epoch of
Reionization, and Ices Explorer (SPHEREx) [28; 44; 47], and Euclid telescopes [63] will
provide larger and more accurate IR and optically selected cluster catalogs.
In the 2030s, the next-generation CMB-S4 experiment [3; 7], CMB-HD experiment
[155; 156], and the Atacama Large Aperture Submillimeter Telescope [AtLAST; 105] will
potentially provide orders of magnitude increases in SZ map depth over significant fractions
of the extragalactic sky, with the latter two providing a transformative leap in subarcminute
resolution SZ and submillimeter studies at a significantly lower confusion limit.
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Chapter 5
Constraints on the Thermodynamic State
of X-ray Bubbles in MS0735

My bubbles!
–Bubbles
In this chapter, we report the detection of two cavities or bubbles in the intracluster
medium of the galaxy cluster MS 0735.6+7421 that were formed by the action of relativistic
jets sourced by an active galactic nucleus. Using the MUSTANG-2 instrument on the Green
Bank Telescope, we measure the suppression of the Sunyaev-Zeldovich effect signal within
the cavities, and from that suppression we infer the thermodynamic state within the cavities.
We find that the suppression of the signal within the cavities is inconsistent with thermal
support by electrons with temperatures less than 100 keV.
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5.1

Cooling Flows in Clusters

The majority of baryons in clusters of galaxies reside in the diffuse intracluster medium
(ICM). As these baryons flow into the cluster under the influence of gravity, they are heated
by the energy released in its gravitational collapse, while simultaneously radiating away
energy in the form of X-ray radiation [66]. In the absence of other processes, this relatively
simple hydrodynamic process will cause the gas clouds to radiate away all their heat in
a very short period of time. However, while X-ray observations of galaxy clusters do
reveal emission from the ICM, there is a notable deficit of soft, or low energy, X-rays,
corresponding to temperatures of ≲ 1 keV [134]. Moreover, for many clusters-particularly
those with high in-fall rates-the rate of observed cold objection formation does not match the
implied mass deposition rate [68; 134]; these problems are generally collectively referred to
as the cooling-flow problem. One potential solution to these problems is that some process
is injecting energy into the ICM and reheating it. Numerous mechanisms may provide
this heating, but feedback by active galactic nuclei (AGN) are believe to play the primary
role [116]. The accretion of matter onto super-massive black holes at the center of a host
galaxy in the cluster causes the formation of jets of relativistic particles, which can then
reheat the ICM.
In the case of reheating of the ICM by the relativistic jets, it is not clear exactly by which
mechanism the jets reheat the ICM. It is known that the jets, as traced by their synchotron
emission, often terminate in radio lobes which are coincident in the sky with depressions
in the X-ray emission [67]. The standard interpretation is that the jets are forming plasma
bubbles in the ICM. The mechanism of support for these bubbles, and hence the means
by which the jets couple to the ICM, is again poorly understood. Broadly, the support
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mechanisms can be broken down into two categories: thermal and non-thermal. In the
thermal support case, since the number density of particles in the bubbles must be low
(due to the suppression of X-ray emissions), the gas must instead be very hot to sustain the
bubbles via pressure support. In the non-thermal case, the magnetic fields which accompany
the jets may couple to the electrons in the ICM and induce a non-thermal distribution in
their energies. However, it is known from X-ray observations that the non-thermal pressure
support is insufficient to maintain the bubbles [26; 69].
The Sunyaev Zeldovich effect (SZ, see Section 1.4.3) can be a powerful complementary
piece to X-ray observations for studying the makeup of ICM bubbles. Since the SZ effect
is sensitive directly to the line-of-sight integrated pressure of the ICM, it can distinguish
between thermal and non-thermal pressure scenarios [42; 41; 124]. In particular, nonthermally distributed particles contribute only weakly to the SZ effect, so that bubbles
which are mostly supported by non-thermal effect appear relatively suppressed. Conversely,
thermally supported bubbles are relatively unsuppressed, unless the supporting particles are
extremely hot (see Section 5.3.4). Recently, Abdulla et al. 5 put constraints on the pressure
support of the bubbles of cluster MS 0735.6+7421 (hereafter MS0735) using the Combined
Array for Research in Millimeterwave Astronomy (CARMA). MS0735 hosts the most
energetic known AGN [172] and two corresponding enormous bubbles, which makes it a
prime target for observations. Abdulla et al. 5 found nearly complete suppression of the SZ
signature of the bubbles at the 30 GHz observation frequency of CARMA, corresponding
to non-thermal pressure support, or else thermal support by electrons with temperature at
least kT e ≳ 150 keV. In this work, we build upon the work of Abdulla et al. 5 by observing
MS0735 with the MUSTANG-2 instrument on the 100 m Green Bank Telescope (GBT)
observing at 90 GHz. MUSTANG-2 has comparable resolution (∼ 9′′ ) to CARMA, but
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with 2 to 3 times the sensitivity once the frequency dependence of the SZ effect is taken into
account. We find that the suppression of both bubbles in MS0735 is significantly lower than
that found in Abdulla et al. 5, although for at least one of the two bubbles the suppression
we find would still require electron temperature kT e ≳ 100 keV.

5.2

MUSTANG-2 and Data

A portion of this section was written by Simon Dicker.
MUSTANG-2 is a 90 GHz monochroic instrument mounted on the Green Bank Telescope (GBT) with ∼ 9′′ resolution and a 4.2′ instantaneous field of view [163]. TFor the 6′
diameter daisy type scans utilized in observing MS0735, the sensitivity in the central 1′ of
the map is ∼ 56 µ-Jy/bm. The combination of resolution and field of view makes it well
matched to MS0735, where the bubbles are ∼ 1′ in diameter, while the cluster profile has
characteristic radius ∼ 2′ [172].
Observations are saved as time ordered data (TODs). The MUSTANG-2 IDL pipeline,
MIDAS, then turns the raw TODs into TODs that are usable for analysis. The raw TODs are
read and interpolated onto common timestamps and then a calibration is applied to get from
the data acquisition units to brightness units. During observations the data is calibrated via
sky dips. MIDAS then cuts bad detectors, which are removed for the data that are analyzed,
then flags spikes and saves the TODs for analysis.
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5.3

Analysis

To fit the data, we construct a model for the cluster emission that includes the tSZ
signal from the ICM, the point sources in the field, and the reduction in tSZ signal due to
the bubbles. We then fit this model to the data using the preconditioned gradient descent
(PGD) method as implemented in the Minkasi map-making code29 . In general, we followed
Abdulla et al. 5, both in our choice of model and in the specific model parameters, where
applicable. These model parameters themselves are generally derived from fitting to X-ray
data as described in Vantyghem et al. 172. With the full model in hand, we fit the model
directly to the TODs after smoothing the model by the reconstructed MUSTANG-2 beam.

5.3.1

ICM Model

Following Abdulla et al. 5, we modeled the global ICM signal from MS0735 as a
elliptical double isobeta model, where a single isobeta model has the form:

Pe = Pe,0

x2 x2 x2
1 + 21 + 22 + 23
r1 r2 r3

! −3β
2
(5.1)

were Pe,0 is the pressure amplitude and ri are the core radii for each spatial direction. The
profile is also rotated with respect to the RA/dec coordinate axes. The predicted Compton-y
R
signal is then given by Equation 1.96, y = mσeTc2 Pe dl, where the integral is along the line of
sight, which we choose to be x3 . We do not include a relativistic correction; as Abdulla et al.
5 notes, the measured X-ray temperature is quite low, kT ≲ 10 keV [172], so that relativistic
corrections should be negligible. The double isobeta model is then simply the sum of two
isobeta models with different core radii, amplitudes, and betas. We assume that the profiles
29

https://github.com/sievers/minkasi
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Parameter
RA
dec
r11
r21
r31
β1
A1
r12
r22
r32
β2
A2
θ

Source
Value
h
Vantyghem et al. 172
07 41m 44.52
Vantyghem et al. 172 +74◦ 14′ 38.7′′
Vantyghem et al. 172
341 kpc
Vantyghem et al. 172
249 kpc
Abdulla et al. 5
249 or 341 kpc
Vantyghem et al. 172
0.98
N/A
Free Parameter
Vantyghem et al. 172
167 kpc
Vantyghem et al. 172
122 kpc
Abdulla et al. 5
122 or 167 kpc
Vantyghem et al. 172
0.98
N/A
Free Parameter
Vantyghem et al. 172
97◦

Table 5.1: A summary of the ICM model parameters and their sources. The RA/dec are
the same for the two isobeta profiles. The superscript 1 denotes the outer isobeta profile
and the superscript 2 denotes the inner. Note that we set r31 and r32 to either the respective
major or minor axis simultaneously. In other words, we did not set e.g. r31 = r21 , r32 = r12 . θ is
measured counterclockwise from the RA axis.
have the same center RA/dec, the same ellipticity, and make the same angle with respect to
the RA/dec coordinate axis. As for the particular values of the model parameters, we use the
X-ray identified RA/dec, the X-ray measured ellipticity and positional angle, and the X-ray
profile exponents β1 and β2 , all from Vantyghem et al. 172. Following Abdulla et al. 5, we
derive r1 and r2 by requiring that their geometric mean be equal to the corresponding core
radii from Vantyghem et al. 172 and that their ratio equal the projected axis ratio from the
same. r3 is not directly constrained by the X-ray data. As such, we consider two scenarios;
one where r3 = r1 and another where r3 = r2 , which form an exploratory range for r3 . The
amplitudes of the two isobeta models are free parameters. The isobeta model values chosen
are summarized in Table 5.1.
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Radio Source

RA

dec

σ
′′

Central

07h 41m 44.62

+74◦ 14′ 39.3′′

Amp
mJy

2.7 Field

Table 5.2: A summary of the point source model parameters and their sources. The RA/dec
of the central source is slightly different than the ICM model but less than the resolution of
the telescope. Note that smoothing with the beam is incorporated into the model, so that the
sigma value is less than the resolution.

5.3.2

Point Sources

There is a major point source at the center of MS0735, corresponding to the AGN itself.
Following the standard procedure for fitting MUSTANG-2 data, we first fit just the point
sources to the data with the RA/dec, half-width and amplitude all being free parameters.
Then we would perform the full joint fit of the ICM profile, bubbles, and point sources,
fixing the RA/dec and half-width of the point source to the values found previously, but
keeping the amplitude as a free parameter. The values for the point source model parameters
are given in Table 5.2.

5.3.3

Radio Lobe Emission

Contamination of the SZ signal by radio emission is a distinct possibility, especially as
cavities are frequently coincident with radio lobes. To assess this risk, we follow Abdulla
et al. in estimating the flux using a power-law spectrum, S ∝ ν−α . The VLA measured flux
densities were 720 mJy at 327 MHz and 11.7 mJy at 1.4 GHz; fitting these two points to a
power-law yields a spectral index of ∼ 2.8 and an estimated flux at 90 GHz of 0.08 µK, far
below our noise level. Consequently we do not include radio lobe emission in our model.
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Bubble
North-East
South-West

∆RA

∆dec

radius

′′

′′

′′

-15
21

43
-51

30
30

Table 5.3: The fixed coordinates and radii for the two bubbles. The values were taken from
Vantyghem et al. 172.

5.3.4

The Bubbles

We treated the bubbles simply by taking the geometry from the X-ray data, and then
assuming that the tSZ signal within the bubbles is uniformly suppressed by some factor f .
From the X-ray data, we approximate the bubbles as spherical in shape with radius 100 kpc
≃ 30′′ [172], while the positions of the bubbles are also set by Vantyghem et al. 172. When
calculating the model, we simply multiply the signal for all points within the bubbles by a
suppression factor 0 ≤ f ≤ 1, which is a free parameter of the model and allowed to differ
between the bubbles. Note that the positions of the bubbles with respect to the plane of the
sky is unconstrained. We assume them to be in the plane of the sky, but we will return to
this assumption in the discussion (Section 5.5). The bubble parameters are summarized in
Table 5.3.
In order to actually interpret these suppression factors, we have to convert them into electron temperatures. In both the thermal and non-thermal scenarios discussed in Section 5.1,
the electrons will contribute to the SZ signal. We therefore want to calculate the expected
SZ signal g̃(T, x) in these two scenarios and compare them to the expected signal in the
bubble regime if the ICM were unperturbed g(T, x), where both spectra are functions of the
electron temperature T and the reduced frequency x ≡

hν
.
kB TCMB

For MUSTANG-2 observing

at 90 GHz, x90GHz = 1.585. As we will show the suppression factor is just f = 1 − gg̃ .
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For this derivation, we follow closely Abdulla et al. 5, Colafrancesco et al. 42, and
Enßlin and Kaiser 61. Given the number density of electrons ne in the cavities, the optical
depth of the cavities is:

τcav = σT

Z
ne dl

(5.2)

cav

where the subscript cav indicates that the integration is performed over the cavity. We
can then determine the change in SZ flux density by considering the difference δi(x) =
j(x)τcav − i(x)τcav . i(x) is the Plankian distribution and its product with τ determines the
scattering of photons from x to other frequencies, while j governs the scattering of photons
to x from other frequencies. From Enßlin and Kaiser 61, j is given by:

j(x) =

Z

inf

Z

inf

dt
0

0

P(t; p)i(x/t) fe (p)d p

(5.3)

where P(t; p) is the photon redistribution function for a mono-energetic electron distribution
and fe (p) is the electron momentum spectrum. We use the analytic form of P(t; p) derived
in the appendix of Enßlin and Kaiser 61. We can now rewrite δi(x) in terms of the the tSZ
spectral shape g(x) and the spectrum for the electron distribution within the cavity as:

δi(x) = [ j(x) − i(x)]τcav = ycav g̃(x)

(5.4)

where ycav is the amplitude of the Compton-y in the cavity, which is itself given by [61]:

ycav

σ
=
me c 2

Z
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ne kT̃ e dl

(5.5)

for kT̃ e =

Pe
.
ne

Note that Pe is the electron pressure, not the electron redistribution function.

We can then further write down an expression for g̃(x):

g̃(x) = [ j(x) − i(x)]

me c2
⟨kT̃ e ⟩

(5.6)

where kT̃ e is the pseudo-temperature, which is equal to the temperature in the thermal case,
and which is defined by ⟨kT̃ e ⟩ =

R

n kT̃ dl
Re e .
ne dl

Now we can write down an equation for the suppression factor f . Following the
assumptions established above, i.e. that the cavities are spherical, centered on the plane of
the sky, and that the Compton-y profile in the bubbles is the same as outside modulo the
suppression factor, then we have:

δi(x) = [ycl − ycav ]g(x) + ycav g̃(x)
Factoring out g(x) and defining f ≡ 1 −

(5.7)

g̃(x)
:
g(x)

δi(x) = (ycl − f ycav )g(x)

(5.8)

We can now connect our observed suppression factor f to the underlying electron
temperature via the modified Compton-y spectrum g̃(x). In order to compute g̃, we need an
expression for fe , the electron momentum spectrum. Using a thermal distribution :

fe,th (p) =

√ 2
βth
p2 e−βth 1+p
K2 (βth )

(5.9)

yields the correct expression for the tSZ effect. Above K x is the modified Bessel function
and Bt h =

me c2
.
kT e
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For the non-thermal scenario, we follow Abdulla et al. 5 in considering a single powerlaw electron momentum distribution, which is given in [61] as:

fe,cr (p; α, p1, p2) =

(α − 1)p−α
p1−α
− p1−α
1
2

(5.10)

for p1 < p < p2 and fe,cr = 0 elsewhere. In Equation 5.10, α is the synchrotron spectral
index, which was measured by VLA to be α = 2.48 in the MS0735 radio lobes [25], and p1
and p2 are the lower and upper bounds of the momentum energy distribution. The value of
p1 determines the amount of scattering, and hence the suppression factor, while the precise
value of p2 is irrelevant as long as p2 >> 1. We follow Abdulla et al. 5 in setting p2 = 105 .
Finally, we use an analytic expression for the pseudo-temperature in the case of a single
power-law distribution from Colafrancesco et al. 42:
"
!# p
α−2 3−α 1
me c2 (α − 1)
B 12
,
⟨kT̃ e ⟩ =
1+p
2
2
6[p1−α ] pp12
p2

(5.11)

where the notation [ f (p)] pp12 means f (p2) − f (p1) and Bx is the incomplete Beta function:

Bx (a, b) =

x

Z

ta−1 (1 − t)b−1 dt

(5.12)

o

Putting this all together, we arrive at full expressions for the suppression factor as a
function of temperature, in the thermal support case, and lower momentum cutoff, in the
non-thermal support case. This is shown in Figure 5.1.
If the suppression factor is near 0, then the signal from the bubbles is consistent with
the global ICM profile, i.e. the gas in the bubbles is at ambient temperature. When the
suppression factor is near one, then there is no SZ signal from the bubble, which in turn
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= 105, = 2.48)1
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Non-thermal

f
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Figure 5.1: Plot of the suppression factor f vs kT, in the thermal case, and the lower
momentum cutoff p1 , in the non-thermal case. f = 1 means complete suppression, i.e. no
SZ signal from the bubbles, while f = 0 means no suppression, i.e. the signal within the
bubble is identical to the global ICM signal. The blue curve shows the best fit f with 1σ
uncertainties for the lowest f case considered in Section 5.4, corresponding to thermal
pressure support by electrons with temperature at least 100 keV. Note that the non-thermal
case continues to decrease with lower p1 , so that it is not ruled out by the f value. The plot
has been cropped for legibility.
implies that the support is either non-thermal, or that the electrons in the bubbles are very
hot (≳ 100 keV).

5.4

Results

As discussed in Section 5.3.1, we explored a range of values for the line-of-sight core
radii r3 , specifically allowing it to equal either the semi-major (r1 ) or semi-minor (r2 ) core
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radii. We only considered situations in which both the inner and outer profile values for r3
were simultaneously set to the semi-major or semi-minor core radii; we did not consider
e.g. r3 = r1 for the inner profile but r3 = r2 for the outer. This is sufficient from the
perspective of fully quantifying the systematic uncertainty due to r3 being unconstrained by
the available data, as simultaneously setting the line-of-sight core radii set the extremum
for the suppression vales; the suppression factor in mixed scenarios would fall in between
the simultaneous ones. In general, the case where we set r3 to the semi-major axis will
correspond to higher suppression factors, as the larger bubble implies a higher SZ signal
and hence more suppression for an observed SZ signal. The reverse is true for setting r2
equal to the semi-minor axis.
In addition to the value of r3 , we also considered two ways of treating the large scale
noise of the order of the map size (bowling) in our data. Bowling occurs when there is
an elevation synchronous signal in a TOD. This will appear as a gradient in a single scan,
and as the sky rotates through the night this gradient will be rotated about the center of
the scans to produce a characteristic bowl shape. We developed a method to attempt to
remove this bowling from the maps; for each TOD, we simply fit a second order polynomial
to the elevation vs. TOD signal to estimate the elevation synchronous signal. We then
subtracted this polynomial from the data before estimating the noise. We fit our model to
the data both when this TOD subtraction was performed and when it was not. In general
the results agree between subtracted and unsubtracted TODs. The bowling should also
be down-weighted as noise in the fitting procedure via the noise estimation routines in
Minkasi. The bowl’s characteristic scale is the map scale, ∼ 6′ , and so it should not influence
parameter estimation for features near the center of the map with relatively smaller angular
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TOD Subtract
β1
Yes
1.35 ± 0.05
Yes
1.38 ± 0.05
No
1.09 ± 0.03
No
1.13 ± 0.03
Yes
0.98
Yes
0.98
No
0.98
No
0.98

r3
r1
r2
r1
r2
r1
r2
r1
r2

fNE
0.88 ± 0.09
0.67 ± 0.06
0.76 ± 0.06
0.59 ± 0.5
0.73 ± 0.09
0.54 ± 0.07
0.70 ± 0.07
0.53 ± 0.05

fS W
Significance
0.66 ± 0.09
8.54
0.51 ± 0.07
8.60
0.49 ± 0.07
8.94
0.38 ± 0.06
9.00
0.51 ± 0.09
6.89
0.38 ± 0.07
6.47
0.44 ± 0.07
8.42
0.33 ± 0.06
8.03

Table 5.4: Table summarizing the results of the various fitting routines we completed.
TOD subtract indicates whether the estimated elevation synchronous signal was subtracted
from the data or not (see Section 5.4). β1 is the power law for the outer beta profile; if no
uncertainty is given, then it was fixed in that model; if an uncertainty is given, then it was a
free parameter. The column r3 indicates whether the line-of-sight core radius was set to the
semi-major (r1 ) or semi-minor (r2 ) core radius. fNE and fS W are the suppression factors for
the North-East and South-West bubbles, respectively.
scale, like the bubbles. Still, as a check we developed a method to reduce the bowling and
compared the results when we applied this method to when we did not.
Finally, we also considered both models where the outer profile slope β1 was fixed to
the value from Vantyghem et al. 172 (0.98) and ones where it was a free parameter of the
model. We again considered every permutation of TOD subtraction and r3 = r1 or r2 . The
results of these fits are given in Table 5.4, while a plot of the data and the residuals of the
data less one of the variations is shown in Figure 5.2
We consistently find that higher suppression factors in the North-East bubble as compared to the South-West bubble are preferred. While the exact value of fNE and fS W depends
on the exact fit parameters we choose, the values are all inconsistent with f = 1 and
with f = 0. fNE ranges from 0.53 − 0.88, while fS W ranges from 0.33 − 0.66. For both
the North-East and South-West bubbles, the resulting suppression factors indicate that
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if the pressure support in the bubbles is thermal, it must be coming from electrons with
temperature ≳ 100 keV.
To quantify the success of our model, for each variation presented in Table 5.4 we fit a
model in the same way, with the same parameters except with the bubble suppression fixed
to f = 0. This is equivalent to just fitting to an double isobeta model. For each variation, we
then performed an F-test between the variation and its corresponding no bubble model. We
list the equivalent significances in Table 5.4. Due to the similarity between the significances
in variations models and the large number of variations we performed, these should not
be used to select between the models; it is only to show that all variations significantly
improve the fit by at least 6σ as compared to the same model without bubbles.
3

3

2

74°16'

2

74°16'

1
Dec (ICRS)

Dec (ICRS)

1
15'
0
1

14'

15'
0
1

14'

2
13'

30"
7h42m00s

41m45s
RA (ICRS)

30s

2
13'

3

30"
7h42m00s

41m45s
RA (ICRS)

30s

3

Figure 5.2: Signal to noise ratio (SNR) map for MS0735 for the data (left) and residual of
the data minus the TOD subtracted, β1 fit parameter, r3 = r1 variation (right), which is the
first variation listed in Table 5.4. The contours are at steps of SNR = 1. The cross indicates
the cluster center, and the circles show the X-ray identified bubble locations. The white
circle in the bottom left shows the MUSTANG-2 beam. Note the small (∼ 1SNR/beam)
excess at the position of the North-East bubble. This feature was consistent across the
variations and may indicate that the North-East bubble is being slightly over-subtracted. If
so this would suggest that the value for the North-East suppression factor may be biased
somewhat high.
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5.5

Discussion

For all of the variations we considered, support by thermal electrons with temperature
≲ 10 keV ( f ≃ 0.06) is excluded at at least 4.5σ. The lowest suppression factor at 2σ is
f = 0.21, roughly correlating to thermal support from electrons at ∼ 50 keV, and that is
only for the South-West bubble. For the North-East bubble, pressure support by thermal
electrons with a temperature of 100 keV ( f ≃ 0.37) is excluded at 2.5σ, while the lowest
temperature not excluded at 2σ is ∼ 125 keV.
While our best fit suppression factors were significantly lower than those found in
Abdulla et al. 5, our findings still support their general conclusions that if the bubbles in
MS0735 are supported by thermal pressure, the plasma in these bubbles must be at least
∼ 100 keV. Alternatively, the cavities may be supported by particles with a non-thermal
momentum distribution, or the support may be provided by magnetic fields [29]. Of
course, the work here cannot rule out a combination of thermal pressure support with
other sources of pressure support. Our results here also much more strongly constrain the
support mechanisms of the bubbles of MS0735; while Abdulla et al. 5 were able to rule out
thermal support by electrons with pressure ∼ 100 keV at 2σ, we are able to make the same
determination at 4.6σ.
In general, when we fixed our outer isobeta to the value reported in Vantyghem et al.
172, we recovered lower suppression factors than when we made β1 a fit parameter. When
β1 was fit for, we favored steeper values than Vantyghem et al. 172 and, correspondingly,
our fit amplitude was higher then when we fixed β1 = 0.98. In other words, the best fit
with a free β1 preferred a steeper, but higher amplitude outer isobeta. This leads to the
outer isobeta profile being ∼ 20% larger in amplitude at the radius of the bubbles, and
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TOD Subtract
β1
Yes
1.35 ± 0.05
Yes
1.38 ± 0.05
No
1.09 ± 0.03
No
1.13 ± 0.03

r3
r1
r2
r1
r2

Significance
13.23
15.27
6.68
8.49

Table 5.5: Statistical significance of the improvement of fit as determined by an F-test
for freeing the outer slope β1 for various combinations of TOD subtraction and r3 values.
In general the fit is improved at a statistically significant level, however there may be a
degeneracy between the bowling of the maps and β1 . See the discussion in Section 5.5.
correspondingly requires a higher suppression factor to fit the data. The values for f that
we find with β = 0.98 are directly comparable to Abdulla et al. 5; but on the other hand
MUSTANG does have the ability to accurately constrain SZ profiles, and so the models
with β1 as a fit parameter may be more accurate. Since the free β model is a strict superset
of the fixed β model, we can again apply a F-test to determine whether the fit values of β
are preferred over the Vantyghem et al. 172 at a statistically significant level. These results
can be found in Table 5.5. In all cases we find statistically significant support for the higher,
fit values of β. The significance is stronger when the TODs have been bowling subtracted,
which may indicate some degree of degeneracy between the outer profile β and the bowling
effect. Specifically, the TOD subtracted fits prefer steeper β than the non-TOD subtracted
fits, which may indicate that β is being raised in the fit to account for the bowling, i.e. that
the increase in β is not physical. As such, and to have a direct comparison to Vantyghem
et al. 172, we have reported fits with both a fixed and fit β.
In this work, we have demonstrated the capability of MUSTANG-2 to constrain the
thermal content of cavities in the ICM of a cluster. While the typical cavity is significantly
smaller than those in MS0735 (∼ 2 − 10′′ [95]), other clusters with large cavities would
likely also prove to be good candidates for MUSTANG-2 observations. Looking to the
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future, the upcoming TolTEC experiment will enable even higher sensitivity observations
of clusters with cavities with sufficient resolution (∼ 5′′ ) to resolve many cavities, and
will add coverage of a significant portion of the southern sky. TotlTEC will also provide a
multi-chroic view of cluster cavities, which may prove useful for distinguishing between
support mechanisms[42; 41]. Finally, ALMA continues to provide the capability to observe
cavities in particularly interesting systems.
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Chapter 6
Conclusion
The Simons Observatory Large Aperture Telescope Receiver is now in the final stages
of acceptance testing and integration. By the end of this summer it will be packed and on its
way to Chile, where it will be installed in the Large Aperture Telescope this coming winter.
This is the fruit of many years of design and validation work, much of which is detailed
in this thesis. After deployment, first light will occur in spring of 2023, with scientific
observations to follow shortly. Scheduled upgrades to the LATR will continue through
2025, with the addition of optics tubes up the 7 planned for SO nominal. Observations
with SO nominal will continue through at least 2028. If funded, development of Advanced
SO, including the construction of an additional 6 optics tubes, will begin shortly after the
deployment of the LATR, with the additional optics tubes being fielded around 2027, and
Advanced SO observations continuing until at least 2033. The SO nominal LATR will
produce a 20,000 square degree map of the sky down to 4.5 µK-arcmin, comparable in
depth to the South Pole Telescope maps. If deployed, Advanced SO will further deepen
that map to 2.5 µK-arcmin. The LATR map will have significant overlap with the upcoming
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Vera C. Rubin Observatory, enabling cross-correlative studies, for example between optical
tracers of mass such as galaxies and SZ sourced Compton-y maps. Vera C. Rubin will itself
create a catalog of optically selected galaxy clusters, for which a mass-richness calibration
of the type presented in this work may be useful. Further, SO will also generate a catalog of
∼ 20, 000 clusters which will enable us to probe cosmology out to a redshift of z ≃ 3.
On the side of high resolution observations of galaxy clusters, MUSTANG-2 will
continue to make maps of clusters which allow us to discern their dynamical state. In
particular, more observations of clusters with AGN sourced x-ray cavities will allow us to
further constrain the support mechanisms of these cavities, informing our theories of AGN
feedback. The upcoming TolTEC experiment on the Large Millimeter Telescope will make
high resolution maps of clusters with a greater sensitivity than MUSTANG-2, while adding
access to the southern sky. Further, the multi-frequency observations TolTEC provides may
improve our ability to distinguish between cavity support mechanism scenarios. I hope to
continue to develop the modeling framework that was presented in this thesis for use with
upcoming MUSTANG-2 projects and potentially with TolTEC ones as well.
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Appendix A
Appendix

A.1

Indices

I use a number of conventions when writing indices throughout this thesis. Firstly, I
use the standard notation that repeated indices are summed over. For example, if ⃗x, ⃗y are
vectors, then

⃗x · ⃗y =

n
X

xi yi ≡ xi bi

(A.1)

i=1

Secondly, I use English letters for dummy indices for the three spacial dimensions
and Greek letters, such as µ and ν in four. Finally, I use the convention that upper indices
represent contravariant vectors, while lower indices represent covariant vectors. Relatedly I
represent contravariant vectors by column matrices while covariant vectors I represent via
row matrices.
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A.2

Bootstrapping

⃗
Throughout the paper, we are presented with a situation in which we have a data set, d,
which we are interested in computing some statistic on, and for which we would like to
estimate the uncertainty in that statistic. We use the bootstrapping method to do so: given
⃗ we resample from that data set with replacement k times, resulting in a superset of data
d,
sets, {d⃗1 , ...d⃗i , ...d⃗k } where the d⃗i are the resampled data sets. For each d⃗i , we compute a
statistic on d⃗i , which we call µi , generally the mean, or in the case where the data are maps,
the central emission. We then have a set of statistics, ⃗µ = {µ1 , ...µi , ...µk }. We then take the
average and standard deviation of ⃗µ as the average and standard deviation of that statistic
⃗
on d.
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A.3 ACT SZ masses versus CARMA, ACA, MUSTANG2,
and NIKA2
Table A.1: Comparison of the masses inferred using ACT data to those from SZ observations with CARMA [78], ACA [50], MUSTANG2 [54], and NIKA2 [147]. The NIKA2
measurement, as reported in Ruppin et al. 147, relied on a strong, informative prior on the
integrated SZ signal from CARMA [78] and hence should likely not be regarded as an
independent constraint. We include it for completeness, and note they include a large, 56%
systematic uncertainty. All three surveys assumed the Arnaud et al. [20] scaling relation.
Cluster ID
MOO J0105+1324
MOO J0129−1640
MOO J0319−0025
MOO J1014+0038
MOO J1142+1527
MOO J1322−0228
MOO J1354+1329
MOO J1414+0227
MOO J1514+1346
MOO J1521+0452
MOO J2146−0320
MOO J2206+0906
MOO J2231+1130

M500,ACT
[1014 M⊙ ]
+0.65
3.53−0.55
+0.70
3.14−0.57
2.38+0.56
−0.45
3.53+0.57
−0.50
5.00+0.78
−0.67
3.30+0.66
−0.55
2.05+0.35
−0.30
3.04+0.56
−0.40
2.54+0.43
−0.37
3.68+0.57
−0.50
3.16+0.60
−0.50
4.34+0.83
−0.70
3.54+0.75
−0.62

M500,ACA
[1014 M⊙ ]
2.57+0.30
−0.30

2.75+0.32
−0.32

3.90+0.54
−0.76
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M500,CARMA
[1014 M⊙ ]

M500,MUSTANG2
[1014 M⊙ ]

4.03+0.48
−0.45

3.83+0.38
−0.37

3.11+0.53
−0.47
3.26+0.32
−0.30
5.45+0.58
−0.51

1.89+0.68
−0.79
3.65+1.03
−0.94
2.66+0.93
−0.74
4.38+1.51
−1.37

3.12+0.30
−0.30
3.52+0.34
−0.33
3.07+0.48
−0.58
2.46+0.32
−0.35

M500,NIKA2
[1014 M⊙ ]

6.06 ± 3.47

Acronyms
ACT

Atacama Cosmology Telescope.

AR

Anti-reflection.

BICEP

Background Imaging of Cosmic Extragalactic Polarization.

CAD

Computer Aided Design.

CMB

Cosmic Microwave Background.

COBE

Cosmic Background Explorer.

DES

Dark Energy Survey.

DR

Dilution Refrigerator.

FEA

Finite Element Analysis.

FLRW

Friedmann-Lemaitre-Robertson-Walker.

FoS

Factor of Safety.

FoV

Field of View.
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ICM

Intracluster Medium.

IR

Infrared Radiation.

ISW

Integrated Sachs-Wolfe.

LAT

Large Aperture Telescope.

LATR

Large Aperture Telescope Receiver.

LF

Low-frequency.

LNA

Low Noise Amplifiers.

MC

Mixing Chamber.

MF

Mid-frequency.

MLI

Multi-layer Insulation.

NIST

National Institute for Standards and Technology.

OFHC

Oxygen-Free High-purity Copper.

OT

Optics Tube.

PSD

Power Spectral Density.

PT

Pulse Tube.

RF

Radio Frequency.
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SAT

Small Aperture Telescope.

SO

Simons Observatory.

SPT

South Pole Telescope.

SZ

Sunyaev-Zel’dovich.

TES

Transition Edge Sensor.

UHF

Ultra-high-frequency.

UHMWPE

Ultra-High Molecular Weight Polyethylene.

URH

Universal Readout Harness.

WMAP

Wilkinson Microwave Anisotropy Probe.
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