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La simulation du rayonnement d’antennes aéroportées sur de larges plateformes ainsi
que le calcul de la signature radar des grandes structures sont des problèmes majeurs
pour les grands industriels de l’aéronautique. Les méthodes numériques mises en œuvre
pour simuler de tels phénomènes doivent être adaptées à la grande taille des aéronefs
vis-à-vis de la longueur d’onde. Les méthodes numériques dédiées à la simulation élec-
tromagnétique modélisent le phénomène physique suivant : l’objet étudié est excité par
une source électromagnétique qui engendre un champ diffracté en tout point de l’espace.
Pour calculer le champ diffracté, les équations de Maxwell sont résolues. Les méthodes
capables de résoudre ces équations pour n’importe quelle source électromagnétique sont
dites full-wave. Elles peuvent se classer en deux catégories : les méthodes volumiques et
les méthodes surfaciques.
Les méthodes volumiques consistent à résoudre les équations de Maxwell sous forme
différentielle dans le volume de l’objet et son environnement. Dans ce type de méthodes,
nous pouvons citer la FDTD [1] (Finite Difference in Time Domain) qui est une mé-
thode temporelle calculant le champ électromagnétique sur le maillage cartésien d’un
objet. Elle a pour avantage de calculer les champs d’une cellule à l’instant t en connais-
sant uniquement les champs à l’instant précédent et dans les cellules voisines. Avec un
schéma explicite, il n’y a pas de système linéaire à résoudre. De plus, chaque cellule
peut posséder ses propres caractéristiques (diélectriques, conductrices, ...) ce qui est in-
téressant pour modéliser des objets hétérogènes. En revanche, le maillage cartésien de
l’objet peut ne pas être fidèle à la géométrie de l’objet et des problèmes de dispersion
numérique peuvent dégrader les performances de la méthode pour des objets de grande
taille. Dans le domaine fréquentiel, la méthode des éléments finis [2] est aussi très po-
pulaire. Elle traite très bien les objets de géométrie complexe et les objets fortement
hétérogènes. L’approximation éléments finis conduit à un système linéaire creux qui re-
présente les interactions entre éléments voisins. Ce système linéaire est résolu par des
méthodes directes ou itératives. L’inconvénient de cette méthode est qu’elle nécessite des
ressources de calcul très importantes. De plus, des conditions absorbantes doivent être
utilisées pour tronquer l’espace de calcul puisque le milieu entourant l’objet diffractant
est maillé. Les méthodes volumiques sont donc intéressantes pour simuler dans le do-
maine fréquentiel ou temporel des objets hétérogènes. Cependant, pour l’étude d’objets
homogènes, il peut être plus intéressant de se ramener à un problème surfacique.
Les méthodes surfaciques consistent à résoudre les équations de Maxwell sous forme
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intégrale sur la surface de l’objet. Dans le domaine fréquentiel, la méthode des équations
intégrales de frontières, aussi connue sous le nom de méthode des moments (MoM),
calcule le champ diffracté en tout point de l’espace à partir de la connaissance des
courants circulant sur la surface de l’objet. Ces méthodes sont très populaires pour la
résolution des problèmes de diffraction d’ondes et de rayonnement impliquant de grands
objets homogènes ou homogènes par couches. En effet, seules les discrétisations de la
surface de l’objet et des interfaces entre différents matériaux sont requises. Cependant,
la discrétisation des formulations intégrales conduit à des matrices denses et parfois mal
conditionnées résolues par des solveurs directs ou itératifs. Il devient donc très difficile de
développer une méthode efficace et robuste résolvant les équations intégrales de frontière.
Pour pallier à cette difficulté, il existe deux approches :
— le développement de méthodes d’accélération,
— la construction de préconditionneurs.
Parmi les méthodes d’accélération, nous pouvons citer les méthodes AIM [3], IE-QR
[4], IE-FFT [5], MLFMA [6] et ACA [7]. Elles ont pour but de réduire la complexité
de calcul ainsi que les besoins mémoire. L’objectif des préconditionneurs est d’améliorer
le conditionnement du système linéaire afin d’accélérer la résolution itérative. Très sou-
vent, le préconditionneur est appliqué après l’assemblage, on cherche à préconditionner
le système linéaire par une matrice approchant au mieux l’inverse de la matrice globale.
Parmi ces méthodes, nous citerons [8], [9] et [10]. Il est aussi possible d’agir en amont de
l’assemblage en préconditionnant la formulation, nous citerons en particulier la formu-
lation GCSIE développée à l’ONERA [11]. Ces études ont apporté des solutions pour
la diffraction d’ondes planes par des objets électriquement larges. Toutefois, des conver-
gences lentes peuvent toujours être constatées pour des applications réalistes. Dans le
cas d’un avion, les difficultés rencontrées proviennent de sa géométrie. En effet, il est
de grande taille par rapport à la longueur d’onde, il comprend de nombreux câbles de
faible diamètre, ainsi que des antennes et des emports tels que des missiles. La réso-
lution d’un tel problème est très complexe voire impossible. La génération du maillage
de bonne qualité d’un tel objet est difficile. Même si ce maillage peut être réalisé, il
pourra conduire à une matrice très mal conditionnée en raison des différences de pas de
maillage selon les zones de l’avion. Les méthodes d’accélération comme la MLFMA sont
d’ailleurs très sensibles aux objets surmaillés. Suite à ce constat qu’il était nécessaire
de développer de nouvelles méthodes pour faire face à ces difficultés, Zhen Peng et al.
ont proposé récemment une méthode IE-DDM (Integral Equations - Domain Decom-
position Method) combinant équations intégrales et décomposition de domaine pour la
résolution de la diffraction d’ondes planes par des objets parfaitement conducteurs [12].
Les décompositions de domaine qui sont déjà largement appliquées dans la méthode des
éléments finis et en FDTD n’ont été que très peu appliquées aux méthodes des équations
intégrales de frontière. La méthode se base sur une décomposition en sous-domaines du
problème original. Les sous-domaines seront résolus indépendamment les uns des autres
puis leurs solutions couplées. La méthode présente trois avantages :
— le calcul de la solution des sous-domaines permet de produire un préconditionneur
efficace,
— elle traite bien l’aspect multi-échelles du problème par l’indépendance des sous-
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domaines qui peuvent être maillés indépendamment les uns des autres,
— elle apporte de la flexibilité pour les études paramétriques car si une géométrie
change, seuls les maillages des domaines modifiés doivent être régénérés.
La méthode IE-DDM est accélérée par la méthode des multipôles rapides. Les résultats
présentés dans [12] sont très impressionnants. Cependant, la méthode étant récente, elle
n’a été appliquée qu’à des cas limitatifs (objets métalliques, diffraction d’ondes planes,
quelques incidences) qui méritent d’être étendus.
C’est dans ce contexte que s’inscrit cette étude. Elle consiste à étudier et étendre
la résolution des équations intégrales de surface par une méthode de décomposition de
domaine. Par ailleurs, un effort important vise à en améliorer les performances par la
compression hiérarchique des matrices via l’algorithme ACA (Adaptive Cross Approxi-
mation). Cette méthode est appliquée à la diffraction d’ondes planes par des grandes
plateformes parfaitement conductrices pouvant aussi être revêtues de diélectriques et au
rayonnement d’antennes aéroportées.
La démarche a consisté dans un premier temps à étudier et développer des for-
mulations équations intégrales multi-domaines prenant en compte différentes sources
électromagnétiques pour des objets parfaitement conducteurs recouverts ou non de di-
électrique. Pour cela, la décomposition en sous-domaines proposée par Zhen Peng et
al. a été étudiée. Ensuite, la formulation décrite dans [12] a été implémentée pour la
diffraction par des objets métalliques. Suite à des résultats en désaccord avec la MoM de
référence, nous avons proposé de nouvelles formulations IE-DDM. Celles-ci ont ensuite
été étendues au rayonnement d’antennes ainsi qu’aux objets parfaitement conducteurs
revêtus de diélectrique.
La démarche a ensuite consisté à développer un solveur efficace adapté à la formu-
lation IE-DDM. Pour cela, le système linéaire a été préconditionné par une résolution
locale des sous-domaines. La résolution a ensuite été effectuée avec un solveur itératif
basé sur le MGCR [13] afin de prendre en compte efficacement des seconds membres
multiples. Le solveur a été testé sur des modèles simplifiés d’avions et a mis en évidence
une forte amélioration de la convergence par rapport à des méthodes non précondition-
nées.
L’étude a alors consisté à implémenter la compression hiérarchique des matrices
équations intégrales dans la méthode IE-DDM en alternative aux méthodes MLFMA.
Le premier objectif était de réduire la mémoire utilisée et la complexité des calculs. Le
deuxième objectif était de pouvoir calculer la factorisation LU approchée des matrices
hiérarchiques. Cela a permis de réduire fortement le coût des itérations du solveur. De
plus, l’utilisation des matrices hiérarchiques conduit à des produits matrice-vecteur très
rapides et est très efficace pour simuler des objets surmaillés.
Pour finir, nous avons étudié les performances de la méthode sur des modèles d’avions
qui sont des objets de grande taille et de géométries non canoniques. Pour cela, nous
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avons d’abord développé plusieurs versions parallèles de la méthode IE-DDM. Ensuite,
nous avons testé l’efficacité de la méthode sur différents cas : nombreuses ondes planes,
rayonnement d’antennes aéroportées sur des objets parfaitement conducteurs revêtus ou
non de diélectrique, grand nombre d’inconnues, objets surmaillés.
Pour présenter cette démarche, le plan du manuscrit est le suivant :
Dans le chapitre 1, nous présentons un état de l’art des méthodes numériques dans
le domaine fréquentiel dédiées à la résolution de problèmes de grande taille. Nous com-
mentons le choix d’une méthode qui dépend principalement des matériaux utilisés.
Dans le chapitre 2, nous détaillons la méthode des équations intégrales de frontière
qui constitue la base théorique de cette étude. Nous introduisons la formulation utilisée
pour les objets parfaitement conducteurs et les objets parfaitement conducteurs recou-
verts de diélectrique. La discrétisation est ensuite décrite ainsi que le système linéaire
obtenu. Plusieurs méthodes de résolution de systèmes linéaires sont alors présentées.
Enfin, la méthode multipôles rapide est sommairement décrite.
Dans le chapitre 3, la méthode de compression hiérarchique des matrices équations
intégrales par l’algorithme ACA est présentée. Nous commençons par donner un aperçu
des concepts de matrice hiérarchique et de matrice de rang faible. L’algorithme ACA
est alors décrit et ses propriétes sont illustrées à l’aide de quelques tests paramétriques.
L’association des matrices hiérarchiques et de l’algorithme ACA dans le cadre de la
compression des matrices équations intégrales est décrite. Nous présentons ensuite une
technique permettant de calculer une factorisation LU approchée de la matrice hiérar-
chique. Ensuite, une comparaison critique entre les méthodes FMM et la méthode ACA
est effectuée. La deuxième partie du chapitre est dédiée à l’implémentation d’un outil de
construction de matrices hiérarchiques dans un code d’équations intégrales. L’influence
des critères d’approximation ACA et HLU sur la précision et les performances de la
méthode est étudiée.
Dans le chapitre 4, la formulation équations intégrales – multi-domaines (IE-DDM)
est établie. Nous commençons par décrire la décomposition en sous-domaines. Ensuite,
diverses formulations sont étudiées puis testées sur la diffraction d’ondes planes et le
rayonnement d’antennes. Une formulation sera retenue pour la suite. La formulation
est aussi étendue pour prendre en compte le modèle d’objets parfaitement conducteurs
recouverts de diélectrique. Enfin, la représentation hiérarchique de la formulation IE-
DDM est présentée et sa précision validée.
Dans le chapitre 5, un solveur itératif spécifiquement adapté à la formulation IE-
DDM est développé. Nous expliquons le préconditionneur mis en place et son interpréta-
tion physique. La mise en œuvre algorithmique est ensuite détaillée. Diverses techniques
permettant d’accélérer le solveur sont étudiées. Ensuite, nous observons les performances
du solveur sur la résolution de multiples seconds membres et sur les objets parfaitement
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conducteurs recouverts de diélectrique.
Dans le chapitre 6, la méthode IE-DDM est testée sur plusieurs cas d’étude de grande
taille. Pour y parvenir, la méthode est donc parallélisée. La première étude porte sur
la diffraction de nombreuses ondes planes sur l’avion. Les deuxième et troisième études
portent sur le rayonnement d’antennes. Enfin, les quatrième et cinquième études portent




État de l’art des méthodes
numériques fréquentielles pour la
simulation électromagnétique des
problèmes de grande taille
1.1 Introduction du chapitre
Dans ce chapitre, nous présentons un état de l’art synthétique des méthodes numé-
riques fréquentielles adaptées à la simulation électromagnétique des larges plateformes.
Dans un premier temps, nous présenterons la méthode FETI qui combine méthode des
éléments finis et décomposition de domaine pour la simulation d’objets hétérogènes. Pour
le calcul du champ lointain rayonné par un corps homogène, la méthodes des équations
intégrales est très souvent utilisée. Nous étudierons en détail une formulation dans le
chapitre 2. Toutefois, nous présentons dans ce chapitre deux formulations intégrales :
une formulation bien conditionnée développée à l’ONERA pour les objets parfaitement
conducteurs et une couramment utilisée dans la communauté de la simulation électro-
magnétique pour la modélisation des objets diélectriques. Enfin, nous présentons une
méthode hybride éléments finis - intégrales de frontière très intéressante pour la réso-
lution des problèmes de diffraction par des objets inhomogènes. Bien sûr, cette liste
n’est pas exhaustive et il existe une multitude de méthodes permettant de résoudre des
problèmes de grande taille.
1.2 Méthode de décomposition de domaine FETI
La méthode des éléments finis (FEM) est une méthode numérique fréquentielle très
populaire pour la simulation électromagnétique. Ses deux principaux avantages sont sa
capacité à traiter les géométries complexes ainsi que les matériaux hétérogènes. L’ap-
proximation éléments finis des équations de Maxwell conduit à un système linéaire creux
résolu habituellement par des méthodes directes ou itératives. Cependant, les applica-
tions récentes en antennes ou circuits micro-ondes requièrent la solution de problèmes de
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plusieurs centaines de millions d’inconnues. Les méthodes de décomposition de domaine
(DDM), en particulier les méthodes FETI, permettent de résoudre ces problèmes de très
grande taille. Au départ, les méthodes de décomposition de domaine ont été développés
pour le calcul parallèle efficace de la solution aux problèmes elliptiques. La méthode
de décomposition de domaine FETI consiste à imposer les conditions de Neumann sur
les interfaces, les surfaces raccordant les sous-domaines [14]. Par la suite, la méthode
FETI a été étendue à la résolution des équations d’Helmholtz (FETI-H) par application
des conditions de Robin sur l’interface [15]. Pour optimiser la résolution des problèmes
d’interface, la méthode FETI-2 [16] applique un préconditionneur coarse grid. La mé-
thode FETI Dual-Primal (FETI-DP) [17] qui impose les conditions de Dirichlet sur un
nombre limité de noeuds est plus pratique que la méthode FETI-2 puisqu’elle mène à
des préconditionneurs globaux creux. L’extension de la méthode FETI-DP à l’équation
d’Helmholtz avec les conditions de transmission de Robin est appelé FETI-DPH [18].
Cette méthode a été étendue avec succès au domaine fréquentiel (FETI-DPEM) pour le
calcul de réseaux d’antennes et de structures périodiques telles que les métamatériaux
[19, 20].
Ici, nous allons décrire sommairement le principe général de la méthode FETI-2LM
[21] pour les équations de Maxwell. Elle consiste à décomposer le domaine de calcul
en sous-domaines non recouvrants. La solution sera alors calculée dans chaque sous-
domaine en résolvant un système éléments finis par une méthode directe. Ensuite, la
continuité du champ tangentiel sur les interfaces est imposée en utilisant deux multi-
plicateurs de Lagrange. Cela conduit à un problème réduit sur les interfaces pouvant
être résolu par une méthode itérative. La solution du problème d’interface est utilisée
comme condition de frontière pour évaluer les champs dans chaque sous-domaine.
Notons Ω = Ω1∪Ω2∪ · · ·∪ΩN une partition du domaine de calcul initial en N sous-
domaines. La combinaison de l’équation de Maxwell-Ampère avec l’équation de Faraday











Le vecteur Esource représente le champ incident sur le volume Ωi. k0 = ω
√
ε0µ0 est le
nombre d’onde dans l’espace libre, εr,i est la permittivité relative dans Ωi et µr,i la
perméabilité relative dans Ωi. ΓABC est la frontière du volume Ω de normale nˆext où le
champ diffracté satisfait les conditions de frontière absorbantes :





Sur des surfaces parfaitement conductrices ΓPEC , le champ électrique diffracté satisfait
la condition de frontière sur conducteur parfait :
nˆext × Ediffi = −nˆext × Esource (1.3)
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Pour assurer que les ondes traversent les interfaces sans réflexion, on recherche des
approximations locales de conditions transparentes entre les sous-domaines. Notons Ediffij
le champ électrique sur l’interface du sous-domaine Ωi adjacent au sous-domaine Ωj. Sur
l’interface Γij séparant les sous-domaines Ωi et Ωj, on impose les conditions de Robin



















La continuité des champs électriques et magnétiques tangentiels sur les interfaces Γij
séparant deux sous-domaines Ωi et Ωj conduit à la relation suivante devant être satisfaite
par les multiplicateurs de Lagrange Λij et Λji sur Γij :










Introduisons l’espace fonctionnelH (rot,Ωi) =
{
u ∈ L2 (Ωi)3 ,∇× u ∈ L2 (Ωi)3
}
. La
formulation faible utilisée par le calcul du champ diffracté Ediff appartenant à l’espace
H (rot,Ωi) dans le domaine Ωi et satisfaisant la condition PEC (1.3) est obtenue par
application de la méthode de Galerkin qui teste l’équation d’onde (1.1) avec des fonctions































La résolution itérative du problème d’interface est basée sur la méthode de Krylov
ORTHODIR [22]. On peut écrire :





(nˆi ×Wi) · (nˆi ×Wi) dΓij (1.10)
Cette méthode itérative est constituée de quatre étapes :
1. Calcul de la solution locale dans chaque sous-domaine en utilisant les conditions
de Robin pour résoudre les problèmes (1.6) et (1.7).
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2. Échange des champs Ediff et des multiplicateurs de Lagrange Λ sur chaque inter-
face
3. Calcul de gij = Λij + Λji − (Mij +Mji) Ediffji
4. Implémentation de l’algorithme ORTHODIR avec un critère d’arrêt ‖g‖ < ε
Pour une description plus complète, nous renvoyons au chapitre 19 de [21].
1.3 Formulation équation intégrale GCSIE
Ces techniques développées au DEMR [23], conjuguant analyse mathématique et ap-
proche physique, permettent de reformuler le problème de la propagation des ondes en
une équation de frontière intrinsèquement bien conditionnée. Elles sont applicables aussi
bien aux équations intégrales qu’aux décompositions de domaine. Le préconditionneur
qui habituellement est appliqué après l’assemblage du système linéaire est ici conçu en
amont avant le processus de discrétisation et est contenu dans le formalisme continu.
Les matrices GCSIE s’avèrent très bien conditionnées, faisant de ces techniques une ré-
ponse crédible aux défis futurs posés par les gros cas d’applications. Cette formulation
est particulièrement adaptée pour résoudre la diffraction d’ondes planes par des objets
parfaitement conducteurs à très hautes fréquences.
Considérons la diffraction d’une onde par un objet de frontière Γ et d’orientation nˆ.
Le problème à résoudre est :
Trouver E ∈ W+ tel que nˆ× E = −nˆ× Einc (1.11)
où W+ est un espace dans lequel est cherchée la solution. Un moyen naturel de résoudre
un tel problème à l’aide des équations intégrales consiste à paramétrer l’espace des ondes
admissibles W+ par une fonction liant la distribution de courants sur Γ aux champs
électriques de W+ :
V : D′ (Γ)→ W+ (1.12)
L’équation intégrale associée à ce potentiel V est :
nˆ× V (u) = −nˆ× Einc (1.13)
On peut alors établir l’équation intégrale en sources combinées (CSIE) :
nˆ× L (αnˆ× u)− nˆ×Ku = −nˆ× Einc (1.14)
où L etK sont des opérateurs intégraux associées à la fonction de Green. En pratique, on
utilise souvent une équation intégrale en champs combinés (CFIE), combinaison d’une
équation intégrale en champ électrique (EFIE) avec une équation intégrale en champs
magnétique (MFIE). On exprime d’abord les champs diffractés en fonction des traces
tangentielles sur la surface à partir des formules de Stratton-Chu :
E = L (nˆ×H)−K (nˆ× E) (1.15)
H= −K (nˆ×H) + L (nˆ× E) (1.16)
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Nous obtenons donc l’EFIE et la MFIE pour un objet PEC en considérant que nˆ×E = 0 :
L (j) = −Einc (1.17)
nˆ×K (j) + j = nˆ×Hinc (1.18)
En les combinant, on obtient la CFIE qui permet d’éviter des problèmes de fréquences
irrégulières :
αL (j) + nˆ×K (j) + j = −αEinc + nˆ×Hinc (1.19)
La CFIE est plus souvent utilisée que la CSIE. Cela est en partie dû au fait que les
inconnues de la CFIE sont les courants physiques circulant sur la surface. En revanche,
les inconnues de la CSIE n’ont pas réellement d’interprétation physique mais ceci offre
justement des degrés de liberté qui peuvent permettre une efficacité meilleure qu’avec
des courants contraints par une interprétation physique. De plus, la GCSIE développée
à partir de la CSIE est une équation qui sera mieux conditionnée.
La première idée de la GCSIE consiste à réécrire les formules de Stratton-Chu (1.15)
avec seulement une des traces tangentielles du champ électromagnétique. En effet, la
trace tangentielle du champ magnétique peut être vue comme l’image de la trace tan-
gentielle du champ électrique par un opérateur qui établit une bijection entre les deux
traces :
nˆ×H = Y + (nˆ× E) (1.20)
Y + est un opérateur de Dirichlet-to-Neumann ou de Steklov-Poincaré d’un point de
vue mathématique. Du point de vue physique, Y + peut être vu comme un opérateur
admittance. On peut donc réécrire E :
E = LY + (nˆ× E)−K (nˆ× E) (1.21)
Ainsi sur Γ, on a la trace tangentielle suivante :




− nˆ×K (nˆ× E) (1.22)
Pour la résolution de (1.11) par les équations intégrales de source, le meilleur choix pos-
sible est de prendre le potentiel V u = L (Y +u)−Ku. Ce raisonnement est entièrement
formel car nous n’avons aucune connaissance explicite de Y +. Cependant, si on peut
construire une approximation numérique Y˜ + de Y +, il est suggéré d’adopter le potentiel









− nˆ×Ku = −nˆ× Einc (1.23)
Nous renvoyons à [23] pour le choix et le calcul de l’approximation Y˜ +.
1.4 Formulation équation intégrale PMCHWT
Dans cette section, nous présentons la formulation PMCHWT [24, 25, 26] du nom
de leurs auteurs Poggio, Miller, Chang, Harrington, Wu et Tsai. C’est une équation
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Figure 1.1 – Objet homogène dans un milieu homogène excité par une source électro-
magnétique
intégrale de surface pour les objets pénétrables homogènes (figure 1.1) ou possédant
plusieurs régions diélectriques (figure 1.3).
Pour des frontières non parfaitement conductrices, les champ tangentiels ne s’an-
nulent pas sur et à l’intérieur de l’objet délimité par la surface. Nous avons les conditions
de frontière suivantes :
Etg1 = Etg2 (1.24)
Htg1 = Htg2 (1.25)
ε1, µ1
E1 = 0,H1 = 0
j1 = nˆ×H1







m2 = −E2 × nˆ
E2 = 0,H2 = 0
ε2, µ2
(a) Problème extérieur (b) Problème intérieur
Figure 1.2 – Problèmes équivalents
Pour modéliser un tel problème, deux problèmes sont posés : un problème intérieur
et un problème extérieur (figure 1.2). Le champ total se décompose en la somme d’un
champ incident et d’un champ diffracté :
Etgdiff1 − Etgdiff2 = −Etginc1 + Etginc2 (1.26)
Htgdiff1 −Htgdiff2 = −Htginc1 + Htginc2 (1.27)
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Les champs diffractés de la région m peuvent s’exprimer en fonction des potentiels































mm (r′)G (r, r′) dr′ (1.31)
jm et mm sont les courants surfaciques électriques et magnétiques dans la région m. Ce
sont les inconnues du problème que nous cherchons à calculer. La discrétisation de ces















, n = 1, · · · , N (1.34)








Le second membre est aussi discrétisé en testant le champ incident avec les fonctions Φ.
À noter que la dimension de ce système linéaire double par rapport à un problème PEC
car il faut calculer les courants magnétiques en plus des courants électriques.
Cette formulation s’adapte aussi à des objets constitués de plusieurs matériaux pou-
vant se toucher (figure 1.4). L’approche développée consiste à établir n + 1 problèmes
équivalents où n est le nombre de régions. Ensuite, des conditions de frontière appropriées
sur les champs tangentiels sont imposées. Pour établir la formulation, les conditions sui-
vantes sont imposées :
— pour une interface entre un diélectrique et une région PEC, le champ électrique
tangentiel est nul, on n’écrit pas d’équations pour le champ magnétique tangen-
tiel, l’extérieur de la région PEC n’a que des courants électriques et l’intérieur de
la région PEC n’a pas d’inconnues
— pour une interface entre deux régions i et j diélectriques ou peu conductrices, on
impose ji = −jj, mi = −mj, Ei = Ej et Hi = Hj,
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Figure 1.3 – Objet non homogène dans un milieu homogène éclaire par une source
électromagnétique
— les conditions de frontières et la dépendance entre fonctions de base sont assurées
par une matrice PM×N creuse et ne contenant que des 1 et -1, oùM est le nombre
de fonctions de base indépendantes, et N le nombre total de fonctions de base
combinant des régions individuelles.
Le système linéaire obtenu a la forme suivante :
PTM×NAN×NPN×MxM = PTM×NbN (1.36)
où AN×N est une matrice PMCHWT région par région similaire à (1.35).
Les éléments verts (sur la figure 1.5) sont des coefficients 1 ou -1, le reste de la
matrice contenant des zéros. Les portions bleues de la matrice MoM représentent les
interactions à l’intérieur de chaque région. Le vecteur rouge contient les courants élec-
triques et magnétiques. Le vecteur noir représente le champ incident.
Il est important de bien prendre en compte le problème de jonction dès lors qu’il
y a plus de deux régions diélectriques. Cela se fait en identifiant les fonctions de base
indépendantes correspondant aux jonctions et en fixant la matrice P pour les fonctions
de base associées.
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ε1, µ1































E4 = 0,H4 = 0
ε4, µ4
(b) Problème équivalent
pour la région 2
(c) Problème équivalent
pour la région 3
(d) Problème équivalent
pour la région 4
Figure 1.4 – Problèmes équivalents pour les régions diélectriques
Figure 1.5 – Illustration du système linéaire PMCHWT
1.5 Méthode hybride éléments finis - intégrales de
frontière
La méthode hybride éléments finis - équations intégrales (FE-BI) [27] est très puis-
sante pour résoudre les problèmes de diffraction par des objets inhomogènes. La méthode
commence par diviser le problème en un problème intérieur et un problème extérieur. Le
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champ dans la région intérieure est formulé en utilisant la méthode des éléments finis. Le
champ dans la région extérieure est représenté par des équations intégrales de frontière.
Les champs intérieurs et extérieurs sont ensuite couplés par des conditions de continuité
des champs. Les premières formulations FE-BI développées employaient des éléments fi-
nis nodaux pour la discrétisation des champs intérieurs. Cependant, les éléments nodaux
en électromagnétisme ne sont pas efficaces [2]. Pour la représentation des champs exté-
rieurs, les formulations EFIE ou MFIE étaient utilisées. Il y avait alors des problèmes
aux fréquences de résonance. Ces deux difficultés ont été corrigées en introduisant des
éléments d’arête pour la discrétisation et en utilisant la CFIE, combinaison de la MFIE
et de la EFIE. Bien que cette nouvelle formulation combinant éléments d’arête et CFIE
devenait une des meilleurs méthodes pour simuler les problèmes homogènes, il restait
l’inconvénient de la matrice dense issue de la discrétisation des équations intégrales. Cela
est réellement problématique pour la résolution des systèmes linéaires de grande taille.
L’émergence des méthodes de compression pour les équations intégrales ces vingt der-
nières années ont revigoré les méthodes FE-BI qui étaient bridées par les matrices denses.
Considérons le problème de diffraction d’une onde plane par un objet inhomogène
caractérisé par sa permittivité relative εr et sa perméabilité relative µr. La méthode
FE-BI consiste à introduire une surface artificielle S de normale nˆ extérieure, entourant
l’objet de volume V . Nous avons alors un problème intérieur et un problème extérieur.
Le champ à l’intérieur de la surface S peut être formulé avec le problème variationnel
suivant :











(E×H) · nˆdS (1.37)
La discrétisation par éléments finis d’arêtes de la formulation variationnelle conduit au









où EI , ES et HS sont les champs discrétisés dans V et S. Les matrices K et B sont
creuses. Une relation entre ES etHS doit être introduite pour résoudre le système linéaire
(1.38). Cette relation est fournie par les équations intégrales de frontière pour le champ
















où P et Q sont des opérateurs intégraux que nous décrirons plus en détail dans le
chapitre 2 et b le second membre représentant l’onde incidente. Le système linéaire à
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Les matrices P et Q sont denses ce qui limite la méthode sur des cas de grande taille.
En effet, les besoins mémoire la complexité des calculs évoluent quadratiquement avec le
nombre d’inconnues. Ils peuvent être réduits en utilisant les multipôles rapides (FMM)
ou les méthodes de compression hiérarchique. Ces deux méthodes seront décrites dans
les chapitres 2 et 3.
1.6 Conclusion du chapitre
Dans ce chapitre, nous avons présenté quelques méthodes fréquentielles dédiées à
la simulation électromagnétique des problèmes de grande taille. Dans la catégorie des
éléments finis, nous avons vu que la méthode FETI s’appuyait sur une décomposition
en sous-domaines de l’objet avec une résolution locale des sous-domaines. La solution
finale est calculée après la résolution d’un problème d’interfaces. Dans la catégories des
méthodes intégrales surfaciques, nous avons d’abord présenté la GCSIE qui est une
formulation préconditionnée s’appuyant sur une réinterprétation du problème physique
pour la diffraction par des objets parfaitement conducteurs aux hautes fréquences. Nous
avons aussi introduit la formulation PMCHWT adaptée à la simulation des objets di-
électriques homogènes ou homogènes par couches. Cette méthode s’apparente aussi à
une décomposition de domaines dans le sens où les différentes régions diélectriques sont
séparées. Enfin, nous avons présenté la méthode qui combine éléments finis volumiques
et équations intégrales surfaciques notamment afin de traiter la diffraction d’objets in-
homogènes.
Ces méthodes ont été développées suite au constat que l’application stricte de mé-
thodes telles que la méthode des éléments finis ou la méthode des moments ne sont
plus efficaces sur des problèmes de grande taille. Nous pouvons noter que les efforts dé-
ployés pour dépasser cette difficulté tendent vers des approches multi-domaines (FETI,
PMCHWT), multi-méthodes (FE-BI) ou sur des considérations physiques (GCSIE). La
méthode IE-DDM va dans ce sens-là, d’une part la décomposition en sous-domaines de
l’objet étudié, mais aussi comme nous l’évoquerons dans les perspectives, la possibilité
de combiner plusieurs méthodes d’accélération. Enfin, la méthode IE-DDM utilise un
formalisme standard mais elle pourrait s’adapter à des formalismes tels que la GCSIE




Présentation de la méthode des
intégrales de frontière
2.1 Introduction du chapitre
Dans ce chapitre, nous décrivons la méthode des intégrales de frontière, très souvent
citée comme la méthode des moments (MoM), appellation popularisée par Harrington
dans les années 1990 [28]. Ainsi, ce chapitre pose les bases des méthodes et des notations
qui seront largement réutilisées par la suite.
Premièrement, le formalisme équations intégrales que l’on va présenter est celui qui
sera adopté pour la formulation IE-DDM. Les opérateurs intégraux résultant de la dis-
crétisation des équations intégrales seront de même réutilisés pour la fabrication des
matrices issues de la discrétisation de la formulation IE-DDM. On décrira les sources
ondes planes et générateurs de tension utilisées dans cette étude. Le modèle de Léon-
tovitch permettant de simuler les objets recouverts par une fine couche de diélectrique
ou très conducteurs sera détaillé. Ensuite, on présentera les différentes méthodes pour
résoudre le système linéaire en s’attardant sur les algorithmes qui seront utilisés pour
la méthode IE-DDM. Enfin, les différents post-traitements développés tels que le calcul
des SER, des cartographies de courants, des directivités ou diagrammes d’adaptation
seront introduits.
NB : La méthodes des intégrales de frontière décrite dans ce chapitre et les techniques
associées sont codées dans le logiciel ELSEM3D (ÉLéments finis pour la Simulation
ÉlectroMagnétique 3D) du DEMR. Ce logiciel servira notamment de référence pour
évaluer la méthode IE-DDM.
2.2 Formulation intégrale des équations de Maxwell
pour les objets parfaitement conducteurs
Dans cette section, nous exprimons dans un premier temps le champ électroma-
gnétique diffracté par un objet métallique à l’aide des formules de rayonnement de
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Stratton-Chu. On développera ensuite les formulations équations intégrales ainsi que les
opérateurs intégraux associés. Enfin, on expliquera la discrétisation des opérateurs ainsi
que les fonctions de base utilisées.
2.2.1 Expression du champ électromagnétique diffracté par un
objet métallique
Pour déterminer la réponse d’un objet excité par une source électromagnétique, on




dans l’espace libre Ωext. Dans le
cadre de la méthode des moments, on s’intéresse particulièrement aux courants élec-
triques jˆ et magnétiques mˆ circulant sur la surface Γ de l’objet et rayonnant dans l’es-







où ε0 et µ0 sont la permittivité électrique et la perméabilité magnétique dans le vide.
La formulation est détaillée dans un premier temps pour un objet métallique. Celui-






Figure 2.1 – Représentation schématique de l’objet étudié
Le champ électromagnétique (E,H) peut être décomposé en la somme d’un champ




en tout point r ∈ Ωext à
l’instant t tel que : {
E (r, t) = Esource (r, t) + Ediff (r, t)
H (r, t) = Hsource (r, t) + Hdiff (r, t) (2.2)
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c = 1√
ε0µ0
est la vitesse de la lumière dans le vide. Considérant un régime harmonique,
les champs ont une dépendance en eıωt tel que :





Par la suite, on considèrera uniquement les champs u (r) indépendants du temps.
Le problème fréquentiel à résoudre dans Ωext est constitué des équations de Maxwell
et de la condition de radiation de Silver-Muller à l’infini :
∇× E (r) + ık0H (r) = 0 ∀r ∈ Ωext
∇×H (r)− ık0E (r) = 0 ∀r ∈ Ωext
Etg (r) = nˆ× (E (r)× nˆ) = 0 ∀r ∈ Γ
lim
r→+∞ r
∥∥∥∥Ediff (r)−Hdiff (r)× rr
∥∥∥∥ = 0
(2.4)
Par l’utilisation des formules de rayonnement de Stratton-Chu, on obtient une ex-
pression des champs diffractés par les courants circulant sur la surface de l’objet. On
distingue les courants électriques j et m qui sont respectivement les traces tangentielles
du champ magnétique et du champ électrique sur Γ tel que :{
j = nˆ×H
m = E× nˆ (2.5)
Dans le cas d’un objet métallique, on ne considère pas les courants magnétiques car
le champ électrique tangent à la surface est nul. L’expression des champs diffractés(
Ediff,Hdiff
)
est donc la suivante ∀r ∈ Ωext d’après les formules de Stratton-Chu :
Ediff (r) = − ık04pi
∫
Γ
G (r, r′) j (r′) dr′ − ı4pik0∇
∫
Γ
G (r, r′)∇′ · j (r′) dr′
Hdiff (r) = 14pi∇×
∫
Γ
G (r, r′) j (r′) dr′
(2.6)
où G (r, r′) = e
−ık0|r−r′|
|r− r′| est la fonction de Green, solution de l’équation d’Helmholtz
tridimensionnelle en réponse à une excitation impulsionnelle δ :
∇2G+ k20G = −4piδ. (2.7)
∇ est l’opérateur gradient sur les points d’observation et ∇′ est l’opérateur gradient
sur les points sources tel que :
∇G (r, r′) = −∇′G (r, r′) (2.8)
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2.2.2 Formulations équations intégrales en champ électrique et
champ magnétique
On peut maintenant établir une formulation en champ électrique E de (2.2) et (2.6)
en appliquant les conditions aux limites suivantes :{
Etg (r) = 0
nˆ×H (r) = j (r) , ∀r ∈ Γ (2.9)




u · vdΓ et en testant la formulation (2.6) du champ électrique par une









j (r′) ·Φ (r)− 1
k20






Esource (r) ·Φ (r) dr (2.10)
Cette formulation est nommée EFIE (Electric Field Integral Equation) car on teste la
composante tangentielle du champ électrique.
Maintenant, on établit la formulation en champ magnétique H qui sera nommée
MFIE (Magnetic Field Integral Equation) et qui teste la trace tangentielle du champ





j (r) ·Φ (r) dr + 14pi
∫
Γ
Φ (r) · v.p. nˆ×
(∫
Γ






nˆ×Hsource (r) ·Φ (r) dr (2.11)
où v.p. signifie que les singularités sont calculées avec soin au sens des valeurs principales.







ront utilisés dans la suite de ce manuscrit :









j (r′) ·Φ (r)− 1
k20














j (r) ·Φ (r) dr + 14pi
∫
Γ
Φ (r) · v.p. nˆ×
(∫
Γ
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La formulation EFIE permet de simuler les structures ouvertes ce qui n’est pas
possible avec la formulation MFIE à cause de la normale qui nécessite une convention
d’orientation définie. En revanche, la formulation EFIE est moins bien conditionnée
ce qui rend son utilisation plus complexe, notamment dans le cadre d’une résolution
itérative. Ces deux formulations EFIE et MFIE sont mal posées à certaines fréquences
dites irrégulières [30]. Une solution consiste à combiner les formulations EFIE et MFIE
en un formulation dite CFIE (Combined Field Integral Equation) [31] : CFIE = α EFIE
+ (1-α) MFIE avec α ∈ ]0; 1[. En terme d’opérateurs, la CFIE s’écrit :







= α〈IEsource,Φ〉Γ + (1− α) 〈Inˆ×Hsource,Φ〉Γ (2.14)
2.2.3 Discrétisation des formulations équations intégrales
La méthode des moments est appliquée pour résoudre les formulations EFIE, MFIE
ou CFIE de la forme :
〈L (j) ,Φ〉Γ = 〈b,Φ〉Γ (2.15)
où L est un opérateur linéaire lié aux équations intégrales (par exemple (B − S) ou
(ıQ×) dans cette étude), j la distribution de courants inconnue, b l’excitation de l’objet
connue et Φ les fonctions tests. La distribution de courants est approximée par une





avec les coefficients xi qui correspondent à la solution approchée du courant. Après
discrétisation, on résout donc :
N∑
i=1
xi〈L (Φi) ,Φj〉Γ = 〈b,Φj〉, j = 1, ..., N (2.17)
Par la suite, on appliquera la méthode de Galerkin qui consiste à choisir des fonctions
tests identiques aux fonctions de bases, soit :
N∑
i=1
xi〈L (Φi) ,Φj〉Γ = 〈b,Φj〉Γ, j = 1, ..., N (2.18)
ce qui revient à résoudre :
Ax = b (2.19)
où A est une matrice carrée de taille N × N de coefficient aij = 〈L (Φi) ,Φj〉. Dans
le cas de l’EFIE, A est une matrice symétrique. En revanche, la matrice issue de la
formulation MFIE n’est pas symétrique donc celle issue de la formulation CFIE ne le
sera pas non plus. x = (x1, ..., xN) est le courant solution et b = (b1, ..., bN) est le second
membre représentant l’excitation de la surface. Une des grandes problématiques de la
méthode des moments est la résolution du système linéaire (2.19). Cela sera détaillé
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dans la section 2.5.
Pour les fonctions de base et les fonctions tests sur les surfaces, on choisit les fonc-
tions dites de Rao-Wilton-Glisson (RWG) [32] qui sont très adaptées à la représentation
des courants de l’électromagnétisme. Les surfaces sont maillées par des triangles com-
posés d’arêtes et de sommets. Chaque fonction de base RWG est associée aux arêtes
de triangles et non aux triangles eux-mêmes. La fonction de base Φi est donc associée
à la ième arête du maillage de longueur li et n’est non nulle que sur les deux triangles
adjacents à l’arête. Un sens arbitraire de traversée de l’arête est défini. Il va du triangle





ρ+i si M ∈ T+i
li
2A−i
ρ−i si M ∈ T−i
0 ailleurs
(2.20)
où ρ±i est le vecteur qui relie le nœud du triangle T±i opposé à l’arête i à M. La figure










Figure 2.2 – Définition des fonctions de base sur les surfaces
Il est à noter que la composante normale de la fonction de base RWG est continue
au franchissement de l’arête. Ainsi, le flux de densité de courant sortant de T+i par
l’arête i est égal au flux de densité entrant dans T−i par l’arête i. Par construction,
cette continuité évite l’apparition d’une densité de charge non physique sur les arêtes
du maillage. En outre, la divergence surfacique est constante par triangle et vaut :
∇ ·Φi = ± li
A±i
(2.21)
On peut inclure les fils dans les objets étudiés, pour simuler par exemple une antenne
monopole aéroportée. Les hypothèses suivantes pour définir un « fil mince »sont faites :
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— le courant j est parallèle à l’axe du fil,
— la variation de j le long de la circonférence du fil est négligeable,
— le courant est représenté par son intensité I le long de l’axe du fil qui est l’intégrale
de j sur le périmètre du fil (I = 2pirj · u).
La présence de fil sur l’objet interdit l’utilisation de la MFIE sur celui-ci car la normale
n’est pas définie. Pour l’EFIE, la généralisation de l’opérateur (2.12) est triviale : les
intégrales sur la surface cylindrique des fils se traitent en intégrant analytiquement sur
le périmètre (ce qui fait apparaitre I à la place de j). Il subsiste une intégrale linéique
sur le chemin des fils. Pour alléger les notations, à partir de maintenant, on considère
que le terme j inclue les distributions de courant sur les surfaces ainsi que les intensités
le long des fils. De même, le terme Γ inclura à la fois les surfaces et les fils. Explicitons
toutefois les fonctions de base utilisées pour les fils et les jonctions surface/fil.
Les fonctions de base utilisées sur les fils sont les fonctions de Harrington [33]. Les
fils sont modélisés par des segments rectilignes associés à deux nœuds. À l’instar des
fonctions de base pour les surfaces, les fonctions de base sur les fils sont définies aux
nœuds communs à deux segments. La fonction de base Φi est donc associée au ième
nœud du maillage. De même, on définit un sens de traversée arbitraire du nœud qui va
du segment S+i de longueur d+i vers le segment S−i de longueur d−i . La fonction de base





ρ+i si M ∈ S+i
1
d−i
ρ−i si M ∈ S−i
0 ailleurs
(2.22)
où ρ±i est le vecteur qui relie l’autre nœud du segment S±i à M. La figure 2.2.3 illustre









Figure 2.3 – Définition des fonctions de base sur les fils
Citons également certaines propriétés de ces fonctions qui sont similaires à celles des
fonctions RWG :
— la fonction de base Φi varie linéairement sur S+i et S−i et est maximum au voisi-
nage du nœud i,
— le module de Φi est continu lors du passage de S+i à S−i ,
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si M ∈ S+i
1
d−i
si M ∈ S−i
0 ailleurs
(2.23)
La modélisation des jonctions fil/surface est particulière et il existe de nombreuses
possibilités. Dans la littérature, on citera en particulier [34, 35, 36]. Ici, le choix des
fonctions de base sur les jonctions fil/surface est détaillé dans [37]. Cette fonction de
base possède les mêmes propriétés que dans les deux cas précédents :
— linéarité sur les éléments,
— continuité du courant à l’interface entre le fil et la surface.
La propriété de continuité du courant entre deux éléments adjacents doit être imposée
pour ne pas avoir apparition de charge à la jonction entre le fil et la surface i.e. tout
le courant sortant du fil doit s’écouler sur la surface. Pour cela, l’extrémité du fil doit
être branchée sur le milieu de l’arête de bord du triangle (figures 2.4 et 2.5). Ensuite, la





ρ+i si M ∈ S+i
li
2A−i
ρ−i si M ∈ T−i
0 ailleurs
(2.24)
Avec cette définition, la fonction de base a des propriétés similaires aux fonctions de
base sur les surfaces et sur les fils. En particulier, la composante normale de la densité
de courant est égale à 1 au niveau de l’arête de jonction. L’intensité totale du courant
qui pénètre dans le triangle T−i en traversant l’arête est proportionnelle à la longueur li
de l’arête et à la densité de courant, valant ainsi li.
Pour finir sur la discrétisation des formulations intégrales, nous décrivons briève-
ment l’intégration des opérateurs. Le calcul est conduit de deux façons différentes selon
la proximité entre deux éléments récepteur (observation) et émetteur (source). Le critère
de proximité dépend à la fois de la longueur d’onde et de la distance physique entre les
deux éléments. Si les deux éléments sont suffisamment éloignés, une intégration par une
double formule de Gauss est effectuée. Si les deux éléments sont proches, l’intégrale est
décomposée en une partie régulière et une partie singulière. La partie régulière est cal-
culée par points de Gauss. En revanche, la partie singulière est calculée analytiquement.
L’intégration des opérateurs dans ELSEM3D est détaillée dans le rapport technique [38].
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Figure 2.5 – Modélisation de la jonction garantissant la continuité des courants
2.3 Modélisation des sources
Dans cette étude, on s’intéresse particulièrement à deux types de sources électroma-
gnétiques. Premièrement, on décrira l’illumination de l’objet par des ondes planes afin
de calculer sa surface équivalente radar (SER) monostatique ou bistatique. Deuxième-
ment, on s’intéresse à l’excitation par un générateur de tension placé sur un segment
afin d’étudier le rayonnement d’antennes monopoles aéroportées.
2.3.1 Excitation de l’objet par une onde plane
L’objet peut être éclairé par une source électromagnétique de type onde plane. L’onde
incidente est décrite en coordonnées sphériques par les angles θ et φ définissant la direc-
tion dans laquelle se trouve la source. Cette direction est l’opposée du vecteur d’onde k
(voir figure 2.3.1).
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Figure 2.6 – Orientation conventionnelle sphérique
L’expression du champ électrique de l’onde plane est :
Esource = E0eık·r (2.25)
En polarisation θ, E0 = eθ, et en polarisation φ, E0 = eφ. L’expression du champ
magnétique de l’onde plane est reliée à celle du champ électrique :
Hsource = − 1
ık
∇× Esource (2.26)
Ensuite, afin de calculer 〈Esource ·Φi〉 et 〈nˆ ×Hsource ·Φi〉 ∀i = 1, ..., N , les champs
Esource et nˆ×Hsource sont testés par lesN fonctions de base Φi et intégrées par quadrature
de Gauss sur le support des fonctions de base.
2.3.2 Excitation de l’objet par un générateur de tension loca-
lisé sur un segment
Afin de simuler le rayonnement d’une antenne monopole aéroportée, on place un fil
à la jonction d’une surface. À la base du fil, un générateur de tension est localisé sur
un segment. Cela consiste à appliquer une tension sur ce segment et éventuellement une
impédance interne (voir figure 2.7).
Pour prendre en compte, l’impédance du générateur, il faut ajouter un terme dans
la formulation EFIE que l’on considèrera inclus par la suite :
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j (r′) ·Φ (r)− 1
k20
∇′ · j (r′)∇ ·Φ (r)
)
dr′dr (2.27)
L’expression du champ incident dû au générateur dépend de la tension du généra-
teur Vg et de la longueur d du gap qui s’identifie à la longueur du segment portant le
















Figure 2.7 – Modélisation de l’antenne monopole : (a) Générateur de tension (b) Circuit
équivalent de l’alimentation de l’antenne
2.4 Modélisation des objets métalliques recouverts
par une fine couche de diélectrique
Dans le cadre de cette étude, nous nous sommes également intéressés à l’étude des
objets métalliques recouverts par une fine couche de diélectrique. Deux approches sont
implémentées dans ELSEM3D. La première méthode est celle utilisée le plus souvent
dans la communauté scientifique. Elle consiste à traiter la couche de diélectrique par
éléments finis. C’est la méthode décrite dans la section 1.5. L’avantage est de pou-
voir traiter tout type de couche (épaisseur variable, matériaux hétérogènes). Les trois
configurations de la figure 2.8 sont donc solvables avec cette approche volumique. En
revanche, le nombre d’inconnues augmente fortement à cause du maillage volumique
de la couche et la formulation n’est pas très bien conditionnée, particulièrement pour
des fines couches. Une autre approche a été développée, qui consiste à remplacer la
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fine couche de diélectrique par une impédance de surface dite de Léontovitch [39, 40]
(certains auteurs parlent aussi d’impédance de Robin). Ce modèle nécessite moins de
degrés de liberté que le modèle volumique et la formulation est mieux conditionnée.
Cependant, la couche doit être homogène et d’épaisseur fixe. Seule la configuration (c)
de la figure 2.8 est utilisable avec le modèle de Léontovitch. Le modèle de Léontovitch
est aussi utilisé pour la simulation des matériaux très conducteurs ayant une épaisseur
de peau fine.
(a) (b) (c)
Figure 2.8 – Différentes configurations pour un objet conducteur - diélectrique
Il a été montré que sous certaines conditions, une fine couche de diélectrique (εr, µr)
d’épaisseur δ revêtant un objet métallique pouvait être représentée par la condition
d’impédance suivante comme l’illustre la figure 2.10 :
Etg = Zlj (2.29)
Pour établir l’expression de l’impédance de Léontovitch, considérons un problème
bidimensionnel en mode TE [39]. La couche de diélectrique (εr, µr) occupant le volume
Ω1 et revêtant le conducteur parfait Ω2 est représentée sur la figure 2.9. La couche di-
électrique a une épaisseur δ et une normale nˆ. Le vide occupe le volume Ω0.
Les équations suivantes doivent être respectées :
∆u+ k20u = 0 dans Ω0
∆u+ k21u = 0 dans Ω1
∂nˆu|Γ1 = 0
(2.30)
avec k1 = k0
√
εr, µr. Les solutions recherchées sont de la forme :{
u0 (y) = eık0y +R0e−ık0y ∀y > 0




∀ − delta < y < 0 (2.31)
De plus, nous avons les conditions aux limites suivantes :

















Figure 2.9 – Représentation de la couche diélectrique revêtant un conducteur parfait
L’application des conditions aux limites (2.30) et (2.32) donne les relations suivantes :

1 +R0 = T0 (1 +R1)


























Cette impédance Zl dépend de l’impédance de la couche
µ
ε
, de l’épaisseur δ et de la
longueur d’onde dans la couche λ
εrµr
. On note que si δ = 0, on retrouve bien le cas PEC
avec Etg = 0.
Désormais, les courants magnétiques m doivent être pris en compte car le champ
électrique tangentiel n’est plus nul. En combinant (2.5) et (2.29), le courant magnétique
s’exprime ainsi :
m = Zlj× nˆ (2.36)
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Figure 2.10 – Modélisation de la couche diélectrique sur un objet PEC par une impé-
dance de surface
Par conséquent, l’expression des champs rayonnés de Stratton-Chu (2.6) doit être com-
plétée afin de prendre en compte les courants magnétiques :
Ediff (r) = − ık04pi
∫
Γ
G (r, r′) j (r′) dr′ − ı4pik0∇
∫
Γ




G (r, r′) m (r′) dr′
Hdiff (r) = − ık04pi
∫
Γ
G (r, r′) m (r′) dr′ − ı4pik0∇
∫
Γ




G (r, r′) j (r′) dr′
(2.37)
À partir de ces formules de rayonnement en courants électriques et magnétiques, plu-
sieurs formulations ont été développées [41, 42, 43]. Les formulations peuvent être à un
seul courant, i.e. l’expression du courant magnétique est remplacée par (2.36), mais aussi
à deux courants. Dans le rapport [44], l’implémentation de plusieurs formulations à un
seul ou deux courants dans le code de calcul ELSEM3D est testée et une formulation à
deux courants a été retenue. On présente cette formulation qui sera celle mise en œuvre
par la suite.
En prenant en compte les courants magnétiques, l’EFIE devient :
〈(B − S) j,Φ〉Γ + 〈(P +Q) (ım) ,Φ〉Γ = 〈IEsource,Φ〉Γ (2.38)
où l’opérateur (P +Q) est défini ainsi :














j,Φ〉Γ + 〈(B − S)× (ım) ,Φ〉Γ = 〈Inˆ×Hsource,Φ〉Γ (2.40)
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où l’opérateur (B − S)× est défini ainsi :
〈(B − S)× j,Φ〉Γ = 〈(B − S) j, ınˆ×Φ〉Γ (2.41)
Matriciellement, la formulation CFIE résultant de la combinaison de (2.38) et (2.40)
s’écrit :







+ α〈(P +Q) ,Φ〉Γ + (1− α) 〈(B − S)× ım,Φ〉Γ
= α〈IEsource,Φ〉Γ + (1− α) 〈Inˆ×Hsource,Φ〉Γ (2.42)
Pour résoudre ce problème, il est nécessaire d’introduire une équation supplémentaire.
C’est une formulation dérivant de la MFIE et comprenant l’impédance de Léontovitch :
〈(−P +Q) j,Φ〉Γ + 〈[(B − S) + 1
Zl
]ım,Φ〉Γ = 〈IıHsource,Φ〉Γ (2.43)
Matriciellement, la formulation CFIE pour la résolution des matériaux représentés par
une impédance de Léontovitch est :






α (P +Q) + (1− α) (B − S)×














2.5 Résolution du système linéaire
On a montré précédemment que la discrétisation des formulations équations inté-
grales conduisait à un système linéaire dense du type :
Ax = b, A ∈ CN×N , x ∈ CN×M , b ∈ CN×M (2.45)
où N est le nombre d’inconnues du problème et M le nombre de seconds membres,
autrement dit le nombre d’excitations. Deux grandes familles de méthodes existent afin
de résoudre un système linéaire.
Premièrement, il y a les méthodes directes qui consistent à factoriser la matrice A.
Ces méthodes sont très précises, aux erreurs d’arrondis près, puisque la solution exacte
du système linéaire est calculée. De plus, une fois la factorisation effectuée, on peut
l’utiliser pour calculer la solution associée à chaque second membre. Cependant, les mé-
thodes directes sont extrêmement coûteuses. Le coût de la factorisation évolue en O (N3)
ce qui fait qu’elles sont peu utilisées dès que le nombre d’inconnues devient important.
Nous verrons plus loin qu’après factorisation, le coût de résolution pour chaque second
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membre est en O (N2) ce qui permet avantageusement de calculer plusieurs solutions à
moindre coût.
Deuxièmement, il y a les méthodes itératives qui consistent à chercher pas à pas
la solution en calculant un produit matrice-vecteur à chaque itération. Généralement,
chaque solution xi associée à un second membre bi doit respecter le critère suivant :
‖bi −Axi‖ < εext, i = 1, ...,M (2.46)
où εext ∈ R permet de contrôler la précision de la solution. L’avantage des méthodes ité-
ratives par rapport aux méthodes directes est que le coût de chaque itération évolue en
O (N2). Cependant, les méthodes itératives ont deux principaux défauts. Les solveurs
itératifs sont très sensibles au conditionnement des formulations équations intégrales.
La conséquence négative est que le solveur peut être très long à converger, voire ne pas
converger. D’autre part, il n’est pas possible de connaitre à l’avance le nombre d’itéra-
tions nécessaires pour trouver une solution. Pour corriger ce problème, on peut utiliser
des préconditionneurs. On reviendra sur ces techniques plus loin. Le deuxième défaut
survient quand on souhaite résoudre (2.46) pour plusieurs seconds membres. En effet,
une résolution se fait habituellement pour un second membre à la fois. Il faut donc dé-
velopper des solveurs adaptés à la résolution de seconds membres multiples.
Dans ELSEM3D, plusieurs solveurs sont disponibles. Parmi les méthodes directes, il y
a les solveurs Lapack utiles pour la résolution de systèmes linéaires avec peu d’inconnues.
Un solveur direct parallèle BEMsolv pour l’utilisation sur supercalculateur a aussi été
développé à l’ONERA. Les solveurs itératifs disponibles dans ELSEM3D sont basés sur
des GCR (Generalized Conjugate Residual) [45]. Le solveur GCR est une méthode de






Une version multi-seconds membres MGCR (Multi Generalized Conjugate Residual) a
aussi été développée [13].
2.5.1 Solveur direct LU
La résolution du système linéaire Ax = b pour un nombre de seconds membres
quelconque par un solveur LU nécessite trois étapes. Premièrement, on effectue une
factorisation LU de la matrice A :
A = LU (2.48)
où L est une matrice triangulaire inférieure constituée de 1 sur la diagonale, et U une
matrice triangulaire supérieure. Le système linéaire à résoudre devient :
LUx = b (2.49)
La résolution de ce système linéaire passe d’abord par la seconde étape, la descente, qui
consiste à résoudre :
Ly = b (2.50)
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On l’appelle descente car on calcule y1 puis y2 jusqu’à yN . Étant donné que L est
triangulaire inférieure, on obtient simplement ces coefficients. La dernière étape appelée
remontée consiste à résoudre :
Ux = y (2.51)
On l’appelle remontée car on calcule xN puis xN−1 jusqu’à x1. Cette résolution est simple
car la matrice U est triangulaire supérieure.
L’algorithme basique est le suivant :
Algorithme 2.1 – Solveur LU(A,b,x)
1 Fac t o r i s a t i on ( c a l c u l de L et U)
2 do i = 1, n
3 uij = aij pour j = i, · · · , n




6 do j = i+ 1, n




11 Fin de l a f a c t o r i s a t i o n
12 Descente ( c a l c u l de y a p a r t i r de Ly = b)
13 x1 = b1
14 do i = 2, n





17 Fin de l a descente
18 Remontee ( c a l c u l de x a p a r t i r de Ux = y)











22 Fin de l a remontee
On rappelle que cette méthode est rédhibitoire quand le nombre d’inconnues devient trop
important car l’algorithme nécessite de connaitre entièrement la matrice A et son coût
de calcul évolue en O (N3). En revanche, la descente/remontée ne varie qu’en O (N2)
pour chaque second membre.
2.5.2 Solveur itératif GCR
Le solveur itératif GCR est adapté pour les matrices non symétriques. Trois familles
de vecteurs interviennent dans l’algorithme.
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— Le vecteur x qui, en entrée, est la solution initiale et en sortie, la solution finale.
Il est actualisé à chaque itération.
— Le vecteur r = b−Ax appelé le résidu, est actualisé à chaque itération. Le résidu
est minimisé et quand le critère (2.46) est respecté, l’algorithme s’arrête.
— Les vecteurs de descente {p1,p2, ...} et {Ap1,Ap2, ...} constituent des bases or-
thogonales. C’est en fait l’espace de Krylov dans lequel la solution x est recher-
chée.
En plus du critère de convergence εext, l’algorithme dépend de imax qui permet d’arrêter
la résolution au bout de imax itérations si celle-ci est trop longue.
Algorithme 2.2 – Solveur GCR(A,b,x, εext, imax)
1 r = b−Ax
2 p1 = r
3 Produit MV Ar
4 Ap1 = Ar




7 x = x + αipi
8 r = r− αiApi
9 i f ( ‖r‖2‖b‖2
< εext ) exit
10 Produit MV Ar
11 do j = 1, ..., i
12 βij = − 〈Ar,Apj〉〈Apj,Apj〉
13 enddo
14 pi+1 = r +
∑i
j=0 βijpj




Globalement, le coût de l’algorithme par itération est celui d’un produit matrice-
vecteur. Cependant, si le nombre d’itérations devient non négligeable par rapport à la
taille du problème, il peut y avoir des problèmes de coût mémoire et calcul. En effet,
dans cette version de l’algorithme, tous les vecteurs de descente sont stockés. De même,
lors du calcul du nouveau vecteur de descente, il faut faire une orthogonalisation par
rapport à tous les précédents vecteurs de descente. Deux techniques sont utilisées pour
éviter ces problèmes. La première technique est le redémarrage qui consiste à réinitialiser
l’algorithme au terme d’un nombre fixé d’itérations en récupérant la dernière solution
en tant que solution initiale. Une autre technique consiste à ne faire qu’une orthogonali-
sation par rapport à un nombre fixé de vecteurs de descente précédent. Évidemment, ces
techniques ralentissent l’algorithme. Il y a un compromis à faire entre les coûts mémoire
/ calcul et la rapidité de l’algorithme.
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2.5.3 Solveur itératif multi seconds membres MGCR
Il est important de pouvoir résoudre un système linéaire constitué de nombreux
seconds membres. En effet, calculer une SER monostatique nécessite de résoudre le sys-
tème linéaire pour de nombreuses incidences. De plus, quand la fréquence devient impor-
tante, l’écart angulaire entre deux incidences doit être réduit. Il n’est pas envisageable
de résoudre indépendamment chacun des systèmes linéaires. Étant donné qu’on travaille
avec la même matrice pour toutes les incidences, il serait dommage de ne pas récupé-
rer les informations obtenues pour la résolution d’une incidence. Plusieurs techniques
sont envisageables pour la résolution des systèmes linéaires multi seconds membres. Une
approche intuitive est la technique de la solution précédente. On démarre la résolution
du ième système linéaire avec la solution du (i− 1)ème système linéaire. Cependant, cela
ne fait gagner que peu d’itérations par rapport à des résolutions indépendantes [13].
Une deuxième approche consiste à réutiliser les vecteurs de descente générés lors de la
résolution précédente [46, 47]. Le nombre d’itérations est divisé par deux ou trois mais
cela reste trop coûteux pour des centaines de seconds membres. L’approche retenue dans
ELSEM3D consiste à résoudre simultanément tous les seconds membres. Le vecteur de
descente est construit à partir de la solution dont la norme du résidu est la plus im-
portante. Un seul produit matrice-vecteur par itération est requis. Cet algorithme est le
MGCR [13, 30].
Algorithme 2.3 – Solveur MGCR(A,b,x, εext, imax)
1 rk = bk −Axk pour chaque second membre k
2 p1 = r1
3 Produit MV Ar1
4 Ap1 = Ar1
5 do i = 1, ..., imax
6 αki =
〈rk,Api〉
〈Api,Api〉 pour chaque second membre k
7 xk = xk + αipi pour chaque second membre k
8 rk = rk − αiApi pour chaque second membre k











< εext ) exit
11 Produit MV Arkmax
12 do j = 1, ..., i




15 pi+1 = rkmax +
∑i
j=0 βijpj







Une fois la solution du système linéaire calculée, celle-ci est post-traitée pour déduire
les observables d’intérêt pour l’utilisateur. Dans cette section, nous décrivons quelques
post-traitements utilisés pour cette étude.
Dans le cadre de l’étude de la diffraction d’ondes planes par des objets, nous allons
nous intéresser à deux résultats : la cartographie de la distribution de courants circulant
sur la surface de l’objet et les signatures radars de l’objet.
La distribution de courants permettra principalement de juger quantitativement la
précision de la méthode développée. Précisément, on observera la norme du courant |j|
ou la norme de la partie réelle du courant |Re (j)|. La figure 2.6 illustre la distribution
de courants sur une sphère de rayon 1 m éclairée par une onde plane de fréquence 100
MHz.
Figure 2.11 – Exemple de distribution de courants sur une sphère de rayon 1 m éclairée
par une onde plane de fréquence 100 MHz
La SER est le rapport entre l’énergie diffusée dans une direction par unité d’angle
solide par rapport à la densité d’énergie incidente. En 3D, la SER dans la direction
r = ru est définie par :





La SER est une donnée qui ne dépend que des caractéristiques de l’objet, de la fréquence
et de la polarisation de l’onde. On l’exprime en dB.m2.On parle de SER monostatique
si on calcule le champ diffracté dans la direction de l’incidence et de SER bistatique si
on calcule le champ diffracté dans une direction quelconque. La figure 2.12 montre la
SER bistatique dans le plan zˆx d’une sphère de rayon 1 m éclairée par une onde plane
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de fréquence 100 MHz d’incidence −zˆ. La figure 2.13 montre la SER monostatique dans
le plan xˆy d’une sphère éclairée par 180 ondes planes. L’objet étant une sphère, on
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Figure 2.12 – SER bistatique dans le plan zˆx
L’autre application étudiée est le rayonnement d’antennes. Pour cela, on s’intéressera
particulièrement à la directivité de l’antenne. La directivité de l’antenne dans la direction
u est le rapport de la densité de puissance rayonnée pr (W/m2) par l’antenne dans cette
direction, sur la puissance qu’elle rayonnerait dans cette même direction si elle était
idéalement isotrope. On peut l’exprimer ainsi :









Sur la figure 2.14, on montre la directivité dans le plan zˆx d’une antenne dipôle d’axe
zˆ à 294 MHz.
On s’intéresse aussi à l’adaptation de l’antenne en observant son coefficient de ré-





où Ze est l’impédance d’entrée vue du générateur Ze =
Vg
Ig
et Z0 une impédance de
référence couramment fixée à 50 Ω. Pour la même antenne dipôle, la figure 2.15 montre
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Figure 2.13 – SER monostatique dans le plan xˆy
mieux adaptée à 294 MHz car c’est la fréquence à laquelle le coefficient S11 est le plus
bas.
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Figure 2.15 – Courbe d’adaptation
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2.7 Algorithme des méthodes multipôles rapides mul-
tiniveaux
Dans cette section, on présente de manière simple les principes de la MLFMA (Mul-
tilevel Fast Multipole Algorithm). Pour une description plus complète, on renvoie en
particulier à [30] et [6].
Comme montré précédemment dans les formules de champ diffracté de Stratton-
Chu (2.6), le courant j (r) circulant sur la surface produit un champ via la fonction de
Green G (r, r′) qui annule le champ incident sur la surface. La fonction de Green n’est
pas une fonction locale, c’est une fonction qui relie deux points indépendamment de
leur séparation. Tous les courants sources sur la cible coopèrent les uns avec les autres
pour générer ce champ diffracté. Après discrétisation, cela revient à connecter tous les
éléments entre eux.
Figure 2.16 – Interactions entre éléments
L’idée de la MLFMA est de regrouper les degrés de liberté proche en un paquet et
de relier ensuite les paquets entre eux, ce qui permet de réduire le nombre d’interactions
à calculer.
Figure 2.17 – Réduction du nombre d’interactions par transmission des liaisons
Un coefficient aij de la matrice représente l’interaction directe du degré de liberté
j sur le degré de liberté i comme représenté sur la figure 2.16. Afin de représenter
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cette interaction en passant par des points intermédiaires comme sur la figure 2.17, le
coefficient aij doit être factorisé ainsi :
aij = VTilTll′Vl′j (2.55)
Cette factorisation peut être effectuée en appliquant le théorème d’approximation du
noyau pour factoriser la fonction de Green. Le terme Vl′j désigne la transmission de
l’information du point j vers le paquet l′. Le terme Tll′ représente la transmission de
l’information du paquet l′ vers le paquet l. Enfin le terme VTil complète la chaine en
transmettant l’information du paquet l vers le degré de liberté i. Le coefficient i du












Cette écriture du produit matrice-vecteur plus complexe devient efficace si la matrice
Tll′ est diagonalisée. Les coûts de calculs sont alors fortement réduits. Ce concept peut
être étendu à du multiniveaux, i.e. l’information va transiter par plusieurs paquets :
aij = VTil1βl1l2 · · ·βlL−1lLTlLl′Lβl′Ll′L−1 · · ·βl′2l′1Vl′1j (2.57)
Les matrices β sont aussi diagonales. Afin de parvenir à une complexité de O (N logN)
pour le produit matrice-vecteur, des opérateurs d’interpolation et d’anterpolation doivent
être ajoutés entre les différents niveaux.
NB : Par la suite, nous désignerons les méthodes multipôles rapides multiniveaux
par MLFMA ou FMM.
NB2 : Par la suite, quand nous parlerons des FMM, nous comprenons la FMM
"classique" décrite dans [30] qui a pour inconvénient la mauvaise gestion des objets
surdiscrétisés. En réalité, il existe aujourd’hui des formulations FMM parvenant à bien
traiter les objets surdiscrétisés [48].
2.8 Structure du code
Dans cette section, nous présentons la structure du logiciel ELSEM3D (voir figure
2.18), le code MoM de référence. Lors de l’intégration du code ACA et du développement
de la méthode IE-DDM, plusieurs étapes du code seront modifiées. En entrée l’outil re-
çoit le maillage de l’objet ainsi qu’un fichier de données contenant toutes les informations
utiles pour la simulation (matériaux, excitations, fréquences de travail, coefficient CFIE,
solveurs, post-traitement, etc...). Un pré-traitement est nécessaire afin de convertir au
format ELSEM3D le maillage et les données. L’assemblage de la matrice globale est
l’étape suivante. Sans compression, la matrice est assemblée en mémoire pleine. Avec un
solveur FMM, les blocs représentant les interactions proches sont assemblés. Ensuite,
le second membre est calculé. Le système linéaire est alors résolu par le solveur choisi.
Enfin, la solution est post-traitée pour déduire les observables souhaités par l’utilisateur.
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Figure 2.18 – Structure du code MoM
2.9 Conclusion du chapitre
Dans ce chapitre, nous avons présenté la méthode des intégrales de frontière aussi
appelée méthode des moments. Nous avons décrit le formalisme équations intégrales en
champ électrique (EFIE), en champ magnétique (MFIE) et en champs combinés (CFIE).
Dans le chapitre sur la formulation IE-DDM, nous utiliserons ce formalisme. Nous avons
ensuite décrit la modélisation de la diffraction d’ondes planes et du rayonnement d’an-
tennes portées sur un objet métallique. Ensuite, nous avons présenté la modélisation des
objets métalliques recouverts d’une fine couche de diélectrique par l’introduction d’une
impédance de surface. Ces modèles de source et de Léontovitch seront implémentés dans
la méthode IE-DDM. Le système linéaire résultant de la discrétisation des opérateurs
intégraux peut être résolue par des méthodes directes ou des méthodes itératives. Pour
les méthodes directes, nous avons présenté le solveur LU que nous réutiliserons dans la
méthode IE-DDM via la compression hiérarchiques des équations intégrales. Pour les
solveur itératifs, nous avons décrit le GCR et sa variante MGCR pour la résolution de
plusieurs seconds membres. La résolution du système linéaire de IE-DDM s’appuiera
sur ces deux solveurs itératifs. Enfin, nous avons présenté sommairement la FMM, une
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méthode de compression très largement utilisée pour l’accélération de la résolution des
équations intégrales de frontière. Nous comparerons cette méthode avec la méthode ACA
qui sera décrite dans le prochain chapitre. En effet, le prochain chapitre présentera l’ac-
célération de la méthode des moments par la compression hiérarchique des équations





approximation ACA des matrices
équations intégrales
3.1 Introduction du chapitre
La discrétisation des opérateurs intégraux décrits dans le chapitre précédent conduit
à des matrices denses. En conséquence, le coût mémoire et le coût calcul d’un produit
matrice-vecteur ont une évolution quadratique avec la dimension du système linéaire.
Pour éviter ces coûts quadratiques, il existe des méthodes de compression de matrices
denses. La FMM que nous avons sommairement décrite dans le chapitre précédente,
est une des méthodes de compression les plus populaires. Nous pouvons aussi citer les
techniques de Panel Clustering [49, 50] et d’interpolation [51]. Toutes ces méthodes s’ap-
puient sur l’approximation des interactions entre groupes d’éléments éloignés.
Dans ce chapitre, nous allons présenter une autre méthode permettant d’accélérer la
méthode des moments. Cette méthode s’appuie sur une décomposition hiérarchique de
la matrice issue de la discrétisation de la formulation intégrale. Cette matrice est appelée
matrice hiérarchique ou H-matrice. Suite à la décomposition, certains blocs matriciels
représentant des interactions entre paquets d’éléments éloignés sont des matrices de
rang faible, c’est-à-dire qu’ils présentent une déficience de rang. Ces blocs peuvent donc
être approximés par diverses méthodes. Nous verrons en quoi l’algorithme ACA est une
méthode efficace pour la compression de ces blocs dans le cadre de la simulation d’ob-
jets maillés avec un grand nombre d’arêtes. Nous introduirons ensuite une technique
qui consiste à calculer une factorisation LU approchée de la matrice hiérarchique. Cette
décomposition LU peut servir par la suite de préconditionneur pour la résolution ité-
rative du système linéaire. Nous comparerons ensuite les méthodes FMM et ACA et
justifierons notre choix de l’ACA dans la suite de cette étude.
Pour son utilisation dans la méthode des moments (et pour la méthode IE-DDM qui
sera décrite par la suite), nous avons d’abord développé dans nos codes notre propre algo-
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rithme de compression ACA. Cela nous a permis de comprendre comment il fonctionnait
en pratique. Nous avons ensuite collaboré avec un autre département de l’ONERA, le
DTIM/CHP (Département Traitement de l’Information et Modélisation / Calcul Haute
Performance) qui nous a mis à disposition leur bibliothèque H-Matrix. Cette biblio-
thèque gère la construction de la H-matrice avec une approximation ACA des blocs
compressibles. Nous détaillerons dans une deuxième partie l’intégration de cette biblio-
thèque dans ELSEM3D. Cette bibliothèque sera réutilisée par la suite dans le cadre de
la méthode IE-DDM.
3.2 Présentation de la compression hiérarchique par
approximation ACA des équations intégrales
Dans cette section, nous décrivons la compression hiérarchique par approximation
ACA qui sera mise en place dans la méthode des moments puis dans la méthode IE-
DDM. On introduit premièrement le concept de matrices de rang faible et de matrices
hiérarchiques. Dans un second temps, on détaille l’approximation des matrices de rang
faible par l’algorithme ACA. Ensuite, on présente l’utilisation des H-matrices dans le
cadre de la méthode des moments puis la factorisation LU approchée desH-matrices. On
conclura par une comparaison critique des deux principales méthodes de compression
MLFMA et ACA en électromagnétisme.
3.2.1 Aperçu des matrices de rang faible et des matrices hié-
rarchiques
Dans cette section, on donne un aperçu intuitif du concept de matrices de rang faible
et de matrices hiérarchiques. Pour des définitions et descriptions plus complètes, on ren-
voie à [52, 53].
Soit une fonction à deux variables réelles f : [0, 1] × [0, 1] → R et la matrice A ∈
RN×M dont les coefficients sont définis par :
aij = f (xi, yj) , i = 1, · · · , N , j = 1, · · · ,M (3.1)
avec (xi, yj) ∈ [0, 1] × [0, 1]. Les coûts pour stocker la matrice et effectuer des pro-
duits matrice-vecteur si cette matrice est dense évoluent en O (NM). Cette évolution
quadratique est rédhibitoire pour les stations de travail usuelles. On recherche donc
une approximation de la matrice A qui peut être stockée sous une forme compressée
moins chère en consommation mémoire et en complexité algorithmique quant au produit
matrice-vecteur. L’erreur due à cette approximation peut être contrôlée. La condition
suivante le permet pour une précision ε donnée :∥∥∥A− A˜∥∥∥ ≤ ε ‖A‖ (3.2)
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Un moyen d’approximer les matrices consiste à profiter d’une éventuelle déficience de
rang. Une matrice présentant une déficience de rang est dite de rang faible. Pour intro-
duire ce concept, on va s’appuyer sur la SVD (Singular Value Decomposition) partielle
qui est la meilleure approximation possible d’une matrice. Elle s’exprime ainsi :




avec σi ∈ R+, ui ∈ RN , vi ∈ RM , i = 1, · · · , r respectivement les r plus grandes valeurs
singulières et vecteurs singuliers correspondants de la matrice A. Le rang-ε r = r (ε)
dépendant de la précision ε est choisi en fonction de la condition suivante :





σ2i = ε2 ‖A‖2 (3.4)
Maintenant, considérons la fonction f sur [0, 1]× [0, 1] :
f (x, y) = 1
α + x+ y (3.5)
où α > 0 est un paramètre arbitraire permettant d’éviter la singularité au point (0, 0).









pour i = 1, · · · , N et j = 1, · · · ,M . On s’intéresse à la précision de l’approximation




Sur la figure 3.1, on observe la précision de l’approximation en fonction du rang de
l’approximation pour différentes valeurs de N et M : N = M = 32, 64, 128, 256, 512,
1024 et pour r = 1, · · · , 32. On note que l’approximation est précise malgré un rang-ε
faible comparé aux dimensions de la matrice. En effet, avec N = 1024, un rang r = 12
donne une approximation dont la précision est ε = 10−6. La conséquence sur le coût
mémoire est significative. Alors que la matrice dense nécessiterait 1024N unités de mé-
moire pour être stockée, seules 24N (12 vecteurs u et 12 vecteurs v) unités de mémoire
sont nécessaires pour stocker cette approximation.
Étudions maintenant un nouveau cas avec une singularité plus forte. En effet, dans le
cas précédent, il n’y avait qu’une singularité au point (0,0). On étudie donc la fonction
f suivante sur [0, 1]× [0, 1] :
f (x, y) = 1
α + (x− y)2 (3.8)
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Figure 3.1 – Précision de l’approximation de rang faible
Cette fois-ci la singularité est présente tout le long de la diagonale. La constante α
permet d’éviter la division par 0. On va, à nouveau, effectuer une SVD partielle sur la
matrice issue de cette fonction. Pour cela, on choisit N = M = 256 pour la discréti-
sation et α = 2−9. Sur la figure 3.2, on constate que la singularité augmente le rang-ε
de la matrice. Si on choisit ε = 10−6 comme critère d’approximation de la matrice, le
rang-ε serait 103. Ainsi 206N unités de mémoire sont nécessaires pour stocker la matrice
approximée, ce qui n’est guère mieux que les 256N unités de mémoire nécessaires pour
stocker la matrice pleine. En revanche, si on décompose la matrice en quatre blocs corres-
pondant aux domaines [0, 0.5]×[0, 0.5], [0, 0.5]×[0.5, 1], [0.5, 1]×[0, 0.5], [0.5, 1]×[0.5, 1],
on constate une forte réduction du rang-ε des blocs hors diagonaux. C’est ce que l’on
observe sur la figure 3.3, où toujours avec ε = 10−6 comme critère d’approximation, le
rang des deux matrices hors diagonales est 10 (figure 3.3 (b)). En revanche, pour les
blocs diagonaux (figure 3.3 (a)), le rang est égal à 53. Cette décomposition illustre le
concept de matrice hiérarchique. On va chercher à décomposer la matrice en blocs de
rangs faibles. Les blocs de rang élevé sont décomposées en sous-blocs. Sur la figure 3.4,
on expose 3 niveaux de décomposition avec les rangs associés à chaque bloc. Après la
première décomposition, on passe de 206N unités de mémoire à 126N . Pour la deuxième
décomposition, on passe à 94N et après la troisième décomposition, on descend à 86N
unités de mémoire.
Ces deux exemples ont permis de donner un aperçu intuitif des matrices de rang
faible et des matrices hiérarchiques. En pratique, la SVD que nous avons utilisée pour
approximer les blocs de rang faible n’est pas applicable car elle nécessite de connaitre
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Figure 3.4 – Évolution du rang de chaque bloc après décomposition
tous les coefficients de la matrice. De plus, son coût de calcul évolue en O (N3). En
outre, la décomposition hiérarchique que nous avons utilisée était simple car le maillage
du carré était régulier. Pour des objets de forme arbitraire, il existe diverses techniques
53
3.2. Présentation de la compression hiérarchique par approximation ACA des
équations intégrales
pour décomposer l’objet et lui associer une matrice hiérarchique aussi notée H-matrice.
3.2.2 Approximation des matrices de rang faible par l’algo-
rithme ACA
Le gain en mémoire s’obtient en approximant ces blocs de rang faible. Toute méthode
approximant ces blocs peut être utilisée. Ici, pour pouvoir approximer les matrices issues
de la discrétisation des équations intégrales, nous allons utiliser l’algorithme ACA. La
nature algébrique de cet algorithme permet de l’appliquer à de nombreux domaines avec
une grande flexibilité. Un de ses principaux atouts est de construire une approximation
pour un critère de précision donné avec un taux de compression proche de celui de la
SVD sans avoir à connaître tous les coefficients de la matrice. Ce dernier avantage néces-
site certaines conditions sur la formulation. On ne détaillera pas ici ces conditions et on
renverra à [7] pour une description théorique complète de l’algorithme ACA. De plus, on
renvoie à [54, 55, 56] pour les applications de l’algorithme ACA aux matrices équations
intégrales usuellement utilisées en électromagnétisme. Dans cette section, nous présen-
terons d’abord les différentes étapes de l’algorithme ACA. Le noyau d’Helmholtz étant
de nature oscillante, la déficience de rang des blocs d’interactions lointaines dépend de
la longueur d’onde rapportée à la taille des éléments du maillage. Nous montrerons donc
quelques résultats sur l’influence de paramètres tels que la précision, la distance et le
pas du maillage sur les taux de compression et les erreurs sur l’approximation. Dans un
dernier temps, nous exposerons une technique couramment utilisée qui consiste à effec-
tuer une compression SVD après la compression ACA ce qui l’améliore significativement.
Description de l’algorithme ACA
L’algorithme ACA consiste à construire une factorisation adaptative du bloc matri-
ciel de rang faible r. L’approximation A˜ ∈ CN×M du bloc matriciel plein A ∈ CN×M
doit respecter la condition suivante :
‖R‖ =
∥∥∥A− A˜∥∥∥ ≤ ε ‖A‖ (3.9)
R est l’erreur commise sur l’approximation et ‖·‖ désigne la norme de Frobenius. L’al-
gorithme ACA approxime la matrice A avec la factorisation suivante :
A˜ = UVH (3.10)
où U ∈ CN×r et V ∈ CM×r. L’algorithme ACA est efficace pour une convergence après
r itérations avec r  min (N,M). L’algorithme ne nécessitant pas une connaissance a
priori de la matrice A, seulement r × (N +M) coefficients sont calculés et stockés au
lieu de N×M coefficients en assemblage plein. Le temps CPU de calcul et les ressources
mémoire sont alors fortement réduits.
Commentons maintenant l’algorithme 3.1 pris de [56] et illustré sur la figure 3.5. À
noter que pour le commentaire de l’algorithme ACA qui suit, la matrice VH est dénotée
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V pour suivre les notations de [56]. Les tableaux I = [I1, · · · , Ir] et J = [J1, · · · , Jr]
contiennent des indices des lignes et colonnes de la matrice A. uk est la kème colonne de
la matrice U et vk est la kème ligne de la matrice V.
L’algorithme fonctionne par une sélection itérative des lignes et colonnes contenant
le plus d’informations sur A afin de réduire l’erreur sur l’approximation. La sélection de
la ligne pour l’itération suivante correspond à l’emplacement de la valeur maximum de
la dernière colonne calculée de l’erreur. À la fin de chaque itération k, la convergence
est vérifiée avec le critère suivant :∥∥∥U(k)∥∥∥ ∥∥∥V(k)∥∥∥ ≤ ε ∥∥∥A˜(k)∥∥∥ (3.11)
où
∥∥∥A˜(k)∥∥∥ = ∥∥∥A˜(k−1) + ukvk∥∥∥. Les matrices U(k) et V(k) sont les matrices U et V à l’ité-
ration k. L’algorithme s’arrête après r itérations quand la condition (3.11) est respectée.
Au final, le coût mémoire pour l’approximation ACA du bloc matriciel A évolue
en O (r (N +M)). Pour calculer le produit matrice-vecteur s = A˜x avec x ∈ CM×p,
s ∈ CN×p et p un entier strictement supérieur à 0, on effectue les opérations suivantes :
s : x 7→ VHx 7→ UVHx (3.12)
Le nombre d’opérations nécessaires pour calculer un produit matrice-vecteur évolue en
O (r (N +M)).
A ∈ CN×M
A ≈ A˜ = UVH
I1 Ir
I r







Figure 3.5 – Illustration du calcul de l’approximation ACA d’une matrice de rang faible
Algorithme 3.1 – Méthode ACA
1 I1=1 et
∥∥∥A˜∥∥∥ = 0
2 Calcu l du r e s i du R(I1, :) = A(I1, :)
3 Trouver J1 t e l que |R(I1, J1)| = max
j
|(R(I1, j))|
4 V(1, :) = R(I1, :)R(I1, J1)
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5 R(:, J1) = A(:, J1)
6 U(:, 1) = R(:, J1)
7
∥∥∥A˜∥∥∥2 = ∥∥∥A˜∥∥∥2 + ‖U(:, 1)‖2 ‖V(1, :)‖2
8 Trouver I2 t e l que |R(I2, J1)| = max
i
|(R(i, J1))|
9 do k = 2, ..., jusqu a convergence




11 Trouver Jk t e l que |R(Ik, Jk)| = max
j
|(R(Ik, j))| et j 6= J1, · · · , Jk−1
12 V(k, :) = R(Ik, :)R(Ik, Jk)




14 U(:, k) = R(:, Jk)
15
∥∥∥A˜∥∥∥2 = ∥∥∥A˜∥∥∥2 + 2 k−1∑
j=1
∣∣∣U(:, j)TU(:, k)∣∣∣ ∣∣∣V(j, :)TV(k, :)∣∣∣+ ‖U(:, k)‖2 ‖V(k, :)‖2
16 Test convergence : I f ‖U(:, k)‖2 ‖V(k, :)‖ ≤ ε
∥∥∥A˜∥∥∥ then exit
17 Trouver Ik+1 t e l que |R(Ik+1, Jk)| = max
i
|(R(i, Jk))| et i 6= I1, ..., Ik
18 enddo
Études paramétriques sur la compression du bloc matriciel représentant l’in-
teraction entre deux cylindres
Nous présentons ici quelques résultats qui permettent de valider l’implémentation
de l’algorithme ACA sur les formulations équations intégrales utilisées dans cette étude.
Considérons deux cylindres de rayon 50 cm et de hauteur 1 m maillés avec 3087 et 3096
arêtes (voir figure 3.6). On va étudier la compression du bloc matriciel représentant
l’action du cylindre 2 sur le cylindre 1. Pour cela, on fera varier d’abord le critère de
précision ε et on observera la conséquence sur le taux de compression et la précision
d’un produit matrice-vecteur. Ensuite, le paramètre d’étude sera la distance entre les
deux cylindres. Pour finir, on étudiera l’influence du pas du maillage en fonction de la
fréquence sur la compression.
Pour commencer, on fixe la distance entre les deux cylindres à 1 m et la fréquence
à 300 MHz. Sur la figure 3.7 (a), on fait varier le critère de précision et on observe le
ratio de la mémoire occupée par l’approximation sur la mémoire occupée par la matrice
pleine. On retrouve bien que pour une approximation précise, le ratio va être important.
Il est important de remarquer que pour une précision trop fine (ε < 10−5), le ratio
augmente prohibitivement. La mémoire occupée par l’approximation est presque aussi
importante que celle de la matrice pleine. Sur la figure 3.7 (b), on effectue le produit
de l’approximation sur un vecteur quelconque et on compare le résultat avec celui du
produit de la matrice pleine sur ce même vecteur. On constate comme attendu que
l’erreur sur le produit matrice-vecteur varie linéairement avec le critère de précision de
l’approximation.
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Précision de l'approximation de rang faible
(a) (b)
Figure 3.7 – Influence du critère de précision ε
Le second test consiste à faire varier la distance entre les deux cylindres de 10 cm
jusqu’à 4 m. Le critère de précision est fixé à 10−3 et la fréquence à 300 MHz. Sur la
figure 3.8 (a), on constate comme attendu que le ratio de la mémoire occupée sur la
mémoire pleine est plus important quand les deux cylindres sont proches. Le résultat
sur la figure 3.8 (b) met en évidence qu’il faut bien choisir la distance pour estimer si un
bloc matriciel est éligible à la compression. En effet, on remarque qu’en dessous de 60
cm, l’erreur sur le produit matrice-vecteur se dégrade fortement. En revanche, au-delà
des 60 cm, l’erreur a le niveau de ε.
Le dernier test a pour objectif d’évaluer l’influence du pas du maillage sur la mé-
moire et la précision du produit matrice-vecteur. Pour cela, pour un maillage donné, la
fréquence varie entre 50 MHz (λ7 ) et 550 MHz (
λ
84). La distance entre les cylindres est
fixée à 1 m et le critère de précision à 10−3. La première constatation de l’observation des
deux courbes sur la figure 3.9 est que le pas du maillage n’a pas une influence nette sur
l’approximation que ce soit en mémoire ou en précision. La conséquence de ce résultat
est importante. En effet, un des inconvénients de la FMM est son inefficacité pour la
compression d’objets surmaillés. Avec l’algorithme ACA, cet obstacle pourrait être levé.
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Pas du maillage (m)
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Figure 3.9 – Influence du pas fréquentiel du maillage
Cette série de tests a permis de valider l’approximation par l’algorithme ACA des ma-
trices issues de notre formulation équations intégrales. Nous retiendrons premièrement
que le critère de précision ne doit pas être trop fin. Deuxièmement, il faudra porter
une attention particulière au critère permettant de déterminer si un bloc est éligible à
la compression. Enfin, il semblerait que l’algorithme ACA soit efficace pour simuler les
objets surdiscrétisés au contraire de la FMM.
Recompression par SVD
L’algorithme ACA fournit une bonne approximation mais celle-ci n’est pas aussi
efficace que l’approximation fournie par la SVD. En effet, l’ACA génère des produits
tensoriels associés à de petites valeurs singulières. Il existe une technique qui permet
d’associer la SVD à l’ACA. Recompresser l’ACA avec la SVD permet d’éliminer ces
produits tensoriels associés à de petites valeurs singulières que l’ACA a indûment pris
en compte.
Nous avons vu que l’approximation ACA d’une matrice de rang faible r s’écrivait
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sous la forme A˜ = UVH . Exprimons la décomposition QR de U et V :
U = QURU et V = QV RV (3.13)
où QU et QV sont des matrices unitaires et RU et RV sont des matrices triangulaires




QHV . Le produit RURHV ∈
Cr×r peut être décomposé par la SVD :
RURHV = UˆΣVˆH (3.14)
avec Uˆ et Vˆ des matrices unitaires et Σ une matrice diagonale contenant les valeurs
singulières dans l’ordre décroissant. Le calcul de la SVD n’est pas très coûteux pour un
rang r petit. Les produits QUUˆ et QV Vˆ sont aussi des matrices unitaires. On a alors la
SVD de l’approximation ACA :

















. La nouvelle ap-
proximation ˜˜A doit respecter la condition suivante :∥∥∥ ˜˜A− A˜∥∥∥ ≤ εSVD ∥∥∥A˜∥∥∥ (3.16)
3.2.3 Représentation hiérarchique des matrices équations in-
tégrales
Dans cette section, nous donnons un aperçu de la structures des H-matrices telles
qu’elles seront utilisées par la suite. Les H-matrices reposent sur les principes suivants.
Une répartition hiérarchique de la matrice en blocs va être effectuée. Les blocs repré-
sentant des interactions entre ensembles d’éléments éloignés seront compressés par l’al-
gorithme ACA et recompressés par une SVD.
Les blocs matriciels éligibles à une compression sont dit admissibles. Pour déterminer
si un bloc est admissible, un critère de distance entre boîtes doit être mis en place. Le
critère utilisant les notations de la figure 3.10 est le suivant :
min (diam (Bt) , diam (Bs)) ≤ 2ηdist (Bt, Bs) (3.17)
Le choix de η est important car si le bloc est admissible mais que les boîtes sont trop
proches, l’approximation sera de mauvaise qualité.
Pour appliquer ce critère d’admissibilité, il faut d’abord effectuer une bissection ré-
cursive du maillage représentant l’obstacle. Initialement, le maillage est englobé dans
une boîte. Celle-ci est ensuite décomposée en deux boîtes et ainsi de suite jusqu’à ce
que les boîtes contiennent un nombre minimal de points Nleaf. Cette bissection récursive
est ensuite représentée sous forme d’un arbre binaire. La méthodologie présentée est
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Figure 3.10 – Admissibilité d’un bloc [57]
0 1 2 3 4 5 6 7
I00 = {0, 1, 2, 3, 4, 5, 6, 7}
I10 = {0, 1, 2, 3} I11 = {4, 5, 6, 7}
I20 = {0, 1} I21 = {2, 3} I22 = {4, 5} I23 = {6, 7}
I30 = {0} I31 = {1} I32 = {2} I33 = {3} I34 = {4} I35 = {5} I36 = {6} I37 = {7}
Figure 3.11 – Représentation sous forme d’arbre de la décomposition d’un maillage
illustrée sur la figure 3.11.
Ensuite, pour effectuer la décomposition hiérarchique de la matrice, le critère d’ad-
missibilité va être appliqué sur les boîtes de chaque niveau. Si deux boîtes du niveau i
respectent ce critère alors le bloc représentant cette interaction sera compressé. Si deux
boîtes du niveau i ne respectent pas le critère d’admissibilité, alors le critère est appliqué
aux enfants de ces boîtes. Cette décomposition hiérarchique est représentée sur la figure
3.12. Les blocs admissibles à la compression sont gris et les blocs non admissibles sont
blancs. Par exemple, au deuxième niveau de décomposition, le bloc I20×I22 est admissible















= 4 donc le critère d’admissibilité (3.17) est respecté. Ce bloc pourra
donc être directement compressé par l’algorithme ACA sans avoir à subir une nouvelle
décomposition comme cela est le cas pour le bloc I20 × I10 .
Pour conclure, une H-matrice sera paramétrée selon plusieurs critères :
— le critère de précision pour la compression ACA des blocs admissibles εACA,
— le critère de précision pour la recompression SVD des blocs admissibles εSVD,
— le critère de tolérance pour déterminer si un bloc est admissible η,
— le nombre minimal de degrés de liberté dans une boite Nleaf.
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Figure 3.12 – Décomposition hiérarchique d’une matrice
3.2.4 Décomposition HLU de la matrice hiérarchique
Dans le cadre d’une résolution itérative nécessitant généralement un produit matrice-
vecteur par itération, les H-matrices ont l’avantage de calculer ce produit très rapi-
dement grâce à leur représentation hiérarchique. Cependant, les matrices issues de la
discrétisation des opérateurs intégraux étant mal conditionnées, il est d’usage d’utiliser
un préconditionneur pour réduire le nombre d’itérations. Plusieurs approches souvent
algébriques ont été développées pour s’adapter au format H-matrice [58, 59, 60, 61].
L’approche utilisée dans cette étude est celle développée dans [10]. Elle consiste à calcu-
ler une approximation de la décomposition LU où les matrices triangulaires L et U sont
stockées au format H-matrice. On note M = LU l’approximation de la décomposition
HLU. La décomposition HLU est contrôlée par un critère de précision εHLU tel que :
‖A−M‖ ≤ εHLU ‖A‖ (3.18)
















où t1, t2 ∈ TI sont les enfants de t dans TI . La décomposition HLU de ce bloc se calcule
de manière récursive par les quatre étapes suivantes :
1. Calcul de Lt1t1 et Ut1t1 par décomposition LU de At1t1
2. Calcul de Ut1t2 par Lt1t1Ut1t2 = At1t2
3. Calcul de Lt2t1 par Lt2t1Ut1t1 = At2t1
4. Calcul de Lt2t2 et Ut2t2 par la décomposition LU de At2t2 − Lt2t1Ut1t2
Pour les étapes 1 et 4, les décompositions LU sont calculées par la procédure décrite
jusqu’à ce que le bloc n’ait plus d’enfants. Les étapes 2 et 3 sont effectuées par des
substitutions montée et descente.
La décomposition HLU est ensuite utilisée pour la résolution d’un système linéaire
Ax = b. Elle peut être utilisée de deux manières. Premièrement, si la H-matrice et sa
décomposition HLU ont été calculées avec une précision très fine, le système linéaire
peut être résolu par un solveur direct. La solution est alors x = M−1b = U−1L−1b. La
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deuxième technique consiste à préconditionner le système linéaire Ax = b par M−1 tel
que le système linéaire à résoudre soit :
M−1Ax = M−1b (3.20)
L’avantage de cette technique est que la décomposition HLU peut être calculée avec la
précision souhaitée. En effet, il faut souligner que la décomposition HLU consomme une
mémoire non négligeable. Si le critère εHLU est similaire au critère de précision εACA de
construction de la H-matrice, la décomposition HLU sera aussi lourde que la H-matrice.
Avec une décomposition HLU peu précise, la consommation mémoire est réduite. Nous
étudierons par la suite, l’influence de la précision de la décomposition HLU sur les temps
d’assemblage et les temps de résolution.
3.2.5 Comparaison critique FMM/ACA
Nous venons de voir que les H-matrices peuvent être intéressantes à utiliser pour la
compression des matrices équations intégrales et l’accélération de la résolution des sys-
tèmes linéaires. Ces méthodes se sont présentées récemment en alternative aux méthodes
multipôles rapides appliquées à l’électromagnétisme depuis une quinzaine d’années. Il
est donc intéressant d’effectuer une comparaison critique entre ces deux méthodes. Elles
se basent toutes les deux sur le principe que les interactions lointaines peuvent être
approximées mais les méthodologies employées se révèlent assez différentes. La méthode
ACA est plutôt une méthode algébrique alors que la méthode FMM est une méthode
physique. Dans un premier temps, nous allons mettre en évidence les points forts et
faibles de chacune des méthodes. Deuxièmement, nous justifierons notre choix d’utiliser
la méthode ACA plutôt que la méthode FMM dans la méthode IE-DDM.
Pour juger une méthode d’accélération de la MoM, il faut observer plusieurs points.
Il y a tout d’abord les ressources de calcul (mémoire et temps de calcul). Il faut aussi
considérer la flexibilité de la méthode, i.e. vérifier qu’elle peut s’appliquer à tout type
de problèmes.
Pour l’assemblage, la méthode FMM est très rapide et consomme peu de mémoire,
car seules les interactions proches sont à calculer et à stocker. À l’inverse, pour la mé-
thode ACA, les interactions proches et lointaines sont à calculer et à stocker, ce qui
augmente le temps de calcul et la mémoire nécessaire pour le stockage de la H-matrice.
Cependant, pour la résolution du système linéaire, un produit matrice-vecteur ACA est
très performant grâce à la structureH-matrice. Pour la méthode FMM, pour chaque pro-
duit matrice-vecteur, il faut calculer les développements en série de Taylor des fonctions
de Green entre éléments lointains. De plus, la méthode FMM est très efficace quand le
maillage de la cible est homogène, aux alentours de λ7 . En revanche, ses performances se
dégradent considérablement pour des maillages hétérogènes ou surmaillés car la série de
Taylor doit être étendue. La méthode ACA, grâce à sa nature algébrique, est beaucoup
moins sensible aux caractéristiques du maillage comme nous l’avons vu sur la figure
3.9. Elle peut donc être intéressante dans le cadre de simulations contenant une boucle
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fréquentielle. Il ne sera pas nécessaire de générer un maillage homogène pour chaque fré-
quence. De plus, la décomposition HLU desH-matrices est très intéressante dans le cadre
de la résolution de multi seconds membres. Pour conclure, nous ne pouvons pas déclarer
qu’une méthode est toujours meilleure que l’autre. Cela va dépendre du problème étudié.
Dans le cadre de cette étude, nous avons choisi l’ACA pour deux raisons. La première
raison est que la méthode IE-DDM originale [12] a été accélérée par la méthode FMM.
Il n’y a par contre pas eu à notre connaissance d’études sur l’accélération de la méthode
IE-DDM par les H-matrices. Nous expliquerons en détail dans les chapitres 5 et 6 de
quelle manière les H-matrices se combinent bien avec la méthode IE-DDM. La deuxième
raison est plus pratique. Les méthodes FMM sont largement connues au DEMR et des
solveurs FMM très efficaces ont été développés dans les codes MoM du département. En
revanche, les méthodes ACA ont été peu étudiées au DEMR. Ces travaux de thèse était
donc l’occasion d’observer les performances de l’ACA sur les problématiques étudiées
par le DEMR. En outre, une collaboration supplémentaire a été mise en place avec
le DTIM/CHP sur ce sujet. Nous avons développé au départ notre propre algorithme
ACA. Cependant, nous n’avions pas intégré de format H-matrice. Or le DTIM/CHP
avait développé ces structures avec une approximation ACA des matrices de rang faible.
Nous avons donc pu bénéficier de leurs bibliothèques H-Matrix incluant les fonctions
suivantes :




Notre collaboration a amené au développement d’autres fonctions que nous décrirons
plus loin.
3.3 Accélération de la MoM par la compression hié-
rarchique des équations intégrales de frontière
Dans cette section, nous allons présenter la démarche d’accélération de la MoM par
l’utilisation des H-matrices. L’objectif est de valider les bibliothèques H-Matrix dans
ELSEM3D, le logiciel MoM de référence, avant de l’implémenter sur la méthode IE-
DDM. Pour cela, nous allons observer les performances de l’ACA sur l’assemblage puis
sur la résolution itérative du système linéaire.
3.3.1 Implémentation de la bibliothèque H-Matrix dans EL-
SEM3D
L’environnement ELSEM3D/IE-DDM est codé en Fortran 90 alors que la biblio-
thèque H-Matrix contient un ensemble de fichiers sources codés en C++. Pour faire le
lien entre les deux projets, il existe une interface Fortran permettant d’appeler les fonc-
tions H-Matrix depuis ELSEM3D. Pour cela, il a fallu notamment générer des librairies
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dynamiques du code H-Matrix et les lier à ELSEM3D.
Sur la figure 3.13, nous rappelons l’organisation du code MoM. L’accélération ACA
via la bibliothèque H-Matrix impose de modifier l’étape d’assemblage de la matrice A
et l’étape de résolution du système linéaire. Les plus grosses modifications concernent
l’assemblage. En effet, au lieu de stocker une matrice dense dont les coefficients étaient
calculés élément par élément, il faudra désormais la compresser et la stocker au formatH-
matrice. De plus, l’assemblage devra s’adapter à la bibliothèque H-Matrix. Concernant
la résolution, les modifications dépendront du type de solveur utilisé.
Figure 3.13 – Structure du code MoM ELSEM3D
La matrice A à assembler va être compressée et stockée au format H-matrice. La
procédure d’assemblage doit s’adapter à la bibliothèque H-Matrix. L’assemblage de la
H-matrice est illustré sur la figure 3.14. L’assemblage de la H-matrice démarre par l’ap-
pel de la fonction init_HMatrix. Cette fonction envoie à la bibliothèque H-Matrix la
liste des points du maillage et leurs coordonnées, les paramètres de compression η, εACA,
εSVD et Nleaf. Le maillage est décomposé en octrees puis la H-matrice est créée. Ensuite,
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les blocs de la H-matrice sont assemblés. Si le bloc est non admissible, alors la biblio-
thèque envoie à ELSEM3D la liste des lignes et colonnes du bloc. Le bloc est assemblé
dans l’environnement ELSEM3D et renvoyé à la bibliothèque H-Matrix. En revanche,
si le bloc est admissible, alors il est approximé par l’algorithme ACA. La bibliothèque
H-Matrix effectue les étapes de l’algorithme 3.1. Lorsqu’une ligne ou une colonne doit
être calculée, leurs indices sont envoyés à l’environnement ELSEM3D qui assemble la
ligne ou la colonne et la renvoie à la bibliothèque. Si l’approximation n’atteint pas la
précision demandée alors une nouvelle paire ligne/colonne est calculée. Sinon, l’assem-
blage du bloc est terminé et le bloc suivant est assemblé. Une fois que tous les blocs de
la H-matrice sont assemblés, le code passe à l’assemblage du second membre.
Figure 3.14 – Schéma de construction d’une H-matrice
L’étape de résolution du système linéaire dépend du solveur adopté. Dans le cadre
d’une résolution itérative avec l’algorithme GCR ou MGCR [45, 13], la seule modifica-
tion apportée consiste à remplacer le calcul de produit matrice-vecteur par la routine
Lapack zgemv avec la routine HMatrix_zgemv. Pour l’utilisation de la décomposition
HLU, il faudra au préalable la calculer après l’assemblage de la H-matrice. Il y a ensuite
deux possibilités. Dans le cadre d’un préconditionnement du solveur itératif, le système
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linéaire résolu sera M−1Ax = M−1b où M est la factorisation LU approchée. Si le
critère de précision εHLU est assez précis, la solution HLU peut suffire comme résultat.
3.3.2 Validation de l’implémentation de la bibliothèqueH-Matrix
dans ELSEM3D
Pour valider l’implémentation de la bibliothèque H-Matrix dans ELSEM3D, nous
allons l’appliquer sur le cas de la diffraction d’ondes planes par un modèle simplifié de
Fokker F100. L’avion est maillé avec 19 875 arêtes et affiché sur la figure 3.15. Dans un
premier temps, il sera éclairé par une unique onde plane de fréquence 1,4 GHz. Dans
un second temps, il sera éclairé par 360 ondes planes de fréquence 1,4 GHz. Nous nous
intéresserons à plusieurs résultats. Concernant l’assemblage, on observera la mémoire
utilisée par rapport aux critères de compression. En parallèle, on observera le temps
d’assemblage. Pour la résolution du système linéaire, nous comparerons les performances
du solveur avec et sans préconditionneur HLU. Par la suite, nous considèrerons toujours
la décomposition HLU en tant que préconditionneur du solveur itératif. La simulation
est réalisée en CFIE avec α = 0, 5. Le cas d’étude étant assez simple, le critère de
convergence εGCR est imposé à 10−4. Les simulations sont réalisées sur une station de
travail possédant 4 cœurs et 8 Go de RAM. La précision de la méthode MoM-ACA est
attestée en comparant les résultats avec ceux de la méthode MoM-MLFMA. Les temps
affichés sont les temps CPU.
Figure 3.15 – Maillage du modèle simplifié d’un Fokker 100
Étude 1
Dans un premier temps, l’avion est éclairé par une onde plane d’incidence −zˆ, de
polarisation θ et de fréquence 1,4 GHz. Les critères de précision εACA et εSVD sont testés
aux trois valeurs suivantes : 10−2, 10−3 et 10−4. Après avoir validé la précision de la
méthode, nous étudierons les performances de la méthode MoM-ACA en fonction de la
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précision demandée.
Sur la figure 3.16, les SER bistatiques dans le plan xˆz sont comparées. Nous rappelons
que la méthode MoM-MLFMA sert ici de référence. Il y a une excellente concordance
entre les quatre courbes. De même, sur la figure 3.17, les distributions surfaciques de
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Figure 3.16 – SER bistatique dans le plan xˆz en polarisation φ
La précision de la méthode MoM-ACA ayant été validée, intéressons nous maintenant
aux performances de la méthode ACA sur le tableau 3.1. Pour la mémoire nécessaire
pour stocker la H-matrice, nous constatons qu’elle évolue globalement linéairement avec
la précision logarithmique. Sur la figure 3.18, nous affichons lesH-matrices pour chacune
des trois précisions. Les blocs pleins sont de couleur bleue. Les blocs compressés sont de
couleur orange. Les traits oranges sont les matrices U et V. L’épaisseur des traits par
rapport à la dimension du bloc correspond à ce qui a été réellement calculé. Nous voyons
bien qu’entre εACA = 10−2 et εACA = 10−4, les traits oranges sont plus épais, signifiant
qu’il faut calculer et stocker plus de lignes et colonnes. Nous notons que le calcul de la
H-matrice avec une précision fine augmente très fortement le temps d’assemblage. Le
temps de résolution est beaucoup plus faible que le temps d’assemblage. Cela s’explique
d’abord par le fait qu’on résout un seul second membre. La deuxième raison est que
le format H-matrice permet de calculer des produits matrice-vecteurs très rapidement.
Enfin, le nombre d’itérations pour converger vers εGCR = 10−4 est sensiblement le même.
Toutefois, ce résultat est trompeur. En effet, une des conclusions pourrait être qu’une
précision grossière est suffisante pour atteindre une convergence précise. Cependant,
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Figure 3.17 – Distribution de courants sur la surface de l’avion calculée avec la méthode
(a) MoM-MLFMA (b) MoM-ACA εACA = 10−2 (c) MoM-ACA εACA = 10−3 (d) MoM-
ACA εACA = 10−4
nous verrons plus loin lors de l’étude de cas plus complexes qu’une précision grossière
peut ne pas du tout converger vers un critère fin. Cette première étude nous permet de
conclure qu’il ne faudra pas prendre un critère de précision trop fin sous peine que le















εACA = 10−2 327 - 5,4 % 797 79 283
εACA = 10−3 519 - 8,6 % 1363 74 280
εACA = 10−4 745 - 12,4 % 6983 91 280
Table 3.1 – Influence de la précision sur les performances de la méthode MoM-ACA
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Figure 3.18 – Visualisation des H-matrices
Étude 2
La deuxième étude porte sur le préconditionneur HLU. Le cas de simulation est le
même que précédemment. Les critères de compression sont fixés à εACA = εSVD = 10−3.
Nous comparons quatre cas : résolution sans préconditionneur HLU et résolutions avec
préconditionneur HLU (εHLU = 10−1, εHLU = 10−2 et εHLU = 10−3). Premièrement, nous






















Angle d'observation θ (°)







Figure 3.19 – SER bistatique dans le plan xˆz en polarisation φ
Ensuite, sur le tableau 3.2, nous comparons les performances des simulations avec
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et sans préconditionneur HLU. Concernant la mémoire occupée, nous constatons lo-
giquement que plus la précision de la décomposition HLU est fine, plus sa taille est
importante. En particulier, quand εHLU = εACA, les tailles de la H-matrice et de sa
décomposition HLU sont à peu près égales. Concernant le temps d’assemblage, nous
constatons que le temps de construction de la décomposition HLU n’est pas négligeable
par rapport au temps d’assemblage de la H-matrice. Ces deux indications témoignent
donc du coût du préconditionneur HLU, en l’occurrence un besoin mémoire et un temps
d’assemblage à ne pas négliger. En revanche, en regardant le temps de résolution et le
nombre d’itérations, nous pouvons constater les bénéfices du préconditionneur HLU sur
le solveur. Comme illustré sur la figure 3.20, le nombre d’itérations est fortement réduit.
Il est aussi très intéressant de noter qu’une décomposition grossière (εHLU = 10−1) est
presque aussi performante qu’une décomposition fine (εHLU = 10−3), tout en réduisant
les temps de calcul et les besoins mémoire. Toutefois, le temps gagné sur la résolution
n’est pas compensé par le temps de construction de la décomposition HLU. Cette mé-
thode devrait se mettre en évidence sur des applications où la convergence du problème












519 519 519 519
Mémoire HLU (Mo) ø 250 364 511
Temps d’assemblage
(s)
1 363 2 185 3 163 4 567
Temps de résolution
(s)
74 2,8 1,8 2
Nombre d’itérations 280 6 3 2
Temps total (s) 1 453 2 203 3 181 4 585
Table 3.2 – Performances des simulations
Étude 3
La troisième étude montre l’intérêt de la décomposition HLU sur le même avion
mais éclairé par 360 ondes planes dont l’angle d’incidence θ varie entre 0◦ et 360◦. Nous
constatons sur la figure 3.21 que la méthode MoM-ACA sans préconditionneur HLU
n’a pas convergé vers le critère εGCR = 10−4 après 3000 itérations. En revanche, les
méthodes MoM-ACA avec préconditionneur HLU convergent toutes vers ce critère en
moins de 300 itérations. La précision de la solution est attestée sur la figure 3.22 en la
comparant à une résolution LU effectuée sur un nœud de calculateur avec 8 cœurs et
32 Go de RAM. Sur cette étude, la résolution avec le préconditionneur HLU grossier
(εHLU = 10−1) se met en évidence par la construction d’une décomposition HLU rapide
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Figure 3.20 – Convergence du solveur itératif
comme le montre le tableau 3.3. Dans le même temps, la résolution avec le précondi-






Temps total (s) Nombre d’itérations
ø 2664 4027 >3000
εHLU = 10−1 347 2548 268
εHLU = 10−2 248 3376 159
εHLU = 10−3 209 4953 121
Table 3.3 – Performances des simulations
Pour conclure, la bibliothèque H-Matrix a bien été implémentée dans l’environne-
ment ELSEM3D. La précision de la méthode a été validée en la comparant à un résultat
MoM-MLFMA. Concernant la compression ACA, nous retenons qu’un critère de préci-
sion trop fin augmente fortement le temps de calcul. De plus, nous appliquerons toujours
la condition suivante : εACA ≤ εGCR. Enfin, nous avons mis en évidence l’intérêt de la
décomposition HLU pour la résolution d’applications nécessitant de nombreux produits
matrice-vecteur.
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Figure 3.22 – SER monostatique dans le plan yˆz en polarisation θ
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3.3.3 Assemblage et préconditionnement HLU pour la simula-
tion des matériaux Léontovitch
Dans la section précédente, nous avons validé l’implémentation des H-matrices pour
les matériaux PEC. Pour les matériaux Léontovitch, l’implémentation est plus complexe.






α (P +Q) + (1− α) (B − S)×














Par souci de notations, le membre de gauche est écrit de la manière suivante :
A =






α (P +Q) + (1− α) (B − S)×










Le second membre est noté :
b =
[









Nous n’allons pas construire la H-matrice de A mais les H-matrices des blocs Ajj, Amj,
Ajm et Amm. Une matrice Léontovitch sera donc constituée de quatre H-matrices. En
effet, pour la bibliothèque H-Matrix, une inconnue courant électrique et une inconnue
courant magnétique sur une arête sont indépendantes. Si on effectue une décomposition







La bibliothèque H-Matrix ne prévoit que la décomposition HLU d’une H-matrice
et pas d’un ensemble de H-matrices. Par conséquent, il n’est possible de calculer une
décomposition HLU que des blocs diagonaux Ajj et Amm. Les deux blocs situés hors
de la diagonale Ajm et Amj, représentant les interactions entre courants magnétiques et
courants électriques peuvent ne pas être carrés. En effet, si seulement une partie de la
surface métallique est recouverte de diélectrique, les blocs matriciels de ces interactions
seront rectangulaires. Nous ne pouvons donc pas calculer leur décomposition LU. Au
final, cela revient à effectuer une décomposition HLU incomplète. Le système linéaire
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Pour valider la précision de la méthode et son efficacité, nous considérons le même
avion que sur la figure 3.15. Il est recouvert d’une couche de diélectrique d’épaisseur 1 cm,
de permittivité relative 4 et de perméabilité relative 1. Il est éclairé par une onde plane
de fréquence 700 MHz d’incidence −zˆ en polarisation θ. L’impédance de Léontovitch
résultante est Zl = 56, 87ı Ω. Sur la figure 3.23, nous présentons la SER bistatique
dans le plan yˆz en polarisation φ. Le résultat obtenu avec la méthode FMM sert de
référence. Ensuite, nous avons effectué plusieurs simulations ACA où les H-matrices
sont caractérisées par le critère de compression εACA = 10−3. La première simulation est
sans préconditionneur HLU. Les trois autres simulations utilisent le préconditionneur
HLU avec εHLU = 10−1, εHLU = 10−2 et εHLU = 10−3. Il y a une bonne adéquation entre
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Figure 3.23 – SER bistatique dans le plan yˆz en polarisation φ
Dans un deuxième temps, nous nous sommes intéressés aux performances des diffé-
rentes simulations sur le tableau 3.3.3 ainsi qu’à la convergence de la résolution itérative
des deux simulations ACA. Les courbes sont affichées sur la figure 3.24. Les observations
sur la mémoire et le temps de construction sont les mêmes que dans le cas PEC. Sur
la résolution, nous noterons que le préconditionneur HLU améliore fortement la conver-
gence. En effet, la formulation pour matériaux Léontovitch est moins bien conditionnée.
La convergence est plus difficile que pour les matériaux PEC. Dans ce cas où un seul
second membre est résolu, la méthode sans préconditionneur est toujours plus rapide
que les autres. Toutefois, nous pouvons supposer que sur des cas plus complexes et/ou
avec plus de seconds membres à résoudre, l’utilisation de ce préconditionneur se révè-
lera nécessaire. De même que précédemment, parmi ces trois préconditionneurs, c’est le
74
Chapitre 3. Compression hiérarchique par approximation ACA des matrices équations
intégrales
préconditionneur grossier qui présente pour le moment le meilleur compromis temps /










Mémoire (Mo) 1 810 2 251 2 444 2 688
Temps d’assemblage
(s)
5 463 6 736 8 134 10 307
Temps de résolution
(s)
925 31 27 29
Nombre d’itérations 890 25 21 21
Temps total (s) 6 410 6 798 8 191 10 366
































Figure 3.24 – Convergence du solveur itératif
3.4 Conclusion du chapitre
Dans un premier temps, nous avons présenté le concept de H-matrice qui s’appuie
sur une décomposition de la matrice en blocs. Les blocs représentant les interactions
entre éléments proches vont être assemblés en matrices pleines. En revanche, nous avons
montré que les blocs représentant les interactions entre éléments lointains présentaient
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une déficience de rang. Ces blocs peuvent être approximés et compressés par des mé-
thodes telles que la SVD et l’ACA. Nous avons ensuite vu que l’algorithme ACA était
une méthode efficace pour l’approximation des matrices de rang faibles. Son princi-
pal avantage est de construire une approximation à un critère de précision donné sans
avoir à connaitre a priori le bloc, au contraire de la SVD par exemple. Ensuite, la dé-
composition HLU a été présentée. Cette décomposition permet de mettre en place des
préconditionneurs semblables à des résolutions directes. Pour finir cette partie, nous
avons comparé les méthodes ACA et les méthodes FMM et justifié notre choix d’utiliser
l’ACA par la suite. Ce choix repose premièrement sur la volonté d’utiliser l’ACA dans
la méthode IE-DDM car il n’y a pas de telle étude dans la littérature. Par ailleurs, elles
nous semblaient être plus efficaces que les FMM pour des objets localement surmaillés
rencontrés dans les applications industrielles. Deuxièmement, les méthodes FMM ont
déjà largement été étudiées et développées au DEMR à l’inverse de l’ACA.
Dans un second temps, nous avons étudié l’intégration des bibliothèques H-Matrix
développées par le DTIM/CHP dans l’environnement ELSEM3D, le logiciel méthode
des moments du DEMR. Sur un modèle d’avion simplifié, nous avons fait des études
en fonction des critères de précision de l’approximation ACA et de la décomposition
HLU. Nous avons observé que l’utilisation de la décomposition HLU était un excellent
préconditionneur pour la résolution itérative de Ax = b. Nous retiendrons que la dé-
composition HLU dans le cadre de la MoM est plutôt à utiliser lors de la résolution de
système linéaire avec plusieurs seconds membres. En effet, la décomposition HLU peut
être assez longue à calculer et le temps passé à la construire est compensé quand le
système linéaire non préconditionné nécessite de nombreuses itérations pour converger.
Après avoir présenté tous les outils (formulations, modèles, solveurs, méthodes de
compression), nous allons maintenant détailler la méthode équations intégrales – multi-
domaines (IE-DDM) que nous avons développée. Cette méthode réutilisera tous les outils






4.1 Introduction du chapitre
Dans l’introduction générale, nous avons mentionné les deux principaux défauts de
la méthode des moments. Nous rappelons que ce sont les matrices denses et potentiel-
lement mal conditionnées issues de la discrétisation des formulations intégrales. Dans
le chapitre précédent, nous avons présenté la méthode des H-matrices qui apporte une
solution à ces deux problèmes. Cependant, une des causes du mauvais conditionnement
des matrices équations intégrales est le maillage. En effet, un objet complexe tel qu’un
avion est de grande taille et possède des géométries complexes. La génération du maillage
d’un tel objet peut donc être longue à réaliser et de mauvaise qualité. Cela conduit no-
tamment à des différences de pas de maillage dégradant ainsi le conditionnement. Avec
une décomposition en sous-domaines, les surfaces à mailler seront plus petites et leurs
maillages réalisés indépendamment seront de meilleure qualité. La décomposition en
sous-domaines apporte aussi de la flexibilité. En effet, si une partie de la géométrie doit
être modifiée, seul le sous-domaine associé à cette géométrie doit être remaillé. Une telle
méthode, combinant équations intégrales et décomposition de domaine (IE-DDM), a été
développée et appliquée à la simulation des larges plateformes [12, 62].
L’objectif de ce chapitre est donc de développer une formulation multi-domaines
– équations intégrales en se basant sur la méthodologie décrite dans [12, 62] pour
les objets parfaitement conducteurs. Pour cela, nous réutiliserons la décomposition en
sous-domaines employée permettant une indépendance totale entre maillages de sous-
domaines. Ensuite, la formulation s’appuie sur une représentation intégrale des sous-
domaines avec une attention particulière portée sur les surfaces raccordant les sous-
domaines. Nous verrons que sur ce point là, nous nous démarquerons des travaux ini-
tiaux en proposant deux nouvelles formulations. Nous choisirons alors, avec l’appui de
résultats numériques, une formulation parmi les trois possibles. Une fois la formulation
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IE-DDM pour matériaux PEC choisie, nous l’étendrons aux matériaux Léontovitch,
pour la simulation des objets parfaitement conducteurs recouverts d’une fine couche de
diélectrique. La méthode IE-DDM décrite dans [12, 62] est accélérée par la méthode
FMM. Nous avons fait le choix de l’accélérer par la méthode ACA. Nous expliquerons
dans ce chapitre la représentation hiérarchique des matrices IE-DDM.
4.2 Décomposition en sous-domaines
Pour présenter la formulation IE-DDM, nous nous appuierons sur une décomposition
en deux sous-domaines. Le domaine Ω étudié est donc partitionné en deux domaines non
recouvrants tels que Ω = Ω1 ∪ Ω2. La surface du sous-domaine Ωm est notée Γm. On
distingue deux types de surfaces pour un sous-domaine. Premièrement, on considère la
frontière extérieure Γbm = Γ ∩ Γm d’un sous-domaine m. La frontière extérieure est la
surface qui existe réellement dans le problème étudié. Deuxièmement, on introduit des
surfaces fictives permettant de relier les sous-domaines entre eux. On choisit d’appeler
ces surfaces des interfaces. À la jonction de deux sous-domaines m et n, l’interface est
Γimn = Γm ∩ Γn. L’union des interfaces d’un sous-domaine m est notée Γim. Dans la
méthodologie développée, les interfaces sont parfaitement conductrices. De plus, on im-
pose que les interfaces soient planes afin que leurs triangulations non conformes le soient
aussi. En effet, dans le cas d’interfaces courbes, il est possible que les triangulations non
conformes ne soient pas coïncidentes. Cette décomposition en sous-domaines est illustrée













Figure 4.1 – Décomposition en sous-domaines
La décomposition en sous-domaines utilisée a l’avantage de permettre une indépen-
dance entre maillages de sous-domaines. La génération de maillages est facilitée. Dans
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un problème mono-domaine, il faut construire le maillage d’un grand objet qui pourra
être de mauvaise qualité. Maintenant chaque sous-domaine pourra être maillé en fonc-
tion de sa complexité. Les maillages de sous-domaine seront de meilleure qualité car
plus petit. De plus, cela favorise des études collaboratives entre différents partenaires.
Enfin, une stratégie de décomposition en sous-domaines de l’objet doit être définie.
En effet, sur quels critères décompose-t-on un objet ? Ici, nous avons décidé de décom-
poser l’objet en fonction de la complexité de la surface. Par exemple, sur la figure 4.2,
nous montrons la décomposition en 9 sous-domaines d’un modèle de Fokker 100. La
CAO au niveau des réacteurs, empennage et cabine sont très détaillées. Nous avons
donc fait le choix d’isoler ces surfaces pour les traiter indépendamment. En revanche,
le sous-domaine vert qui est une partie du fuselage a une CAO très simple et son trai-
tement par IE-DDM sera moins affecté que dans un problème mono-domaine. En fait,
comme nous le montrerons dans le chapitre 5, la résolution des sous-domaines apportera
un gain important sur la résolution itérative du système linéaire.
Figure 4.2 – Exemple de décomposition en sous-domaines d’un Fokker F100
4.3 Formulation IE-DDM
Dans cette section, on détaille la formulation IE-DDM qui résulte de l’écriture des
équations intégrales sur les sous-domaines. Un traitement particulier est effectué sur les
interfaces afin de simplifier les équations sur ces surfaces. On appelle les équations sur
les interfaces des conditions de transmission. Plusieurs conditions de transmission sont
proposées et étudiées. Les systèmes linéaires obtenus seront décrits. De plus, une atten-




4.3.1 Application des équations intégrales sur les sous-domaines
Avant d’établir l’expression intégrale sur les sous-domaines, nous allons définir la
terminologie utilisée.
— Courant jm : courant circulant sur la surface du domaine m.
— Trace tangentielle pour le champ électrique Etgm = nˆm × E× nˆm.
— Trace tangentielle pour le champ magnétique nˆm ×H.
— Champ électromagnétique source
(
Etgsourcem (r) , nˆm ×Hsource (r)
)
, r ∈ Γm : trace
tangentielle sur la surface du domaine m de la source électromagnétique physique
excitant l’objet, dans le cadre de cette étude, ce sera une onde plane ou un
générateur de tension.
— Champ électromagnétique incident
(
Etgincm (r) , nˆm ×Hinc (r)
)
, r ∈ Γm : trace tan-
gentielle sur la surface du domaine m du champ éclairant ce sous-domaine, dans
le cadre d’une décomposition en sous-domaines, le champ diffracté par les autres
sous-domaines agit comme une source secondaire pour le sous-domaine m.
— Champ électromagnétique diffracté
(
Etgdiffn , nˆm ×Hdiffn
)
, r ∈ Γm : trace tangen-
tielle sur la surface du domaine m du champ diffracté par les courants jn circulant
sur la surface du domaine n, c’est une source secondaire pour le domaine m.
La méthodologie IE-DDM proposée dans [12] consiste à appliquer deux jeux d’équa-
tions sur les sous-domaines. Le premier jeu d’équations consiste à appliquer les conditions
limites de l’EFIE et de la MFIE localement sur chaque sous-domaine. Le champ total
sur un sous-domaine est ainsi la somme du champ incident sur le sous-domaine avec le
champ diffracté par le sous-domaine. Ainsi, sur le sous-domaine 1 :{
Etg1 (r) = Etg
inc
1 (r) + Etg
diff
1 (r) = 0
j1 (r) = nˆ1 ×Hinc1 (r) + nˆ1 ×Hdiff1 (r) , r ∈ Γ1 (4.1)
Sur le domaine 2 : {
Etg2 (r) = Etg
inc
2 (r) + Etg
diff
2 (r) = 0
j2 (r) = nˆ2 ×Hinc2 (r) + nˆ2 ×Hdiff2 (r) , r ∈ Γ2 (4.2)
Le point de calcul r tendant vers la surface qui porte les courants, les quantités nˆ1 ×
Hdiff1 (r) et nˆ2×Hdiff2 (r) des formulations MFIE doivent être calculées au sens des valeurs
principales. Pour un sous-domaine m, la quantité nˆm ×Hdiffm (r) s’exprime :
nˆm ×Hdiffm (r) =
1
2jm (r) + v.p. nˆm ×H
diff
m (r) (4.3)
Les équations (4.1) et (4.2) deviennent donc : Etg1 (r) = Etg
inc
1 (r) + Etg
diff
1 (r) = 0
j1 (r) = nˆ1 ×Hinc1 (r) +
1
2j1 (r) + v.p. nˆ1 ×H
diff
1 (r)
, r ∈ Γ1 (4.4)
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Sur le domaine 2 : Etg2 (r) = Etg
inc
2 (r) + Etg
diff
2 (r) = 0
j2 (r) = nˆ2 ×Hinc2 (r) +
1
2j2 (r) + v.p. nˆ2 ×H
diff
2 (r)
, r ∈ Γ2 (4.5)
Le deuxième jeu d’équations décrit que le champ incident sur un domaine est la
somme du champ créé par la source électromagnétique et les champs diffractés par les
autres sous-domaines. Autrement dit, les champs diffractés par les autres sous-domaines
agissent comme des sources secondaires vues du domaine considéré. Ainsi sur le domaine
1 : {
Etginc1 (r) = Etg
source
1 (r) + Etg
diff
2 (r)
nˆ1 ×Hinc1 (r) = nˆ1 ×Hsource (r) + nˆ1 ×Hdiff2 (r) , r ∈ Γ1 (4.6)
Sur le domaine 2 :{
Etginc2 (r) = Etg
source
2 (r) + Etg
diff
1 (r)
nˆ2 ×Hinc2 (r) = nˆ2 ×Hsource (r) + nˆ2 ×Hdiff1 (r) , r ∈ Γ2 (4.7)
Cependant, il est nécessaire pour les formulations de différencier les équations (4.6)
et (4.7) selon la position du point de calcul r. En effet, les quantités nˆ1 × Hdiff2 (r) et
nˆ2 ×Hdiff1 (r) doivent être calculées en valeur principale si le point r est positionné sur
l’interface car il est sur la surface sur laquelle circulent les courants. En revanche, si le
point r n’est pas situé sur l’interface alors il n’est pas sur la surface sur laquelle circulent
les courants et il n’a pas à être calculé en valeur principale. Nous allons donc établir une
formulation pour les frontières extérieures. La formulation sur les interfaces sera traitée
dans la section 4.3.2 car nous verrons qu’il y a plusieurs formulations possibles.
Établissons donc la formulation sur les frontières extérieures Γb1 et Γb2. Sur la surface
Γb1, les équations (4.4) et (4.6) sont combinées : −Etg
diff
1 (r)− Etgdiff2 (r) = Etgsource1 (r)1
2j1 (r)− v.p. nˆ1 ×H
diff
1 (r)− nˆ1 ×Hdiff2 (r) = nˆ1 ×Hsource (r)
, r ∈ Γb1 (4.8)
Sur la surface Γb1, les équations (4.5) et (4.7) sont combinées : −Etg
diff
1 (r)− Etgdiff2 (r) = Etgsource2 (r)
−nˆ2 ×Hdiff1 (r) +
1
2j2 (r)− v.p. nˆ2 ×H
diff
2 (r) = nˆ2 ×Hsource (r)
, r ∈ Γb2 (4.9)
Les formulations (4.8) et (4.9) sont ensuite testées avec les fonctions RWG Φ sur les
frontières extérieures Γb1 et Γb2. En réutilisant les notations du chapitre 2, on les exprime
en fonction des opérateurs (B − S), (ıQ×) et I :








j1,Φ〉Γb1 + 〈(ıQ×) j2,Φ〉Γb1 = 〈Inˆ1 ×Hsource,Φ〉Γb1
(4.10)

〈(B − S) j1,Φ〉Γb2 + 〈(B − S) j2,Φ〉Γb2 = 〈IEtg
source,Φ〉Γb2










4.3.2 Conditions de transmission sur les interfaces
Les formulations faibles (4.10) et (4.11) développées précédemment sont testées sur la
frontière extérieure du sous-domaine. Les interfaces étant adjacentes, des simplifications
peuvent être faites sur ces surfaces, et parvenir à des formulations différentes. On appelle
alors les équations obtenues sur les interfaces des conditions de transmission (TC pour
Transmission Condition). Pour ces travaux, trois conditions de transmission ont été
étudiées. Premièrement, on a étudié la condition de transmission proposée dans [12].
Deuxièmement, on a étudié une condition de transmission qui consiste à ne pas modifier
les équations sur les interfaces. Dernièrement, on a proposé une condition de transmission
combinant les deux premières conditions de transmission.
Condition de transmission no 1 – TC1
La TC1 est celle décrite dans [12]. Nous allons voir que les relations EFIE et MFIE
se simplifient sur l’interface pour aboutir à une formulation simple.
La relation MFIE de (4.4) qui était définie sur la surface du sous-domaine 1 Γ1 peut
donc se limiter à l’interface Γi1 :
j1 (r) = nˆ1 ×Hinc1 (r) +
1
2j1 (r) + v.p. nˆ1 ×H
diff
1 (r) (4.12)
En revanche, la limitation de l’équation MFIE de (4.6) à l’interface Γi1 nécessite de
calculer la quantité nˆ1×Hdiff2 (r) en valeur principale. En rappelant que sur les interfaces
les normale nˆ1 et nˆ2 sont opposées, nous avons :
nˆ1 ×Hdiff2 (r) = −nˆ2 ×Hdiff2 (r)
= −
(1








En combinant (4.12) et (4.13), nous avons sur Γi1 la relation MFIE :
1




2j2 (r)− v.p. nˆ1 ×H
diff
2 (r) = nˆ1 ×Hsource (r) (4.14)
En appliquant la même technique sur la relation MFIE de l’interface 2 Γi2, la relation
MFIE est :
1




2j2 (r)− v.p. nˆ2 ×H
diff
2 (r) = nˆ2 ×Hsource (r) (4.15)
La somme des équations de (4.14) et (4.15) conduit à la relation suivante :
j1 (r) + j2 (r) = 0 (4.16)
Le résultat obtenu est intéressant car l’opposition des courants sur l’interface implique
que le courant total circulant sur l’interface est nul. C’est ce qu’on s’attend à vérifier car
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dans le problème mono-domaine initial, aucun courant ne circule à l’intérieur de la sur-
face. En testant (4.16) avec une fonction Φ ∈ H (div,Γi1), nous obtenons la formulation
suivante sur l’interface Γi1 :
〈Ij1,Φ〉Γi1 + 〈Ij2,Φ〉Γi1 = 0 (4.17)
Pour la partie EFIE, les équations (4.8) et (4.9) s’annulent sur l’interface. Au final,






Cette condition de transmission simplifiant la formulation originale présente à pre-
mière vue un inconvénient. En effet, pour une simulation en configuration EFIE avec
α = 1, aucune équation ne sera écrite sur les interfaces. Dans le système linéaire résul-
tant, il y aura des lignes de zéros rendant la matrice non inversible.
Condition de transmission no 2 – TC2
Lors du développement de la formulation IE-DDM, on s’est intéressé à l’étude de
conditions de transmissions différentes de celle proposée dans [12]. Une des possibilités
était de ne pas modifier les relations (4.14) et (4.15). Ces deux relations sont donc testées
par les fonctions RWG Φ :
α
[


















= α〈IEtgsource1 ,Φ〉Γi1 + (1− α) 〈Inˆ1 ×Hsource,Φ〉Γi1 (4.19)
Condition de transmission no 3 – TC3
La dernière condition de transmission développée est une combinaison des TC1 et
TC2. En fait, on va appliquer la TC1 sur la partie MFIE et on va appliquer la TC2 sur
la partie EFIE ce qui donne :
α
[






= α〈IEtgsource1 ,Φ〉Γi1 (4.20)




4.3.3 Système linéaire résultant de la formulation IE-DDM
La formulation IE-DDM est discrétisée par des fonctions tests Φ et des fonctions de
base Φ′. La méthode de Galerkin est appliquée ce qui signifie que les fonctions Φ et
Φ′ sont prises dans le même espace. En l’occurrence, nous utiliserons ici les fonctions
RWG. La discrétisation de la formulation IE-DDM conduit alors à ce système linéaire :
(Al + Ac) x = b (4.21)
Cette expression est choisie en vue du préconditionneur que l’on utilisera par la suite.
La matrice Al est une matrice bloc diagonale dont le mème bloc est la matrice CFIE








Abb1 Abi1 0 0
Aib1 Aii1 0 0
0 0 Abb2 Abi2
0 0 Aib2 Aii2
 (4.22)
Le terme Abi1 peut être interprété comme l’action de l’interface (exposant i) 1 sur la
frontière extérieure (exposant b) 1. A1 et A2 sont les matrices CFIE des sous-domaines
1 et 2. Le terme Tm désigne le maillage de la surface Γm. Φm désigne une fonction test
associée à un élément du sous-domaine m. Φ′n désigne une fonction de base associée à
un élément du sous-domaine n. L’expression du bloc CFIE est :







La matrice Al est invariante quelque soit la condition de transmission utilisée.








La matrice Ac est une matrice dite de couplage représentant les interactions entre
sous-domaines. Son expression diffère en fonction de la condition de transmission utilisée.




0 0 Cbb12 Cbi12
−Aib1 −Aii1 + Dii11 0 Dii12
Cbb21 Cbi21 0 0
0 Dii21 −Aib2 −Aib2 + Dii22
 (4.25)
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De même que précédemment, le bloc Xbimn peut être interprété comme étant l’action de
type X de l’interface n sur la frontière extérieure m. Le terme T bm désigne le maillage de
la frontière extérieure du domaine m et le terme T im désigne le maillage de l’interface du
domainem. Φbm désigne une fonction test associée à un élément de la frontière extérieure
du sous-domainem. Φ′in désigne une fonction de base associée à un élément de l’interface
du sous-domaine n. On détaille les différents blocs :










Diimn = (1− α) 〈IΦ′in,Φim〉T im (4.28)
Les blocs de type C représentent le couplage des sous-domaines entre eux au ni-
veau des frontières alors que les blocs de type B et D représentent les conditions de
transmission sur les interfaces.













0 0 Cbb12 Cbi12
0 0 Cib12 Cii12
Cbb21 Cbi21 0 0
Cib21 Cii21 0 0
 (4.31)










Dans le cas de la TC2, on a une interaction unique de type C où toutes les surfaces
interagissent sur les autres sauf sur elles-mêmes.









bbm = α〈IEtgsourcem ,Φm〉T bm + (1− α) 〈Inˆm ×Hsource,Φm〉T bm (4.35)






0 0 Cbb12 Cbi12
Bib1 Bii1 Eib12 Dii12 + Eii12
Cbb21 Cbi21 0 0
Eib21 Eii21 Bib2 Bii2
 (4.37)












Eibmn = α〈(B − S) Φ′bn,Φim〉T im (4.40)
Eiimn = α〈(B − S) Φ′in,Φim〉T im (4.41)
Pour la TC3, les interactions de type C ont la même nature que pour la TC1. Les
blocs E complètent la condition de transmission en plus des blocs B et D.









bbm = α〈IEtgsourcem ,Φm〉T bm + (1− α) 〈Inˆm ×Hsource,Φm〉T bm (4.43)
bim = α〈IEtgsourcem ,Φm〉T im (4.44)
4.3.4 Choix de la formulation IE-DDM
Dans cette section, on teste d’abord les différentes formulations sur un problème de
diffraction d’une onde plane. On désignera la formulation avec la première condition de
transmission la formulation TC1, et de même pour les autres formulations. Le système li-
néaire (Al + Ac) x = b est ici résolu avec un solveur direct. On observera les courants et
les SER. Dans un deuxième temps, on testera la méthode sur le rayonnement d’antennes
en étudiant les coefficients de réflexion vus du générateur et les diagrammes de direc-
tivité. Les résultats IE-DDM sont comparés avec les résultats obtenus avec ELSEM3D,
le logiciel MoM du DEMR de référence utilisé dans cette thèse.
Diffraction d’une onde plane
Le premier cas de validation est la diffraction d’une onde plane de fréquence 100
MHz en polarisation θ par un cylindre de hauteur 2 m et de rayon 50 cm (voir figure
4.3). Le cylindre est décomposé en deux sous-domaines et maillé avec 2 013 arêtes (1 008
pour le sous-domaine 1 et 1 005 pour le sous-domaine 2). Pour le cas mono-domaine, le
cylindre est maillé avec 1 518 arêtes. La différence entre les deux nombres d’arêtes est
due aux arêtes d’interfaces.
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Figure 4.3 – Cylindre décomposé en 2 sous-domaines
Test en configuration MFIE On commence par tester les différentes formulations
en configuration MFIE (α = 0). L’onde incidente de polarisation θ vient de la direction
(θ = 0◦, φ = 0◦). Sur la figure 4.4, on compare les SER bistatiques obtenues avec la MoM























Figure 4.4 – SER bistatique dans le plan xˆz en polarisation φ – MFIE
On observe maintenant sur la figure 4.5 les courants circulant sur la surface du cy-
lindre. On notera tout d’abord que les courants de la formulation TC1 sont identiques
aux courants de la formulation TC3, ce qui est normal car en MFIE, ces deux formu-
lations sont équivalentes. De plus, les formulations TC1 et TC3 sont très proches des
courants de la formulation MoM. En revanche, on voit que pour la formulation TC2, il y
a des courants plus forts au niveau de l’interface. À noter que pour les formulations TC1
et TC3, un artefact de visualisation apparait au niveau de l’interface contrairement à
la formulation TC2 où il y a un réel problème au niveau de la solution. Cet artefact de
visualisation est dû à l’interpolation effectuée par le logiciel de post-traitement Tecplot
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qui est perturbé par l’angle droit entre l’interface et la frontière extérieure.
(a) Référence (b) TC1 (c) TC2 (d) TC3
Figure 4.5 – Distribution de courants sur la surface du cylindre – MFIE
Pour comprendre ce qui se passe au niveau de l’interface, observons sur la figure
4.6 les courants circulant sur l’interface obtenus comme solution du système linéaire.
On constate que pour les formulations TC1 et TC3, on retrouve bien l’opposition des
courants sur les deux interfaces résultant en un courant total nul. En revanche, pour
la TC2, les courants circulant sur l’interface sont plus forts que ceux circulant sur la
frontière du cylindre. Bien qu’on vérifie bien au final toujours l’opposition des courants
et que la SER soit juste, l’anomalie des niveaux du courants sur l’interface pourrait
dégrader le conditionnement et donc les performances d’un solveur itératif.
(a) TC1 (b) TC2 (c) TC3
Figure 4.6 – Distribution de courants sur l’interface entre les sous-domaines – MFIE
Test en configuration EFIE On étudie maintenant les différentes formulations en
configuration EFIE (α = 1). L’observation des SER bistatiques sur la figure 4.7 pointe
un sérieux problème sur la TC1. En effet, la SER obtenue avec la formulation TC1
est radicalement différente de la SER obtenue avec la MoM de référence. Toutefois,
les formulations TC2 et TC3 donnent des SER qui concordent bien avec la référence.
D’ailleurs les formulations TC2 et TC3 sont équivalentes en EFIE. Le problème de la
formulation TC1 est simple. En observant l’équation de la TC1, on constate qu’en EFIE,
donc pour α = 1, on a 0 = 0 sur les interfaces. En fait, le système linéaire résultant de
la formulation TC1 contient des lignes nulles. La matrice est donc non inversible et les
résultats totalement faussés. A noter, en pratique, qu’en calculant Al puis Ac, le solveur
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ne voit pas exactement des 0 mais des résidus numériques. Il parvient donc à calculer























Figure 4.7 – SER bistatique dans le plan xˆz en polarisation φ – EFIE
L’observation sur la figure 4.8 de la distribution de courants conduit aux mêmes
conclusions que précédemment.
(a) Référence (b) TC1 (c) TC2 (d) TC3
Figure 4.8 – Distribution de courants sur la surface du cylindre – EFIE
Enfin, sur la figure 4.9, l’étude des courants sur les interfaces montrent que ceux-ci
sont bien opposés pour la TC2 et la TC3.
Test en configuration CFIE La dernière configuration testée est la CFIE. C’est
aussi celle qu’on utilisera majoritairement par la suite. On simule d’abord la diffraction
d’une onde plane d’incidence de direction (θ = 0◦, φ = 0◦). L’observation sur la figure
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(a) TC1 (b) TC2 (c) TC3
Figure 4.9 – Distribution de courants sur l’interface entre les sous-domaines – MFIE
4.10 des SER bistatiques montre que les formulations TC2 et TC3 sont en adéquation






















Figure 4.10 – SER bistatique dans le plan xˆz en polarisation φ – CFIE
L’étude des courants sur la figure 4.11 montre que seule la formulation TC3 fournit
des courants en accord avec la MoM. En effet, on note que pour les formulations TC1
et TC2, il y a des courants forts circulant au niveau de l’interface.
Quand on regarde sur la figure 4.12 les courants sur l’interface, les courants ne sont
pas totalement opposés pour la formulation TC1. Pour la formulation TC2, à l’instar des
résultats observés en MFIE, il y a des courants sur l’interface plus forts que ceux circulant
sur la frontière du cylindre. En revanche, pour la formulation TC3, les courants sont
bien opposés et les niveaux de courants sont ceux observés sur la frontière du cylindre.
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(a) Référence (b) TC1 (c) TC2 (d) TC3
Figure 4.11 – Distribution de courants sur la surface du cylindre – CFIE
(a) TC1 (b) TC2 (c) TC3
Figure 4.12 – Distribution de courants sur l’interface entre les deux sous-domaines –
CFIE
Rayonnement d’une antenne monopole portée par un cylindre
Dans cette section, les formulations TC1, TC2 et TC3 sont testées sur le rayonne-
ment d’une antenne monopole portée sur un cylindre métallique. Contrairement à la
diffraction d’une onde plane, ici, le second membre est localisé sur le générateur de ten-
sion uniquement présent sur la frontière extérieure de l’objet. Nous souhaitons constater
si cela a une influence sur les résultats numériques obtenus avec les différentes TC. En
outre, seules les configurations EFIE et CFIE sont testées car le second membre étant
exprimé en EFIE, celui-ci serait nul dans le cas de la MFIE. Pour cela, le cas étudié
est le suivant : une antenne monopole de longueur 25 cm est portée par un cylindre de
hauteur 2 m et de rayon 50 cm (voir figure 4.13). Elle est alimentée par un générateur
de tension de 1 V et d’impédance interne 50 Ω. L’antenne est maillée avec des segments
sur lesquels sont appliquées les fonctions de Harrington. Dans le cas multi-domaines,
l’objet est maillé avec 7 770 inconnues. Pour le cas mono-domaine, le maillage possède




de l’antenne où Ze est l’impédance vue du générateur et Z0 une impé-
dance de normalisation prise à 50 Ω. On observe le coefficient de réflexion S11 entre 280
MHz et 320 MHz. Deuxièmement, après avoir choisi la fréquence pour laquelle il y a le
moins de réflexion, on calculera la directivité de l’antenne portée par le cylindre.
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Figure 4.13 – Cylindre portant une antenne monopole
Test en configuration EFIE La configuration EFIE des formulations est d’abord
testée. La formulation TC1 n’est pas présentée suite au problème que nous avions relevé
précédemment. En effet, cette formulation en EFIE mène à des matrices avec des lignes
nulles. Seules les formulations TC2 et TC3 sont donc testées en EFIE. En outre, nous
rappelons que ces deux formulations sont équivalentes en EFIE. Premièrement, nous
observons sur la figure 4.14 le coefficient de réflexion S11 entre 280 MHz et 320 MHz.
Une bonne correspondance est observée entre les courbes IE-DDM et MoM de référence
malgré un léger écart. Le calcul du coefficient de réflexion relève du champ proche ce
qui peut expliquer cet écart. Ainsi, des maillages différents peuvent mener à une telle
différence.
Sur la figure 4.15, en revanche, nous notons une excellente concordance entre les 3
courbes de directivité à 294 MHz. Le calcul de la directivité relevant du champ lointain,
il y a un lissage expliquant des résultats plus concordants que dans le cas du calcul du
coefficient de réflexion.
Test en configuration CFIE La configuration CFIE est maintenant testée pour les
trois formulations TC1, TC2 et TC3. Sur la courbe du coefficient de réflexion (figure
4.16) S11 entre 280 MHz et 320 MHz, il y a une bon accord entre les formulations TC2,
TC3 et la MoM de référence. En revanche, le coefficient de réflexion calculé avec la
formulation TC1 est très éloignée des autres.
Ce résultat se confirme en observant la directivité à 294 MHz sur la figure 4.17. Les
formulations TC2 et TC3 correspondent avec la MoM, alors que nous notons un écart
entre la formulation TC1 et les autres.
Conclusions sur le choix de la formulation
Suite aux résultats obtenus, seule la formulation TC3 a fourni des résultats concor-
dants dans toutes les configurations avec la MoM de référence. La formulation TC1
proposée dans la référence [12] donne des résultats faussés sur la configuration CFIE
qui nous intéresse le plus. Pour justifier qu’on n’ait pas de résultats corrects avec cette
formulation, on peut avancer une hypothèse. La TC n’a peut-être été décrite que som-
mairement dans [12], et est en réalité utilisée différemment par leurs auteurs. Pour la
formulation TC2, bien que la SER, les courants, le coefficient de réflexion S11 et la di-
rectivité n’étaient pas foncièrement faux, nous pouvons supposer que la concentration
de forts courants au niveau de l’interface pourrait être préjudiciable avec l’utilisation
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Figure 4.14 – Adaptation de l’antenne monopole montée sur le cylindre PEC entre 280
MHz et 320 MHz









Figure 4.15 – Directivité dans le plan xˆz de l’antenne monopole montée sur le cylindre
PEC – configuration EFIE


















Figure 4.16 – Adaptation de l’antenne monopole montée sur le cylindre PEC entre 280
MHz et 320 MHz











Figure 4.17 – Directivité dans le plan xˆz de l’antenne monopole montée sur le cylindre
PEC – configuration CFIE
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4.3.5 Intégration sur les surfaces adjacentes non conformes
La méthode développée est prévue pour permettre une indépendance totale entre
sous-domaines. Ainsi, les maillages de deux interfaces coïncidentes sont non conformes.
Dans la section 4.3.3, on observe que certains blocs matriciels nécessitent d’intégrer des
opérateurs sur ces interfaces non conformes. Précisément, les opérateurs EFIE (B − S)
et identité I nécessitent ce type d’intégrations.
Maillage de l’interface 1 Maillage de l’interface 2 Superposition des maillages
Figure 4.18 – Exemple de maillages non conformes
Intégration de l’opérateur I
Dans un premier temps, on détaille l’intégration de l’opérateur identité I sur deux
maillages non conformes, i.e. le calcul de la matrice Diimn. Pour l’explication à venir, on
note P = Diimn. pij désigne un coefficient de la matrice P et d’après l’équation (4.28),












Φi (r) ·Φ′j (r) dr +
∫
S2i
Φi (r) ·Φ′j (r) dr
(4.45)
où Si = S1i ∪S2i désigne le support de la fonction test Φi constitué de deux triangles dont
les supports sont S1i et S2i . Considérons le calcul de
∫
S1i
Φi (r) ·Φ′j (r) dr. Le calcul étant
réalisé à l’aide d’intégrales de Gauss, l’idée première serait de déterminer les points de
Gauss du triangle S1i et d’effectuer l’opération suivante :∫
S1i





ωgΦi (rg) ·Φ′j (rg) (4.46)
où rg est un point de Gauss pondéré par ωg tel que
Ng∑
g=1
= 1. Cette intégration numérique
ne sera pas valide dans tous les cas. La figure 4.19 illustre, dans un exemple avec trois
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points de Gauss, deux cas non valides. En effet, le triangle rouge représente le support
de la fonction de base Φ′j qui est nulle en tout point extérieur à ce triangle. Si l’intégrale








Figure 4.19 – Cas où l’intégration numérique (4.46) est non valide
La solution mise en place consiste à ne plus intégrer uniquement sur le support de
la fonction test Φi mais sur l’intersection des supports de la fonction test Φi et de la




Φi (r) ·Φ′j (r) dr (4.47)
L’analyse de toutes les situations possibles montre que cette intersection peut être un
polygone à trois, quatre, cinq ou six côtés. On effectue ensuite une triangulation du
polygone et on intègre sur chacun des triangles. Sur la figure 4.20, le polygone formé
par l’intersection des triangles comme sur la figure 4.19 a 5 côtés. Ce polygone peut
donc être l’union de 3 triangles I1, I2 et I3. On va donc intégrer Φi · Φ′j sur chacun
des 3 triangles à l’aide d’une intégration numérique de Gauss. Le coefficient pij est alors






ωgΦi (rg) ·Φ′j (rg) (4.48)
où Nt est le nombre de triangles résultant de la triangulation du polygone.
Intégration de l’opérateur (B − S)
Pour l’opérateur (B − S), il y a deux intégrales à calculer : une sur le support de la
fonction de base émettrice et une sur le support de la fonction de base réceptrice. Ainsi,
l’intégration sur deux éléments qui partageraient une partie du support en commun se
traite comme deux éléments considérés proches. L’intégration de l’opérateur (B − S)
pour deux éléments proches est détaillé dans le document de spécification détaillée du
logiciel ELSEM3D codant la MoM [38].
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Figure 4.20 – Triangulation du polygone
4.4 Implémentation du modèle de Léontovitch dans
la formulation IE-DDM
Le modèle de Léontovitch doit être implémenté dans la formulation IE-DDM afin de
pouvoir prendre en compte les objets recouverts par une fine couche de diélectrique. On
rappelle que le modèle de Léontovitch modélise la fine couche diélectrique par une impé-
dance de surface locale avec une introduction des courants magnétiques. Ainsi, une arête
du maillage possède à la fois une inconnue courant électrique et une inconnue courant
magnétique. Dans le cadre de la formulation IE-DDM, on va imposer cette impédance
de surface sur la frontière extérieure du sous-domaine car c’est la surface qui existe dans
le problème réel. En revanche, sur les interfaces, il y a, a priori, plusieurs possibilités.
En effet, l’interface étant une surface fictive, on a une liberté de choix quant à sa nature.
Sur la figure 4.21, on propose plusieurs modélisations d’interfaces. Le premier choix
consiste à laisser l’interface PEC. Ainsi, la continuité des courants est assurée par la
condition de transmission (4.20) développée précédemment. La seconde possibilité est
d’imposer une interface avec la même impédance de surface que sur la frontière exté-
rieure. Enfin, une dernière possibilité serait d’imposer sur l’interface une impédance de
surface correspondant à un matériau à pertes en vue d’améliorer le conditionnement du
système linéaire. Les deux derniers cas de figure présentent un inconvénient. En effet,
les interfaces possèderont deux fois plus de degrés de liberté augmentant ainsi la taille
du problème. Au final, on choisit l’interface métallique pour deux raisons. D’abord car
l’interface métallique ne possède alors que des inconnues courants électriques. Deuxiè-
mement, nous avons constaté que cela n’améliorait pas la convergence du problème.
Le choix de l’interface métallique consiste donc à imposer une impédance de surface
uniquement sur la frontière extérieure. On introduit la notation Γzm désignant la surface
d’un domaine m caractérisée par une impédance de surface.
Le système linéaire résultant peut toujours s’écrire toujours (Al + Ac) x = b mais
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Figure 4.21 – Modélisations d’interfaces
des blocs supplémentaires apparaissent. La matrice des blocs CFIE devient :
Al =

Abb1 Aib1 Azb1 0 0 0
Abi1 Aii1 Azi1 0 0 0
Abz1 Aiz1 Azz1 0 0 0
0 0 0 Abb2 Aib2 Azb2
0 0 0 Abi2 Aii2 Azi2
0 0 0 Abz2 Aiz2 Azz2

(4.49)
Les blocs verts sont les nouveaux blocs. Les blocs noirs sont les mêmes que ceux dé-
taillés auparavant et gardent la même expression. Pour l’expression des blocs à suivre,
l’exposant j désigne à la fois l’interface i et la frontière extérieure b.
Ajzm = α〈(P +Q) Φ′m,Φm〉Tm + (1− α) 〈(B − S)×Φ′m,Φm〉Tm (4.50)
Azjm = 〈(−P +Q) Φ′m,Φm〉Tm (4.51)




La matrice de couplage devient :
Ac =

0 0 0 Cbb12 Cbi12 Cbz12
Bib11 Bii11 Biz11 Eib12 Dii12 + Eii12 Eiz12
0 0 0 Czb12 Czi12 Czz12
Cbb21 Cbi21 Cbz21 0 0 0
Eib21 Dii21 + Eii21 Eiz21 Bib22 Bii22 Biz22




Bizm = − (1− α) 〈(B − S)×Φ′m,Φ′m〉T im (4.54)
Cjzmn = α〈(Q) Φ′n,Φm〉T jm + (1− α) 〈(B − S)
×Φ′n,Φm〉Tm〉T jm (4.55)
Czjmn = 〈(Q) Φ′n,Φm〉T zm (4.56)
Czzmn = α〈(B − S) Φ′n,Φm〉T zm (4.57)
Eizmn = α〈(Q) Φ′n,Φm〉T im (4.58)
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bzm = 〈IıHsource,Φm〉T zm (4.60)











Pour valider l’implémentation du modèle de Léontovitch dans IE-DDM, on choisit le
cas test suivant : la diffraction d’une sphère de rayon 10 cm éclairée par une onde plane
de fréquence 1 GHz. La sphère est recouverte par une couche diélectrique d’épaisseur 3
mm, de permittivité relative 4 et de perméabilité relative 1. La valeur de l’impédance
de Léontovitch (2.34) est Zl = 23.8ıΩ. Les résultats sont comparés avec la méthode
des moments de référence incluant le modèle de Léontovitch. Le cas multi-domaines
est maillé avec 6 900 inconnues (3 450 arêtes mais deux inconnues par arête) et le cas
mono-domaine est maillé avec 4 608 inconnues.
Sur la figure 4.22, les SER bistatiques ont une bonne concordance.
Pour les courants électriques et magnétiques, de même, on voit que la méthode IE-
DDM reproduit bien les résultats de la méthode des moments.
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Figure 4.22 – SER bistatique dans le plan xˆz en polarisation φ
Figure 4.23 – Distribution de courants électriques sur la sphère
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Figure 4.24 – Distribution de courants magnétiques sur la sphère
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4.5 Accélération de l’assemblage de la méthode IE-
DDM par l’ACA
Nous avons évoqué au début de ce chapitre que la méthode IE-DDM sur laquelle
se base notre méthode était accélérée par la FMM. En revanche, nous n’avons pas vu
d’études combinant une telle méthode multi-domaines – équations intégrales associée à
l’ACA. L’objectif est donc d’accélérer notre méthode IE-DDM par l’ACA. Cela passe
premièrement par une représentation hiérarchique des blocs matriciels issus de la discré-
tisation de la formulation IE-DDM. Les bibliothèques H-Matrix seront alors intégrées
à IE-DDM. La deuxième étape d’accélération passe par le développement d’un solveur
adapté à l’ACA.
Dans cette section, nous détaillerons uniquement l’utilisation des H-matrices dans la
phase d’assemblage de la méthode IE-DDM. L’association desH-matrices avec le solveur
sera expliquée dans le chapitre suivant. Nous allons présenter d’abord la représentation
hiérarchique des matrices issues de la discrétisation de la formulation IE-DDM. Ensuite,
nous validerons l’implémentation des H-matrices dans IE-DDM sur le cas générique
du cylindre éclairé par une onde plane puis portant une antenne monopole. Enfin, nous
évoquerons le cas particulier de la simulation des matériaux Léontovitch avec la méthode
IE-DDM. L’association de la décomposition HLU avec la méthode IE-DDM sera détaillée
dans le chapitre suivant.
4.5.1 Représentation hiérarchique des blocs IE-DDM
Nous rappelons que le système linéaire à résoudre est de la forme (Al + Ac) x = b.
Détaillons d’abord la compression hiérarchique de la matrice Al. La matrice Al est une
matrice bloc diagonale dont le ième bloc est la matrice CFIE du ième sous-domaine. La
stratégie adoptée consiste donc à calculer les H-matrices de chacun des sous-domaines.
La fabrication de la H-matrices d’un sous-domaine est similaire à celle qui était décrite
dans la section précédente.
Pour la matrice de couplage Ac, la stratégie utilisée est différente. En effet, la matrice
de couplage possède des blocs de formulation différente. Il n’est donc pas possible de
fabriquer une H-matrice de la matrice de couplage entière. En revanche, à l’instar de la
matrice Al, l’idée consiste à fabriquer la H-matrice de chacun des blocs. Cependant, la
première version des bibliothèques H-Matrix dont nous avons bénéficié ne permettait
pas de construire la H-matrice d’un paquet de degrés de liberté sur un autre paquet
de degrés de liberté. Dans la première version, nous rappelons que nous envoyions à
la bibliothèque une liste de points qui correspondait au maillage de l’objet. Ensuite, la
bibliothèque fabriquait la H-matrice en calculant les interactions entre toutes les arêtes.
Cela n’était donc pas problématique pour calculer les H-matrices des sous-domaines.
Maintenant, considérons le bloc Cib12. Il représente l’action de l’interface du domaine 1
sur la frontière du domaine 2 comme illustrée sur la figure 4.25.
Pour calculer la H-matrice, nous allons donc envoyer une liste de points incluant
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Figure 4.25 – Action de l’interface 1 sur la frontière 2
les inconnues de l’interface 1 et de la frontière 2. La bibliothèque H-Matrix va donc
fabriquer un squelette représentant l’action de l’interface 1 sur la frontière 2 mais aussi
les actions de la frontière 2 sur l’interface 1, de l’interface sur elle-même et de la frontière
sur elle-même. Ceci est illustré sur la figure 4.26. Cela est problématique car les trois




Figure 4.26 – Interactions entre l’interface 1 et la frontière 2
Ce problème a été corrigé en incluant une nouvelle fonction de construction de ma-
trices hiérarchiques permettant de distinguer les surfaces dites émettrices ou sources
(interface 1 dans l’exemple) des surfaces dites réceptrices ou observations (frontière 2
dans l’exemple). Ainsi, dans cette nouvelle version, deux listes de points sont envoyées :
la liste des points de la surface émettrice et la liste des points de la surface réceptrice. Si
les surfaces émettrices et réceptrices sont suffisamment éloignées, il y aura une compres-
sion directe entre les deux surfaces sans blocs pleins, à l’instar du test qui était présenté
section 3.2.2.
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Il est à noter que les interactions de type D ne sont pas compressées car ces blocs sont
creux. En effet, seule une intégrale est à calculer. De plus, pour des raisons pratiques,
nous ne pouvons pas assembler les actions de type B d’une interface sur elle-même.
4.5.2 Validation des H-matrices dans IE-DDM sur des cas gé-
nériques
Pour valider l’utilisation desH-matrices dans la méthode IE-DDM, nous allons seule-
ment vérifier que la méthode est toujours précise suite à l’approximation des matrices.
Dans cette section, les études en fonction des critères d’approximation ne seront pas
aussi précises que pour celles présentées pour la méthode des moments. Ces études se-
ront présentées dans le chapitre suivant car il est plus judicieux de le faire avec le solveur.
Nous ne nous intéresserons pas aux performances ici car le solveur utilisé résolvant le
système linéaire (Al + Ac) x = b n’est pas adapté à IE-DDM. Les critères de précision
pour les tests à suivre sont εACA = εSVD = 10−3.
Diffraction d’une onde plane
Dans un premier temps, nous validons la diffraction d’une onde plane de fréquence
100 MHz par un cylindre métallique de longueur 2 m et de rayon 50 cm. Sur la figure
4.27, nous comparons le résultat obtenu avec IE-ACA-DDM et le résultat obtenu avec
la méthode des moments. Nous constatons une excellente correspondance entre les deux
courbes. L’approximation des blocs IE-DDM n’affecte pas la précision de la méthode.
La conclusion précédente est confirmée par la représentation des courants électriques
circulant sur la surface du cylindre sur la figure 4.28.
Rayonnement d’une antenne monopole portée par un cylindre
Le test permettant de valider le rayonnement d’antennes est le même que celui de la
section 4.3.4. Une antenne monopole de longueur 25 cm est portée par un cylindre de
rayon 50 cm et de hauteur 2 m. Nous comparons les résultats obtenus avec la méthode
des moments et la méthode IE-DDM sans compression. Premièrement, nous étudions le
coefficient de réflexion sur la bande de fréquence allant de 280 MHz à 320 MHz. Nous
constatons sur la figure 4.29 que les deux courbes IE-DDM sont en accord. L’écart sub-
sistant entre la méthode des moments et IE-DDM est toujours due au fait que le calcul
du coefficient de réflexion relève du champ proche. L’antenne a une adaptation optimale
à 294 MHz. Nous calculons donc sa directivité à cette fréquence et nous observons que
les trois courbes coïncident. À l’instar de l’application de la diffraction, le rayonnement
d’antennes n’est pas affecté par l’approximation ACA.
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Figure 4.27 – SER bistatique dans le plan xˆz en polarisation φ
Figure 4.28 – Distribution de courants électriques sur la surface du cylindre
4.5.3 Simulation des matériaux Léontovitch
L’approximation ACA des blocs IE-DDM pour les matériaux Léontovitch est si-
milaire à l’approximation ACA des blocs IE-DDM pour les matériaux PEC. Il suffit
simplement de construire les matrices hiérarchiques des blocs apparaissant suite à l’in-
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Figure 4.29 – Coefficient de réflexion S11 entre 280 MHz et 320 MHz
troduction des matériaux Léontovitch. Nous avons validé la précision de l’approximation
ACA sur la diffraction d’une onde plane de fréquence 1 GHz par une sphère de rayon
10 cm. Celle-ci est revêtue d’une couche de diélectrique de permittivité relative 4 et de
perméabilité relative 1 d’épaisseur 3 mm. Sur la figure 4.31, nous comparons les SER
bistatiques et constatons une bonne adéquation entre les deux courbes.
Sur la figure 4.32, les distributions de courant électriques sur la sphère semblent très
proches.
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Figure 4.30 – Directivité dans le plan xˆz de l’antenne monopole montée sur le cylindre
PEC
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Figure 4.31 – SER bistatique dans le plan xˆz en polarisation φ
(a) (b) (c)
Figure 4.32 – Distribution de courants électriques sur la sphère obtenue avec (a) EL-
SEM3D (b) IE-DDM sans compression (c) IE-DDM avec compression
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4.6 Structure du code IE-DDM
Dans cette section, nous présentons la structure informatique de la méthode IE-
DDM (voir figure 6.3). Contrairement à la MoM où seul un maillage était en entrée, ici
chaque maillage de sous-domaine constituera une entrée. De plus, le fichier de données
contient les informations sur les critères de précision. Dans l’étape de pré-traitement, à
partir des maillages de sous-domaine et des données, la topologie de la décomposition en
sous-domaines est déterminée. Sur la figure 4.34, la topologie issue de la décomposition
en 9 sous-domaines est illustrée. Les sous-domaines sont en bleu et les traits rouges re-
présentent les interfaces entre sous-domaines. Avant l’assemblage, le programme connait
donc les liens entre sous-domaines. À partir de cette topologie, nous pouvons connaitre
la structure des matrices Al et Ac, c’est-à-dire tous les blocs A, B, C, D et E. En
pratique, ces blocs sont assemblés indépendamment les uns des autres avec une numé-
rotation locale propre à chaque bloc. De plus, le bloc possède la numérotation absolue
dans les matrices globales. Cette méthodologie apporte de la flexibilité. En effet, si un
sous-domaine est modifié (re-génération de son maillage par exemple), il suffira de mo-
difier les blocs qui lui sont associés ainsi que la numérotation globale des autres blocs.
Au final, un bloc est caractérisé par :
— maillage émetteur,
— maillage récepteur,
— dimensions du bloc matriciel,
— coordonnées dans la matrice globale,
— type d’interactions (A, B, C, D ou E),
— compression (possibilité de calculer sa H-matrice ou sa matrice pleine),
— diverses informations (mémoire, temps d’assemblage, coordonnées, type, ...).
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Figure 4.33 – Structure du code IE-DDM
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Figure 4.34 – Topologie associée à la décomposition en sous-domaines du Fokker 100
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4.7 Conclusion du chapitre
Dans ce chapitre, nous avons d’abord présenté la décomposition en sous-domaines
en insistant sur la distinction frontières extérieures / interfaces. La frontière extérieure
est la surface qui existe dans le problème original. L’interface est une surface fictive et
métallique qui fait la jonction entre les sous-domaines. On a ensuite établi plusieurs
formulations IE-DDM qui s’appuyaient sur diverses conditions de transmission. La si-
mulation de la diffraction d’une onde plane et du rayonnement d’antennes ont permis
de retenir une des trois formulations pour la suite. L’intégration des opérateurs sur
les surfaces non conformes a été détaillée puis l’implémentation du modèle de Léonto-
vitch dans cette formulation a été exposée. Enfin, nous avons présenté la première étape
d’accélération de la méthode IE-DDM par l’ACA. Cela consistait à effectuer une repré-
sentation hiérarchique des blocs matriciels de IE-DDM puis de fabriquer leurs matrices
hiérarchiques grâce à la bibliothèque H-Matrix. Cette étape a été validée pour les objets
PEC et PEC recouverts de diélectrique.
Nous avons donc développé une formulation IE-DDM amenant à un système linéaire
constitué de H-matrices. Le chapitre suivant sera dédié à la résolution de ce système
linéaire. Le préconditionneur développé s’appuiera en particulier sur la résolution des




préconditionneur pour la résolution
de la formulation IE-DDM
5.1 Introduction du chapitre
Le système linéaire (Al + Ac) x = b issu de la discrétisation de la formulation IE-
DDM est résolu par une méthode itérative de type Krylov. Toutefois, il est nécessaire
de le préconditionner pour exploiter au mieux la décomposition en sous-domaines. Dans
la méthode décrite dans [12], le préconditionneur proposé consiste à factoriser le sys-
tème linéaire par la matrice inverse de Al. C’est la raison pour laquelle nous avons
écrit le système linéaire comme la somme d’une matrice Al contenant les blocs CFIE de
sous-domaines et d’une matrice de couplage Ac contenant les interactions entre sous-
domaines. Nous avons donc repris cette technique bien que notre formulation IE-DDM
soit différente de celle proposée dans la méthode originale.
Dans une première partie, nous détaillerons le préconditionneur utilisé en décrivant
ce qu’il représente physiquement. Dans une deuxième partie, nous allons expliquer la
mise en œuvre algorithmique de ce préconditionneur qui sera tout à fait différente de la
méthodologie employée dans [12]. Le solveur MGCR sera adapté au préconditionneur
mis en place. Nous verrons que ce nouveau solveur MGCR-DDM contient une étape
importante, appelée résolution interne, qui est la clé de la rapidité du solveur. Nous
testerons plusieurs méthodes permettant d’accélérer cette étape. Enfin, nous montrerons
l’effet du préconditionneur sur la simulation des matériaux Léontovitch.
113
5.2. Préconditionnement par résolution locale des sous-domaines
5.2 Préconditionnement par résolution locale des sous-
domaines
5.2.1 Expression du préconditionneur
Le préconditionneur utilisé s’appuie sur la décomposition en sous-domaine mise en
place. L’idée est de factoriser le système linéaire (Al + Ac) x = b par la matrice inverse
de Al, autrement dit par l’inverse de chaque matrice CFIE des sous-domaines. Ma-
triciellement, l’emploi du préconditionneur implique la résolution du système linéaire
suivant :
(Al + Ac) x = b⇔ A−1l (Al + Ac) x = A−1l b⇔
(
I + A−1l Ac
)
x = A−1l b (5.1)







Le terme A−1i bi désigne le courant solution de l’excitation bi du sous-domaine i. Il est
à calculer une seule fois au démarrage de l’étape de résolution. Le terme A−1l Acx a une







Le terme A−1i Aci:x est donc le courant solution de l’excitation Aci:x du sous-domaine
i où Aci: représente l’interaction de toutes les surfaces sur le sous-domaine i. Matri-
ciellement, ce sont tous les blocs de la matrice de couplage positionnés sur une ligne
d’un sous-domaine. Nous verrons dans la section suivante dédiée à la mise en œuvre
algorithmique comment est calculé ce terme.
5.3 Mise en œuvre algorithmique
La résolution de ce système linéaire sera basée sur le solveur itératif MGCR [13]. Pour
la présentation de ce nouveau solveur appelé MGCR-DDM, nous considèrerons dans un
premier temps la résolution d’un seul second membre. Dans un second temps, nous
montrerons les performances du solveur sur la résolution de seconds membres multiples.
5.3.1 Résolution interne / externe
Dans le cadre de la résolution itérative du système linéaire préconditionné, nous
allons distinguer deux types de résolution. Premièrement, la résolution externe donne
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la solution finale x du sytème linéaire 5.1. Nous avons donc développé une variante du
MGCR, que nous désignerons par MGCR-DDM (algorithme 5.1), adaptée à la forme du
système linéaire 5.1.
Algorithme 5.1 – Solveur MGCR-DDM(A,b,x, εext, imax)
1 Resoudre Alsk = bk pour chaque second membre k
2 rk = sk pour chaque second membre k
3 p1 = r1
4 Produit MV Acr1
5 Resoudre Acr1 = Alz1
6 do i = 1, ..., imax
7 αki =
〈rk,pi + zi〉
〈pi + zi,pi + zi〉 pour chaque second membre k
8 xk = xk + αipi pour chaque second membre k
9 rk = rk − αi (pi + zi) pour chaque second membre k











< εext ) exit
12 Produit MV Acrkmax
13 Resoudre Acrkmax = Alt par le s o l v eu r GCR
14 do j = 1, ..., i
15 βij = −〈r
kmax + t,pj + zj〉
〈pj + zj,pj + zj〉
16 enddo
17 pi+1 = rkmax +
∑i
j=0 βijpj




La différence majeure entre l’algorithme MGCR et l’algorithme MGCR-DDM est
l’introduction de l’étape Résolution de Acrkmax = Alt à chaque itération. Nous rappe-
lons que la résolution de ce système linéaire consiste à calculer la réponse t à l’excitation
Acrkmax pour chaque sous-domaine. C’est cette étape qui est appelée résolution interne
car il faut calculer une solution par sous-domaine à chaque itération de la résolution
externe. À noter que la résolution interne / externe est aussi désignée dans la littérature
par inner / outer resolution. Dans un premier temps, nous décidons de résoudre chacun
des sous-domaines par un algorithme GCR car ces systèmes linéaires n’ont qu’un second
membre. Le critère de convergence pour la résolution interne est noté εint. De plus, nous
précisons que les produits matrice-vecteurs bénéficient de la représentation hiérarchique
des blocs matriciels.
Pour avoir une idée des performances qu’apportent ce préconditionneur, nous allons
simuler un cas simple. L’objet simulé est le modèle de Fokker 100 simplifié utilisé dans
la partie 3.3.2. Comme illustré sur la figure 5.1, il est décomposé en 3 sous-domaines
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et éclairé par une onde plane de fréquence 1,4 GHz d’incidence −zˆ en polarisation θ.
Le critère de précision de l’approximation ACA est fixé à εACA = 10−3. Les critères de
convergence externe εext et de convergence interne εint sont de même fixés à 10−3.
Figure 5.1 – Modèle de Fokker 100 décomposé en 3 sous-domaines
Avant de présenter les résultats sur la convergence, nous validons la précision de la
solution calculée avec le nouveau solveur en observant une SER bistatique (figure 5.2) et
la distribution de courants électriques (figure 5.3). Ces observables sont comparés avec
ceux calculés par la MoM de référence. Nous constatons une très bonne concordance
entre celles-ci.
Pour étudier la convergence de ce solveur, intéressons-nous d’abord à la convergence
externe sur la figure 5.4, c’est-à-dire la convergence de la solution du système linéaire
externe. Le premier point intéressant est de constater que le nombre d’itérations ex-
ternes pour converger vers une solution respectant le critère εext est divisé par 5 grâce
au préconditionneur. En effet, 31 itérations sont nécessaires avec la méthode IE-DDM
pour atteindre le critère εext contre 158 avec la MoM mono-domaine.
Cependant, cette analyse ne doit pas s’arrêter là. Le coût d’une itération IE-DDM
n’est pas uniquement celui d’un produit matrice-vecteur comme pour une itération MoM.
Il faut aussi s’intéresser à la convergence de la résolution interne, c’est-à-dire à la résolu-
tion de chacun des sous-domaines pour chaque itération externe. Pour cela, nous avons
représenté sur la figure 5.5 le nombre d’itérations nécessaires pour calculer la solution
du sous-domaine à chaque itération externe. C’est aussi le nombre de produits matrice-
vecteur sur chaque matrice de sous-domaine pour converger vers une solution. Le calcul
de cette solution permet de réduire drastiquement le nombre d’itérations externes. En
revanche, nous pouvons constater que le coût de cette étape n’est pas négligeable. Le
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Figure 5.2 – SER bistatique dans le plan xˆy en polarisation θ
(a) (b)
Figure 5.3 – Distribution de courants sur la surface de l’avion calculée avec la méthode
(a) MoM - ACA εACA = 10−3 (b) IE-DDM εACA = 10−3
tableau 5.3.1 montre même que le coût de cette étape est presque le coût d’une itération
IE-DDM. En effet, dans le cas présenté ici, 99 % du temps total de résolution est passé
dans la résolution des sous-domaines. L’accélération du solveur MGCR-DDM passe donc
par l’optimisation de la résolution interne.
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Figure 5.5 – Évolution de la convergence interne
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Résolution externe Résolution interne
657 s 652 s
Table 5.1 – Temps CPU des résolutions
5.3.2 Accélération de la résolution interne
Nous venons donc de montrer que l’étape la plus coûteuse du solveur MGCR-DDM
était la résolution interne, l’étape où les sous-domaines sont résolus. Il est donc néces-
saire d’accélérer cette étape pour améliorer l’efficacité du solveur MGCR-DDM et tirer
un réel bénéfice sur le temps de calcul de la réduction du nombre d’itérations externes.
Trois techniques ont été étudiées pour accélérer cette étape. Premièrement, nous avons
considéré que résoudre successivement des systèmes linéaires avec des seconds membres
variables revenait à résoudre une séquence de systèmes linéaires. Ensuite, nous nous
sommes interrogés sur la précision de la résolution interne. Enfin, nous avons profité de
la représentation hiérarchique des matrices CFIE de sous-domaines pour calculer leur
décomposition HLU. Cela permet d’obtenir des solutions rapides via un préconditionne-
ment HLU. Nous allons donc étudier ces trois techniques. Nous vérifierons tout d’abord
qu’elles ne dégradent pas la précision de la méthode. Ensuite nous montrerons leurs
performances en termes de convergence et de temps de calcul.
Résolution d’une séquence de systèmes linéaires
Considérons que le solveur MGCR-DDM converge en Next itérations. Cela signifie
que le sous-domaine i caractérisé par la matrice A aura été résolu Next fois. Cela revient
donc à résoudre la séquence de systèmes linéaires suivante :
Ay(j) = s(j) , j = 1, · · · , Next (5.4)
où le second membre s(j) dépend de la solution précédente y(j−1). La résolution de
séquences de systèmes linéaires a été largement étudiée dans la littérature. Toutefois,
toutes les méthodes nécessitant de connaitre tous les seconds membres simultanément,
à l’instar du MGCR, ne peuvent être appliqués ici car le second membre de la résolution
j dépend de la solution j − 1.
Dans l’algorithme 5.1, lors de la résolution du système linéaire j qui a convergé en
Nint itérations, un espace de Krylov K(j) = span
{
s(j),As(j), · · · ,ANints(j)
}
a été en-
gendré. Lors de la résolution du système linéaire suivant j + 1, l’espace K(j) n’est pas
réutilisé alors qu’il contient de l’information sur la matrice A. L’idée serait donc de
recycler ces espaces de Krylov engendrés lors des résolutions précédentes au prix d’un
stockage mémoire.
Nous avons développé une méthode qui recycle ces espaces de Krylov. L’idée de base
est de conserver tous les espaces de Krylov engendrés. À la fin de la première résolution,
un espace de Krylov K a été engendré et a permis de calculer une solution. Lors de
la deuxième résolution, une solution est calculée à partir du premier espace de Krylov
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K. Cependant, la solution calculée ne sera normalement pas assez précise. De nouveaux
vecteurs de descente sont alors engendrés et orthogonalisés par rapport aux précédents
vecteurs de descente. Ils sont ensuite ajoutés dans K jusqu’à la convergence vers une
solution. Ainsi, la solution du système linéaire j est d’abord calculée à partir des Ndesc
vecteurs de descente de K en mémoire puis le calcul de la solution est complété par la
création de nouveaux vecteurs de descente orthogonaux à K.
Vérifions tout d’abord la précision de cette méthode. Sur la figure 5.6, nous compa-


















Angle d'observation φ (°)
Sans recyclage
Recyclage illimité
Figure 5.6 – SER bistatique dans le plan xˆy en polarisation θ
Nous observons maintenant sur la figure 5.7 les courbes de convergence interne pour
chaque sous-domaine. À la première itération externe, le nombre d’itérations internes
est le même avec et sans recyclage. C’est normal car aucun espace de Krylov n’était
encore recyclé. Pour les itérations externes suivantes, le nombre d’itérations internes est
globalement divisé par deux.
Sur le tableau 5.3.2 qui montre le nombre total de produits matrice-vecteur par sous-
domaine, nous voyons en effet que le nombre d’itérations est divisé par deux. Nous nous
attendons alors à ce que le temps de résolution interne le soit aussi car le coût d’une
itération GCR est dominé par celui d’un produit matrice-vecteur.
Nous constatons sur le tableau 5.3.2 que le temps CPU de résolution interne a seule-
ment été divisé par 1,2. En effet, en pratique, le coût exact d’une itération interne avec
recyclage n’est pas exactement un produit matrice-vecteur. Sur le tableau 5.3.2, nous
avons déterminé le coût exact d’une itération interne avec et sans recyclage. Nous rap-
pelons que le coût du produit matrice-vecteur (désigné par MV dans le tableau) avec
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Sous-domaine 1 sans recyclage
Sous-domaine 1 avec recyclage
Sous-domaine 2 sans recyclage
Sous-domaine 2 avec recyclage
Sous-domaine 3 sans recyclage
Sous-domaine 3 avec recyclage
Figure 5.7 – Évolution de la convergence interne
Recyclage Sous-domaine 1 Sous-domaine 2 Sous-domaine 3
Sans recyclage 1178 2860 2404
Recyclage illimité 726 1347 1175
Table 5.2 – Nombre total de produits matrice-vecteur par sous-domaine
une H-matrice est en O (N logN) où N est le nombre d’inconnues du sous-domaine.
Ainsi, sans recyclage, étant donné que généralement i  N (avec i étant la ième ité-
ration interne d’une résolution), le coût de l’itération interne est approximativement le
coût d’un produit matrice-vecteur. En revanche, avec le recyclage de tous les espaces de
Krylov, Ndesc vecteurs de descente sont stockés. Ce nombre est incrémenté de 1 à chaque
itération interne. Le terme (i+Ndesc)N n’est donc plus négligeable quand Ndesc 6 N .
Le calcul du nouveau vecteur de descente qui est orthogonalisé par rapport à tous les
autres vecteurs de descente devient donc une étape relativement coûteuse. De plus, l’ob-
servation du besoin mémoire pour une itération interne pointe un autre défaut de cette
technique. En effet, le stockage de tous les vecteurs de descente peut devenir conséquent
et non négligeable par rapport au poids de la matrice.
Recyclage Résolution externe Résolution interne
Sans recyclage 657 s 652 s
Recyclage illimité 544 s 539 s
Table 5.3 – Temps CPU des résolutions
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Recyclage Coût de calcul Mémoire nécessaire
Sans recyclage 4iN + 3N + 1 MV (2 (i+ 2) + 2)N
Recyclage illimité 4 (i+Ndesc)N + 10N + 1 MV NdescN + (2 (i+ 2) + 2)N
Table 5.4 – Coût exact et besoin mémoire d’une itération interne
Pour réduire cette augmentation du temps de calcul et du besoin mémoire, nous
pouvons limiter le nombre de vecteurs de descente à recycler. Pour cela, après avoir fixé
ce nombre, nous gardons les Ndesc premiers vecteurs de descente générés. Nous gardons
les premiers et non les derniers car nous avons constaté sur la figure 5.7 que le nombre
d’itérations internes stagnait après quelques itérations. Cela signifie que les derniers vec-
teurs de descente contiendraient moins d’informations. Nous avons donc appliqué cette
méthode sur le cas précédent. Dans un premier temps, nous fixons Ndesc = 500 puis
ensuite Ndesc = 200.
Sur la figure 5.8, en observant la SER bistatique, nous vérifions que cela ne dégrade
























Figure 5.8 – SER bistatique dans le plan xˆy en polarisation θ
Nous constatons sur la figure 5.9 que le nombre d’itérations internes pour Ndesc = 500
est légèrement plus important que dans le cas du recyclage illimité. De même, pour
Ndesc = 200, le nombre d’itérations internes est plus important que pour Ndesc = 500.
L’influence de cette technique sur le temps de calcul est négative comme le montre
le tableau 5.3.2. Le nombre d’itérations internes supplémentaires ne compense pas le
temps gagné dans l’orthogonalisation par rapport à un nombre de vecteurs de descente
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Figure 5.9 – Évolution de la convergence interne pour le sous-domaine 2
Recyclage Résolution externe Résolution interne
Sans recyclage 657 s 652 s
Recyclage illimité 544 s 539 s
Recyclage - N = 500 639 s 633 s
Recyclage - N = 200 621 s 616 s
Table 5.5 – Temps CPU des résolutions
Pour conclure, cette méthode réduit le temps de résolution interne mais en faibles
proportions. De plus, une difficulté est de calibrer le nombre de vecteurs de descente
Ndesc à stocker. Il existe d’autres méthodes recyclant les espaces de Krylov pour la
résolution de séquences de systèmes linéaires. La méthode IE-DDM originale [12] utilise
le solveur GCRO-DR [63]. La méthode de Fischer [64], la méthode du gradient conjugué
dégonflé [65] ou la méthode hybride de Simoncini et Galloupoulos [66] traitent cette
problématique que nous n’avons pas plus approfondie.
Précision de la résolution locale des sous-domaines
La deuxième piste étudiée consiste à modifier la précision de la résolution locale
des sous-domaines. Précédemment, nous avions choisi εint = 10−3 comme critère de
convergence interne. Cependant, nous pouvons nous demander si la solution interne
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recherche nécessite d’être aussi précise que la solution externe. Si ce critère est relâché,
la convergence interne sera plus rapide. Nous avons donc effectué une simulation avec
deux critères de convergence interne supplémentaires : εint = 10−2 et εint = 10−1. Nous
constatons d’abord sur la figure 5.10 qu’effectivement le nombre moyen d’itérations
































Sous-domaine 1 - εint=10
-3
Sous-domaine 1 - εint=10
-2
Sous-domaine 1 - εint=10
-1
Sous-domaine 2 - εint=10
-3
Sous-domaine 2 - εint=10
-2
Sous-domaine 2 - εint=10
-1
Sous-domaine 3 - εint=10
-3
Sous-domaine 3 - εint=10
-2
Sous-domaine 3 - εint=10
-1
Figure 5.10 – Évolution de la convergence interne
Évolution de la convergence interne Résolution externe Résolution interne
εint = 10−3 657 s 652 s
εint = 10−2 314 s 309 s
εint = 10−1 176 s 169 s
Table 5.6 – Temps CPU des résolutions
Cependant, sur la figure 5.10, nous pouvons remarquer que le nombre d’itérations
externes a augmenté. On affiche donc sur la courbe 5.11 la convergence externe du
solveur MGCR-DDM.
En observant les SER bistatiques sur la figure 5.12, nous remarquons qu’il y a en
fait une perte de précision visible en augmentant le critère de convergence interne.
Cela est particulièrement notable pour le critère de convergence interne εint = 10−1.
Nous avançons une explication pour cette perte de précision. Les nouveaux vecteurs de
descente externes sont calculés à partir de la solution des sous-domaines. Si ces solutions
sont moins précises, le nouveau vecteur de descente externe de l’espace de Krylov externe
sera moins bien associé au système linéaire.
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Figure 5.12 – SER bistatique dans le plan xˆy en polarisation θ
Pour conclure, cette technique permet de réduire considérablement le temps de ré-
solution interne. Cependant, le critère de convergence interne ne doit pas être trop haut
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afin de ne pas dégrader fortement la précision. Cette technique sera privilégiée pour les
applications ne nécessitant pas des observables extrêmement précis.
Préconditionnement HLU de la résolution interne
La dernière solution étudiée s’appuie sur un préconditionnement HLU de la résolu-
tion interne. Dans l’étape d’assemblage, nous avons construit les H-matrices des sous-
domaines. Jusqu’à présent, le bénéfice tiré de la représentation hiérarchique des blocs
était un produit matrice-vecteur rapide. Cependant, il peut être aussi intéressant de
calculer la décomposition HLU des H-matrices A1, · · · ,ANdom des Ndom sous-domaines.
Nous notons leur décomposition HLU M1, · · · ,MNdom . La décomposition HLU dans
IE-DDM présente un avantage très intéressant. Nous avons montré dans 3.3.2 qu’une
décomposition HLU de la matrice MoM pouvait être longue à calculer. Ici, il sera plus
rapide de calculer la décomposition HLU des H-matrices des sous-domaines que celle
d’une H-matrice MoM complète. Cette technique revient en pratique à connaitre une
bonne approximation de la matrice inverse A−1l . Nous ne résolvons donc plus des sys-
tèmes linéaire du type :
Aix = s (5.5)
Nous résolvons maintenant les systèmes linéaire suivants :
M−1i Aix = M−1i s (5.6)
Pour étudier l’apport du préconditionneur HLU, nous avons comparé le solveur
MGCR-DDM avec préconditionneurs HLU (εHLU = 10−1, εHLU = 10−2 et εHLU = 10−3)
et le solveur MGCR-DDM sans préconditionneur HLU sur le même cas d’étude que
précédemment. L’observation des SER bistatiques sur la figure 5.13 prouve qu’il n’y a
pas de perte de précision.
Intéressons-nous maintenant aux convergences externe et interne. Tout d’abord,
comme attendu, la convergence externe est la même avec et sans préconditionneur HLU
(figure 5.14). Concernant la convergence interne (figure 5.15), nous constatons que la
décomposition HLU, quelque soit le critère de précision, permet de réduire très forte-
ment le nombre d’itérations internes. Les résultats montrés dans la partie 3.3.2 sont
donc confirmés dans le cadre de la résolution interne du solveur MGCR-DDM. En effet,
nous notons que la résolution des systèmes linéaires préconditionnés convergent tous en
moins de 5 itérations. À propos des temps de calcul présentés sur le tableau 5.3.2, nous
constatons d’abord que l’accélération de la résolution interne permet de réduire forte-
ment le temps de résolution externe. Sur ce cas, le temps de résolution est divisé par 10.
Cependant, sur le temps total de calcul, l’impact du préconditionneur HLU n’est pas
visible puisque les temps sont dans le même ordre de grandeur. Cela s’explique par le
fait que dans cette étude, la convergence externe est rapide (uniquement 31 itérations)
et le problème étudié assez simple. En revanche, pour des objets plus complexes et pour
la résolution de seconds membres multiples, nous devrions voir apparaïtre des gains sur
le temps de calcul.
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Figure 5.14 – Convergence externe
Conclusion
Pour conclure, nous avons étudié trois techniques permettant d’accélérer la résolution
interne du solveur MGCR-DDM. Ces techniques ont été étudiées indépendamment les
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Sans HLU 1 865 657 652 2 541
εHLU = 10−1 2 274 63 59 2 366
εHLU = 10−2 2 878 56 51 2 952
εHLU = 10−3 3 741 59 54 3 818
Table 5.7 – Temps CPU des résolutions
unes des autres. Elles peuvent toutefois être combinées. Cependant, dans cette étude,
nous ne retiendrons que le préconditionnement HLU des résolutions internes car elle
conduit à une excellente convergence interne. Étant donné qu’un des objectifs est la
résolution des seconds membres multiples, nous pouvons déjà imaginer que le précondi-
tionneur HLU devrait être très efficace pour cette application. Les méthodes de recyclage
des espaces de Krylov comme le GCRO-DR [63] pourraient être intéressantes quand le
nombre d’itérations internes commence à être important. La méthode consistant à calcu-
ler une solution interne grossière est à utiliser avec précaution car nous avons vu qu’elle
pouvait dégrader la précision des observables calculés. Dans la section suivante, nous
allons donc étudier l’apport du préconditionneur HLU sur la résolution des systèmes
linéaires multi seconds membres.
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5.3.3 Application à la résolution de systèmes linéaires multi
seconds membres
Nous avons évoqué précédemment la nécessité de développer des algorithmes adap-
tés à la résolution de plusieurs seconds membres pour éviter de les résoudre un à un
de manière indépendante. Nous avions donc présenté l’algorithme MGCR qui résout
simultanément tous les seconds membres. Maintenant, nous allons étudier la résolution
des systèmes linéaires IE-DDM à plusieurs seconds membres. Le nombre d’itérations
externes pour converger vers le critère εext va logiquement augmenter. Par conséquent,
le temps de résolution interne va lui aussi augmenter car il y aura plus de systèmes
linéaires de sous-domaines à résoudre. La technique d’accélération de la résolution in-
terne par le préconditionnement HLU devrait cependant être très efficace ici. En effet,
le temps passé à construire la factorisation HLU des sous-domaines va être rentabilisé
par l’augmentation du nombre de résolutions internes.
Le test suivant consiste à éclairer le même modèle de Fokker 100 par 360 ondes
planes polarisées selon xˆ et d’incidence θ ∈ [0◦; 360◦[ (pas angulaire de 1◦). Sur la fi-
gure, nous présentons la SER monostatique de l’avion pour les méthodes avec et sans
préconditionneur HLU. Elle est comparée avec le résultat de référence calculé par le sol-
veur MLFMA de la MoM. Nous observons sur la figure 5.16 une excellente adéquation
entre les différentes courbes ce qui confirme la précision du solveur MGCR-DDM pour
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Figure 5.16 – SER monostatique dans le plan yˆz en polarisation θ
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Sur la figure 5.17, nous comparons la convergence externe du solveur MGCR-DDM
avec la convergence du solveur MGCR de la MoM. Le nombre d’itérations externes a























MoM - sans HLU







Figure 5.17 – Convergence externe
Étudions maintenant l’apport du préconditionneur HLU. Premièrement, nous consta-
tons sur la figure 5.18 que le préconditionneur HLU a le même effet qualitatif pour la
résolution de 360 seconds membres que pour 1 second membre : il réduit considérable-
ment le nombre d’itérations internes. Les conséquences sur le temps total de calcul sont
importantes. Nous observons sur le tableau 5.3.3 que le temps de décomposition HLU est
maintenant compensé par la rapidité conséquente du solveur MGCR-DDM avec précon-
ditionneur HLU. Parmi les différents préconditionneurs HLU, il semble plus intéressant
de calculer une décomposition HLU grossière. En effet, nous remarquons que les temps
de résolution sont à peu près similaires entre les différents préconditionneurs HLU alors
que dans le même temps, il est bien plus rapide de construire une décomposition HLU
grossière qui ne sera pas très lourde. Toutefois, il faudra rester attentif par la suite à
veiller que ce préconditionneur HLU grossier garde ce niveau de performances lors de la
résolution de sous-domaines plus complexes à la fois en géométrie et en taille.
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Sans HLU 1 865 9 523 11 401
εHLU = 10−1 2 274 1 189 3 475
εHLU = 10−2 2 878 1 074 3 912
εHLU = 10−3 3 741 1 117 4 896
Table 5.8 – Temps CPU des résolutions
5.4 Matériaux Léontovitch
Le solveur MGCR-DDM pour la formulation IE-DDM combinant une variante du
MGCR avec un préconditionneur HLU a été validé sur le cas d’un objet parfaitement
conducteur. Nous allons maintenant vérifier qu’il est valable pour la simulation du mo-
dèle d’avion recouvert d’une fine couche de diélectrique.
Le MGCR-DDM avec préconditionneur HLU est testé sur le même cas que celui
décrit dans la partie 3.3.3. Pour valider la précision de la méthode et son efficacité,
nous considérons le même avion que sur la figure 5.1. Il est recouvert d’une couche de
diélectrique d’épaisseur 1 cm, de permittivité relative 4 et de perméabilité relative 1. Il
est éclairé par une onde plane de fréquence 700 MHz d’incidence −zˆ en polarisation θ.
L’impédance de Léontovitch résultante est Zl = 56, 87ı Ω.
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Sur la figure 5.19, les SER bistatiques obtenues par les méthodes IE-DDM avec et
sans préconditioneur HLU sont comparées au résultat de la MoM-MLFMA. Il y a une
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Figure 5.19 – SER bistatique dans le plan xˆz en polarisation θ
Sur la figure 5.20, nous affichons la convergence externe du solveur MGCR-DDM.
Celle-ci est comparée avec la convergence de la MoM. La méthode IE-DDM nécessite 32
itérations pour converger contre environ 450 pour la MoM. Il est intéressant de constater
que le nombre d’itérations pour simuler cet avion en mono-domaine a triplé entre le cas
PEC et le cas Léontovitch (155 itérations pour le PEC, 450 pour le Léontovitch). En
revanche, pour la méthode IE-DDM, le nombre d’itérations externes est quasiment le
même (31 pour le PEC, 32 pour le Léontovitch). Cela prouve que la méthode IE-DDM
est un bon préconditionneur, spécialement pour la formulation des matériaux Léonto-
vitch.
L’apport du préconditionneur HLU dans le cadre de la résolution des matériaux
Léontovitch est très intéressant malgré le coût de la décomposition HLU partielle des
blocs CFIE. En effet, la convergence interne (figure 5.21) est fortement améliorée par
rapport à la convergence interne sans préconditionneur HLU. Concernant les temps
de calcul sur le tableau 5.4, nous notons que le préconditionneur HLU grossier est de
nouveau la solution la plus performante sur le temps total de simulation.
132
























MoM - sans HLU

























































































































Figure 5.21 – Évolution de la convergence interne
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Sans HLU 7 039 8 345 15 419
εHLU = 10−1 7 676 494 8 206
εHLU = 10−2 8 526 500 9 061
εHLU = 10−3 9 885 557 10 477
Table 5.9 – Temps CPU des résolutions
5.5 Conclusion du chapitre
Dans ce chapitre, nous avons d’abord présenté le préconditionneur mis en place et
qui est basé sur la résolution locale des sous-domaines.
Pour le mettre en œuvre, nous avons développé un solveur itératif MGCR-DDM,
une variante du MGCR. La description de cet algorithme a mis en relief une nouvelle
étape propre au préconditionneur utilisé. Elle est appelée résolution interne. En effet,
tous les sous-domaines vont être résolus indépendamment à chaque itération du solveur
MGCR-DDM qui est appelée résolution externe. La résolution interne utilise le solveur
GCR pour résoudre le sous-domaine car il n’y a qu’un second membre à résoudre à
chaque itération externe. Nous avons d’abord testé ce solveur sur un objet parfaite-
ment conducteur éclairé par une seule onde plane. La première constatation était que le
nombre d’itérations externes était fortement réduit par rapport à une MoM sans précon-
ditionneur. Cependant, nous avons aussi constaté que le coût d’une itération IE-DDM
était sensiblement plus important qu’une itération MoM à cause de la résolution interne.
Nous avons remarqué que cette résolution interne était même l’étape la plus coûteuse
du solveur ; nous avons donc exploré plusieurs pistes pour l’accélérer. La première piste
consistait à recycler les espaces de Krylov mais il était difficile de choisir quel sous-
espace recycler. Toutefois, il serait intéressant d’approfondir cette piste par la suite. La
deuxième possibilité consistait à calculer une solution plus grossière des sous-domaines à
chaque itération externe. Cependant, avec une solution interne trop grossière, la solution
externe n’est plus recherchée dans le bon espace de Krylov et est donc dégradée. Enfin,
la dernière solution consistait à profiter de la représentation hiérarchique des matrices
de sous-domaines. Ainsi, on peut calculer leur décomposition HLU pour l’utiliser en tant
que préconditionneur des résolutions internes. Nous avons noté que bien que la décom-
position HLU puisse être longue à calculer, les temps de résolution étaient fortement
réduits.
Étant donné que l’un des objectifs de la thèse est de développer une méthode efficace
pour la résolution de seconds membres multiples, nous avons testé le solveur MGCR-
DDM sur la diffraction de 360 ondes planes. Nous avons d’abord constaté que le solveur
MGCR-DDM réduisait fortement le nombre d’itérations externes pour converger vers
une solution finale comparée à un solveur MoM sans préconditionneur. De plus, nous
avons noté le fort impact du préconditionnement HLU de la résolution interne. Cette
technique est particulièrement bénéfique pour des applications nécessitant un grand
nombre de produits matrice-vecteur.
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Enfin, nous avons testé le solveur MGCR-DDM sur un objet Léontovitch. L’observa-
tion de la convergence externe a montré que la formulation IE-DDM était un excellent
préconditionneur pour la simulation des matériaux Léontovitch. De plus, la décomposi-
tion HLU partielle des blocs CFIE Léontovitch permet un très bon préconditionnement
de la résolution interne.
Nous avons désormais présenté tous les points importants de la méthode : le dé-
veloppement d’une formulation IE-DDM, sa représentation hiérarchique combinée à
l’approximation ACA des interactions lointaines et le solveur MGCR-DDM avec pré-
conditionneur HLU pour la résolution de la formulation IE-DDM. Nous allons donc
maintenant étudier la diffraction d’ondes planes et le rayonnement d’antennes aéropor-
tées sur de larges plateformes. La méthode IE-DDM va être parallélisée pour être portée
sur supercalculateurs. Les performances de la méthode IE-DDM seront ensuite compa-
rées aux performances de la MoM avec ses solveurs directs, FMM et ACA ainsi qu’à des






6.1 Introduction du chapitre
La méthode IE-DDM que nous avons développée a pour objectif de simuler des
problèmes de grande taille. Dans cette étude, nous avons considéré les deux applications
suivantes :
— diffraction d’ondes planes par un avion afin de calculer les SER bistatiques et
monostatiques,
— rayonnement d’antennes aéroportées.
Les cas de validation présentés précédemment étaient de taille relativement faibles
(moins de 25 000 degrés de liberté) et pouvait être traités sur les stations de travail
usuelles. Cependant, certaines études que nous allons présenter dans ce chapitre ne
peuvent plus tourner sur ces stations. Il devient nécessaire de paralléliser la méthode
IE-DDM pour la porter sur supercalculateur. Pour cela, nous avons développé trois
niveaux de parallélisation : OpenMP, MPI et hybride MPI/OpenMP. Ensuite, nous
proposons cinq études sur la simulation électromagnétique de modèles d’avions. Dans
ces études, nous nous efforcerons de valider la précision de la méthode sur des cas com-
plexes en comparant les observables avec des mesures expérimentales et des logiciels de
référence (MoM et solveur DDM). En outre, nous mettrons en évidence les avantages et
les limites de la méthode IE-DDM par l’étude des performances de calcul.
NB1 : Les maillages de modèles d’avions utilisés ont été générés à partir de leur CAO
avec le logiciel GiD. Nous précisons qu’hormis la décomposition en sous-domaines, la
CAO n’a pas été simplifiée. De plus, les modèles approchés utilisés (Fokker F100, ATR
42 et Mirage III ) ont permis de tester la méthode IE-DDM sur des géométries réalistes
mais les observables calculés à partir des simulations réalisées sur ces modèles n’ont pas
vocation à représenter les véritables caractéristiques de ces aéronefs.
NB2 : Toutes les études sont réalisées en configuration CFIE avec un coefficient
α = 0.5.
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NB3 : Tous les modèles d’avion sont orientés comme indiqués sur la figure 6.1 (a) et
l’orientation conventionnelle sphérique est rappelée sur la figure 6.1 (b).
NB4 : Sauf quand cela est indiqué, les maillages ont un pas de l’ordre de λ10 ,
λ
15 .
Ces valeurs sont des moyennes car, en pratique, étant donné la complexité des objets
étudiés, certaines mailles sont très fines (de l’ordre de λ200).




Figure 6.1 – Conventions d’orientation
6.2 Parallélisations de la méthode IE-DDM
La simulation électromagnétique des problèmes de grande taille nécessite un grand
nombre d’opérations et beaucoup de mémoire. La représentation hiérarchique des ma-
trices a permis de réduire la taille des matrices à stocker ainsi que le nombre d’opéra-
tions nécessaires pour réaliser un produit matrice-vecteur. Pour bénéficier de gains plus
importants sur le nombre d’opérations et la mémoire, il est nécessaire de profiter de
l’architecture des machines. Pour une station de travail usuelle, plusieurs processeurs
ont accès à une mémoire vive commune. La méthode IE-DDM a été dans un premier
temps développée en séquentiel, c’est-à-dire que le programme est exécuté sur un unique
processeur. Parallélisé, il pourrait être exécuté sur plusieurs processeurs. Cela permet-
trait d’accélérer la méthode IE-DDM mais la mémoire serait toujours un obstacle. Une
parallélisation OpenMP est adaptée à la parallélisation des codes sur les machines à
mémoire partagée. Pour les applications nécessitant une mémoire très importante, le
code doit être porté sur un supercalculateur. À l’inverse d’une station de travail usuelle,
tous les processeurs d’un supercalculateur ne partagent pas la même mémoire. Une pa-
rallélisation MPI est adaptée à ce type d’architectures.
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Dans cette section, nous allons donc présenter les trois niveaux de parallélisation mis
en place. Premièrement, une parallélisation OpenMP a été développée pour exécuter la
méthode IE-DDM sur une machine à mémoire partagée. Pour les exécutions sur un
supercalculateur, deux parallélisations ont été développées : une parallélisation MPI et
une parallélisation hybride MPI/OpenMP.
6.2.1 Parallélisation OpenMP de la méthode IE-DDM pour
l’exécution sur une machine à mémoire partagée
Les stations de travail sont généralement des machines à mémoire partagée. Les
programmes peuvent alors être accélérés par le biais d’une parallélisation OpenMP.
Dans cette partie, nous allons présenter succinctement l’architecture d’une station de
travail puis la parallélisation OpenMP de la méthode IE-DDM pour que celle-ci soit
exécutée efficacement sur une telle machine.
Les éléments de l’architecture qui nous intéressent dans le cadre de la parallélisation
sur une station de travail sont le nombre de processeurs (CPU en anglais) NCPU et la
mémoire qu’ils partagent comme représenté sur la figure 6.2.
· · ·
Me´moire
CPU 1 CPU 2
CPU
NCPU
Figure 6.2 – Mémoire partagée
Un code parallèle OpenMP est exécuté par un processus unique qui active des threads
dans les régions parallèles. Pour une machine possédant NCPU processeurs, nous impo-
serons au processus d’activer Nthreads = NCPU threads. Ces threads exécutent des tâches
composées d’un ensemble d’instructions. Le programme OpenMP est une alternance de
régions séquentielles et de régions parallèles. Dans une région parallèle, le partage du
travail consiste généralement à :
— exécuter une boucle par répartition des itérations entre les tâches,
— exécuter plusieurs sections de code mais une seule par tâche,
— exécuter plusieurs occurences d’une même procédure par différentes tâches.
Le modèle OpenMP est un modèle multitâches dont le mode de communication entre
les tâches est implicite, c’est-à-dire que la gestion des communications est à la charge
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du compilateur.
Rappelons la structure du programme IE-DDM sur la figure 6.3 : Les deux étapes
Figure 6.3 – Structure du code IE-DDM
les plus coûteuses du programme sont l’assemblage des blocs IE-DDM et la résolution
du système linéaire.
Les matrices hiérarchiques des blocs IE-DDM sont assemblées par l’outil de construc-
tion des H-matrices développé par le DTIM/CHP. Cet outil contient une parallélisation
OpenMP. Le processus maître active la région parallèle quand la matrice hiérarchique
a été décomposée en blocs identifiés comme admissibles et non admissibles. La boucle
est exécutée par répartition des itérations entre les tâches. Étant donné que les lignes et
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colonnes des matrices sont assemblés dans l’environnement IE-DDM, il faut veiller à ce
que les variables aient le bon statut (privée ou partagée).
La seconde étape requérant de nombreuses opérations est la résolution du système
linéaire. On rappelle qu’il est constitué d’une boucle externe et d’une boucle interne où
les sous-domaines sont résolus. En particulier, la résolution interne est une étape très
coûteuse. Une première parallélisation possible est de paralléliser la boucle de résolution
interne, c’est-à-dire qu’une tâche est associée à la résolution d’un sous-domaine. Cepen-
dant, si un sous-domaine est beaucoup plus long à résoudre que les autres, plusieurs
processeurs peuvent passer du temps à ne pas travailler. Nous avons donc plutôt opté
pour la parallélisation des produits matrice-vecteurs en utilisant les fonctions blas déjà
parallélisées.
6.2.2 Parallélisations de la méthode IE-DDM pour l’exécution
sur un supercalculateur
Le portage sur supercalculateur de la méthode IE-DDM est nécessaire pour la si-
mulation de problèmes de grande taille. À l’ONERA, le supercalculateur Stelvio est
mis à disposition des utilisateurs pour résoudre ce type de problèmes. Nous le présente-
rons brièvement puis nous décrirons les deux niveaux de parallélisation développés pour
l’exécution de la méthode IE-DDM sur ce calculateur.
Description du supercalculateur Stelvio
Le cluster Stelvio fait partie de la gamme Altix ICE 8200 EX de SGI et comprend
des processeurs Intel Nehalem, Intel Westmere et Intel Harpertown. Les nœuds de calcul
Nehalem se composent de 2 processeurs quadri-cœurs X5560 cadencés à 2.80 GHz. Les
nœuds de calcul Westmere se composent de 2 processeurs hexa-cœurs X5675 cadencés à
3.07 GHz. Les nœuds de calcul Harpertown se composent de 2 processeurs quadri-cœurs
X5440 cadencés à 2.83 Ghz. Stelvio offre 384 nœuds Nehalem (3072 cœurs), 160 nœuds
Westmere (1920 cœurs) et 16 nœuds Harpertown (128 cœurs), soit un total de 5120
cœurs pour une puissance crête de 57.9 TFlops. Concernant la mémoire disponible, un
nœud Nehalem offre 36 Go de mémoire. Un nœud Westmere offre 48 Go de mémoire.
Un nœud Harpertown offre 32 Go de mémoire.
Nous décrivons maintenant comment nous voyons le supercalculateur d’un point de
vue utilisateur. Premièrement, nous assimilons les cœurs à des CPU. Ensuite, concernant
l’architecture, ce qui nous intéresse est de savoir à combien de nœuds nous avons accès et
combien de CPU possède chaque nœud. Par exemple, si nous travaillons sur les nœuds
Nehalem, nous retenons que nous avons accès jusqu’à 384 nœuds possédant chacun 8
CPU. Ces 8 CPU ont accès à une mémoire commune. Ainsi, en choisissant 4 nœuds
de calcul, nous pouvons utiliser 32 CPU. L’architecture visible de notre point de vue
utilisateur est illustrée sur la figure 6.4. Le nombre de nœuds est désigné par Nnodes,
le nombre de CPU par nœud est désigné par NCPU/nd et le nombre de CPU total par
NCPU = Nnodes ×NCPU/nd.
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Nœud 1 Nœud 2 · · · Nœud Nnodes
· · ·
Me´moire





CPU 1 CPU 2
CPU
NCPU/nd · · · · · ·
Me´moire
CPU 1 CPU 2
CPU
NCPU/nd
Figure 6.4 – Architecture du point de vue utilisateur
Parallélisation MPI
Pour exécuter la méthode IE-DDM sur un supercalculateur, le modèle MPI peut
être utilisé car il est adapté aux machines multiprocesseurs à mémoire distribuée. À
la différence du modèle OpenMP, le modèle MPI est un modèle multiprocessus dont
le mode de communication entre processus est explicite, c’est-à-dire que la gestion des
communications est à la charge de l’utilisateur.
La parallélisation MPI mise en place consiste d’abord à exécuter autant de proces-
sus que de CPU disponibles. Dans ce cas, la seule donnée qui nous intéresse concernant
l’architecture est le nombre de CPU NCPU total. Si nous choisissons 4 nœuds de calcul
possédant chacun 8 CPU, nous avons donc accès à 32 CPU et exécutons 32 processus.
D’un point de vue utilisateur, nous voyons ce qui est illustré sur la figure 6.5. Une liste
de blocs à assembler est alors attribuée à chaque processus. L’avantage est que la mise
en œuvre est assez simple car elle ne requiert aucun changement majeur dans la struc-
ture du code. En revanche, cette technique présente deux inconvénients. La première
difficulté est de répartir les blocs de manière égale en terme de mémoire et de temps de
calcul. Avec des matrices pleines, cela aurait été simple car le poids et le temps d’as-
semblage de la matrice dépendent directement de ses dimensions. En revanche, dans le
cas de matrices compressées, pour des blocs de dimensions égales, le poids et le temps
d’assemblage vont varier selon la distance des interactions représentées. Des approxima-
tions a priori ont été calculées mais nous constatons a posteriori que la répartition est
toujours déséquilibrée. Le deuxième inconvénient concerne le solveur quand le nombre
de processeurs est supérieur au nombre de sous-domaines. En effet, pendant la résolution
interne, nous résolvons les sous-domaines. Or, les matrices CFIE des sous-domaines vont
être répartis dans quelques processeurs seulement. Cela signifie que pendant l’étape de
résolution interne (qui est la plus coûteuse), de nombreux processeurs ne travailleront
pas. La conséquence sur le temps elapsed (temps réel de calcul) sera donc très négative.
Parallélisation MPI/OpenMP
Afin d’atténuer le problème d’un trop grand nombre de processeurs ne travaillant
pas pendant la résolution interne, nous avons mis en place une parallélisation hy-
bride MPI/OpenMP. Ici, la donnée du nombre de nœuds choisis ainsi que le nombre
de CPU par nœud NCPU/nd doit être connu. En effet, nous allons exécuter Nprocessus
qui activeront dans les régions OpenMP Nthreads threads. En pratique, si nous avons
Nnodes = 4 et NCPU/nd = 8, nous choisirons Nprocessus = Nnodes et Nthreads = NCPU/nd ou
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Figure 6.5 – Parallélisation MPI de la méthode IE-DDM
Nprocessus = 2 × Nnodes et Nthreads = NCPU/nd/2. L’idée est donc que chaque processus
puisse activer Nthreads threads dans certaines régions parallèles. La parallélisation est
illustrée sur la figure 6.6. Ensuite, la parallélisation est semblable à la parallélisation
MPI décrite précédemment. Une liste de blocs à assembler est alors attribuée à chaque
processus. Nthreads threads assembleront un bloc IE-DDM. L’inconvénient lié au solveur
est atténué car, ici le nombre de domaines sera du même ordre de grandeur que le
nombre de processus, ce qui signifie que tous les processus auront des sous-domaines à
résoudre. En revanche, la difficulté d’équilibrage a priori de la répartition est toujours
présente.
Processus 1 Processus 2 · · · Processus Nprocessus
· · ·
Me´moire





CPU 1 CPU 2
CPU
Nthreads · · · · · ·
Me´moire
CPU 1 CPU 2
CPU
Nthreads
Figure 6.6 – Parallélisation MPI/OpenMP de la méthode IE-DDM
Conclusions
Pour conclure, lors de l’exécution de la méthode IE-DDM sur le supercalculateur,
nous utiliserons la parallélisation hybride MPI/OpenMP. Toutefois, à plus long terme,
la parallélisation de la méthode IE-DDM est à revoir pour un meilleur équilibre des
tâches en termes de temps de calcul et de mémoire. Nous suggérons deux méthodes.
Premièrement, l’idée serait d’effectuer une parallélisation MPI à l’image de ce qui est
fait pour la parallélisation OpenMP sur machines à mémoire partagée. Chaque proces-
seur assemblerait et stockerait des morceaux d’une matrice hiérarchique. La deuxième
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méthode consisterait à attribuer les blocs IE-DDM aux processeurs au fur et à mesure,
dynamiquement. Dès qu’un processeur terminerait l’assemblage d’un bloc, un nouveau
bloc lui serait attribué. Une fois tous les blocs assemblés, un équilibre sur la mémoire
pourrait être effectué. On peut citer les travaux de l’INRIA et d’Airbus sur la paralléli-
sation des matrices hiérarchiques [67].
Nous rappelons toutefois que nous n’avions pas pour objectif de développer une
parallélisation optimale. La parallélisation efficace des H-matrices représente déjà à elle
seule un vaste sujet d’études. L’objectif était de pouvoir bénéficier du supercalculateur à
disposition pour une première évaluation des potentialités de la méthode IE-DDM. Dans
ce sens, les temps présentés doivent être considérés avec prudence quand on compare
ceux de la méthode IE-DDM non optimisée avec ceux des méthodes FMM ayant bénéficié
d’années d’efforts.
6.3 Calcul de la SERmonostatique d’un modèle 1/15
de Fokker F100
La première étude concerne la diffraction de 360 ondes planes sur le modèle 1/15
d’un Fokker F100 (figure 6.7 (a)) afin de calculer sa SER monostatique. Les ondes
planes sont en polarisation θ, d’incidence θ ∈ [0◦; 180◦] (avec un pas angulaire de 1◦ et
de fréquence 1,8 GHz. Cela revient à étudier le Fokker F100 à 120 MHz en taille réelle.
Le choix d’une échelle réduite provient de l’existence de résultats expérimentaux sur
maquette à cette échelle. Dans cette étude, nous allons d’abord valider la précision de
la méthode en la comparant à une résolution directe. Nous observerons aussi l’influence
du nombre de sous-domaines. Dans un second temps, nous comparerons la méthode
IE-DDM avec des méthodes non préconditionnées. Enfin, nous la comparerons à des
méthodes préconditionnées. Les critères d’approximation εACA, εSVD, εint et εext sont
fixés à 10−3. Le critère de décomposition HLU est fixé à εHLU = 10−1. Les calculs ont
été réalisés sur 1 nœud de la classe Westmere possédant 8 CPU.
6.3.1 Validation de la précision et influence du nombre de sous-
domaines
Dans un premier temps, nous comparons la méthode IE-DDM avec la méthode des
moments assemblée en matrice pleine et résolue par un solveur LU. Nous présentons
ici deux résultats IE-DDM, dans un cas, le Fokker F100 a été décomposé en 3 sous-
domaines et dans l’autre cas, le Fokker F100 est décomposé en 9 sous-domaines (figure
6.7). Le nombre de degrés de liberté pour chaque maillage est affiché sur le tableau 6.1.
Nous validerons d’abord la précision de la méthode IE-DDM en comparant les SER mo-
nostatiques ainsi que les distributions de courants électriques avec la MoM de référence.
Ensuite, nous observerons l’influence du nombre de domaines sur les performances de la
méthode.
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(a) Mono-domaine (b) 3 domaines (c) 9 domaines
Figure 6.7 – Décomposition en sous-domaines d’un modèle de Fokker F100
Comme nous le montrons sur la figure 6.8 dans le cas de la décomposition en trois
sous-domaines, les domaines sont maillés indépendamment les uns des autres.
(a) Maillage complet (b) Jonction entre
domaine 1 et 2
(c) Jonction entre
domaine 2 et 3
Figure 6.8 – Indépendance entre maillages de sous-domaines du Fokker F100
Total 69 381
Total 71 970
Sous-domaine 1 11 019
Sous-domaine 2 20 325
Sous-domaine 3 40 626
Total 66 357
Sous-domaine 1 5 370
Sous-domaine 2 4 560
Sous-domaine 3 10 575
Sous-domaine 4 5 139
Sous-domaine 5 12 267
Sous-domaine 6 9 375
Sous-domaine 7 9 414
Sous-domaine 8 4 830
Sous-domaine 9 4 827
(a) MoM-LU (b) IE-DDM – 3 domaines (c) IE-DDM – 9 domaines
Table 6.1 – Nombre de degrés de liberté des maillages du Fokker F100
Les SER monostatiques en polarisation φφ, φθ, θφ et θθ sont affichées sur la figure
6.9. Pour les polarisations φφ et θθ, nous observons une excellente concordance entre
les trois méthodes au-dessus de -10 dB. En dessous de -10 dB, de légers écarts sont
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notés. Cela est particulièrement visible pour les polarisations croisées où les niveaux de
réflexion sont autour de -50 dB. Ces écarts s’expliquent ici très probablement par les
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(c) Polarisation φθ (d) Polarisation θθ
Figure 6.9 – SER monostatiques dans le plan yˆz – Fokker F100
Sur les figures 6.10 et 6.11, nous observons les distributions de courants électriques
sur la surface de l’avion éclairé par une onde plane de polarisation θ avec un angle d’in-
cidence de 5◦ et de polarisation φ avec un angle d’incidence de 0◦. Nous constatons que
les courants obtenus avec la méthode IE-DDM sont très proches de ceux obtenus avec
une résolution directe de la méthode des moments mono-domaine.
Maintenant que la précision de la méthode IE-DDM a été validée sur ce cas d’étude,
intéressons-nous aux performances de la méthode en fonction du nombre de sous-domaines.
Tout d’abord, nous observons la convergence externe sur la figure 6.12. Le nombre d’ité-
rations externes est beaucoup plus faible pour la décomposition en 3 sous-domaines (604
itérations) que pour la décomposition en 9 sous-domaines (1 405 itérations). Cela s’ex-
plique en regardant l’expression du système linéaire préconditionné A−1l (Al + Ac) x =
A−1l b. En effet, plus le nombre de sous-domaines est important, moins la matrice in-
verse A−1l apportera d’informations. Inversement, un petit nombre de sous-domaines
apporte beaucoup d’informations via A−1l . À la limite, avec un seul sous-domaine, la
méthode IE-DDM reviendrait à connaitre la matrice inverse de la matrice représentant
toute la surface. Cependant, si un petit nombre de sous-domaines apporte une meilleure
convergence, une itération externe devrait être par contre plus coûteuse. En effet, ré-
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(a) MoM-LU (b) IE-DDM – 3 domaines
(c) IE-DDM – 9 domaines
Figure 6.10 – Distribution de courants électriques sur la surface du Fokker F100 –
polarisation θ – θinc = 5◦
soudre plusieurs gros sous-domaines devrait être plus long que résoudre plusieurs petits
sous-domaines. De même, dans le cadre de l’utilisation du préconditionneur HLU, il est
plus long de calculer la décomposition HLU d’un gros sous-domaine que celle d’un petit
sous-domaine.
Nous observons par ailleurs sur le tableau 6.2 que la convergence interne est toujours
très bonne. Il faut entre 3 et 13 itérations en moyenne pour qu’une résolution interne
converge vers le critère εint.
Observons maintenant les performances en mémoire et temps de calcul sur le tableau
6.3. Concernant la mémoire occupée, celle-ci est à peu près la même. Nous rappelons
que cette mesure n’est pas précise car pour des raisons d’implémentation, certains blocs
d’interfaces sont assemblés en matrice pleine. La mémoire occupée va être légèrement
plus importante quand il y aura de nombreuses interfaces. Ensuite, l’assemblage est plus
rapide quand il y a plus de sous-domaines. La différence se fait surtout au moment du
calcul de la décomposition HLU. En effet, la décomposition HLU est plus longue quand
il y a peu de de sous-domaines car plus d’informations sont calculées. En revanche,
cela a un impact favorable sur la résolution. Nous constatons une résolution plus rapide
avec peu de sous-domaines. Connaissant plus d’informations sur la solution, nous avons
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(a) MoM-LU (b) IE-DDM – 3 domaines
(c) IE-DDM – 9 domaines
Figure 6.11 – Distribution de courants électriques sur la surface du Fokker F100 –















(a) IE-DDM – 3 domaines (b) IE-DDM – 9 domaines
Table 6.2 – Nombre moyen d’itérations internes – Fokker F100
réduit le nombre d’itérations externes. De plus, le calcul de la décomposition HLU
conduit à une convergence interne très rapide. Ainsi, bien qu’une itération externe avec
3 sous-domaines soit plus longue qu’une itération externe avec 9 sous-domaines, la forte
réduction du nombre d’itérations externes amène à une résolution plus rapide. Au final,
sur le temps CPU total, la méthode IE-DDM avec 3 sous-domaines est plus rapide que
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IE-DDM - 9 domaines
IE-DDM - 3 domaines
Figure 6.12 – Convergence externe – Fokker F100
la méthode IE-DDM avec 9 sous-domaines. Il faut aussi préciser que c’est parce que le
nombre d’itérations externes est très important. En effet, pour la résolution d’un seul
second membre, la méthode IE-DDM avec 9 sous-domaines aurait été plus rapide. Enfin,
le temps elapsed total doit être étudié avec précaution. La méthode IE-DDM n’étant





Mémoire (Go) 4,35 4,18
Temps CPU d’assemblage (s) (dont temps
CPU de décomposition HLU (s))
12 185 (2 505) 14 230 (3 801)
Temps CPU de résolution (s) 31 634 19 648
Temps CPU total (s) 43 851 33 928
Temps elapsed total (s) 6 617 6 150
Table 6.3 – Comparaison des performances de la méthode IE-DDM en fonction du
nombre de sous-domaines – Fokker F100
6.3.2 Comparaison à des méthodes non préconditionnées
Toujours dans le cadre de la simulation du Fokker F100 à 1,8 GHz échelle 1/15, nous
allons comparer la méthode IE-DDM avec 3 sous-domaines aux MoM mono-domaine
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non préconditionnées afin de mettre en évidence l’apport du préconditionneur par dé-
composition en sous-domaines. La méthode MoM-ACA désigne la méthode des moments
résolue par un MGCR dont les produits matrice-vecteurs sont au format H-matrice. La
méthode MoM-MLFMA désigne la méthode des moments résolue par un MGCR dont
les produits matrice-vecteurs sont des produits FMM.
Dans un premier, nous étudions la convergence externe des trois méthodes sur la fi-
gure 6.13. Nous constatons que la méthode MoM-converge en près de 7 000 itérations et
que la méthode MoM-MLFMA n’a pas convergé après 10 000 itérations. Nous pouvons
donc déjà conclure que la méthode IE-DDM est un bon préconditionneur des équations




























Figure 6.13 – Convergence externe – Fokker F100
L’étude des performances sur le tableau 6.4 montre que la mémoire utilisée est plus
importante lorsque les H-matrices sont utilisées. Nous rappelons que cela est dû au
fait que les blocs matriciels représentant les interactions lointaines sont stockées. De
plus, la méthode IE-DDM occupe ici plus de mémoire que la méthode MoM-ACA car
elle stocke aussi une décomposition HLU contrairement à la méthode MoM-ACA qui
stocke uniquement uneH-matrice. Concernant le temps d’assemblage, les deux méthodes
utilisant les H-matrices ont un temps d’assemblage équivalent. En revanche, la méthode
MoM-MLFMA conduit à un temps d’assemblage plus rapide. La raison est toujours la
même, en FMM, seules les interactions proches sont stockées. Toutefois, cet écart est
aussi accentué pour des raisons d’implémentation. En effet, l’assemblage des H-matrices
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est loin d’être optimal pour le moment. Nous estimons qu’un gain en temps de calcul
très important peut être obtenu sur celui-ci dans l’avenir. Concernant la résolution,
la méthode MoM-MLFMA n’a pas convergé. Nous constatons que la méthode MoM-
ACA est trois fois plus longue alors que le nombre d’itérations est environ 10 fois plus
important. Cet écart s’explique par deux raisons. Tout d’abord, une itération MoM est
moins coûteuse qu’une itération IE-DDM. De plus, nous rappelons que certains blocs
matriciels de la méthode IE-DDM sont assemblés en mémoire pleine, cela augmente
le temps de certains produits matrice-vecteurs. Au final, nous voyons que la méthode




Mémoire (Go) 4,18 2,54 1,7
Temps CPU d’assemblage
(s)
14 230 14 691 229
Temps CPU de résolution
(s)
19 648 60 674 n’a pas convergé
Temps CPU total (s) 33 928 75 395 n’a pas convergé
Temps elapsed total (s) 6 150 14 290 n’a pas convergé
Table 6.4 – Comparaison des performances de la méthode IE-DDM par rapport à des
méthodes non préconditionnées – Fokker F100
6.3.3 Comparaison à des méthodes préconditionnées
Pour finir sur cette étude, nous comparons la méthode IE-DDM avec 3 sous-domaines
à des méthodes préconditionnées. La méthode MoM-HLU désignera la méthode des mo-
ments résolue par un MGCR et préconditionnée par la factorisation LU approchée. La
méthode MoM-MLFMA-préc désigne la méthode des moments résolue avec une variante
itérative [30] du SPAI [8]. L’étude de la convergence externe est un indicateur assez fiable
sur l’apport du préconditionneur. Toutefois, les temps de calcul sont donnés à titre indi-
catif mais ne seront pas parfaitement judicieux pour les raisons d’implémentation déjà
évoquées.
Concernant la convergence externe affichée sur la figure 6.14, nous constatons tout
d’abord que la méthode IE-DDM ne nécessite que peu d’itérations supplémentaires par
rapport à la méthode MoM-ACA pour converger. Cela est intéressant car dans le cas
de la méthode MoM-HLU, nous connaissons une factorisation LU approchée de toute
la matrice alors que pour la méthode IE-DDM, nous ne connaissons une factorisation
LU approchée que de 3 sous-domaines. Jusqu’à εext = 4 · 10−3, nous observons une
convergence similaire. Par rapport à la méthode MoM-MLFMA-préc, nous observons
que les deux méthodes IE-DDM et MoM-HLU conduisent à une meilleure convergence.
En particulier, le ralentissement de la convergence de la méthode FMM peut s’expliquer
ici par le léger surmaillage de l’objet. En effet, le pas du maillage est ici en moyenne
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Figure 6.14 – Convergence externe – Fokker F100
Étudions maintenant les performances des différents calculs sur le tableau 6.5. Concer-
nant la mémoire, la différence entre méthodes basées sur les H-matrices et la FMM
s’explique de la même manière que pour les exemples précédents. Pour les temps d’as-
semblage, nous notons qu’il est très long de calculer la factorisation HLU approchée de
la matrice entière. Toutefois, l’assemblage peut encore être largement optimisé. Pour la
résolution, nous constatons que la méthode MoM-HLU est la plus rapide. C’est normal
car c’est celle qui a la meilleure convergence et le coût d’une itération en mono-domaine
est à peu près celui d’un produit matrice-vecteur. Le temps de résolution de la méthode
IE-DDM est plus long que les méthodes MoM, notamment celui de la méthode MoM-
MLFMA-préc alors que la convergence est meilleure. Nous pouvons toutefois supposer
qu’avec une optimisation de la méthode IE-DDM, celle-ci puisse se rapprocher des deux
autres méthodes. Enfin, le temps elapsed n’est pas très significatif car les méthodes
basées sur l’ACA ne sont pas pour le moment aussi bien parallélisées que la méthode
MoM-MLFMA-préc.
Pour conclure, dans cette étude, nous avons montré que la méthode IE-DDM était
précise en la comparant à une méthode des moments résolue par une méthode directe.
Nous avons ensuite montré l’influence du nombre de sous-domaines. L’assemblage est
plus long avec peu de sous-domaines car nous calculons plus d’informations sur la so-
lution. Cela devient intéressant quand la convergence de la boucle externe est longue.
Nous avons ensuite mis en évidence la qualité du préconditionneur par sous-domaines
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Mémoire (Go) 4,18 3,59 1,7
Temps CPU d’assemblage
(s)
14 230 34 893 229
Temps CPU de résolution
(s)
19 648 3 604 10 491
Temps CPU total (s) 33 928 38 521 10 896
Temps elapsed total (s) 6 150 4 981 1 368
Table 6.5 – Comparaison des performances de la méthode IE-DDM à des méthodes
préconditionnées – Fokker F100
comparée à des méthodes des moments non préconditionnées. Enfin, nous avons comparé
qualitativement la méthode IE-DDM avec des méthodes des moments préconditionnées.
Il en ressort que le préconditionneur améliore bien la convergence mais que des efforts
importants doivent être apportés sur l’implémentation informatique afin d’accélérer les
calculs.
6.4 Calcul de la directivité d’une antenne monopole
portée par un modèle 1/15 de Fokker F100
La deuxième étude porte sur le calcul de la directivité d’une antenne monopole aéro-
portée sur le modèle 1/15 du Fokker F100. Le rayonnement de l’antenne monopole est
calculée pour la fréquence 1,8 GHz ce qui revient à 120 MHz pour l’avion à échelle réelle.
L’antenne monopole a une longueur de l = λ4 = 41, 67 mm et un rayon de r = 2, 98 mm.
L’antenne est alimentée par un générateur de tension de 1 V et d’impédance interne
50 Ω. Sur la figure 6.15, nous montrons le modèle de Fokker F100 portant l’antenne
monopole. Le Fokker F100 est décomposé en trois sous-domaines. Le maillage utilisé est
le même que précédemment à l’exception près de la région incluant l’antenne monopole.
Les critères de précision sont les mêmes que pour la première étude (section 6.3), i.e.
εACA = εint = εext = 10−3 et εHLU = 10−1. Les calculs ont été réalisés sur une station de
travail possédant 4 CPU.
Dans cette étude, la directivité de l’antenne calculée par IE-DDM est comparée avec
des mesures fournies par BAE Systems et avec le solveur DDM-GSM (Domain Decom-
position Method - Generalized Scattering Matrix) du logiciel FACTOPO [68]. Sur les
figures 6.16 et 6.17, nous présentons la directivité de l’antenne monopole dans les plan
yˆz en polarisation θ et φ. Nous constatons une très bonne correspondance entre les ré-
sultats des deux codes de simulation IE-DDM et FACTOPO pour les deux polarisations.
Les mesures sont elles aussi en bonne adéquation avec les codes de simulation. Cela at-
teste donc de la précision de la méthode IE-DDM quant à la simulation du rayonnement
d’antennes aéroportées sur de larges plateformes.
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Figure 6.15 – Antenne monopole aéroportée sur le Fokker F100










Figure 6.16 – Directivité de l’antenne monopole dans le plan yˆz en polarisation θ –
Fokker F100
Sur la figure 6.18, nous observons la convergence externe du solveur MGCR-DDM.
Nous notons qu’à l’instar des problèmes de diffraction, peu d’itérations sont requises
pour converger vers une solution précise. Concernant la convergence interne (tableau
6.6), nous notons que pour le sous-domaine 2 qui porte l’antenne, quelques itérations
supplémentaires sont nécessaires. En revanche, pour les deux autres sous-domaines, la
convergence interne est inchangée par rapport au cas de diffraction. Ceci n’est pas sur-
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Table 6.6 – Nombre moyen d’itérations internes – Fokker F100
prenant puisque la boucle interne est locale à chaque domaine et apparaît peu affectée
par un autre domaine portant une antenne.
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Figure 6.18 – Convergence externe – Fokker F100
6.5 Calcul de la directivité d’une antenne monopole
aéroportée sur un modèle d’ATR 42 recouvert
d’une fine couche de diélectrique
Dans cette section, nous étudions le calcul de la directivité d’une antenne monopole
aéroportée sur un modèle d’ATR 42 parfaitement conducteur revêtu d’une fine couche
de diélectrique. Les dimensions de l’avion sont les suivantes : 22,67 m × 24,57 m × 7,58
m. La couche de diélectrique a une permittivité εr = 4, une perméabilité µr = 1 et une
épaisseur δ = 2 cm. L’impédance de Léontovitch résultante est Zl = ı23, 8 Ω. L’antenne
est alimentée par un générateur de tension de 1 V et d’impédance 50 Ω. Le rayonnement
de l’antenne est simulé pour la fréquence 150 MHz. La dimension de l’antenne monopole
est donc l = λ4 = 50 cm. Le modèle d’avion et sa décomposition en sous-domaines sont
présentés sur la figure 6.19. Le nombre d’inconnues par sous-domaines est affiché sur le
tableau 6.7. Les critères de précision εACA, εSVD, εint et εext sont fixés à 10−3. Le critère
de décomposition HLU est fixé à 10−1. Les calculs ont été réalisés sur un nœud de la
classe Westmere possédant 12 CPU.
Dans un premier temps, nous nous intéressons au gain de l’antenne dans les plans yˆz,
xˆz et xˆy. Les gains calculés avec la méthode IE-DDM sont comparés avec ceux obtenus
par un solveur direct de la MoM. Les résultats sont présentés sur les figures 6.20, 6.21
et 6.22. Nous constatons une très bonne adéquation entre chacune des courbes de gain.
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Figure 6.19 – ATR 42 décomposé en 5 sous-domaines
Total 113 387
Sous-domaine 1 20 220
Sous-domaine 2 41 954
Sous-domaine 3 32 975
Sous-domaine 4 9 083
Sous-domaine 5 9 155
Table 6.7 – Nombre d’inconnues par sous-domaine pour le modèle d’ATR 42
La précision de la méthode IE-DDM pour le rayonnement d’antennes sur objets PEC
recouverts de diélectrique est donc validée.
Intéressons-nous maintenant à la convergence du solveur MGCR-DDM pour quanti-
fier l’influence du préconditionnement par rapport à une résolution non préconditionnée.
Sur la courbe de convergence externe (figure 6.23), nous observons que la convergence
externe est fortement améliorée. Nous constatons même que le gain en itérations ex-
ternes obtenu semble plus important dans le cas d’un objet Léontovitch que dans le cas
d’un objet parfaitement conducteur. La méthode IE-DDM est donc un excellent pré-
conditionneur pour la formulation des objets Léontovitch. Concernant la convergence
interne, nous constatons sur le tableau 6.8 que le nombre d’itérations internes pour
converger vers εint n’est que très légèrement supérieur au nombre d’itérations internes







Table 6.8 – Nombre moyen d’itérations internes – ATR 42
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42 recouvert d’une fine couche de diélectrique









Figure 6.20 – Gain de l’antenne dans le plan yˆz – ATR 42
Sur la figure 6.24, nous comparons les courbes de gain entre l’avion Léontovitch et
l’avion PEC. Nous pouvons donc visualiser l’influence de la couche diélectrique sur la
directivité de l’antenne.
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Figure 6.21 – Gain de l’antenne dans le plan xˆz – ATR 42
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42 recouvert d’une fine couche de diélectrique



































Figure 6.23 – Convergence externe – ATR 42
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Figure 6.24 – Influence de la couche diélectrique sur le gain de l’antenne – ATR 42
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6.6 Calcul de la SER bistatique d’un modèle de Mi-
rage III
Nous calculons ici la SER bistatique d’un modèle à taille réelle de Mirage III à la
fréquence 600 MHz. Nous rappelons que la CAO utilisée ressemble à l’avion réel sans
prétendre le représenter parfaitement. L’avion est maillé en 9 sous-domaines comme
illustré sur la figure 6.25. Le nombre de degrés de liberté total et par sous-domaines
est indiqué sur le tableau 6.9. L’avion est éclairé par une onde plane polarisée selon xˆ,
d’incidence −zˆ et de fréquence 600 MHz. Comme dans les cas précédents, les critères
de précision εACA, εSVD, εint et εext sont fixés à 10−3. Le critère de précision de la dé-
composition HLU est fixé à 10−1. Les calculs ont été réalisés sur 8 nœuds de la classe
Westmere (8 CPU par nœud).
(a) Vue de dessus (b) Vue de dessous
Figure 6.25 – Mirage III décomposé en 9 sous-domaines
Total 272 790
Sous-domaine 1 17 571
Sous-domaine 2 47 583
Sous-domaine 3 56 160
Sous-domaine 4 10 836
Sous-domaine 5 18 480
Sous-domaine 6 37 578
Sous-domaine 7 22 380
Sous-domaine 8 39 894
Sous-domaine 9 22 308
Table 6.9 – Nombre d’inconnues par sous-domaine pour le modèle de Mirage III
Nous commençons par observer les SER bistatiques dans les plans yˆz, xˆz et xˆy sur
les figures 6.26, 6.27 et 6.28. Les résultats obtenus sont comparés avec un solveur FMM.
Nous constatons un très bon accord entre chacune des SER bistatiques. Ces résultats
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Angle d'observation φ (°)
MoM-MLFMA
IE-DDM
(a) Polarisation φ (b) Polarisation θ
Figure 6.28 – SER bistatique dans le plan xˆy – Mirage III
De même, sur la figure 6.29, nous présentons les distributions de courant électriques
circulant sur la surface de l’avion. Nous observons toujours une très bonne concordance
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(a) MoM-MLFMA (b) IE-DDM
Figure 6.29 – Distribution de courants électriques sur la surface du Mirage III
entre les deux figures.
Nous étudions maintenant la convergence du solveur MGCR-DDM. Tout d’abord,
nous observons sur la figure 6.30 que la méthode IE-DDM permet toujours de réduire
significativement le nombre d’itérations par rapport à un solveur non préconditionné.


























Figure 6.30 – Convergence externe – Mirage III
Sur le tableau 6.10, nous montrons le nombre moyen d’itérations internes par sous-
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domaines pour converger vers le critère εint. Nous constatons que celui-ci n’a pas beau-
coup augmenté malgré l’augmentation du nombre d’inconnues. Cela montre que le pré-












Table 6.10 – Nombre moyen d’itérations internes par sous-domaine – Mirage III
Pour cette étude ainsi que pour la suivante, nous ne présentons pas les performances
concernant les temps de calcul et la consommation mémoire. En effet, le processus dé-
veloppé n’est pas industriel et n’est pas encore adapté à la montée en inconnues. Par
exemple, les blocs Biim et Diimn sont assemblés en matrice pleine. Cela devient problé-
matique quand le nombre d’inconnues augmente. De plus, l’assemblage des lignes, des
colonnes et des blocs n’a subi aucune optimisation et c’est un point qui peut permettre
d’obtenir un gain important sur le temps de calcul. En outre, la parallélisation mise
en place sur les cas de grande taille est manuelle. Ces problèmes qui avaient des ef-
fets quasiment négligeables sur des problèmes de taille inférieure à 150 000 inconnues
devient désormais problématiques. Nous expliquerons dans les perspectives les pistes
d’amélioration.
6.7 Calcul de la SER bistatique à haute et basse
fréquences d’un modèle d’ATR 42
La dernière étude porte sur le calcul de la SER bistatique d’un modèle d’ATR 42.
L’avion est décomposé en 7 sous-domaines comme illustré sur la figure 6.31. Le nombre
d’inconnues par sous-domaine est présenté sur le tableau 6.7. L’onde plane éclairant
l’avion est polarisée selon xˆ et d’incidence −zˆ. Les simulations seront effectuées à deux
fréquences : 1 GHz et 50 MHz mais toujours avec le même maillage. À la fréquence 1
GHz, le maillage a donc une taille moyenne d’arête de λ6, 4 ce qui met les méthodes FMM
dans des conditions optimales. En revanche, à la fréquence 50 MHz, la taille moyenne
d’arête est de λ130 . L’objectif est de montrer que la méthode IE-DDM basée sur l’ACA
est capable de simuler un objet surmaillé tout en gardant un niveau de performances
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relativement constant par rapport à un objet correctement maillé. En effet, dans la pra-
tique, nous pouvons être confrontés à des objets surmaillés. Par exemple, nous pouvons
avoir à effectuer des boucles fréquentielles et ne posséder qu’un maillage ou encore traiter
des objets avec des géométries complexes qui peuvent être difficiles à simplifier. Ainsi,
il est intéressant d’être capable de simuler des objets surmaillés dans les cas pratiques.
Pour les paramètres de calcul, nous imposons les critères de précision εACA et εSVD à
5 · 10−3, le critère de convergence interne à εint à 10−2, le critère de convergence externe
à 10−2 et le critère de décomposition HLU à 10−1. La précision des matrices calculées et
le critère de convergence externe sont plus hauts que dans les études précédentes pour
des raisons d’implémentation similaires à celles évoquées dans la section 6.6. Les blocs
assemblés en matrice pleine occupent une mémoire très importante. De plus, chaque
nœud de calcul possède les vecteurs de descente. Avec le nombre important d’inconnues
de cette étude, ces points non optimisés augmentent fortement la mémoire requise et
nous sommes contraints de relâcher certains critères de précision. Les calculs ont été
réalisés sur 8 nœuds de la classe Westmere (8 CPU par nœud).
Figure 6.31 – ATR 42 décomposé en 7 sous-domaines
Total 629 505
Sous-domaine 1 189 600
Sous-domaine 2 145 815
Sous-domaine 3 70 560
Sous-domaine 4 64 740
Sous-domaine 5 45 900
Sous-domaine 6 67 011
Sous-domaine 7 45 879
Table 6.11 – Nombre d’inconnues par sous-domaine pour le modèle d’ATR 42
Nous commençons par étudier la diffraction de l’onde plane à 1 GHz. Nous compa-
rons les SER bistatiques obtenues par la méthode IE-DDM avec un solveur FMM de la
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MoM sur les figures 6.32, 6.33 et 6.34. Nous constatons toujours une très bonne corres-
pondance entre les résultats des deux méthodes. Cela montre que la méthode IE-DDM
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MoM-MLFMA
IE-DDM
(a) Polarisation φ (b) Polarisation θ
Figure 6.34 – SER bistatique dans le plan xˆy – ATR 42 à 1 GHz
De même, nous observons sur la figure 6.35 les distributions de courants électriques
sur la surface de l’avion. Visuellement, nous retrouvons les mêmes distributions.
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(a) MoM-MLFMA (b) IE-DDM
Figure 6.35 – Distribution de courants électriques sur la surface de l’ATR 42 à 1 GHz
Sur la figure 6.36, nous nous intéressons à la convergence externe du problème. De
même que précédemment, nous constatons que le solveur MGCR-DDM est toujours un
bon préconditionneur dans le sens où il réduit drastiquement le nombre d’itérations ex-
ternes pour converger vers une solution. Concernant la convergence interne présentée

























Figure 6.36 – Convergence externe – ATR 42 à 1 GHz
Dans cette étude, pour les mêmes raisons que celles décrites dans la section 6.6, nous
ne présentons pas les performances mémoire et temps de calcul. Toutefois, pour cette
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Table 6.12 – Nombre moyen d’itérations internes par sous-domaine – ATR 42 à 1 GHz
étude à la fréquence de 1 GHz, il est certain que la méthode basée sur la FMM serait
plus rapide. En effet, nous sommes dans un cas d’étude propice aux méthodes FMM. Le
modèle a une géométrie simple à l’inverse du Mirage III par exemple. De plus, l’objet
est maillé aux alentours de λ6 ,
λ
7 . Enfin, seul un second membre est à résoudre et donc
peu de produits matrice-vecteur sont requis.
La deuxième partie de cette étude consiste à éclairer l’avion par une onde plane de
50 MHz en utilisant le même maillage. Le pas du maillage passe à λ130 , l’objet est donc
surmaillé. Lors de cette étude, la simulation avec la MoM-MLFMA n’a pas pu conver-
ger à cause du surmaillage. En revanche, la méthode IE-DDM utilisant les H-matrices a
donné une solution. Cette solution est comparée avec une MoM résolue par une méthode
directe où le maillage a été généré pour la fréquence 50 MHz. Nous pouvons constater
sur les figures 6.37, 6.38 et 6.39 que la méthode IE-DDM parvient à bien traiter les
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MoM
IE-DDM
(a) Polarisation φ (b) Polarisation θ
Figure 6.37 – SER bistatique dans le plan yˆz – ATR 42 à 50 MHz
De même, la distribution de courants électriques sur la surface de l’avion (figure
6.40) atteste de la précision de la méthode IE-DDM.
Comparons maintenant la convergence du solveur MGCR-DDM sur la simulation à
50 MHz avec la convergence pour la simulation à 1 GHz (figure 6.41). Environ 5 fois plus
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Figure 6.39 – SER bistatique dans le plan xˆy – ATR 42 à 50 MHz
(a) MoM-LU (b) IE-DDM
Figure 6.40 – Distribution de courants électriques sur la surface de l’ATR 42 à 50 MHz
d’itérations sont nécessaires pour converger vers la solution finale à 50 MHz. Nous no-
tons en particulier un ralentissement de la convergence après la 20ème itération. Cela est
peut-être dû à une approximation des blocs matriciels IE-DDM trop grossière. Concer-
nant la convergence interne, sur le tableau 6.13, nous notons que celle-ci est plus difficile
que dans le cas à 1 GHz. Toutefois, le nombre d’itérations internes par sous-domaine
reste satisfaisant.
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Table 6.13 – Nombre moyen d’itérations internes par sous-domaine – ATR 42 à 50
MHz
Nous ne présenterons pas ici les données brutes de performances pour les raisons
d’implémentation évoquées précédemment. Toutefois, nous pouvons effectuer une ana-
lyse qualitative de ces résultats. Nous avons noté que la consommation mémoire et les
temps d’assemblage à 50 MHz étaient à peu près deux fois plus faibles qu’à 1 GHz. Cela
provient du fait que les méthodes ACA sont plus efficaces pour compresser l’assemblage
des objets surmaillés par rapport à la longueur d’onde.
6.8 Conclusion du chapitre
Dans ce chapitre, nous avons présenté plusieurs études pour analyser les perfor-
mances de la méthode IE-DDM. Une étude portait sur la résolution de multiples seconds
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membres afin de calculer la SER monostatique de la cible. Deux études étaient dédiées
à la simulation du rayonnement d’antennes sur des objets parfaitement conducteurs et
recouverts de diélectrique. Enfin, deux études avaient pour objectif de commenter la ca-
pacité de la méthode IE-DDM à simuler des problèmes de grande taille. Dans chacune
de ces études, des codes de référence et des mesures ont permis d’attester de la précision
de la méthode IE-DDM. De même, dans chacune de ces études, nous avons montré que
la méthode IE-DDM était un bon préconditionneur car il réduisait fortement la conver-
gence externe par rapport à des méthodes non préconditionnées. Le préconditionneur
HLU de la résolution a confirmé son efficacité dans chacune des études.
Dans ce chapitre, nous avons mis en évidence plusieurs points forts de la méthode
IE-DDM. Nous avons constaté qu’elle était très efficace pour la résolution de seconds
membres multiples grâce au préconditionnement HLU de la résolution interne. Nous
avons aussi noté que la méthode était un excellent préconditionneur pour la formula-
tion des matériaux Léontovitch. En effet, pour un même objet, la convergence externe
était beaucoup plus longue quand il était de nature Léontovitch que de nature PEC.
En revanche, avec la méthode IE-DDM, la convergence externe restait à peu près la
même. Enfin, nous avons montré que la méthode IE-DDM parvenait à bien traiter les
objets surmaillés par rapport à la longueur d’onde grâce à l’utilisation des matrices hié-
rarchiques et de l’ACA.
Des limites ont aussi été mises en relief. Premièrement, nous avons souligné la ques-
tion de l’implémentation informatique. La construction des blocs est longue car l’assem-
blage des lignes, colonnes et blocs n’est pas adaptée au problème. Les blocs de type Biim
et Diimn sont actuellement assemblés en matrice pleine ce qui augmente la mémoire re-
quise mais aussi les produits matrice-vecteur. Enfin, la parallélisation permet d’exécuter
le programme sur un supercalculateur mais est loin d’être optimale. La deuxième limite
concerne les calculs d’objets bien maillés par rapport à la longueur d’onde et nécessitant
peu de produits matrice-vecteur. Sur ces problèmes, les méthodes basées sur les FMM
sont bien plus rapides car seules les interactions proches sont calculées et stockées.
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Le sujet de cette thèse était d’étudier et développer une méthode de résolution des
équations intégrales de surface pour faire face aux problèmes rencontrés lors de la si-
mulation électromagnétique des larges plateformes. Les obstacles sont principalement
les matrices denses issues de la discrétisation des équations intégrales de surface, leur
mauvais conditionnement et la difficulté à générer des maillages de grande taille d’ob-
jets complexes. La voie empruntée devait d’abord s’appuyer sur une décomposition en
sous-domaines de la surface de l’objet étudié pour faciliter la génération de maillages
et sur les solutions locales de sous-domaines. De plus, la compression hiérarchique des
équations intégrales de surface était suggérée pour étudier son effet sur des applications
avec des incidences multiples ou sur des objets surmaillés par rapport à la longueur
d’onde.
Dans le chapitre 1, nous avons présenté quatre méthodes numériques fréquentielles
dédiées à la simulation électromagnétique des problèmes de grande taille. Nous avons
noté que pour dépasser la difficulté de la grande taille du problème, les méthodes uti-
lisaient des techniques multi-domaines, multi-méthodes ou agissaient en amont sur la
formulation. La méthode IE-DDM va dans ces directions, en particulier sur l’approche
multi-domaines et comme nous l’évoquerons un peu plus loin, sur l’approche multi-
méthodes.
Dans le chapitre 2, nous avons rappelé les bases de la méthode des équations inté-
grales de frontière, couramment appelée méthode des moments. Nous avons établi les
formulations équations intégrales (EFIE, CFIE et MFIE) à partir de l’écriture des équa-
tions de Maxwell sous forme intégrale. Nous avons expliqué leur discrétisation par les
fonctions RWG. Différentes méthodes de résolution de systèmes linéaires ont été pré-
sentées. Il y avait d’abord la méthode directe qui consiste à calculer une factorisation
LU de la matrice puis à résoudre le système linéaire par des descentes et des remontées.
Cette méthode donne la solution exacte du système linéaire et une fois la factorisation
calculée, elle peut être appliquée pour résoudre de nombreux seconds membres. Cepen-
dant, l’évolution cubique avec la dimension du système de la complexité de la méthode
la rend difficilement applicable sur des problèmes de grande taille. Nous avons alors
introduit les méthodes itératives qui ont une complexité quadratique avec la dimension
du système linéaire. La solution est cherchée dans un espace de Krylov construit itérati-
vement à partir de la matrice et du résidu initial. Nous avons plus spécifiquement étudié
l’algorithme GCR. Cependant, ces méthodes itératives ne sont pas par nature adap-
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tées à la résolution de seconds membres multiples. Nous avons donc présenté le MGCR,
une variante du GCR qui consiste à résoudre simultanément tous les seconds membres.
Enfin, pour faire face à la complexité quadratique de la méthode des moments, nous
avons présenté succinctement les méthodes multipôles rapides (FMM). Ces méthodes
qui s’appuient sur le fait que les interactions entre paquets d’éléments lointains peuvent
être approximés permettent de réduire la complexité de la méthode à O (N logN).
Dans le chapitre 3, nous avons présenté une méthode qui se pose en sérieuse alterna-
tive aux FMM depuis quelques années. C’est la méthode des H-matrices qui consiste à
effectuer une décomposition hiérarchique de la matrice équations intégrales. Ensuite, les
blocs d’interactions lointaines qui présentent une déficience de rang sont approximés et
compressés par l’algorithme ACA. Nous avons donc dans un premier temps proposé une
description intuitive des matrices de rang faible via l’algorithme SVD et des matrices
hiérarchiques. Nous avons ensuite présenté l’algorithme ACA qui permet d’approximer
puis compresser un bloc d’interactions lointaines sans connaissance a priori du bloc
plein. Après, nous avons montré comment est construite en pratique une H-matrice.
L’objet est décomposé par bissection récursive en boîtes contenant chacune un nombre
minimal de points. Ensuite, la distance entre les boîtes de chaque niveau de décomposi-
tion est testée. Si la distance est suffisamment grande, le bloc représentant l’interaction
entre les deux boîtes est compressée par l’algorithme ACA. Sinon, il est assemblé en ma-
trice pleine. Nous avons alors vu une technique qui permet de calculer une factorisation
LU approchée de la H-matrice. Cette décomposition HLU peut être utilisée en tant que
solveur direct si la précision est suffisamment fine. Dans cette étude, nous l’utilisons en
tant que préconditionneur de la résolution itérative. En pratique, après avoir développé
notre propre solveur ACA, nous avons bénéficié d’une bibliothèque de construction des
H-matrices et de leur décomposition HLU développée par le DTIM/CHP, un départe-
ment de l’ONERA. Nous avons alors testé son implémentation dans les codes MoM du
DEMR. Nous avons constaté comme attendu que l’assemblage d’une H-matrice est plus
long que l’assemblage en FMM car à la fois les interactions proches et lointaines sont cal-
culées et stockées. De même, la mémoire requise est plus importante pour les méthodes
ACA. En revanche, la représentation hiérarchique d’une matrice permet de calculer ra-
pidement les produits matrice-vecteurs car toutes les interactions sont déjà connues. En
revanche avec les FMM, des expansions en série de Taylor doivent être calculées pour
chaque produit matrice-vecteur. Nous avons aussi étudié l’impact du préconditionneur
HLU et avons constaté qu’il était très efficace pour la résolution de seconds membres
multiples. De plus, nous avons vu que le calcul d’une décomposition HLU grossière était
quand même un bon préconditionneur.
Dans le chapitre 4, nous avons développé une formulation équations intégrales basée
sur la décomposition en sous-domaines de l’objet. Le développement de notre formula-
tion IE-DDM s’est basée sur les travaux de [12]. Nous avons commencé par introduire
la décomposition en sous-domaines utilisée. L’avantage de la décomposition en sous-
domaines est qu’elle autorise une indépendance totale des sous-domaines. Le maillage
d’un sous-domaine est généré indépendamment des autres. Cela est pratique pour la
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génération du maillage d’un objet de grande taille car il est difficile de générer un tel
maillage en mono-domaine. Le point particulier de cette décomposition est l’introduc-
tion de surfaces fictives appelées interfaces. Ces surfaces sont imposées parfaitement
conductrices. Ensuite, nous écrivons une représentation intégrale des sous-domaines à
l’instar de ce qui est effectué en mono-domaine. Toutefois, sur les interfaces, les équations
peuvent être simplifiées. Les équations sur les interfaces sont appelées des conditions de
transmission. Nous avons testé trois conditions de transmission : celle développée dans
[12] et deux autres que nous avons développées. Après discrétisation, nous obtenons un
système linéaire par condition de transmission. Dans ce système linéaire nous distin-
guons les matrices CFIE de sous-domaines d’une matrice de couplage représentant les
interactions entre sous-domaine. Nous avons ensuite testé les trois formulations résul-
tantes sur la diffraction d’une onde plane par un cylindre et sur le rayonnement d’une
antenne monopole portée par un cylindre. À la suite de ces tests, une formulation a été
retenue. Nous avons ensuite pris en compte le modèle de Léontovitch dans la formulation
IE-DDM. La dernière partie de ce chapitre présente la représentation hiérarchique des
blocs matriciels issus de la discrétisation de la formulation IE-DDM. Chaque bloc des
matrices IE-DDM est assemblé en matrice hiérarchique. Nous montrons ensuite que la
représentation hiérarchique n’a pas modifié la précision des résultats.
Dans le chapitre 5, nous présentons le solveur adapté à la formulation IE-DDM et à
sa représentation hiérarchique. Le premier point consiste à appliquer un précondition-
neur sur le système linéaire développé dans le chapitre 5. Le préconditionneur utilisé
consiste à préconditionner le système linéaire par les matrices CFIE inverses des sous-
domaines. En pratique, nous ne calculons pas la matrice inverse exacte. Nous résolvons
en fait par méthode itérative les sous-domaines à chaque itération du système linéaire
préconditionné. Cette technique est désignée par résolution interne / externe. La réso-
lution externe correspond à la résolution du système linéaire préconditionné. La réso-
lution interne correspond à la résolution des sous-domaines à chaque itération externe.
La résolution externe est basée sur une adaptation du MGCR à la décomposition en
sous-domaines. La résolution interne est basée sur le solveur GCR. Nous avons d’abord
constaté que ce solveur accélérait fortement la convergence comparée à une méthode
mono-domaine non préconditionnée. Cependant, nous avons remarqué que le coût d’une
itération externe n’était non pas dominé par un produit matrice-vecteur mais par la ré-
solution des sous-domaines. Il était donc nécessaire d’accélérer cette étape pour réduire
le coût d’une itération externe. Nous avons étudié trois pistes. La première piste consis-
tait à tirer profit du fait qu’on résolve une séquence de systèmes linéaires dont le second
membre dépend de la solution précédente. Pour cela, nous avons recyclé les espaces
de Krylov générés lors des résolutions précédentes. La deuxième technique consistait à
calculer une solution interne grossière. Cependant, nous avons remarqué que cela pou-
vait dégrader la solution externe. Enfin, la dernière technique consistait à profiter de la
représentation hiérarchique des blocs matriciels. Nous avons donc décidé de calculer la
factorisation LU approchée des matrices de sous-domaines. Celle-ci est calculée une fois
lors de l’assemblage mais peut ensuite être réutilisée en tant que préconditionneur de
chaque résolution interne pour un coût faible. Nous avons conclu que c’était la meilleure
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méthode parmi les trois citées. De plus, cette technique est particulièrement adaptée à
la résolution de multiples seconds membres car ce type de problème augmente le nombre
d’itérations externes. Enfin, nous avons construit ce solveur pour les matériaux Léonto-
vitch. Nous avons constaté que c’était un excellent préconditionneur pour ces objets.
Dans le chapitre 6, nous avons étudié la simulation électromagnétique de larges pla-
teformes. Nous avons commencé par présenter la parallélisation de la méthode IE-DDM
pour l’exécution sur les machines à mémoire partagée et à mémoire distribuée. Les pa-
rallélisations mises en place ont été développées pour profiter de ces architectures mais
l’objectif n’était pas d’avoir une parallélisation optimale. Pour les machines à mémoire
partagée, nous avons développé une parallélisation OpenMP. Pour les machines à mé-
moire distribuée, nous avons développé une parallélisation MPI/OpenMP. La première
étude portait sur la diffraction de 360 ondes planes sur un modèle de Fokker F100.
Nous avons d’abord montré la précision de la méthode IE-DDM en la comparant à une
MoM résolue par un solveur direct. Nous avons aussi étudié l’influence du nombre de
sous-domaines. Nous avons remarqué qu’un petit nombre de sous-domaines accélérait la
convergence externe mais allongeait la résolution interne. Ensuite, la méthode IE-DDM
a été comparée à des méthodes non préconditionnées afin de voir l’apport du précondi-
tionneur IE-DDM. Le nombre d’itérations externes de la méthode IE-DDM est fortement
réduit par rapport aux méthodes non préconditionnées. Enfin, la méthode IE-DDM a été
comparée à titre indicatif à des méthodes préconditionnées. La deuxième étude portait
sur le rayonnement d’une antenne monopole aéroportée sur le Fokker F100. Les résultats
de la méthode IE-DDM ont été comparés avec des mesures et au solveur par décompo-
sition de domaines FACTOPO. De plus, la convergence externe était toujours bonne.
La troisième étude portait sur le rayonnement d’une antenne monopole aéroportée sur
un modèle d’ATR 42 parfaitement conducteur revêtu d’une couche de diélectrique. Les
observables étaient en très bonne concordance avec la MoM de référence. De plus, nous
avons relevé une excellente convergence externe par rapport à la méthode non précondi-
tionnée. Enfin, les deux derniers tests portaient sur la diffraction d’une onde plane par
un Mirage III et un ATR 42. L’objectif était de voir comment se comportait la méthode
IE-DDM avec une montée en inconnues. La précision et la convergence étaient toujours
bonnes. Nous avons aussi constaté que la méthode IE-DDM fonctionnait sur des objets
surmaillés par rapport à la longueur d’onde. Toutefois, nous n’avons pas pu tirer de
conclusions sur les performances en mémoire et en temps pour des raisons d’implémen-
tation informatique.
Pour conclure, nous avons développé une méthode de résolution des équations inté-
grales de surface basée sur la décomposition en sous-domaines de l’objet étudié et sur
la compression hiérarchique des matrices équations intégrales. Un solveur spécialement
adapté à la formulation a été développé. La méthode a été appliquée sur la diffraction
d’ondes planes par des avions ainsi que sur le rayonnement d’antennes aéroportées. La
méthode développée est particulièrement efficace pour les incidences multiples et les




Ce travail ouvre de nombreuses perspectives afin d’améliorer la méthode existante.
Les perspectives portent sur la prise en compte de nouveaux modèles, l’utilisation de
méthodes d’accélération différentes et une parallélisation efficace.
Dans cette étude, nous avons pris en compte la modélisation d’objets parfaitement
conducteurs recouverts ou non de diélectrique. Il serait intéressant donc d’adapter les
méthodes présentées dans le chapitre 1 à la décomposition en sous-domaines afin de
pouvoir en prendre en compte des objets diélectriques homogènes ou non. De même,
combiner la méthode IE-DDM avec une méthode type éléments finis pourrait permettre
d’étudier des antennes plus variées. En outre, nous n’avons pas abordé dans cette étude
des objets ouverts car nous avions constaté un mauvais conditionnement. Il serait inté-
ressant de se pencher sur ce problème.
Dans cette méthode, nous avons fait le choix d’accélérer la méthode IE-DDM par
l’utilisation des H-matrices. Cependant, la référence [12] montre d’excellents résultats
avec un solveur MLFMA. De plus, il est possible de combiner plusieurs méthodes. En
effet, nous pouvons imaginer calculer uniquement les matrices hiérarchiques des sous-
domaines mais traiter la matrice de couplage en FMM. Aussi, n’importe quelle méthode
peut être appliquée sur un sous-domaine. Il serait intéressant aussi d’utiliser un solveur
IE-DDM sur un sous-domaine. En effet, nous avions montré que peu de sous-domaines
conduisait à une meilleure convergence externe. Cependant, il peut être plus intéressant
dans le cadre d’études paramétriques d’effectuer une décomposition en de nombreux
sous-domaines. On pourrait alors rassembler plusieurs sous-domaines en un qui serait
résolu (interne) par le solveur IE-DDM. À noter qu’une nouvelle méthode de décompo-
sition de domaine par équations intégrales s’apparentant aux méthodes Galerkin Dis-
continu a émergé en 2013 et propose des résultats très intéressants [69].
La parallélisation efficace de la méthode constitue un chantier conséquent. Comme
nous l’avions évoqué dans le chapitre 6, deux parallélisations sont envisageables. Dans
la première, il s’agirait de construire une parallélisation MPI de la matrice hiérarchique
d’un bloc. Elle serait construite par tous les processeurs et partagée entre les processeurs.
La difficulté va consister à assurer l’équilibrage des tâches en mémoire et en occupation.
En effet, il faut attribuer progressivement les blocs de la matrice hiérarchique à chaque
processus. La deuxième méthodologie s’apparente plus à celle développée dans cette
thèse. Il faudrait envoyer progressivement des blocs à assembler aux processus tout en
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Résumé
Cette étude s’inscrit dans le domaine de la simulation électromagnétique des pro-
blèmes de grande taille tels que la diffraction d’ondes planes par de larges plateformes
et le rayonnement d’antennes aéroportées. Elle consiste à développer une méthode com-
binant décomposition en sous-domaines et compression hiérarchique des équations in-
tégrales de frontière. Pour cela, nous rappelons dans un premier temps les points im-
portants de la méthode des équations intégrales de frontière et de leur compression
hiérarchique par l’algorithme ACA (Adaptive Cross Approximation). Ensuite, nous pré-
sentons la formulation IE-DDM (Integral Equations – Domain Decomposition Method)
obtenue à partir d’une représentation intégrale des sous-domaines. Les matrices résul-
tant de la discrétisation de cette formulation sont stockées au formatH-matrice (matrice
hiérarchique). Un solveur spécialement adapté à la résolution de la formulation IE-DDM
et à sa représentation hiérarchique a été conçu. Cette étude met en évidence l’efficacité
de la décomposition en sous-domaines en tant que préconditionneur des équations in-
tégrales. De plus, la méthode développée est rapide pour la résolution des problèmes à
incidences multiples ainsi que la résolution des problèmes basses fréquences.
Mots-clés : équations intégrales de surface, décomposition en sous-domaines, matrices
hiérarchiques, adaptive cross approximation, factorisation LU approchée, solveur itératif,
simulation électromagnétique, larges plateformes.
Abstract
This thesis is about the electromagnetic simulation of large scale problems as the
wave scattering from aircrafts and the airborne antennas radiation. It consists in the
development of a method combining domain decomposition and hierarchical compres-
sion of the surface integral equations. First, we remind the principles of the boundary
element method and the hierarchical representation of the surface integral equations
with the Adaptive Cross Approximation algorithm. Then, we present the IE-DDM for-
mulation obtained from a sub-domain integral representation. The matrices resulting of
the discretization of the formulation are stored in the H-matrix format. A solver espe-
cially fitted with the hierarchical representation of the IE-DDM formulation has been
developed. This study highlights the efficiency of the sub-domain decomposition as a
preconditioner of the integral equations. Moreover, the method is fast for the resolution
of multiple incidences and the resolution of low frequencies problems.
Keywords : surface integral equations, domain decomposition, hierarchical matrices,
adaptive cross approximation, approximate LU factorization, iterative solver, computa-
tional electromagnetics, large scale problems.
