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Abstract
This thesis deals with both analysis and applications of cut finite ele-
ment methods (CutFEMs) on overlapping meshes. By overlapping meshes
we mean a mesh hierarchy with a background mesh at the bottom and one
or more overlapping meshes that are stacked on top of it. Overlapping
meshes can be used as an alternative to costly remeshing for problems
with changing geometry. The main content of the thesis is the five ap-
pended papers. The thesis consists of an analysis part and an applications
part.
In the analysis part (Paper I and Paper II), we consider cut finite
element methods on overlapping meshes for a time-dependent parabolic
model problem: the heat equation on two overlapping meshes, where
one mesh is allowed to move around on top of the other. In Paper I,
the overlapping mesh is prescribed a cG(1) movement, meaning that its
location as a function of time is continuous and piecewise linear. The
cG(1) mesh movement results in a space-time discretization for which
existing analysis methodologies either fail or are unsuitable. We therefore
propose, to the best of our knowledge, a new energy analysis framework
that is general enough to be applicable to the current setting. In Paper
II, the overlapping mesh is prescribed a dG(0) movement, meaning that
its location as a function of time is discontinuous and piecewise constant.
The dG(0) mesh movement results in a space-time discretization for which
existing analysis methodologies work with some modifications to handle
the shift in the overlapping mesh’s location at discrete times.
The applications part (Paper III, IV, and V) concerns cut finite ele-
ment methods on overlapping meshes for stationary PDE-problems. We
consider two potential applications for CutFEM on overlapping meshes.
The first application, presented in Paper III, presents methodology for
evaluating configurations of buildings based on wind and view. The wind
model is based on a CutFEM on overlapping meshes for Stokes equations.
The second application, presented in Paper IV and Paper V, concerns a
software application (app). The app lets a user define and solve physical
problems governed by PDEs in an immersive and interactive augmented
reality environment.
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The finite element method (FEM) is a well-known tool for computing approxi-
mate solutions of partial differential equations (PDEs). It is particularly suitable
for PDE-problems with complicated geometry since it allows for unstructured
domain-fitted meshes. Unstructured meshes are more computationally expen-
sive to generate and memory demanding to store than structured meshes since
there is no underlying structure that may be used. Cut finite element methods
(CutFEMs) enable the use of structured meshes in problems with complicated
geometry. This may be done by using an underlying structured mesh together
with an interface that represents the boundary of the solution domain. There is
no relation between the locations of the interface and the mesh cells, thus some
of the mesh cells will be “cut” by the interface, hence the name CutFEM. The
cost of using CutFEM is the extra treatment that is needed to handle functions
on these cut mesh cells.
CutFEM may also make costly remeshing redundant for problems with
changing or evolving geometries or for other situations involving meshing such
as adaptive mesh refinement. Using standard FEM for such problems usually
means that a new mesh has to be generated when the geometry has changed too
much. With CutFEM the geometry may be represented by an interface whose
location in relation to the mesh may be arbitrary, thus allowing the same mesh
to be used for different or changing interfaces.
A common type of problem with changing geometry is one where there is an
object in the solution domain that moves relatively to the domain boundary. An
advantageous CutFEM approach to such problems is to use overlapping meshes,
meaning two or more meshes ordered in a mesh hierarchy. This is also called
composite grids/meshes and multimesh in the literature but the meaning is the
same. The idea is to first remove the object from the domain and to generate
a stationary background mesh in the empty solution domain. The background
mesh may thus be a nicely structured mesh. A second mesh is then generated
around the object. The mesh containing the object is then placed “on top” of
the background mesh, creating a mesh hierarchy. The movement of the object
will thus also cause its encapsulating mesh to move.
A number of other methodologies have been proposed to circumvent the
limitations of domain-fitted discretizations. Notable examples are the fictitious
domain method by [1] and the extended finite element method (XFEM) by Be-
lytschko et al. [2]. Both methods have been successful in extending the range
of problems that can be simulated, but both suffer from limitations in that
the conditioning of the discretization cannot be guaranteed, and a theoretical
framework for convergence analysis and error estimation is lacking. In particu-
lar, time-dependent multiphysics problems on evolving geometries are typically
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discretized using ad hoc low order discretization methods, which cannot easily
be analyzed, nor extended to higher order.
Over the past two decades, a theoretical foundation for the formulation of
stabilized CutFEM has been developed by extending the ideas of Nitsche, pre-
sented in [3], to a general weak formulation of the interface conditions, thereby
removing the need for domain-fitted meshes. The foundations of CutFEM were
presented in [4] and then extended to overlapping meshes in [5]. The CutFEM
methodology has since been developed and applied to a number of important
multiphysics problems. See for example [6–11]. For CutFEM on overlapping
meshes in particular, see for example [12–15]. So far, only CutFEM for station-
ary PDE-problems on overlapping meshes have been developed and analysed
to a satisfactory degree, thus leaving analogous work for time-dependent PDE-
problems to be desired.
This thesis deals with both analysis and applications of CutFEM on over-
lapping meshes. The premise for both parts is the aforementioned state of
such methods. Thus, in the analysis part we consider CutFEM on overlap-
ping meshes for a time-dependent parabolic model problem: The heat equation
on two overlapping meshes. The applications part only concern CutFEM on
overlapping meshes for stationary PDE-problems.
The outline of the thesis is:
• In Section 2, we present the concept CutFEM on overlapping meshes. We
start with the standard finite element method and successively present
ideas and theory that make us arrive at the aimed concept.
• In Section 3, we summarize the quite long and explicit analysis manuscripts
presented as Paper I and Paper II. We start by presenting general analysis
methodology for finite element methods. First for elliptic, then parabolic
problems. We do this to elucidate the analysis framework at our disposal
as a means to create a context for the two analysis manuscripts. In both
Section 2 and Section 3, we try to be relatively brief, meaning that we
sometimes cut back on explicit detail and rigour, and that we try to not
dive too deep into existing theory. The reason for this of course being
that we want to focus on the novelties presented in this thesis. For details
and rigour we instead refer to the appended papers and the literature.
• In Section 4, we discuss both potential and existing applications of Cut-
FEM on overlapping meshes. Some implementation aspects are also dis-
cussed involving software and computational gain in using CutFEM on
overlapping meshes.
• In Section 5, we summarize the five appended papers.
• The last part of the thesis is the five appended papers.
2
2 Cut finite element methods
In this section, we present background, underlying ideas and basic theory for
the concept cut finite element methods on overlapping meshes. To put it into
context, we will consider elliptic model problems. First we present the standard
finite element method for such a problem. Then, using Nitsche’s method, we
present a cut finite element method on a fictitious domain. Lastly we introduce
the concept overlapping meshes and present a cut finite element method for an
elliptic model problem on overlapping meshes.
2.1 Standard finite element method
The finite element method is a well-known concept in applied mathematics and
a valuable tool for science and engineering. There is plenty of literature about
it; see for example [16–18] for introductory books. The finite element method
is a recipe for obtaining approximate solutions of problems governed by partial
differential equations. This is done by discretizing the solution domain and
turning the differential equation into several algebraic equations. The general














where the numbered steps are:
1. Multiply the differential equation with a suitable test function, integrate
over the solution domain, use integration by parts to decrease the highest
order derivative, and define trial and test spaces.
2. Discretize the solution domain to obtain a finite element mesh, and use it
to define a discrete function space.
3. Test with the basis functions of the discrete subspace to obtain one alge-
braic equation for every basis function.
We apply the above steps to the following elliptic model problem.
PDE-problem
For d = 1, 2, or 3, let Ω ⊂ Rd be a bounded domain, i.e., connected open set,
with polygonal boundary ∂Ω. We consider Poisson’s equation on Ω with given
source function f ∈ L2(Ω) and homogeneous Dirichlet boundary conditions.
The problem is: Find u ∈ H2(Ω) such that{
−∆u = f in Ω,
u = 0 on ∂Ω.
(2.1)
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The PDE-problem (2.1) is thus the starting point.
Step 1
We take as a suitable test function v ∈ H10 (Ω), multiply Poisson’s equation by






By integration by parts in this context we mean using Green’s first identity.





∇u · ∇v dx−
∫
∂Ω
n · ∇uv ds =
∫
Ω
∇u · ∇v dx, (2.3)
since v|∂Ω = 0. We now have the equation∫
Ω




For this equation to mean anything, we see that u and v must indeed belong
to H1(Ω). Taking the boundary conditions into account, we choose as both
trial space (the space where we will look for u) and test space (the space of the
functions which we will “test” against) the Sobolev space H10 (Ω).
Continuous variational problem
From the conclusion of Step 1, we formulate the continuous variational problem:
Find u ∈ H10 (Ω) such that∫
Ω
∇u · ∇v dx =
∫
Ω
fv dx, ∀v ∈ H10 (Ω). (2.5)
Note that in the continuous variational problem (2.5), the highest order deriva-
tive of the solution u is of the first order, whereas in the original PDE-problem
(2.1) it is of the second order. The regularity assumptions on u have thus been
relaxed, which allows us to search for a solution in a much larger class of func-
tions. The variational formulation (2.5) is therefore also referred to as the weak
formulation of (2.1). We define the bilinear form a on H1(Ω) and linear form l
on L2(Ω) by
a(w, v) := (∇w,∇v), l(v) := (f, v), (2.6)
where (·, ·) is the L2(Ω)-inner product. By using a and l, we give (2.5) the more
abstract and consice form: Find u ∈ H10 (Ω) such that
a(u, v) = l(v), ∀v ∈ H10 (Ω). (2.7)
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Step 2
We discretize the domain Ω by tessellating it into d-simplices. This is done in
such a way that every two adjacent simplices share the exact same sub-simplices
(simplices of dimension < d) belonging to the intersection of their boundaries.
The tessellation is the finite element mesh T . We denote by h the mesh size
parameter, taken to be the largest diameter of a simplex K ∈ T . We define the
finite dimensional discrete function space Vh by
Vh := {v ∈ C(Ω) : v|K ∈ Pp(K),∀K ∈ T , v|∂Ω = 0}, (2.8)
i.e., all continuous functions on Ω, that are polynomials of at most degree p on
every simplex K ∈ T , and that are zero on the boundary of Ω.
Discrete variational problem
Using the above, we formulate the discrete variational problem: Find uh ∈ Vh
such that
a(uh, v) = l(v), ∀v ∈ Vh. (2.9)
This is also the standard finite element formulation of problem (2.1). A discrete
variational problem of the form (2.9) is also referred to as a finite element
method. Noting that Vh ⊂ H10 (Ω), we have that (2.7) also holds for all v ∈ Vh.
We thus obtain the Galerkin orthogonality
a(u− uh, v) = 0, ∀v ∈ Vh, (2.10)
which means that the finite element solution uh is the a-projection of the ana-
lytic solution u onto Vh.
Step 3
With M = dim(Vh), we let {ϕj}Mj=1 denote a basis for Vh. Every function





where the Vj ’s are the degrees of freedom. Using this representation for uh and














We thus get one equation for every ϕi in the basis.
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System of algebraic equations








where i and j denote the row and column index, respectively. Using A, b, and
(2.12), we formulate a linear system of equations on matrix-vector form: Find
U = (U1, . . . , UM )
T such that
AU = b. (2.14)
Final remark
The resulting linear system of equations (2.14) is typically solved by a com-
puter. As already mentioned, the discrete variational problem is the finite
element formulation corresponding to the original PDE-problem with the given
discretization and choice of discrete subspace. From such a finite element for-
mulation it is straightforward, albeit not always trivial, to derive the system
of algebraic equations. In the remainder of this text we will therefore not go
further along the finite element pipeline than the discrete variational problem.
2.2 Nitsche’s method
The basis for CutFEMs is Nitsche’s method for weakly imposing boundary
conditions; see [3]. We will therefore start by applying Nitsche’s method to an
elliptic model problem. In the next section, we will use that result to derive
and formulate a basic cut finite element method on a fictitious domain.
Consider the elliptic model problem (2.1) and its corresponding standard
weak formulation (2.7). Note that the boundary condition in (2.1), u = 0 on ∂Ω,
is represented in (2.7) by the choice of trial space, u ∈ H10 (Ω). Incorporating
boundary conditions like this, in the trial space of the weak formulation, is
known as strongly imposed boundary conditions. An alternative is to incorpo-
rate the boundary conditions in the equation of the weak formulation by the
addition of suitable terms. This is then called weakly imposed boundary condi-
tions. To illustrate this, we consider the problem (2.1) but with inhomogeneous
Dirichlet boundary conditions given by g ∈ L2(∂Ω). The problem is: Find
u ∈ H2(Ω) such that {
−∆u = f in Ω,
u = g on ∂Ω.
(2.15)
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With the tools from the previous section, a corresponding continuous varia-
tional problem with strongly imposed boundary condition is: Find u ∈ H1g (Ω)
such that
a(u, v) = l(v), ∀v ∈ H10 (Ω). (2.16)
Note that we still test with functions v that are zero on the boundary, just as in
the case with homogeneous boundary conditions. This is because in both cases
we do not need to test for u on the boundary since its value there is known.
Now if we instead would like to impose the boundary conditions weakly, we
could add the term γ(u − g, v)∂Ω to the left-hand side of (2.16), where γ is a
penalty parameter and (·, ·)∂Ω denotes the L2(∂Ω)-inner product. Typically all
the u-v-product terms are gathered on the left-hand side, and all the data-v
terms on the right-hand side. Thus the additional term would be split to give
a(u, v) + γ(u, v)∂Ω = l(v) + γ(g, v)∂Ω. (2.17)
Note that the requirement that v|∂Ω = 0 must be removed for two reasons: so
that the additional term is not always zero; and because the requirement that
u|∂Ω = g would no longer be imposed on the trial space, thus resulting in a need
to test for u on the boundary. Removing the requirement v|∂Ω = 0 also has
other consequences. In the derivation of the variational equation in Step 1 in
the preceding section, the fact that v|∂Ω = 0 led to that the term −(n ·∇u, v)∂Ω
vanished. Thus, if we plug in the strong solution of the original PDE-problem in
(2.17) and use integration by parts in the other direction, we would get that the
strong solution does not solve the weak problem. This means that the method
is inconsistent and a remedy is needed. Adding −(n · ∇u, v)∂Ω to the left-hand
side of (2.17) makes the method consistent, hence this term is usually called the
consistency term. Using the notation ∂nu = n · ∇u, we get
a(u, v)− (∂nu, v)∂Ω + γ(u, v)∂Ω = l(v) + γ(g, v)∂Ω. (2.18)
But we are still not done. Note that the left-hand sides of all the variational
equations presented so far have been symmetric, i.e., switching places of u and
v still gives the same left-hand side. This is a desirable property to have and
to preserve this symmetry, we add the so called symmetry term −(∂nv, u)∂Ω to
the left-hand side of (2.18). This in turn means that to preserve consistency we
also need to add −(∂nv, g)∂Ω to the right-hand side of (2.18). Thus
a(u, v)− (∂nu, v)∂Ω − (∂nv, u)∂Ω + γ(u, v)∂Ω
= l(v)− (∂nv, g)∂Ω + γ(g, v)∂Ω.
(2.19)
We define the bilinear form A and linear form L by
A(w, v) := a(w, v)− (∂nw, v)∂Ω − (∂nv, w)∂Ω + γ(w, v)∂Ω, (2.20)
L(v) := l(v)− (∂nv, g)∂Ω + γ(g, v)∂Ω. (2.21)
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The continuous variational problem with weakly imposed boundary condition
is: Find u ∈ H1(Ω) such that
A(u, v) = L(v), ∀v ∈ H1(Ω). (2.22)
This is Nitsche’s method of imposing boundary conditions weakly and the
boundary terms in (2.20) are referred to as the Nitsche terms.
2.3 A cut finite element method on a fictitious domain
The first cut finite element method was presented in the influential paper [4]
which lay the foundation for CutFEM. In that paper a CutFEM for an elliptic
model problem with an interface was considered. Here, as our basic CutFEM,
we will instead consider an elliptic model problem on a fictitious domain, which
is more in line with the previous section about Nitsche’s method.
The key here is to realize the unlocked potential in freedom of discretization
that comes from the relaxation of the imposition of the boundary conditions,
i.e., imposing them weakly instead of strongly.
Figure 1: 2D-example of an unfitted
mesh with a domain Ω. (Image from
[19].)
If the boundary conditions are im-
posed strongly, this has to be taken
into account when discretizing the
domain to create the finite element
mesh. This is so since in the dis-
crete subspace, there typically have
to be degrees of freedom on the
boundary that directly can represent
the strongly imposed boundary con-
ditions. The location of the degrees of
freedom usually depends on the mesh,
meaning that the domain boundary
needs to influence the discretization.
With weakly imposed boundary
conditions, there is no need for de-
grees of freedom on the boundary,
since the functions in the discrete
subspace do not need to satisfy the
boundary conditions. This means
that the domain boundary does not
need to be considered for the dis-
cretization. An unfitted mesh may therefore be used; see Figure 1. A benefit of
using an unfitted mesh is that it can be structured as opposed to a boundary-
fitted mesh that in general is unstructured. Generating and storing unstructured
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meshes is more computationally costly and memory demanding since there is
no underlying structure that may be used.
For the CutFEM, we need a mesh-dependent discrete function space. Letting
T denote an unfitted mesh, we define its active part by
TΩ := {K ∈ T : K ∩ Ω 6= ∅}. (2.23)
The active mesh TΩ thus consists of all simplices in T that either lie completely
inside Ω or are cut by its boundary. We use TΩ to define the eponymous fictitious





It is simply the domain defined by the extent of the active mesh. Using these
objects and based on the spaces used in the continuous variational formulation
(2.22), we define the discrete subspace by
Vh := {v ∈ C(Ωh) : v|K ∈ Pp(K),∀K ∈ TΩ}. (2.25)
For the discrete variational problem, we modify the bilinear form A and the
linear form L by including the mesh size parameter hK = hK(x) = diam(K)
for x ∈ K in the penalty parameter as
Ah(w, v) := a(w, v)− (∂nw, v)∂Ω − (∂nv, w)∂Ω + γ(h−1K w, v)∂Ω, (2.26)
Lh(v) := l(v)− (∂nv, g)∂Ω + γ(h−1K g, v)∂Ω. (2.27)
The mesh parameter hK is included to make the bilinear form Ah coercive on
Vh. The Nitsche term in Ah with the hK-penalty parameter is therefore also
referred to as the coercivity term. The fictitious domain cut finite element
formulation is: Find uh ∈ Vh such that
Ah(uh, v) = Lh(v), ∀v ∈ Vh. (2.28)
Functions in Vh live on the larger fictitious domain Ωh, but the solution do-
main of interest is still the smaller domain Ω. This is reflected in the discrete
variational formulation by the integrals in the forms Ah and Lh. Thus when de-
riving a linear system of equations from (2.28), only the Ω-part of the boundary
cut simplices in T will contribute. It is of course these cut simplices and their
impact on the resulting finite element method that gives CutFEM its name.
The CutFEM solution is sometimes considered to be the restriction to Ω of the




An essential step in the finite element method is to discretize the solution domain
to form a computational mesh. Let us here refer to a mesh of the underlying
solution domain as a background mesh. Now, consider another mesh that is
allowed to move around “on top” of the background mesh. Let us refer to such
a mesh as an overlapping mesh. By introducing one or more overlapping meshes
over a background mesh, we arrive at the concept overlapping meshes.
We motivate this concept by an application example. Consider an object in
the solution domain that has a movement relative to the outer domain bound-
ary. For example, imagine that we would like to resolve the fluid flow around a
rotating propeller, i.e., solving the Navier-Stokes equations. Taking our moving
object to be the rotating propeller, the usual way of creating a computational
mesh would be to discretize the space between the domain walls and the pro-
peller. An example of this can be seen in the left illustration of Figure 2. If
the propeller starts to rotate, the triangles that have nodes in both the solution
domain and on the propeller boundary will start to get deformed. This can be
seen in the middle illustration of Figure 2. Eventually, these triangles will get
too deformed and ruin the mesh so that it cannot be used for FEM. This is
shown in the right illustration of Figure 2.
Figure 2: 2D example of how a moving object can ruin the computational mesh.
The moving object in this example is a rotating propeller. One of its rotor blades
is colored differently for reference. Left : Initial setting with a propeller in the
solution domain and a triangular mesh. Middle: The propeller is rotated by a
small angle. Triangles in front of a rotor blade are compressed and triangles
behind a rotor blade are streched out. Right : The propeller is rotated by a
large angle and ruins the mesh.
One way of dealing with this inconvenience is to generate a new mesh when
the old mesh starts to get messed up. Mesh generation can however be a time
consuming procedure, especially in industrial applications, where there are often
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several dimensions and complicated geometries. A mesh might then also consist
of several million simplices.
By instead using overlapping meshes, costly remeshing may be avoided al-
together. To apply this concept, the object is first removed from the solution
domain. A background mesh is then generated in the empty solution domain,
and an overlapping mesh is generated around the object. The mesh encapsu-
lated object is reintroduced into the solution domain, where it can then move
around freely on top of the background mesh. This procedure for the rotating
propeller example is shown in Figure 3. Using overlapping meshes transfers
the issue of dealing with the object’s movement from the object boundary to
the joint boundary between the meshes. This is where CutFEM and Nitsche’s
method come in which is demonstrated in the next section.
Figure 3: 2D example of how overlapping meshes can be used to avoid remesh-
ing for problems with moving objects in the solution domain. The moving
object is again the rotating propeller. Left : The propeller is removed from the
solution domain and encapsulated in an overlapping mesh with red triangles.
The remaining solution domain is triangulated to form a background mesh with
blue triangles. Middle: The mesh encapsulated propeller is reintroduced on top
of the background mesh. Right : The overlapping mesh with the propeller is
rotated on top of the background mesh.
2.5 A cut finite element method on overlapping meshes
Here we derive and present a cut finite element method on overlapping meshes.
This was first done by [5] for an elliptic model problem, which we will also
consider. For simplicity and focus on the concept itself, we will not consider a
problem with an object. Thus, the overlapping mesh will be empty as opposed
to the introductory example. For the same reasons, we will also let the overlap-
ping mesh be fully immersed in the background mesh, i.e., it does not protrude
outside the solution domain.
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Problem formulation
For d = 1, 2, or 3, let Ω0 ⊂ Rd and G ⊂ Ω0 ⊂ Rd be bounded domains with
polygonal boundaries ∂Ω0 and ∂G, respectively. From Ω0 and G, we define the
following two domains:
Ω1 := Ω0 \ (G ∪ ∂G), Ω2 := Ω0 ∩G, (2.29)
with boundaries ∂Ω1 and ∂Ω2, respectively. Let the common boundary between
Ω1 and Ω2 be
Γ := ∂Ω1 ∩ ∂Ω2, (2.30)
Note that we have the partition
Ω0 = Ω1 ∪ Γ ∪ Ω2. (2.31)
We will use the jump and average of a function v on the interface Γ, defined by
[v] := v1 − v2, (2.32)
〈v〉 := ω1v1 + ω2v2, (2.33)
where vi denotes the Ωi-limit of v on Γ, and where the ωi’s are convex weights.
We also denote the outward pointing unit normal vector to ∂Ωi by ni. We
consider Poisson’s equation on Ω0 with given source function f ∈ L2(Ω0) and
for simplicity homogeneous Dirichlet boundary conditions. We also assume that
the derivative of the solution in the normal direction to Γ is continuous. The
problem is: Find u ∈ H2(Ω0) such that
−∆u = f in Ω0,
u = 0 on ∂Ω0,
[∂nu] = 0 on Γ.
(2.34)
where [∂nu] = n · (∇u)1 − n · (∇u)2, where n can be either n1 or n2.
Nitsche’s method for interfaces
To perform Step 1 in the FEM-pipeline with the coming overlapping meshes in
mind, we define the broken Sobolev space
H10 (Ω1,Ω2) := {v ∈ L2(Ω0) : v|Ωi ∈ H1(Ωi), for i = 1, 2, v|∂Ω0 = 0}. (2.35)
Another equivalent notation for this space is H10 (∪iΩi). Taking v ∈ H10 (Ω1,Ω2),







When partially integrating the left-hand side, we need to consider the partition
































































where we have taken n = n1, and thus get n2 = −n, in the third step. In
the fifth step we have used a jump identity, which is easily shown to hold by
evaluating both sides. Combining (2.37) and (2.38), turns (2.36) into
2∑
i=1
(∇u,∇v)Ωi − (〈∂nu〉, [v])Γ = (f, v)Ω0 . (2.39)
The second term on the left-hand side is the corresponding Nitsche consistency
term. For the same reasons as before, we add corresponding symmetry and
coercivity terms, and then formulate the continuous variational problem: Find
u ∈ H10 (Ω1,Ω2) such that
2∑
i=1
(∇u,∇v)Ωi − (〈∂nu〉, [v])Γ − (〈∂nv〉, [u])Γ + γ([u], [v])Γ
= (f, v)Ω0 , ∀v ∈ H10 (Ω1,Ω2).
(2.40)
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Discrete spaces for overlapping meshes
We continue by letting T0 and TG be meshes of Ω0 and G, respectively. We
define the corresponding standard finite element spaces by
Vh,0 := {v ∈ C(Ω0) : v|K ∈ Pp(K),∀K ∈ T0, v|∂Ω0 = 0}, (2.41)
Vh,G := {v ∈ C(G) : v|K ∈ Pp(K),∀K ∈ TG}. (2.42)
Using these spaces we define the broken discrete space Vh ⊂ H10 (Ω1,Ω2) by
Vh := {v : v|Ω1 = v0|Ω1 , for some v0 ∈ Vh,0 and
v|Ω2 = vG|Ω2 , for some vG ∈ Vh,G}.
(2.43)
Functions in Vh are allowed to be discontinuous on the interface Γ between the
two meshes; see Figure 4. On the overlapping mesh, there are two function
parts: one from the overlapping mesh space Vh,G, and one from the background
mesh space Vh,0.
Figure 4: Example of a v ∈ Vh for p = 1. The background mesh T0 is shown in
blue and the overlapping mesh TG in red.
Overlap stability term
Just as in the previously presented CutFEM on a fictitious domain, we include
the mesh size parameter in the penalty parameter of the coercivity term. Here
we take it to be hK0 , where K0 ∈ T0. But this is not enough for the corre-
sponding discrete bilinear form to be coercive on Vh. There are various ways to
ensure discrete coercivity. Here, we will add a stability term for the so called
overlap domain. To define it, we will use the set of simplices
T0,Γ := {K ∈ T0 : K ∩ Γ 6= ∅}, (2.44)





K ∩ Ω2. (2.45)
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We want the overlap stability term to connect the function parts from the two
meshes and penalize the difference. It is thus natural to consider the jump on
the overlap [v] := v1 − v2, where v1 is the function part from the background
mesh and v2 the function part from the overlapping mesh. It is also natural to
let a new stability term be symmetric, so that its inclusion does not ruin the
symmetry of the bilinear form. Another aspect to consider is discrete dimen-
sional analysis, i.e., to examine the power of the mesh size parameter h (length)
in each term. With integrals over subsets of codimension k having discrete unit
[hd−k], and derivatives of order l having discrete unit [h−l], performing a dis-





∇u · ∇v dx ∼ [hd] · [h−1] · [h−1] = [hd−2]. (2.46)
Performing this analysis on every term on the left-hand side of (2.40) gives the
same answer: [hd−2]. Typically we want all the terms in the bilinear form to
have the same unit. Since
∫
ΩO
dx ∼ [hd] and by taking the other points into
consideration as well, two natural choices for the overlap stability term are:
([∇w], [∇v])ΩO and (h−2K [w], [v])ΩO . (2.47)
The latter term has the advantage of not vanishing if both function parts are
constant. Therefore it is often preferred in implementations. The former might
be more natural from an analysis viewpoint. But that does not really matter
since one may easily obtain the latter from the former via an inverse estimate
on discrete spaces.
Finite element formulation





(∇w,∇v)Ωi − (〈∂nw〉, [v])Γ − (〈∂nv〉, [w])Γ
+ (γh−1K [w], [v])Γ + ([∇w], [∇v])ΩO .
(2.48)
The right-hand side linear form is just the same as in the standard finite element
formulation. Thus
l(v) := (f, v)Ω0 , (2.49)
where (·, ·)Ω0 is the L2(Ω0)-inner product. We may now formulate the overlap-
ping mesh cut finite element method as: Find uh ∈ Vh such that




Analysis of finite element methods is needed to verify that they produce “good”
approximate solutions. For books on the analysis of finite element methods,
see for example [20] for an introductory book and [21] for a more advanced
book. Existence and uniqueness of a finite element solution is usually established
via the application of the Lax-Milgram theorem to the continuous variational
problem. The main components of an analysis of a finite element method are
usually stability analysis and error analysis, and that is what we will focus on
in this section. For theory about existence and uniqueness, we refer to the
aforementioned books for details
In the stability analysis, the finite element solution is estimated in terms
of problem data. For elliptic problems this means the right-hand side source
function, and for time-dependent problems this includes the initial value as well.
This is to make sure that the finite element solution depends continuously on
the problem data. A small change in the problem data should result in a small
change of the solution. This is in accordance with Hadamard’s definition of a
well-posed problem: a solution should exist, it should be unique, and it should
depend continuously on the problem data.
In the error analysis, the approximation error is estimated. The approx-
imation error is the difference between the analytic solution to the original
PDE-problem and the discrete finite element solution. It is reasonable to as-
sume that if a finer discretization is used, then a good discrete solution should
be a better approximation to the analytic solution. The approximation error
may be estimated in various norms. Two of the most common norms to use are
an energy norm, which is a norm related to the bilinear form, and the standard
L2-norm. Depending on what norm is used, we will refer to the analysis as
either an energy analysis or an L2-analysis. The approximation error is esti-
mated either in terms of the analytic solution or the finite element solution. An
estimate of the former type is called an a priori error estimate and one of the
latter type an a posteriori error estimate. Here we will only consider a priori
error estimates.
The intended purpose of this section is to build up to, motivate, and sum-
marize the analyses performed on the time-dependent CutFEMs on overlapping
meshes in Paper I and Paper II. In both papers we consider a time-dependent
parabolic model problem on two overlapping meshes, where the overlapping
mesh is allowed to move around. The difference between the two papers is how
we choose to represent the mesh movement discretely. In Paper I, we let its
spatial location be a continuous and piecewise linear function with respect to
time. We thus call this a cG(1) mesh movement, where cG(1) naturally stands
for continuous Galerkin of order 1. In Paper II, we let its spatial location be
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a discontinuous and piecewise constant function with respect to time. We thus
call this a dG(0) mesh movement, where dG(0) naturally stands for discontin-
uous Galerkin of order 0. These two different mesh movements result in two
different space-time discretizations; see Figure 5.
















Figure 5: Space-time discretization for two overlapping meshes for
d = 1 where the overlapping mesh moves around. Left : cG(1) mesh move-
ment, studied in Paper I. Right : dG(0) mesh movement, studied in Paper II
In Paper I, we perform an energy analysis, and in Paper II, an L2-analysis.
We therefore go through the basic ideas for such analyses of parabolic problems
for standard FEM in order to motivate and understand the analyses in Paper I
and II. But we start even lighter by considering the analysis of an elliptic model
problem. We do this because many core ideas are similar or even the same. To
elucidate the similarities, each of the upcoming analysis sections contains the
following parts:
1. Problem formulation: the finite element method is presented.
2. Energy norm(s): energy norms are derived from the bilinear form together
with corresponding coercivity results.
3. Stability analysis: stability estimates are presented.
4. Energy error analysis: energy error estimates are derived from Céa’s
lemma type arguments.
5. L2-error analysis: L2-error estimates are derived using a dual problem.
For elliptic cases the corresponding energy error estimate is also used. For
parabolic cases the stability estimates are used instead.
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3.1 Elliptic problem: standard case
Problem formulation
Recall the elliptic model problem (2.1). The corresponding finite element for-
mulation was: Find uh ∈ Vh such that
a(uh, v) = l(v), ∀v ∈ Vh, (3.1)
where Vh was defined by (2.8), a(w, v) = (∇w,∇v)Ω, and l(v) = (f, v)Ω. We
will perform the standard energy analysis and L2-analysis on (3.1). For both
elliptic and parabolic problems, the L2-analysis is based on estimates from the
energy analysis. We will therefore start by deriving energy estimates.
Energy norm
For an energy analysis, we need an energy norm, i.e., a norm that comes from
the bilinear form. A good starting point to obtain an energy norm is to take
the same function as both arguments of the bilinear form. Doing this with our
a gives
a(v, v) = (∇v,∇v)Ω = ‖∇v‖2Ω, (3.2)
where ‖ · ‖Ω is the standard L2(Ω)-norm. In general ‖∇{·}‖Ω is only a semi -
norm, i.e., ‖∇v‖Ω = 0,; v = 0, but on H10 (Ω) it is a norm that is equivalent to
the full Sobolev 1-norm via the Poincaré inequality. Since Vh ⊂ H10 (Ω), ‖∇{·}‖Ω
is the natural energy norm for the case at hand. We henceforth denote it by
‖ · ‖a. From (3.2) we have the trivial coercivity:
a(v, v) = ‖v‖2a, ∀v ∈ H10 (Ω). (3.3)
Stability analysis
As already mentioned, the objective of a stability analysis is to obtain estimates
of the solution in terms of the data. This is done by testing with various
functions in the finite element formulation. The basic stability estimate for
both elliptic and parabolic problems is obtained by taking v = uh in the finite
element formulation. Doing this in (3.1) gives
a(uh, uh) = l(uh). (3.4)
For the left-hand side we generally need coercivity, i.e., ∃α > 0 : a(v, v) ≥ α‖v‖2V
for all v in some space V . In our case we have this trivially for the whole of
H10 (Ω), since a(v, v) = ‖v‖2a. Thus a(uh, uh) = ‖uh‖2a. The right-hand side is
estimated by the Cauchy–Schwarz inequality and the Poincaré inequality as
l(uh) = (f, uh)Ω ≤ ‖f‖Ω‖uh‖Ω ≤ C‖f‖Ω‖∇uh‖Ω = C‖f‖Ω‖uh‖a. (3.5)
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Using the coercivity and (3.5) in (3.4), we get
‖uh‖2a = a(uh, uh) = l(uh) ≤ C‖f‖Ω‖uh‖a,
=⇒ ‖uh‖a ≤ C‖f‖Ω,
(3.6)
which is the basic energy stability estimate. Using the Poincaré inequality and
(3.6) we get
‖uh‖Ω ≤ C‖uh‖a ≤ C‖f‖Ω,
=⇒ ‖uh‖Ω ≤ C‖f‖Ω,
(3.7)
which is the basic L2-stability estimate. We point out that the constant C > 0
changes in the above estimates, but since we do not really care about it more
than that it is in fact some positive constant, we just keep it as C in accordance
with standard practice. This concludes our stability analysis of (3.1).
Energy error analysis
We move on to the energy error analysis of (3.1) in which we will estimate the
approximation error in the energy norm. We let u denote the analytic solution
of (2.1). For the derivation of the energy error estimate, we follow the proof of
Céa’s lemma and use an interpolation error estimate. The steps are:
1. Coercivity of a: ∃α > 0 : a(v, v) ≥ α‖v‖2V ,∀v in some space V .
2. Galerkin orthogonality: a(u− uh, v) = 0,∀v ∈ Vh.
3. Continuity of a: ∃C > 0 : a(w, v) ≤ C‖w‖V ‖v‖V ,∀w, v in some space V .
4. Optimal interpolation error estimate in the energy norm.
For our case, we have coercivity on the whole of H10 (Ω) from ‖v‖2a = a(v, v).
Galerkin orhogonality comes from consistency, i.e., the analytic solution also
solves the finite element equation. To see this, we plug u into the left-hand side
of (3.1) and integrate by parts. We get
a(u, v) = (∇u,∇v)Ω = (−∆u︸ ︷︷ ︸
=f
, v)Ω + (∂nu, v)∂Ω︸ ︷︷ ︸
=0,v|∂Ω=0
= (f, v)Ω = l(v), (3.8)
which of course holds for all v ∈ Vh. We thus have
a(uh, v) = l(v), ∀v ∈ Vh, (3.9)
a(u, v) = l(v), ∀v ∈ Vh, (3.10)
=⇒ a(u− uh, v) = 0, ∀v ∈ Vh, (3.11)
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which is the Galerkin orthogonality. Continuity on H10 (Ω) also follows easily
from the Cauchy–Schwarz inequality:
a(w, v) = (∇w,∇v)Ω ≤ ‖∇w‖Ω‖∇v‖Ω = ‖w‖a‖v‖a. (3.12)
Combining the coercivity, Galerkin orthogonality, and the continuity gives Céa’s
lemma. Letting e = u− uh, we have
‖e‖2a
1.
= a(e, e) = a(e, u− uh)
2.
= a(e, u− v)
3.
≤ ‖e‖a‖u− v‖a
=⇒ ‖u− uh‖a ≤ ‖u− v‖a, ∀v ∈ Vh,
(3.13)
where we have written out the steps taken in reference to the steps defined
above. This means that uh is the best approximation in Vh to u in the a-sense.
Now consider an interpolation operator Ih that maps to Vh and that also gives
optimal interpolation error estimates for sufficiently smooth functions, e.g., the
Scott-Zhang interpolation operator. This means that
‖u− Ihu‖a ≤ Chp‖Dp+1x u‖Ω, (3.14)
for some constant C > 0, where h is the largest diameter of a simplex in the
underlying mesh to Vh, and p is the maximal polynomial degree in Vh. Since
Ihu ∈ Vh, we may use it in (3.13) according to the fourth and final step. We
thus obtain the optimal order a priori energy error estimate
‖u− uh‖a ≤ Chp‖Dp+1x u‖Ω. (3.15)
L2-error analysis
For the derivation of the L2-error estimate, we use the Aubin-Nitsche duality
trick. The steps are:
1. Continuous dual problem: the error is the right-hand side data.
2. Integration by parts: go from L2-inner product to bilinear form a.
3. Galerkin orthogonality: subtract an interpolant of φ.
4. Continuity of a: a(w, v) ≤ C‖w‖a‖v‖a.
5. Optimal interpolation error estimate for φ-factor.
6. Elliptic regularity: get back e in L2-norm for cancellation.
7. Optimal energy error estimate for e-factor.
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We start by defining the continuous dual problem with the approximation error
e as data: Find φ ∈ H2(Ω) such that{
−∆φ = e in Ω,
φ = 0 on ∂Ω.
(3.16)
Following the above steps, where we write out each step taken, we get




= (∇φ,∇e)Ω − (∂nφ, e)∂Ω
= a(φ, e)
3.






≤ Ch‖∆φ‖Ω‖e‖a = Ch‖e‖Ω‖e‖a,
(3.17)
where we have used that e|∂Ω = 0. Cancelling a factor ‖e‖Ω on both sides,
performing the seventh and final step, i.e., using the energy error estimate
(3.15), gives us the optimal order a priori L2-error estimate
‖u− uh‖Ω ≤ Chp+1‖Dp+1x u‖Ω. (3.18)
3.2 Elliptic problem: overlapping meshes
The analysis of CutFEM for elliptic problems on overlapping meshes is quite
similar to the standard elliptic analysis. The greatest difference is that the bilin-
ear form Ah does not induce an energy norm in the same way as a. This means
that coercivity does not follow as easily as in the standard case presented in
the previous section. Coercivity is used to obtain the energy estimates for both
stability and error, which are subsequently used to obtain the corresponding
L2-estimates. Coercivity is thus the key to the whole analysis, but its impor-
tance may pass by rather unnoticed in the standard case since it appears so
naturally. In this analysis however, coercivity will have a more prominent role.
Problem formulation
Recall the elliptic model problem (2.34). The corresponding finite element for-
mulation was: Find uh ∈ Vh such that
Ah(uh, v) = l(v), ∀v ∈ Vh, (3.19)






(∇w,∇v)Ωi − (〈∂nw〉, [v])Γ − (〈∂nv〉, [w])Γ
+ (γh−1K [w], [v])Γ + ([∇w], [∇v])ΩO .
(3.20)
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The linear form l is just as in the standard case, i.e., l(v) = (f, v)Ω0 .
Energy norm
Following the general analysis outline, we start with the energy analysis, for
which we need an energy norm. Since we obtained such a norm in the standard
case by taking the same function as both arguments of the bilinear form, we








Γ + ‖[∇v]‖2ΩO , (3.21)
where all terms, except the second, are good since they are non-negative whereas
the second term may be negative. This is a problem since Ah(v, v) may be
negative for some functions v and thus cannot be a norm. To fix this, we note
that the second factor in the problematic term is the same as we have in the
third term except the h−1K -factor. The idea is thus to split the second term,
using the Cauchy–Schwarz inequality and Young’s inequality, and combine its












where ΓK = K ∩ Γ. The second term may now be split as







We refer to the analytic preliminaries of either Paper I or Paper II for details












where the third term is good as long as γ > ε, but where something needs to









, ∀v ∈ Vh. (3.26)
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It is important to note that this inequality only holds for discrete functions.
This is because an inverse estimate for polynomials is needed to show it. We
refer to the appendix of either Paper I or Paper II for details. Using (3.26) in





























where α > 0 is obtained by taking ε sufficiently large, γ > ε, and the minimum














From (3.27) we directly obtain the discrete coercivity: ∃α > 0 such that
Ah(v, v) ≥ α |||v|||2Ah , ∀v ∈ Vh. (3.29)
In the standard case we had coercivity on the whole space of the energy norm,
i.e., H10 (Ω). Here we only get coercivity on the discrete space Vh ⊂ H10 (Ω1,Ω2),
since we have to use an inverse inequality that only holds on Vh to handle the
consistency and symmetry terms in Ah.
Stability analysis
The stability analysis is analogous to the standard case with only two natural
modifications to account for the CutFEM setting: the discrete coercivity (3.29),
and the energy Poincaré inequality on H10 (Ω1,Ω2)
‖v‖Ω0 ≤ C |||v|||Ah . (3.30)
We refer to the appendix of Paper I for details. Following the standard case,
we take v = uh in the finite element equation, and thus get
Ah(uh, uh) = l(uh). (3.31)
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The left-hand side is A(uh, uh) ≥ α |||uh|||2Ah from the discrete coercivity. The
right-hand side is estimated by the Cauchy–Schwarz inequality and the energy
Poincaré inequality as
l(uh) = (f, uh)Ω0 ≤ ‖f‖Ω0‖uh‖Ω0 ≤ C‖f‖Ω0 |||uh|||Ah . (3.32)
Combining this with the left-hand side, just as in the standard case, we get the
basic energy stability estimate
|||uh|||Ah ≤ C‖f‖Ω0 . (3.33)
Using the energy Poincaré inequality and (3.33), just as in the standard case,
we get the basic L2-stability estimate
‖uh‖Ω0 ≤ C‖f‖Ω0 . (3.34)
This concludes our stability analysis of (3.19).
Energy error analysis
The effect of only having discrete coercivity is mostly prominent in the energy
error analysis. We let u denote the analytic solution of (2.34). We start by
checking the points needed for the energy analysis of the standard case. Co-
ercivity is already established, although only discrete. Galerkin orthogonality
follows from consistency just as in the standard case. Plugging u into the bilin-
ear form Ah gives
Ah(u, v) = (−∆u, v)Ω0 = (f, v)Ω0 = l(v), ∀v ∈ Vh, (3.35)
which is consistency. We refer to the appendix of Paper II for details on the
integration by parts. We thus obtain the Galerkin orthogonality





is straighforward so we omit the proof.
Writing the approximation error e = u − uh, we would like to follow the proof
of Céa’s lemma by considering |||e|||2Ah and using coercivity to go to Ah. But
since e /∈ Vh, from u /∈ Vh, we cannot use our discrete coercivity. The remedy
is an error split. We again consider an interpolation operator Ih that maps
to Vh, and that also gives optimal interpolation error estimates for sufficiently
smooth functions, e.g., a composite Scott-Zhang interpolation operator; see the
appendix of Paper II for details. This means that
|||u− Ihu|||Ah ≤ Ch
p‖Dp+1x u‖Ω0 . (3.37)
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We use the interpolant Ihu to split the approximation error e into an interpo-
lation error ρ and a discrete error θ by
e = u− uh = (u− Ihu) + (Ihu− uh) = ρ+ θ. (3.38)
The energy norm of the error is thus
|||e|||Ah ≤ |||ρ|||Ah + |||θ|||Ah , (3.39)
where we focus on the θ-part since the ρ-part is handled by the interpolation
estimate (3.37). Since θ ∈ Vh, we may use the discrete coercivity, but first we
note that from the Galerkin orthogonality, we have
0 = Ah(e, θ) = Ah(ρ+ θ, θ),
=⇒ Ah(θ, θ) = Ah(−ρ, θ).
(3.40)
Following the proof of Céa’s lemma using our tools, i.e., the discrete coercivity,
the Galerkin orthogonality result (3.40), and the continuity of Ah, we get
|||θ|||2Ah ≤ α
−1Ah(θ, θ) = α
−1Ah(−ρ, θ) ≤ C |||ρ|||Ah |||θ|||Ah ,
=⇒ |||θ|||Ah ≤ C |||ρ|||Ah .
(3.41)
Using this estimate in (3.39) gives
|||e|||Ah ≤ |||ρ|||Ah + |||θ|||Ah ≤ C |||ρ|||Ah . (3.42)
From this, by using the interpolation estimate (3.37), we obtain the optimal
order a priori energy error estimate
|||u− uh|||Ah ≤ Ch
p‖Dp+1x u‖Ω0 . (3.43)
L2-error analysis
The L2-error estimate is derived as in the standard case by using the Aubin-
Nitsche duality trick with some natural modifications to account for the Cut-
FEM setting. We consider the continuous dual problem with the approximation
error e as data: Find φ ∈ H2(Ω0) such that
−∆φ = e in Ω0,
φ = 0 on ∂Ω0,
[∂nφ] = 0 on Γ.
(3.44)
Following the same steps as in (3.17) with natural modifications for our case (see
the proof of the estimates of the Ritz projection error in Paper II), and using
the energy error estimate (3.43) gives us the optimal order a priori L2-error
estimate
‖u− uh‖Ω0 ≤ Chp+1‖Dp+1x u‖Ω0 . (3.45)
This concludes our error analysis of (3.19).
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3.3 Parabolic problem: standard case
Parabolic model problem
As our parabolic model problem, we extend the Poisson problem (2.1) to time.
Let T > 0 be a given final time. We consider the heat equation in the space-
time prism Ω×(0, T ] with given source function f ∈ L2((0, T ],Ω), homogeneous
Dirichlet boundary conditions and initial data u0 ∈ H2(Ω). The problem is:
Find u ∈ H1((0, T ], L2(Ω)) ∩ L2((0, T ], H2(Ω)) such that
u̇−∆u = f in Ω× (0, T ],
u = 0 on ∂Ω× (0, T ],
u = u0 in Ω× {0}.
(3.46)
To obtain a corresponding finite element formulation, there are a number of
different ways to include time. The most common is probably to consider a spa-
tially semidiscrete problem with FEM in space, and then use a finite difference
(FD) scheme to discretize time, e.g., the backward Euler method. Another way
is to create a d+1-dimensional finite element mesh of the whole prism Ω×(0, T ],
and use a space-time finite element formulation. We will consider neither but
use ideas from both. In a typical application of overlapping meshes, the meshes
are purely spatial discretizations, meaning that the second option is out. The
time interval would be discretized separately into subintervals, just as in the first
option. But depending on how the meshes move around, the standard discrete
space-time product structure might be ruined. This structure is needed for a
finite difference scheme, meaning that the first option is also out. The most
natural choice for overlapping meshes is instead a mix between the two: using
prismatic space-time cells as in the first option, but a space-time formulation as
in the second. Also due to the mesh movement, the natural choice for time is to
use a discontinuous Galerkin (dG) method. Space is handled as in the elliptic
case which is with a continuous Galerkin (cG) method. The resulting method
is therefore sometimes referred to as dG(q)cG(p), where q and p are the degrees
of the piecewise polynomials used in time and space, respectively. We point
out that the dG(q)cG(p)-method and the first option can coincide, e.g., dG(0)
is the same scheme as backward Euler, but that the space-time formulation of
dG(q)cG(p) makes it the preferred method for overlapping meshes.
Problem formulation
To formulate a corresponding dG(q)cG(p)-method for our parabolic model prob-
lem (3.46), we need a discrete space, and for that discretizations of time and
space. We partition the time interval (0, T ] into N subintervals In = (tn−1, tn]
of length kn = tn− tn−1, where 0 = t0 < t1 < . . . < tN = T and n = 1, . . . , N .
Let T be a finite element mesh of Ω. We denote by Vh(t) the corresponding
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finite element space defined by (2.8), i.e., the discrete space for the standard
elliptic case. We define the dG(q)cG(p) space Vh by
Vh := {v : v(·, t) ∈ Vh(t),∀t ∈ [0, T ], and v(x, ·)|In ∈ Pq(In),∀x ∈ Ω}. (3.47)
The dG(q)cG(p) space-time finite element formulation corresponding to (3.46)












(f, v)Ω dt, ∀v ∈ Vh.
(3.48)
Here a(w, v) = (∇w,∇v)Ω and the time-jump [v]n = v+−v−, i.e., the difference
between the limits from above and below at time tn. We take u
−
h,0 = Phu0,
where Ph is the standard L
2(Ω)-projection operator and u0 is the initial data























(f, v)Ω dt+ (u0, v
+
0 )Ω, ∀v ∈ Vh. (3.50)
Energy norms
Because of the non-symmetric temporal contribution in Bh, we will need more














n )Ω + ‖v+0 ‖2Ω, (3.51)
where the time-derivative terms and the time-jump terms need treatment since
they can be negative. By integrating the time-derivative term, we get∫
In














































We thus define the space-time energy norm |||·|||Bh on L











Ω + ‖v+0 ‖2Ω. (3.55)
From the preceding treatment of Bh(v, v), we immediately obtain the coercivity:
∃β > 0 such that
Bh(v, v) ≥ β |||v|||2Bh , ∀v ∈ H
1(∪nIn, L2(Ω)) ∩ L2([0, T ], H10 (Ω)). (3.56)
Note that this coercivity does not hold on the whole space of the energy norm
|||·|||Bh , but that it definitely holds on the discrete space Vh. This is so since
we need extra temporal regularity for the left-hand side to be well-defined.
However, this coercivity is not enough for an energy analysis.
With the proof of Céa’s lemma in mind, we need something more than the
|||·|||Bh-coercivity, since |||·|||Bh does not include the time derivative. We therefore
need to consider other space-time energy norms. A common way to include the
time derivative in an energy norm is to use the H−1-norm; see, e.g., [22] for
a good summary of energy methods for parabolic problems. The H−1-norm is
the norm of the dual space to H10 . For situations such as the current, this norm
is often defined with the help of the solution operator T (not to be confused
with final time T ) to the corresponding elliptic problem; see, e.g., [23]. We thus
define T : L2(Ω)→ H2(Ω) ∩H10 (Ω) by
u = Tf. (3.57)
This means that T = (−∆)−1. For w ∈ L2(Ω) and v ∈ H10 (Ω), we have
(w, v)Ω = (−∆T︸ ︷︷ ︸
=1
w, v)Ω = (∇Tw,∇v)Ω − (∂nTw, v)∂Ω︸ ︷︷ ︸
=0,v|∂Ω=0
= a(Tw, v). (3.58)
We define the H−1(Ω)-norm for a function v ∈ L2(Ω) by
‖v‖2−1 := (v, Tv)Ω. (3.59)
29
This norm figures in the following useful isometry and inequality:
‖w‖−1 = ‖Tw‖a, ∀w ∈ L2(Ω), (3.60)
(w, v)Ω ≤ ‖w‖−1‖v‖a, ∀w ∈ L2(Ω) and ∀v ∈ H10 (Ω). (3.61)
The isometry (3.60) is shown by using the norm definition and (3.58). The
inequality (3.61) is shown by using (3.58) and the isometry.
To put the spotlight on the approach of using the H−1-norm of the time
derivative, we will use a reconstruction. We let ·◦ denote the interior of a
set, thus I◦n = (tn−1, tn). For simplicity, we define the reconstruction w̃ ∈



















0 , ∀v ∈ Pq(∪nI◦n). (3.62)
Meaning that w̃ is a continuous piecewise polynomial of degree q + 1, defined
by testing against discontinuous piecewise polynomials of degree q. The extra
degree of freedom in polynomial degree (q + 1) is payed for by giving up the
degree of freedom in discontinuity at tn−1.













‖ ˙̃v‖2−1 dt+ |||v|||
2
Y . (3.64)
Note that |||v|||Y ≤ |||v|||X and |||v|||Y ≤ |||v|||Bh . The X-norm is the main
space-time energy norm and the Y -norm is an auxiliary norm.
These energy norms may be used to obtain an inf-sup condition that can be
used in place of a coercivity in a Céa’s lemma type energy argument. To derive
this inf-sup condition, two estimates are needed. The first one is a perturbed
coercivity on Vh and the second is a boundedness result. Letting Ph be the
L2(Ω)-projection to Vh(t), we note that PhT ˙̃v ∈ Vh for v ∈ Vh. The discrete
perturbed coercivity is: ∃δ, ξ > 0 such that
Bh(v, v + δPhT ˙̃v) ≥ ξ |||v|||2X , ∀v ∈ Vh. (3.65)
The second estimate is: ∃C > 0 such that∣∣∣∣∣∣∣∣∣PhT ˙̃v∣∣∣∣∣∣∣∣∣
Y
≤ C |||v|||X , ∀v ∈ Vh. (3.66)
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We omit the proofs of these estimates since they are a bit too technical for the
purpose of this section. For details, we instead refer to literature and the proof
of the discrete perturbed coercivity in Paper I. One thing we point out though is
that H1-stability of Ph is essential to obtain these estimates, i.e., boundedness
of Ph in the spatial energy norm ‖ · ‖a. Using (3.65) and (3.66), we have for
v ∈ Vh \ {0} that
ξ |||v|||2X ≤ Bh(v, v + δPhT ˙̃v) =
Bh(v, v + δPhT ˙̃v)∣∣∣∣∣∣∣∣∣v + δPhT ˙̃v∣∣∣∣∣∣∣∣∣
Y
∣∣∣∣∣∣∣∣∣v + δPhT ˙̃v∣∣∣∣∣∣∣∣∣
Y
≤ CBh(v, v + δPhT




From this we may obtain the discrete inf-sup condition




, ∀w ∈ Vh. (3.68)
Stability analysis
For elliptic problems, the stability and error analyses were not really connected.
One could do the one without the other. This is also the case for the energy anal-
ysis of parabolic problems. However, for the L2-analysis of parabolic problems,
the stability analysis is crucial. This is because stability estimates of a dual
problem are needed; see, e.g., [24, 25] or the stability analysis in Paper II. The
right-hand side in this dual problem is zero. Therefore, we will only consider
stability estimates with f = 0 here. We present three stability estimates.
Just as in the previous cases, we obtain the basic stability estimate by taking
v = uh in the finite element formulation. Doing this in (3.50) with f = 0, using
the |||·|||Bh-coercivity, and the definition of |||·|||Bh (3.55), we get
β |||uh|||2Bh ≤ Bh(uh, uh) = (u0, u
+
h,0)Ω ≤ ‖u0‖Ω |||uh|||Bh . (3.69)












Ω ≤ C‖u0‖2Ω. (3.70)
One may also use the perturbed coercivity (3.65) in the same way to obtain a
stability estimate for uh in the X-norm; see the stability analysis of Paper I for
details.
We move on to the remaining two stability estimates. We omit the proofs
of these estimates since they are a bit too technical for the purpose of this
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section. For details, we instead refer to [24, 25] or the stability analysis in
Paper II. Recall that we denote the spatial discrete space by Vh(t), i.e., for
v ∈ Vh, v(·, t) ∈ Vh(t) for all t ∈ [0, T ]. We consider the discrete Laplacian
∆h : H
1
0 (Ω)→ Vh(t), defined by
(−∆hw, v)Ω = a(w, v), ∀v ∈ Vh(t). (3.71)
By testing with −∆huh, then (t− tn−1)u̇h, and finally [uh]n−1, we obtain three
intermediate estimates. Using these three estimates and the basic stability











‖[uh]n−1‖2Ω ≤ C‖u0‖2Ω. (3.72)






‖u̇h‖Ω + ‖∆huh‖Ω dt+
N∑
n=1
‖[uh]n−1‖Ω ≤ C1‖u0‖Ω, (3.73)
where C1 = C(log(tN/k1) + 1)
1/2 and C > 0. It is the corresponding main
stability estimate for the discrete dual problem that is crucial to the L2-error
analysis.
Energy error analysis
Here we derive an energy error estimate in our main space-time energy norm
|||·|||X . Again recall the three ingredients for the proof of Céa’s lemma: coerciv-
ity, Galerkin orthogonality, and continuity.
Due to the non-symmetric temporal terms in the bilinear form, we have
instead of coercivity, the discrete inf-sup condition (3.68). In the elliptic Cut-
FEM case, we saw that when the coercivity was only discrete, an error split
was needed. This is needed here as well, since the inf-sup condition is discrete.
Letting ·̄ denote something related to space-time, we introduce a space-time
interpolation operator Īh that maps to Vh and that has optimal interpolation
properties. For a function v with sufficient regularity we thus assume that we
have the interpolation error estimate∣∣∣∣∣∣v − Īhv∣∣∣∣∣∣X ≤ Ckq+1/2Fk(v) + ChpFh(v), (3.74)
where k and h are the largest time step and simplex diameter, respectively.
Fk(v) and Fh(v) are expressions involving derivatives of the function v with
respect to space and time; see, e.g., the appendix of Paper I for details on space-
time interpolation. We use the interpolant Īhu to split the approximation error
e into an interpolation error ρ and a discrete error θ by
e = u− uh = (u− Īhu) + (Īhu− uh) = ρ+ θ. (3.75)
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For the Galerkin orthogonality, we plug the analytic solution u into Bh.
Using that [u]n = 0 from its regularity, and integrating by parts in space we
obtain consistency just as in the previous cases. This gives us the Galerkin
orthogonality
Bh(u− uh, v) = 0, ∀v ∈ Vh. (3.76)
Recall from the elliptic CutFEM case that a twist on the Galerkin orthogonality
was needed when working with the discrete error. Since we do that here as well,
from using the discrete inf-sup condition, we do the following: For v ∈ Vh, we
have
0 = Bh(e, v) = Bh(ρ+ θ, v),
=⇒ Bh(θ, v) = Bh(−ρ, v).
(3.77)
Continuity follows naturally with the X- and Y -norms. By using the recon-
struction, the H−1-norm, and standard estimates, we get: ∃C > 0 such that
for any functions w and v with sufficient regularity we have that
Bh(w, v) ≤ C |||w|||X |||v|||Y . (3.78)
We thus have the three required ingredients for a Céa’s lemma type energy
argument. The energy norm of the error is
|||e|||X ≤ |||ρ|||X + |||θ|||X , (3.79)
where we focus on the θ-part since the ρ-part is handled by the interpolation
estimate (3.74). Since θ ∈ Vh, we follow the proof of Céa’s lemma using our
tools, i.e., the discrete inf-sup condition (3.68), the Galerkin orthogonality result
(3.77), and the continuity of Bh. We thus get












= C |||ρ|||X .
(3.80)
Using this estimate in (3.79) gives
|||e|||X ≤ |||ρ|||X + |||θ|||X ≤ C |||ρ|||X . (3.81)
From which, by using the interpolation estimate (3.74), we obtain the optimal
order a priori energy error estimate





The L2-error analysis for parabolic problems is heavily dependent on the sta-
bility analysis. Just as for the elliptic case, one uses a dual problem, albeit a
discrete one instead of a continuous. The greatest differences are probably that
in the parabolic case, stability of the dual problem is used, and corresponding
energy error estimates are not used. The required stability of the dual problem
is stronger than what the basic stability estimate provides. This makes the
L2-analysis more demanding than the energy analysis. The derivation of the
error estimate below follows [24,25] and we refer to those works for details. The
general steps are:
1. Error split: use an interpolant and focus on the discrete error θ.
2. Discrete dual problem: discrete error is initial data, may thus go to Bh.
3. Galerkin orthogonality: use twist to switch to the interpolation error ρ
4. Hölder inequalities in space and time: ‖wv‖L1 ≤ C‖w‖Lp‖v‖Lq .
5. Stability estimate: get back data in L2-norm for cancellation.
6. Optimal interpolation error estimates for ρ-factors.
By comparing these steps to the steps of the L2-error analysis for the elliptic
case, we note the following similarites:
• Both use a dual problem to go from the L2-inner product to the bilinear
form. Step 2 in parabolic case. Steps 1 and 2 in elliptic case.
• Both use Galerkin orthogonality to get an interpolation error. Step 3 in
parabolic case. Step 3 in elliptic case.
• Both use inequalities to go from product terms to norms. Step 4 in
parabolic case. Step 4 in elliptic case.
• Both use optimal order estimates for the interpolation error. Step 6 in
parabolic case. Step 5 in elliptic case.
We also point out the following difference. In the elliptic case, the interpolation
error estimate is used to get back the dual data (right-hand side data) for
cancellation, and together with the energy error estimate give the optimal order.
In the parabolic case, a stability estimate is used to get back the dual data
(initial data) for cancellation.
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See the section about Bh in either Paper I or Paper II for details. Using this
alternative form of Bh, we consider a discrete dual problem to (3.50) that goes
backwards in time, has f = 0, and initial data z+h,N . The problem is: Find
zh ∈ Vh such that




h,N )Ω, ∀v ∈ Vh. (3.84)
Since the dual problem is discrete, it will only work with a discrete error, we
therefore need to perform an error split. For that we need an interpolant. Recall
that we denote the spatial discrete space by Vh(t), i.e., for v ∈ Vh, v(·, t) ∈ Vh(t)
for all t ∈ [0, T ]. We consider the Ritz projection operator Rh : H10 (Ω)→ Vh(t),
defined by
a(Rhw, v) = a(w, v), ∀v ∈ Vh(t). (3.85)
For q ∈ N and n = 1, . . . , N , we also define the temporal interpolation operator









vw dt, ∀w ∈ Pq−1(In). (3.86b)
For a sufficiently smooth function v, we have the following error estimates for
Rh and Ĩ
n:
‖v −Rhv‖Ω ≤ Chp+1‖Dp+1x v‖Ω, (3.87)
‖v − Ĩnv‖Ω,In ≤ Ckq+1n ‖v̇(q+1)‖Ω,In , (3.88)
where ‖v‖Ω,In = maxt∈In ‖v‖Ω. We use the interpolant ũ = ĨnRhu ∈ Vh to
split the approximation error e into an interpolation error ρ and a discrete error
θ by
e = u− uh = (u− ũ) + (ũ− uh) = ρ+ θ. (3.89)
The Galerkin orthogonality is used here as well, and since we will work with
a discrete error, the twist (3.77) is needed. We now have all the tools needed
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to start deriving the L2-error estimate. We consider the L2(Ω)-norm of the
approximation error at the final time and perform the first step. The error is







The ρ-part is estimated by using the definition of Ĩn (3.86a) and the estimate
for the Ritz projection error (3.87). We thus have




p+1‖Dp+1x u(tN )‖Ω. (3.91)
As in the previous error analyses with error splits, the θ-part needs the most
treatment. We take the initial data of the discrete dual problem to be z+h,N =
θ−N . Performing the second and third steps, i.e., using the discrete dual problem



































The terms are treated separately, but we omit a rigorous treatment here since
it is a bit too technical for the purpose of this section. We refer to the literature
and the error analysis in Paper II for details. One thing we point out though
is that giving the second term a special treatment for q = 1 is the key to
obtain superconvergence. Recall the fourth step. For a generic product term in
(3.92), the general approach is to use the Hölder inequality (ρ, zh) ≤ ‖ρ‖‖zh‖
for space, i.e., the Cauchy–Schwarz inequality, and then the Hölder inequality∫
In
‖ρ‖‖zh‖ dt ≤ ‖ρ‖In
∫
In
‖zh‖ dt for time. Recall the fifth step. The zh-factors
are estimated by the corresponding main stability estimate for zh. The main
stability estimate for uh (3.73) is a temporal L
1-estimate of various terms in




N . Thus, collecting
the ρ-factors in F (u), we get from (3.92) that
‖θ−N‖
2
Ω ≤ CNFq(u)‖θ−N‖Ω, =⇒ ‖θ
−
N‖Ω ≤ CNFq(u), (3.93)
where CN = C(log(tN/kN )+1)
1/2. Combining the estimates for the ρ-part and
the θ-part, and doing the sixth and final step, i.e., using standard estimates
for the ρ-terms in Fq(u), we may obtain the optimal order a priori L
2-error
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We note the so called superconvergence with respect to the time step, which is
of the third order for dG(1).
3.4 Parabolic problem: overlapping meshes
Here we summarize the analyses presented in Paper I and Paper II. To motivate
the analysis approaches taken in these papers, we conclude some main points
of consideration for finite element analysis of parabolic problems based on the
contents of the previous sections:
• L2-analysis: Requires more stability, thus more demanding than energy
analysis.
• Energy analysis: As in the elliptic cases, a Céa’s lemma type argument
together with interpolation is used.
• Energy analysis: The time derivative needs to be handled. Standard way
is to use the H−1-norm.
• Energy analysis: The non-symmetric temporal contribution to the bilinear
form leads to the need for an inf-sup condition derived from a perturbed
coercivity. The inf-sup condition is used in the Céa’s lemma type argu-
ment instead of a standard coercivity as in the elliptic case.
In both papers we consider the same parabolic model problem on two meshes:
one background mesh T0 and one overlapping mesh TG that is allowed to move
around in the background mesh. The main difference is the discrete repre-
sentation of the mesh movement which leads to quite different space-time dis-
cretizations. This in turn leads to different finite element formulations, both
concerning the discrete spaces and the variational equations, which allow for
different analysis approaches. In general the mesh movement may either be
continuous or discontinuous. We have considered the simplest case of both of
these two types, which we refer to as cG(1) and dG(0) mesh movement, where
cG(r) and dG(r) stand for continuous and discontinuous Galerkin of order r,
respectively. The mesh movements are named after what type of function the
location of the overlapping mesh is when considered as a function of time.
In a very first study, we considered cG(1) mesh movement and attempted to
follow the L2-analysis methodology presented by Eriksson and Johnson in [24,
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25]. However, due to the space-time discretization resulting from the cG(1)
mesh movement, the L2-analysis failed. The study, containing partial results of
the incomplete L2-analysis, was presented in the MSc-thesis [26]. With that very
first study as a starting point, we retreated in two directions by considering a
less demanding energy analysis and the simpler dG(0) mesh movement, meaning
less complicated space-time discretization. This has resulted in two new studies
with complete analyses that are presented in Paper I and Paper II. Paper I
presents an energy analysis for cG(1) mesh movement and Paper II presents an
L2-analysis for dG(0) mesh movement. Table 1 gives an overview of the various
studies of CutFEM for the heat equation on two overlapping meshes performed
so far.
dG(0) mesh movement cG(1) mesh movement
Energy analysis - Paper I 3
L2-analysis Paper II 3 MSc-thesis [26] 7
Table 1: Overview of studies of CutFEM for the heat equation on two over-
lapping meshes based on analysis and mesh movement type. The checkmark
indicates a complete analysis and the x-mark one that is currently incomplete.
To go through the studies in Paper I and Paper II, we start by presenting
the parabolic model problem that both have in common.
Parabolic model problem
For d = 1, 2, or 3, let Ω0 ⊂ Rd be a bounded convex domain with polygonal
boundary ∂Ω0. Let T > 0 be a given final time. Let G ⊂ Ω0 ⊂ Rd be another
bounded domain with polygonal boundary ∂G. We let the location of G be
time-dependent by prescribing for G a velocity µ : [0, T ] → Rd. This means
that G and ∂G are functions of time, i.e., G = G(t) and ∂G = ∂G(t) for
t ∈ [0, T ]. We point out that the shape of G remains the same for all times.
From Ω0 and G(t), we define the following two domains:
Ω1(t) := Ω0 \ (G(t) ∪ ∂G(t)), Ω2(t) := Ω0 ∩G(t), (3.95)
with boundaries ∂Ω1(t) and ∂Ω2(t), respectively. Let the common boundary
between Ω1(t) and Ω2(t) be
Γ(t) := ∂Ω1(t) ∩ ∂Ω2(t). (3.96)
Note that for any t ∈ [0, T ], we have the partition
Ω0 = Ω1(t) ∪ Γ(t) ∪ Ω2(t). (3.97)
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We consider the heat equation in Ω0 × (0, T ] with given source function
f ∈ L2((0, T ],Ω0), homogeneous Dirichlet boundary conditions, and initial
data u0 ∈ H2(Ω0) ∩ H10 (Ω0). The problem is: Find u ∈ H1((0, T ], L2(Ω0)) ∩
L2((0, T ], H2(Ω0) ∩H10 (Ω0)) such that
u̇−∆u = f in Ω0 × (0, T ],
u = 0 on ∂Ω0 × (0, T ],
u = u0 in Ω0 × {0}.
(3.98)
3.4.1 cG(1) mesh movement (Paper I)
Problem formulation
As a discrete counterpart to the movement of the domain G, we prescribe a
cG(1) movement for the overlapping mesh TG. By this we mean that the loca-
tion of the overlapping mesh TG is a cG(1) function with respect to time, i.e.,
continuous on [0, T ] and linear on each In; see Figure 6.























Figure 6: Overlapping meshes and solution with cG(1) mesh movement. Left :
Space-time discretization for d = 1. Right : A corresponding dG(1)cG(1) cut
finite element solution of the heat equation.
Just as in the elliptic CutFEM case, we use two spatial standard finite ele-
ment spaces corresponding to the meshes T0 and TG, to define a broken spatial
finite element space. Since the location of TG varies in time, we get a different
broken spatial finite element space Vh(t) for every t ∈ [0, T ]. Following the
discretization steps of the parabolic standard case, we define two dG(q)cG(p)
spaces, one for each mesh. Then, as in the elliptic CutFEM case, we use re-
strictions of functions from these spaces to define our main broken space-time
discrete space Vh. We refer to Paper I for details on the construction of these
spaces.
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Since the location of Γ(t) may be different for every t ∈ [0, T ], we use a time-
dependent spatial bilinear form Ah,t corresponding to the bilinear form Ah in the
elliptic CutFEM case. The dG(q)cG(p) space-time finite element formulation

































(f, v)Ωi(t) dt, ∀v ∈ Vh.
(3.99)
Note the special last term on the left-hand side. It is present due to the contin-
uous mesh movement. This term mimics the standard time-jump terms in the
dG-method but over the space-time interface Γ̄n. The term contains the tempo-
ral component n̄t of the space-time normal vector to Γ̄n, which makes the term
proportional to |µ|. Thus this term is typically quite small but it is essential
for obtaining the basic stability estimate. We refer to Paper I for details on the
finite element formulation.













































0 )Ωi,0 , ∀v ∈ Vh. (3.101)
A comment on standard analysis approaches
We start by considering a potential L2-analysis of (3.101). The L2-analysis of a
parabolic problem requires the main stability estimate which in turn requires the
strong stability estimate. Recall these estimates for the parabolic standard case
given by (3.73) and (3.72), respectively. To start deriving the strong stability
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estimate we recall that one tests with the discrete Laplacian of the finite element
solution. The discrete Laplacian is defined using the spatial finite element space
and the spatial bilinear form, which in our case are Vh(t) and Ah,t, respectively.
Since both of them are time-dependent due to the cG(1) mesh movement, the
discrete Laplacian for our case is also time-dependent. For our case, the discrete
Laplacian ∆h,t : H
1(Ω1(t),Ω2(t))→ Vh(t) is defined by
(−∆h,tw, v)Ω0 = Ah,t(w, v), ∀v ∈ Vh(t). (3.102)
This definition gives our discrete Laplacian an intrinsic time-dependence. The
time-dependence of ∆h,tuh is therefore a combination of the one from ∆h,t and
the one from uh ∈ Vh, which means that −∆h,tuh /∈ Vh. Thus we cannot test
with −∆h,tuh which means that we cannot obtain the strong stability estimate.
This means that we cannot perform an L2-analysis of (3.101) using the standard
tools.
We add that in [26], an attempt at the L2-analysis for cG(1) mesh movement
was made, but did not succeed because of the mentioned issues. However, partial
results of this incomplete analysis together with numerical results, suggested
that the L2-error’s dependence on the time step k and the mesh size h for
q = 0, 1 was
error ∼ k2q+1+hp+1+|µ|kq+1 =⇒
{
k1 + hp+1, for q = 0,
(k1 + |µ|)k2 + hp+1, for q = 1.
(3.103)
The convergence orders for q = 0 thus seem to be the same as in the standard
case. For q = 1 however, the superconvergence with respect to the time step
seems to be lost with cG(1) mesh movement. Since when the overlapping mesh
TG moves with speed |µ| > 0, the k-convergence order seems to be of the second
order instead of the third as in the standard case. Note that in the region
k  |µ| the k-convergence seems to be of the expected third order though.
In numerical simulations, the problem dimensions typically do not allow |µ|
to become arbitrarily large, meaning that k  |µ| could be needed to verify
the drop in convergence order. This can make a numerical convergence study
quite demanding, not only because the k’s might need to be small but also
because h might be required to be small too so as not to interfere with the
numerical k-convergence order. It is therefore not surprising if one appears
to have numerical superconvergence for |µ| > 0 since the k’s needed to verify
second order convergence might be required to be very small.
We go back to considering potential analysis approaches for cG(1) mesh
movement. Since we are not able to establish the strong stability estimate for
the case with cG(1) mesh movement, we retreat to a less demanding energy
analysis. For a general energy analysis the first main concern is how to treat
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the time derivative. The standard way is to use the H−1-norm defined by (3.59),
where the operator T is defined by (3.57). For the derivation of the discrete
inf-sup condition (3.68), the L2(Ω0)-projection to Vh(t) is used. For our case,
the L2(Ω0)-projection Ph,t : L
2(Ω0)→ Vh(t) is defined by
(Ph,tw, v)Ω0 = (w, v)Ω0 , ∀v ∈ Vh(t). (3.104)
For the derivation of the inf-sup condition to work, we need the L2(Ω0)-projection
of T ˙̃v to lie in Vh for v ∈ Vh. However, since Vh(t) is time-dependent in our
setting, Ph,t is also time-dependent. So just as the discrete Laplacian, Ph,t will
have an intrinsic time-dependence which results in Ph,tT ˙̃v /∈ Vh for v ∈ Vh.
An alternative is to consider a space-time L2-projection P̄h to the main
discrete space Vh. Then P̄hT ˙̃v ∈ Vh holds trivially. However, for the derivation
of the inf-sup condition, the two estimates (3.65) and (3.66) are needed. To
show those estimates, H1-stability of the L2-projection is needed, which in this




In the first case, one runs into problems since P̄h is a space-time operator and
|||·|||Ah,t is a spatial norm, and we want the stability to hold for every t ∈ [0, T ].
The second case also has its issues since obtaining that stability requires the
assumption k ≤ Ch2, which is a severe restriction when using implicit dG-
methods in time.
A third alternative could be to consider the corresponding discrete operator
to T ; see [23]. For our case, the discrete operator Th,t : L
2(Ω0) → Vh(t) is
defined by
(w, v)Ω0 = Ah,t(Th,tw, v), ∀v ∈ Vh(t). (3.105)
But once again, using Vh(t) and Ah,t to define Th,t gives it an intrinsic time-
dependence, thus Th,t ˙̃v /∈ Vh for v ∈ Vh.
We conclude from the above discussion that standard spatial operators that
map to Vh(t) get an intrinsic time-dependence due to the continuous movement
of the overlapping mesh TG. The intrinsic time-dependence of these operators
ruins the ideas of standard analysis methodology that rely on a product struc-
ture between space and time. So far we have not encountered any existing
analysis approach that is suitable for the method (3.101). We therefore propose
a new energy analysis methodology that, to the best of our knowledge, has not
been presented before.
New energy analysis approach
The natural first step is to decide on how to handle the time derivative in Bh.
We saw that the standard way of using the H−1-norm did not work well in
our case. We do the following instead. Recall the discrete dimensional analysis
performed in (2.46). Let h and k denote spatial and temporal discretization
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units, respectively. Performing a discrete dimensional analysis on the bulk terms
in the standard space-time bilinear form Bh gives∫
In
(∇w,∇v)Ω dt ∼ [k1] · [hd] · [h−1] · [h−1] = [hd−2k], (3.106)∫
In
(ẇ, v)Ω dt ∼ [k1] · [hd] · [k−1] · [h0] = [hd]. (3.107)
Since the terms should have the same unit, we deduce the unit correspondence
[k] ∼ [h2]. This is a discrete equivalent of ∂t ∼ ∆ for the heat equation.
The symmetric first term naturally gives a useful energy norm term with the
same unit, i.e., [hd−2k]. It is thus reasonable to consider an energy norm term
corresponding to the time-derivative term that has the same unit, i.e., [hd].
Mimicking the symmetric spatial derivative term, we get∫
In
‖ẇ‖2Ω dt ∼ [k1] · [hd] · [k−2] = [hdk−1]. (3.108)
This term does not have the desired unit due to the factor [k−1]. We remedy
this by simply including the time step in the integral. We thus propose the
following treatment of the time-derivative term:∫
In
kn‖ẇ‖2Ω dt ∼ [k1] · [k1] · [hd] · [k−2] = [hd]. (3.109)
We compare this to the standard treatment that uses the H−1-norm. With the
H−1-norm, one has ‖ẇ‖2−1 = (ẇ, T ẇ)Ω. The operator T = (−∆)−1 corresponds
to the unit [(h−2)−1] = [h2] ∼ [k]. Using the H−1-norm via the operator T
is thus in some sense equivalent to multiplying the L2-norm by the temporal
discretization unit. This is what we do explicitly in our approach to avoid any
involvement of spatial operators with an intrinsic time-dependence.
Using (3.109) to include the time derivative in an energy norm sets the
course for the rest of the energy analysis. The general is the same as in the
standard case, i.e., using an inf-sup condition in place of a coercivity in a Céa’s
lemma type argument followed by interpolation estimates. However there are
some key differences that we point out:
• Again, the time derivative is not handled with the H−1-norm. Instead it
is included in an energy norm by∫
In
kn‖ẇ‖2Ω dt. (3.110)
• The corresponding X- and Y -norms are different due to the new time-
derivative approach. This naturally results in different estimates, e.g., a
different perturbed coercivity.
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• The discrete inf-sup condition is different due to the new norms and es-
timates. Instead of having an auxiliary Y -norm in the denominator as in
the standard case, the main X-norm figures there as well, i.e.,




, ∀w ∈ Vh. (3.111)
• A slightly different continuity result is used in the Céa’s lemma type ar-
gument due to having the X-norm in the denominator of the inf-sup con-
dition. This continuity result is derived from using the alternative form of
Bh that comes from a temporal partial integration. The time derivative
is thus moved from the first to the second argument in Bh which allows
for cancellation of X-norm factors.
In the following, we give a concise presentation of the energy analysis, where
we refer to Paper I for details.
Energy norms
Taking the same function as both arguments of Bh, and integrating the time-



























We may obtain the discrete coercivity: ∃β > 0 such that
Bh(v, v) ≥ β |||v|||2Bh , ∀v ∈ Vh. (3.113)
As in the standard case, the Bh-norm is not enough for a complete energy
analysis since it does not include the time derivative. For our case, instead of the
partial time-derivative operator ∂t, we consider a material-derivative operator
Dt along the space-time trajectories of the underlying spatial domain. We define
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The X-norm is the main norm in this energy analysis, and the Y -norms are
auxiliary norms. By using the standard form of Bh and the alternative form
that is obtained from an integration by parts with respect to time, we may
obtain the two continuity results: ∃C+, C− > 0 such that for any functions w
and v with sufficient regularity we have that
Bh(w, v) ≤ C+ |||w|||X |||v|||Y+ , (3.117)
Bh(w, v) ≤ C− |||w|||Y− |||v|||X . (3.118)
We may obtain the discrete perturbed coercivity: For q = 0, 1, ∃δ, ξ > 0 such
that
Bh(v, v + δknDtv) ≥ ξ |||v|||2X , ∀v ∈ Vh. (3.119)
We may also obtain the inverse estimate: For q = 0, 1, ∃C > 0 such that
|||knDtv|||X ≤ C |||v|||X , ∀v ∈ Vh. (3.120)
The perturbed coercivity and the inverse estimate correspond to (3.65) and
(3.66), respectively. The main tools used in obtaining (3.119) and (3.120) are
two estimates that generalize corresponding standard estimates to the space-
time CutFEM setting under consideration. The two estimates are: ∃C1, C2 > 0
such that for any v ∈ Vh we have that∫
In





















By using (3.119) and (3.120), we may obtain the discrete inf-sup condition: For
q = 0, 1, ∃C > 0 such that




, ∀w ∈ Vh. (3.123)
Note that we have the X-norm in the denominator here as well. This is in
contrast to the inf-sup condition for the standard case (3.68) where we had the
auxiliary Y -norm in the denominator.
Stability analysis
We use the discrete perturbed coercivity (3.119) to obtain the stability estimate








































We note that this stability estimate is stronger than the corresponding basic
one which is given in the Bh-norm.
Energy error analysis
We follow the standard energy analysis steps, i.e., Céa’s lemma type argument
and interpolation estimates. From having a discrete inf-sup condition we need
an error split. We define a space-time interpolation operator Īh that maps to Vh
and that has optimal interpolation properties. For a function v with sufficient
regularity we have the interpolation error estimates∣∣∣∣∣∣v − Īhv∣∣∣∣∣∣2X ≤ Ck2q+1F 2k (v) + Ch2pF 2h (v), (3.125)∣∣∣∣∣∣v − Īhv∣∣∣∣∣∣2Y− ≤ Ck2q+1F 2k (v) + Ch2pF 2h (v), (3.126)
where k and h are the largest time step and simplex diameter, respectively.
Fk(v) and Fh(v) are expressions involving derivatives of the function v with
respect to space and time. Let e = u − uh denote the approximation error.
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By using the interpolant Īhu ∈ Vh, we split the approximation error e into an
interpolation error ρ and a discrete error θ by
e = u− uh = (u− Īhu) + (Īhu− uh) = ρ+ θ. (3.127)
We then consider
|||e|||X = |||ρ+ θ|||X ≤ |||ρ|||X + |||θ|||X , (3.128)
where we focus on the θ-part. The method (3.101) is consistent from which
Galerkin orthogonality follows trivially. Thus for any v ∈ Vh
0 = Bh(e, v) = Bh(ρ+ θ, v) = Bh(ρ, v) +Bh(θ, v),
=⇒ Bh(θ, v) = −Bh(ρ, v).
(3.129)
The Céa’s lemma type argument consists of the following ingredients: the dis-
crete inf-sup condition (3.123), the Galerkin orthogonality twist (3.129), and
the continuity result (3.118) where the alternative form of Bh obtained from
integration by parts with respect to time has been used. We thus estimate the
θ-part by












= C |||ρ|||Y− .
(3.130)
Using this estimate in (3.128) gives
|||e|||X ≤ |||ρ|||X + |||θ|||X ≤ |||ρ|||X + C |||ρ|||Y− , (3.131)
from which, by using the interpolation estimates (3.125) and (3.126), we obtain
the optimal order a priori energy error estimate for q = 0, 1,
|||u− uh|||2X ≤ Ck
2q+1F 2k (u) + Ch
2pF 2h (u). (3.132)
3.4.2 dG(0) mesh movement (Paper II)
Problem formulation
As a discrete counterpart to the movement of the domain G, we prescribe a
dG(0) movement for the overlapping mesh TG. By this we mean that the loca-
tion of the overlapping mesh TG is a dG(0) function with respect to time, i.e.,
discontinuous on [0, T ] and constant on each In; see Figure 7.
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Figure 7: Overlapping meshes and solution with dG(0) mesh movement. Left :
Space-time discretization for d = 1. Right : A corresponding dG(1)cG(1) cut
finite element solution of the heat equation.
Just as in the elliptic CutFEM case, we use two spatial standard finite ele-
ment spaces corresponding to the meshes T0 and TG, to define a broken spatial
finite element space. Since the location of TG is fixed for each In, we get the
same broken spatial finite element space Vh,n for every t ∈ In. Following the
discretization steps of the parabolic standard case, we define two dG(q)cG(p)
spaces, one for each mesh. Then, as in the elliptic CutFEM case, we use re-
strictions of functions from these spaces to define our main broken space-time
discrete space Vh. We refer to Paper II for details on the construction of these
spaces.
Since the location of Γ(t) is the same for all t ∈ In, i.e., Γn, we use a slabwise
spatial bilinear form An = Ah,n corresponding to the bilinear form Ah in the
elliptic CutFEM case. The dG(q)cG(p) space-time finite element formulation












(f, v)Ω0 dt, ∀v ∈ Vh.
(3.133)
Note the similarity to the standard formulation (3.48). We refer to Paper II for





























(f, v)Ω0 dt+ (u0, v
+
0 )Ω0 , ∀v ∈ Vh. (3.135)
A comment on standard analysis approaches
We start by considering a potential L2-analysis of (3.135). The L2-analysis of a
parabolic problem requires the main stability estimate which in turn requires the
strong stability estimate. Recall these estimates for the parabolic standard case
given by (3.73) and (3.72), respectively. To start deriving the strong stability
estimate we recall that one tests with the discrete Laplacian of the finite element
solution. The discrete Laplacian is defined using the spatial finite element space
and the spatial bilinear form, which in our case are Vh,n and An, respectively.
Since both of them are slabwise constant due to the dG(0) mesh movement,
the discrete Laplacian will also be slabwise constant. For our case, the discrete
Laplacian ∆n : H
1(Ω1,n,Ω2,n)→ Vh,n is defined by
(−∆nw, v)Ω0 = An(w, v), ∀v ∈ Vh,n. (3.136)
This definition does not give the discrete Laplacian an intrinsic time-dependence
on each In. The time-dependence of ∆nuh is therefore the same as for uh ∈ Vh,
which means that −∆nuh ∈ Vh. Thus we may test with −∆nuh which means
that we can start deriving the strong stability estimate. This motivates us to
attempt the more demanding L2-analysis of (3.135).
The L2-analysis cloesly follows [24, 25]. Most modifications are natural ex-
tensions from the standard case to spatial CutFEM, since we have a nice sep-
arating product structure between space and time in every slab. The main
difference is the introduction of a shift operator that generalizes the Ritz pro-
jection operator. The shift operator is used in the derivation of the strong
stability estimate to handle the discontinuous shift of the discontinuity on Γ be-
tween slabs. In the following, we give a concise presentation of the L2-analysis,
where we refer to Paper II for details.
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Stability analysis
Just as in the standard case, we need a stability estimate for a discrete dual
problem with zero right-hand side. We therefore focus the stability analysis on
deriving estimates with f = 0. We present three stability estimates.
By testing with v = uh in the finite element formulation (3.133) and inte-
grating the time-derivative term, etc., just as in the standard case, we obtain














We move on to the remaining two stability estimates. We start by testing
with −∆nuh. In the resulting treatment we use the shift operator to handle
the shifting discontinuity between slabs. Secondly we test with (t − tn−1)u̇h
which works just as in the standard case. Finally, we test with Pn[uh]n−1,
where Pn = Ph,n is the L
2(Ω0)-projection to Vh,n. We have to use Pn since
the shifting discontinuity makes [uh]n−1 /∈ Vh. This is also done in [25]. Using
the resulting estimates from testing with the aforementioned three functions,





























where C1 = C(log(tN/k1) + 1)
1/2 and C > 0. It is the corresponding main
stability estimate for the discrete dual problem that is crucial to and used in
the L2-error analysis.
L2-error analysis
The dG(0) mesh movement results in a nice product structure between space
and time in every slab. The L2-error analysis of (3.133) therefore follows the
standard case with only natural modifications to account for the CutFEM set-
ting. We thus refer to the L2-analysis of the parabolic standard case for a brief
overview and to Paper II for a detailed presentation of the error analysis. From
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the L2-error analysis of (3.133), we obtain the optimal order a priori L2-error









where CN = C(log(tN/kN )+1)
1/2, and C > 0. Note that the superconvergence
with respect to the time step, which is of the third order for dG(1), is preserved
for the case with dG(0) mesh movement.
Extension to an L2-analysis for cG(1) mesh movement?
We conclude this section about the L2-analysis for dG(0) mesh movement by
mentioning how it could be used to come closer to an understanding of the
L2-analysis for cG(1) mesh movement.
Recall that we could not perform a complete L2-analysis for cG(1) mesh
movement since we could not obtain the strong stability needed. This is how-
ever not all that is missing. Another tool in the L2-analysis is the temporal
interpolation operator that is used to construct an interpolant for the error
split. The operator is defined partly via an orthogonality condition with lower
degree polynomials. This orthogonality is an essential component in obtain-
ing the superconvergence with respect to the time step. However, due to the
cG(1) mesh movement, using the orthogonality condition to define the tem-
poral interpolation operator gives it an intrinsic space-dependence, just as the
discrete Laplacian receives an intrinsic time-dependence. This means that the
temporal interpolation operator does not give the interpolant the required time-
dependence for it to belong to the discrete subspace of the method. Hence, the
discrete error in an error split is in fact not discrete. Instead using a temporal
operator with the intended interpolation property, but without the orthogonal-
ity, results in an error estimate without the superconvergence.
To derive an a priori error estimate that does not include the superconver-
gence for q = 1 is a bit less demanding, and is definitely an option for the
analysis of cG(1) mesh movement. Recall that in [26], partial results from
an incomplete L2-analysis together with numerical results suggested that the
L2-error for cG(1) mesh movement had the following k-dependence for q = 1:
error ∼ k3 + |µ|k2. (3.141)
For |µ| > 0, the superconvergence seems to be lost. It might thus suffice with
an L2-error estimate of the following type:
error ∼ k2, (3.142)
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since the k-convergence seems to be of the second order anyways. However, this
estimate is not completely satisfactory since it does not reflect the L2-error’s
suggested dependence on |µ|. Recall that in a numerical convergence study
it would not be surprising to get third order k-convergence for |µ| > 0 since
very small k’s (k  |µ|) might be needed for the second order. The apparent
|µ|-dependent switch in k-convergence order is thus something that could be
of interest to understand from an analytic standpoint. This is where the L2-
analysis of dG(0) mesh movement could be of use.
Let u be the analytic solution of a parabolic model problem. Let u0h and
u1h denote the corresponding finite element solutions of the problem with dG(0)
and cG(1) mesh movements, respectively. From the L2-analysis of dG(0) mesh
movement we have the following k-dependence of the L2-error for q = 1:
‖u− u0h‖ ∼ k3. (3.143)
We note that if |µ| → 0, then the method with cG(1) mesh movement ap-
proaches the one with dG(0) mesh movement, leading to the two finite element
solutions converging to the same function. We thus have the following crude
µ-dependence of the difference between the two discrete solutions:
‖u0h − u1h‖ ∼ C(µ). (3.144)
We may use (3.143) and (3.144), to obtain the following k-dependence of the
L2-error for G(1) mesh movement for q = 1:
‖u− u1h‖ ≤ ‖u− u0h‖+ ‖u0h − u1h‖ ∼ k3 + C(µ). (3.145)
Assume now that we could also prove a slightly easier a priori error estimate,
not including the superconvergence, for cG(1) mesh movement. We would then
have the following k-dependence of the L2-error for q = 1:
‖u− u1h‖ ∼ k2. (3.146)
Combining (3.145) and (3.146), gives us the following k-|µ|-dependence of the
L2-error for G(1) mesh movement for q = 1:
‖u− u1h‖ ∼ min{k3 + C(µ), k2} =
{
k3, if |µ|  k < 1,
k2, if k  |µ|.
(3.147)
This estimate reflects the apparent |µ|-dependent switch in k-convergence order
for q = 1 as suggested by the incomplete analysis and numerical results in [26].
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4 Applications
The finite element method has been applied in many areas of engineering and
science ever since development started around the 1950s with the classical civil
engineering application in structural analysis. It has during the decades since
then become a valuable tool for engineers and researchers; see, e.g., [27, 28].
An essential component of the finite element method is the computational
mesh: the result of discretizing the solution domain of a PDE-problem. In
standard finite element methods the mesh is usually created based on the do-
main geometry. Domain-fitted meshes are typically unstructured in real-world
applications since such applications often concern problems with complicated
geometry. Unstructured meshes are more memory demanding and lead to an
increased computational cost compared to structured meshes, where the under-
lying structure may be used to implicitly store and use the mesh in computa-
tions. Another matter for consideration is when the problem geometry changes.
Using a domain-fitted mesh means that the mesh changes and deforms when the
geometry changes. This leads to a need for remeshing it the geometry changes
too much. The remeshing might concern the whole mesh or just be local. Either
way it comes with a computational cost.
Cut finite element methods do not rely on having a domain-fitted mesh.
The mesh and the problem geometry may be completely unrelated. CutFEM
thus allows for the usage of simple and structured meshes for problems with
demanding geometry where standard methods would require unstructured dis-
cretizations and/or remeshing. This means that there is a computational benefit
in using CutFEM instead of standard methods in applications concerning such
situations. In the following, we consider the following application aspects of
CutFEM on overlapping meshes:
• Application example: time-dependent geometry.
• Application example: evaluation of different geometries.
• Other application examples.
• Software.
• Computational cost and gain.
We discuss these cases separately in the following subsections.
4.1 Time-dependent geometry
With time-depended geometry we mean that the solution domain evolves during
the solution process of the PDE. For example, consider a situation with a moving
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Figure 8: Problem with a moving object that deforms the mesh.
object in the solution domain. With a standard finite element method the
movement of the object would deform the mesh. If this deformation is too
severe it leads to degenerate mesh cells, meaning that the mesh is no longer
suitable for computation and a new mesh needs to be generated; see Figure 8.
By using CutFEM on overlapping meshes for such a situation, the moving object
is instead encapsulated in an overlapping mesh. A background mesh is generated
in the empty solution domain which means that it may be nice and structured.
The body-fitted overlapping mesh is then placed on top of the background mesh
where it is free to move around; see Figure 9 and Figure 10. This approach thus
avoids remeshing altogether. The issue is instead to make sure that the finite
element solution is well-behaved on the joint boundary between the meshes.
For a problem with a moving object in the solution domain, interface CutFEM
could also be used. The interface would then represent the boundary of the
object. However, if the object is complicated, this could lead to more difficult cut
situations between the interface and the mesh cells. An advantage of overlapping
meshes is that a complicated object may be embedded in a body-fitted mesh
that has a much simpler boundary, thus leading to simpler cut situations; see
Figure 10 for an example.
In Paper I and Paper II, we consider two alternatives for representing the
movement of the overlapping mesh: continuous and discontinuous mesh move-
ment, respectively; see Figure 5. For problems with evolving geometry, such as
a moving object or a bubble containing one liquid floating around in another,
both continuous and discontinuous mesh movement could be used.
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Figure 9: Application of CutFEM on overlapping meshes to a problem concern-
ing the flow around several objects in a channel.
Figure 10: Application of CutFEM on overlapping meshes to a problem con-
cerning the flow around a propeller.
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The continuous mesh movement might be the preferred one when considering
physical accuracy. This is so since the space-time cells of the overlapping mesh
in one slab are connected exactly to their older versions in the previous slab.
This means that the solution inside the prismatic space-time domain of the
overlapping mesh in one slab naturally may have a strong influence on the
one in the next. Compare this to the discontinuous mesh movement where
the overlapping mesh may teleport to another region of the solution domain
from one time to the next. The previous solution may of course be carried
over directly to the next slab but this then reduces the degrees of freedom in
the space-time domain of the overlapping mesh. The solution on the part of
the background mesh where the overlapping mesh was located also needs to be
treated so as not to cause leakage of information from the overlapping mesh.
A benefit with discontinuous mesh movement is that the space-time prisms
of the background mesh may be cut in less complicated ways. This means that
less demanding geometry computations are needed in an implementation. A
way to also make discontinuous mesh movement more physically accurate is
to consider something we refer to as “snapping”. Consider a moving object
encapsulated in an overlapping mesh. Instead of moving the entire object-
mesh package during a discrete time-interval, the boundary of the overlapping
mesh is held at a fixed position while the object moves inside the overlapping
mesh. This naturally leads to deformed mesh cells, but instead of remeshing to
avoid degenerate cells, one could move (or snap) the overlapping mesh around
the object back into its initial position when the overlapping mesh cells have
become too deformed. Snapping thus reduces potential physical inaccuracy for
discontinuous mesh movement.
4.2 Evaluation of different geometries
There are also problems that concern the evaluation of different geometries,
but where the geometry is stationary during the solution process of the PDE.
This is the case when one is interested in studying the influence of the geome-
try on the solution of a PDE-problem. Typical applications concern problems
involving both PDE-modeling and optimization. The objective in such situa-
tions is then often to optimize the geometry based on the solution of the PDE.
One starts with an initial geometry, solves the corresponding PDE-problem,
obtains a solution, and uses it to evaluate the geometry. The geometry is then
changed and the procedure repeated. Such an optimization process can consist
of several thousand evaluations, meaning that the same number of different ge-
ometries is needed. With standard finite element methods, each new geometry
then requires some degree of remeshing. With CutFEM, a single initial mesh
generation suffices since the same mesh can be used for an arbitrary number of
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different geometries. Some examples of using CutFEM on overlapping meshes
to avoid remeshing in an optimization processes are presented in [14] and Paper
III.
In Paper III, we consider multi-objective optimization of configurations of
buildings based on minimizing the surroundning wind and maximizing the view
from the buildings. For the wind model, we use a CutFEM on overlapping
meshes for the Stokes equations. The buildings are encapsulated in overlapping
meshes, and are freely placed in a background mesh of the surroundings, thus
enabling any number of configurations to be evaluated without remeshing; see
Figure 11.
Figure 11: Application of CutFEM on overlapping meshes to optimize the
configuration of buildings based on minimizing the surrounding wind. Left :
Building-fitted overlapping mesh on top of a background mesh. Right : The
computed flow around several buildings embedded in overlapping meshes.
In Paper IV and V, we present a potential application for CutFEM on over-
lapping meshes related to the evaluation of different geometries. The papers
concern a system for immersive and interactive physics simulations, imple-
mented as an app on MicroSoft’s augmented reality glasses HoloLens. The
app is called HoloFEM and allows a user to define and solve physical problems
governed by PDEs in augmented reality; see Figure 12. The PDEs are solved
with FEM by using a volume mesh computed from the real-world surroundings.
The mesh is however a quite crude representation of the real-world geometry
due to the hardware limitations of the HoloLens. Smaller interior geometries
such as furniture are completely ignored, meaning that the mesh does not in-
clude any objects. CutFEM on overlapping meshes could be used to introduce
virtual objects into the augmented reality environment of HoloFEM, thereby
enabling more interesting simulations and the evaluation of different geometry
configurations.
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Figure 12: Augmented reality environment representing PDE-problems and
their solutions in the author’s office.
4.3 Other application examples
CutFEM on overlapping meshes may be used as an alternative to adaptive
mesh refinement. Instead of local mesh refinements, one may simply patch
over the area with a pre-generated sufficiently fine overlapping mesh. Consider
for example a problem with a moving heat source, e.g., a welding application.
The solution typically exhibits a peak around the location of the heat source,
which might lead to the need for local mesh refinement in order to approximate
the solution properly. By using overlapping meshes, one might instead make
a fine overlapping mesh that follows the heat source around, thus enabling the
computation of a nice approximate solution without any mesh refinement.
Again consider the continuous and discontinuous mesh movements stud-
ied in Paper I and Paper II, respectively. As an alternative to adaptive mesh
refinement, the overlapping mesh is considered to be a fully computational fea-
ture. This means that we do not want the overlapping mesh to obstruct or
influence the flow of information in the space-time discretization. It should be
physically invisible. The dG(0) mesh movement studied in Paper II naturally
allows information to flow through the overlapping mesh. With a continuous
mesh movement however, the solution in the space-time domain of the overlap-
ping mesh is smeared out in each slab; see Figure 6. We thus conclude that
discontinuous piecewise constant mesh movement might be to prefer when the
overlapping mesh is used as a fully computational feature.
Another example is domain construction. Several simply shaped overlapping
meshes may be patched together to define a more complicated solution domain.
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4.4 Software
Application and implementation of multi-mesh finite element methods rely on
efficient and robust computation of mesh-mesh intersections. This puts high de-
mands on the implementation and requires much more sophisticated algorithms
from computational geometry than what is normally the case for finite element
problems.
Support for the formulation of cut finite element methods on overlapping
meshes for 2D problems exists in older versions of the popular open-source
finite element package FEniCS [29]. In FEniCS, as well as in other works, Cut-
FEM on overlapping meshes is referred to as multi-mesh finite element methods.
This highlights the concept of having multiple arbitrarily overlapping meshes.
Using the multi-mesh functionality of FEniCS, one may formulate and auto-
matically discretize basic multi-mesh finite element formulations of systems of
PDEs such as the Stokes problem. The implementation in FEniCS relies on
an implementation of mesh-mesh intersections, based on generation and traver-
sal of axis-aligned bounding box trees (AABB trees), low-level operations for
computing and representing the intersections of simplices, and generation of
quadrature points on cut cells. The implementation is integrated with the au-
tomatic code generation of FEniCS which allows multi-mesh discretizations to
be formulated in (close to) natural mathematical language. In some of the
referenced CutFEM literature, the numerical results have been obtained with
FEniCS; see, e.g., [15] for a recent example.
In Paper III, the multi-mesh functionality of FEniCS is used for the imple-
mentation of a flow problem modeled by the Stokes equations. The multi-mesh
finite element formulation of the Stokes equations that is used is analyzed by [13]
as an extension to higher-order function spaces of the discretization previously
analyzed by [12].
4.5 Computational cost and gain
With CutFEM on overlapping meshes, the computational issues with a changing
problem geometry is shifted from mending deformed meshes to making sure
that the approximate solution is well-behaved on the interface between meshes.
The way to obtain a well-behaved and stable CutFEM solution is to add the
appropriate Nitsche terms to the variational forms. This of course leads to a
more complicated variational equation and thus a more involved and expensive
assembly process for the corresponding system of algebraic equations. So by
using CutFEM, there is a computational gain from avoiding remeshing, but
also an increased computational cost in the assembly process.
In a numerical study performed with the multi-mesh functionality of FEn-
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iCS, the computational gains and costs of using CutFEM on overlapping meshes
have been measured. The study considers a multi-mesh finite element formu-
lation for a stationary heat equation problem related to an application where
the evaluation of different geometries is of interest; see Section 5.2 in [14]. The
problem geometry is thus stationary during each solution process, but changes
between solution processes. Three mesh compositions are used: coarse (20,216
cells), middle (175,196 cells), and fine (481,232 cells). For each mesh compo-
sition, three alternatives are considered: remeshing, deformation, and multi-
mesh. For each of the resulting nine cases, the time for assembling the linear
system, solving the linear system, and updating the meshes is measured. For
multi-mesh, updating the meshes means computing the cut cells of the new mesh
hierarchy. The results of the study are presented in Figure 13–15. These results
demonstrate an overall computational gain when using CutFEM on overlapping
meshes as opposed to the two standard methods for problems with changing ge-
ometry. For all three mesh compositions, the assembly time for multi-mesh is
greater than for the two alternatives. This difference becomes less prominent
when the number of mesh cells increases though. For all three mesh composi-
tions, the greatest computational cost is however the mesh update. This cost
is smaller for multi-mesh than for both of the two alternatives, resulting in the
overall computational gain when using multi-mesh.
Figure 13: Times for assembly, solve, and mesh update for a stationary heat
equation problem with three mesh changing alternatives using the coarse mesh
composition. (Image courtesy of J.Dokken.)
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Figure 14: Times for assembly, solve, and mesh update for a stationary heat
equation problem with three mesh changing alternatives using the middle mesh
composition. (Image courtesy of J.Dokken.)
Figure 15: Times for assembly, solve, and mesh update for a stationary heat
equation problem with three mesh changing alternatives using the fine mesh
composition. (Image courtesy of J.Dokken.)
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5 Summary of appended papers
This thesis deals with both analysis and applications of CutFEM on overlapping
meshes. The thesis may therefore be partitioned into an analysis part and an
applications part.
5.1 Analysis part
The analysis part concerns time-dependent CutFEM on overlapping meshes.
We consider two alternatives of a space-time CutFEM for the heat equation on
two overlapping meshes. This should be viewed as an initial step for developing
time-dependent CutFEMs on overlapping meshes, since the heat equation is one
of the simplest time-dependent PDEs and two meshes is the minimum number
of meshes. The analysis part consists of two papers.
Paper I
In Paper I: A cut finite element method for the heat equation on overlapping
meshes: Energy analysis for cG(1) mesh movement, the overlapping mesh is
prescribed a cG(1) movement. This means that its location as a function of
time is continuous and piecewise linear. Characteristics of the cG(1) mesh
movement are skewed space-time nodal trajectories and cut prismatic space-
time cells. This results in a discretization that lacks a nice product structure
between space and time in every slab. Standard analysis methodology that
heavily relies on such a product structure therefore fails in the current setting.
We therefore propose a new analysis methodology that is general enough to
be applicable to our situation. The analysis is of an energy type, where we
use space-time energy norms to derive and obtain stability and error estimates.
The error analysis produces an optimal order a priori estimate. We also include
numerical results for a model problem in one spatial dimension that support
the analytic convergence orders of the approximation error.
Paper II
In Paper II: A cut finite element method for the heat equation on overlapping
meshes: L2-analysis for dG(0) mesh movement, the overlapping mesh is pre-
scribed a dG(0) movement. This means that its location as a function of time
is discontinuous and piecewise constant. This results in a discretization that
has a product structure between space and time in each slab. Standard analysis
methodology therefore work with some modifications to handle the shift in the
overlapping mesh’s location at discrete times. The general analysis consists of
stability and error estimates. The error analysis produces an optimal order a
priori estimate of the L2-norm of the approximation error at the final time.
This estimate shows that the method preserves the so called superconvergence
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of the error with respect to the time step. We also include numerical results for
a model problem in one spatial dimension that support the analytic convergence
orders of the approximation error.
5.2 Applications part
In the applications part, we consider two potential applications for CutFEM on
overlapping meshes. Both applications present examples of when the evalua-
tion of different geometry configurations are of interest. More specifically, how
different configurations of a stationary solution domain influence the solution
of a PDE-problem.
Paper III
The first application, presented in Paper III: Multi-mesh multi-objective opti-
mization with application to a model problem in urban design, presents method-
ology for evaluating configurations of buildings. Two factors are taken into
consideration when evaluating a configuration: the wind around the buildings,
and the view from the buildings. The wind model is based on a CutFEM on
overlapping meshes for Stokes equations. It is applied by encapsulating each
building in its own mesh and also having a background mesh of the domain
without any buildings. This set-up only requires initial mesh generations and
allows the same meshes to be used for evaluation of a very large number of
building configurations, thus avoiding costly remeshing for new configurations.
The view models, a simple one for 2D settings, and a more elaborate one for
3D settings, relate to established concepts such as isovists and using different
view weights depending on what type of object is seen. The models are used to
define measures for wind and view that can be used to evaluate a configuration
of buildings. These measures are then used to formulate a multi-objective op-
timization problem that is implemented and solved for 2D settings.
Paper IV and V
The second application, presented in Paper IV and Paper V, concerns a software
application (app) for Microsoft’s augmented reality glasses HoloLens. This app
has yet to incorporate CutFEM, and thus only provides a potential application
example. The app lets a user define and solve physical problems governed by
PDEs in an immersive and interactive augmented reality environment. FEM
is used to solve the PDE-problems and the real-world geometry is used as in-
put to compute a computational mesh. All computations are performed on the
HoloLens which due to hardware limitations put restrictions on the computa-
tional accuracy. This also affects the meshing. In the current state, smaller
geometries such as furniture are ignored when generating a mesh. The gener-
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ated mesh is therefore a discretization of the empty solution domain, which is
exactly what the background mesh in a CutFEM multi-mesh hierarchy is. The
idea would then be the same as in the previous application. Namely to generate
meshes around the ignored smaller geometries so that CutFEM on overlapping
meshes may be used to investigate how different configurations of the geometry
affect the physical system. For example, how the location of furniture affect the
airflow from a ventilation system.
Paper IV: Solving Poisson’s equation on the Microsoft HoloLens, published
in Proceedings of VRST’17, gives a brief presentation of the first version of the
app. This version of the app can only handle stationary problems.
Paper V: Finite element simulation of physical systems in augmented reality,
published in Advances in Engineering Software, contains a far more elaborate
presentation and description of the app. Here, the app has also been improved
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