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Abstract
The aim of this dissertation is to create and test a risk induced game-theoretic price
forecasting model. The models were tested with datasets from 3 Upper Midscale hotels in 3
locations (urban, interstate and suburb), one hotel from each location. The data was obtained
from STR, a leading hospitality marketing company which consolidates all of the daily hotel data
from hotels in the United States. Multiple error measures were used to compare the accuracy of
models. Three LSTM models were proposed and tested; LSTM model 1 that relied on ADR to
forecast ADR, LSTM model 2 that used ADR, supply, demand, and day of the week to generate
the forecast, and finally LSTM model 3 that used all the predictors of LSTM model 2 plus ADR
of 4 competitors of the same size and scale to predict ADR values. The LSTM models were
tested against traditional forecasting methods. The findings showed that LSTM model 2 was the
most accurate of all the models tested. Moreover, LSTM model 1 and 3 showed higher accuracy
than traditional models in some cases. In particular, all the LSTM models outperformed the
traditional methods in the most volatile property (property C). Overall, the results indicated the
higher accuracy of LSTM models for times of uncertainty. Finally, estimation of Value at Risk
was introduced into the LSTM models, however the accuracy of the models did not change
significantly.

Key words: revenue management, price forecasting, neural network, machine learning
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Chapter 1 - Introduction
This chapter looks at the current state of revenue management literature and need for
more robust price forecasting models. Given the unprecedented nature of COVID-19, many
hotels were faced with significant decline in the number of customers and as a result the price of
hotel rooms dropped significantly. The traditional forecasting methods are shown to not perform
well in turbulent times and rapid changes of the market (Wang & Duggasani, 2020). As a result,
this dissertation argues that traditional models are not efficient to address the uncertainty caused
by the pandemic. Moreover, these traditional models ignore the role of competitors and risk. As a
result, this dissertation tries to address this gap by proposing and testing a new neural network
model that considers the competitors and risk. This chapter further looks at the theoretical and
practical contributions of this study.
Statement of the problem
Travel and tourism is the hardest hit industry by the pandemic, leading to a significant
decline in firms’ performance (Gössling et al., 2020), $1 trillion loss of revenue and more than
100 million jobs at risk. Hospitality contributes 7.8 million jobs and more than $8.9 trillion to the
global economy in 2019 (Škare et al., 2021), effective revenue management practices are more
important than ever to facilitate the industry’s recovery. Forecasting hotel demand and changes
relate to each other and impact one another in revenue management. This study focuses on
forecasting hotel price. Despite the advances in the revenue management, many hospitality
companies still use traditional methods such as the same time, last year method (Pereira, 2016).
These methods are heavily reliant on univariate forecasting methods, and hotels often make
adjustments to the forecasted price based on qualitative methods rather than exploring more
sophisticated quantitative pricing models (Ampountolas, 2019). Moreover, these models neglect
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the effect of competitor pricing and uncertainty (Martínez-de-Albéniz & Talluri, 2011; Webb &
Schwartz, 2017). Given the unprecedented nature of the events in the hospitality industry in the
wake of pandemic, these methods may be inefficient to address these changes.
Revenue optimization happens through either offering various classes of products at
different prices, or dynamic pricing of the same product based on customer demand (Vives et al.,
2018). Most of revenue management models simply ignore the element of risk (Koenig &
Meissner, 2015). Under normal circumstances this seems appropriate, as hotels face reasonable
demand from the market. However, during highly volatile times, like during the COVID-19
pandemic, such certainty does not exist. A look at previous similar incidents such as SARS in
2003, swine flu in 2009, MERS in 2015, and even the September 11 terrorist attack in 2001
shows that none had led to the catastrophic decline in tourism demand as COVID-19 did.

Figure 1 Impact of several notable crises on global tourism (in billions) Source: World data
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CBRE (U.S. real estate market) forecast for 2020 projected an annual occupancy rate of
42.6%, which was the lowest projected rate since the height of Great Depression in 1933
(Broadstock et al., 2021; Gössling et al., 2020). The same report shows that hotels revenue per
available room (RevPAR) will reach the 2019 levels in 2023 (Airoldi, 2021). In the United
States, 2020 was the worst year for lodging industry; hotels RevPAR dropped by more than
47.5% to an average of $45.48, and occupancy rates fell to less than 30% in some states (STR,
2021). Given the prolonged impact of COVID-19 on hotels operations, revenue management
optimization can help hotel managers exploit resources at hand. For the aims of this dissertation,
operational risk is defined as the potential revenue/losses for a hotel (Levin et al., 2008).
Significance and contributions of the study
First, while much of the body of literature in revenue management is dedicated to
demand forecasting, occupancy rate and duration stay, hotel room price has been limitedly
investigated (Oses, 2016). While previous research looks primarily at demand and occupancy
rate, they do not contribute to pricing decisions (Wang, 2020). Moreover, demand, duration of
stay and occupancy rate can be influenced by hotel room rate (Zheng, 2014). In the real-world,
hotel room price is a key determining factor of guests choosing a hotel (Mohamed, 2019). This
study adds to the on-going research on hotel room price forecasting.
Second, for the most part forecasting literature rely on ARIMA models. (Al Shehhi &
Karathanasopoulos, 2020; Chen et al., 2008; Fang & Hsu, 2012; Yuksel, 2007; Zhang et al.,
2017). Despite the fact that they are widely used, ARIMA-based models neglect the complex
nonlinear nature of data; ARIMA models assume the data are stable and ignore the external
factors (Zheng et al., 2020). In reality, the hotel industry is vulnerable to external factors such as
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economic changes, pandemic, and political unrest. In particular when a sudden change happens,
the fluctuations in room price and occupancy could highly affect the reliability of historical data
(Wu et al., 2010) for hotel occupancy rate forecasting. As a result, traditional models such as
ARIMA are not effective in capturing turning points; a sudden drop or increase in data leads to
significant increase in forecast error (Wang et al., 2010).
Third, most of the revenue management models ignore competitors decisions (Moncarz
& Kron, 2010) and assume the seller is risk neutral (Bitran & Caldentey, 2003). Competitor
information is one of the key factors in hotel operational analysis (Moncarz & Kron, 2010).
Especially, in hotel revenue management, competitor information influences rivals room price
(Wang & Duggasani, 2020). Game theory could incorporate risk-aversion and uncertainty in the
research framework to make it realistic (Levin et al., 2008).
This study aims to create and test a risk induced game-theoretic pricing model. This
dissertation, to the best knowledge of the author, is the very first to introduce the element of
operational risk into a game-theoretic based price forecasting model between hotels during a
pandemic. The models’ credibility was tested through robustness test and comparison with the
traditional forecasting methods.
This study tests traditional methods, time-series, against the novel model to forecast the
hotel ADR from January 1, 2018 until August 31, 2020. The traditional models tested against the
new model are: Same time last year, moving average, exponential smoothing, ARIMA.
Following the previous literature on risk, Value at Risk was used as a proxy for risk and was
introduced into the model. Multiple error measures were used to determine the accuracy of
models.
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The findings of this dissertation will benefit both academics and practitioners in better
understanding the price forecasting and its impact on firm performance during times of
uncertainty similar to turbulent times of a pandemic. This study makes various contributions to
the on-going research on revenue management and game theory. First, this paper introduces a
way to address complex hotel time-series data by introducing a game-theoretic risk induced price
forecasting model. Second, the present study presents an important illustration of application of
game theory and machine learning models in revenue management context. This study expands
game theory by investigating the dynamics between hotels in the same market, and introduction
of risk in a forecasting model. Moreover, it explicates the application of game theory to revenue
management and price forecasting by expanding our understating of game theory and its
implication to hotel revenue management. Further, it illustrates that the proposed machine
learning model can account for volatile fluctuations and uncertainty during the pandemic. Third,
by implementing a game theoretic model, the current study contributes to the growing body of
literature on hotel room price forecasting by demonstrating how the competitors price affects the
hotel ADR.
The current study also adds to the body of literature on risk in revenue management. The
current study extends the prior studies with its application of operational risk to a price
forecasting model. The present study provides new insight into the current understanding of
impact of COVID-19 on hotel pricing. Moreover, the current study provides a way to apply an
infinite forecast horizon to hotel price forecasting. In fact, the proposed model can easily be used
in any timeframe regardless of the forecast window. Additionally, the current study provides a
model that could be used with large dataset, such as real-time OTA data. Finally, this study
highlights the importance of robust price forecasting models during the turbulent times similar to

5

the pandemic. Accurate price forecasting provides valuable information for hoteliers to make
timely decisions to maximize resources exploitation and revenue. Accurate forecasting room rate
during difficult and highly turbulent times is crucial because inaccurate estimation can result in
negative economic impact. Considering the studies focusing on hotel room price are limited, this
study seeks to show how a particular game-theoretic machine learning forecasting model can be
applied to average daily room price.
As for practical contribution, this study provides a new forecasting model that can be
used by hotel revenue managers. Moreover, this research uses a comprehensive dataset of 3
hotels across the United States, which makes it unique given the confidentiality and difficulty of
obtaining industry level data. The results also highlighted the different response of each property
to the COVID-19. In this regard, this dissertation showed that hotel managers may need to
reassess their competitor set. The results also showed that the traditional methods particularly
were not efficient in hotels with rapid fluctuations of demand and ADR, whereas the LSTM
models performed more accurate for these hotels. This highlights the importance of adopting
new price forecasting methods that address the current changes in the market.
Also, the findings of this dissertation address one of the important characteristics of
modern hospitality industry; accessibility of booking process from anywhere at any time
(Martin-Fuentes & Mellinas, 2018). Machine learning algorithms are highly effective due to
learning from experience (Das et al., 2021). These models have also shown to be more effective
in addressing rapid changes (Zheng et al., 2020). Therefore, the proposed models can potentially
be used to address these challenges. Finally, the results are important to hotel revenue managers
as it could provide a model to be used during times of uncertainty similar to COVID-19.
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Summary
Travel and tourism are the hardest hit industry by the pandemic. Given the unprecedented
nature of the COVID-19, effective revenue management practices are more important than ever
to facilitate the industry’s recovery. Despite the advances in revenue management, many
hospitality companies still rely on traditional methods. Turbulent COVID-19 times means these
methods may be inefficient to address the current situation. This dissertation, to the best
knowledge of the author, is the very first to introduce the element of operational risk into a
game-theoretic based dynamic pricing model between hotels during a pandemic. The findings of
this dissertation will potentially have significant theoretical and practical contribution in better
understanding the dynamic pricing and its impact on firm performance during times of
uncertainty similar to turbulent times of a pandemic.
Key definitions
•

The pandemic: The COVID-19 outbreak. The period prior to March 11, 2020 (the
date that WHO declared COVID-19 a pandemic) was referred to as pre-pandemic
(Cucinotta & Vanelli, 2020), and after March 2020 as during the pandemic.

•

Game theory: A study of economic agents (players) and how their choices will
produce outcomes with respect to their preferences (Von Neumann &
Morgenstern, 1953).

•

Average daily rate (ADR): The daily average rate per rented room, or the mean of
price charged for all hotel rooms sold in a single day (Schmidgall, 2002).

•

Revenue per available room (RevPAR): Dividing revenue by the number of rooms
available for sale (Enz et al., 2001, p. 21).
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•

Supply: The number of rooms available in a specified time period (Schmidgall,
2002).

•

Demand: The number of rooms sold in a specified time period (STR, 2022).

•

Autoregressive Integrated Moving Average (ARIMA): An ARIMA model is
generally shown as ARIMA(p, d, q), where p, d and q are autoregressive,
integrated and moving average orders of the model, respectively (Yuksel, 2007).

•

Same time, last year: A forecasting method that simply forecasts based on the
observation on the exact day, last year (Chen et al., 2008).

•

Moving average: A forecasting model that analyzes the data by creating a series
of averages of different subsets of the full set of data (Chen et al., 2008).

•

Exponential smoothing: A forecasting technique for smoothing time series data
using the exponential function (Ostertagová & Ostertag, 2011).

•

Neural networks: A series of algorithm designed to recognize the underlying
relationships in a set of data through a process that mimic human brain cells (Law
& Au, 1999).

•

Long-term Short-term Memory (LSTM): A special type of neural networks that
gives more weight to the most recent observations and is used in the field of deep
learning (Wang & Duggasani, 2020).
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Chapter 2 - Literature Review
This literature review will provide contextual information about revenue management
models and application of game theory and risk to such models. Within the context of revenue
management, this review aims to explain what models have been used to forecast hotel room
price. Moreover, this review looks at neural network models in price forecasting and how it
could potentially outperform the traditional models. Also, this review looks at the applications of
game theory in revenue management research. More specifically, this review explains the
possibility of applying game theory to a machine learning price forecasting model. Additionally,
from the uncertainty and risk perspectives, this review will provide a brief explanation of the
function, determinants, and implications of risk in aforementioned models.
Revenue management forecasting models
The airline industry was the first to use revenue management and forecasting in revenue
management setting. Forecasting no-shows was one of the earliest attempts of revenue
management forecasting, which attributes to millions lost/saved every day; However, Kimes
(1989) was perhaps the first to apply revenue management techniques to the lodging industry.
Beckmann and Bobkoski (1958) explored the no-show behavior by using 3 different probability
distributions (Gamma, Negative Binomial and Poisson) for total passenger arrivals and showed
that gamma distribution best fit the data. Early research on revenue management forecasting
relied on simple models. In 1972, Littlewood used mean of historical bookings for flight booking
forecast (Littlewood, 1972). In 1974, Duncanson incorporated exponential smoothing and
seasonal analysis into forecasting of Scandinavian Airlines System (Duncanson, 1974). In the
1980s and 1990s, revenue management researchers started using historical data to forecast shortterm booking information, which echoed the airline practitioners approach such as: Harris and
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Marucci (1983) at Alitalia, L’Heureux (1986) at Canadian Airlines, and Adams and Vodicka
(1987) at Qantas. In 1987, Sa used auto-regressive integrated moving average (ARIMA) method
for a single fare class (Sa, 1987). However, the results were not promising, and he switched to
linear regression. In a similar attempt, Lee (1990) used ARIMA to develop historical data
forecast. Exponential smoothing was the common technique to incorporate partial booking data
from flights at different phases. Soon, other models were explored to estimate booking arrival
such as stochastic models (Weatherford et al., 1993), time series, linear regression, and pickup
models (Wickham, 1995).
Some of the factors that make revenue management forecasting in airline industry very
challenging are seasonality of demand (time-of-the-day, day-of-the-week and week-of-the-year),
booking classes (up to 26), price sensitivity, schedules, and external factors such as terrorist
attacks, wars, etc. Airline typically track flights 330 days in advance, which, given the different
class options makes it more than 5000 flights per day (Lee, 1990). The lodging industry is
influenced by similar factors. However, revenue management strategies are much more
sophisticated in airline industry. First, many hotels are run by a company that is different from its
owner. If it is a franchise hotel, this problem becomes even more pronounced. Oftentimes tech
investments are neglected. For instance, boutique hotels might not have sufficient funds to invest
in a revenue management system. Second, many hotels are too small to have revenue
management department. Less than 1 in every 10 hotels use revenue management system (Webb,
2020). The rest mostly rely on Excel spreadsheets. Finally, hotels lack the integration of airline
systems; customer’s spa booking is recorded on a separate database than the room booking
and/or the email marketing. This prevents hotels from calculating the lifetime value of a
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customer, something that airlines can easily generate from their reservation system (O’Neill,
2018).
By the 2000s researchers looked at alternative solutions to address the shortcomings of
the previous models. Zaki (2000) looked at forecasting literature and suggested that traditional
forecasting methods may not work very well into the future. Van Ryzin and McGill (2000) used
an adaptive approach to optimize seat protection. Their model was different from the traditional
approach that relied on a forecasting model and seat allocation heuristics; they used historical
data of seat-filling events and used it as a guide to adjust the seat proception levels. Despite
positive outcomes, their model was never implemented in practice (Van Ryzin & McGill, 2000).
Garrow and Koppelman (2004) used multinominal logit models and showed that passengers that
do not have an e-ticket and have not paid yet are 86% more likely to no-show. Using an
ANCOVA model, Kambour (2006) found that point of sale, origin and destination, time of
departure, day-of-week and class were significant factors in explaining passenger no-show. Zeni
(2007) questioned the validity of using historical data and traditional forecasting methods in the
light of customer choice models. Similarly, Ball and Queyranne (2009) tried to eliminate the
need for demand forecasting by using an online algorithm.
Sierag et al. (2015) proposed a revenue management model that explicitly considers
cancellations in addition to customer choice behavior. A similar study looked at 17 forecasting
accuracy measures applied to daily occupancy rate. Bangwayo-Skeete and Skeete (2015) used
Google data to improve the forecasting model of tourist arrivals. Pan and Yang (2017) used big
data from search queries, weekly weather forecast, website traffic to forecast the weekly hotel
occupancy. The findings show that the accuracy of the Autoregressive Moving Average
exogenous (ARMAX) models was improved after using search engine queries and website traffic
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data. They also showed that the accuracy of the forecasting models after using dummies for week
to capture the seasonality of the data was improved. However, the reduction in forecasting error
was minimal, which puts the feasibility of the model under question. Constantino et al. (2016)
used neural networks models to forecast the demand in Mozambique. They used a wide range of
predictors such as gross domestic product, consumer price index, and exchange rates of South
Africa, United States, Mozambique, Portugal, and United Kingdom. Ampountolas (2019) used
vector autoregressive (VAR) and Bayesian VAR to forecast demand. The findings of the study
showed that Bayesian VAR significantly improved the accuracy of forecast. Lacagnina and
Provenzano (2016) proposed a fuzzy model for the hotel revenue management by incorporating
stochastic booking model considering the multiple day stays to illustrate the impact of
uncertainty on demand forecasting. In a similar attempt, Li et al. (2017) used generalized
dynamic factor model to incorporate search engine queries into the tourist demand forecast,
including number of tourists and hotel occupancy. The proposed model improved the forecast
accuracy compared to two benchmark models: time-series and principal component analysis.
Hotel demand
A review of 103 recent articles published from 2014 to 2021 for this dissertation showed
that the majority of the studies (79%) looked at travel destination and only 21% looked at hotel
related forecasting such as demand and occupancy rate. Out of these studies, only 5 looked at
hotel room price forecasting. Various studies have created and tested demand models: linear
cancellation model (Sierag et al., 2015), dynamic demand model that considers factor of stayover (Aydin & Birbil, 2018), hotel demand using time series (Koupriouchina et al., 2014), time
series using Google data (Bangwayo-Skeete & Skeete, 2015), and ARMAX (Pan & Yang, 2017),
pricing algorithm using mixed logic model (Pereira, 2016), neural networks (Constantino et al.,
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2016), comparing VAR model with Bayesian VAR (Ampountolas, 2019), fuzzy stochastic
revenue optimization model (Lacagnina & Provenzano, 2016), Monte Carlo simulation (Petříček
& Sochůrková, 2015), and forecasting tourism volume by generalized dynamic factor analysis
(GDFM) using big data (Li et al., 2017).
Different researchers have used different proxies of demand, such as search trend data
(Bangwayo-Skeete & Skeete, 2015; Li et al., 2017) and overnight stays (Constantino et al.,
2016). When it comes to demand modeling, ARIMA model was suggested as the appropriate
approach for analyzing web traffic data, whereas ARMAX model was preferred for modeling
high season demand (Pan & Yang, 2017). Also, Pan and Yang (2017), suggested that hotel
demand is associated with website visit, and Bayesian VAR was found more precise than regular
VAR (Ampountolas, 2019). Moreover, using a regression model of times-series data of hotels in
Sweden, Chattopadhyay and Mitra (2019) showed that non-parametric multivariate adaptive
regression splines (MARS) more efficient (higher R-square and lower error) compared to a linear
regression model.
In demand modeling, various independent variables have been used such as number of
online reservations, average room rate, star rating, number of online reviews, average customer
online review rate, cleanliness, comfort, value for money, location (Cezar & Ögüt, 2016), ADR,
real demand for the rooms, yearly trends, and monthly summary variables (Chattopadhyay &
Mitra, 2019).
Pfeifer and Bodily (1990) used space-time ARMA modeling to forecast hotel demand.
Their model outperformed 8 univariate ARMA models. Rajopadhye et al. (2001) used HoltWinters exponential smoothing method and short-term forecast to create a weighted combined
forecast. Yuksel (2007) forecasted hotel demand using 149 months’ worth of time series data
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through moving average, exponential smoothing (simple, Holt’s and Winter’s) and ARIMA.
Three error measures were used: mean absolute percentage error (MAPE), mean squared error
(MSE), and mean absolute deviation (MAD). Variables in the model were hotel performance
(occupancy rate) as well as external factors such as international crisis and inflation rate (Yuksel,
2007).
Other variations of ARIMA models have been created and tested. Brannas et al. (2002)
used an intervalued ARMA (INARMA) model to predict the probability of check-in/check-out of
Norwegian guests in a hotel in Sweden. They created a model based on one of the properties of
the hotel brand, and expanded it to all properties under the brand. Li et al. (2021) looked at the
47 tourism forecasting articles that used Internet data and were published between 2012 and
2019. They showed that 53% of the articles relied on search engine driven data, and around 20%
used social media and multi-source data. Their review showed that time-series analysis was the
most dominant form of forecasting and artificial intelligence methods were still in the
development phase.
Tourist arrivals
Many studies have tried to predict tourist arrivals. Law and Au (1999) used a neural
network to forecast Japanese tourists arrivals in Hong Kong. Their neural network model
included nodes for service price, average hotel rate, population, foreign exchange, gross
domestic expenditure, and marketing expenses. Their model outperformed traditional models
(linear regression, naïve, moving average and exponential smoothing). However, they only used
one error measure (MAPE) to validate the most robust model. Moreover, their data was annual,
which ignores the seasonality effect of tourism arrivals. Chu (2009) used time-series (autoregressive moving average (ARMA), ARIMA, seasonal ARIMA (SARIMA), auto-regressive
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fractionally integrated moving average (ARFIMA) and double auto-regressive (ARAR) monthly
and quarterly models to forecast tourist demand in 9 countries (Hong Kong, Japan, Korea,
Taiwan, Singapore, Thailand, the Philippines, Australia, and New Zealand). ARFIMA was the
best model in most locations, except in Korea, where SARIMA was the best model. Overall
ARMA based models worked quite well, except for Thailand, which had recently gone through
tsunami (Chu, 2009). This shows that in times of volatility ARMA models might not be the best
approach. Error measurements used in his study were mean error (ME), mean percentage error
(MPE), MAPE and root mean square error (RSME) (Chu, 2009).
Bayesian models have also been tested in a revenue management setting. Bermudez et al.
(2009) used time series data and Bayesian forecasting approach based on the multivariate HoltWinters model to predict hotel demand. They converted the Holt-Winter’s model into a simple
regression following the assumption that each of the univariate time series come from the
univariate Holt-Winters model. The prediction distribution was approximated using Monte Carlo
simulation. Fang and Hsu (2012) used ARIMA unrestricted vector autoregressive (VAR) model
to predict tourist arrivals for a specific hotel in Taiwan using monthly data from 2000 to 2010.
Predictors of the model were monthly tourism data, consumer price index (CPI), gross domestic
product (GDP), exchange rate, and the hotel operating characteristics. They only used MAPE for
error measurement. This undermines the validity of the results, as different error measures could
lead to different outcomes (Chen et al., 2008).
Forecasting models based on competitors
Competitor information is one of the key factors in hotel operational analysis (Moncarz
& Kron, 2010). Especially, in hotel revenue management, competitor information influences
rivals’ room price (Wang & Duggasani, 2020). Despite its importance, limited studies have
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investigated the impact of competitors on hotel revenue management forecasting models.
Schwartz and Cohen (2004) looked at the impact of user intervention on competitors in the same
market. Mukhopadhyay et al. (2007) looked at the forecast multipliers that revenue management
analysts added to the final forecast model to adjust the model and showed in a market with 4
competitors the best forecast multiplier was 1.1 or 1.2.
Limited studies have looked at the role of competitors in hotel pricing and price
forecasting. Steed and Gu (2009) used a survey based study to investigate the factors that
influence hotel budgeting and forecasting and showed competitor assessment was one of the top
factors that hotel managers consider. Aznar et al. (2019) created two indices from Smith Travel
Accommodations Report (STAR) and used game theory to predict the price change in
competition between hotel and Airbnb. In a similar attempt, Tran et al. (2016b) extracted two
indices from STAR reports to implement in a game-theoretic framework. They created a game
with two players, the first player a hotelier in Washington, D.C., Virginia, and Maryland, and the
second player a hotelier in Chicago, New York, Los Angeles, and Orlando. The outcome of the
game was to forecast when hoteliers should change their price. However, neither of these studies
provided an exact price point that the price should be changed to, and instead provided two
strategies, either increase or decrease the price.
Some studies have looked at discounting and geographical region. A study of hotel
revenue managers showed that the booking window of 7 days was the most important
determining motive to announce a price drop, followed by competitor’s price and cancellation
policy (Lee, 2016). The same study showed that hotels’ occupancy rates were the least influential
factor in predicting the room rate discount (Lee, 2016). Assaf and Tsionas (2019) used two novel
nonlinear compressed (VARs) to forecast the occupancy rate of hotels that compete within the
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same geographical area. They further improved the model with neural networks and showed that
the new model outperformed all of the traditional models including ARIMA and moving average
(MA). By using behavioral game theory and prospect theory Kuokkanen and Bouchon (2021)
created a theoretical framework to investigate the dynamics between tourism operators.
Comparison of models
Scholars have compared existing models to determine their advantages and
disadvantages. Weatherford et al. (2001) discussed the appropriateness of using aggregated (topdown e.g. national level) and disaggregated (bottom up e.g. individual hotel) forecasting
approach in the hotel industry. Weatherford and Kimes (2003) used 112 datasets from two hotels
to compare exponential smoothing, moving average, linear regression, log regression, additive
pickup model, and multiplicative pickup model). Results showed best model varied based on
property, length of stay and rate category. Simple exponential smoothing was the most robust
model (in 33.3% of the models), followed by additive pickup model (25%), moving average
(15.4%), double exponential smoothing (12.9%), linear regression (10.9%), log regression
(2.1%) and multiplicative pickup model (0.3%). However, the robustness of their study is
limited, as they only used one error term (MAE). Similarly, Chen and Kachani (2007) compared
exponential smoothing, linear regression, and pickup models and found that exponential
smoothing was the best model. Haensel and Koole (2011) used a singular value decomposition
model and showed that it improved the forecast accuracy mean squared error (MSE) by 15%
(compared to Holt-Winters exponential smoothing). Again, only one error term was used.
Various forecasting accuracy measures have been proposed and used in hospitality
literature. For example, Schwartz and Hiemstra (1997) used mean absolute percentage error
(MAPE) and Mean Absolute Deviation (MAD), Schwartz (1998) used Absolute Percentage Error
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(APE), Yuksel (2007) used MAPE, MAD and Mean Squared Deviation (MSD), and Lim and
Chan (2011) used Root Mean Square Error (RMSE). Choice of accuracy measures is critical, as
it can change the final judgment of the best forecasting model.
MSE is the most preferred measure of forecast accuracy according to previous studies.
This measure avoids some of the shortcomings of ME, when negative and positive errors offset
each other. Compared to MAE, MSE is easier to calculate and interpret. On the other hand, MSE
is scale dependent, which makes comparing forecasting methods difficult and it is sensitive to
outliers (Haensel & Koole, 2011). RMSE is one of the most popular forecasting accuracy
measures out there. However, RSME is a scale-dependent measure, only applicable to data sets
that have the same data scales. RMSE is often preferred to MSE as it is on the same scale as the
data. RSME is rated good in terms of sensitivity. RSME is sensitive to outliers (Ellero &
Pellegrini, 2014). Mean Error (ME) is not recommended, as the negative and positive errors
cancel each other out. Moreover, ME does not give much information about the size of the error.
MAE uses the absolute measures and was introduced to address the shortcomings of ME. MAE
is one of the easiest accuracy measures to explain to non-professionals (Weatherford & Kimes,
2003).
Literature provides evidence against Mean Percentage Error (MPE), such as negative and
positive errors offsetting each other and difficulty with time-series that contain zero or the values
are close to zero. MAPE is similar to MAD but unlike MAD, MAPE is dimensionless
(Rajopadhye et al., 2001). MAPE puts a heavier penalty on forecasts that exceed the actual, than
on forecasts that are less. MAPE is the most frequently accuracy measure used in practice. It is
easy to interpret and useful in comparing different forecasting methods. However, it is difficult to
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use MAPE with time-series that contain zero. Since, the percentage errors cannot be calculated
(Koupriouchina et al., 2014).
The most commonly used forecasting accuracy measures are the following:
1) Root Mean Square Error (RMSE)
2) Mean Absolute Percentage Error (MAPE)
3) Mean Square Error (MSE)
4) Mean Absolute Error (MAE)
Table 1 shows the summary of 22 papers that compared the accuracy of various
forecasting methods, along with the error terms that were used and the main findings.
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Table 1 Best methods based on literature

Source
Demand
Pfeifer and Bodily (1990)

Data

Methods compared

Error term(s) used

Best method

8 hotels from a chain in
the United States

MSE

STARMA

Rajopadhye et al. (2001)

58 weeks of daily data
from an anonymous
hotel

STARMA and 8
univariate ARMA
models
Holt-Winters method,
creates a weighted
combined forecast
using both HoltWinters method and
Short-term forecast
error terms:

MAD, MAPE

Weighted combined
forecast using both
Holt-Winters method
and Short-term forecast

Weatherford and Kimes
(2003)

112 datasets from two
hotels

MAE

Simple exponential
smoothing

Chen and Kachani (2007)

12 week of historical
data from Marriott
hotel data

MPE, MAPE, RMSE,
MAD

Simple exponential
smoothing

Yuksel (2007)

149 monthly series of
data

Simple exponential,
additive pickup model,
moving average, double
exponential smoothing,
linear regression, log
regression and
multiplicative pickup
model
Simple exponential
smoothing, linear
regression, and pickup
models
moving average,
exponential smoothing
(simple, Holt’s and
Winter’s) and ARIMA

MAPE, MSD, MAD

Winter’s season add
and Winter’s season
multi
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Haensel and Koole (2011)

Fang and Hsu (2012)

Kulshrestha and Suman
(2017)
(Ampountolas, 2019)
Chattopadhyay and Mitra
(2019)

Anonymous hotels in
three unspecified
regions

Value decomposition
model and showed it
improved accuracy by
15%
Tourist arrivals for a
ARIMA unrestricted
specific hotel in Taiwan vector autoregressive
using monthly data
(VAR) model
from 2000 to 2010.
Singapore inbound
NAR, ANR, ANFIS
monthly tourism data
(neural networks)
Bayesian VAR and
regular VAR
Accommodation
Non-parametric
statistics of the
Multivariate adaptive
Swedish Agency for
regression splines
Economic and Regional (MARS) and linear
Growth and Statistics
regression
from January 2008 to
July 2017

MSE

Value decomposition
model

MAPE

VAR

RMSE and MAE

ANFIS
Bayesian VAR

RMSE, MAE, MAPE

Non-parametric
Multivariate adaptive
regression splines
(MARS)

Assaf and Tsionas (2019)

STR data

Vector Autoregressions
(VAR)
single layer ANN
Gaussian process VAR
Dynamic factor model

MAPE, RMSE

Short horizons, GPVAR
performs well, and
univariate models do
not perform nearly as
well as compression
methods.

Fiori and Foroni (2020)

Real reservation data
from a medium-sized
hotel on Lake
Maggiore (Italy)

Stochastic pickup,
SARMA

Prediction Mean
Square Error (PMSE)

Pickup models
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Wang and Duggasani
(2020)

Actual reservations of
four hotels in the USA

2 LSTM models and
six machine learning
(ML) models (decision
tree, multilayer
perceptron, lasso, linear
regression, random
forest, and ridge)

MAD, RMSE, SMAPE
and MSE

LSTM improved 3%
the best pf the ML
models.

Webb et al. (2020)

Data collected from 4
properties in or around
National Parks in the
United States from
2010 to 2014

neural networks,
additive PU,
multiplicative PU,
linear regression, loglinear regression,
polynomial, curve fit
and curve similarities

MAE, MAPE and MSE

Multi-layer perceptron,
log-regression, and
curve similarity

Historical data on
occupancy in five
Italian hotels

Same day last period
(SDLP), simple
exponential smoothing
(SES), moving average,
weighted moving
average (WMA),
additive pick-up (APU)
and
multiplicative pick-up
(MPU)

MAE, MED-AE, MSE,
MED-SE, MAPE,
MED-APE

pick-up models

Weekly hotel
occupancy
data from Charleston,
South Carolina, USA

ARIMA, EEMD, IMFs

MAPE, RMSE

Modified EEMDARIMA

Occupancy rate
Ellero and Pellegrini
(2014)

Zhang et al. (2018)
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Aliyev and Salehi (2019)

40 months' time series
data

Time-series, clustering,
c-mean, fuzzy time
series. Error terms:

MAPE, RMSE

The fuzzy model with 7
clusters and 4 inputs is
the optimal forecasting
model for hotel
occupancy.

Das et al. (2021)

Market KPI: Capacity,
occupancy, ADR,
RevPAR, and revenue
Data from 97 hotels in
NYC from 2017 to
2018

SARIMAX,
LightGBM, Catboost,
Random Forest,
XGBoost, and Stacked
(Stacking).

MAPE

The LightGBM model

Japanese tourists
arrivals in Hon Kong

Neural network and
traditional models
(linear regression,
naïve, moving average
and exponential
smoothing).
Time-series (autoregressive moving
average (ARMA),
ARIMA, seasonal
ARIMA (SARIMA),
auto-regressive
fractionally integrated
moving average
(ARFIMA) and double
auto-regressive
(ARAR))

MAPE

Neural network

MAPE and RMSE

ARFIMA was the best
model in most
locations, except in
Korea. In Korea
SARIMA was the best
model.

Tourist arrival
Law and Au (1999)

Chu (2009)

Monthly and quarterly
data to forecast tourist
demand in 9 countries
(Hong Kong, Japan,
Korea, Taiwan,
Singapore, Thailand,
the Philippines,
Australia, and New
Zealand).

Room rate
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Zheng et al. (2020)

Al Shehhi and
Karathanasopoulos (2020)

A dataset of 235 Hong
Kong hotel room rates
from mid-October of
2019 to mid-June of
2020
STR data
2800 ADR observations
per city (Dubai,
Kuwait, Muscat,
Manama, and Riyadh)

LSTM and ARIMA,
support vector
regression (SVR), and
Naive models

MAPE and MAAPE

Seasonal autoregressive MAD, MSE, RMSE,
integrated moving
MAPE
average (SARIMA)
model, restricted
Boltzmann machine as
a deep belief network
model, polynomial
smooth support vector
machine model and
adaptive network fuzzy
interference system
(ANFIS)
model.
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LSTM

Mentioned need to
compared time-series
with regression models
ANFIS in all four
locations

Game theory
Rooted in economics, game theory investigates a “game” by focusing on relevant factors.
The term “game” was chosen since this theory is based on a work of Von Neumann on winning a
card game, as well as its close resemblance to parlor games. Von Neumann and Morgenstern
(1953) developed the game theory to explain how people act to uncertain situations to maximize
their benefit. Game theory was a response to the traditional economic methodology that assumes
a single participant without control over external factors, or multiple participants where their
actions do not affect each other’s decisions and outcomes (Schwartz, 1997).
Game theory deals with a situation where two or more players must make decisions and
the outcomes of those decisions will impact all players. Games have different sets of players,
actions, payoffs and information that create the rules of the game (Schwartz, 1997). The outcome
that each player receives depends on the combined decision of all players (Metzler, 2002). A
game in this concept consists of two or more decision-makers (players) who have no control over
external factors that has a result dependent on the actions of the player (Abedian et al., 2021). A
traditional example of game theory concept is “prisoners’ dilemma”, where prisoners are given
the chance to confess or stay silent and face the consequences. John Nash proposed Nash
Equilibrium, and through 4 papers surrounding the same topic he won economics Noble Prize. In
1997, Schwartz shed light on potential of using game theory approaches in hospitality field. In
the recent years game theory has been used in hospitality, however in a limited amount.
The main elements of a game are the players, the set of the rules of the game, and an
outcomes (payoff) in form of reward or punishment. A payoff matrix is often used to illustrate
the dynamics of the game Schuster and Yamaguchi (2010). The player is the decision maker such
as a firm, consumer, hotel or a government, and players have a set of alternative actions to
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choose from. For instance, two hotels that decide the room price based, marketing budget or
special offers (Zimmermann, 2014). For a customer, the set of actions could include booking a
room, waiting for a price drop, or looking for another hotel. The outcome is the payoff each
player receives from a decision (Von Neumann & Morgenstern, 1953). Each player chooses a
decision based on their preferences and expectations to maximize their payoff (profit). The
combination of the players, the set of actions, and the payoff are often called the rules of the
game (Jackson, 2011). Each player has a strategy that predicts their actions, which can change
based on the player observations throughout the game (Schwartz, 1997).
Game theory is based on three fundamental concepts: Best response, dominant strategy,
and Nash Equilibrium. The best response is one that earns a player more benefit compared to the
other player. The dominant strategy is the one that earns the player a higher payoff compared to
the other player, regardless of the other player’s response, and the Nash equilibrium is the
scenario that mutually best benefits the players (Von Neumann & Morgenstern, 1953). Despite
its importance, very few studies have focused on the application of game theory to revenue
management (Grauberger & Kimms, 2014). Moreover, the majority of studies on the topic are
exclusive to monopolies (Zimmermann, 2014).
There are different types of games in game theory such as cooperative/non-cooperative,
zero-sum/non-zero-sum, and simultaneous/Sequential games. Cooperative/non-cooperative: A
cooperative game is when the players are able to form alliances, whereas non-cooperative game
is a game where players are not allowed to form alliances (Jackson, 2011); for instance, if 2
hotels form an alliance and cooperate against another hotel. Zero-sum/non-zero-sum: Zero-sum
games are the win/lose games, which means one player receives the maximum benefit while the
other receives nothing (Schuster & Yamaguchi, 2010). A scenario where 2 hotels (players)
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compete to make a customer book in their hotel is a zero-sum game; one hotel wins the
customer, while the other loses. Games that involve other possible outcomes are non-zero-sum
games. Poker is an example of a non-zero-sum game; players can win the house cut.
Simultaneous/Sequential games: Simultaneous games are those that players can make decision
simultaneously, whereas in sequential games players take turns to take action (Jackson, 2011).
For example, when hotel A sets the room price to $100 and hotel B changes their price to match
that of hotel A, it is a sequential game.
Game theory has been used in a wide range of disciplines such as supply chain
(Nagurney, 2021), marketing (Abedian et al., 2021), economics (Iyer & Dannen, 2018), finance
(Sezer et al., 2020), allocation of resources in telecommunication systems (Díaz et al., 2019),
engineering (Peldschus, 2008), cost allocation (Lemaire, 1984), and safety management (Meng
et al., 2020). In marketing, game-theoretic frameworks have been used in pricing strategy (Aviv
& Pazgal, 2005), channel distribution management (Yan, 2008) and characterizing price and
product relationships (Rao, 2005).
This wide range of applicability of game theory makes it exceptional. Green (2002)
showed the application of game theory in addressing conflicts. Yan (2008) used a game-theoretic
model to find the optimal pricing strategy in multi-channel market structure. Madani and Lund
(2011) created a non-cooperative game-theoretic framework to study multi-criteria decisionmaking problem in water resource management. Game-theoretic deep reinforcement learning
algorithms are often used for financial forecasting (Sezer et al., 2020). In engineering,
Choudhury and Goswami (2012) used a game-theoretic neural network for allocation of
transmission loss. Bilateral players were identified, a simulation of power transaction was
conducted, Shapley value was used to calculate the weights for each player, a neural network
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was designed for allocating the measured loss among the players, and the final neural network
was tested. Their method allocates the transmission losses to operating transactions on the basis
of Shapley value game theoretic approach (Choudhury & Goswami, 2012). In a project
management setting, Cristobal (2012) used a game-theoretic approach by using Shapley value to
allocate benefits and costs among firms involved in a project.
Advantages and application to hospitality
Game theory can contribute to the research in hospitality in two ways. Hospitality
research has borrowed greatly from other disciplines, such as economics, psychology, marketing,
and sociology. Adding game theory to the hospitality research can further strengthen and expand
the theoretical background and contribution of hospitality research (Yuksel, 2007). Second,
hospitality has unique characteristics. The evolution of booking environment and accessibility of
the booking process has provided the travelers the convenience of booking from anywhere at any
time (Martin-Fuentes & Mellinas, 2018). While this flexibility creates an advantage for
customers, for revenue managers it creates a challenge to properly forecast the customer demand
and price the hotel rooms. For example, reservations could accumulate in a nonorthodox fashion
compared to the past; a forecast based on early predictions could lead to
overestimation/underestimation of demand and price (Webb et al., 2020). Game theory could
capture these unique characteristics as well as changes in booking pattern caused by a new
entrant in the market and provide a framework that addresses the gap in literature (Schwartz,
1997). The competitive market structure is a key determining factor in dynamic pricing (Chung,
2000). The research in hospitality on the dynamics between competitors in the same market is
limited. One of the advantages of game theory is that it allows to study competitors in the same
market (Aznar et al., 2019). Game theory gives insight into situations that involves competitors,
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conflict, and coalitions. Hence, it could be used to develop a framework for analyzing decision
making among competitors (Schwartz, 1997). For instance, Smith Travel Accommodations
report (STAR) reports are highly used by managers in lodging industry (Tran et al., 2016b).
STAR reports are often used as a benchmark by hotel managers. However, hotel managers
consider STAR as a reference rather than a strategy model. Scholars have hinted at the
inefficiencies of STAR reports and how game theory could be an answer to adjust the hotel room
prices in a competitive market between hotels and Airbnb (Aznar et al., 2019), and hotels in the
same market (Tran et al., 2016b). Moreover, most of the revenue management models assume
the seller is risk neutral (Bitran & Caldentey, 2003). Game theory could incorporate risk-aversion
and uncertainty in the research framework to make it realistic (Levin et al., 2008).
Another advantage of game theory is that it allows to study competitors in the same
market. The competitive market structure is a key determining factor in dynamic pricing (Chung,
2000). The player strategy can change based on what the player learns during the game. The
evolving nature and adapting the players strategy based on the course of the game, makes neural
network a great model to combine with game theory (Schwartz, 1997).
Game theory can be used for a wide array of areas in hospitality including franchising,
mergers and acquisitions, hotel room rates and optimal pricing, location and product
differentiation, and service quality (Schwartz, 1997). Game theory can be implemented in
dynamic pricing studies in various ways such as price discrimination, stronger/weaker
competitor, price fairness, and inventory controls (Abrate et al., 2019). In the recent years, game
theory has been used in hospitality, however limited. Lim and Shanthikumar (2007) created a
pricing model by using stochastic differential games and used a relative entropy as the constraint
to account for uncertainty. In their model, uncertainty was defined as the difference between the
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base model (nominal probability), and the robust model (two player zero-sum stochastic
differential game). A recent study used game theory and utility maximization theory with
discrete-choice analysis to find the optimal pricing for two resorts (Arenoe et al., 2015). Another
study applied game theory to hotel distribution channel mix (Dolasinski et al., 2019). Also, using
a combination of game theory and prospect theory, Constantino et al. (2016) created a neural
network forecast model of tourism demand. Similarly, Aznar et al. (2019) provided a gametheoretic model to investigate the dynamic between Airbnb and hotels. Their results suggest that
hotel’s response was influenced by its location, density of available apartments in the area, and
the average value of the long-term rental contracts (Aznar et al., 2019).
Game theory and forecasting
Use of game theory in forecasting is legitimate due to two factors. First, Dixit and Skeath
(1999) suggested it when looking ahead to situations where multiple decision makers will
interact strategically. Therefore, one can use game theory to foresee what actions they will take
and what outcomes will result. Second, game Theory is already being used for forecasting in
practical contexts. For example, Decision Insights Inc. that works with Fortune 500 companies
advertise on their website that they use game theory to predict the outcome of political events
that influence business activities (Goodwin, 2002). Another study used stochastic differential
games to achieve optimal pricing policy (Lim & Shanthikumar, 2007).
Game theory is not free from limitations. One of the main disadvantages of gametheoretic models is their complexity (Schwartz, 1997). Game theory models require strong
mathematical skills that may not be built into RMS systems. Finding the Nash equilibrium
becomes strenuous as the number of players and variables in the model increase. Another
disadvantage of game theory models is their strong and sometimes unrealistic assumptions
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(Schwartz, 1997). The assumptions of the models make them inappropriate for real-world
settings. For instance, in a two-player game between two hotels, the model completely ignores
other competitors in the market and external factors that could influence the players’ decisions
(Abrate et al., 2019).
Game theory and machine learning
Despite the initial dispersion between the two fields, recently scholars have shown that
commonalities between these two fields can be exploited to improve them. For instance,
graphical model machine learning algorithms were used to calculate Nash equilibria in large
multi-player games (Kearns et al., 2011). In another example, boosting algorithms were
implemented in zero-sum games (Freund & Schapire, 1997; Rezek et al., 2008). Rezek et al.
(2008) showed that machine learning approaches (specifically Bayesian approach) can be used
within game theoretic frameworks (fictitious play) to improve pay-off of the model.
Game theory has been used to optimize a multi-dimensional function. In this context,
Epelman and Smith (2005) used each player as a variable that act independently to optimize a
global cost function. Similarly, Lee and Wolpert (2004), and Körding and Wolpert (2004) used
players as variables and optimized a global cost function. However, in their approach,
optimization was carried out with respect to joint distributions of the variables chosen by all
players.
Schuster and Yamaguchi (2010) conducted a theoretical investigation on the application
of game theory to neural networks. They apply the dynamics of game theory to a neural network
and illustrate a game-theoretic neural network in which each neuron is a player. Metzler (2002)
argues that players memory operates similar to a neural networks and further illustrates that the
minority game dynamics generate a time-series. Therefore, the two can be combined.
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Uncertainty and risk
Rooted in Latin word “riscus”, risk means to dare (Barz & Waldmann, 2007). Risk
disclosure is “a communication of information concerning firm’s strategies, operations,
characteristics, and other external factors that can impact expected results” (Beretta & Bozzolan,
2004, p. 5). Risk includes uncertainty and its negative consequences. In tourism, risk can be
considered from the perspective of the traveler, tourism destination, or business operators. Risk
can also include real risk, or subjective risk (Levin et al., 2008). Real or absolute risk is the
actual risk in a situation, while subjective perceived risk is a byproduct of traveler perception
about a situation. The tourism industry and tourism demand is known to be influenced by crises
and disasters (Ritchie & Jiang, 2019). Tourism is impacted by various factors such as political
unrest, economic crises, weather conditions, and terrorist attacks. In a recent review of 142
articles from 1960 to 2018 on tourism disaster and crisis planning and management, Ritchie and
Jiang (2019) showed that the majority of the studies lacked conceptual and theoretical
background, and lacked framework testing. Based on their literature review, suggested future
studies could focus on conceptual and theoretical model building and testing and empirical
studies. Moreover, they suggested a shift from macro to micro level in future research endeavors
(Ritchie & Jiang, 2019). Since the financial crisis in 2008, risk management and risk measures
have received extra attention.
Hotel revenue management can be treated similar to revenue management of perishable
commodities; the revenue from a room that is not sold is gone (Chen & Kachani, 2007).
Borrowing from inventory management, there are two approaches to utility; the first approach
focuses on the maximizing the total profit and the second is to maximize the probability of
achieving a certain level of profit (Chen et al., 2007). A study among hotels showed that external
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risks made up 83% of risk disclosures. Strategic risk (with 31%) was the most often reported
type of external factor affecting the hotels. In financial risk, highest risk disclosures were from
foreign exchange, interest rate, and taxation (Waikar et al., 2015).
Uncertainty and unprecedented events and risk-aversion have been limitedly investigated
in revenue management. (Das et al., 2021). Essentially, most of the revenue management models
assume the seller is risk neutral (Bitran & Caldentey, 2003); they aim to maximize the expected
revenue during a certain period without considering the variations in the final revenue level.
Scholars have used different proxies of risk such as standard deviation, range and Value at Risk
(Petříček & Sochůrková, 2015). Among these, Value at Risk is the most commonly used by both
researchers and practitioners (Gönsch & Hassler, 2014). Feng and Xiao (1999) was perhaps the
first study that used variance of sales to calculate the risk in revenue management. Lancaster
(2003) provided strong support for using Value at Risk in a revenue management setting. He
demonstrated the inaccuracy of risk-neutral demand forecasting models.
In a similar study, Gönsch and Hassler (2014) provide a heuristic of optimal conditional
value-at-risk policy. Inclusion of risk might lead to different decisions when deciding between a
price-based and quantity-based revenue model (Koenig & Meissner, 2010). Lai and Ng (2005)
proposed a risk-sensitive revenue management model with risk defined as the mean minus the
average deviation. Mitra and Wang (2005) created a risk-sensitive value function by using three
measures (mean-variance, mean-standard deviation, and mean-conditional Value at Risk). Today,
value at risk is commonly used in revenue management among other disciplines (Gaglianone et
al., 2011; Koenig & Meissner, 2015; Liu, 2005; Wu & Lin, 1999).
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Other scholars have tried to address risk through optimization. Gallego and Van Ryzin
(1994) created a dynamic pricing model that is based on Poisson demand distribution and
continuous price to maximize the expected revenue. However, their model did not offer an exact
solution and instead limits to deterministic heuristics. To address this issue, Feng and Xiao
(1999) expanded the work of Gallego and Van Ryzin (1994) by offering an optimal solution for
two predetermined discrete price levels. They proposed a model with two predetermined prices,
which not only looks at the expected revenue, but they also proposed a function that reflected the
changes in revenue variance when price changes. Nevertheless, their model has major
limitations. First, it is relied on homogenous demand process that is unrealistic; in a real-world
probability distribution of demand changes (Zhao & Zheng, 2000) and particularly when a shock
happens, demand could show unexpected turbulence (Chu, 2009).
Moreover, their model is based on two predetermined discrete price levels, while in
reality hotel room price is a continuous variable. Presented an optimal dynamic pricing with a
simple risk measurement, where risk was simply defined as the probability of revenue falling
behind a certain threshold. Their model can be used for all perishable products. In their model,
demand follows a Poisson distribution. While their model was intriguing, it simply assumes the
same level of importance for all the data points. Furthermore, their model simply ignores the role
of competitors (Levin et al., 2008). Game theory could incorporate risk-aversion and uncertainty
in the research framework to make it realistic (Levin et al., 2008).
Gaps in literature
Examining the trajectory of literature on forecasting in revenue management highlighted
some gaps in the body of literature. The identified areas are lack of forecasting studies on
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competitors in the same market, need for more robust models, and ignoring the impact of
uncertainty and risk. Here, we look at each of these major gaps in literature.
Competitors
Competitive intelligence is the process of gathering and analyzing competitors’
information such as product, price, branding (Prescott, 1995). A competitive environment is
characterized by uncertainty and dynamic changes where knowledge is one of the strongest
assets for organizations to gain competitive advantage. Therefore, it becomes highly important
how organizations collect, analyze and process knowledge to develop solutions and most
importantly how organizations make decisions about the competitive environment. Competitive
intelligence buttresses the steps related to data collection and interpreting the results that could
shape strategic, tactical, and operational solutions (Köseoglu et al., 2019). In hospitality industry,
competitive intelligence research started with environmental scanning, including collection of
data from external environment (Köseoglu et al., 2019). Köseoglu et al. (2021) looked at how
competitive intelligence can improve competitive advantage. In-depth interview of 39 Hong
Kong hoteliers showed the importance of internal customer intelligence to enhance competitive
intelligence (Köseoglu et al., 2021). Competitive intelligence competition was found between
sister properties (Köseoglu et al., 2019). Competitive intelligence can be expensive and timeconsuming, which makes it hard to implements in the lodging industry. Therefore, adopting an
inter-organizational competitive intelligence through open-source information and knowledge
can be beneficial (Köseoglu et al., 2021). Examining the competitors is a big part of game theory.
Therefore, competitive intelligence and game theory could be used to complement one another.
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Need for robust models
Accurate hotel price forecasting is not only essential for the hotel industry to successfully
implement revenue management strategies, but also beneficial to alleviate uncertainty and
formulate the hotel’s present and future strategies (Hall, 2004). Much work done on hotel
forecasting addresses guest arrivals (Zhang et al., 2017), occupancy rate (Ampountolas, 2019;
Assaf & Tsionas, 2019; Bermudez et al., 2009; Chattopadhyay & Mitra, 2019; Koupriouchina et
al., 2014) and number of nights (Constantino et al., 2016; Lacagnina & Provenzano, 2016).
However, limited studies have looked at price forecasting (Oses et al., 2016; Wu et al., 2010).
Despite the advances in the revenue management, many hospitality companies still use
traditional methods such as the same time, last year method (Pereira, 2016). These methods are
heavily reliant on univariate forecasting methods, and hotels often make adjustments to the
forecasted price based on qualitative methods rather than exploring more sophisticated
quantitative pricing models (Ampountolas, 2019). One of the most commonly used forecasting
models in hotel revenue management is ARIMA and its varieties (Al Shehhi &
Karathanasopoulos, 2020; Chen et al., 2008; Fang & Hsu, 2012; Yuksel, 2007; Zhang et al.,
2017). Despite their wide usage, ARIMA based models neglect the complex nonlinear nature of
data; ARIMA models assume the data are stable and ignore the external factors (Zheng et al.,
2020). In reality, hotel industry is vulnerable to external factors such as economic changes,
pandemic, and political unrest (Enz & Canina, 2002; Halbert, 2012; Hao et al., 2020; Japutra &
Situmorang, 2021; Napierała et al., 2020; Zheng et al., 2020). As a result, traditional models such
as ARIMA are not effective in capturing turning points; a sudden drop or increase in data leads to
significant errors in forecasting (Wang et al., 2010).
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In addition, while previous research looks primarily at demand and occupancy rate, they
do not contribute to pricing decisions (Oses et al., 2016; Wu et al., 2010). In the real-world hotel
room price is key determining factor of guests choosing a hotel (Zheng et al., 2020). This study
adds to the on-going research on hotel room price. Moreover, accurate forecasting of room rate
during difficult and highly turbulent times is crucial because inaccuracies can result in negative
economic impact (Aliyev & Salehi, 2019).
Moreover, these models neglect the effect of competitor pricing, and uncertainty
(Martínez-de-Albéniz & Talluri, 2011; Webb & Schwartz, 2017). A large body of literature have
looked at forecasting in the last two decades. Different techniques may perform differently with
different datasets. Table 1 shows the best forecast method in literature. It can be seen that the best
model changes based on the dataset, context, and error terms used. Given the lack of consensus
on the best forecasting techniques, there is need to further examine which models work better
under which circumstances (Zhu et al., 2021).
Given the unprecedented nature of the events in the hospitality industry in the wake of
pandemic, these methods may be inefficient to address the current situation (Chu, 2009).
Scholars have hinted at improving the existing models by using advanced methods. For instance,
machine learning algorithms and artificial neural networks could be used to forecast price (Wang
& Duggasani, 2020; Zheng et al., 2020). Lim and Shanthikumar (2007) used stochastic
differential games to create a pricing model and highlighted the need for robust pricing model
that incorporates machine learning.
Considering that studies focusing on hotel room price are limited, this study seeks to
show how a particular machine learning forecasting model can be applied to average daily room
price. Moreover, the current study addresses this gap by providing a new model and testing its
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robustness compared to similar models out there. In particular, this dissertation compared the
game-theoretic machine learning based model with the none-game theoretic machine learning
model.
Research questions
1)

Do the hotels show significant difference prior COVID-19, and during COVID-19
ADR?

2)

Do the new forecasting models outperform traditional forecasting methods (same
time last year, linear regression, and exponential smoothing)?

3)

Does introduction of the competitors’ ADR improve the accuracy of the new model?

4)

Does the new forecasting model upon introduction of operational risk outperform the
risk neutral model?

Hypotheses
H1: Hotels ADR during the pandemic are lower than the ADR prior to the pandemic.
H2a: A neural network price forecasting model is more accurate than same time last year model
as measured using RMSE, MAPE, MSE, and MAE.
H2b: A neural network price forecasting model is more accurate than moving average model as
measured using RMSE, MAPE, MSE, and MAE.
H2c: A neural network price forecasting model is more accurate than simple exponential
smoothing model as measured using RMSE, MAPE, MSE, and MAE.
H2d: A neural network price forecasting model is more accurate than ARIMA as measured using
RMSE, MAPE, MSE, and MAE.
H3: A game-theoretic LSTM model is more accurate than an LSTM model that ignores the
competitors.
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H4: A risk-induced game-theoretic forecast model is more accurate than a risk neutral neural
network model.
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Model
The model of this study is an LSTM model. LSTM is an artificial recurrent neural
network that is used in the field of deep learning. Unlike standard neural network models, LSTM
model has feedback connections (Wang, 2020). Therefore, LSTM model is often used in voice
recognition and analysis of video (Zheng, 2020). An LSTM unit is composed of a cell, input gate
and output gate, and a forget gate (Yu et al., 2019). Figure 2 shows the architecture of a cell in a
recurrent neural network. !! is the input value and ℎ! is the output value. The difference
between LSTM and recurrent neural network are the input, output, and forget gates. These gates
determine how much of data will be retained or forgotten for the next step of the model. The
input gate receives the predicting variables and determines how much of that will be fed into the
model. This information is later sent to hidden layers that correlate the input with the correct
output. The forget gate is designed to decide whether the information should be kept or forgotten.
This decision is made based on the output of a sigmoid function that assigns a number between 0
and 1 to the input. Any value that is assigned 0 will be forgotten. Finally, the output using a
hyperbolic tangent function determines the final output of the network (Yu et al., 2019). Figure 3
shows LSTM architecture. In this dissertation the input values are historical ADR, supply,
demand, and day of the week of the target hotel, as well as the historical ADR of the 4
competitors of the hotel. Figure 4 represents the schematic dynamic between the variables in the
model.

40

Figure 2 Cell architecture in a recurrent neural network

Figure 3 LSTM architecture
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Figure 4 Neural network model

Summary
This chapter looked at the current body of literature on forecasting in revenue
management. The airline industry was the first to use revenue management and forecasting in
revenue management setting. By the 2000’s researchers looked at alternative solutions to address
the shortcomings of the previous models. Majority of the body of literature on tourism
forecasting is focused on tourist arrivals. In hotels, the majority of the studies looked at hotel
demand and little attention has been given to the price forecasting. Findings on the comparison
of different forecasting methods are inconsistent. While some studies found the new methods
more robust, some found that simple forecasting techniques outperform the complicated ones.
Limited studies have looked at competitors’ impact on price forecasts (Köseoglu et al., 2019).
Moreover, these models neglect the effect of competitor pricing, and uncertainty (Martínez-de42

Albéniz & Talluri, 2011; Webb & Schwartz, 2017). A large body of literature have looked at
forecasting in the last two decades. Different techniques may perform differently with different
datasets. Table 1 shows the best forecast method in literature. It can be seen that the best model
changes based on the dataset, context, and error terms used. Given the lack of consensus on the
best forecasting techniques, there is need to further examine which models work better under
which circumstances (Zhu et al., 2021).
Despite the large body of work on hotel forecasting, these studies focus on addressing
guest arrivals, occupancy rate and number of nights and limited studies have looked at price
forecasting (Oses et al., 2016; Wu et al., 2010). Moreover, many hospitality companies still use
traditional methods such as the same time, last year method (Pereira, 2016). One of the most
commonly used forecasting models in hotel revenue management is ARIMA and its varieties (Al
Shehhi & Karathanasopoulos, 2020; Chen et al., 2008; Fang & Hsu, 2012; Yuksel, 2007; Zhang
et al., 2017). Despite their wide usage, ARIMA based models neglect the complex nonlinear
nature of data; ARIMA models assume the data are stable and ignore the external factors (Zheng
et al., 2020). Literature review further revealed the ignoring the role of competitors in revenue
management forecasting models (Köseoglu et al., 2021). Finally, uncertainty and unprecedented
events and risk-aversion have been limitedly investigated in revenue management. (Das et al.,
2021). Essentially, most of the revenue management models assume the seller is risk neutral
(Bitran & Caldentey, 2003). Current gaps in hotel forecasting models are examining competitors,
inclusion of uncertainty and risk in the models, and need for robust models.
Considering that the number of studies focusing on hotel room price are limited, the
current study seeks to show how a particular machine learning forecasting model can be applied
to average daily room price. Moreover, the current study addresses this gap by providing a new
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model and testing its robustness compared to similar models out there. In particular, this
dissertation compared the game-theoretic machine learning based model with the none-game
theoretic machine learning model.
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Chapter 3 - Methodology
This study aims to create and test a risk induced game-theoretic neural network to
forecast hotel ADR. The models were tested with datasets from 3 hotels that have been labeled as
Upper Midscale based on STR standards, and operate in urban, interstate, and suburban area.
Data for this study was provided by STR, a leading hospitality marketing company which
consolidates all of the daily hotel data from hotels in the United States. Data consisted of key
daily operation performance indicators (KPIs): daily occupancy rate, ADR, supply, demand, and
RevPAR. This study tested traditional methods, time-series, and neural network forecasting
models to forecast the hotel price from 2018 to 2020, which covers both prior to and during
COVID-19 outbreak. The following forecasting models were used: Same time last year, moving
average, exponential smoothing, ARIMA, and neural networks. Value at Risk was introduced
into the models by estimation of historical values of RevPAR. To determine which forecasting
method is more accurate, multiple error measures were used.
Models
Same time last year
Same time last year, also known as same day last year, as the name implies, is a simple
forecasting method that forecasts the future hotel room price based on the price of the same room
on the same day, last year. This method is highly unreliable, as it completely ignores the impact
of all other internal and external factors (Weatherford & Kimes, 2003). This method simply
ignores any underlying casual relationships between variables (Chen et al., 2008). This method
particularly does not respond well to sudden changes and rapid fluctuations (Law & Au, 1999;
Zheng et al., 2020). Nonetheless, it is still used due to its simplicity (Pereira, 2016).
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Simple exponential smoothing
Simple exponential smoothing is a time series forecasting method. This method uses a
smoothing factor (#) between 0 and 1, where # controls the rate that the influence of the
previous observation on the forecast decreases exponentially. In the current study, the model
creates the forecast for day i on both measured ADR and forecast ADR that is previously
generated from the weekday $# for one week before. The model combines the two measures
through a linear combination as follows. The formula can be adjusted based on the forecast
horizon to make it shorter or longer than one week (Ellero & Pellegrini, 2014).
%('())# = #'()#$% + (1 − #)%('())#$%
Where 0 < # < 1.
Moving average
The moving average method simply calculates the average of the last 1 periods of ADR
and uses it as forecast into the future. In this method, 1 is determined by the forecast horizon
(Ellero & Pellegrini, 2014). Say, the forecast horizon is 1 week, then 1 = 7. In this situation, the
model uses the average of the last 7 data points to create the forecast of the next period. The
model can be adjusted based on the forecast horizon to make it shorter (e.g., 2 days) or longer
(e.g., 1 month) (Ellero & Pellegrini, 2014).
1 '
%# = 3 '()#$%&
7 &()

ARIMA
ARIMA is one of the most common methods of analyzing time-series data (Zheng et al.,
2016). An ARIMA model is generally shown as ARIMA(p, d, q), where p, d and q are auto
regressive, integrated and moving average orders of the model, respectively. Model fitting
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consists of 3 steps: Model identification, parameter estimation and model validation (Yuksel,
2007).
Previously, regression model has been combined with ARIMA to create better prediction.
When using regression model, errors often have a time-series structure. This violates the
assumptions of regression. Therefore, if left untreated, the estimates of the coefficients and their
standard errors will inaccurate (Mohamed, 2020). Using an ARIMA, structure it is possible to
adjust the errors. The regression part forecasts the variable using the predictors like a regression,
whereas the ARIMA on residuals addresses the autocorrelation between residuals (Mohamed,
2020).
In this dissertation, ARIMA and regression with ARIMA on residuals were tested. For the
ARIMA model, the best model was chosen using auto.arima function in R. As for regression
model, first a linear regression model was tested. Next, and ARIMA model was fitted on the
residuals to remove the autocorrelation issue. For the validation purposes, Box-Ljung test was
used in both methods (Zheng et al., 2016).
LSTM (Long-term short-term memory)
Neural networks can be divided into feed forward and recurrent networks. In the feed
forward model, information moves in only one direction, whereas in the recurrent architecture
information flow is bidirectional. Multi-layer perceptron (MLP) is the most common type of feed
forward neural networks. Weatherford et al (2003) used neural network forecasting, and by
looking at MAPE, showed it was slightly better than traditional methods such as linear
regression, exponential smoothing and moving average. Viswanathan (1999) looked at various
models including neural networks, adaptive models and principal component analysis, and
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concluded that the future of airline revenue management relies on multivariate regressions,
passenger choice models and neural networks.
Deep learning is a type of artificial neural networks that consists of multiple processing
layers and enables high-level abstraction to model data (Sezer et al., 2020). Deep learning
algorithms are more robust than simple neural networks as they are better at extracting the good
features of data through an automatic learning process (Sezer et al., 2020). Deep learning models
have been widely used for voice and face recognition, image, speech and voice reconstruction,
sentiment analysis, language translation, and financial analysis (Sezer et al., 2020). There are
different types of deep learning models such as deep Multilayer Perceptron, Recurrent Neural
Networks, and deep neural networks, and Long-term short-term memory (LSTM) (Sezer et al.,
2020).
LSTM is a type of recurrent neural networks where the network recognizes and
differentiates between short-term and long-term memories (Sezer et al., 2020). LSTM is mostly
used with time-series data (Sezer et al., 2020). LSTM is the preferred choice of deep learning
developers for tracking challenging problems such as predictive analysis, financial time-series
analysis, and sentiment analysis (Sezer et al., 2020). LSTM is in particular helpful in recognizing
data patterns and useful in forecasting with data with structural breaks over time (Zhu et al.,
2021). While the accuracy of machine learning algorithms is highly reliant on the quality and
size of data, statistical models are sensitive to the parameter assumptions, systematic bias and
violations (Zhu et al., 2021). Some scholars recommend in favor of machine learning algorithms
and in particular deep learning algorithms such as LSTM models, compared to time-series
models (Wang & Duggasani, 2020; Zheng et al., 2020; Zhu et al., 2021). One of the main
differences between machine learning algorithms and statistical models is their underlying
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conditions. Time-series and classic statistical models are reliant on statistical prerequisites (such
as normality, homoscedasticity), which is hard to achieve. Machine learning algorithms on the
other hand hardly need to meet any assumptions and therefore are easier to implement on
datasets that do not meet the requirements of the time-series models (Zhu et al., 2021).
The evolution of booking environment and accessibility of the booking process has
provided the travelers the convenience of booking from anywhere at any time (Martin-Fuentes &
Mellinas, 2018). While this flexibility creates an advantage for customers, for revenue managers
it creates a challenge to properly forecast the customer demand and price the hotel rooms. For
example, reservations could accumulate in a nonorthodox fashion compared to the past; forecast
based on early predictions could lead to overestimation/underestimation of demand and price
(Webb et al., 2020). Machine learning algorithms and in particular LSTM could address this
issue by assigning the appropriate weights to data based on its chronological order. In this
method, data that happened at a farther point the past would be assigned a lesser weight
compared to the more recent data (Zhu et al., 2021). Moreover, LSTM model has been shown to
be more effective in times of uncertainty. In a recent study, it was shown that LSTM model
outperformed time-series models in forecasting hotel price in Hong Kong during political unrest
between 2019 and 2020 (Zheng et al., 2020).
In this dissertation, 3 LSTM models will be tested. LSTM model 1 that relied on ADR to
forecast ADR, LSTM model 2 that used ADR, supply, demand, and day of the week to generate
the forecast, and finally LSTM model 3 that used all the predictors of LSTM model 2 plus ADR
of 4 competitors of the same size and scale to predict ADR values. It should be added that all the
traditional and LSTM models were later used to generate 6-month forecast.
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Table 2 Model definitions
Model
Same time last year, also
known as same day, last year

Definition
Forecasts the future hotel
room price based on the
price of the same room on
the same day, last year. This
method is highly unreliable,
as it completely ignores the
impact of all other internal
and external factors.
This model bases the
forecast for day i on both
measured ADR and forecast
ADR that is previously
generated from the weekday
!! for one week before.

Moving average

The weighted moving
average

Formula

"($%&)! = )$%&!"#
+ (1 − ))"($%&)!"#
Where 0 < ) < 1.

The moving average model
Say, the forecast horizon is 1
projects the last / records of week, then / = 1.
%
1
ADR into the future, where
"! = 0 $%&!"#$
/ is determined by the
/
$&'
forecast horizon.
%
1
It is based on / and 1$ .
"! = 0 1$ $%&!"#$
Where / is determined by
/
$&'
the forecast horizon. Say, the
With:
%
forecast horizon is 1 week,
0 1$ = /
then / = 1. 1$ is the weight
$&'
assigned to the observation
happened 2 weeks in
advance.
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Source
Weatherford and Kimes
(2003)

Ellero and Pellegrini
(2014)

Ellero and Pellegrini
(2014)

Ellero and Pellegrini
(2014)

ARIMA models

A statistical model that uses
time-series data to either
better understand the data or
to predict the future.

Neural networks

A series of algorithms
modeled based on the
human brain and nervous
system.

An ARIMA model is generally shown
as ARIMA(p, d, q), where p, d and q
are auto regressive, integrated and
moving average parts of the model,
respectively.

Yuksel (2007)

Sezer et al. (2020)
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Comparison between different techniques
Findings on the comparison of different forecasting methods are inconsistent. While
some studies found the new methods more robust, some found simple forecasting techniques
outperform the complicated ones. For instance, Makridakis and Hibon (2000) showed support for
simple exponential smoothing and (Weatherford & Kimes, 2003) showed exponential smoothing
as the most robust method compared to moving average, linear regression, log regression,
additive pickup model, and multiplicative pickup model of room occupancy forecast. In a similar
study, Burger et al. (2001) compared the tourism demand forecast models and showed moving
average and exponential smoothing achieve reliable results for short-term forecast. Also, Chen
and Kachani (2007) showed that exponential smoothing as the best performing model to forecast
hotel room demand. Wickham (1995) tested the accuracy of several forecasting methods and
found that in general pick-up-based forecasting methods were more accurate compared to simple
averages and weighted averages.
Game theory and Shapley value
Shapley (1953) introduced a mathematical approach to estimate the expected marginal
contribution of a covariate in a model. Shapley value is a solution concept in game theory that
involves distributing the gains and costs to players in a coalition (Choudhury & Goswami, 2012).
To compare the Shapley values, one should first fit a model including the covariate i, and another
model without the covariate. The difference between two models’ prediction of the model main
variable of interest x, is the marginal contribution of that covariate. In case of more than one
covariate, the main model without the covariate were compared to all the variation of all the
possible subsets of covariates. The final covariate contribution is the weighted average of all
marginal contributions.
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However, one can see that such model becomes cumbersome. Therefore, Lundberg and
Lee (2017) proposed a more efficient variation of Shapley value by using sampling
approximation and approximating the effect of removing covariates from the model. In a similar
attempt, Stier et al. (2018) used the Shapley value to separate the relevant from irrelevant
neurons of a neural network. In their study, a coalitional game between neurons in the neural
network was created (neurons form coalitions), and the Shapley value was calculated using the
average contribution of each neuron to the coalition. They further showed that the for final model
(following removing the neurons with low contribution), the neural network was significantly
improved Stier et al. (2018). This study follows the Stier et al. (2018) guideline, and each
predictor forms a neuron. The importance of each neuron then was estimated using Shapley
value.
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Operational risk
In corporate finance, risk management is measurement, monitoring, and management of
financial or operational risk of a company. A risk measure is a functional mapping the loss (or
profit) distribution to the real number. If X has a random distribution, and H is the risk measure
function, then
H:X->R
In accounting and finance, risk measures were first introduced to measure the premium
needed to charge for the risk for a product or service. In this way, risk is measured in various
ways, such as the expected value, standard deviation, variance, and more recently Value at Risk.
In the expected value approach, risk measure simply is:
ℋ(#) = (1 + ()Ε[# ]

-./ 0.12 ( > 0

In the standard deviation approach, risk measure is:
ℋ(#) = Ε[#] + (5V[#]

-./ 0.12 ( > 0

Where, V[#] is the variance of the loss (profit) random variable.
In the variance approach, risk measure is:
ℋ(#) = Ε[#] + (V[# ]

-./ 0.12 ( > 0

And finally, in the Value at Risk approach for a probability level 7, the VaR of a random
variable X is defined as the minus 7-quantile of X:
89:(#) = −<! (#) = −inf {/|B(# ≤ /) ≥ 7}
The current study incorporates the VAR approach, where X is ADR. Using each data set
Value at Risk of RevPAR was estimated and introduced to the model. Similarly, using the Value
at Risk approach, the z-quantile of RevPARs was calculated, and used a neuron in the riskinduced model.
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The advantage of using Value at Risk is it is a very well-known and established risk
measures (Koenig & Meissner, 2015). Moreover, Value at Risk return a single number, which
can be easily interpreted by practitioners (Lancaster, 2003). Other risk sensitive approaches often
require an interpretation of an uncommon parameter to adjust the desired level of risk preference
(Koenig & Meissner, 2015). Value at Risk have been widely used by analysts and researchers
alike. This enables managers to choose the appropriate risk level. Moreover, Value at Risk has
been proven to be a good measure for risk awareness of operations (Lancaster, 2003)
Data
The models were tested with datasets from 3 hotels in the United States that have been
labeled as Upper Midscale based on STR standards and operate in 3 locations (urban, interstate
and suburb). Each hotel was from one location: urban, interstate, and suburban. Data consisted of
KPIs (daily occupancy rate, ADR, supply, demand, and RevPAR) from January 1, 2018 until
August 31, 2021. Data was obtained through STR, the leading company in hotel performance
data. Daily occupancy rate is defined as the percentage number of rooms sold compared to the
total number of rooms available (Schmidgall, 2002, p. 253). ADR referred to average rate per
room or the daily mean of the revenue divided by the number of rooms sold (Schmidgall, 2002,
p. 254). RevPAR was calculated by dividing the revenue by the total number of rooms available
in a given (Enz et al., 2001, p. 21). Supply referred to the number of rooms available on a given
day and finally demand was defined as the number or rooms sold on a given day (Schmidgall,
2002). Moreover, Value at Risk was added to the models to address the volatile times of COVID19. The period prior to March 11, 2020 (the date that WHO declared COVID-19 a pandemic)
was referred to as pre-pandemic (Cucinotta & Vanelli, 2020), and after March 2020 as during the
pandemic. Data analysis was done in R and MATLAB.
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Data analysis and robustness test
R and MATLAB were used to analyze the data. R was used to run the traditional models,
whereas MATLAB was used to test the LSTM models. 80% of dataset was used for in-sample
estimation (training data set) and the remainder of the sample was used for out-of-sample
(validation) forecasting purposes. For traditional methods, training and test data were chosen in a
chronological order; the last 20% of data was used for testing the models. This is following the
previous literature and a common approach in time-series models (Qin et al., 2021; Zhang et al.,
2017; Zheng, 2014; Zheng et al., 2016).As for LSTM models, training and dataset were chosen
randomly. However, the subsets were selected in a way that both pre and during COVID-19 be
represented equally based on average weight. This follows the previous studies and the common
method in machine learning models (Wang & Duggasani, 2020; Zheng et al., 2020). Data from
hotels in the same market was used to generate prices for an average room using the model from
this dissertation, and by using traditional pricing models such as moving average, exponential
smoothing, and ARIMA using forecast package in R. Operating ratios (Average daily rate
(ADR), occupancy rate and average revenue per available room (RevPAR) are commonly used
in hospitality to measure firm’s financial performance (Bhamornsathit & Katawandee, 2016).
Following the Fildes and Ord (2002) and Koupriouchina et al. (2014) guideline, this
dissertation evaluates the models’ efficiency by comparing multiple error statistics such as mean
absolute error (MAE), mean absolute percentage error (MAPE), root mean square error (RMSE),
and mean squared error (MSE), in order to capture the characteristics of the error distribution.
Mean error (ME) and mean percentage error (MPE) were excluded as the positive errors are
canceled out by negative errors (Chu, 2009), which means these measures are often close to zero.
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Following Lewis (1982) guideline the error statistics of a highly accurate forecasting model is
below the 10% threshold (Chu, 2009). However, many studies reported forecasting models with
far higher error statistics (Brannas et al., 2002; Ellero & Pellegrini, 2014; Law & Au, 1999).
There is no single approach for robustness test of neural network models. Therefore, in
addition to the minimized error, this study follows the Anders and Korn (1999) guideline by
using a k-fold cross validation. The estimation allows each observation to take part in both of the
training and validation sets (Webb et al., 2020). The value of k to be fixed to 10 has been found
to generally result in low bias (Anguita et al., 2012). To validate the forecasting performance of
different models, the data sample was split into two sub-samples: training and test data.
However, the way in which the data sample is divided or how the data were trained can influence
the model’s performance. Therefore, the evaluation of each model was executed through a 10repeated-validation technique where the test data set was conducted 10 times to ensure the
robustness of the models. In this way, how well these models performed could be evaluated
before forecasts were generated on the unknown values of the series (Webb et al., 2020).
Summary
This chapter looked at the methodology of the current study. This study aims to create
and test a game-theoretic risk induced price forecasting model. This study tested traditional
methods, time-series, and neural network forecasting models to forecast the hotel price prior to
and during COVID-19 outbreak. 3 LSTM models were created and tested to forecast ADR for 3
Upper Midscale hotels in the United States. LSTM model 1 generated ADR forecast by using
historical ADR, LSTM model 2 used ADR, supply, demand, and day of the week to generate the
forecast, and finally LSTM model 3 that used all the predictors of LSTM model 2 as well as
ADR of 4 competitors of the same size and scale to predict ADR values. Next, Shapley values
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were calculated for each of the competitor-based LSTM models to calculate the contribution of
each neuron to the forecast. Finally, Value at Risk was estimated using historical data and was
introduced into the models. The models were tested with three different sets of data. Data
consists of datasets from an urban, an interstate and a suburban Upper Midscale hotel. This
allows to test the applicability of the models to different markets. To determine which forecasting
is the best fit, multiple error measures were used to compare the accuracy of models. Finally,
LSTM models were tested for robustness using repeated validation.
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Chapter 4 - Results

Datasets
The models were tested with data from 3 Upper Midscale hotels based on STR standards,
one in urban area, one in suburbs and one in interstate and had 150 or more rooms. Data
consisted of KPIs from January 1, 2018 until August 31, 2021. Data was obtained through STR,
the leading company in hotel performance data. Due to anonymous data, properties were labelled
property A, B, and C. Data sets contained daily operating metrics; ADR, Occupancy rate,
RevPAR, supply, and demand, which are commonly used in hospitality to measure firm’s
financial performance. ADR was defined as average rate per room (Schmidgall, 2002). Daily
occupancy rate was calculated by the percentage of rooms sold divided by the total number of
room available (Schmidgall, 2002). RevPAR was defined by revenue divided by the total number
of rooms (Enz et al., 2001, p. 21). Supply referred to the number of rooms available on a given
day and finally demand referred to the number of rooms sold on a given day (Schmidgall, 2002).
The period prior to March 11, 2020 (the date that WHO declared COVID-19 a pandemic)
was referred to as pre-pandemic (Cucinotta & Vanelli, 2020), and after March 2020 as during the
pandemic. The target variable was ADR and R, and MATLAB were used to analyze the data.
80% of dataset was used for in-sample estimation (training data set) and the remainder of the
sample was used for out-of-sample (validation) forecasting purposes. Datasets were used to
generate ADR using the model from this dissertation, and by using traditional pricing models
such as naïve, moving average, exponential smoothing, and ARIMA.
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Data preparation
The first step was cleaning the data, also called scrubbing. Data cleaning involves
detecting and removing errors in dataset such as for missing values, miss-spelling, misfielded
values, contracting records, anomalies, and outliers (Rahm & Do, 2000). Outliers usually refer to
the bookings or room rates which are either much larger or smaller than the majority of
counterparts (Wang & Duggasani, 2020). Outliers were checked both manually and using
Mahala Nobis test. No issues were found with outliers and there was no missing data.
Descriptive analysis
The differences in the ADR before and after 2020 were large, exhibiting great
fluctuations. This revealed that room rates for all 3 hotels were extremely volatile during the
pandemic. The continuous deterioration of the pandemic and aggravation of economic conditions
could explain the apparent fluctuation of average daily room rate during the pandemic. These
two external factors forced revenue managers to adjust their room rate every day according to the
market situation to reduce the risk of income disorder or even bankruptcy of the hotel industry.
Nonetheless, from mid 2020, the fluctuation tended to stabilize, and ADR partially returns to prepandemic levels in property A and B. This may have been due to the gradual improvement of the
situation and getting closer to the announcement of vaccine in America. The U.S. government
controlled of the pandemic, and travel increased. However, as can be seen the ADRs were not
fully recovered and were still below the prior to pandemic prices.
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Table 3 Descriptive analysis of property A, B and C

Property A
ADR
Demand
Supply
RevPAR
Property B
ADR
Demand
Supply
RevPAR
Property C
ADR
Demand
Supply
RevPAR

(n=970)
Mean
99.14
65.46
96.00
68.80
(n=972)
Mean
97.47
86.69
134.31
66.50
(n=972)
Mean
113.79
56.50
82.00
81.73

St. dv.
12.12
17.97
0
24.49

Min
66.9
16.00
96.00
14.27

Max
168.52
97.00
96.00
130.83

St. dv.
34.19
46.16
43.05
43.09

Min
6.75
1.00
51.00
0.17

Max
726.72
304.00
304.00
445.99

St. dv.
25.13
20.74
0.00
41.48

Min
45.70
3.00
82.00
2.76

Max
315.74
84.00
82.00
315.74

Plot of ADR and demand against time
Next, the target variable ADR and demand were plotted against date. The graph is
colored in a way that pre COVID-19 period is in orange and during COVID-19 is blue. These
graphs help us to quickly check if ADR shows a big diversion before and during covid. As can be
seen, ADR and demand drop significantly after COVID-19 started in March of 2020 for all 3
properties. In property A demand gradually increased after April 2020. While in property B this
increase happened later in May 2020. As for property C, demand gradually increased after June
2020. It should be noted that property An experienced the least reduction in demand, while
properties B and C were severely affected.
As for ADR, property A was the least affected by the pandemic; throughout the pandemic
this property experienced some fluctuations in ADR, but these fluctuations are similar to the
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period before the pandemic. On the other hand, hotel B and hotel C experienced significant drop
in ADR after pandemic started. Among them, property B experienced the most significant
reduction in ADR. In fact, prior to the pandemic average ADR of property B was $256.40
compared to $98 after the pandemic started. Property B and C saw an increase in ADR after
April, nevertheless for both of these hotels after an increase of ADR, ADR remains constant (and
far below the ADR levels of the year before) for the rest of 2020. To further investigate the ADR
of the hotels in the dataset average ADR of 100 hotels in the United States was plotted for 2018
to 2020 (Figure 6). The 3 hotels in the current study were derived from this database. Overall,
looking at the graph of each of the 3 properties and the graph of 100 hotels in the United Stated,
hypothesis A, which stated that the ADR levels after the pandemic were lower than before the
pandemic was supported.
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Figure 5 Plot of Demand vs time for property A

Figure 6 Plot of Demand vs time for property
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Figure 7 Plot of Demand vs time for property C

Figure 8 ADR of the hotels (2018-2020)
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ARIMA
Auto-regressive integrated moving average (ARIMA), one of the most common methods
of analyzing time-series data, is a generalization of ARMA model. An ARIMA model is
generally shown as ARIMA (p, d, q), where p, d and q are auto regressive, integrated and moving
average parts of the model, respectively (Yuksel, 2007).
Depending on the statistical software being used, one might need to create dummy
variables or not. Dummy variable is a variable that only take value of 0 or 1. Dummy variables
are used to indicate the presence and absence of some categorical effect that could influence the
outcome. Dummy variables are frequently used in time-series analysis (Suits, 1957). Here, 6
dummy variables were created to address 7 days of the week (0 and 1 for each of the independent
variable day of the week), where 0 indicates absence of that event and 1 indicates the presence of
the event.
The auto ARIMA function in R that uses a variation of the Hyndman and Khandakar
(2008) algorithm was used for this analysis. This method combines unit root tests and minimizes
the AICc and MLE to obtain the ARIMA model. The algorithm works in the following format:
1. Number of differences is calculated using repeated KPSS tests.
2. The values of p and q are chosen in a way that minimizes the AICc after differencing
the data d times. This algorithm uses a stepwise search to traverse the model space.
Then 4 initial models are fit, and the best model is set to be the “current model”.
3. The algorithm tests the variations of the current model by varying p and q by ±1.
Steps 2 and 3 are repeated until no lower AICc can be found (Hyndman &
Khandakar, 2008).
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For the validation of the model, Box-Ljung test was used (Zheng et al., 2016). Figures 7–
10 show the results of the ARIMA models for properties A, B and C. It can be seen that
ARIMA(1,1,1), ARIMA(2,1,1) and ARIMA(0,1,2) were fit to properties A to C, respectively, It
can be seen that the ARIMA models were no able to remove the autocorrelation between the
residuals, and residuals do not behave like white noise. Moreover, the Box-Ljung test on
residuals rejected the null hypothesis that the model does not show a lack of fit. Therefore, it was
concluded that the model showed a lack of fit for all three properties.

Figure 9 Residual plots for the ARIMA(1,1,1) model property A
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Figure 10 Residual plots for the ARIMA(2,1,1) model property B

Figure 11 Residual plots for the ARIMA(0,1,2) model property C
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Table 4 The errors of the ARIMA models for each property

Error (ARIMA)
RMSE
MAPE
MSE
MAE

Property A
7.670
4.611
58.812
4.630

Property B
18.473
9.991
341.257
10.521

Property C
37.671
13.716
1419.088
26.741

Regression with ARIMA on residuals
Given the inability of the ARIMA model to successfully pass the Box-Ljung test, a follow
up method a combination of regression and ARIMA was used. In this method, first a linear
regression model is fit into the data. Next an ARIMA model is fit to the residuals of the model.
The reason behind this is that the errors are autocorrelated and the ARIMA function neutralizes
the autocorrelation of the residuals and removes the trend.
Linear regression model
In this step the following regression model was fitted into the data:
G" = H# +H$ (I219JI) + H% (0KLLMN) + H& (O.PQI) + H' (I9N .- Rℎ2 T22U) + V
The assumptions of regression were checked, and data showed a linear trend. The
independent variables did not show high correlation. All the VIFs were less than 5, which
indicates no multicollinearity. However as expected the residuals were highly correlated. To
address this issue the auto-correlation function (ACF) and partial auto-correlation function
(PACF) were plotted for the residuals from the model. ACF is a complete auto-correlation
function, whereas PACF is a partial auto-correlation function. The ACF of residuals plot comes
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with a confidence band, which shows how well the present value of the time-series the data are
related to its past values (lags). ACF is called complete auto-correlation function, since it
considers all elements of seasonality, trend, cyclic and residual. Compared to ACF, PACF finds
the correlation between residuals (effect that remains after removing the effect explained by the
earlier lags) with the next lag value. It is called partial since it removes the effects that have
already been found before examining the next lag value. ARIMA model (p, d, q) can be
determined from the plots. Where, p is the lag value after which PACF plot crosses the upper
confidence interval for the first time. Also, q is the lag after which ACF plot crosses the upper
confidence interval for the first time. In the base model d=0, which is the integrated part of the
model (Chatfield & Xing, 2019).
Graphs below show the AVF and PACF of CRS-spline residuals for property A, B, and C.
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Figure 12 PACF of CRS-spline residuals for property A
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Figure 13 PACF of CRS-spline residuals for property B
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Figure 14 PACF of CRS-spline residuals for property C

Looking at the ACF and PACF of CRS-Spline residuals for property A hints to an ARIMA model
of (3,1,3). For property B, an ARIMA model of (5,1,1) seems appropriate. Finally, for property
C, an ARIMA model of (2,0,1) was chosen.
In the next step, the ARIMA models were fit on residuals. The ARIMA models were
significant with p-value<.001 for all three properties. The regression model with the adjusted
residuals (fitted into the ARIMA) was tested. The ARIMA model from this step is the final
model used for forecasting. In order to check whether the autocorrelation of the residuals has
been removed, ACF of the residuals from the final ARIMA model was plotted. Here, it can be
seen that the autocorrelation has been removed.
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Figure 15 ACF after ARIMA property A
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Figure 16 ACF after ARIMA property B
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Figure 17 ACF after ARIMA property C

Box-Ljung test on residuals from the ARIMA model
This step is to statistically test whether the autocorrelation between residuals has been removed.
The Box-Ljung test is the common test most often used (Zheng et al., 2016). The ACF graph of
the final model shows that residuals do not cross the confidence intervals for properties A, B, and
C. Our observation is further confirmed by the outcome of the Box-Ljung (test should not be
significant, meaning p-value should be higher than 0.05). Box-Ljung test was not significant for
all three properties. Below, you can see the graphs for ACF and Box-Ljung p-values for the final
ARIMA model residuals for properties A, B, and C. Table 5, shows the errors of the ARIMA
models for each property. A look at Figures 18 - 20 shows that autocorrelation of the residuals
has been removed for property A and B, and has mostly been removed for property C.

75

Figure 18 Box Ljung test results property A
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Figure 19 Box Ljung test results property B
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Figure 20 Box Ljung test results property C

Table 5 The errors of the regression with ARIMA residuals models for each property

Error (ARIMA)
RMSE
MAPE
MSE
MAE

Property A
9.816
350.248
96.361
7.21509

Property B
21.012
365.955
441.497
14.063

Property C
17.759
604.129
315.370
11.328

Moving average
Simple moving average is simply an average of previous n data points in a time series. In
simple moving average, each data point is equally weighted. For this dissertation, following the
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common practice in hotel forecasting literature n was 7, which means average of the past 7
observations were used to calculate the forecast. This is due to the fact that many hotels look at
the data from the past week to determine the prices for the next week. The graph shows ADR
predictions from 3 datasets. Table 6 shows the errors of the moving average models for each
property.

Figure 21 Property A: Moving average forecast
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Figure 22 Property B: Moving average forecast
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Figure 23 Property C: Moving average forecast

Table 6 The errors of the moving average models for each property

Error (Moving
average)
RMSE
MAPE
MSE
MAE

Property A

Property B

Property C

8.182
5.030
66.947
5.055

44.914
16.127
2017.259
33.293

19.900
9.907
396.012
11.688
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Exponential smoothing
An exponential smoothing model was generated using the data from each property. This
model based the forecast for day i on both measured ADR and forecast ADR that is previously
generated from one week before. The model combined the two measures through a linear
combination as follows:
-(WX:)( = (WX:()* + (1 + ()-(WX:)()*
Where 0 < ( < 1.
The forecast -(WX:)(+$ is based on weighting the most recent observation WX:( with a
weight ( and weighting the most recent forecast -(WX:)( with a weight of 1 − (. To start the
algorithm an initial forecast, an actual value and smoothing constant are required. Algorithm
works as following:
1. Set the first estimate to equal to the first observation.
2. Use the average of the first 7 observations for the initial value of the smoothed value.
3. Run the model in order to minimize sum of squared errors (SSE):
%
ZZ[ = ∑-".$(WX:" − WX:^
"|")$ )2 = ∑.$ 2"

Where, 2"% is squared residual for each time period t=1,…, T.
To run the algorithm, the initial forecast is set to January 8, 2018, where actual values
start on January 1, 2018. The first estimate equal to the first observation on January 1, 2018.
Thus, G$^
= G$ . Then, the average of the first 7 observations was used for the initial smoothed
value. The calculation of alpha was chosen in a way to minimize the mean of square errors. This
follows the standard approach using sum of squared errors (SSE) as appropriate error measure to
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choose the smoothing constant (Ostertagová & Ostertag, 2011). The unknown parameters and the
initial values for any exponential smoothing method can be estimated by minimizing the SSE.
Therefore, alpha is calculated in a way that minimizes SSE.
The algorithm chooses the smoothed constant value between zero and one in a way that
minimizes SSE for each property. Therefore, alpha was (0.002) for property A, (0.575) for
property B and (0.001) for property C. This follows the recommendation that smaller values of
alpha lead to more stable and smoothed random variation (Ostertagová & Ostertag, 2011). Table
7 shows the errors of the moving average models for each property.

Figure 24 Property A: Exponential smoothing forecast
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Table 7 The errors of the moving average models for each property

Error (Exponential
smoothing)
RMSE
MAPE
MSE
MAE

Property A

Property B

Property C

7.537
4.422
9945.549
4.468

37.038
13.290
1908.156
26.182

18.265
8.801
13608.870
10.414

Figure 25 Property B: Exponential smoothing forecast
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Figure 26 Property C: Exponential smoothing forecast

LSTM models
Data preparation
For the neural network models, in addition to checking for outliers and missing values,
neural network models require data to be transformed and normalized. Data was transformed into
a supervised learning problem by organizing the dataset into input and output patterns, in a way
that the ADR of the previous day is used to predict the ADR of the current day. Moreover, to
meet the scale requirements for activations functions in LSTM models, data was normalized to
values between 0 and 1. The forecasted bookings were easily converted into their original scale
to plot the predictions (Wang & Duggasani, 2020).

85

In the next step, an LSTM neural network model was tested for the whole period using 3
Upper Midscale hotels in each from one location (urban, interstate and suburb). In the first
model, ADR was predicted using historical ADR data. In the second model, ADR was predicted
by using historical data from ADR, occupancy, day of the week, supply, and demand. Finally, an
LSTM model was tested with using the aforementioned variables in model 2, along with ADR of
4 competitors with the same size and location identifier.
For each data set, two samples of data (estimation and validation) were drawn with
respect to a date that is randomly selected. The estimation sample was used to train the models,
where the estimation sample was used to test the models. For all 3 hotels, a subset of 80%, and
20% was used for estimation and validation, respectively. Table below shows the size of the two
samples for each hotel.

Table 8 Sample size of three hotels

Property A (n=970)

Property B (n=972)

Property C (n=970)

Estimation sample

776

778

776

Validation sample

194

194

194

Since each hotel has its own characteristics and pricing behavior, the LSTM models were
estimated for each hotel, separately. This follows previous advice on training the model for each
property separately (Wang & Duggasani, 2020). In total 9 hotel-specific LSTM models were
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tested. The estimation of LSTM models involves two kinds of parameters. The first kind is
hyper-parameters which specify the structure of, and estimation approach for models. These
parameters need to be pre-selected and tuned-up manually. For instance, some set of hyperparameters include learning rate, time step, batch size, epoch, number of neurons, dropout. The
settings of these parameters are often determined after trial and error. In this dissertation, the
same setting of hyper-parameters were used for all the LSTM models to assure the comparability
of the results (Zheng et al., 2020). The models were tested using MATLAB’s deep learning
platform. After a number of simulations were performed, the hyper-parameters were set to: the
learning rate as 0.1 (specifying the optimization step); time step as 1 simulating online-learning
(one example is processed at each step); batch size as 15 (15 examples are processed
independently in a batch); epoch as 500 (evaluating the result at the end of every pass of 500
examples); dropout as 0.2 (filtering out 20% of passing examples randomly); and array size S as
7 meaning that ADR of the last 7 days are used as an input. S was chosen to be 7 and batch size
was chosen to be 15, to make sure model considers 1 and 15 days of data, respectively. This is
close to real-world, when hotel revenue managers consider the last 1 or 2 weeks of data to make
decisions (Wang & Duggasani, 2020). Following similar studies, the number of hidden layers
was set to 100 for all three model (Wang & Duggasani, 2020; Zheng et al., 2020). Table 9 shows
the layers for each of the LSTM models.
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Table 9 Structure of the LSTM models

Layers
Input

LSTM model 1
ADR

LSTM model 2
ADR
DOW
Supply
Demand

LSTM model 3
ADR
DOW
Supply
Demand
Competitor 1 ADR
Competitor 2 ADR
Competitor 3 ADR
Competitor 4 ADR

Hidden
Output

100
ADR

100
ADR

100
ADR

Property A
After the initial training, the first model achieved RSME of 12.57. Afterwards the
validation set was used to test the model. Furthermore, the model was updated with the results of
the validation. As can be seen, the model after updating with the test results shows improved
RMSE (11.96) compared to the original model’s RMSE (12.57). Figures 25-27 show the forecast
and observe values for each model.
In model 2, the same dataset was used to test the LSTM model with 5 predicting neurons,
ADR, DOW, occupancy rate, supply, and demand. The results of the forecasted vs predicted
values can be seen in the graph above. After the validation test, the model was slightly improved
RMSE (4.47) compared to the original model’s RMSE (4.62).
In model 3, the same data set was used to train and test the model. The model was built to
predict ADR using not only ADR, occupancy rate, supply, and demand of the target property, but
also considering the competitors price. After the validation test, the model was slightly improved
RMSE (10.14) compared to the original model’s RMSE (12.03). It can be seen that the final
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model shows better prediction accuracy compared to model 1, however it is less accurate than
model 2.

Figure 27 Model 1: LSTM (ADR)

89

Figure 28 Model 2: LSTM (ADR, DOW, Supply, Demand)
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Figure 29 Model 3: LSTM (ADR, DOW, Supply, Demand, competitors’ ADR)

Property B
For property B, after initial training, the first model achieved RSME of 12.57. Afterwards
the validation dataset was used to test the model. Furthermore, the model was updated with the
results of the validation. As can be seen, the model after updating with the test results shows
improved RMSE (35.60) compared to the original model’s RMSE (36.70).
In model 2, the same dataset was used to test the LSTM model with 5 predicting neurons,
ADR, DOW, occupancy rate, supply, and demand. The results of the forecasted vs predicted
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values can be seen in the graph above. After the validation test, the model was slightly improved
RMSE (28.49) compared to the original model’s RMSE (29.13).
In model 3, the same data set was used to train and test the model. The model was built to
predict ADR using not only ADR, occupancy rate, supply, and demand of the target property, but
also considering the competitors price. After the validation test, the model was slightly improved
RMSE (30.31) compared to the original model’s RMSE (33.45). It can be seen that the final
model shows better prediction accuracy compared to model 1, Nevertheless it is less accurate
than model 2.
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Figure 30 Model 1: LSTM (ADR)
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Figure 31 Model 2: LSTM (ADR, DOW, Supply, Demand)
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Figure 32 Model 3: LSTM (ADR, DOW, Supply, Demand, competitors’ ADR)

Property C
After initial training, the first model achieved RSME of 14.31. Afterwards the validation
dataset was used to test the model. Furthermore, the model was updated with the results of the
validation. As can be seen, the model after updating with the test results shows improved RMSE
(12.00) compared to the original model’s RMSE (14.31).
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In model 2, the same dataset was used to test the LSTM model with 5 predicting neurons,
ADR, DOW, occupancy rate, supply, and demand. The results of the forecasted vs predicted
values can be seen in the graph above. After the validation test, the model was slightly improved
RMSE (11.34) compared to the original model’s RMSE (12.70).
In model 3, the same data set was used to train and test the model. The model was built to
predict ADR using not only ADR, occupancy rate, supply, and demand of the target property, but
also considering the competitors price. After the validation test, the model was slightly improved
RMSE (11.12) compared to the original model’s RMSE (13.65). It can be seen that the final
model shows better prediction accuracy compared to model 1, and it is the best LSTM model in
terms of RSME. Table 10 shows the errors for all the models tests using property A, B, and C.
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Figure 33 Model 1: LSTM (ADR)
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Figure 34 Model 2: LSTM (ADR, DOW, Supply, Demand)

s
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Figure 35 Model 3: LSTM (ADR, DOW, Supply, Demand, competitors’ ADR)
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Table 10 The errors for all the model tests using property A, B, and C

LSTM 1

LSTM 2

LSTM 3

Naive

ES

MA

ARIMA

Reg/ARI

Best

2nd Best

Property
A
RMSE

11.026

4.467

10.139

15.002

7.537

8.182

7.670

9.816

LSTM2

ES

MAPE

10.55

4.51

5.91

500.894

4.422

5.030

4.611

350.248

ES

LSTM2

MSE

171.509

21.697

99.96

210.043

9945.549

66.947

58.812

96.361

LSTM2

ARIMA

MAE

9.630

4.343

6.193

11.931

4.468

5.055

4.630

7.215

LSTM2

ES

LSTM 1

LSTM 2

LSTM 3

Naive

ES

MA

ARIMA

Reg/ARI

Best

Property
B
RMSE

35.599

28.485

30.309

54.123

37.0381

44.914

18.473

21.012

ARIMA

MAPE

10.98

8.970

9.13

203.350

13.290

16.127

9.991

365.955

LSTM2

Reg/ARI
MA
LSTM3

MSE

1267.30
0
27.084

111.398

918.634

2100.134

1908.156

2017.259

341.257

441.497

LSTM2

ARIMA

22.340

23.205

45.934

26.182

33.293

10.521

14.063

ARIMA

Reg/ARI
MA

LSTM 1

LSTM 2

LSTM 3

Naive

ES

MA

ARIMA

Reg/ARI

Best

12.004

11.343

11.118

23.560

18.265

19.900

37.671

17.759

LSTM3

MAE

Property
C
RMSE

100

LSTM2

MAPE

7.42

6.38

6.97

212.357

8.801

9.907

13.716

604.129

LSTM2

LSTM3

MSE

144.090

128.673

123.613

2670.819

396.012

1419.088

315.37

LSTM3

LSTM2

MAE

8.111

7.098

7.753

17.543

13608.87
0
10.4139

11.688

26.741

11.328

LSTM2

LSTM3
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It can be seen that LSTM models show the highest accuracy in all 3 properties. LSTM
model 2 in particular shows the most accuracy compared to other 2 LSTM models. This implies
that with addition of occupancy rate, day of the week, supply and demand the prediction errors
has been reduced. This is consistent with expectation that more diverse data improves the
forecast accuracy of a neural network (Wang & Duggasani, 2020).
Hypotheses 2a, 2b, 2c, and 2d addressed the applicability of neural network forecasting
models as compared to traditional methods of forecasting. For this hypothesis, our results
indicated that Hypothesis 2a was supported for all the LSTM models; All the LSTM models
performed better than the same time last year model. Hypothesis 2b was supported for LSTM 2;
the model outperformed moving average model. This hypothesis was partially supported for
LSTM model 3. LSTM model 3, did not outperform moving average model for hotel A. This
hypothesis was rejected for LSTM model 1. LSTM model 2 was more accurate than exponential
smoothing, which supports H2c. However, this hypothesis was partially supported for LSTM
model 1 and model 3, since these 2 models did not outperform moving average model for hotel
A. Finally, LSTM model 2 and LSTM model 3 were more accurate than ARIMA, which supports
Hypothesis 2d. LSTM model 2 was the best model and defeated ARIMA for data sets from
property A and property C. In case of property B, LSTM model 2 was close in accuracy to
ARIMA model and showed higher accuracy than ARIMA model for two of the error terms. Still,
the hypothesis was rejected for LSTM model 1.
It should be noted that property A showed the least fluctuations in ADR. The same
property was the one that traditional models tend to work better for. However, for property B and
C that ADR was more volatile, machine learning models outperformed the traditional models. In
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fact, for property C that was the most volatile hotel in terms of ADR, none of the traditional
methods were the 1st or 2nd most accurate model for any of the error measures. Considering all
the error measures from all 3 properties, the most accurate model is LSTM model 2.
Robustness tests
There is no single approach for robustness test of neural network models. Therefore, in
addition to the minimized error, this study follows the Anders and Korn (1999) guideline by
using a k-fold cross validation. The estimation allows each observation to take part in both of the
training and validation sets (Webb et al., 2020). The value of k to be fixed to 10 has been found
to generally result in low bias (Anguita et al., 2012). To validate the forecasting performance of
different models, the data sample was split into two sub-samples: training and test data.
However, the way in which the data sample is divided or how the data were trained can influence
the model’s performance. Therefore, the evaluation of each model was executed through a 10repeated-validation technique where the test data set was conducted 10 times to ensure the
robustness of the models. In this way, how well these models performed could be evaluated
before forecasts were generated on the unknown values of the series (Webb et al., 2020).
LSTM model 2 was tested with 10 repeated validation tests from property A, B and C and
the following are the results of the error measures of the 10 repeated tests. The same procedure
was done for LSTM model 3. The model was tested using 10 repeated validation tests from
property A, B and C. The following are the error measures of the 10 repeated tests from each
property. The results of the 10 repeated validation tests for LSTM model 2 and LSTM model 3
can be found in Tables 11 and 12. As can be seen, models show produce consistent results with
different subsets of data.
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Table 11 Robustness test of LSTM model 2 using property A, B, and C data

Property A

Test1

Test2

Test3

Test4

Test5

Test6

Test7

Test8

Test9

Test10

RMSE

4.343

3.768

4.654

4.789

3.589

4.890

3.672

4.530

4.670

4.03

MAPE

3.45

3.83

4.52

5.14

4.60

6.72

4.21

3.79

4.63

3.12

MSE

21.134

20.527

21.701

21.860

20.845

22.513

20.945

21.545

21.703

20.016

MAE

4.056

3.867

4.423

4.420

3.947

4.430

3.976

4.032

4.542

3.680

Property B

Test1

Test2

Test3

Test4

Test5

Test6

Test7

Test8

Test9

Test10

RMSE

28.12

28.34

29.01

28.45

29.04

28.67

28.41

28.13

28.05

28.58

MAPE

8.14

8.41

9.01

8.30

8.78

8.45

8.30

8.14

8.05

8.90

MSE

810.56

810.01

816.45

811.89

819.67

809.45

811.90

799. 14

800.35

811.79

MAE

22.01

22.12

22.89

22.56

22.34

22.05

22.19

22.07

22.18

22.340

Property C

Test1

Test2

Test3

Test4

Test5

Test6

Test7

Test8

Test9

Test10

RMSE

11.05

11.61

10.72

11.98

11.45

11.31

11.45

11.67

10.98

11.50

MAPE

6.31

6.22

6.01

6.87

6.68

6.05

6.74

6.90

5.90

6.35

MSE

129.12

128.45

125.57

128.09

129.34

128.43

128.67

129.90

127.34

128.60

MAE

7.56

7.45

6.91

7.12

7.09

7.59

7.50

7.83

7.12

7.72
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Table 12 Robustness test of LSTM model 3 using property A, B, and C data

Property A

Test1

Test2

Test3

Test4

Test5

Test6

Test7

Test8

Test9

Test10

RMSE

9.80

10.01

9.78

9.70

10.03

9.89

10.05

9.56

9.78

9.70

MAPE

5.98

6.06

5.80

5.93

6.10

5.89

6.04

5.75

5.45

5.90

MSE

98.78

100.31

97.13

99.09

100.01

99.78

100.09

99.34

95.78

96.80

MAE

6.01

6.89

6.67

6.06

7.01

6.56

6.95

6.78

6.19

6.02

Property B

Test1

Test2

Test3

Test4

Test5

Test6

Test7

Test8

Test9

Test10

RMSE

29.108

30.345

29.124

29.867

30.768

30.309

30.456

29.435

30.459

30.901

MAPE

8.90

9.15

8.79

9.23

10.01

9.12

9.65

8.79

9.31

9.42

MSE

910.12

920.34

912.67

917.45

923.68

926.69

921.56

914.53

922.01

921.80

MAE

22.67

23.82

22.41

22.53

23.71

23.41

22.71

22.17

23.91

24.05

Property C

Test1

Test2

Test3

Test4

Test5

Test6

Test7

Test8

Test9

Test10

RMSE

11.01

11.10

11.23

10.90

11.10

11.08

11.09

10.17

11.09

11.15

MAPE

6.67

6.78

7.01

6.60

6.59

7.03

6.97

6.65

6.90

7.03

MSE

120.56

124.67

124.89

120.67

125.89

123.90

123.45

123.34

123.80

125.08

MAE

7.450

7.34

7.78

7.90

7.34

7.08

7.67

7.08

7.80

7.56
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Next, the Shapley values were generated for the LSTM model 3 with competitor’s ADR
to see which competitor contributed most to the final model predictions. Shapley value was
calculated for LSTM model 3, using data from property A, B, and C.

Figure 36 Shapley values Property A
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As can be seen in Figure 36 ADR 1 and ADR 4 contributed the most after ADR,
occupancy, and demand of the target property. Moreover, supply showed to have the least impact
on the final model. Therefore, a consequent LSTM model after retaining competitor 1 and 4 and
removing competitors 2 and 3 and supply was generated. Still, the results did not show
significant improvement in the accuracy measures. The reason that this model did not perform as
well as the LSTM model 2, could be due to anonymous data. Despite the fact that competitors
were chosen from the same location and with the same size, due to anonymous data, it cannot be
verified that these are the main competitors of the property in question. Despite this, the model
performs relatively better than ARIMA model, and worse than exponential smoothing.
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Figure 37 Shapley values Property B

Figure 37 shows that ADR of competitors 1 and 2 contributed the most to the neural
network model. Interestingly, ADR of the target property was shown to have less impact on the
model predictions. This could be due to the fact that property saw the most fluctuations in the
price. Also, supply and ADR of competitor 3 showed to have the least impact on the final model.
Therefore, a consequent LSTM model after retaining competitor 1 and 2 and removing
competitors 3 was generated. The new model showed an improvement in accuracy; RMSE =
28.01, MAPE = 8.54, MSE = 21.65 and MAE = 105.12. Thus, the new model performs slightly
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better than LSTM model 2. This shows that when competitors contributed more to the model, the
model performed better than LSTM model 2 without competitors. Table 13, illustrates the
accuracy of the models for hotel B.

Table 13 LSTM model after Shapley value Property B

RMSE
MAPE
MSE
MAE

LSTM model 2
28.485
8.970
111.3982
22.340

LSTM model 3
30.309
9.130
918.634
23.205
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LSTM model 3 after Shapley
28.01
8.540
21.65
105.12

Figure 38 Shapley values Property C

As it is represented in Figure 38, ADR 1 contributed the most after lagged ADR of the
target property. Moreover, supply and day of the week showed to have the least impact on the
final model. Therefore, a consequent LSTM model after retaining competitor 1, and removing
competitors 2, 3, 4, day of the week, and supply was generated. The new accuracy measures are
reported in table 14.
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This further proves the possibility that the competitors of the properties were not the main
competitors. As can be seen, when the competitor ADR had a higher impact on the neural
network model outcome, the accuracy of the model was improved and suppressed that of LSTM
model 2.

Table 14 LSTM model after Shapley value Property C

RMSE
MAPE
MSE
MAE

LSTM model 2
11.343
6.380
128.673
7.098

LSTM model 3
11.118
6.970
123.613
7.753

LSTM model 3 after Shapley
11.133
6.301
123.948
7.444

Moreover, in the case of property C, removing the competitors with lowest Shapley
values made LSTM model 3 the most accurate of all the models, including naïve, moving
average, ARIMA and exponential smoothing and other two LSTM models. This further
strengthens the argument that choosing the right competitors could improve the ADR forecast
model. The findings partially supports hypothesis 3 stating that a game-theoretic neural network
model is more accurate than a neural network model that ignores the competitors. Since in hotel
B and hotel C, after adjusting the predictors of model using Shapley value results. This could
imply that the competitors that were chosen for this study were not the main competitors of the
properties analyzed. This is due to anonymous data.
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Value at Risk
In the next step, Value at Risk for each day of the last two-year period of data was
calculated using historical data. The estimation of Value at Risk was done in MATLAB and
historical data estimation was used, since the exact distribution of the data was unknown. Value
at Risk was estimated suing quantile regression of the historical RevPAR values. This is a
standard method of Value at Risk estimation (Gaglianone et al., 2011; Taylor, 2008). Value at
Risk was calculated in a way that sum of the expected values of RevPAR (ADR*occupancy)
divided by the variance of the RevPAR (ADR*occupancy) is less than 0.05. The 95% threshold
was chosen looking at the previous literature (Gaglianone et al., 2011; Gönsch & Hassler, 2014;
Koenig & Meissner, 2010, 2015; Liu, 2005). Following the approach of Liu (2005) the
estimation of Value at Risk were added to the LSTM model 2 and LSTM model 3, as a new
predictor (neuron) and model was tested using the same sets of data from property A, property B,
and property C.
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Table 15 Accuracy of LSTM model 2 and 3 (with and without risk)

Property A
RMSE
MAPE
MSE
MAE

Property B
RMSE
MAPE
MSE
MAE

Property C
RMSE
MAPE
MSE
MAE

LSTM model 2
without risk
4.658
4.510
21.697
4.658
LSTM model 2
without risk
28.485
8.970
111.398
22.340
LSTM model 2
without risk
11.343
6.38
128.673
7.098

With risk
5.64
6.010
31.12
5.98

LSTM model 3
without risk
9.998
5.910
99.96
9.998

With risk
29.01
8.560
108.807
22.301

LSTM model 3
without risk
30.309
9.13
918.634
23.205

With risk
11.871
6.70
8940
7.589

LSTM model 3
without risk
11.118
6.97
123.613
7.753

With risk
10.574
6.550
111.80
6.82

With risk
31.01
212.357
2670.819
17.543

With risk
13.689
7.16
187.380
8.512

Results did not show a significant change in accuracy of the models after the introduction
of risk. The reason behind this could be the fact that the new dataset was smaller. Due to
estimation of Value at Risk some data points were missed and the final dataset for training and
validation was smaller compared to the tests with the original models without risk.
This rejects hypothesis 4, stating that a risk-induced game-theoretic forecast model would
outperform a risk neutral neural network model. However, Value at Risk estimation was done
using estimation from historical data. Therefore, some data points were lost to generate the Value
at Risk estimates. The reduction in the size of the sample could be a reason that the risk-induced
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model did not perform well, as the accuracy of the machine learning models is relied on the size
and quality of the data (Al Shehhi & Karathanasopoulos, 2020).
Conclusion
According to the above analysis, LSTM model 2 shows excellent advantages in the shortterm prediction of hotel room rates under the condition of extremely unstable external social
environment. Given that the LSTM can detect and learn the long-time or short-time dynamic
information of the time series, it produces a minimum error rate for the daily room rate with
periodic or non-periodic fluctuation characteristics. On the basis of the results of the MAPE and
the other three measurement indicators, it can be concluded that solutions by the LSTM model
appear to be more accurate in predicting room rate fluctuations in difficult times than the
traditional ARIMA, moving average, exponential smoothing, and Naïve models. A plausible
explanation may be that forecasting tools such as the ARIMA are not good at dealing with the
ever-changing tourism data.
Further, Shapley value was used to determine the contribution of each of the competitors
to the LSTM model 3. For property A, none of the competitors showed significant contribution
to the model. Removing the least contributing competitors form the model did not improve the
accuracy of the forecast model for property A. However, in case of property B, when competitors
1 and 2 were the main contributors to the forecast model, removing the least contributing
competitors from the model improved the accuracy of the model and made it slightly better than
LSTM model 2 for the same property. It should be noted that the accuracy of LSTM model 3 for
this property was close to the accuracy of LSTM model 2 prior to the adjustment of the model
based on Shapley value. This could mean that when the competitors are chosen correctly, the
model could be improved compared to the model that ignores competitors.
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Finally, Shapley value was calculated for property C, and competitor 1 contributed the
most to the prediction model after the ADR of the target hotel. In this case, removing the rest of
the competitors slightly improved the accuracy of the model. The reason behind this discrepancy
in the models could be due to the fact that data was anonymous. Therefore, even though the
properties in the same location and similar in size were chosen, it was impossible to determine if
the properties that were chosen were in fact the main competitors of the target hotel.
Using the best of the LSTM models (LSTM model 2 and 3), further analysis was done by
introducing Value at Risk as a predictor of the forecast model. Adding value at the risk to the
model did not significantly change the accuracy of the models. This rejects hypothesis 4, stating
that a risk-induced game-theoretic forecast model would outperform a risk neutral neural
network model. However, Value at Risk estimation was done using estimation from historical
data. Therefore, some data points were lost to generate the Value at Risk estimates. The reduction
in the size of the sample could be a reason that the risk-induced model did not perform well, as
the accuracy of the machine learning models is relied on the size and quality of the data (Al
Shehhi & Karathanasopoulos, 2020).
Summary
This chapter looks at the results of the forecasting models. Naïve, moving average,
exponential smoothing, ARIMA and 3 LSTM models were tested for 3 hotels; Properties were
chosen in a way that they represent 3 Upper Midscale hotels in 3 locations (urban, interstate and
suburb) LSTM model 2 shows excellent advantages in the short-term prediction of hotel room
rates for the 2-year period. Given that the LSTM can detect and learn the long-time or short-time
dynamic information of the time series, it produces a minimum error rate for the daily room rate
with periodic or non-periodic fluctuation characteristics. On the basis of the results of the MAPE
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and the other 3 measurement indicators, it can be concluded that solutions by the LSTM model
appear to be more feasible in predicting room rate fluctuations in uncertain times of COVID-19
than the traditional ARIMA, moving average, exponential smoothing, and Naïve models. A
plausible explanation may be that forecasting tools such as the ARIMA are not good at dealing
with the ever-changing tourism data.
Likewise, LSTM model 3 that contains competitors ADR, outperformed all the traditional
methods except for exponential smoothing. A possible explanation may be that the data was
anonymous, and it was impossible to check the eligibility of the competitors. This finding was
further strengthened after the Shapley value was used to determine the contribution of each of
the predictors to the model. Results showed that when competitors ADR contributed highly to
the forecast model, retaining them, and removing the least contributors improved LSTM model 3
accuracy made it slightly more accurate than LSTM model 2. Finally, Value at Risk estimations
were introduced to LSTM model 2 and LSTM model 3. The models did not show significant
change in accuracy after introduction of risk. This could be due to the fact that some of the data
points were lost during the Value at Risk estimation.
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Chapter 5 - Discussion

This dissertation tests traditional forecasting methods against a novel machine learning
model to forecast the hotel ADR from 2018 to 2020. The traditional models (Same time last year,
moving average, exponential smoothing and ARIMA) were tested against the new gametheoretic LSTM model. Multiple error measures were used to determine the accuracy of models.
This dissertation adds to the body of the literature with testing a new machine learning model to
forecast ADR. Despite the numerous studies on forecasting in hospitality, most of these studies
have investigated demand and occupancy rate. In particular, forecasting hotel room demand has
been on the essential components of hotel industry revenue management (Ampountolas, 2019;
Brannas et al., 2002; Burger et al., 2001; Constantino et al., 2016). Day of the week, and
occupancy rate affects hotel’s accommodation demand forecast and all three variables can be
influenced by hotel room rates. However, despite the importance of hotel room price forecast, the
research relative to hotel room rate forecasting is scarce.
The findings show that LSTM model 2 (that consists of ADR, supply, demand and
occupancy of the target property and day of the week) was the most accurate model. This model
later was tested using 10 different random subsets of data and accuracy measures were consistent
for all the tests. LSTM model 3 (that consists of ADR, supply, demand and occupancy of the
target property, day of the week and ADR of 4 competitors) was shown to be less accurate than
LSTM model 2. LSTM model 3 was outperformed by traditional methods for property A.
However, for property B and C this model was more accurate than the traditional methods. It
should be noted that these two hotels were more volatile than hotel A in terms of ADR after
COVID-19. Table 16 shows the hypothesis and results.
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Table 16 Hypothesis and results

Hypothesis
H1: Hotels ADR during the pandemic are
lower than the ADR prior to the pandemic.

Verdict
Supported

H2a: A neural network price forecasting
model is more accurate than same time last
year model.

Supported

H2b: A neural network price forecasting
model is more accurate than moving average
model.

Supported for LSTM model 2.
Partially supported for LSTM model 1 and
LSTM model 3.

H2c: A neural network price forecasting
model is more accurate than simple
exponential smoothing model.

Supported for LSTM model 2.
Partially supported for LSTM model 1 and
LSTM model 3.

H2d: A neural network price forecasting
model is more accurate than ARIMA.

Supported for LSTM model 2 and LSTM
model 3.
Not supported for LSTM model 1.
Partially supported.

H3: A game-theoretic LSTM model is more
accurate than a LSTM model that ignores the
competitors.
H4: A risk-induced game-theoretic forecast
model is more accurate than a risk neutral
neural network model.

Not supported.

Hypothesis 1 was supported, which stated that hotels’ ADR during the pandemic are
lower than the ADR prior to the pandemic. Looking at the graph of ADR and demand of the
properties, the data for LSTM models pre pandemic and during pandemic show that on average
forecasted prices before the pandemic with higher than after pandemic started. Findings further
indicate that COVID-19 pandemic had an immediate impact on the hotels’ ADR, showing a
significant decline in March 2020. For property C, the hotel experienced a sudden drop in ADR
in January, which was prior to March 11, when WHO declared COVID-19 a pandemic. It should
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be noted that Property A showed the most stable ADR and least fluctuations in ADR, whereas
property B was the one with the most significant drop in ADR after the pandemic.
The findings support previous studies on hotel price during turbulent times (Enz &
Canina, 2002; Halbert, 2012; Hao et al., 2020; Kosová & Enz, 2012; Lo et al., 2006; Ritchie &
Jiang, 2019; Zheng et al., 2020). Zheng et al. (2020) showed that hotel prices in Hong Kong
severely dropped after the unrest in 2018. In a similar attempt, Gu and Wall (2006) looked at the
hotel prices aftermath of SARS, and showed that the number of local visitors and consequently
the hotel prices decreased significantly because of the disease outbreak in 2005. In the United
States, after 9/11 attack the overall ADR, occupancy, and RevPAR of the hotels nationwide
dropped (Enz & Canina, 2002; Halbert, 2012; Kosová & Enz, 2012; Wernick & Von Glinow,
2012). Kosová and Enz (2012) looked at an extensive sample of more than 3 million
observations of monthly data for hotels over 10 years and showed the negative impact of 2008
recession and the terrorist attack of 2001 on hotels’ performance. In both scenarios, hotels
recovered relatively quickly (Kosová & Enz, 2012). The same study showed that ADR and
RevPAR were the two measures that recovered in a relatively short period of time, while demand
took longer to recover.
However, in this dissertation the findings hint to the long impact of COVID-19 on the
hotels’ performance in the United States. In that sense, this pandemic is very unique and its
impact on hospitality industry is more prolonged than previous disasters (Cucinotta & Vanelli,
2020; Gössling et al., 2020; Hao et al., 2020). The findings support the previous studies on the
prolong impact of COVID-19 on the performance of the hotels in the United States and globally
(Hao et al., 2020; Japutra & Situmorang, 2021; Napierała et al., 2020; Ozdemir et al., 2021;
Škare et al., 2021; Smart et al., 2021). The projections show that optimistically lodging industry
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will recover in 2023 from COVID-19 impact and return to pre-pandemic levels of performance
(CBRE, 2021). However, pessimistic forecasts expect this recovery to be delayed until 2025 and
later (Gössling et al., 2020).
Assessing the demand and ADR of the 3 properties further revealed that both demand and
ADR standpoints of the hotels were much better positioned prior to the onset of COVID-19.
While all 3 properties saw significant decline in demand and ADR as a result of the pandemic,
they were not affected the same extent; Property A was the least affected by the pandemic and
property C was the most affected. Further, while the ADR measures of all 3 properties were
lower after the pandemic started, ADR and demand levels recovered faster for hotel A and
partially returned to the pre-pandemic levels. This conclusion is also supported by the demand
graph of the same property; property A showed a substantially better recovery of demand
compared to the other two properties. On the other hand, Property B is showing the highest
decrease in ADR and demand after the pandemic started.
STR standard divides hotels into 6 segments: Economy, Midscale, Upper Midscale,
Upscale, Upper Upscale and Luxury. Despite the fact that all 3 properties are the same scale
(Upper Midscale), their average ADRs were different. Examples of Upper Midscale hotels are
Fairfield Inn & Suites, Hilton Garden Inn, and Crowne Plaza Hotels & Resorts (STR, 2022).
Property B is the hotel with highest average ADR ($256.40) before pandemic started, compared
to ($118) for property A and ($105) for property C. The findings support the previous research on
the performance of the Upper Midscale hotels after COVID-19. A recent study looked at the
performance of an Upper Midscale hotel and a Midscale hotel in Oklahoma from March 14,
2020 until October 31, 2021 (Smart et al., 2021). The same study showed that right after the
declaration of the National State of Emergency on March 13, both hotels ADR, occupancy rate

120

and RevPAR significantly dropped. Smart et al. (2021) also showed that the Upper Midscale
hotel’s ADR started to recover in April throughout May, which confirms the findings of this
dissertation, where property A’s demand and ADR gradually increased in this period. This also
echoes the finding of this dissertation that property B and C saw a slow recovery of ADR in May
2020.
All of the LSTM models performed better than the same time last year method.
Therefore, Hypothesis 2a was supported for all of the 3 LSTM models. This finding supports the
previous body of research on forecasting in revenue management; naïve models simply ignore
any possible casual relationships that underly the forecast variable (Chen et al., 2008). The
variation of naïve model used in this dissertation simply considers the last observation from the
same time last year as prediction for this year. It is not surprising that this method was the least
accurate of all the forecasting methods tested. During times of uncertainty the accuracy of this
methods severely deteriorates as it does not perform well with rapid fluctuations (Law & Au,
1999; Zheng et al., 2020). In reality due to its simplicity and accuracy during normal times this
method is still being used at hotels (Pereira, 2016).
In fact, this dissertation showed that the Naïve model was the least accurate of all the
models tested for all 3 properties. This finding bears importance in highlighting the overall
shortcomings of the current forecasting methods used in lodging industry. Despite the advances
in technology, hotels still rely on simple forecasting methods such as same time, last year and
revenue managers intuitive decision making to set the prices (Pereira, 2016). In fact, in hotels
that use revenue management systems the revenue manager still needs to adjust the price based
on their experience and overall tone of the market on that specific day (Chattopadhyay & Mitra,
2019). Relying on human intuition without sophisticated mathematical support often means
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increase in error. Neural network model on the other hand learns from the past data. In that sense,
neural networks could be adjusted to reflect the needs of any property (Al Shehhi &
Karathanasopoulos, 2020). For instance, conventions, grand opening, inflation, weather, and
other external factors could be added to the model (Al Shehhi & Karathanasopoulos, 2020;
Pereira, 2016; Zhang et al., 2018; Zheng et al., 2020). The importance of the neural network
models is their ability to learn from the past performance (Al Shehhi & Karathanasopoulos,
2020; Pereira & Cerqueira, 2021). Therefore, over time these models improve in accuracy, while
in traditional methods the model stays the same. Consequently, any rapid changes in the
predictors of the model could negatively impact its accuracy. The models proposed in this study
could be potentially used by revenue managers in real hotels. The simplicity of the model in
terms of its self-improving and self-adequacy is highly important as hotel managers often lack
the mathematical skills to adjust the forecast methods (Ozyurt & Karadogan, 2020; SanchezMedina & C-Sanchez, 2020; Wang & Duggasani, 2020; Webb et al., 2020).
The results further indicate that LSTM model 2 was more accurate than moving average
model, supporting hypothesis 2b. This hypothesis was partially supported for LSTM model 3 and
LSTM model 1; both models, did outperform moving average method in hotels B and C. This
finding echoes the previous studies that showed neural network models are superior to traditional
forecasting models. For instance, (Law & Au, 1999) compared linear regression, naïve, moving
average and exponential smoothing with a simple neural network mode to predict tourist arrivals
in Hong Kong. The LSTM model 2 was found to be the most accurate of the models investigated
in this dissertation. In a similar attempt Assaf and Tsionas (2019) combined VAR with neural
networks and showed the final model outperformed all of the traditional models including
ARIMA and moving average. Other studies have also supported the improved accuracy of the
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neural network models compared to moving average models (Constantino et al., 2016; Law &
Au, 1999; Wang & Duggasani, 2020; Zheng et al., 2020).
The findings support the disadvantage of moving average model in catching the rapid
price changes that happened during the pandemic. One of the major shortcomings of simple
moving average method is its slow respond to rapid changes in the data (Johnston et al., 1999).
Additionally, moving average methods do not respond well to the fluctuations in the price, and
overlook the complex relationships in hotel data (Al Shehhi & Karathanasopoulos, 2020). As a
result, moving average is not the best method for forecasting times of uncertainty and short-term
forecast. On the other hand, machine learning models are good at detecting the complex nature
of data and any sudden changes (Wang & Duggasani, 2020). Nevertheless, moving average
models are often used in financial forecasting to gauge the price trends (Chen et al., 2008).
The reliance on lagged the data are another disadvantage of this method. Compared to a
neural network model that generates forecast using the previous data (Law & Au, 1999), moving
average generates forecast using lagged data e.g. 7-day simple moving average (Johnston et al.,
1999). Also, moving average does not respond well to seasonal fluctuations. Due to its nature,
hotel the data are seasonal. Therefore, forecasting hotel price needs more sophisticated models
that can detect the seasonal changes. Combining the moving average part with the autoregressive
function could improve the accuracy of the model (Chu, 2009). Previous studies show that
simple moving average models are often less accurate than other time-series methods (Pfeifer &
Bodily, 1990; Yuksel, 2007).
LSTM model 2 performed better than simple exponential smoothing model, which
supported Hypothesis 2c. This hypothesis was partially supported for LSTM models 1 and 3;
LSTM model 1 and LSTM model 3, did not outperform moving average model for hotel A.
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LSTM model 3 was less accurate than exponential smoothing model. This finding echoes
findings of Chen and Kachani (2007) and Yuksel (2007). Chen and Kachani (2007) compared
exponential smoothing, linear regression, and pickup models and found that exponential
smoothing was the best model. Similarly, Yuksel (2007) forecasted hotel demand using 149
monthly series of data through moving average, exponential smoothing (simple, Holt’s and
Winter’s) and ARIMA. Using three error measures he showed simple exponential smoothing was
the most accurate model (Yuksel, 2007). Similarly, comparing the simple exponential smoothing
with additive pickup models, moving average, linear regression and log regression, Kimes
(2003) showed that simple exponential smoothing was the most accurate model to forecast
demand of two hotels.
The findings also support the previous work that has compared exponential smoothing
models with neural network forecasting models have often shown neural network models to be
more accurate than exponential smoothing (Wang & Duggasani, 2020; Zheng et al., 2020). In
this dissertation, LSTM model 3, was less accurate than exponential smoothing for property A.
One reason behind this finding could be the fact that data of this study was anonymous.
Therefore, even though hotels in the same location and with the same size were chosen for
LSTM model 3, it was impossible to guarantee that these were the main competitors of the target
hotel. As can be seen, in hotels B and C, where the Shapley value of competitor the data are the
second most important indicator of target property’s ADR, the model outperforms exponential
smoothing model. This finding further strengthens the suspicion that the competitors that were
used for property A were not the right competitors for that properties.
LSTM models 2 and 3 were more accurate than ARIMA model, therefore Hypothesis 2d
was supported for these two models. However, the hypothesis was rejected for LSTM model 1 in
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properties A and B. LSTM model 2 was the best model and defeated ARIMA and regression with
ARIMA residuals models for data sets from property A and property C. In case of property B,
LSTM model 2 was close in accuracy to ARIMA model and showed higher accuracy than
ARIMA model for two of the error terms. This finding supports the previous studies that
compared the accuracy of traditional time-series models with neural networks (Wang &
Duggasani, 2020; Zheng et al., 2020).
This hypothesis was partially supported for LSTM model 2 and LSTM model 3 and was
rejected for LSTM model 1. Nevertheless, in property B, ARIMA and LSTM model 2, tie in
terms of accuracy. Therefore, for property B, one can argue that both of the two prediction
models can achieve relatively ideal forecasting accuracy. This supports a recent study by Qin et
al. (2021) that showed ARIMA and neural network model were both relatively similar in terms of
accuracy of the prediction.
It should be noted that LSTM model 1 which only uses historical ADR for forecasting
generated less accurate forecasts than ARIMA for hotel A and hotel B and less accurate than
regression with ARIMA residuals for hotel C. This is an important finding, as it shows that
neural network models tend to be more accurate than ARIMA models when the number of
parameters of the model increases (Wang & Duggasani, 2020). In this regard, LSTM model 2,
which used the exact same predictors as regression with ARIMA on residuals model was found
to be the best model for property A and C. Also, in property C, when the importance of
competitor’s ADR was higher (measured by Shapley value), the model outperformed ARIMA
model.
This finding supports previous literature on the shortcomings of ARIMA. While ARIMA
is adept at modeling trends, it is sensitive to outliers and is limited in forecasting extreme values
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(Al Shehhi & Karathanasopoulos, 2020). Therefore, any extreme values that for any reason lie
outside of the general trends of the model are difficult to capture by the model. Moreover,
identifying the correct model can be difficult and usually computationally strenuous. Often
finding the best model can be subjective, which makes the reliability of the model dependent on
the skill and experience of the operator (Zhang et al., 2018). In addition, ARIMA models assign
the same weight to data points, while in many settings the more recent data points are stronger
predictors of the model compared to the older data points (Zheng et al., 2020). Machine learning
algorithms and in particular LSTM can address this issue by assigning the appropriate weights to
data based on its chronological order. In this method, data that happened at a farther point in the
past is assigned a lesser weight compared to the more recent data (Zhu et al., 2021). Also,
ARIMA models, similar to other forecasting models, are backward looking. This means that they
rely on historical data. This makes ARIMA model more suitable for short-term forecasting, as the
long-term forecast model eventually becomes a straight-line (Zhai, 2005).
On the other hand, neural network models have been found to be a powerful tool for
pattern recognition. This ability, makes neural network a great alternative forecasting and
classification tool (Law & Au, 1999). Moreover, this finding supports previous studies claiming
that neural networks is superior to traditional forecasting methods as it is able to recognize the
high-level features, such as the serial correlation (Law & Au, 1999; Wang & Duggasani, 2020).
One of the important advantages of neural network models and LSTM is its accuracy with small
samples. Also, neural network models have been shown to outperform traditional forecasting
models including ARIMA, when sample is small. This study was done using smaller subsets of a
big dataset and accuracy of LSTM models and their robustness was tested. These findings show
that LSTM could be a great model for times of uncertainty when revenue managers are dealing
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with short period of data and rapid changes in price. Another important advantage of neural
networks is capturing the non-linearity of a sample (Law & Au, 1999; Zheng et al., 2020). In this
regard, the results of this dissertation further approve this statement by showing the adequacy of
the LSTM models in forecasting in turbulent times.
It should be noted that property A that showed the least fluctuations in ADR was also the
same property that traditional models tend to work better for. Yet, in property B and Property C
that ADRs were more unpredictable the machine learning models outperformed the traditional
models. Indeed, for the most volatile property (Property C) the LSTM models outperformed all
the traditional methods. This supports body of literature stating that LSTM models can detect
and learn complex dynamics and produce low forecasting errors, and the ability of the LSTM
models in capturing fluctuations and sudden changes in data (Zheng et al., 2020). It should also
be noted that LSTM model 2 was the most accurate of the 3 LSTM models. Overall, the findings
support previous literature on the better performance of machine learning forecasting models
compared to the traditional methods (Pereira & Cerqueira, 2021; Sanchez-Medina & C-Sanchez,
2020; Wang & Duggasani, 2020; Zheng et al., 2020) and in particular in times of uncertainty
(Zheng et al., 2020).
The findings showed partial support for the game-theoretic LSTM model being more
accurate than a LSTM model that ignores the competitors. Prior to the introduction of Shapley
value, LSTM model 2, that did not contain the competitors' data was more accurate than LSTM
model 3, that contained competitors ADR. However, the game-theoretic model still outperformed
the naïve, moving average and regression with ARIMA on residual model for the first two data
sets in most of the error measurements. The same model performed better than all the traditional
methods for hotel C. However, after introducing Shapley value and retaining the highest

127

contributing competitors to the final forecast, LSTM model 3 outperformed LSTM model 2 for
properties B and C and all the traditional methods. Introduction of Shapley value to the LSTM
model 3 in property A did not change the accuracy of the model. However, it should be added
that the none of the competitors did make a high contribution to the final forecast (Stier, et al.,
2018). This indicates the applicability of game theory to forecasting in revenue management
(Aznar et al., 2019) and approves the previous studies on the application of game theory with
neural networks (Choudhury & Goswami, 2012; Metzler, 2002; Ozyurt & Karadogan, 2020;
Padarian et al., 2020). Also, it should be noted the data was anonymous, which means it was
impossible to determine if the competitors chosen were in fact the right competitor set for each
property. Choosing the right players for a game theoretic problem is one of the main steps
(Armstrong, 2002; Aznar et al., 2019; Green, 2002; Tran et al., 2016a).
Furthermore, by using Shapley value this dissertation proposed and tested a gametheoretic forecasting method that not only takes into account the target properties historical data,
but also considers competitors’ price to generate forecast. Shapley value is one of the most wellknown solution concepts that how much each player contributes to the coalition. The Shapley
value describes an approach to fair allocation of gains obtained by cooperation between several
players that form a coalition (Cristobal, 2012). In this regard, this dissertation follows the
previous works that used Shapley value in a neural network model to indicate the neurons that
contributed the most to the final prediction (Choudhury & Goswami, 2012; Cristobal, 2012;
Padarian et al., 2020). For property A, none of the competitors showed significant contribution to
the model. Removing the least contributing competitors form the model did not improve the
accuracy of the forecast model for property A. Yet, for property B, where competitors 1 and 2
were the main contributors to the forecast model, removing the least contributing competitors
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from the model improved the accuracy of the model and made it slightly better than LSTM
model 2 for the same property. This finding supports previous studies that used Shapley value
with neural networks to improve the accuracy of the model (Choudhury & Goswami, 2012).
Choudhury and Goswami (2012) used a game-theoretic neural network for allocation of
transmission loss in engineering. they identified the bilateral players and conducted a simulation
of power transaction. Next, the authors used Shapley value was used to calculate the weights for
each player in the neural network. In a similar attempt, Cristobal (2012) used a game-theoretic
approach by using Shapley value to allocate benefits and costs among firms involved in a project
management setting. Padarian et al. (2020) used Shapley value to calculate the contribution of
the neurons in a neural network.
It should be noted that the accuracy of LSTM model 3 for this property was close to the
accuracy of LSTM model 2 prior to the adjustment of the model based on Shapley value. This
could mean that when the competitors are chosen correctly, the accuracy of the model can be
improved compared to the alternative model that ignores competitors. The same analysis for
property C showed that competitor 1 contributed the most to the prediction model after the ADR
of the target hotel. In this case, even removing the competitors from the model did not
significantly improve the results. The findings for use of Shapley value with neural networks
were contradicting, which could be due to the lack of appropriate competitors of the target hotels
(Sasikala et al., 2016).
The Shapley values for property B revealed that the competitors contributed highly to the
neural network model. The same property showed that the accuracy of the LSTM model 3
(competitors) was close to that of LSTM model 2 (without competitors). Further, removing the
least contributing predictors slightly improved the accuracy of the neural network model. This
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finding supports the application of Shapley value to a neural network model (Choudhury &
Goswami, 2012; Padarian et al., 2020; Sasikala et al., 2016). Also, this supports the previous
research on using Shapley value as an alternative to improve the accuracy of the neural network
(Choudhury & Goswami, 2012). (Padarian et al., 2020) used the Shapley values to determine the
neurons that contributed most to the neural network. Similarly, (Choudhury & Goswami, 2012)
used the Shapley value to investigate the game-theoretic neural network and changed the
structure of the model based on the value. Hence, it could be suggested that if the competitor set
is chosen correctly the accuracy of the game-theoretic LSTM model could be close to or better
than that of LSTM model that does not contain competitor data. The reason behind the
discrepancy in the results could be due to the fact that data was anonymous. This finding
supports that the accuracy of machine learning algorithms is highly reliant on the quality of data
(Zhu et al., 2021). Therefore, even though the competitor properties were chosen from the same
location and were same in size, it was impossible to verify if the properties that were chosen
were in fact the main competitors of the target hotel. As for property C, a look at the error
measures indicates that LSTM model 2 and LSTM model 3 are tied in being the most accurate
model. Overall, the results show the applicability of Shapley value to a neural network
(Choudhury & Goswami, 2012; Padarian et al., 2020) and game theoretic problem (Cristobal,
2012; Padarian et al., 2020; Roth, 1988; Shapley, 1953).
Finally, a risk-induced game-theoretic forecast model was tested against the risk neutral
LSTM models. Findings showed that the risk-induced models showed slightly less accuracy than
risk neutral models. However, due to estimation of Value at Risk based on historical data some of
the data points were lost and the final model was tested using less data points. Accuracy of the
model could be improved if a bigger data set was available since the accuracy of the machine
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learning models is relied on the size of the data (Al Shehhi & Karathanasopoulos, 2020; Zhu et
al., 2021).
Accurate price forecasting is not only essential for the hotel industry to successfully
implement revenue management strategies and survive the time of uncertainty, but it is also
beneficial to the formulation of hotel’s present and future strategies (Hall, 2004; Zheng et al.,
2020). These strategies become highly essential in times of uncertainty similar to COVID-19.
Time series analyses and in particular ARIMA models are the most often used forecasting
models in hotel forecasting. These models are often used to forecast demand, occupancy, and
other metrics (Chen et al., 2008; Fang & Hsu, 2012; Song & Li, 2008; Yuksel, 2007; Zhang et
al., 2017). Each of these methods are favored by revenue managers based on the characteristics
of the property and are useful in different situations. However, these methods are often unable to
capture the complex nature of the hotel data and in particular are unable to recognize the
nonlinear characteristics of the data and sudden changes. Another disadvantage of the traditional
forecasting models is that these models must be stationary or stable after differentiation.
Ultimately, hotel industry is open to external factors such as recession, outbreak of
infectious disease, and terrorist attacks (Wu et al., 2010; Zheng et al., 2020). Especially during
the difficult times when the fluctuation of the room price may largely affect the stability of
historical data the performance of the traditional methods such as exponential smoothing and
ARIMA would significantly degenerate; these models are not proficient in capturing sudden
changes in data and will cause significant errors in the forecasts (Wang et al., 2010). Therefore,
during times of uncertainty the irregularity of the data patterns and its complexity makes it hard
to explain to hotel managers and limits its practical application (Zheng et al., 2020).
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Another issue is that while these studies are useful, they do not directly relate to the
pricing decisions of revenue managers. Given that room rate is often the main predictor of guest
choice of hotel, the hotel room rate is an important factor that affects hotel performance (Al
Shehhi & Karathanasopoulos, 2020). This provides a good motivation to investigate the
forecasting of ADR. In particular, forecasting ADR during difficult times of COVID-19 and it
ongoing impact on global economy is highly important; inaccurate ADR forecasts could result in
negative economic impact.
Moreover, the current body of literature on forecasting in hospitality has shifted to newer
models such as neural networks (Wang & Duggasani, 2020; Zheng et al., 2020). Some scholars
recommend in favor of machine leaning algorithms and in particular deep learning algorithms
such as LSTM models, compared to time-series models (Wang & Duggasani, 2020; Zheng et al.,
2020; Zhu et al., 2021). One of the main differences between machine learning algorithms and
statistical models is their underlying conditions. Time-series and classic statistical models are
reliant on statistical prerequisites (such as normality, homoscedasticity), which is hard to
achieve. Machine learning algorithms on the other hand hardly need to meet any assumptions
and therefore are easier to implement on datasets that do not meet the requirements of the timeseries models (Zhu et al., 2021).
Deep learning models (a branch of artificial intelligence) have surpassed the traditional
artificial intelligence methods in forecasting the past few years. These models have often been
used with time series data. LSTM models in particular are specially designed to solve the longterm dependence problems of time series methods. In this regards, LSTM has been shown to be
effective with relatively short input of sequence data (Sezer et al., 2020). Besides, deep learning
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algorithms such as LSTM are shown to be more robust with smaller datasets. LSTM models are
also better at catching the rapid fluctuations of data (Sezer et al., 2020; Zheng et al., 2020).
In general, the findings show support for the application of game theory and neural
networks to hotel price forecasting. In situations when a players’ decisions (pricing strategy)
affect the other player’s decision are assumed to be rational, game theory may be efficiently used
to analyze conditions for the best decision. Overall the findings of this dissertation support the
accuracy and application of LSTM time-series data (Sezer et al., 2020). LSTM is the preferred
choice of deep learning developers for tracking challenging problems such as predictive analysis,
financial time-series analysis, and sentiment analysis (Sezer et al., 2020). Moreover, the findings
support previous studies that show LSTM is in particular helpful in recognizing data patterns and
useful in forecasting with data with structural breaks and high volatility over time (Zhu et al.,
2021).
Considering that the number of studies on room rate and ADR are limited, this
dissertation demonstrated how deep learning forecasting models can be applied to forecast ADR.
The models proposed in this study, were shown to outperform the traditional methods in most
cases. Even the simplest LSTM model that only looks at historical ADR, was more accurate than
most of the traditional methods in 2 of the hotels tested. Recurrent neural networks are often
used for price forecasting and trend prediction in finance. The predominance of these models will
not disappear anytime soon, as they are easy to adapt to any price forecasting problem (Sezer et
al., 2020).
Summary
This chapter discusses the main findings of this dissertation. The hotel ADR were found
to reduce after the pandemic was declared on March 11, 2020. This finding supports previous
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studies on hotel price during turbulent times e.g., SARS, 9/11 attack and political unrest (Enz &
Canina, 2002; Halbert, 2012; Hao et al., 2020; Kosová & Enz, 2012; Lo et al., 2006; Ritchie &
Jiang, 2019; Zheng et al., 2020). Overall, the LSTM models in this study showed high accuracy
and outperformed the traditional models. LSTM model 2 and LSTM model 3 in particular
showed higher accuracy.
All of the LSTM models performed better than the same time last year method. This
supports the previous studies on the shortcomings of naïve models (Chen et al., 2008). In
particular naïve models are incapable of detecting changes in rapid fluctuations (Law & Au,
1999; Zheng et al., 2020). Nevertheless, in reality due to its simplicity this method is still being
used at hotels (Pereira, 2016).
LSTM model 2 was more accurate than moving average model. LSTM model 3 and
LSTM model 1 outperformed moving average model for 2 of the properties tested. This finding
further highlights the higher accuracy of neural network models compared to traditional
forecasting models (Law & Au, 1999). Previous studies have shown that moving average models
in general are less accurate than ARIMA and neural network models.
Moreover, similar to previous studies LSTM model 2 outperformed simple exponential
smoothing and LSTM model 1 and 3 outperformed moving average model for 2 of the hotels
(Chen & Kachani, 2007; Yuksel, 2007). This finding also supports previous research that showed
neural network models were more accurate than exponential smoothing (Wang & Duggasani,
2020; Zheng et al., 2020). In addition, the findings showed that LSTM models 2 and 3
outperformed ARIMA model. This finding supports a recent study by Qin et al. (2021) that
showed ARIMA and neural network model were both relatively similar in terms of accuracy of
the prediction. Also, this finding support the literature stating that neural network models tend to
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be more accurate than ARIMA models when the number of parameters of the model increases
(Wang & Duggasani, 2020).
The findings did not find support for the game-theoretic LSTM model being more
accurate than a LSTM model that ignores the competitors. However, data was anonymous, and it
was impossible to detect whether the competitors for each property were selected appropriately.
In fact, in property B and C that competitors contributed more to the neural network, the gametheoretic models’ accuracy was close to the base model. This further supports the claim that
competitors were not the best competitor set in a post-pandemic world. Hotels may need to
reconsider their competitors aftermath the pandemic.
Overall, the findings support the application of game theory to hotel price forecasting
(Aznar et al., 2019; Goodwin, 2002; Van Zyl, 2012). Findings showed that a risk-induced gametheoretic forecast model was tested against the risk neutral LSTM models. Findings showed that
the risk neutral LSTM models performed better than the risk-induced model. Nevertheless, Value
at Risk estimation was done using estimation from historical data. The reduction in the size of
the sample could be a reason that the risk-induced model did not perform well, as the accuracy of
the machine learning models is relied on the size and quality of the data (Al Shehhi &
Karathanasopoulos, 2020; Zhu et al., 2021).
Also, property A that showed the least fluctuations in ADR works better with traditional
models. In contrast, property B and Property C that ADRs were more unpredictable the machine
learning models outperformed the traditional models. This finding supports the claim that LSTM
models can detect and learn complex dynamics and produce low forecasting errors, and the
ability of the LSTM models in capturing fluctuations and sudden changes (Zheng et al., 2020).
The findings also support previous literature on the better performance of machine learning
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forecasting models compared to the traditional methods (Pereira & Cerqueira, 2021; SanchezMedina & C-Sanchez, 2020; Wang & Duggasani, 2020; Zheng et al., 2020).
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Chapter 6 - Conclusion
This study aims to create and test a game-theoretic pricing model using neural network
and quantifying risk. The models were tested with datasets from 3 Upper Midscale hotels in 3
locations (urban, interstate and suburb). This study tested the aforementioned model against
traditional methods, time-series, and neural network forecasting models to forecast the hotel
price from 2018 to 2020, which covers both prior to and during COVID-19 outbreak. The
following forecasting models were used: Same time last year, moving average, exponential
smoothing, ARIMA, and neural networks. To determine which forecasting is the best fit, multiple
error measures were used (RMSE, MAPE, MSE, MAE) to compare the accuracy of models.
Researchers have found that there are inconsistencies among error measurements
(Koupriouchina et al., 2014). Therefore, this dissertation used multiple types of error
measurements to ensure the applicability of these results to hotels in multiple markets and the
greater economic environment.
The findings showed that LSTM model 2 (that consists of ADR, supply, demand and
occupancy of the target property and day of the week) showed to be the most accurate model.
This model later was tested using 10 different random subsets of data and accuracy measures
were consistent for all the tests. Moreover, LSTM model 3 that contains competitors ADR,
outperformed all the traditional methods except for exponential smoothing. A possible
explanation may be that the data was anonymous, and it was impossible to check the eligibility
of the competitors. This finding was further strengthened after the Shapley value was used to
determine the contribution of each of the predictors to the model. Results showed that when
competitors ADR contributed highly to the forecast model, retaining them, and removing the
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least contributors improved LSTM model 3 accuracy made it slightly more accurate than LSTM
model 2.
Finally, Value at Risk estimations were introduced to LSTM model 2 and LSTM model 3.
The models did not show significant change in accuracy after introduction of risk. This could be
due to the fact that some of the data points were lost during the Value at Risk estimation. The
value at risk was estimated using historical values of hotels’ RevPAR. Next, the estimations were
introduced into the model as a new neuron. Nevertheless, the risk induced models showed
relatively close accuracy with the without risk models, which indicates that by and large the
models showed acceptable forecast accuracy.
Overall, on the basis of the results of the error measurement indicators of testing the
LSTM and traditional forecast methods using the data of 3 hotels it can be concluded that
solutions by the LSTM model appear to be more accurate in predicting room rate fluctuations in
uncertain times of COVID-19 than the traditional ARIMA, moving average, exponential
smoothing, and Naïve models. Given that the LSTM can detect and learn the long-time or shorttime dynamic information of the time series, it produces a minimum error rate for the daily room
rate with periodic or non-periodic fluctuation characteristics.
The models proposed and tested in the current study addressed the gaps in literature.
Firstly, this study is among the very few that have looked at price forecasting, whereas most of
the body of literature is dedicated to hotel demand forecasting. Moreover, introducing the
competitors’ price and Shapley value not only extends the application of game theory to revenue
management literature, but also addresses the lack of competitor driven forecasting models. Also,
the models address the gap in literature regarding lack of robust models by testing the robustness
of models with repeated validation and further evidence showing that overall LSTM model 2 and
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3 were more accurate than traditional models. Finally, the current study addresses the dominance
of risk neutral models in the body of literature by proposing and testing a risk-induced LSTM
models using value at risk.

Theoretical implications
This study has many theoretical implications. First, while much of the body of literature
in revenue management is dedicated to demand forecasting (Ampountolas, 2019; Brannas et al.,
2002; Fiori & Foroni, 2020), while occupancy rate and duration stay, hotel room price has been
limitedly investigated. While previous research looked primarily at demand and occupancy rate,
they do not contribute to pricing decisions. In the real-world, hotel room price is key determining
factor when guests choose a hotel. This study adds to the on-going research on hotel room price
by looking at a machine learning model to forecast ADR. Moreover, demand, duration of stay
and occupancy rate can be influenced by hotel room rate (Al Shehhi & Karathanasopoulos, 2020;
Chattopadhyay & Mitra, 2019).
Second, while most previous research relies on ARIMA models (Al Shehhi &
Karathanasopoulos, 2020; Chen et al., 2008; Fang & Hsu, 2012; Yuksel, 2007; Zhang et al.,
2017), this study extends to different types of forecasting. Despite the fact that they are widely
used, ARIMA-based models neglect the complex nonlinear nature of data; ARIMA models
assume the data are stable and ignore the external factors (Zheng et al., 2020). In reality, the
hotel industry is vulnerable to external factors such as economic changes, pandemic, and
political unrest (Fang & Hsu, 2012; Zheng et al., 2020). In particular when a sudden change
happens, the fluctuations in room price and occupancy could highly affect the stability of
historical data (Wu et al., 2010). As a result, traditional models such as ARIMA are not effective
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in capturing turning points; a sudden drop or increase in data leads to significant errors in
forecast (Wang et al., 2010).
Third, this dissertation, to the best knowledge of the author, is the very first that tests an
LSTM model between hotels during a pandemic. The model’s credibility was tested through
robustness test and comparison with the traditional forecasting methods. Indeed, LSTM model 2
outperformed all the traditional models in most cases. ARIMA and exponential smoothing LSTM
model 3 (Competitors based LSTM model) outperformed traditional methods, except for,
exponential smoothing. The higher accuracy of the LSTM models shows that in general they
perform better than traditional methods. In this regard, this dissertation extends the application of
neural network models in hotel price forecasting.
Fourth, most of the revenue management models ignore competitors decisions (Moncarz
& Kron, 2010) and assume the seller is risk neutral (Bitran & Caldentey, 2003). Competitor
information is one of the key factors in hotel operational analysis (Moncarz & Kron, 2010).
Especially, in hotel revenue management competitor information influences rivals room price
(Wang & Duggasani, 2020). Game theory could incorporate risk-aversion and uncertainty in the
research framework to make it realistic (Levin et al., 2008). By using Shapley value this
dissertation proposed and tested a game-theoretic forecasting method that not only takes into the
account the target properties historical data, but also considers competitors’ price to generate
forecast values. Moreover, this study used Shapley value to determine the contribution of each of
the competitors’ ADR data to the final model. This expands the application of game theory and
Shapley value to hotel revenue management literature.
Fifth, the proposed models advance game theory and revenue management by combining
game theory with neural network model. This combination has been previously implemented in
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other fields such as engineering (Stier et al., 2018). However, to the best of knowledge of the
author this is the very first time that these concepts have been combined in a hotel price
forecasting setting. Also, the models proposed in this study extend the body of literature on
revenue management by proposing and testing models that consider the competitors’ strategies
and its impact on the final forecast. Additionally, neural networks learn and improve through
time (Wang & Duggasani, 2020; Yu et al., 2019; Zheng et al., 2020). As a result, this study
advances the body of literature on revenue management by proposing a model that could
potentially improve its accuracy over time. Finally, this study adds to the body of literature on
using Value at Risk with neural networks and extends the applicability of Value at Risk
estimation in a hotel price forecasting revenue management setting.

Practical implications
This study makes several contributions to practice. First, this study provides a new
forecasting model that can be used by hotel revenue managers. Three LSTM models were
produced that can be used in different settings; the first setting, when property has limited data
and needs to project ADR using historical ADR data. The second situation when revenue
manager has access to more than ADR data and forecasts the ADR using other data points from
the property, and finally the third scenario when the revenue manager not only has access to
property level data, but also considers competitors prices. In general, all three LSTM models
showed relatively low error. Among these, the second model can be used with highest level of
accuracy compared to traditional methods.
This study shows the need for reliable and accurate models to be used to estimate hotel
rates during times of uncertainty. The novelty of the present study resides in the elaborated

141

modeling with fire-grained performance by integrating competitors’ price into the model. The
findings of the study are highly important to hotel revenue managers, as it could provide a model
that can be used in times of uncertainty similar to COVID-19. In fact, LSTM models
outperformed the traditional models when data from during the pandemic was tested. In fact,
based on the findings of this dissertation the traditional methods were shown to be less accurate
for more volatile hotels. Therefore, LSTM models could be a great alternative to use in similar
times of uncertainty. Findings of the study showed that hotels that were in the same size and
class range did respond differently to the pandemic. Hence, another practical implication of this
study is that in a post pandemic market hotels may need to reassess their competitors after
COVID-19.
The evolution of booking environment and accessibility of the booking process has
provided the travelers the convenient of booking from anywhere at any time (Martin-Fuentes &
Mellinas, 2018). While this flexibility creates an advantage for customers, for revenue managers
it creates a challenge to properly forecast the customer demand and price the hotel rooms. For
example, reservations could accumulate in a nonorthodox fashion compared to the past; forecast
based on early predictions could lead to overestimation/underestimation of demand and price
(Webb et al., 2020). Machine learning algorithms and in particular LSTM could address this
issue by assigning the appropriate weights to data based on its chronological order. In this
method, data that happened at a farther point the past would be assigned a lesser weight
compared to the more recent data (Zhu et al., 2021). Likewise, LSTM model has shown to be
more effective in times of uncertainty. In a recent study, showed that LSTM model outperformed
time-series models in forecasting hotel price in Hong Kong during political unrest between 2019
and 2020 (Zheng et al., 2020).
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Finally, unlike traditional forecasting models that the model parameters and therefore the
performance of the model remains constant through time, machine learning models’ accuracy
could potentially improve over time. Due to their “learning” capability, machine learning models
can detect the complexities in data and adjust and adapt their performance (Wang & Duggasani,
2020; Yu et al., 2019; Zheng et al., 2020). As a result, these models could be highly beneficial in
a practical setting, since the hotel managers often lack the underlying knowledge to adjust the
parameters of a time series model to improve its accuracy.

Limitations and suggestions for future research
This project was limited by the amount of data and the size of the data. Ideally, this
project would use an entire city, however due to confidentiality, this type of the data are not
available. In addition, it would be interesting to look at the financial performance of each
property during this time. However, our the data are anonymous, which makes tracking the
financial statement performance impossible. Moreover, LSTM model 3 was generated using
anonymous data. Therefore, despite the fact that hotels were in the same location and from the
same class, it was not possible to check if they are in fact main competitors of the hotels selected.
Future studies can look at the property level data and data of the main established competitors to
test and improve LSTM model 3.
Moreover, the model was tested in the United States and only focused on Upper Midscale
hotels in the Unites States. Future studies may look at competitors in different markets and
compare the results for hotels from different segments e.g., Upper Upscale, Luxury, Midscale.
Testing the models’ accuracy for hotels from different segments can test the generalizability of
the results of this dissertation. Another limitation of this study is that it does not consider external
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factors other than competitors’ ADR. Future research may look at the impact of external factors
on the performance of the model. Some of these external factors are exchange rate, marketing
expending, climate, infrastructure, and conventions and tradeshows and how they affect the final
model’s accuracy. Previous studies show that external factors can affect the decisions of revenue
managers (Enz & Canina, 2002; Halbert, 2012; Kosová & Enz, 2012). In times of uncertainty
such as social unrest and a disease outbreak the traditional forecasting methods that ignore the
impact of external factors perform less accurate than new models (Lo et al., 2006; Zheng et al.,
2020).
Also, the sample was limited in terms of size and choice of hotels. Future studies may
look at bigger samples of various hotel types and compare the results. Due to the abnormal
nature of COVID-19, competitors’ behavior may have been atypical or idiosyncratic compared to
pre-pandemic. A follow up study comparing the accuracy of the models per, and post pandemic
could be interesting, In addition, all the models were used to generate 6-month forecast. Future
studies could extend the forecast period to a year or longer and further investigate the accuracy
of the models. The target variable of the study, ADR, was driven at total hotel level. This limits
the generalizability of the outcomes. Future research may look at transient ADR, group ADR or
average price per room type.
Future studies may investigate the dynamics between competitor hotels and other lodging
options such as Airbnb in the same market. Moreover, future studies can further investigate the
price rivalry dynamics between hotels and Airbnb (Belarmino & Koh, 2020). Future research can
look at the bargaining power of OTAs, and how it shapes the pricing model, creating a model in
which a hotel works with multiple OTAs, developing a model based on different hotel rooms
(deluxe, suite, etc.) (Martin-Fuentes & Mellinas, 2018). Other suggested areas of future research
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are network competition scenario, when a hotel works with multiple OTAs, interacting wholesale
prices between hotels and OTAs, applying dual-channel supply chain to the interaction between
hotels and OTAs, testing the existing models using industry driven data, incorporating social
media and social media marketing in overbooking models.
Moreover, only four error measures were used in this dissertation. Other error measures
can be added to check the accuracy of the models including mean absolute deviation (MAD),
median absolute error (MED-AE), median square error (MED-SE), median absolute percentage
error (MED-APE), Symmetric median absolute percentage error (sMs-APE), mean relative
absolute error (MRAE), geometric mean relative absolute error (GMRAE), symmetric mean
absolute percentage error (SMAPE), prediction mean square error (PMSE) among others.
Also, only one neural network model (LSTM) was used in this dissertation. Future
research can try the other neural network architectures such as recurrent neural network and
multi-layer perception. Besides, other machine learning algorithms such as machine learning
regression, random forest and support-vector machine can be tested. Future studies can also look
at the optimal number of nodes in a neural network forecasting model (Zhu et al., 2021).
Additionally, this dissertation only looked at limited number of traditional forecasting methods.
Other time-series methods such as seasonal ARIMA, ARFIMA, and pick up models as well as
weighted moving average, and other variations of exponential smoothing such as Holt-Winter’s
seasonal method and more sophisticated methods such as Bayesian VAR, Fuzzy models can be
tested against the LSTM models proposed. Another possible avenue of future research is
combining the models and testing the combined models against LSTM models or combining the
traditional methods with LSTM or similar machine learning algorithms.
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Moreover, this dissertation only focused on predicting ADR. Previous research showed
that occupancy and demand can affect ADR (Zheng et al., 2020) RevPAR can be influenced by
occupancy and demand (Bloom et al., 2011), whereas occupancy can be affected by ADR (Assaf
& Tsionas, 2019). Hence, future studies can replicate the model for other hotel performance
metrics such as RevPAR, occupancy, and demand. Also, Shapley values can be generated for the
new models to indicate the contribution of each the predictors to the model. Given the limited
number of studies on hotel forecasting with competitors (Tran et al., 2016b), Shapley value is an
important concept that can be used to determine the dynamics between hotels in the same
market. Finally, this dissertation estimated the Value at Risk by using z-quantile of historical
data. Future studies can use other estimation methods for Value at Risk such as Monte Carlo
simulation. Also, other proxies of risk can be used such as Bayesian approach to risk analysis.

Summary
This study tested a game-theoretic pricing model using neural networks and value at risk.
The models were tested against traditional methods using datasets from 3 Upper Midscale hotels
each from one location (urban, interstate and suburb). The new model was tested against same
time last year, moving average, exponential smoothing, ARIMA and regression with ARIMA on
residuals. To determine the accuracy of the models 4 error terms were used (RMSE, MAPE,
MSE, MAE). The findings showed that LSTM model 2 (that consists of ADR, supply, demand
and occupancy of the target property and day of the week) was the most accurate model. The
LSTM model 3 that contained the predictors of the LSTM model 2 and ADR of 4 competitors
showed to be more accurate than the traditional methods in most cases. Overall, the results imply
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that the LSTM models worked better in forecasting ADR of the hotel with the most fluctuations
of demand and ADR.
This study has many theoretical implications. First, most of the body of literature is
dedicated to forecasting demand (Ampountolas, 2019; Brannas et al., 2002; Fiori & Foroni,
2020), while the number of studies on hotel room price are scarce. Second, most of the previous
studies on forecasting have used ARIMA models (Al Shehhi & Karathanasopoulos, 2020; Chen
et al., 2008; Fang & Hsu, 2012; Yuksel, 2007; Zhang et al., 2017), whereas this study test
different forecasting methods. Third, to the best of the knowledge of the author this dissertation
is the very first that combines LSTM and game theory in a post pandemic dataset. Finally, most
of the forecasting models ignore competitors’ decisions (Moncarz & Kron, 2010) and are risk
neutral (Bitran & Caldentey, 2003). This dissertation tried to address this gap by considering the
ADR of competitors in the same market and introduction of value at risk to the forecast. In this
regard, this dissertation expands the application of game theory and Shapley value to hotel
revenue management literature.
This study also makes several contributions to practice. First, the outcome of this study is
a model that can be used by hotels’ revenue managers in similar times of uncertainty. Second,
this study shows the need for reliable and robust forecasting models in turbulent times. Third, it
addresses the characteristics of the modern booking environment and accessibility of the booking
process by proposing and testing a LSTM model that assigns the appropriate weights to data
based on its chronological order. Finally, the limitations and the avenue of future research where
investigated.
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Appendix
Codes that were used in this dissertation
R codes
Regression with ARIMA on residuals
%%Read the data
D <- read_excel("file")
D$ID <- factor(D$ID)
D <- D[,-2]
df1 <- subset(D,D$ID==11)
df2 <- subset(D,D$ID==22)
df1$t <- 1:nrow(df1)
df2$t <- 1:nrow(df2)
%%Add dummy for post March 10, 2020 (Coronavirus)
which(df1$Date2 == "3/11/2020") # 801
which(df2$Date2 == "3/11/2020") # 801
pc0 <- rep(0,802)
pc1 <- rep(1,171)
covid <- c(pc0,pc1)
df1$covid <- covid
df1$t.Coronavirus <- df1$t*df1$covid
df2$covid <- covid
df2$t.Coronavirus <- df2$t*df2$covid
var.index <- c(2,3,4,5,6,7,11,12,13)
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DF1 <- df1[,var.index]
DF2 <- df2[,var.index]
D1 <- dummy_cols(DF1, remove_first_dummy=TRUE)
D2 <- dummy_cols(DF2, remove_first_dummy=TRUE)
D1 <- D1[,-9] # remove original predictor dow
D2 <- D2[,-9] # remove original predictor dow
%%Regression formula
formulaA <- as.formula(Demand~ADR+ Date2 + covid+
dow_Monday+dow_Saturday+dow_Sunday+dow_Thursday+
dow_Tuesday+dow_Wednesday)
D1$covid <- factor(D1$covid)
D2$covid <- factor(D2$covid)
%%Plots
P1.Demand <- ggplot(D1, aes(x=Date2,y=Demand, color=covid))+geom_line()+
geom_vline(xintercept=800,color="black")+ggtitle("Plot of Demand vs time for
Property C")+
theme(legend.position="top")

P1.ADR <- ggplot(D1, aes(x=Date2,y=ADR, color=covid))+geom_line()+
geom_vline(xintercept=800,color="black")+ggtitle("Plot of ADR vs time for Property
C")+
theme(legend.position="top")
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P2.Demand <- ggplot(D2, aes(x=Date2,y=Demand, color=covid))+geom_line()+
geom_vline(xintercept=800,color="black")+ggtitle("Plot of Demand vs time for
Property 90055")+
theme(legend.position="top")

P2.ADR <- ggplot(D2, aes(x=Date2,y=ADR, color=covid))+geom_line()+
geom_vline(xintercept=800,color="black")+ggtitle("Plot of ADR vs time for Property
90055")+
theme(legend.position="top")
library(gridExtra)
grid.arrange(P1.Demand,P1.ADR,nrow=2)
grid.arrange(P2.Demand,P2.ADR,nrow=2)
library(ggplot2)
library(crs)
D1 <- D1[,-7]
names(D1)
formulaA <- as.formula(Demand~ADR + covid+
dow_Monday+dow_Saturday+dow_Sunday+dow_Thursday+dow_Tuesday+dow_Wednesday)
sfitF <- auto.arima(D1$ADR, stepwise=TRUE)
summary(sfitF)
sfitF
names(sfitF)
checkresiduals(sfitF)
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accuracy (sfitF)
sfitF$residualsS=sfitF$residuals^2
MSE=mean(sfitF$residualsS)
MAE=mean(abs(sfitF$residuals))
RMSE=mean(sqrt(mean(sfitF$residualsS)))
Moving average
%%Define the period (7 days)
k=7
df1$prediction=NA
new=rbind(df1, c(975, NA, NA))
tail(new)
B=nrow(new)-k
%%Predictions
for (i in 1:B ) {
b=i+(k-1)
new$prediction[i+k]=mean(new$ADR[i:b ])}
new$residuals=new$ADR-new$prediction
new$residualsS=(new$ADR-new$prediction)^2
a=k+1
b=nrow(new)-1
%%Errors
MSE=mean(new$residualsS[a:b])
MAE=mean(abs(new$residuals[a:b]))
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MAPE=mean(abs(new$residuals[a:b])/new$ADR[a:b])
RMSE=mean(sqrt(mean(new$residualsS[a:b])))
Same time last year
%%Model
forecast <- c(NA, df1$ADR[-length(df1$ADR)])
forecast
error=df1$ADR-forecast
errorS=(df1$ADR-forecast)^2
%%Errors
MSE=mean(errorS[a:b])
MAE=mean(abs(error[a:b]))
MAPE=mean(abs(error[a:b])/forecast[a:b])
RMSE=mean(sqrt(mean(errorS[a:b])))
Exponential smoothing
es<-bats(
df1$ADR,
use.box.cox = NULL,
use.trend = NULL,
use.damped.trend = NULL,
seasonal.periods = NULL,
use.arma.errors = TRUE,
use.parallel = length(y) > 1000,
num.cores = 2,
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bc.lower = 0,
bc.upper = 1,
biasadj = FALSE,
model = NULL
)
%%Plots
plot(forecast(es))
accuracy(es)
summary(es)
accuracy(es)
es$errors
error = (es$errors-df1$ADR)^2
accuracy(es)
summary(es)
accuracy(es)
error = (es$errors-df1$ADR)^2
MSE=mean(error[a:b])
ARIMA
autoarima1<-auto.arima((tsdata))
forecast1<-forecast(autoarima1,h=200)
forecast1
plot(forecast1)
plot(forecast1$residuals)
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MATLAB codes
LSTM model 1
data = [raw{:}];
%%Training and validation
numTimeStepsTrain = floor(0.8*numel(data))
dataTrain = data(1:numTimeStepsTrain+1);
dataTest = data(numTimeStepsTrain+1:end);
mu = mean(dataTrain);
sig = std(dataTrain);
%%Standardize the data
dataTrainStandardized = (dataTrain - mu) / sig;
XTrain = dataTrainStandardized(1:end-1);
YTrain = dataTrainStandardized(2:end);
adsXTrain = arrayDatastore(XTrain);
adsYTrain = arrayDatastore(YTrain);

cdsTrain = combine(adsXTrain,adsYTrain);
% %architecture of the network
numFeatures = 1;
numHiddenUnits = 125;
numResponses = 1;
layers = [ ...
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sequenceInputLayer(numFeatures)
lstmLayer(numHiddenUnits,'OutputMode','sequence')
fullyConnectedLayer(numResponses)
regressionLayer];

options=trainingOptions('adam','MaxEpochs',250,'GradientThreshold',1, ...
'InitialLearnRate',0.005,'LearnRateSchedule','piecewise', ...
'LearnRateDropPeriod',125,'LearnRateDropFactor',0.2, ...
'Verbose',0,'Plots','training-progress')

net=trainNetwork(XTrain,YTrain,layers,options);
%%
% %Transfer to original values
dataTestStandardized = (dataTest - mu) / sig;

XTest = dataTestStandardized(1:end-1);
YTest = dataTest(2:end);

net = predictAndUpdateState(net,XTrain);

[net,YPred] = predictAndUpdateState(net,YTrain(end));

numTimeStepsTest = numel(XTest);
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for i = 2:numTimeStepsTest
[net,YPred(:,i)] = predictAndUpdateState(net,YPred(:,i1),'ExecutionEnvironment','cpu');
end
YPred = sig*YPred + mu;
rmse = sqrt(mean((YPred-YTest).^2))
%%Plots
figure
plot(dataTrain(1:end-1))
hold on
idx = numTimeStepsTrain:(numTimeStepsTrain+numTimeStepsTest);
plot(idx,[data(numTimeStepsTrain) YPred],'.-')
hold off
xlabel("Day")
ylabel("ADR")
title("Forecast")
legend(["Observed" "Forecast"])
figure
subplot(2,1,1)
plot(YTest)
hold on
plot(YPred,'.-')
hold off
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legend(["Observed" "Forecast"])
ylabel("ADR")
title("Forecast")

mse = mean((YPred-YTest).^2)
rmse
MAPE = mean((abs(YTest-YPred)./YTest))
ME = (mean(abs(YTest-YPred)))

LSTM model 2
%%Training and validation data
numTimeStepsTrain = floor(0.8*numel(data))
dataTrain = data(1:numTimeStepsTrain+1);
dataTest = data(numTimeStepsTrain+1:end);
mu = mean(dataTrain);
sig = std(dataTrain);
% standardizing the data
dataTrainStandardized = (dataTrain - mu) / sig;
XTrain = dataTrainStandardized(1:end-1);
YTrain = dataTrainStandardized(2:end);
adsXTrain = arrayDatastore(XTrain);
adsYTrain = arrayDatastore(YTrain);
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XTrain = num2cell(XTrain,1);
YTrain = num2cell(YTrain,1);

miniBatchSize = 15;
%%Define Network Architecture
numResponses = size(YTrain{1},1);
featureDimension = size(XTrain{1},1);
numHiddenUnits = 100;

layers = [ ...
sequenceInputLayer(featureDimension)
lstmLayer(numHiddenUnits,'OutputMode','sequence')
fullyConnectedLayer(100) %%50
dropoutLayer(0.1) %%0.5
fullyConnectedLayer(numResponses)
regressionLayer];

maxepochs = 500;
miniBatchSize = 15;

options = trainingOptions('adam', ... %%adam
'MaxEpochs',maxepochs, ...

158

'GradientThreshold',1, ...
'InitialLearnRate',0.005, ...
'LearnRateSchedule','piecewise', ...
'LearnRateDropPeriod',125, ...
'LearnRateDropFactor',0.2, ...
'Verbose',0, ...
'Plots','training-progress');
LSTM model 3
%%Training and test data
numTimeStepsTrain = floor(0.8*numel(data))
dataTrain = data(1:numTimeStepsTrain+1);
dataTest = data(numTimeStepsTrain+1:end);
mu = mean(dataTrain);
sig = std(dataTrain);
%standardize the data
dataTrainStandardized = (dataTrain - mu) / sig;
XTrain = dataTrainStandardized(1:end-1);
YTrain = dataTrainStandardized(2:end);
adsXTrain = arrayDatastore(XTrain);
adsYTrain = arrayDatastore(YTrain);

cdsTrain = combine(adsXTrain,adsYTrain);
miniBatchSize = 15;
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%%Define Network Architecture
numResponses = size(YTrain{1},1);
featureDimension = size(XTrain{1},1);
numHiddenUnits = 100;
%Network architecture
layers = [ ...
sequenceInputLayer(featureDimension)
lstmLayer(numHiddenUnits,'OutputMode','sequence')
fullyConnectedLayer(100) %%50
dropoutLayer(0.1) %%0.5
fullyConnectedLayer(numResponses)
regressionLayer];

maxepochs = 500;
miniBatchSize = 15;
options = trainingOptions('adam', ... %%adam
'MaxEpochs',maxepochs, ...
'GradientThreshold',1, ...
'InitialLearnRate',0.005, ...
'LearnRateSchedule','piecewise', ...
'LearnRateDropPeriod',125, ...
'LearnRateDropFactor',0.2, ...
'Verbose',0, ...
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'Plots','training-progress');
%%Train the Network
net = trainNetwork(XTrain,YTrain,layers,options);
%%Test the Network
data_mat = cell2mat(data);
XTest = num2cell(XTest,1);
YTest = num2cell(YTest,1);
net = resetState(net);
YPred = predict(net,XTest)
Value at risk estimation
Historical95 = zeros(length(TestWindow),1);
Historical99 = zeros(length(TestWindow),1);

for t = TestWindow
i = t - TestWindowStart + 1;
EstimationWindow = t-EstimationWindowSize:t-1;
X = Returns(EstimationWindow);
Historical95(i) = -quantile(X,pVaR(1));
Historical99(i) = -quantile(X,pVaR(2));
end

figure;
plot(DateReturns(TestWindow),[Historical95 Historical99])
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ylabel('VaR')
xlabel('Date')
legend({'95% Confidence Level','99% Confidence Level'},'Location','Best')
title('VaR Estimation Using the Historical Simulation Method')
Shapley values
queryPoint = tbl(end,:)
explainer = shapley(blackbox,'QueryPoint',queryPoint)
explainer.ShapleyValues
plot(explainer)
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