When studying fluctuations of models in the 1D KPZ class including the ASEP and the q-TASEP, a standard approach has been to first write down a formula for q-deformed moments and constitute their generating function. This works well for the step initial condition, but there is a difficulty for a random initial condition (including the stationary case): in this case only the first few moments are finite and the rest diverge. In a previous work [16], we presented a method dealing directly with the q-deformed Laplace transform of an observable, in which the above difficulty does not appear. There the Ramanujan's summation formula and the Cauchy determinant for the theta functions play an important role. In this note, we give an alternative approach for the q-TASEP without using them.
Introduction and results
Recently remarkable progress has been made on interacting particle processes in the KPZ universality class [10, 24, 26] . In spite of their interaction of nonlinear nature, the limiting distributions and correlations of certain quantities have been identified for many models. Among them is the q-totally asymmetric simple exclusion process (q-TASEP), in which the ith particle hops to the right neighboring site on Z with the rate a i (1 − q gap ) where 0 ≤ q < 1 and 0 < a i ≤ 1 and the gap means the distance to the particle ahead. More precisely the rules of the q-TASEP for the case with N particles are given as follows. Let x i (t), i = 1, 2, · · · , N be the position of the particle labeled i at time t ∈ R ≥0 . A double occupancy at a site is prohibited and we put the order x 1 (t) > x 2 (t) > · · · > x N (t). Each particle hops to the right neighboring site with the rate of the i-th particle given by a i (1 − q x i−1 (t)−x i (t)−1 ), (1.1) the dynamics of the gaps is called the q-boson totally asymmetric zero range process and had been introduced earlier in [27] ) and has become one of the standard models for studying KPZ universality. Various generalized models have been introduced and studied since then, see for instance [9, 11, 23] . We are interested in the fluctuation properties of x N (t), the position of the N th particle. For the TASEP, with q = 0, the limiting distribution of x N (t) has been identified for various initial conditions. First, for the step initial condition, which is given by
it was shown in [19] that the limiting distribution is given by the GUE Tracy-Widom distribution [28] . Then various other cases have been studied such as a random initial condition [2, 13, 17] , periodic initial condition [7, 25] , and more general fixed initial condition [12, 21] . All these results for TASEP (and for its cousin models like the polynuclear growth model) have been obtained by using its connection to determinantal point processes, which are related to the random matrix theory [14, 22] and provide a unified approach. For general q, the same method does not work because a direct connection to a determiantal point process has not been found (see, however, a few works in this direction [3, 8, 18] ). But a few methods have been devised and successfully been applied to the q-TASEP and its generalizations with many results. A standard approach for general q has been to first write down a formula for q-deformed moments and constitute their generating functions. For example, for the q-TASEP with the step initial condition (1.2), the n-th q-deformed moment can be written as a multiple integral as where the contour for z j contains {qz k } k>j and a m 's but not 0. This type of formula can be obtained by either using Macdonald operators [4] or duality [6] . Next we compose a generating function of these moments. By using the q-binomial theorem, we find n=0 ζ n (q; q) n q n(x N (t)+N ) = 1 (ζq x N (t)+N ; q) ∞ .
(1.4)
The right hand side is nothing but the q-Laplace transform of the pdf of x N (t) + N , which should contain the full information about the statistics of x N (t). In fact it turns out that the q-Laplace transform can be written as a Fredholm determinant and one can establish the Tracy-Widom law from this formula [4, 6] . However, most results, obtained with this approach, have been restricted for the step initial condition (1.2) due to a few technical difficulties. Let us consider, as a generalization of the step initial condition (1.2), the following random initial condition,
where 6) where k ∈ (1, 2, · · · , N ) and n ∈ Z ≥0 . Note that the initial condition (1.5) means that the gap between i-th and (i − 1)-th particle is distributed as the q-Poisson random variable with parameter α/a i (1.6) except for i = 1, for which case X 1 describes the gap between the particle and the origin. Note that, when α = 0, the rhs of (1.6) becomes δ n,0 , then (1.5) reduces to the step initial condition (1.2). It is known that, for the q-TASEP with infinite number of particles and with a i = 1, if the gaps between the consecutive particles are given by the independent q-Poisson random variables with α, it is stationary. Because of this reason we call the initial condition (1.5) the half stationary initial condition. By setting a i = 1, i ≥ 2 and considering a 1 → α limit, one can study the stationary q-TASEP based on the analysis for the half-stationary initial condition [16] . In [6] , a nested contour integral representation of the n-th moment for this random initial condition was given, which is reproduced here,
(1.7) where the contour for z j contains {qz k } k>j and a m 's but not α/q. (Note, for this initial data, that · indicates the expectation with respect to both initial condition and q-TASEP dynamics.) This looks very similar to (1.3) but there is an important difference. As can be understood by considering t = 0 case of this formula, the moment is finite only for small values of n, satisfying αq −n < max m=1,...,N a m , except for the step initial condition α = 0, and the higher moments diverge. Hence one can not use (1.4) to calculate the q-Laplace transform. On the other hand, one has, by definition, 8) for ζ = q n , n ∈ Z and, since lim l→−∞ (ζq l ; q) ∞ = ∞, lim l→∞ (ζq l ; q) ∞ = 1, this q-Laplace transform is finite for the random initial condition (1.5) as well. One has to find a way to calculate the q-Laplace transform without using the q-moments.
In [16] , we have overcome this difficulty and found a Fredholm determinant representation for the q-Laplace transform by using Ramanujan's summation formula and the Cauchy determinant for theta functions (also known as the Frobenius determinant). In this note, we study the same problem and present a somewhat different approach without using them and give a different Fredholm determinant representation of the q-Laplace transform (1.4) for the q-TASEP with the half stationary initial condition (1.5). Our main result is the following. Theorem 1. For the q-TASEP with the random initial condition (1.5),(1.6) we have 9) where ζ = q n , n ∈ Z, C a is a contour around a i 's and the kernel is given by
Once this type of formula is found, then there is a standard way to study the limiting distribution. In particular by setting a i = 1, i ≥ 2 and taking a 1 → α limit and applying similar arguments as in [16] , one can study the stationary q-TASEP and reproduce the results there that the limiting distribution of a particle is given by the Baik-Rains distribution. Compared to the kernel found in [16] , the above kernel is much closer to the one in [4, 6] . But we stress again that the method to find a kernel through the q-moments in [4, 6] does not work for the random initial condition (1.5). For a certain part, our approach has a similarity to the one in [5] for the log-Gamma and the O'Connell-Yor polymers (for the case corresponding to the step case).
For the case of ASEP, a somewhat different approach was employed to study the stationary case in [1] . There the author uses the fact that the ASEP can be obtained as a limit of the higher spin vertex model, because at the level of higher spin vertex model everything is discrete and all moments are finite. However, we emphasize that our approach, initiated in [16] for q-TASEP and generalized to the higher spin vertex model in [15] , has an advantage that all models in the hierarchy can be treated directly in the same manner without relying on a limiting procedure. It would be an interesting question to clarify interrelationships between various approaches and representations.
This note is organized as follows. In Sec. 2, we recall a few facts from [16] . We introduce a two-sided version of the q-Whittaker measure and gives an multiple integral formula for the distribution of the position of a particle of the q-TASEP with the half-stationary initial condition (1.5). In Sec. 3, we explain a way to calculate the q-Laplace transform (1.4) and present a multiple integral formula for it. In Sec. 4, we obtain a Fredholm determinant representation and show that it is equivalen to (1.9)
Notation: In order to make some formulas look better, we replace a i by q a i and α by q α in the following sections.
2 q-Whittaker measure and distribution of a particle position First we recall a few facts from [16] . For a N ∈ Z >0 , let Λ N be the set of signatures (or integer partitions) defined by
Note that, unlike for the the case of usual partitions, each λ j can be a negative integer. Let a i ≥ 0, α i ≥ 0, 1 ≤ i ≤ N and q c = (q c 1 , . . . , q c N ) for c = a, α. We introduce a measure on Λ N ,
where P λ , Q λ are the q-Whittaker functions defined by
2)
The measure (2.1) is called the two-sided q-Whittaker measure. Let P t (λ N ) denote the marginal distribution of λ N under the above two-sided q-Whittaker measure, P t (λ N ) = λ i ,1≤i≤N −1 W t (λ). By rewriting the Cauchy identity for the q-Whittaker function, we found the following multiple integral formula [16] .
Proposition 2. The marginal distribution of λ N under the two-sided q-Whittaker measure (2.1) is given by
with A = n j=1 a j . Note that on the right hand side the dependence on λ N appears only as the power of a factor in the integrand. This is useful for further calculations.
As shown in [16] , we have, with
that is, the probability P[x N (t) + N = λ N ], λ N ∈ Z that the position of the N -th particle in q-TASEP with the half-stationary initial condition (1.5) is λ N is the same as the marginal distribution of λ N for the two sided q-Whittaker measure with α 1 = α, α i → ∞, i ≥ 2. In the sequel we focus on the study of P t (λ N ) for general a i 's and α i 's.
q-Laplace transform
In this section we consider the q-Laplace transform of P t (λ N ). Our strategy is to evaluate it directly without using the q-moments (1.7). First we obtain the following integral representation.
Proposition 3. For ǫ > 0 and ζ ∈ C \ R + , we have
where m q N (w), Π(w; q α , t) and A are defined by (2.4), (2.5) and below (2.6) respectively and w 1 is defined by
Proof. In this proof we assume |ζ| < 1. Once (3.1) is proved for |ζ| < 1, the extension to ζ ∈ C \ R + is easy by analytic continuation. We start from writing LHS of (3.1) as
where P t (λ N ) is given by (2.6). (This is the same as (1.8) by (2.7).) Next we separate the sum into two parts, 0 ≤ λ N (the positive part) and λ N ≤ −1(the negative part). The calculation of the positive part is straightforward. Since we assumed |ζ| < 1, by an application of the q-binomial theorem, it is written as
For the negative part, we will show that it is written as 5) where w 1 in the second term is defined by (3.2). Combining (3.3)-(3.5), we obtain our desired result (3.1). Note that the q-binomial theorem is not applicable to the negative part since |ζq λ N | becomes bigger than one as λ N → −∞. Let us introduce L ∈ Z >0 and x ∈ C, and consider the quantity,
As a function of x, this is analytic for |x| < 1. Below we will extend this region of analyticity in x, |x| < 1, to one which includes x = 1/q and then take the limit L → ∞. Note that the case x = q −1 with this limit corresponds to LHS of (3.5). Note that, when |x| < 1, the q-binomial theorem is applicable for arbitrary fixed L since |ζx L | < 1 is satisfied. Hence (3.6) can be written easily as
Then we rewrite the sum over n as the contour integral by the residue theorem as
where we set the branch cut of the function z u as R − (see Lemma 3.20 and Step 2 in the proof of Theorem 3.18 in [4] for a similar identity). We find
with ǫ > 0. Now we consider the analytic continuation for x in both hand sides of (3.9). Let µ, θ ∈ (−π, π) be the argument of −ζ and x respectively, i.e., −ζ = |ζ|e iµ , x = |x|e iθ . In lhs, one can see that it is analytic for x ∈ C \ Ω where
Thus we see that by analytic continuation one can set x = 1/q since, for µ ∈ (−π, π), one finds 1/q / ∈ Ω. In rhs of (3.9), let us focus on the integral
Considering the fact that |q ix | = 1 for x ∈ R and lim x→±∞ e −π|x| 2i sin(πix) = 1, (3.12)
we find that (3.11) is analytic as a function of x if
includes the vicinity of θ = 0 for any fixed µ ∈ (−π, π). Thus under the condition (3.14), we can extend the region of analyticity from |x| < 1 to a larger region including R + and in particular we can set x = 1/q. Thus setting x = 1/q and taking the sum for ℓ, we get
Note that at this stage we can take ǫ to be an arbitrary positive real value. Here we set it to be ǫ A such that ǫ A > A, which leads to |z 1 · · · z N /q A+u | < 1. Then we can take the L → ∞ limit and have
For later use, we change the variables w 1 = z 1 · · · z N and w j = z j for j ≥ 2. We have
where
We change the contour T of w 1 to T A such that the contour encloses the pole w 1 = q A+u . We have
Replacing the integration of u by the summation of the residues at u = 0, 1, 2, · · · and changing the variables w j to z j , we find that the first term of (3.19) becomes 20) which is exactly equal to the first term in (3.5) and cancels (3.4). We easily find that the second term is written as
with w 1 = q A+u /w 2 · · · w N . Shifting u as s = u + A, we arrive at the second term in (3.5). Now we have another integral representation, which is more useful for our purpose.
Proposition 4. For ǫ > 0 and ζ ∈ C \ R + , we have
Proof. As in the proof Proposition 3, we assume |ζ| < 1 in this proof. When |ζ| < 1, we find that both (3.1) and (3.22) can be evaluated as sums of residues on the right-half plane since both integrands vanishes as ℜs → ∞. We see that the integrand in (3.1) has poles at the following points:
By using w 1 (3.2) in place of s, (3.23) can be written in a more compact form,
for k = 1, 2, · · · , N and n l ∈ N. However we find that when at least one pair of w j 's shares common a k or α k , the choices have no contribution: e.g. in both cases
for some j, k and m, we find that the factor (w j /w k ; q) ∞ (w j /w k ; q) ∞ in m q N (w) in the integrand of (3.1) vanishes,
Thus we need to consider only the poles where all w j j = 1, 2, · · · , N have distinct a k 's or α k 's. Furthermore the pole contribution does not change under the exchange of the poles since the integrand in (3.1) is symmetric under the exchange of w i 's. Thus we find that (3.1) can be represented as follows: (3.27) where n = (n 1 , · · · , n N ), and f (a j 1 , · · · , a j N 1 , α j N 1 +1 , · · · , α j N , n, ℓ, N 1 ) denotes the residue of the poles
Note that in this case the corresponding pole for s is at
Similarly (3.22) has poles at
where j, k = 1, 2, · · · N , n j ∈ Z ≥0 and ℓ j ∈ Z. We easily find that when at least one pair of s j , j = 1, 2 · · · , N shares the common a k or α k , they have no contribution: E.g. when (s i , s j ) = (a k + n i , a k + n j ), the factor sin π(s j − s i ) in the numerator in (3.22) becomes
Similarly we find that (s j 1 , s j 2 ) = (α k + n j 1 + 2πiℓ j 1 / log q, α k + n j 2 + 2πi log ℓ j 2 / log q) cancels the contribution (s j 1 , s j 2 ) = (α k + n j 1 + 2πiℓ j 2 / log q, α k + n j 2 + 2πiℓ j 1 / log q) since in the former case, the same factor sin π(s j 2 − s j 1 ) produces
and in the latter one, it gives the same quantity with opposite sign. Furthermore the residue of the poles with distnct a k 's or α k 's does not change under the exchange of the poles since the integrand in (3.22) is symmetric under the exchange of s j 's. Thus we arrive at the following expression for (3.1)
represents the residue at the poles, In Appendix A, we will prove
from which the equivalence of the two expressions (3.27) and (3.33) immediately follows.
Fredholm determinant formulas
In this section, we obtain a Fredholm determinant representation for the q-Laplace transform 1 (ζq λ N ;q)∞ . For this purpose we use Proposition 3 and the following rational and trigonometric versions of the Cauchy identities,
For more general description about the Cauchy determinants, see for instance [20] .
Theorem 5. For the two-sided q-Whittaker measure (2.1), we have, for ζ = q n , n ∈ Z,
Here the kernel is defined by 5) and the functions φ k (x 1 ; a, α, t) and ψ k (x 2 ; a, α, t) are given as
where in (4.6) the convergence factor δ = 0+ is introduced and D denotes the contour enclosing a j , j = 1, · · · , N positively.
Proof. We will show that N -fold integral representation (3.22) can be rewritten as (4.3).
The following calculations have certain similarities to the ones in [5] for the O'Connell-Yor and the log-Gamma polymers model. Note that the factor in (3.22)
can be written as
where in the last expression we used (4.1) and (4.2). Substituting this into (3.22), we get
.
(4.10)
Once we get this type of determinantal formula, it is straightforward to reach the Fredholm determinant. Noting that Andréief identity can be applicable to (4.10), we get a single determinant expression with rank N ,
Now we shift the contours from iR − ǫ to iR + ǫ A where a j < ǫ A < a j + 1 j = 1, · · · , N . Noting 12) and using the relation,
for 0 < y < 1, we have
(4.16)
Here in (4.15), we introduced the the convergence factor δ = 0+. Noting the basic property of the determinant, we see that this is equal to
where RHS is the Fredholm determinant on L 2 (R) with the kernel
Rewriting the summation over j = 1, · · · , N as the contour integral enclosing a j , j = 1, · · · , N positively (this contour is denoted by D), we get
Here in the equality, we insert "-1" in the parenthesis which has no contribution to the integral. Substituting the relation,
into (4.19), we find (BA)(x 1 , x 2 ) = −f (x 1 )K(x 1 , x 2 ) where f (x) and K(x 1 , x 2 ) are defined by (4.4) and (4.5) respectively. From this and (4.14), (4.17), we obtain our desired expression (4.3).
Our representation (4.3) can be rewritten in a closer form as in Theorem 3.18 of [4] .
Remark. With α 1 = α and α m → ∞, m = 2, 3, · · · , the factor N m=2 (q αm−v 1 ; q) ∞ /(q αm−x ; q) ∞ becomes unity and (1.10) is reduced to the kernel of our Theorem 1 under q α → α and the change of variables q v i = w i , i = 1, 2.
Proof. Getting back to LHS of (4.19), we write it as
From these equations with (4.14) and (4.17), we have
We easily see that (DC)(
A Proof of (3.35)
In this appendix, we prove (3.35) in the case (j 1 , j 2 , · · · , j N ) = (1, 2, · · · , N ). The other case can be proved in a parallel way. Hereafter we write a = (a 1 , · · · , a N 1 ) and α = (α N 1 +1 , · · · , α N ) First we will give an explicit expression for f (a, α, n, ℓ, N 1 ) defined below (3.27) . For this purpose we rewrite (3.1) as
e w j t (−ζ)
1
where we used the notations
From (A.1), we find that f (a, α, n, ℓ, N 1 ) can be written as
Here
Rewriting rhs of (3.22) in a similar manner, we have an explicit expression for g(a, α, n, ℓ, N 1 ) defined below (3.33),
In the following we will show that
from which (3.35) readily follows. For the proof of P (1) = Q (1) , it is sufficient to show
We find that lhs of (A.12) becomes
Applying the relation,
to (q a j −a i +n j −n i ; q) n i +1 and (q a j −a i −n i ; q) n i in (A.13), we see that the first factor is written as
where we used
Substituting the above relation to (A.13), we arrive at (A.12). For proving P (3) = Q (3) it is sufficient to show
(A.17)
Using (A.14), we see that the lhs becomes
Also from (A.14), the rhs becomes
(A. 19) In these equations (A.18) and (A.19), we used (A.14). Finally we show P (2) = Q (2) . For the proof, it is sufficient to show
where z j , a j ∈ C, j = 1, · · · , N , ℓ ∈ Z, Z = z 1 + · · · + z N , and A = a 1 + · · · + a N . We show this equality by mathematical induction. For N = 1, we find that both side hand becomes 1/ sin(z 1 − a 1 + 2πiℓ log q ). Suppose that it holds for N − 1. Then for N , we will show that both hand side in (A.20) have the same Laurant series with repect to z 1 . (Note that they are both meromorphic functions with respect to z 1 , · · · , z N .)
Notice that for a meromorphic function f (z) with poles z = p j , j = 1, 2, · · · , their exists a unique Laurent expansion,
where f k (1/(z − p k )) is the principal part at z = p k . Let us denote lhs of (A.20) as f (z 1 , · · · , z N ). It has the poles at z 1 = a j + n 1 − 2πℓ 1 / log q where j = 1, · · · , N and n 1 , ℓ 1 ∈ Z and is expanded as (q a 1 +n 1 −z j ; q) ∞ (q z j −a 1 −n 1 ; q) ∞ (q a 1 −a j ; q) ∞ (q a j −a 1 ; q) ∞ (q a 1 +n 1 −a j +1 ; q) ∞ (q z j −a 1 +1 ; q) ∞ (q a 1 −z j ; q) ∞ (q a j −a 1 −n 1 ; q) ∞ × log q(q; q) 2 ∞ q a 1 (N −1)+A (N−1) (−1) N −1 N j=2 (q a j − q a 1 )(q z j − q a 1 +n 1 ) (−1) n 1 q n 1 (n 1 +1) 2 (q; q) n 1 (q; q) ∞ log q , (A (q a 1 +n 1 −z j ; q) ∞ (q z j −a 1 −n 1 ; q) ∞ (q a 1 −a j ; q) ∞ (q a j −a 1 ; q) ∞ (q a 1 +n 1 −a j +1 ; q) ∞ (q z j −a 1 +1 ; q) ∞ (q a 1 −z j ; q) ∞ (q a j −a 1 −n 1 ; q) ∞ = N j=2 (q z j −a 1 −n 1 ; q) n 1 +1 (q a 1 −a j ; q) n 1 +1
(q a 1 −z j ; q) n 1 (q a j −a 1 −n 1 ; q) n 1 = N j=2 (−q z j −a 1 −n 1 ) n 1 +1 q n 1 (n 1 +1) 2
(q a 1 −z j ; q) n 1 +1 (q a 1 −a j ; q) n 1 +1
(−q a j −a 1 −n 1 ) n 1 q n 1 (n 1 −1) 2 (q a 1 −z j ; q) n 1 (q a 1 −a j +1 ; q) (q a j − q a 1 )(q z j − q a 1 +n 1 ), (A.26) where in the second equality we used the relation (A.14), we arrive at g 1,n 1 ,ℓ 1 1 z 1 − a j − n 1 + 
