Background Information -Falls are associated with high direct and indirect costs, and significant morbidity and
Introduction The Cost and Prevalence of Falls, and Falls-related Injury
Falls are a serious public health concern 1 , with potentially fatal consequences 2 , and significant financial implications for individuals, and their families 3 . In a single year in the USA, there were more than 10,000 fatal falls in the elderly population, and an additional 2.6 million medically treated falls-related injuries that were non-fatal, which resulted in a direct cost of close to US $20 billion 4 . In the UK, falls account for over 60% of all hospital inpatient related safety incidents 5 , resulting in an annual direct cost of £15 million 6 , on top of the billions already spent on treating falls-related injuries in the community that result in hospital admissions 7, 8 . Some argue that if steps are not taken to address this problem, by the year 2030 the number of injuries resulting from falls will have increased by 100% 9 , therefore it is vital that steps are taken to prevent this astronomical rise in cost and harm to all the relevant stakeholders.
Clinical Relevance of Predicting Falls
The current debate in the falls literature is whether probabilistic prediction is clinically useful, and whether it is more important than targeting modifiable risk factors 10 . We argue that these two approaches are not mutually exclusive, rather, making sound predictions is actually necessary for planning and evaluating interventions of any kind, including those targeted at risk factors 11 .
State of the Art and Challenges in Predicting Falls
The STRATIFY Tool is the gold standard predictive tool for falls in geriatric patients. Although widely used in the UK, has not been improved upon in two decades 12, 13 , due to two notorious key issues, which we explain and address in our study:
(I) Reproducibility -replication studies have repeatedly failed to reproduce the reported good performance of the initial STRATIFY validation study 14 . This is due to the missing statistical evaluation in terms of expected performance on new, unseen data -which we address by predictive modelling and predictive model evaluation, including a precise quantification of expected future performance in a similar setting.
(II) Interpretability -it has remained unclear what the STRATIFY Tool actually measures in terms of cognitive ability or physical function. Three of the five questions record confusion, visual impairment, and frequent toileting, which, at best, are proxy measurements. We instead use direct measures of cognitive and physical function, such as the Trail test and the Walk-12, which are well-validated and readily interpretable.
Paradigm Shift I: Predictive Modelling
Descriptive modelling, such as in traditional linear/logistic regression analysis, aims to fit the data well and is powerful for identifying associations present in the data.
However, they often turn out to be too closely fitted to the data analyzed and do not generalize well to new, unseen data -this phenomenon is known as overfitting. We argue that this well-known phenomenon explains the supposed loss of predictiveness and accuracy in replication studies 14 better than additional, hypothetical changes in the patient collective.
On the other hand, models obtained by predictive model selection often contain less variables and generalize more robustly. The main difference between exploratory/descriptive and predictive modelling does not lie in the type of models applied (for example, linear or logistic regression models occur in both), but in how. The predictive modelling paradigm has led to the development of a number of non-linear modelling techniques found in the machine learning community such as kernel methods or random forests which are specifically designed to produce models that generalize well. Furthermore, the underlying theory 15 provides explicit meta-methods to quantitatively estimate accuracy on unseen data, which is used to identify the best models and most informative variables, as opposed to descriptive approaches which rely on quantifying how accurately the model describes the available data. Our proposed solution is shift into the superior modelling paradigm, and subsequent evaluation of the results in terms of their out-of-sample error/predictive error.
There are prior instances of assessing falls models via predictive evaluation 16 ; however, to our knowledge, our work is the first instance where predictive model selection is employed not only to identify types of models but also the most relevant and clinically useful variables.
Paradigm Shift II: Direct Measurements of Neuropsychological and Physical Function
The current state-of-art in predicting falls assesses patients based on risk factors such as age, urinary urgency, or walking impairment. We argue that these risk factors are in fact proxy measurements of cognitive and physical function. For example, the association between age and falls, can be thought of as a result of declining executive function and attention 17 , and reduced mobility 18 , which both occur as we grow older. Both UTI-associated urinary urgency and the associated cognitive deficits can exacerbate the risk associated with any reductions in physical mobility 19 .
Hence we propose the use of direct measurements of cognitive and physical function instead; a premise that the literature has alluded to increasingly often over the last few years 20 . In our study, we consider the 
Material and Methods

Neuropsychological Data
The neurological, and 2 neuro-rehabilitation wards, at a tertiary neuroscience center (summary statistics presented in appendix). The principal outcome in the prospective study was whether a patient fell (n = 54) or not during their in-patient stay (inclusion/exclusion criteria, cohort demographics, and summary statistics can be found in appendix). A fall was defined as a suspected, reported or witnessed incident, which consisted of unintentional contact with the ground (or intermediary object, which halted their progression to the floor, e.g. a wall), by any part of the body, except the feet. The additional distinction of recurrent falling has been disregarded in this study as a single fall is sufficient to cause injury.
Predictive Modelling
A predictive benchmark analysis (described in appendix) was carried out to identify which method can most reliably predict whether a patient is likely to fall. For each prediction strategy, goodness of prediction is estimated by repeatedly splitting the data into a training sample on which the model is fitted and a test sample which mimicks "new" data, and on which the model is evaluated by comparing its predictions to the actual labels (faller vs non-faller).
All prediction strategies are compared on the same training/test splits, so that differences in performance can be attributed to the prediction strategy. The results of the predictive analysis are quantitative measures of how reliable each prediction strategy is in predicting new data, in terms of mean misclassification error (MMCE), sensitivity (= True Positive Rate), specificity (= True Negative Rate), precision (= Positive Predictive Value), and F1 score ( = 2 TP/(2 TP + FN + FP)).
The prediction strategies considered are different combinations of (i) the types of models used (summarized in table Y) and (ii) selected sub-sets of all variables in the data set to use in prediction. Different sets of variables are defined by using some or all of demographics, one or several of the three neurophysiological tests (Stroop, Trail, Semantic) , and the Walk-12 PROM. For example, a (i) logistic regression model using (ii) demographic variables only.
Standard errors for prediction error statistics were computed by Jackknife resampling on the test folds.
The performance of two strategies was considered significantly different at 5% significance level of a Wilcoxon signed-rank test conducted on the paired sample of bootstrapped (by the Jackknife) error statistics on the test folds.
A strategy was considered to predict better than an uninformed guess if had a significantly lower MMCE than the uninformed predictor of always predicting "non-faller".
Receiver Operator Characteristics (ROC) of prediction strategies were computed by varying the threshold for the predictive probability of the respective methods. Bootstrap confidence bands were computed for the false positive rate (= 1 -specificity) at a 5% level of confidence.
Ethical Considerations and Data Protection
Guidance on the nature of the study was sought from the UK Health Research Authority (HRA) who determined that the appropriate designation was 'Service Development'. The study was subsequently vetted by hospital governance and R&D groups. Patient (oral) consent to participate in the study was obtained and recorded in the clinical notes. Data analysis was conducted on a completely anonymised dataset. Non-anonymized data was stored securely for use by the patient's clinical team, accessible only through the hospitals secured severs.
Results
An overview of all of the results obtained in our predictive analysis can be found in the appendix. Below we present a selection of these results, focusing on the four most pertinent findings. However, adding any of the other variables does not significantly improve the goodness of prediction (Wilcoxon signed-rank residuals p < .001) on the subsets of patients on which such predictions are possible (see appendix). 2. The best statistical strategy for predicting falls appears to be a random forest. Logistic Regression (Demographic Data) 0.160 (± .020) 0.000 (± .000) 1.000 (± .000) -0.000 (± .000) Majority 0.160 (± .020) 0.000 (± .000) 1.000 (± .000) -0.000 (± .000)
Figure 1 -The Receiver Operating Characteristics (ROC) for Random Forest and Logistic Regression based classifiers
The data sets upon which the following ROCs are based was the restricted data set consisting of those with trail data (excluding those for which the trail data was missing). The figure illustrates the second conclusion that the random forest (RF) based predictor appears to be superior to that of logistic regression (LogReg) when both utilize only the Trails data. Moreover, both of these models are superior to the baseline model of demographic (Demog) data (consisting of common risk factors for falls) and the logistic regression, which suggests that direct cognitive and neuropsychological measurement (Trail) appear to improve predictive capabilities, at least in our dataset. The Area under the ROCs (AUROCs) are LogReg on Demog (0.65), LogReg on Trail (0.78), and RF on Trail (0.87).
Discussion
This study describes what we believe is the first attempt to develop a tool for falls prediction that uses cognitive variables in a predictive modelling context. The predictive paradigm, coupled with our unique data set, has identified a single cognitive test -the trail test -as the most informative predictor for falling in a neurological population with an unprecedented degree of accuracy, sensitivity and specificity. This is in stark contrast to previous models including a large number of variables and lower predictive power, and suggests that our initial hypothesis regarding the interpretability and reproducibility have been a justified concern.
Falls Prediction Tools in Context
The current gold standard measure in falls prediction is the STRATIFY questionnaire 13, 21 . There are two further, more recent tools to predict falls in a neurological population: Yoo et al. use a combination of risk factors (including assessment of gait, and insight into gait ability) coupled with logistic regression analysis 22 ; Kabeshova et al., have identified a neural network that is able to predict falling 18 . A summary of these three methods is displayed in Table 4 . Our approach improves on the state-of-the-art, as reported above, in a number of ways:
Accuracy in a clinical context. Methods with low specifity are not useful in a clinical neurological setting where the majority of patients do not fall-since a low specificity model in practice will lead to wasted resources (e.g. staff time, cost of any interventions), and even may induce a fear of falling, which can be more detrimental than actually falling with regards to health-related quality of life 23 . Further, for the purpose of directing scarce resources, the positive predictive value (PPV) of the other strategies is quite low. Our model is capable of a maximum PPV of 76% (Table 2 and 3) . Hence, in terms of accuracy, we are able to offer the best tool available.
Usability in a clinical context. Our prediction is based solely on the trail test which can be easily conducted without the patients even leaving their beds. Hence it can be applied in everyday practice similar to the STRATIFY tool, while the other approaches would require a larger number of variables measured.
Predictive reliability. Predictive error estimation guarantees that the performance will not degrade, as long as the strategy is applied to a similar population -unlike for example the STRATIFY tool or non-predictive logistic regression where this has been observed before. Of course it remains to be seen whether it is the models or only the predictive modelling strategy that generalizes well to new types of populations.
Scientific parsimony. Our predictive model is parsimonious and well-interpretable: the fact that the trail test in itself allows the best prediction is scientifically interesting and points towards a number of hypotheses that may lead to novel insights on the interaction of human cognitive abilities and falling, or more generally overall risk assessment in a neurological population.
Strengths, Weaknesses and Further Research
One of the main limitations of this study is a result of the data being collected in a single tertiary centre that covered acute neurological, neurosurgical, and neurorehabilitation care, suggesting that the generalization of these results should be considered carefully. Specifically, the neurorehabilitation population of patients represented less than 10% of the total, and faller cohorts, and therefore, we would argue that if this tool is utilized by other hospitals which may have a different composition of patients, the predictive accuracy on the particular population needs to be checked first -this can be done easily by running the code we have provided in appendix F and checking the estimated statistics of prediction goodness on new data. A subtler question to answer is whether the final models transfer easily between population, or whether it is the best strategy (e.g., trail test & random forest) which can yield a different model for each hospital.
Efficacy in a dedicated neurorehabilitation unit remains to be demonstrated, and this represents an important avenue for future research.
The main strength of this study is that our model is based on direct measurements of cognition, rather than proxy measurements, which are likely to be more affected by confounding factors. Moreover, the information collected in our study is already collected in the course of a clinical work-up for many patients in the in-patient neurological setting. For example, the Trail Making test is part of the standard neuropsychological evaluation at the hospital in which this study was conducted, and is widely recognized as being useful in stroke patients for a number of reasons 24 . The burdens associated with data collection are greatly reduced in such a situation, because it allows for recycling of information that is already generated for other uses.
Implications for Policy Makers, and Clinicians
The primary implication of this study is that a novel, highly sensitive and specific tool, for predicting falls in the acute neurological population, which surpasses the capabilities of the other tools available in this setting, is now available to policy makers and clinicians. However, we argue that the results presented here are important, not only because of their predictive power, but also because they demonstrate the efficacy of the two paradigm shifts we described earlier. In future studies, prediction models should be focus more acutely on the theoretical relevance of the data collected, with regards to the outcome being predicted, as was originally highlighted as being important. It is only then, that the true power of these modern statistical techniques will be fully realized.
Conclusion
Although we must be cautious in making any definitive conclusions, it seems reasonable to suggest machine learning could improve the predictive faculties of future generations of predictive tools. Furthermore, the highly notable predictive power associated with the use of direct measurements of cognitive function highlights an important avenue for future research in falls risk prediction. neurosurgical, 3 neurological, and 2 neuro-rehabilitation wards.
Supplementary Appendix
The exclusion criteria for the study included: non-fluency of English, inability to provide informed consent because of severe cognitive impairment, communication difficulties, severe mood or behavioral problems, and specific contra-indication for each test that have been highlighted in appendix Table 1 .
Demographics
The mean time from admission to testing was 4.46 days (s.d. 8.66) for the prospective cohort. The demographics for the fallers and non-fallers were then compared using two-tailed t-tests. The p-value, illustrating the degree of significance in the difference between fallers and non-fallers, has been reported. Age, number of years of formal education and ethnicity did not significantly differ between the faller and non-faller cohorts. However, there were significantly more men (p<0.05) in the non-faller cohort and the vast majority of both groups identified as white ethnicity (Table S3) .
Statistical Analysis
The scores on all three neuropsychological tests were described using 6 number summaries (minimum, 1 st and 3 rd quartile, median, mean, and maximum values). The mean of the sets for the fallers and non-fallers were then compared using two-sided t-tests. The p-value, illustrating the degree of significance in the difference between fallers and non-fallers mean score, has been reported. The error scores, composite scores, etc. were all analyzed similarly.
Method -Predictive Benchmark Analysis
A predictive benchmark analysis was carried out to find a method which can reliably predict whether a patient is likely to fall. The result of the predictive analysis, for each method, is an estimate of how reliable the method is in predicting on new data (as opposed to classical, descriptive analysis which estimate how well a model fits existing data).
In a predictive benchmark analysis, a number of prediction strategies are compared. Those prediction strategies are specified by the following:
(a) Which variable is predicted (the so-called target variable or target outcome). Here, this is always whether the patient has fallen or not. (c) Which statistical or machine learning method is used for prediction. Table S1 contains an overview over the different methods used. The methods considered may be roughly divided in "classical" models such as logistic regression, and "machine learning" methods such as random forests, though this distinction is more historical than principled. The majority predictor, which always predicts that a patient did not fall, plays an important role: it is added as a "stupid"/uninformed baseline, since only in comparison to such a baseline one can say that the other method is better than a random guess.
Implementation
The experiments were performed using the R (v 3. 
Validation set-up
In order to assess how well the prediction strategies, predict fallers on new, unseen data, a validation experiment in performed which mimics exactly that process: each strategy is used to fit parameters of the method on part of the data, the so-called training data. Prediction is then performed on other part of the data, the test data, which plays the role of the new data. Goodness of prediction is evaluated by comparing the prediction (here:
whether the patient falls) to the true target variable on the test data. All methods are compared on the same training/test splits, hence significant differences may be attributed to the method. Three modern machine learning methods considered to be some of the best generalpurpose classifiers that exist.
Support vector classifiers construct a hyperplane to separate (most) fallers and non-fallers with maximum margin. We employ the frequently used kernel variant which allows for a non-linear separating hyperplane. 
Pre-processing and tuning
Prior to prediction, all variables were normalized to have zero mean and standard deviation one on the training set. Whenever an advanced prediction strategy required tuning of parameters, this was done by 3-fold cross-validation grid-tuning inside the training set.
See figure S1 for a list of the tuning grids employed. Note that all pre-processing and tuning has to take place on the training set only, to correctly mimic the process of predicting on new data. Otherwise information on the new data would be implicitly used already in a phase where such data has not been yet seen. 
Part 2 -Colour Naming
The second part of the test is referred to as the interference task, and in this instance the participant is asked to name the colour of ink in which the word is printed. An identical card to that which was presented in the first part is presented to the participant with the new instructions. 
Raw
Part A -Number Task
The participant is presented with the stimulus and asked to draw a line joining consecutively numbered circles from 1 -25, as quickly as they can.
Raw -1. Time taken to complete number task 2. Errors on number task
Calculated -None
Specific ContraindicationsThe test must be completed using the participant's dominant arm therefore hemi-paresis on the dominant side is a contra-indication. Severe visual deficits is also a contraindication
Notes -
The test is to be abandoned if incomplete after 300 seconds. And errors in this situation are recorded as an unknown The participant is presented with the second stimulus and asked to draw a line joining consecutively numbered (1-13) and lettered circles (A-L), by alternating between the two types of sequences.
Raw -
1. Time taken to complete number/letter task 2. Errors on number/letter task
Calculated -
3. Time to complete number/letter task divided by the time to complete number task
Semantic Fluency
Original Citation - Thurstone, 1938 14 Variant UsedDescribed in Strauss et al., 2006 15 Participants are asked to name as many animals as they can in a minute. Participants are told they can use any letter of the alphabet and do not need to go in any particular order.
Raw -1. Number of animals 2. Number of repetitions
Specific ContraindicationsFor certain severely aphasic or dysphasic individuals, circumstances should be evaluated to determine whether this test is appropriate. 
Number of Animals -
Raw -
1. The individual score on each question Calculated -2. The summed score for the entire questionnaire Specific ContraindicationsFor certain severely aphasic or dysphasic individuals, circumstances should be evaluated to determine whether this test is appropriate. 
NA
