A variational formula for positive functionals of a Poisson random measure and Brownian motion is proved. The formula is based on the relative entropy representation for exponential integrals, and can be used to prove large deviation type estimates. A general large deviation result is proved, and illustrated with an example.
Introduction
In this paper we prove a variational representation for positive measurable functionals of a Poisson random measure and an in…nite dimensional Brownian motion. These processes provide the driving noises for a wide range of important process models in continuous time, and thus we also obtain variational representations for these processes when a strong solution exists. The representations have a number of uses, the most important being to prove large deviation estimates.
The theory of large deviations is by now well understood in many settings, but there remain some situations where the topic is not as well developed. These are often settings where technical issues challenge standard approaches, and the problem of …nding nearly optimal or even reasonably weak su¢ cient conditions is hindered as much by technique of proof as any other issue.
Variational representations of the sort developed in this paper have been shown to be particularly useful, when combined with weak convergence methods, for analyzing such systems. For example, Brownian motion representations have been used by [1, 6, 7, 8, 10, 11, 18, 19, 21, 22, 24, 25, 26, 29, 30] in the large deviation analysis of solutions to SPDEs in the small noise limit, and recently in [5] for interacting particle limits. Other examples occur when there is little regularity associated with the process dynamics, such as non-Lipschitz or even discontinuous coe¢ cients [3, 20] .
The usefulness of the representations is in part due to the fact that they avoid certain discretization and/or approximation arguments, which can be cumbersome for complex systems. Another reason is that exponential tightness, a property that is often required by other approaches and which often leads to arti…cial conditions, is replaced by ordinary tightness for controlled processes with uniformly bounded control costs. (Although exponential tightness can a posteriori be obtained as consequence of the large deviation principle (LDP) and properties of the rate function). What is required for the weak convergence approach, beyond the variational representations, is that basic qualitative properties (existence, uniqueness and law of large number limits) can be demonstrated for certain controlled versions of the original process.
Previous work on variational representations has focused on either discrete time processes [12] , functionals of …nite dimensional Brownian motion [2] , or various formulations of in…-nite dimensional Brownian motion [4] , [6] . An important class of processes that were not covered are continuous time Markov processes with jumps, e.g., Levy processes. In this paper we eliminate this gap, and in fact give variational representations for functionals of a fairly general Poisson random measure (PRM) plus an independent in…nite dimensional Brownian motion (BM), thereby covering many continuous time models.
In [27] Zhang has also proved a variational representation for functionals of a PRM. The representation in [27] is given in terms of certain predictable transformations on the canonical Poisson space. Existence of such transformations relies on solvability of certain nonlinear partial di¤erential equations from the theory of mass transportation. This imposes restrictive conditions on the intensity measure (e.g., absolute continuity with respect to Lebesgue measure) of the PRM, and even the very elementary setting of a standard Poisson process is not covered. Additionally, use of such a representation for proving large deviation results for general continuous time models with jumps appears to be unclear.
In contrast, we impose very mild assumptions on the intensity measure (namely, it is a -…nite measure on a locally compact space), and establish a representation in Theorem 2.1 (see also Theorem 3.1) , that is given in terms of a …xed PRM de…ned on an augmented space. A key question in formulating the representation for PRM is "what form of controlled PRM is natural for purposes of representation? "In the Brownian case there is little room for discussion, since control by shifting the mean is obviously very appealing. In [27] the control moves the atoms of the Poisson random measure through a rather complex nonlinear transformation. The fact that atoms are neither created nor destroyed is partly responsible for the fact that the representation does not cover the standard Poisson process. In the representation obtained here the control process enters as a censoring/thinning function in a very concrete fashion, which in turn allows for elementary weak convergence arguments in proofs of large deviation results.
As an application of the representation, we establish a general large deviation principle (LDP) for functionals of a PRM and an in…nite dimensional BM in Section 4. A similar LDP for functionals of an in…nite dimensional BM [4] has been used in recent years by numerous authors to study small noise asymptotics for a variety of in…nite dimensional stochastic dynamical models (e.g., [1, 6, 7, 8, 10, 11, 18, 19, 20, 21, 22, 24, 25, 26, 29, 30] ). The LDP obtained in the current paper is expected to be similarly useful in the study of in…nite dimensional stochastic models with jumps (e.g., SPDEs with jumps). We illustrate the use of the LDP in Section 4 via a simple …nite dimensional jump-di¤usion model. The goal is to simply show how the approach can be used and no attempt is made to obtain the best possible conditions. An outline of the paper is as follows. In the next section we state and prove the representation for the case of a PRM. We note that the argument used for the lower bound is much simpler than the corresponding argument used in previous papers [4] , [6] . A statement of the general representation (i.e., for functionals of both a PRM and an in…nite dimensional BM) is in Section 3 with a sketch of proof given in the appendix. A general large deviation result and a particular example are given in Section 4, and the paper concludes with an appendix which contains proofs of some auxiliary results.
Notation and a topology. The following notation will be used. For a metric space S denote by M b (S), C(S), C b (S), C c (S), the spaces of real, bounded Borel measurable functions, continuous functions, continuous bounded functions and continuous functions with compact support, respectively. The Borel sigma-…eld on S will be denoted as B(S). For an S-valued measurable map X de…ned on some probability space ( ; F; P ) we will denote the measure induced by X on (S; B(S)) by P X 1 . Given S-valued random variables X n ; X, we will write X n ) X to denote the weak convergence of P X 1 n to P X 1 . For a real bounded measurable map h on a measurable space (V; V), we denote sup v2V jh(v)j by jhj 1 . The space of all probability measures on (V; V) is denoted as P (V; V) or merely as P (V ); when clear from the context.
For a locally compact Polish space S, we denote by M F (S) the space of all measures on (S; B(S)), satisfying (K) < 1 for every compact K S. We endow M F (S) with the weakest topology such that for every f 2 C c (S) the function 7 ! hf; i = R S f (u) (du); 2 M F (S) is a continuous function. This topology can be metrized such that M F (S) is a Polish space. One metric that is convenient for this purpose is the following. Consider a sequence of open sets fO j ; j 2 Ng such that O j O j+1 , each O j is compact, and
where k k BL denotes the bounded, Lipschitz norm:
It is straightforward to check that d( ; ) de…nes a metric under which M F (S) is a Polish space, and that convergence in this metric is essentially equivalent to weak convergence on each compact subset of X. Speci…cally, d( n ; ) ! 0 if and only if for each j 2 N, j n ! j in the weak topology as …nite nonnegative measures, i.e., for all f 2
Throughout B(M F (S)) will denote the Borel sigma-…eld on M F (S), under this topology.
Representations for functionals of a PRM
Let X be a locally compact Polish space. Fix T 2 (0; 1) and let X T = [0; T ] X: Fix a measure 2 M F (X) and let T = T , where T is Lebesgue measure on [0; T ]. Let M = M F (X T ) and denote by P the unique probability measure on (M; B(M)) under which the canonical map, N : M ! M; N (m) : = m; is a Poisson random measure with intensity measure T [13, Section I.8]. With applications to large deviations in mind, we also consider, for > 0, probability measures P on (M; B(M)) under which N is a Poisson random measure with intensity T . The corresponding expectation operators will be denoted by E and E , respectively.
We will obtain variational representations for log E ( exp [
, in terms of a Poisson random measure constructed on a larger space. We now describe this construction. , and to facilitate the use of a martingale representation theorem let F t denote the completion under P. We denote by P the predictable -…eld on [0; T ] M with the …ltration F t : 0 t T on ( M; B( M)). Let A be the class of all ( P B(X))nB[0; 1) measurable maps ' :
Controlled Poisson random measure
N ' is to be thought of as a controlled random measure, with ' selecting the intensity for the points at location x and time s, in a possibly random but nonanticipating way.
Obviously N has the same distribution on M with respect to P as N has on M with respect to P . N therefore plays the role of N on M. De…ne`: [0; 1) ! [0; 1) bỳ (r) = r log r r + 1; r 2 [0; 1):
For any ' 2 A the quantity
is well de…ned as a [0; 1]-valued random variable. The following is the main result of this section. The …rst equality is elementary.
The proof of this theorem follows from an upper bound established in Theorem 2.6 of Section 2.3.1, and a lower bound established in Theorem 2.8 of Section 2.3.2. For notational convenience we will only provide arguments for the case = 1. The general case is treated similarly.
Remark 2.2
In some applications a generalization of this result is useful. Consider a probability space with a complete …ltration on which is given a PRM (with respect to this …ltration) with intensity measure T = T 1 . Then a representation as in Theorem 2.1 holds with expectation computed on this space and the in…mum taken over all controls that are predictable with respect to the given …ltration (which may be strictly larger than the …ltration generated by the PRM). A similar extension is possible for Theorem 3.1. For concreteness, the canonical space and …ltration is considered here, but we note that analogous representations, for functionals of Brownian motions, in terms of general …ltrations have been established in [4] . It is only in the proof of the upper bound in the representation that additional work is needed, and a remark on how the extension can be proved is given at the end of Section 2.3.1.
A class of nice controls
Let fK n X; n = 1; 2; : : :g be an increasing sequence of compact sets such that [ 1 n=1 K n = X. For each n let A b;n : = ' 2 A : n '(t; x; !) 1=n and '(t; x; !) = 1 if x 2 K c n ;
and let
This class of controls is particularly convenient. Let N 1 c be the compensated version of N 1 , which is de…ned by
We denote byÂ b a class of controls similar to A b ; but with X replaced by Y. Namely, A b is the set of all of all bounded ( P B(Y))nB(R) measurable maps # : Y T M ! R, such that for some for some compact K Y, #(s; x; r) = 0 whenever (x; r) = 2 K c . The following result is standard (see, e.g., Theorem III.3.24 of [15] ).
is an F t -martingale. De…ne a probability measure Q ' on M by
Then for any # 2Â b ,
The last statement in the lemma says that under Q ' , N is a random counting measure with compensator '(s; x)1 (0;1] (r) + 1 (1;1) (r) T (ds dx dr).
Lemma 2.4
Let ' 2 A b;n . Then there exists a sequence of processes ' k 2 A b;n with the following properties.
1. There exist`; n 1 ; ; n`2 N and a partition 0 = t 0 < t 1 < t`= T , F t i 1 measurable random variables X ij , i = 1; : : : ;`; j = 1; : : : ; n`, and for each i = 1; : : : ;`a disjoint measurable partition E ij of K n ; j = 1; : : : ; n`, such that 1=n X ij n and
The collection of processes identi…ed in item 1 of the lemma will be denoted A s;n : We let A s = [ 1 n=1 A s;n and refer to elements in A s as simple processes.
Proof. We …rst construct processes ' k which satisfy parts 2 and 3 of the lemma but not part 1. For k 2 N de…ne
An application of Lusin's theorem gives that for
In particular, ' k 2 A b;n for every k and
Using (2.4) and (K n ) < 1 shows that the last quantity approaches 0 as k ! 1, and hence
Next we consider the L 1 ( P) convergence of E T (' k ). By Sche¤e's lemma it su¢ ces to show that
For this, it is enough to show that Z
in probability as k ! 1. The …rst convergence is immediate from (2.4), the uniform bounds on ' k ; ', (K n ) < 1, and the fact that 1 ' k (s; x) = 1 '(s; x) = 0 for x = 2 K n . The second convergence follows similarly on noting that
This proves (2.5) and so EjE T (' k ) E T (')j ! 0 as k ! 1. This completes the construction of ' k which satisfy parts 2 and 3 of the lemma.
Next we show that part 1 can also be satis…ed. Note that by construction, t 7 ! ' k (t; x; !) is continuous for P-a.e. (x; !). Consider any ' k as constructed previously, and to simplify the notation drop the k subscript. Two more levels of approximation will be used, and indexed by q and r. Thus for the …xed ' and q 2 N de…ne
It is easily checked that (2.4) is satis…ed as q ! 1, and so, arguing as above, the sequence ' q satis…es parts 2 and 3 of the lemma. Note that for …xed q and m, g(x; !) = '(m=q; x; !) is a B(X) F m=q -measurable map with values in [1=n; n] and g(x; !) = 1 for x 2 K c n . By a standard approximation procedure one can …nd B(X) F m=q -measurable maps g r ; r 2 N with the following properties:
where for each r, fE r j g
j=1 is some measurable partition of K n and for all j; r; c r
Hence by taking q and r large we can …nd processes which satisfy all parts 1, 2, and 3 of the lemma.
A last result is needed before proving the main theorem. This result, which is a key element in the proof of the representation, shows that simple controls under a new measure can always be replicated on the original probability space, and vice versa. The proof of the lemma, which uses an elementary but detailed argument, is in the appendix.
Conversely, given any' 2 A s there is ' 2 A s such that P (N ' ) 1 = Q' (N 1 ) 1 and (2.6) holds.
Proof of Theorem 2.1
The starting point for the proof is the basic relative entropy representation for exponential integrals. For Q and P in P ( M), the relative entropy of Q with respect to P is de…ned by
whenever Q is absolutely continuous with respect to P and log(dQ=dP) is Q integrable, and in all other cases R(Q k P) = 1.
2.3.1 Proof of the upper bound
Proof. Consider …rst ' 2 A b . By Lemma 2.3 fE t (')g is an F t -martingale and under Q ' , N is a random counting measure with compensator '(s; x)1 (0;1] (r) + 1 (1;1) (r) T (ds dx dr).
It follows from the de…nition of relative entropy and
We complete the proof by showing that for any ' 2 A,
Case 1, ' 2 A s . According to Lemma 2.5 one can …nd' that is F t -predictable and simple, and such that
Thus (2.10) follows directly from (2.9).
However, F is not assumed continuous, and so we cannot simply pass to the limit in the last display. Instead, we will apply Lemma 2.8 of [2] , which allows F to be just bounded and measurable when there are bounds on certain relative entropies. The …rst and the last equalities in the following display follow from Lemma 2.5, the second equality is a consequence of (2.8), and the inequality follows from the fact that relative entropy can only decrease when considering measures induced by the same mapping (in this case the random variable N 1 ):
, and so by Lemma 2.8 of [2] we can pass to the limit in (2.11) and obtain (2.10) for all ' 2 A b .
For future use we note that the lower semicontinuity of relative entropy and (2.12) imply
Note that ' n 2 A b;n , and so (2.10) holds with ' replaced by ' n . Since the de…nition of ' n implies`(' n (x; t; !)) is nondecreasing in n, by monotone convergence
If EL T (') = 1 there is nothing to prove. Assume therefore that
Since the relative entropies are uniformly bounded and the level sets of the relative entropy function are compact (see Lemma 1.4.3(c) of [12] ), at least along a subsequence N ' n converges in distribution to some random variable N . We claim that N has same distribution as N ' . If true, we can once again apply Lemma 2.8 of [2] , pass to the limit on n, and thereby obtain (2.10) for arbitrary ' 2 A.
To prove the claim and hence complete the proof of Theorem 2.6, it su¢ ces to show that for every f 2 C c (X T ) hf; N ' n i ! hf; N ' i in P-probability as n ! 1. (2.14)
Let n 0 be large enough that the support of f is contained in
Next note that T ([0; T ] K n 0 ) < 1, ('(t; x) n) + ! 0 as n ! 1, and that ('(t; x) n) + `('(t; x)). These observations together with (2.13) show that the right hand side in the last display approaches 0 as n ! 1. This proves (2.14) and the claim follows.
Remark 2.7 Following up on Remark 2.2, we indicate here how one can generalize Theorem 2.1 to allow the in…mum in the representation to be over all controls which are predictable with respect to a possibly larger …ltration. The only issue is whether the upper bound will continue to hold when a …ltration larger than the completion of the one generated by the PRM is used. First note that Lemma 2.4 is valid without change in this more general setting. Letting an asterisk denote objects on the new probability space, it follows that for any bounded control ' we can …nd a sequence of simple controls ' k (all predictable with respect to the given …ltration) such that
Arguing as in Case 3 of Theorem 2.6, the same result holds without the boundedness assumption so long as E L T (' ) < 1, which can be assumed without loss. Given any ' k , one can …nd a sequence of sets S j [0; 1), each with …nite cardinality, and a sequence of S j -valued controls and N ;' k;j converges in distribution to N ;' k . Thus in (2.15) and (2.16) we can assume that each ' k takes on only a …nite number of values. Finally, using the martingale convergence theorem as in [17, Theorem 10.3 .1] and a chattering lemma as in [16, Theorem 3 .1], we can further assume that for each k there is > 0 and a …nite partition f k ; k = 1; : : : ; Kg of Y such that ' k (s) depends only on N ([0; l ]; k ) for l such that l s and k = 1; : : : ; K, where N is the PRM with intensity T = T 1 on this space. This exhibits ' k (s) as a measurable function of the past values of this PRM, and hence there are corresponding simple controls ' k on the canonical space such that EL T (' k ) ! E L T (' ) and N ' k converges in distribution to N ;' . Using the identi…cation of EL T (' k ) with relative entropies and the convergence in distribution, we can argue as before that EF (N ' k ) ! E F (N ;' ). Thus the in…mum over all controls with respect to the larger …ltration is no smaller than the in…mum over all controls on the canonical space.
Proof of the lower bound
Proof. Following [27] , we …rst consider a class of particularly simple F . Let F 2 M b (M) be of the form F (m) = g (hf 1 ; mi; ; hf k ; mi), where k 2 N, g 2 C 1 c (R k ), and f i 2 C c (X T ). The class of all such F is denoted by C cyl (M). By Proposition 1.4.2 of [12] ,
where Q is the probability measure de…ned by 
Owing to the form of F ,' 2 A b;n for some n < 1 (see Proposition 4.2 and equation (30) of [27] ). It follows from (2.8) that
where we now denote Q by Q'. For F of this special form, it remains to construct a near minimizer on the original probability space. Given " 2 (0; 1) we will construct ' 2 A s;n such that
Since " > 0 is arbitrary this will complete the proof of (2.17) for F 2 C cyl (M). Let' k be a sequence in A s as constructed in Lemma 2.4 for' introduced in (2.19). We claim that as k ! 1
To see this, rewrite the quantities in (2.22) in terms of the original measure P:
To show (2.22) it is enough to show that
However, statements (2.23) and (2.24) follow from part 3 of Lemma 2.4 on noting that F and E T (') are bounded, and L T (' k ) is uniformly bounded for k 2 N. Now …x k large enough that the di¤erence between the expressions on the two sides of (2.22) is bounded by ". According to the second part of Lemma 2.5 (with' there replaced by' k ), we can …nd ' such that (2.21) holds, which proves the theorem when F 2 C cyl (M).
Next consider an arbitrary
Let' j 2 A b;n be determined by applying the martingale representation theorem to dQ=d P where Q is de…ned by (2.18), but with F replaced by F j . Let ' j 2 A s;n be such that (2.21) holds with (' j; ' j ; F j ) replacing ('; '; F ). Then (2.21) along with (2.20) gives
. Thus, along a subsequence, N ' j converges in distribution to some limit N . By Lemma 2.8 of [2] , along this subsequence
Finally, by (2.25), (2.21) (with (' j; ' j ; F j )) and (2.26), for su¢ ciently large j within the convergent subsequence
Since " > 0 is arbitrary, this completes the proof of the following lower bound.
Functionals of PRM and BM
In this section we state the representation for functionals of both a PRM and an in…nite dimensional BM. One can obtain, as in [6] , representations for related objects, such as Hilbert space-valued BM, Brownian sheet, etc. We …rst de…ne the probability space. Denote the product space of countable in…nite copies of the real line by R 1 . Endowed with the topology of coordinate-wise convergence R 1 is a Polish space. We denote the Polish space C([0; T ] : R 1 ) by W and denote by V the product space W M: Let V = W M. Abusing notation from Section 2, let N : V ! M be de…ned by N (w; m) = m, for (w; m) 2 V. The map N : V ! M is de…ned analogously. Let = ( i ) 1 i=1 be coordinate maps on V de…ned as i (w; m) = w i . Analogous maps on V are denoted again as
= fN ((0; s] A); i (s) : 0 s t; A 2 B(Y); i 1g. For > 0, denote by P the unique probability measure on (V; B(V)) such that under P :
2. N is a PRM with intensity measure T .
f i (t); t 2 [0; T ]g, fN ([0; t] A); t 2 [0; T ]g are G t -martingales for every i 1, A 2 B(X).
De…ne ( P; G t ) on ( V; B( V)) analogous to (P ; fG t g) by replacing (N; T ) with ( N ; T ) in the above. Throughout we will consider the P-completion of the …ltration G t and denote it by F t . We denote by P the predictable -…eld on [0; T ] V with the …ltration F t : 0 t T on ( V; B( V)). Let A be the class of all ( P B(X))nB[0; 1) measurable maps ' : X T V ! [0; 1). For ' 2 A, de…ne L T (') and the counting process N ' on X T as in Section 2.
We denote by`2 the Hilbert space of real sequences a = (a i ) satisfying jjajj 2 = P 1 i=1 a 2 i < 1, with the usual inner product. De…ne
: i is PnB(R) measurable and
The following is the main result of this section.
The proof of Theorem 3.1 is very similar to that of Theorem 2.1, however for the reader's convenience a sketch is included in the Appendix.
Application to Large Deviations
We now apply the representation obtained in Section 3 to prove a large deviation result. Let fG g >0 , be a family of measurable maps from V to U, where U is some Polish space.
Let fZ g >0 be a collection of U-valued random variables de…ned on ( V; B( V); P) by
We are interested in a large deviation principle for the family fZ g >0 as ! 0. We begin with some notation. For N 2 N, let
With the weak topology on the Hilbert space,S N is a compact subset of L 2 ([0; T ] :`2). We will throughout considerS N endowed with this topology. Also, let
A function g 2 S N can be identi…ed with a measure
Recalling that convergence in M is essentially equivalent to weak convergence on compact subsets (see the Introduction), the superlinear growth of`implies that g T : g 2 S N is a compact subset of M. Throughout we consider the topology on S N obtained through this identi…cation which makes S N a compact space. We let S N =S N S N with the usual product topology. Let S = [ N 1 S N and let U N be the space of S N -valued controls:
The following will be the main assumption in our large deviations result.
Condition 4.1 There exists a measurable map G 0 : V ! U such that the following hold.
1. For N 2 N let (f n ; g n ), (f; g) 2 S N be such that (f n ; g n ) ! (f; g). Then
2. For N 2 N let u = ( ; ' ), u = ( ; ') 2 U N be such that, as ! 0, u converges in distribution to u. Then
The following is the main result of this section. The proof is similar to that of Theorem 5 in [6] (see also [4] ) and is therefore relegated to the appendix. Then I is a rate function on U and the family fZ g >0 satis…es a large deviation principle with rate function I.
An Example: Finite Dimensional Jump Di¤usions.
As an application of Theorem 4.2, we consider small noise stochastic di¤erential equations(SDE) of the form:
Here is a d-dimensional standard BM and the coe¢ cients b; and satisfy the following conditions:
1. The maps b; and are bounded and measurable, from
2. For some L 2 (0; 1), we have for all t 2 [0; T ], x 2 X and z; z 0 2 R d jb(t; z) b(t; z 0 )j + j (t; z) (t; z 0 )j + j (t; z; x) (t; z 0 ; x)j Ljz z 0 j.
For some compact
Under these conditions, there is a unique strong solution of (4.3)-indeed the conditions can be substantially weakened, see, e.g., Theorem III.2.3.2 of [15] .
Let U = D([0; T ] : R d ), i.e., the space of R d -valued, right-continuous functions with left limits and the usual Skorokod topology. Then the solution Z of (4.3) is a U-valued random variable. We will now prove a large deviation principle for the family fZ g >0 as ! 0. For q = (f; g) 2 S, denote by = q 2 U the unique solution of the integral equation 
Theorem 4.3
The map I is a rate function on U and fZ g >0 satis…es a large deviation principle on U with rate function I.
Proof. Since (4.3) has a unique strong solution, we can …nd a measurable map G : V ! U such that Z = G ( p ; N 1 ). We will now verify that G satis…es Condition 4.1. We remark that Theorem 4.2 and Condition 4.1 are formulated for an in…nite dimensional Brownian motion, however the result clearly holds when is a …nite dimensional Brownian motion with obvious changes (in particular, here
For all other (w; m) 2 V we set G 0 (w; m) = 0. With this de…nition, I = I, where I is as de…ned in (4.2). We now show that part 2 of Condition 4.1 holds with this choice of G 0 . The proof of part 1 is similar, and hence omitted. Fix N 2 N and u = ( ; ' ), u = ( ; ') 2 U N such that, as ! 0, u converges in distribution to u.
) is the unique solution of the controlled SDE
It is easily checked that fZ g >0 is a tight family of U-valued random variables. Elementary martingale estimates show that
in P-probability, as ! 0. Thus choosing a subsequence along which (Z ; ; ' ) converges in distribution (as a sequence of U S N S N -valued random variables) to (Z;~ ;') we have that (~ ;') has the same probability law as ( ; ') and, by Gronwall's inequality,Z solves
This shows thatZ = G 0 ( R 0~ (s)ds; ' T ), and proves part 2 of Condition 4.1, i.e.,
The result follows.
Appendix

Proof of Lemma 2.5
We need to show that the distribution of N 1 under Q' is same as that of N ' under P, and that the costs L T (') under Q' and L T (') under P are the same. Let ' 2 A s be represented as on the right side of (2.3). We will need some notation to describe how measures on [0; T ] Y are decomposed into parts on subintervals of the form (t i 1 ; t i ], and also how after some manipulation such quantities can be recombined. M`, and de…ne
Thus $ concatenates the measures back together: $(( N 1 ; N`)) = N . From the predictability properties of ' it follows that for i = 2; : : : ;`there are measurable maps i :
Also, for i = 1, X 1 = 1 a.s.-P for some …xed vector 1 in J 1 . The construction of', which takes the same form as ', is recursive. For s 2 I 1 we set'(s; x; m) = '(s; x; m). As we will see, if there were only one time interval we would be done, in that N ' under P and N 1 under Q' would have the same distribution, and the costs L T (') and L T (') would obviously be the same. The de…nition on subsequent intervals will depend on maps
: : : ;`, which must also be de…ned recursively. Observe that under P, m 1 has intensity ds (dx) dr. Under Q', regardless of the de…nition of' on later intervals, m 1 has intensity
The task of T 1 is to "undo" the e¤ect of the change of measure, so that under Q',m 1 = T 1 [ m 1 ] has intensity ds (dx) dr. This can be done by requiring that for any j 2 f1; : : : ; n 1 g and any Borel subsets A I 1 , B E 1j , C 1 [0; 1j ] and C 2 ( 1j ; 1),
The mapping T 1 can thus be viewed as a transformation on the underlying space Y 1 on which m 1 is de…ned. An equivalent characterization ofm 1 = T 1 ( m 1 ) that will be used below is to require that Z
With T 1 in hand the de…nition of'(s; x; m) for s 2 I 2 is straightforward. Indeed, sincem 1 has the same distribution under Q' that m 1 has under P, and since each 2j is a function only of
has the same distribution as 2j ( m) under P. The sets E 2j are used as in (2.3) to de…nẽ ' on I 1 [ I 2 , so that f'(s; x; m); s 2 I 1 [ I 2 ; x 2 Xg under Q' has the same distribution as f'(s; x; m); s 2 I 1 [ I 2 ; x 2 Xg under P.
We now proceed recursively, and having de…ned T 1 ; : : : ; T p 1 for some
x;~ pj r)1 (0;1] (r) + (s; x; r +~ pj 1)1 (1;1) (r) m p (ds dx dr);
and de…ne' 2 A s for all times s by replacing X ij withX ij in the right side of (2.3), wherẽ
for A B 2 B(X T ). We want to show that the distribution of N 1 under Q' is same as that of N ' under P, and that the costs L T (') under Q' and L T (') under P are the same.
To do this, we will prove the following:
1. The distribution of T ( N ) under Q' is same as that of N under P.
3. For some measurable map :
Item 3 is an immediate consequence of the de…nition of' via (5.1). We next consider 2. Noting that N ( m) = m (and suppressing m in notation), we have for A B 2 B(X T ),
This proves the …rst statement in 2. Next, using (5.1), (5.2) , and that r > 1 implies r +'(s; x) 1 >'(s; x),
This proves the second statement in 2. Lastly we prove 1. It su¢ ces to show that for every
Using ( which proves 1, and completes the proof of the …rst part of the lemma. We now consider the second part. This requires that we start with a simple control' and associated measure Q', and construct a control ' for use with the original measure P. Let' take the form of the right side of (2.3), but with the corresponding tilded quantities X pj . As before, let~ pj indicate the dependence ofX pj on points in
; m i ). We now de…ne the transformation T : M ! M by the relation
Next, de…ne ' 2 A s by replacing X ij withX ij in the right side of (2.3), wherê
; N i ( m))): Also, let h 1 : M ! M be de…ned by
for A B 2 B(X T ). Again, we need to show that the distribution of N 1 under Q' is same as that of N ' under P, and that the costs L T (') under Q' and L T (') under P are the same. To do this, we show:
1. The distribution of N under Q' is same as that of T ( N ) under P.
The proofs of items 2 and 3 are exactly the same as in the proof of the …rst part of the lemma. We now prove 1. Once again, following steps similar to the proof of the …rst part, it is easily seen that for every # 2Â b , Item 1 is essentially a consequence of the above two relations, but we provide additional details. In order to prove 1, it su¢ ces to establish that for every q = 1; : : : ;`, distribution of ( N 1 ; : : : ; N q ) under Q' equals that of (N 1 ; : : : ;N q ) under P, . Suppose now that (5.5) holds with q replaced by q 1, for some 1 < q `. Note that, under Q', using (5.3), the conditional law of N q given ( N 1 ; : : : ; N q 1 ) equals, where q = q ( N 1 ; : : : ; N q 1 ). Similarly, using (5.4), the conditional law, under P, ofN q given (N 1 ; : : : ;N q 1 ) equals ^, where^ q = q (N 1 ; : : : ;N q 1 ). Combining these observations with our assumption that (5.5) holds with q replaced by q 1, we have that (5.5) holds with q as well. This completes the proof of 1 and the lemma follows.
Sketch of Proof of Theorem 3.1
As for the proof of Theorem 2.1, we will only consider the case = 1. De…ne A b ; A s ; A b;n ; A s;n ;Â b as in Section 2. and de…ne U s ; U b;n ; U b analogously. For ' 2 A b , let E t (') be as de…ned in Lemma 2.3. For 2 P b 2 , de…ne the martingalẽ
The following result is standard, see Theorem III.3.24 of [15] .
Furthermore, under Q u ,
The next two lemmas are proved in a manner similar to Lemmas 2.4 and 2.5. The proofs are omitted.
Lemma 5.2 Let u = ( ; ') 2 U b;n . Then there exists a sequence of processes u k = ( k ; ' k ) 2 U s;n such that, as k ! 1,
Conversely, given anyũ 2 U s there is u = ( ; ') 2 U s such that P ( ; N ' ) 1 = Qũ ( ; N 1 ) 1 and (5.6) holds.
Using the above three results we can now establish the following upper bound:
Sketch of Proof. Similar to the proof of Theorem 2.6, we prove that for any u = ( ; ') 2 U, log E(e
by considering three cases. Proofs for case 1 and 2 (i.e., u 2 U s and u 2 U b ) follow exactly as for Theorem 2.6 upon using Lemmas 5.1, 5.2 and 5.3 in place of Lemmas 2.3, 2.4 and 2.5. In particular (cf. below (2.12)),
We provide additional details for the proof of case 3. Consider now u = ( ; ') 2 U. Without loss of generality we assume E L T (u) < 1. De…ne ' n as in case 3 of Theorem 2.6. Then ' n 2 A b;n , and
with the convention that n = T if R T 0 jj (s)jj 2 ds < n. Let n (t) = (t^ n ). It is easily checked that EL T ( n ) " EL T ( ). Thus, in particular, the relative entropies R( P ( n ; N ' n ) 1 k P ( ; N 1 ) 1 ) are uniformly bounded. Also, noting E R [0;T ] jj n (t) (t)jj 2 dt ! 0, we see that n ! , in P-probability. Combining these observations with calculations similar to those below (2.14), we have that E F ( n ; N ' n ) ! E F ( ; N ' ) . The result now follows on recalling that (5.7) holds with u = ( ; ') replaced by u n = ( n ; ' n ) and sending n ! 1.
For the proof of the lower bound, as in Section 2.3.2, we begin by considering a suitable class of "cylindrical" functions.
The class of all such F is denoted as C cyl (V). Standard approximations show that:
there is a sequence F n 2 C cyl (V) such that jF n j 1 jF j 1 and F n ! F a.s. P.
(5.9) By Proposition 1.4.2 of [12] ,
where Q is the probability measure de…ned by
The key ingredient in the proof of the lower bound is the following representation for the Radon-Nikodym derivative
Theorem 5.5 Let F 2 C cyl (V) and Q be de…ned by (5.10). Then there is a u 2 U b such that
The proof of the statement that dQ d P = E T (u) for some u 2 U follows from classical martingale representation results (see for example Theorem 2 of [14] ). The property that u can in fact be chosen to be an element of U b , when F is a smooth cylindrical function of the above form, can be deduced using arguments similar to [27] (see Proposition 4.2 and equation (30) therein; see also [28, Theorem 3.4] ). Details are omitted.
Following the proof of (2.20) we have for F 2 C cyl (V) and u 2 U b as in Theorem 5.5, writing Q = Q u , log E(e 
Proof of Theorem 4.2
In order to show that I is a rate function, it su¢ ces to prove that for every M 2 (0; 1), the set M = f 2 U : I( ) M g is compact. Part 1 of Condition 4.1 implies that for every K 2 N the set Note that u ;M = ( ;M ; ' ;M ) 2 U M . Also,
Choose M large enough so that the right side above is bounded by =(2jF j 1 ). Then the expression in (5.14) is bounded below by
Note that fu ;M g >0 is a family of S M -valued random variables. Recalling that S M is compact, choose a weakly convergent subsequence and denote by u = ( ; ') the weak limit point. 
