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We consider the class of uniformly locally univalent functions on the unit disk with
prescribed pre-Schwarzian norm. In the present paper, we show that the class is contained
in the Hardy space of a speciﬁc exponent depending on the norm.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
An analytic function f on the unit disk D = {z ∈ C: |z| < 1} is called uniformly locally univalent if there exists a constant
ρ > 0 such that f is univalent on the hyperbolic disk |(z − a)/(1 − a¯z)| < tanhρ of radius ρ for every a ∈ D. It is known
that a non-constant analytic function f is uniformly locally univalent if and only if the norm
‖ f ′′/ f ′‖ = sup
z∈D
(
1− |z|2)∣∣∣∣ f ′′(z)f ′(z)
∣∣∣∣
of the pre-Schwarzian derivative f ′′/ f ′ of f is ﬁnite. The class of uniformly locally univalent analytic (or meromorphic)
functions corresponds to the ambient complex Banach space of the universal Teichmüller space through the pre-Schwarzian
(or Schwarzian) derivative, see [1] and [11].
Since the pre-Schwarzian derivative is unchanged under the post-composition with complex aﬃne maps, we may nor-
malize locally univalent analytic functions f on D so that f (0) = 0 and f ′(0) = 1. Let A denote the set of analytic functions
on D normalized in such a way. The authors observed in [8] various properties of the functions in the class
B(λ) = { f ∈ A : ‖ f ′′/ f ′‖ 2λ}
for λ 0. Let S be the subset of A consisting of univalent functions. A standard inequality for univalent functions leads to
the relation S ⊂ B(3) while Becker’s theorem implies B(1/2) ⊂ S (see, for instance, [8]). The class B(λ) may be called
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for f ∈ B(λ), we see that
(i) f is bounded when λ < 1,
(ii) f (z) = O (− log(1− |z|)) (|z| → 1) when λ = 1, and
(iii) f (z) = O ((1− |z|)1−λ) (|z| → 1) when λ > 1.
Note also that B(1) is not contained in H∞. Thus, by the Prawitz theorem (see [10, Theorem 8.2]), we have the following
result in connection with the Hardy spaces (see [7] for details).
Theorem A.
(i) If λ < 1, B(λ) ∩S ⊂ H∞.
(ii) If λ = 1, B(λ) ∩S ⊂ BMOA .
(iii) If λ > 1, B(λ) ∩S ⊂ Hp for every 0< p < 1/(λ − 1).
The bound 1/(λ − 1) in (iii) is sharp.
To see the sharpness, it is enough to consider the univalent function
fλ(z) = (1− z)
1−λ − 1
λ − 1
on D for λ ∈ (1,3]. Indeed, we can see that fλ ∈ B(λ) ∩S and that fλ /∈ H1/(λ−1) for 1< λ 3.
As we saw above, the assertion (i) in Theorem A remains valid if we replace B(λ) ∩ S by B(λ). Therefore, one may
expect that the same assertions as in Theorem A could hold for B(λ), too. However, this is not the case. We will give a
computer-aided proof of the following result in Section 4.
Theorem 1. The inclusion relation B(λ) ⊂ Hp does not necessarily hold for λ > 1 and 0< p < 1/(λ − 1).
In Section 3, we introduce a family of gap series and investigate them to construct an example for Theorem 1.
On the other hand, it will be shown that B(λ) is contained in a Hardy space.
Theorem 2. Let λ 1. Then B(λ) ⊂ Hp for every number p with 0< p < 1/(λ2 − 1).
In the above, 1/(λ2 − 1) is interpreted as +∞ for λ = 1.
We have the following result as a corollary.
Corollary. A uniformly locally univalent analytic function f on the unit disk is contained in the Hardy space Hp for some p = p( f ) > 0.
We give a proof of Theorem 2 in Section 2. As a by-product of the proof, we also have a relation between B(λ) and
spaces of Dirichlet type considered by Girela and others (see Proposition 7). In view of the proof, apparently the bound
1/(λ2 − 1) is not sharp. Therefore, it is an interesting problem to ﬁnd the best bound.
2. Proof of Theorem 2
We ﬁrst recall the deﬁnition of Hardy spaces and some facts about it. For an analytic function f on the unit disk D, we
set




∣∣ f (reiθ )∣∣p dθ, Mp(r, f ) = I p(r, f )1/p
for 0< p < ∞. The Hardy space Hp consists of all the analytic functions f on D with
‖ f ‖Hp = sup
0<r<1
Mp(r, f ) < ∞.
Note that Hp ⊂ Hq for 0< q < p. We need suﬃcient conditions for a function to be in Hp for a speciﬁc p > 0. We ﬁrst deal
with the case when p  1. The following is part of a theorem due to Hardy and Littlewood [3, Theorem 5.4].
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β > 0, then f ∈ Hp .
Noting the fact that f (z) belongs to Hp precisely if so does f (z)/z whenever f (0) = 0, the following criterion is a
theorem of Flett [4, Theorem 3] specialized to the case when r = p and γ = 1 (in his notation).
Lemma 4. Let 0< p < 1. If an analytic function f on D satisﬁes
1∫
0
(1− r)p−1 I p(r, f ′)dr < ∞,
then f ∈ Hp .
The condition in the last lemma is closely related with spaces of Dirichlet type. Following Girela and Peláez, we denote
by D pβ the set of analytic functions f on D with




1− |z|)β ∣∣ f ′(z)∣∣p dxdy < ∞ (z = x+ iy)
for p > 0 and β > −1. If we rewrite the above integral by polar coordinates, we obtain
Dpβ( f ) = 2π
1∫
0
(1− r)β I p(r, f ′)r dr.
Thus, it is easy to see that an analytic function f on D satisﬁes the assumption of Lemma 4 if and only if f ∈ D pp−1.
The spaces D pp−1 are intensively studied in recent years. For example, Baernstein II, Girela and Peláez proved in [2] that
f ∈ D pp−1 if and only if f ∈ Hp for f ∈ S and p > 0. For more information, see [5,6] and references therein.
Thus, we can restate Lemma 4 as follows.
Lemma 5. For p ∈ (0,1), the inclusion relation D pp−1 ⊂ Hp holds.
It is known that the lemma remains valid for 0< p  2 (cf. [6]), though we shall not make use of it below.
In view of the above lemmas, we recognize importance of the estimation of I p(r, f ′) or, equivalently, of Mp(r, f ′). We
have the trivial estimate | f ′(z)|  ((1 + |z|)/(1 − |z|))λ for f ∈ B(λ) (see [8, Theorem 2.3]), which leads to I p(r, f ′) =
O ((1− r)−pλ). Unfortunately, this would yield nothing nontrivial. We must have a better estimate. Our proof will be based
on the following estimate, which follows immediately from [9, Lemma 5.3] (see also [8, Theorem 3.1]). Though the order in
the estimate is seemingly not sharp, we will see that this works well.
Lemma 6. For x> 0, set
α(x) =
√
1+ 4x2 − 1
2
.
For a function f ∈ B(λ) and 0< p < ∞, I p(r, f ′) = O ((1− r)−α(pλ)−ε) as r → 1 for every positive number ε.
With the aid of the last lemma, we ﬁrst show the following result, which may be interesting in itself.
Proposition 7. Let λ 1. Then B(λ) ⊂ D pp−1 for every 0< p < 1/(λ2 − 1).
Proof. Let λ 1 and 0< p < 1/(λ2 − 1). Then α(pλ) < p, where the function α is given in Lemma 6. Pick a number ε > 0
so that p − α(pλ) − ε > 0. For f ∈ B(λ), by Lemma 6, there is a constant C > 0 such that
Dpp−1( f ) = 2π
1∫
0
(1− r)p−1 I p(r, f ′)r dr  C
1∫
0
(1− r)p−α(pλ)−ε−1 dr < ∞.
Thus f ∈ D pp−1. 
We are ready to prove Theorem 2.
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f ∈ B(λ).
We ﬁrst consider the case when p  1. Take ε > 0 so that α(pλ) + ε < p. By Lemma 6, we have
Mp(r, f
′) = O ((1− r)−(α(pλ)+ε)/p).
Since the exponent in the right-hand side is greater than −1, the Hardy–Littlewood theorem (Lemma 3) implies that
f ∈ Hp .
Next consider the case when p < 1. In this case, by the Flett theorem (Lemma 4), we know that D pp−1 ⊂ Hp . Thus,
Proposition 7 now guarantees that f ∈ Hp . 




1− |z|)∣∣ f ′′(z)/ f ′(z)∣∣ λ,
Theorem 2 and Proposition 7 remain true for such functions f .
3. A gap series construction
We shall make use of a standard gap series to construct an example of functions for the proof of Theorem 1. We refer
the reader to [10, Section 8.6] for more information.





n = z + zq + zq2 + · · · .
It is known that gq is a Bloch function, more precisely,
Cq := ‖g′q‖ = sup
z∈D
(
1− |z|2)∣∣g′q(z)∣∣ 2qq − 1 , (3.1)
see [10, p. 189] for instance. For a positive real number t, we set
















This construction was used in [8, Example 3.1] already. We need, however, more detailed properties of these functions. Note
that an = bn−1/n for n  1 and that all the coeﬃcients bn are positive. Since gq(z) = z + gq(zq), we have the functional
















In particular, we see that bn = tn/n! for n = 0,1, . . . ,q − 1. For positive integers j, s with s < q, we set
n j = s
(
1+ q + q2 + · · · + q j−1)= s(q j − 1)
q − 1 . (3.3)




Since bs = ts/s!, we verify the following by induction.






, j  1,
where n j is given in (3.3).
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using numerical computations, we obtain the following estimate.
Lemma 9. C5  1.2852.











Fix ρ ∈ (0,1) for a while and consider the two cases r > ρ and r  ρ.








Writing r = exp(−q j+x) with j ∈ Z and 0 x< 1 and noting the inequality 1− r − log r, we have
(










Thus, by the deﬁnition of Bq, we obtain(
1− r2)g′q(r) 1+ ρ2ρ Bq, ρ < r < 1. (3.4)






1− r2)qnrqn−1 + ∞∑
n=N+1
(
1− r2)qnrqn−1 = (I) + (II).
First we estimate (II). Since the function (1− r2)rm−1 is increasing in 0< r <
√
m−1
m+1 , we ﬁrst assume that
ρ2 <
qN+1 − 1
qN+1 + 1 (3.5)
so that (1− r2)rqn−1  (1− ρ2)ρqn−1 for r  ρ and n N + 1.

































We now specify ρ and N. By a table [10, p. 190] due to Pommerenke, we have B5 < 1.2754. Take ρ = 0.985 so that




≈ 0.000498, 0< r  ρ.
On the other hand, the quantity (I) is the polynomial
p(r) = (1− r2) 4∑
n=0
5nr5
n−1 = (1− r2)(1+ 5r4 + 25r24 + 125r124 + 625r624).
By numerical computations, we see that the real zeros of p′(r) in the interval [0,ρ] are α0 = 0, α1 ≈ 0.3500, α2 ≈ 0.7694,
α3 ≈ 0.8247, α4 ≈ 0.9373, α5 ≈ 0.9680. Since p′′(0) = −2 < 0, the candidates of maximum point of p(r) in [0,ρ] is
0 = α0,α2,α4 and ρ. Since p(0) < p(α2) < p(α4) < p(ρ), we now have
(I) = p(r) p(ρ) ≈ 1.26061, 0< r  ρ.
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1− r2)g′5(r) = (I) + (II) 1.2607+ 0.0005 < 1.2852, 0< r  ρ.
On the other hand, by the choice of ρ, we deduce from (3.4)
(
1− r2)g′5(r) 1+ ρ2ρ Bq < 1.2852, ρ < r < 1.
Thus we have proved the assertion C5  1.2852. 
Remark. Numerical experiments by Mathematica Ver. 6 suggest that the value of B5 is approximately 1.2694. It seems
also that Bq = Cq = limsupr→1−(1 − r2)g′q(r) and that lim infr→1−(1 − r2)g′q(r) < 2/ logq < limsupr→1−(1 − r2)g′q(r) for
2  q  8. However, the relation Bq = Cq would not hold for q  9 because it is likely that Cq = g′q(0) = 1 for such a q.
(Observe also that 2/ logq → 0 as q → ∞.)
4. Proof of Theorem 1 and concluding remarks
As a preparation, we recall one more theorem of Hardy and Littlewood (see [3, Theorem 6.4]).






For convenience, we introduce the quantity




for an analytic function f (z) =∑∞n=0 anzn on D. Then, the above lemma implies γ ( f )max{1/p,1} for f ∈ Hp , 0< p < ∞.
We remark that the information f ∈ Hp for some p > 1 will not give a better estimate for γ ( f ) than γ ( f ) 1 in general
(see [3, Chapter 6]).
Proof of Theorem 1. We prove the theorem by contradiction. Suppose, to the contrary, that B(λ) ⊂ Hp holds for any λ > 1
and 0< p < 1/(λ − 1). Then, by Lemma 10, we would have γ ( f )max{λ − 1,1} for f ∈ B(λ).
For the constant t0 = 4/C5, where C5 is given by (3.1) for q = 5, we consider the function f = ft0,5 which was
constructed in the previous section. Then, by deﬁnition, ‖ f ′′/ f ′‖ = t0C5 = 4 and thus f ∈ B(2). Hence, we would have
γ ( f ) 1. On the other hand, applying Lemma 8 to the choice q = 5, s = 3 and t = t0, we have








= 3 log t0 − log6
log5
.
We should now have (3 log t0− log6)/ log5 1, equivalently, C5  4/ 3
√
30 ≈ 1.28732> 1.2852. This contradicts Lemma 9. 
Remark. By combining Lemma 10 and Theorem 2, we also have the asymptotic estimate of coeﬃcients: γ ( f ) 
max{λ2 − 1,1} for f ∈ B(λ). However, this estimate is not stronger than the known estimate γ ( f )  α(λ) (see [8, Theo-
rem 3.1]), which follows from Lemma 6 with p = 1 in a standard way.
We conclude the paper with future problems. For λ 1, we denote by P (λ) the largest number such that B(λ) ⊂ Hp
holds as far as 0< p < P (λ). Recall that B(λ) ⊂ H∞ for λ < 1. Then, we have
1
λ2 − 1  P (λ)
1
λ − 1 , λ 1.
Indeed, the left-hand side inequality is nothing but Theorem 2. The right-hand side inequality can be seen through the
example fλ(z) = ((1− z)1−λ −1)/(λ−1) for λ > 1 since fλ ∈ B(λ) while fλ /∈ H1/(λ−1). Theorem 1 implies the inequality is
strict for some λ. The above proof actually tells us that P (2) < 1. There is rather a big gap between 1/(λ2−1) and 1/(λ−1).
For instance, we may pose the following question. Does there exist an absolute constant K > 0 such that P (λ) K/(λ − 1)
for λ > 1?
We also note that B(1) ∩ S ⊂ BMOA (see Theorem A) and that B(1) ⊂ Bloch, more precisely, ‖ f ‖Bloch =
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(see [10, p. 172]). Thus, we suspect that B(1) ⊂ BMOA .
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