ABSTRACT Denoising the Monte Carlo (MC) rendering images is different from denoising the natural images since low-sampled MC renderings have a higher noise level and there are inexpensive by-products (e.g., feature buffers) we can leverage. However, the main challenge is designing a model to fast fuse these feature buffers and reconstruct perceptually noise-free images from noisy MC renderings. In recent years, supervised learning methods remove the noise and reconstruct clean images, but most of them cannot handle MC noise well. In this paper, we introduce an end-to-end CNN model to fuse feature buffers and predict a clean image directly. In addition, we devise a new high-dynamic range (HDR) image normalization method to help us to train the model on HDR images in a more efficient and stable way. We setup a series of experiments for selecting the hyperparameter of our deep learning model, network depth, which can promote our network's performance and avoid overfitting. We demonstrate that our model is robust on a wide range of scenes and can generate satisfactory results in a significantly faster way.
I. INTRODUCTION
Ray tracing algorithm [1] has been widely used as the most practical approach for producing photo-realistic images from 3D models, which requires simulating the light path from the light sources to the camera. During the light transport, lots of well-known physical laws need to be considered that describe how light interacts with different materials. These laws have been formulated as rendering equation [2] . Unfortunately, it is difficult to solve this equation numerically, because a large number of integrals of unknown functions need to compute. Monte Carlo (MC) ray tracing algorithm is a method for calculating an estimated value for the integral expression by randomly sampling light paths and accumulating their image
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contributions. When a low sampling rate is set, we can obtain the rendering result very soon, since only a few samples need to compute. However the renderings are plagued with noise at low sampling rates, and the level of noise decreases only with the square-root of the number of samples [3] , making synthesis of perceptually noise-free images extremely costly, especially for movie production. For example, it costs several hours for rendering an image (1920 × 1080) with 32K Samples Per Pixel (SPP).
In recent years, some researchers proposed methods for speeding up Monte Carlo rendering, which render a noisy image with a few samples (e.g., 8SPP) firstly, and then perform denoising approaches as a post-processing on the noisy image to get a perceptually noise-free image, such as LBF [4] , RDFC [5] , WLR [6] , NFOR [3] etc. The key problem is how to effectively leverage the feature buffers, since these feature buffers contain rich information, including geometry structure, spatial location, illumination distribution and texture details. To address it, Rousselle et al. [5] used error estimation metrics to select the best NL-mean filter [7] parameters from a discrete set; Kalantari et al. [4] trained a multilayer perceptron (MLP) with auxiliary feature buffers to predict the parameters of cross-bilateral filter [8] , so the filter parameters can be selected from universal set; In summary, the core idea is to derive the weight with which a neighbour contributes to the filter output at a center pixel from the pairwise feature differences. However, the receptive fields of these filter-based methods are constrained by the filter kernel size, it dramatically degrades denoising performance when the input noisy image is rendered with a very low SPP (e.g., 4 SPP). More importantly, these approaches need several stages to compute or determine the filter weights and perform filtering, which cannot be well paralleled.
In this paper, we proposed a deep fully convolutional network for reconstructing MC renderings in a fast way while preserving more details, and deep learning approach provides powerful capacity and flexibility [9] to fuse a variety of auxiliary features. Our network converges fast and performs well in a large training set which contains a wide range of distributed effects such as depth of field, motion blur, area lighting, glossy reflections, and global illumination. We also devise a new HDR image normalization method to help our model to converge more easily. Our model is shown in Fig.3 , which is named Fast Reconstruction for Monte Carlo Rendering Convolutional Neural Network (FRCNN).
II. RELATED WORK
After Cook et al. published their paper [1] , Distributed Ray Tracing, lots of researchers devoted to reconstruct the Monte Carlo renderings, and these work can be divided into two categories: 1) Traditional algorithms that rely on statistical analysis and process of sampled data in image-space or enhance MC renderings with information derived from an analytical analysis of the light transport equations. 2) Machine learning based methods that leverage machine learning algorithm to learn complex relationship between noisy images, feature buffers and references.
A. TRADITIONAL ALGORITHMS
In 2015, Zwicker et al. [10] surveyed non-machine learning algorithms, and divided them into two general streams: the priori methods and the posteriori methods. Here, we focus on posteriori methods since our proposed method belongs to them. The posteriori methods, which treat the renderer as a black box, leverage a family of reconstruction filters and develop errors estimation for reconstruction results. These approaches migrated from image denoising methods, and were modified to take account of auxiliary feature buffers. For instance, Bauszat et al. [11] applied guided filter [12] with geometric maps to reduce noise, Li et al. [13] introduced Steins unbiased risk estimator (SURE) [14] to MC denoising and used it to estimate the appropriate spatial filter parameter of a cross-bilateral filter, while hard coding the weights of the remaining cross terms, Rousselle et al. [5] built on this and used SURE to pick from three candidate cross non-local means filters [15] that each weight color and features differently, Moon et al. [6] applied a linear model to approximate the ground truth, weighted the error of each pixel based on the auxiliary features, Bitterli et al. [3] constructed collaborative regression using feature buffers. In summary, traditional methods generally need to select filter models or filter parameters manually, which requires user interaction to empirically pick a suitable result. Compare with traditional methods, our network can learn the optimal parameters from a large train set. Meanwhile traditional methods cannot be well paralleled since there are multi-stages in these methods and each stage depends on the former one.
B. MACHINE LEARNING BASED METHODS
It is worth noting that Kalantari et al. [4] introduced machine learning approach to MC denoising field, while learning based methods have obtained great success on image denoising. They built a MLP to predict parameters for their fixed filter. Although it can avoid limitations caused by manually selecting parameters, it still inherits limits from fixed filter (cross-bilateral filter).
Deep learning methods, especially deep convolutional neural networks (CNNs), have been widely applied to a variety of tasks, e.g., object detection, semantic segmentation, single image super-resolution, state prediction [16] and image classification [17] . Recently, CNNs have also shown great performance on removing image noise and image restoration problem. For example, Zhang et al. [18] proposed a deep CNN for removing Gaussian noise, Gharbi et al. [19] used CNN for demosaicking and denoising. However, a naive deep convolutional network will meet a variety of problems when applied to MC denoising because the noisy input HDR images have strange regions, extremely small or large pixel values, that can make the model unstable. To address it, we devise a HDR normalization approach which will be described in detail and explored thoroughly in Sec. III-D
III. METHODOLOGY A. AUXILIARY BUFFERS
Most of previous approaches, e.g., LBF [4] and RDFC [5] , leverage auxiliary scenes feature buffers which are computed by the MC renderer. Since these feature buffers are practically noisy-free and contain a variety of detail information which is hard to observe in noisy image, the methods using auxiliary buffers tend to generate higher-quality image, since they can absorb information from feature buffers and enhance details. Inspired by LBF [4] , we extract five types of features from MC renderer for training our FRCNN model. As shown in Fig.2 , our auxiliary buffer contains shading normal (i,j,k) which represents the surface normal of 3D models, world position(x,y,z) which means the point coordinate in Cartesian coordinates, texture values for the first intersection and FIGURE 1. We propose a deep learning method (FRCNN) for Monte Carlo noise fast removal. We train a deep convolutional network to learn the complex relationship between noisy (4SPP) and reference (32KSPP) data on our training set (left). And our trained network can be applied to predict clean image from noisy input in a fast way (right). second intersection which preserve texture detail information, direct illumination visibility.
B. PROBLEM FORMULATION
We formulate the posteriori methods before introducing our proposed method. Our goal is to take a noisy input rendered at a low SPP and reconstruct a perceptually noise-free image that is closed to the reference image rendered at an extremely high SPP (e.g., 32k).
1) FILTER-BASED FRAMEWORK
Most previous approaches are filter-based, which could be generally formulated as:
} is the denoised image at pixel i,c j is the noisy pixel color generated by MC Renderer at pixel j, N (i) is the square neighborhood centered pixel i, and w i,j is the weight between pixel i and its neighbor j. w i,j is calculated according to the defined filter with some adjustable parameters, such as cross-bilateral filter [20] and NL-means filter [7] . In cross-bilateral filter, w i,j is defined as:
wherep i andf k,i represent the screen position and k th channel of the feature buffers in pixel i, and α 2 i , β 2 i and γ 2 k,i are the adjustable parameters that controls the bandwidth of p i , c i and f k,i respectively. Actually, the main difference among the previous posteriori methods is how they estimate the optimal adjustable parameters in the filters. For instance, Rousselle et al. [5] used SURE as the error estimation metric to get the optimal parameters and Kalantari et al. [4] trained a MLP to predict the parameters. However, the key problem is to model the complex relationship between noisy image, auxiliary features and reference. All of these methods try to model the complex relationship directly using a fixed filter. Due to the insufficient flexibility of these methods, they cannot model the relationship well.
2) LEARNING-BASED FRAMEWORK
Deep learning algorithm, especially deep convolutional network contains a large number of linear and non-linear transformation unit, which can fit any complex relationship theoretically. Thus we use CNN with high flexibility to overcome the key problem mentioned above. We proposed a fully convolutional network to model the relationship between noisy images, auxiliary features and GT. Our model could be FIGURE 3. An overview of our framework with corresponding kernel size (k), number of feature maps (n) and stride (s) indicated for each convolutional layer. At the beginning, we extract and process noisy images and features from renderer independently. And then we feed them to the network, the network output is a residual map between noisy input and GT. Finally we combine network output and noisy input to obtain a denoised image. formulated as following:
where R is our proposed trainable model.
C. NETWORK STRUCTURE DESIGN
We propose a deep convolutional network for solving our denoising problem, and learn the relationship between noisy input images and the ground truth. For training stage, we adopt batch normalization for improving denoising performance.
1) DESIGN DETAILS
Since each layer of convolutional network applies trainable kernels, the spatial information can be shared over the entire image space. This characteristic makes CNN suit for denoising task naturally [18] . Therefore, we use convolutional layer cooperated with batch normalization and non-linear activation in denoising Monte Carlo rendering task. For convenience, we divide our chain shaped network into several cascaded convolutional blocks, as shown in Fig.3 . For each convolutional block, there are three layers in it. The first layer of blocks is a convolution layer, which applies a linear convolution to the output of the previous layer, and then adds a bias, formulated as z l = W l * z l − 1 + b l . Here, W l and b l indicate the tensors of weights and bias in convolutional layer. Behind it, we add a batch normalization layer, since it has been demonstrated beneficial to network training and makes the model easier to optimize [21] . The purpose of batch normalization is to make each scalar feature have zero mean and unit variance [22] , and it can be formulated as y l = γ l * x l−1 −E Var + β l , where γ and β are trainable reconstruction parameter, E and Var indicate the expectation and variance over the training data set. At the end of each block, we use a rectified linear unit (ReLU) activation, f l (a) = max(0, a). ReLU shows better performance in manifold tasks and encourages the optimization to a better local optimum [23] . In summary, the convolutional block in FRCNN can be defined as
Then we concatenate blocks as a chain to construct FRCNN model. Since convolutional block only contains one convolution layer, which is weighted layer, we can define that the depth L of our network is the number of convolutional blocks.
2) NETWORK INPUTS
For the input of network, noisy image and feature buffers will feed the network simultaneously. Although the feature buffers contain a variety of geometry and light source information, we cannot treat feature buffers and color buffers equally. One straightforward way is to concatenate color buffer and feature buffer along the third dimension, but the network becomes hard to converge. Therefore, we have to pre-process the raw data before sent into the network. We compute X-direction and Y-direction gradient on world position, normal vector, texture in order to omit redundant information. The result of gradient operation obtains the same channel number with input. To deal with this, we compute the arithmetical mean for channels, then merge them into a single channel. Finally, the input data of our network contains 17 channels, that are:
where f 1 consist of world position, shading normal, texture1, texture2, and grad x (f 1) means x-direction of f 1 which contains 4 channels. Meanwhile f 2 contains world position, shading normal, texture1, texture2, color, and σ 2 (f 2) means the variance of f 2 which own 5 channels, c means RGB channels, visibility contains single channel. It is worth noting that we apply a normalization method, which will be mentioned in the next section, to noisy image and reference image in order to compress the unusual value and make the convergence of network training easier. Hence, the loss function is also calculated in after-normalized domain. 
3) LOSS FUNCTION
We describe our metric to measure the errors between the filtered and ground truth pixel values. l 2 loss correlates poorly with image quality as perceived by a human observer [24] , because it assumes that the impact of noise is independent of the local characteristics of the image, but the sensitivity of the Human Visual System (HVS) to noise depends on local luminance, contrast and structure. Therefore, we use the absolute value loss function l 1 .
where N is the number of total pixels,c i andc j denotes the pixel values from noisy image, f j is the feature buffers, g i refers to corresponding GT values. denotes the parameters in our network R.
D. HDR NORMALIZATION
High Dynamic Range (HDR) is a widely used technique in photography area. The HDR image contains a greater range of luminance than standard digital image. The output images of Monte Carlo renderers are usually in HDR format. In our dataset, we observe some extremely high pixel values, as shown in Fig.4 , the average pixel value of this picture is 2.27, but the pixels around light source are up to 2000.
These extraordinary values will be harm to the convergence of our network since the parameters of network will oscillate inefficiently down to the optimum, even not converge when the variables are very uneven. Therefore we need a suitable way to normalize the data into a smaller range, in order to make network converge easier. Some researchers propose to use log(1 + x) [25] and Gamma transformation [26] to normalize HDR image. As shown in Fig.5, log(1 + x) and Gamma transformation can compress the pixel value into a smaller number, but they still have a large gradient when dependent value is large, and the maximum value of these two functions are positive infinity. Instead, we find out that tanh(x) transformation is lossfree, which is also suitable for HDR normalization. tanh(x) has a sensitive zone for dependent variables, in which the function value change obviously with changing of dependent variables. After this sensitive zone, tanh(x) will be saturated gradually, in which the increase of function becomes very slow. Since our HDR images only contain positive numbers, tanh(x) will transform them to a range of 0 to 1. We apply log(1 + x), Gamma transformation and our tanh(x) method to a HDR image in our dataset. As shown in Fig.4 , we illustrate the red channel of results with scaled color. Before normalized, the image loses most details since the extraordinary large value and insufficient gray scale. On the other hand, the extraordinary values have been compressed and we can observe more details after normalization. Hence, tanh(x) algorithm can even our HDR data into a more steady range. We suppose that normalization method based on tanh(x) can make our network converge easier and get a better performance.
The core idea of tanh(x) method is to make our network sensitive to most of pixel values and ignore unusual large values, since the original tanh(x) is saturated when the independent variable y reaches about 0.95, which is corresponding to the dependent variable x reaching 1.8318. For convenience, we define that sensitive range of tanh(x) is the range of dependent variable from 0 to 1.8318. Meanwhile we investigate the pixel value distribution of our dateset, shown in Table 1 . The occupation ratio (the percentage of pixels lay in the sensitive area), the first line in the table means the percentage of pixels lay in the sensitive zone. The pixel value in second line means TABLE 1. Investigation of pixels value distribution. Occupation ratio means we make how many pixels lay in the sensitive area, pixel value means independent variables value corresponding with dependent variables reaching 0.95, and coefficient means the α value in tanh(αx).
the boundary value of dependent variable x between sensitive zone and saturated zone. According to the investigation result, approximately 96% pixels will lay in sensitive zone. For obtaining a better performance, we have to adjust our normalization method and make appropriate percentage of pixels lay in sensitive zone. Therefore we proposed tanh(α * x) normalized HDR image, which can adjust sensitive zone by changing α.
IV. EXPERIMENTS AND RESULTS

A. DATA
Our method is implemented based on PBRTv2 [27] renderer. We collect some scenes for PBRT renderer from the internet, generate a dataset consisting about 120 unsimilar independent scenes(as shown in Fig.6 ). During the rendering stage, we augment our dataset by shifting and rotating the camera to generate different images. Finally we get 80 images for our network training. Meanwhile, our test set consists of 40 independent scenes (unsimiliar with training set), and contains different effects such as motion blur, depth of field, glossy reflections and global illumination. We pick up our test set on the basis of style diversity and content variety, in order to examine the generalization ability of our FRCNN model.
The reference images are rendered with 32K or 96K samples per pixel (spp). Although we considered using lower SPP (e.g., 1024 SPP) for generating the reference images, we find that will restrict performance of our network if the reference is not clean enough. Thus we employed the computer cluster to render the reference images in extremely high sample rate, and a single image costs about a few hours for rendering.
Meanwhile we render the noisy images with 4, 8, 16 samples per pixel, so as to learn a general single model for different sampling rates and focus on low sample rate.
For obtaining the corresponding feature buffers, we modified PBRT renderer to output the features as a H × W × C matrix in .mat file format, in which H ,W and C indicate the height, width and channel number of the feature buffers. The height and width of features are the same as the corresponding image, and channels contain the world position (3 channels), shading normal (3 channels), texture value for the first intersection (3 channels), texture value for the second intersection (3 channels) and visibility (1 channel), as shown in Fig.2 .
B. TRAINING PROCESS
We set the depth of network L = 15, choose tanh(α * x) as normalization method during training stage, and set the coefficient α = 0.5636. We implemented our FRCNN using the MatConvNet [28] package with GPU acceleration, then connected it with PBRT [27] . Unless otherwise specified, all the experiments are carried out on a PC with a NVIDIA GTX 1080Ti GPU. We set patch size as 64 × 64 and stride as 32 when we generate the training dataset. Finally we obtain 150 thousand patches for training. In the training stage, our model is optimized using ADAM [29] , the learning rate is 10 −3 , batch size is 128 when we trained the final model. The network is trained for 100 epochs, costing about a day.
C. RESULTS ANALYSIS 1) DENOISING PERFORMANCE
We use a test set composed of 40 scenes to evaluate our model, and compare its output with four state-of-the-art methods (PBRT based): SBF [13] , LWR [6] , RD [5] , LBF [4] . In addition, we also compare our method with DnCNN [18] , which is a state-of-the-art image denoising model. Note that we used the implementations provided by the authors with their default parameters. For quantitative comparisons, we calculate Relative MSE [30] and SSIM index as the metrics to evaluate the output of the various denoisers.
Overall, our method performs better than state-of-the-art methods. In Fig. 7 , we can see that our method's performance is better on SSIM, RelMSE and time consuming metrics than other comparison methods. As shown in Table 2 , our method obtains better average RelMSE and average SSIM, meanwhile it is much faster than comparison methods on our test set. Compare with LBF [4] , our method improve 11.5% TABLE 2. Performance of FRCNN and five comparison methods. We calculate average relative MSE, average SSIM and average execution time of these algorithms on our test set.
FIGURE 7.
Some results selected from our test set. Our method is compared with recent state-of-the-art methods (PBRT based), SBF [13] , WLR [6] , RDFC [5] and LBF [4] . In addition, we also show some results from an image denoising model (deep learning based), DnCNN [18] . We find out that our method can preserve more details and obtain better Relative MSE (the lower the better) and SSIM (the higher the better) score. Meanwhile, comparing to other Monte Carlo rendering denoising methods, our method is much faster than the other four comparison methods.
on average relative MSE, 0.2% on SSIM and 95% on average time-costing.
In addition to better metrics, our result also preserve more details than comparison methods. In the Artstudio scene, our method is the only one can reconstruct the accurate detailed structure of pottery pot and carpet pattern. In the Sibenik-igi scene, the comparison methods generate color shift into image meanwhile our method restore the image precisely, comparing with the ground truth (GT). Since DnCNN [18] is designed for image denoising, it cannot leverage the information from auxiliary features and the input image's noise level is extremely high, most of its results are seriously blurred.
Our method is much faster than the comparison methods. The previous methods execution costs about several seconds, but the average denoising time of FRCNN is less than one second. The reason for FRCNN fast execution is that our denoising model is an End-to-End CNN network and easy to fully parallelized. Meanwhile, the comparison methods need several stages, computing complex filter weights and perform the filter kernal to the image. These characteristics weaken the parallelism of previous methods. Our methods have more complicated input, so our method's execution time is a little lower than DnCNN [18] . However, comprehensively considering denoising performance and execution time, our model not only achieves better performance than state-of-theart Monte Carlo Rendering denoising methods, but also costs much less time than the previous methods, reaches the same level of recent deep learning based image denoising method.
2) DEPTH OF NETWORK
In our FRCNN, we set d layers with filter of the size 3 × 3 × 128, where the filter operates on 3×3 spatial region acrossing 128 feature maps. Therefore, the receptive field of FRCNN with depth of d will be (2d + 1) × (2d + 1). The network can make use of more context information by increasing the depth, which also increase the training cost. And the training cost includes training time and risk of overfitting. In denoise task, a number of context information can be used to reconstruct high-frequency components. Large receptive field means the network can exploit more information to predict final result. In order to get better tradeoff between network performance and training efficiency, the most import issue in designing network structure is to set a proper depth for FRCNN.
Unfortunately, there are not mature theory as the guidance to choose the best depth of deep learning model. To deal with that, we designed a group of experiments, training networks with different depth d, and then computed the average PSNR metric on our testset after the network converges. We train and test the networks of depth d ranging from 10 to 20 (noting that the depth only counts the convolutional layer, not includes the nonlinearity layers and batch normalization layers).
As the curve plot shown in Figure 8 , we can find that the best choice of network depth is 15. When the network contains less convolutional layers, it is too inflexible to represent FIGURE 8. Denoising performance on the networks with different depth. We trained several models with different number of layers, tested the models and computed the average PSNR after the network converges.
FIGURE 9.
Denoising performance on different normalization methods. We trained several models with different normalization methods (log(1 + x), Gamma and tanh(x)), tested the models and computed the average PSNR for each epoch during the training.
FIGURE 10.
Denoising performance on different α values. We trained and tested several network with different α value in the tanh(αx) algorithm and computed the average PSNR metrics for these networks after convergence.
the complex relationship. On the other hand, when the network is too deep, it will tend to overfit on training data.
3) NORMALIZATION METHODS COMPARISON
In order to demonstrate tanh(x) is better than the others, we compare the performance of these three algorithms by FIGURE 11. We visualized a scene named anim-bluespheres, and its corresponding feature buffers. Since the material of the wall is glass, there are lots of specular reflection effects, which causes the texture features are less relevant to the image. Our model may cause the specular regions blurred on this kind of scenes.
training our network with different HDR normalization methods. Figure 9 shows that the average PSNR metric for each epoch on our testset, and the curve line of our tanh(x) method is higher and reaches the local optimization sooner than the others. By conclusion, in the same case, using tanh(x) as HDR normalization methods makes our network converge faster and better.
Aiming at finding the best choice of coefficient α value, we trained several networks with different α value in the same case. Figure 10 shows the average PSNR metric on our testset after the network converges to the local minimum. In this curve, we observe that the average PSNR reaches a peak when α is around 0.5. According to this comparison about the curve and distribution of our dataset, we decide to select α = 0.5636 for our final FRCNN model in order to make 99% pixels lay in sensitive zone.
V. CONCLUSION
In this paper, we propose a novel fast reconstruction End-toEnd model for Monte Carlo rendering. Our method is especially faster and approaches nearly real-time performance with GPU acceleration while preserving more detail information. For developing our FRCNN, we adopt tanh(αx) as HDR normalization algorithm and obtain more robust and better denoising performance than existing methods. We also setup a group of experiment to investigate the best choice of network depth, which also illustrate that our network's structure is reasonable. The extensive benchmark experiments and analysis show that FRCNN is a fast and superior denoise method for Monte Carlo Rendering. Beyond straightforward performance and network structure enhancements to this work, we hope to extend this idea to other low-level pixels process problems.
VI. FUTURE WORK
There are still some aspects can be explored to promote our model's performance. The most important one is that our model cannot deal well with some scenes with specular reflection effect, since the texture feature of this kind of scenes are less relevant to the noisy rendering result. As shown in Fig.11 , the textures and patterns of these balls were reflected by the glass wall, but this details are not shown in the features texture1, world position and shading normal. Because of this character, our model may cause the specular regions blurred, which phenomenon is also common among the other feature-based methods. 
