We combine functional analytic and geometric viewpoints on approximate Birkhoff and isosceles orthogonality in generalized Minkowski spaces which are finite-dimensional vector spaces equipped with a gauge. This is the first approach to orthogonality types in such spaces.
Introduction
In recent literature, attention was attracted to the investigation of geometric properties of generalized Minkowski spaces defined by so-called gauges. In finite dimensions, these are positively homogeneous and subadditive functions γ : R d → R which have non-negative values and vanish only at the origin 0 ∈ R d . Obviously, this notion is a generalization of that of a norm because only the homogeneity property has been relaxed. The good news is that many of the concepts of classical functional analysis of finite-dimensional normed spaces still work in generalized Minkowski spaces (R d , γ), see [20] . A convenient way for understanding such spaces is to exploit the correspondence between analysis of gauges and the geometry of their unit balls. Examples for this interplay can be found in [39] and [40] . The purpose of the present paper is to add another subject to this list, namely that of orthogonality. Motivated by the pleasant theory of Hilbert spaces, mathematicians introduced various generalizations of the notion of orthogonality for non-Hilbert spaces. Birkhoff orthogonality is the most popular one, and its usage in the setting of normed spaces reaches from angular measures [16] , approximation theory [36] , curve theory [54, 73] , orthocentric systems [59] , matrix theory [8, 9, 29, 30, 33, 50, 61, 62, 67] , and orthogonal decompositions of is linear in y. The polar function of γ is defined as
The polar function γ
• is again a gauge and satisfies the Cauchy-Schwarz inequality is said to be a cone provided λK = K for all λ > 0.
The formulas γ(x) = inf {λ > 0 | x ∈ λB} and B = x ∈ R d γ(x) ≤ 1 establish a one-to-one correspondence between gauges and compact and convex sets having the origin as interior point. Analogously to the classical theory of normed spaces, we define the ball with radius 
By compactness of ∂ ε f (x) and continuity of 〈x * | ·〉, the supremum in (2) and the infimum in (3) are attained as a maximum and a minimum respectively. Thus [19, Proposition I.2.5] and [64, Equation (9) ]. We shall omit ε from the notation if it equals zero, that is f ′ := f ′ 0 and ∂ f := ∂ 0 f . Note that every subgradient x * ∈ ∂ f (x) defines a supporting hyperplane of the sublevel set
For the special case f = γ, this fact is the basis for the concept of Birkhoff orthogonality, which we will discuss in Section 3.
Example 2.1. We have 
For ε = 0, Lemma 2.2 gives a characterization of minimizers of a convex function in terms of the subdifferential. The existence of a minimizer of a convex function can be guaranteed by the additional assumption of coercitivity, see [6, Theorem 11.9] . A function f :
Approximate Birkhoff orthogonality
Approximate orthogonality relations are usually defined by introducing a relaxation parameter ε. For Birkhoff orthogonality in normed spaces, there is more than one approach to an approximate version. Some of them are connected to semi-inner products [17, 18, 24, 51] (see [48, 57] for applications), but we will follow another approach [32, 35] which works well with ε-subdifferentials and ε-best approximations.
If ε = 0, we shall omit ε from the notation and simply refer to Birkhoff orthogonality.
Trivially, the nondegeneracy property and the following homogeneity property are true for approximate Birkhoff orthogonality: For every x, y ∈ R d , λ > 0, and µ ∈ R, we have that
The remainder of this section is subdivided into three parts which address existence properties of ε-Birkhoff orthogonality, additivity of 0-Birkhoff orthogonality, and symmetry of ε-Birkhoff orthogonality, respectively.
Dual characterizations
Since various numerical methods for solving convex optimization problems can be derived from inclusion problems like 0 ∈ ∂ f (x), rephrasing optimality (in the sense of minimizing a certain convex function f ) via Lemma 2.2 is central to convex optimization. In the classical convex analysis of real normed spaces (X , · ), subdifferentials are subsets of the topological dual space (X * , · * ) whose elements are continuous linear functionals mapping X to the real numbers. Thus, Fermat's rule provides a dual characterization of optimal solutions of convex optimization problems. Another family of set-valued operators which are of interest for giving analytical descriptions of the geometry of normed spaces is given by the so-called duality mappings J φ : X ⇒ X * , see, e.g., [13] , [19, Chapters I, II] , or [77, Section 3.7] . In the following, we will show how ε-Birkhoff orthogonality relates to convex optimization problems and certain proximality notions and give dual descriptions thereof. Some of our results require ε = 0. In such a case, their novelty compared to the existing literature lies in the usage of gauges instead of norms. In this spirit, we start by introducing duality mappings in generalized Minkowski spaces (R 
Proof. The convexity of ψ is a consequence of the fundamental theorem of calculus, see [19, 
An easy consequence is that
and for all weights • independently of ε. Therefore, the restriction to 0 ≤ ε < γ(x) is justified when asking for statements which link ε-subdifferentials to ε-Birkhoff orthogonality.
, and define h : R → R, h(λ) = γ(x + λ(αx + y)). The following statements are equivalent: 
where the first equality holds because a : R → R, a(λ) = 〈x * | x + λ(αx + y)〉 is an affine function. Using [77, Theorem 2.4.9], we obtain
In particular,
Taking the positive homogeneity of the ε-directional derivative in the second variable into account, it suffices to consider ν = ±1 for checking whether h
Moreover, we have
This completes the proof.
For ε = 0, the characterization of Birkhoff orthogonality in terms of directional derivatives given in Theorem 3.5(a)⇐⇒(d) can be rewritten in a form resembling [43, Theorem 3.2] .
, and α ∈ R. Then
Proof. Theorem 3.5, we have x ⊥ B (αx + y) if and only if γ ′ (x; ±(αx + y)) ≥ 0. Using Equation (4), we obtain 〈x * | x〉 = γ(x) for all x * ∈ ∂γ(x) and thus
, α ∈ R, and µ ≥ 0.
As a corollary of Theorems 3.4 and 3.5, we obtain the following result, see [64, Equation (18) As a consequence of Corollary 3.7(b),
is a non-empty compact interval provided x = 0, see [64, Corollary 7, Remark 8] and [26, Corollary 11, Remark 16] . As a reformulation of Equation (6), duality maps can be written in terms of Birkhoff orthogonality analogously to [64, Theorem 5] on which, in turn, the proof is patterned. 
there exists vectors u *
Thus 〈u * y y〉 = 〈x * | y〉 for all y ∈ R d . In particular, for y = x we obtain 〈x * | x〉 = 〈u *
) and the proof is complete. 
h, see Corollary 3.7. Assume that, for all α ∈ R, the vector x is not ε-Birkhoff orthogonal to αx + y. In particular, the line {αx + y | α ∈ R} does not intersect the hyperplane
γ(x)−ε for α = 0, which holds trivially for α = 0. By Corollary 3.7, we have
A feature of gauges is their possible asymmetry. More precisely, we may think of γ(x − y) as the distance from y to x which need not coincide with γ(y − x). In this sense, the definition of Birkhoff orthogonality states that x ⊥ ε B y if and only if x is "approximately closest" to 0 among the points of the form x + λy with λ ∈ R. This kind of proximality is comprised in the notion of ε-best approximation, which is naturally accompanied by the notion of ε-best co-approximation. In normed spaces, the former has been introduced by Buck [14] , the latter by Hasani, Mazaheri, and Vaezpour [35] , despite the fact that best co-approximations (for ε = 0) have already been investigated by Franchetti and Furi [28] .
Definition 3.10. Let K be a non-empty closed convex subset of a generalized Minkowski
The sets of ε-best approximations and ε-best co-approximations of y in K shall be denoted by
The set R ε K (y) can be readily checked for closedness and convexity as
is the intersection of closed convex sets. , y ∉ U, x ∈ U and ε ≥ 0. Then P ε U (y) is non-empty, closed, and convex. Moreover, the following statements are equivalent:
(a) The point x is an ε-best approximation of y in U.
We prepare the proof of Proposition 3.12 by giving a geometrical description of the ε-subdifferential of a gauge whose non-relaxed analog for normed spaces is presented in [43,
The following statements are equivalent:
there are a number λ ∈ R and a point h ∈ R d such that 〈x * | h〉 = 0 and
which is a consequence of γ • = h B(0,1) .
In case of ε = 0, the previous lemma can be slightly improved to Lemma 3.14. Let x, x * ∈ R d , x * = 0. The following statements are equivalent: 
(y) and applying Lemma 3.14, the linear functional 〈x * | ·〉 restricted to B 0, ̺ attains its minimum value 〈x * | −y〉 at x 0 − y, so
. This means that we may choose x * such that γ
(c)=⇒(a): By virtue of (1) and (4), we have
In contrast to that, there are sufficient conditions for ε-best co-approximations of points in linear subspaces in terms of ε-Birkhoff orthogonality and ε-subdifferentials which need not be necessary ones. for allz ∈ U and all λ ∈ R if and only if
is an arbitrary point of 〈x, y〉.)
In
we choose w = y to obtain
If γ is a norm and ε = 0, the implication (d)=⇒(a) is true as well. However, we cannot expect this implication to be valid for gauges in general, even for ε = 0. For instance, take Moreover, the set of numbers α ∈ R such that (αx + y) ⊥ ε B
x is a compact interval provided x = 0.
Emulating key properties of usual inner products, semi-inner products enable Hilbertlike arguments in arbitrary Banach spaces. Prominent examples include the superior and inferior semi-inner product associated with a given norm · , which are in fact directional derivates of the convex function . New approaches to classical concepts have been developed, not only to optimization problems like the Fermat-Torricelli problem [21] and the best approximation problem [25] but also to geometric concepts like orthogonality [26, . In particular, several results connecting semi-inner products to Birkhoff orthogonality have been derived. We close this subsection by demonstrating how Birkhoff orthogonality in generalized Minkowski spaces can be characterized in terms of natural analogs of the superior and inferior semi-inner products. To this end, consider the functions g :
Note that (·, ·) s , (·, ·) i need not be semi-inner products in the sense of [26, Definition 6] since (x, y) 2 p ≤ (x, x) p (y, y) p for p ∈ {s, i} may be invalidated by the asymmetry of γ. In normed spaces, this estimate is checked in [26, Proposition 6] . The proof uses the reverse triangle inequality which is not valid for gauges. However, we can show an upper bound for (·, ·) s :
where (9) 
, α ∈ R, and µ ≥ 0, a generalization of [26, Theorem 16] can be established by using the computation in the proof of Corollary 3.6 and the chain rule for directional derivatives:
In the classical theory in normed spaces, computations like these provide the basis for proving characterizations of Birkhoff orthogonality in terms of superior and inferior semiinner products. In our context, we may define a weight φ :
, γ) in terms of (·, ·) s and (·, ·) i can therefore be derived using the above theory by suitably multiplying by γ(x). For instance, the analog of [26, Corollary 12] in generalized Minkowski spaces is the equivalence of the statements
Proof. In (5), multiply by γ(x).
For α = 0, this yields the equivalence of x ⊥ B y and (y, 
Smoothness and rotundity
As in the case of normed spaces, Birkhoff orthogonality in generalized Minkowski spaces can be used to characterize rotundity and smoothness of the unit ball. The results for the general setting are the subject of this section. The first theorem connects smoothness and Birkhoff orthogonality; the corresponding results for normed spaces are [43, 
where x * is uniquely determined up to a constant factor. Using Lemma 3.13(c)⇐⇒(d), we conclude that x ⊥ B h if and only if h ∈ H − x. That is, if x ⊥ B y and x ⊥ B z, then y, z ∈ H − x.
Since H − x is a linear subspace of R d , we also have y + z ∈ H − x and thus x ⊥ B (y + z). 
Orthogonality reversion and symmetry
Norms whose Birkhoff orthogonality relations coincide were studied in [70] and [64, Theorem 10], and the two-dimensional special case is implicitly stated, e.g., in [27, p. 165f.] and [76, p. 90] . The analogous investigation for gauges on R 2 was done in [69, 4A] . As the proof of [64, Theorem 10] is not based on the symmetry property of norms but on general facts like the maximal monotonicity of subdifferentials of convex functions, we may translate the result to our setting and omit the proof. 
The identification of pairs of norms whose Birkhoff orthogonality relations are inverses of each other yields the notion of antinorm in two-dimensional spaces, see [15, p. 867] , [36, Proposition 3 .1], and [53] . For normed spaces of dimension at least three, this class reduces to pairs of norms whose unit balls are homothetic ellipsoids, see [38, Theorem 3.2] . Closely related are norms whose Birkhoff orthogonality relation is symmetric. In the two-dimensional case, these norms are named after Johann Radon [65] . From [38, Theorem 3.2] it follows that in higher dimensions, symmetry of Birkhoff orthogonality characterizes Euclidean spaces. However, this result is much older and goes back to Blaschke [12] . In the present section, we prove that there are no asymmetric analogs of the antinorm and of Radon norms. Proof. Let x, y ∈ R d \ {0}. Due to homogeneity and the assumption, we have
Case ε = 0: If γ 1 (x) = 1, then x and 
Note that f =0 = {α ∈ R | (αx + y) ⊥ I x}. Closedness of this set is due to continuity of f . For
Using the subadditivity of γ, we obtain
It follows that
Using this equation, we have
and
Using the intermediate value theorem, the continuity of f yields the existence of a zero of f . Moreover, (12) and (13) imply that the set of zeros of f is bounded.
. If y is a multiple of x, the claim is easily seen. Else the points y, −x, x, and αx + y are (in this cyclic order) the vertices of a convex quadrangle. Now [40, Lemma 4.4] gives
or, equivalently,
Hence f is increasing, and its sublevel sets are intervals. This yields the convexity part of the claim.
In particular, Lemma 4.4 shows that the intersection of bsc(−x, x) and every translate of 〈−x, x〉 is either a singleton or a line segment. Next we will identify subsets of bsc(−x, x) which are unions of line segments parallel to 〈−x, x〉. For x, x * ∈ R d with γ
• (x * ), we define the set
which is the translation by x of the union of rays from the origin through the exposed face Proof. Consider
The cases in which the straight line y + 〈−x, x〉 intersects the bisector bsc(−x, x) in at most one point are specified in Theorem 4.8 below. The following corollary of the triangle inequality serves as an auxiliary result, see [52, Lemma 5] for the special case of normed spaces.
with equality if and only if γ(w − x) = γ(y − x) = γ(z − x). In the case of equality,
Proof. We have
If (15) holds with equality, then γ(y − x) = γ(z − x), and if (14) holds with equality as well, then these numbers are equal to γ(w − x). In other words, y, w, and z are three collinear points on S x,
. Let p ∈ 〈 y, z〉 be such that z = µ y + (1 − µ)p for some µ ∈ (0, 1). Applying the chain of inequalities above to y, z, and p, we obtain
Suppose γ(p − x) < γ(y − x). Then (16) holds with equality, i.e., γ(p − x) = γ(y − x). This is a contradiction. Thus 
Due to this, set hfl(x, y) := 〈−x, x〉 + [0, y〉 and
Since the number M y (x) only depends on hfl(x, y), the following generalization of [45, Theorem 2.6 ] is essentially a two-dimensional description of the bisector bsc(−x, x). Proof. The existence of at least one number α ∈ R with y + αx ∈ bsc(−x, x) follows from Lemma 4.4. Suppose that there are two numbers α 1 , α 2 ∈ R such that α 1 < α 2 and {y + α 1 x, y + α 2 x} ⊆ bsc(−x, x). Let f : R → R, f (λ) = γ(y + λx). We have
Since f is a convex function, equations (17) and (18) 
Characterizations of norms
An intriguing and, surprisingly, characteristic property of bisectors in Euclidean spaces is their hyperplanarity, see [40, Proposition 4.10] . Closely related, isosceles orthogonality is an homogeneous or additive exactly in Euclidean spaces. y ∈ bsc(−x, x) for all λ > 0. Taking the limit λ → +∞, we obtain 0 ∈ bsc(−x, x). (Note that the bisector is a closed set by continuity of γ.) Since x was chosen arbitrarily, γ is a norm. 
Final remarks
For extending the concept of orthogonality from Euclidean space to arbitrary normed spaces, there are various alternatives each of which has its own benefits (see [2, 3] for an overview of orthogonality types in normed spaces). By replacing the norm by a gauge, we translated two of the notions from normed spaces to generalized Minkowski spaces. Apart from this extension of the geometric setting, the relaxation of the orthogonality relation itself has been approached not only in the way presented here, but also differently. Dragomir [24] introduced an approximate Birkhoff orthogonality relation x ⊥ y via x ≤ x + λy + ε x for all λ ∈ R. This condition is a left-homogeneous version of the one acting as the model for Definition 3.1. Chmieliński [17] discussed two approximate orthogonality relations in normed spaces defined via x + λy 2 ≥ x 2 − 2ε x λy and x + λy ≥ 1 − ε 2 x (for all λ ∈ R, in each case), the latter one being a reparametrization of Dragomir's condition. Both relations are left-homogeneous and right-homogeneous as well. In inner-product spaces, the condition x + λy ≥ 1 − ε 2 x for all λ ∈ R is equivalent to |〈y | x〉| ≤ ε x y . Due to the close relationship between orthogonality and the Cauchy-Schwarz inequality (see Lemma 3.14), the relaxed inequality |〈 y | x〉| ≤ ε x y itself might serve as a definition of approximate orthogonality. Here, 0-orthogonality is the Euclidean orthogonality (independently of the chosen norm), and 1-orthogonality holds trivially because of the Cauchy-Schwarz inequality. (So the interesting cases which reflect the geometry of the normed space will satisfy 0 < ε < 1.) However, since |〈y | x〉| ≤ γ(x)γ(y) is wrong in general, relaxing the Cauchy-Schwarz inequality in a multiplicative way has to be done differently in generalized Minkowski spaces. Apart from superior and inferior semi-inner products whose gauge counterparts appear in the end of Section 3.1, Chmieliński [17] and Dragomir [26, linked (relaxed) Birkhoff-type orthogonality notions to general semi-inner products. Therefore, the following questions are natural: Can one nicely extend the Dragomir-Chmieliński definitions to generalized Minkowski spaces in order to obtain similar results? What are suitable substitutes for semiinner products?
In the interplay between orthogonality types, metric projections onto linear subspaces, the radial projection onto the unit ball, and, of course, related characterizations of special classes of Banach spaces, also several constants and moduli which describe the geometry of the unterlying space take part. Notable examples are the James constant [34, 55] , the Dunkl-Williams constant [56] , the rectangular constant [5, 7, 31, 46, 47] , and the Schäffer-Thele constant which also coincides with the bias and the metric projection bounds of Smith, Baronti, and Franchetti [22] . (Note that the rectangular constant and the Schäffer-Thele constant are special values of the rectangular modulus introduced in [71] .) To our best knowledge, such notions have not been investigated in generalized Minkowski spaces. In normed spaces, isosceles orthogonality is trivially a symmetric relation. This is not the case for all other gauges. In view of Lemma 4.4, the following question has to be answered separately: For given vectors x, y ∈ R there a number α ∈ R such that x ⊥ I (αx + y)?
