Record concatenation, multiple inheritance, and multiple-object cloning are closely related and part of various language designs. For example, in Cardelli's untyped Obliq language, a new object can be constructed from several existing objects by cloning followed by concatenation; an error is given in case of field name conflicts. Type systems for record concatenation have been studied by Wand, Harper and Pierce, Remy, and others; and type inference for the combination of record concatenation and subtyping has been studied by Sulzmann and by Pottier.
Introduction

Background
In Cardelli's untyped Obliq language [4] , the operation clone(a 1 , . . . , a n ) creates a new object that contains the fields and methods of all the argument objects a 1 , . . . , a n . This is done by first cloning each of a 1 , . . . , a n , and then concatenating the clones. An error is given in case of field name conflicts, that is, in case at least two of a 1 , . . . , a n have a common field. Cardelli notes that useful idioms are:
clone(a, {l : v})
to inherit the fields of a and add a new field l with initial value v, and:
clone(a 1 , a 2 )
to multiply inherit from a 1 and a 2 . Obliq's multiple-object cloning is an instance of the idea of concatenating two records of data. In a similar fashion, languages such as C++ [22] and Borning and Ingalls' [3] version of Smalltalk allow multiple inheritance of classes.
In this paper we focus on languages such as Obliq where concatenation is a run-time operation and where a field name conflict is considered an error; such concatenation is known as symmetric concatenation. There are several ways of handling field name conflicts. One idea is to do run-time checking, and thereby add some overhead to the execution time. Another idea, which we pursue here, is to statically detect field name errors by a type system. The main challenge for such a type system is to find out which objects will eventually be concatenated and give them types that support concatenation.
Type systems for record concatenation have been studied by Wand [25] , Harper and Pierce [8] , Remy [20] , Shields and Meijer [21] , Tsuiki [24] , Zwanenburg [27, 28] and others. These type systems use ideas such as row variables, present-fields and absent-fields, type-indexed rows, second-order types, and intersection types. More recently, Sulzmann [23] and Pottier [19] have studied type inference with the combination of record concatenation and subtyping. None of these algorithms are, as far as we are aware, known to run in polynomial time.
In this paper we investigate the idea of using variance annotations [17, 1] together with subtyping and recursive types as the basis for typing record concatenation. Following Glew [7] , we will use two forms of record types. The variance annotation 0, as in
denotes that records of that type can be concatenated, and that subtyping cannot be used. The variance annotation →, as in
denotes that records of that type cannot be concatenated, and that subtyping can be used. For example, if we have where ⊕ is the symmetric concatenation operation on record types which is only defined when the labels sets are disjoint and the two types both have the variance annotation 0. The idea is that if an object has type [l i : t i ] 0 , then we know exactly which fields are in the object, and hence we know which other fields we can safely add without introducing a field name conflict. The more flexible types [ i : B i∈1..n i ] → can be used to type objects that will not be concatenated with other objects.
We restrict our attention to width-subtyping for types with variance annotation →, and we allow subtyping from variance annotation 0 to →. Going from 0 to → is in effect to forget that a record of that type can be concatenated with other records. Our type system is simpler and less expressive than some previous type systems for record concatenation. Our goal is to analyze the computational complexity of type inference. That complexity may well be less than the complexity of type inference for some of the more expressive type systems.
Our Result
We present the design of a type inference algorithm for the Abadi-Cardelli object calculus extended with a concatenation operator. The type system supports subtyping and recursive types. Our algorithm enables type checking of Obliq programs without changing the programs at all; extending our results to Obliq is left for future work. We prove that the type inference problem is NP-complete.
Our NP algorithm works by reducing type inference to the problem of solving a set of constraints. A constraint is a pair (A, B), where A and B are types that may contain type variables and the concatenation operator ⊕; and the goal is to find a substitution S such that for each constraint (A, B), we have S(A) ≤ S(B) where ≤ is the subtype order. We will use R to range over sets of constraints; we will often refer to R as a relation on types. A key theorem states:
Theorem A set of constraints is solvable if and only there exists a closed superset which is consistent.
Here, "closure" means that certain syntactic consequences of the constraints have been added to the constraint set, and "consistent" means that there are no obviously unsatisfiable constraints (e.g., ([m : V ] 0 , [l : U ] 0 )). The algorithm constructs a solution from a closed, consistent constraint set. To solve a constraint set R generated from a program a, we first guess a superset R of R. Next we check that R is closed and consistent; this can be done in polynomial time. This framework has been used for solving subtype constraints for a variety of types [12, 9, 15, 13, 14, 16] . A key difference from these papers is that our constraint problem does not admit a smallest closed superset which is consistent. As a reflection of that, the algorithms in [12, 9, 15, 13, 14, 16] all run in polynomial time, while the type inference problem considered here is NP-complete. This is because in the referenced papers, the smallest closed superset of a given constraint set can be computed in polynomial time, while our algorithm has to guess a closed superset.
All type-inference algorithms based on this framework, including the one in this paper, can be viewed as whole-program analyses because they use a constraint set generated from the whole program. A whole-program analysis can be made modular in several ways [6] . For example, we can generalize to type inference with respect to a fixed (non-empty) typing environment. One would start the algorithm with an initial set of constraints for program variables, derived from that fixed environment. Thus, one could collect (or constrain) the substitution provided by a run of the algorithm as an interface to a further program fragment that uses the first one as a library.
Our algorithm uses a new notion of closure and a traditional notion of consistency. Our seven closure rules capture various aspects of the subtyping order. For example, one closure rule ensures that if
is a constraint, then either V or V must be forced to have an l-field, as illustrated in the example below. That closure rule highlights why the type inference problem is NP-complete: there is a choice which possibly later has to be undone. In our proof of the main theorem we use the technique of Palsberg, Zhao, and Jim [16] that employs a convenient characterization of the subtyping order (Lemma 2.6). The characterization uses notions of subtype-closure and subtype-consistency that are different, yet closely related, to the alreadymentioned notions of what we for clarity will call satisfaction-closure and satisfaction-consistency. The paper [16] concerns type inference with both covariant and invariant fields, and for types that all allow width-subtyping. In the present paper, all fields are invariant, but some types (those with the variance-annotation 0) do not admit non-trivial subtyping. While the type inference algorithms reported in the two papers are entirely different, their correctness proofs have the same basic structure.
Example
We now present an example that gives a taste of the definitions and techniques that are used later in the paper. Our example program a has two methods l and m:
When running our type inference algorithm by hand on this program, the result is that a is typable with type
The goal of this section is to illustrate how the algorithm arrives at that conclusion.
We can use the rules in Section 4 to generate the following set of constraints, called R. In the left column are all occurrences of subterms in the program; in the right column are the constraints generated for each occurrence. We use A ≡ B to denote the pair of constraints (A, B) and (B, A).
Occurrence Constraints
Notice that, for each bound variable x, we have a type variable U x . Moreover, for each occurrence of x, we have a type variable V x . Intuitively, U x stands for the type of x in the type environment, while V x stands for the type of an occurrence of x after subtyping. Similarly, U x.l stands for the type of x.l before subtyping, while V x.l stands for the type of x.l after subtyping.
Next, our type inference algorithm will guess a so-called satisfactionclosed superset R of R. We will here display and motivate some of the interesting constraints in a particular R . First, from the constraints
and transitivity, we have (U x , [l :
in R . Second, from that constraint and
and the observation that fields have invariant subtyping, we have
in R . Third, from the constraints
and transitivity, we have
in R . At this point there is a choice. We can force either V x.l or V x.m to be mapped to a type with a k-field. Since there are no other significant constraints on either V x.l or V x.m , both choices will be fine. Our algorithm chooses the first one, and so we have the constraint
in R . After this constraint has been added, we can apply transitivity three times to:
in R . The last constraint makes it apparent that recursive types are needed to solve the constraint system and therefore to type the example program. Note that the choice we made in applying closure rules to (
→ ) implies that sometimes there is no unique solution to our typeinference problem.
Thus, if we want to do type inference for a program fragment without an initial type environment, the best we can do is to generate the constraints, perhaps simplify them [18] , and delay solving them until the constraints for the other program fragments become available.
Once our type inference algorithm has guessed a sat-closed R , it checks whether R is sat-consistent, that is, whether there is at least one constraint which obviously is unsolvable, e.g., (
. If R is not satconsistent, then R has no solution. In the case of the example program, R is sat-consistent, and our type inference algorithm then derives the following solution from R . Define
where P, Q are types, and E, F are type environments. Note that we use so-called equi-recursive types that satisfy a certain equation, rather than the kind of recursive types that have to be explicitly folded and unfolded. We can derive ∅ a : Q as follows.
Notice the two uses of subsumption:
We derive the first of these inequalities using the unfolding rule for recursive types to get
and therefore
Here is an alternative typing, which arises from forcing V x.m to be mapped to a type with a k-field:
Types and Subtyping
We will work with recursive types, and we choose to represent them by possibly infinite trees.
Defining types as infinite trees
We use U , V to range over the set T V of type variables; we use k, , m to range over labels drawn from some possibly infinite set Labels of method names; and we use v to range over the set Variances = {0, →} of variance annotations. Variance annotations are ordered by the smallest partial order such that 0 →. The alphabet Σ of our trees is defined
A path is a finite sequence α ∈ Labels * of labels, with juxtaposition for concatenation of paths, and for the empty sequence. A type or tree A is a partial function from paths into Σ, whose domain is nonempty and prefix closed, and such that A(α) = ({ i | i ∈ I}, v) if and only if ∀i, A(α i ) is defined. We use A, B, C to range over the set T (Σ) of trees.
Note that trees need not be finitely branching or regular. A regular tree has finitely many distinct subtrees [5] . Of course, we will be particularly interested in two subsets of T (Σ), the finite trees T fin (Σ) and the finitely branching and regular trees T reg (Σ). Some definitions, results, and proofs are given in terms of T (Σ), in such a way that they immediately apply to T fin (Σ) and T reg (Σ).
An example tree is given below.
We now introduce some convenient notation. We write A(α) = ↑ if A is undefined on α. If for all i ∈ I, B i is a tree, i is a distinct label, and
We abuse notation and write U for the tree A such that A( ) is the type variable U and A(α) = ↑ for all α = .
Recursive types are regular trees, and they can be presented by µ-expressions [5, 2] generated by the following grammar:
We can now define the concatenation operator ⊕. If
and otherwise A ⊕ A is undefined.
Defining Subtyping via Simulations
Our subtyping order supports width subtyping but not depth subtyping. • For all U , A = U if and only if A = U . For example, the empty relation on T (Σ) and the identity relation on T (Σ) are both simulations. Simulations are closed under unions and intersections, and there is a largest simulation, which we call ≤ and use as our subtyping order:
Alternately, ≤ can be seen as the maximal fixed point of a monotone function on P(T (Σ) × T (Σ)). Then we immediately have the following result.
Lemma 2.2 A ≤ A if and only if
• For all U , A = U if and only if A = U .
• For all i , B i , i ∈ I , and
All of these results are standard in concurrency theory, and have easy proofs, c.f. [10] . Similarly, it is easy to show that ≤ is a preorder. Our simulations differ from the simulations typically found in concurrency in that they are all anti-symmetric (again, the proof is easy).
We may apply the principle of co-induction to prove that one type is a subtype of another:
Co-induction: To show A ≤ B, it is sufficient to find a simulation R such that (A, B) ∈ R.
A characterization of subtyping
We now give a characterization of subtyping (Lemma 2.6) which will be used in the proof of the main theorem (Theorem 5.15). Suppose R is a relation on types, and we want to know whether A ≤ B for every (A, B) ∈ R. By co-induction this is equivalent to the existence of a simulation containing R. And since simulations are closed under intersection, this is equivalent to the existence of a smallest simulation containing R. We can characterize this smallest simulation as follows.
Definition 2.4 We say a relation R on types is subtype-closed if (
Note that the subtype-closed relations on types are closed under intersection; therefore for any relation R on types, we may define its subtype-closure to be the smallest subtype-closed relation containing R. Every simulation is subtype-closed, and subtype-closure is a monotone operation.
Definition 2.5 We say a relation R on types is subtype-consistent if [
• if φ = 0, then φ = 0 and I = I ,
Note that every simulation is subtype-consistent, and moreover, any subset of an subtype-consistent set is subtype-consistent. Lemma 2.6 Let R be a relation on types. The following statements are equivalent.
2. The subtype-closure of R is a simulation.
3. The subtype-closure of R is subtype-consistent.
Proof.
• (2) ⇒ (1): Immediate by co-induction.
• (1) ⇒ (3): R is a subset of ≤, so by monotonicity and the fact that ≤ is subtype-closed, the subtype-closure of R is a subset of ≤. Then since ≤ is subtype-consistent, its subset, the subtype-closure of R, is subtype-consistent.
• (3) ⇒ (2): Let R be the subtype-closure of R, and suppose (A, A ) ∈ R .
If A = U , by subtype-consistency A = U ; and similarly, if
φ , by subtype-consistency A must be of the form
] φ , where φ φ . And since R is subtype-closed, (B i , B i ), (B i , B i ) ∈ R and I ⊆ I, and φ = 0 ⇒ I = I, as desired.
3 The Abadi-Cardelli Object Calculus
We now present an extension of the Abadi-Cardelli object calculus [1] and a type system. The types are recursive types as defined in the previous section.
We use x, y to range over term variables. Expressions are defined by the following grammar.
] has method names i and methods ς(x i )b i . The order of the methods does not matter. Each method binds a name x which denotes the smallest enclosing object, much like "this" in Java. Those names can be chosen to be different, so within a nesting of objects, one can refer to any enclosing object. A value is of the form
A small-step operational semantics is defined by the following rules:
], and I 1 ∩ I 2 = ∅, then
]. A type environment is a partial function with finite domain which maps term variables to types in T reg (Σ). We use E to range over type environments. We use E[x : A] to denote a partial function which maps x to A, and maps y, where y = x, to E(y).
The typing rules below allow us to derive judgments of the form E a : A, where E is a type environment, a is an expression, and A is a type in T reg (Σ).
The first five rules express the typing of each of the four constructs in the object calculus and the last rule is the rule of subsumption. We say that a term a is well-typed if E a : A is derivable for some E and A. The following result can be proved by a well-known technique [11, 26] . The type inference problem for our extension of the Abadi-Cardelli calculus is: given a term a, find a type environment E and a type A such that E a : A, or decide that this is impossible.
From Type Inference to Constraint Solving
A substitution S is a finite partial function from type variables to types in T reg (Σ), written {U 1 := A 1 , . . . , U n := A n }. The set {U 1 , . . . , U n } is called the domain of the substitution. We identify substitutions with their graphs, and write (S 1 ∪ S 2 ) for the union of two substitutions S 1 and S 2 ; by convention, we assume that S 1 and S 2 agree on variables in their common domain, so (S 1 ∪S 2 ) is a substitution. Substitutions are extended to total functions from types to types in the usual way.
Definition 4.1 A relation R is solvable if and only if there is a substitution S such that for all (A, B) ∈ R, we have S(A) ≤ S(B). 2
Definition 4.2 We will here focus on so-called C-relations (which we also refer to as constraint sets) which contain only pairs (A, B), where A, B are of the forms
• V , or
where V, V 1 , V 2 are type variables, and φ ∈ {0. →}. 2
While V 1 ⊕ V 2 is not a type, it will become a type once we apply a substitution and get S(V 1 ) ⊕ S(V 2 ), provided the concatenation is defined. Note that if V 1 ⊕ V 2 is in R, and R is solvable, then the solution, say S, must make S(V 1 ) ⊕ S(V 2 ) well-defined. To avoid introducing special terminology for the left-hand sides and right-hand sides of constraints, we will abuse the word type and call V 1 ⊕ V 2 a type in the remainder of the paper.
We now prove that the type inference problem is equivalent to solving constraints in the form of C-relations.
We write E ≤ E if, whenever E(x) = A, there is an A ≤ A such that E (x) = A . The following standard result can be proved by induction on typings.
Lemma 4.3 (Weakening) If E c : C and E ≤ E, then E c : C.
By a simple induction on typing derivations, we obtain the following syntax-directed characterization of typings. The proof uses only the reflexivity and transitivity of ≤ which can be derived from Lemma 2.2. • c = x and E(x) ≤ C;
• c = a. , and for some A and B, E a :
→ , and B ≤ C;
], and for some A, and some
, and for some A and B, E a :
→ , and A ≤ C.
• c = a 1 + a 2 , and for some A 1 , A 2 , E a 1 : A 1 , E a 2 : A 2 , and
We now show how to generate a C-relation from a given program. Definition 4.5 Let c be a ς-term in which all free and bound variables are pairwise distinct. We define X c , Y c , E c , and C(c) as follows.
• X c is a set of fresh type variables. It consists of a type variable U x for every term variable x appearing in c.
• Y c is a set of fresh type variables. It consists of a type variable V c for each occurrence of a subterm c of c, and a type variable U c for each occurrence of a select subterm c = a. of c. (If c occurs more than once in c, then U c and V c are ambiguous. However, it will always be clear from context which occurrence is meant.)
• E c is a type environment, defined by
• C(c) is the set of the following constraints over X c and Y c :
-For each occurrence in c of a variable x, the constraint
-For each occurrence in c of a subterm of the form a. , the two constraints
(U a. , V a. ).
-For each occurrence in c of a subterm of the form
and for each j ∈ 1..n, the constraints
-For each occurrence in c of a subterm of the form (a.
-For each occurrence in c of a subterm of the form (a 1 + a 2 ), the constraint
2
In the definition of C(c), each equality A ≡ B denotes the two inequalities (A, B) and (B, A). Each direction of the theorem can be proved separately. However, the proofs share a common structure, so for brevity we will prove them together. The two directions follow immediately from the two parts of the next lemma.
Lemma 4.7 Let c 0 be a ς-term. For every subterm c of c 0 ,
Proof. The proof is by induction on the structure of c. In (2), we will often use the fact that any solution to C(c 0 ) (in particular, S) is a solution to C(c) ⊆ C(c 0 ).
and S c (E c ) = {x : E(x)} ⊆ E. Furthermore, by Lemma 4.4, E(x) ≤ C, so S c is a solution to C(c).
.
• If c = a. , then E c = E a and
1. By Lemma 4.4, for some A and B, E a : A, A ≤ [ : B] → , and B ≤ C. By induction there is a solution S a of C(a) such that S a (V a ) = A and S a (E a ) ⊆ E. Define S c = S a ∪ {U a. := B, V a. := C}. Then S c solves C(c), S c (V c ) = S c (V a. ) = C, and S c (E c ) = S a (E a ) ⊆ E.
By induction, S(E
Then by (4), S(E a ) a. : S(U a. ). Since S(U a. ) ≤ S(V a. ) = S(V c ), by (7) we have S(E a ) a. :
Finally, E c = E a and c = a. , so S(E c ) c : S(V c ) as desired.
, then E c = i∈1..n (E b i \x i ), and
1. By Lemma 4.4, for some A, and some B i for i ∈ 1..n, we have
By induction, for every i ∈ 1..n there is a substitution
We first assume that the domain of any S b i is X b i ∪Y b i (else restrict S b i to this set). Let S c = ( i∈1..n S b i ) ∪ {V c := C} Clearly, if S c is well-defined, then it is a solution to C(c), S c (V c ) = C, and S c (E c ) ⊆ E. To show that S c is well-defined, it suffices to show that for any distinct j, k ∈ 1..n, the substitutions S b j and S b k agree on all type variables in their common domain. And if U is in the domain of both S b j and S b k , it must have the form U y for some term variable y free in both b j and b k . Then y must be assigned a type by E, so the conditions
. Therefore S c is well-defined, as desired.
• If c = (a. ⇐ ς(x)b), then E c = E a ∪ (E b \x), and By induction there is a solution S a of C(a) such that S a (V a ) = A and S a (E a ) ⊆ E, and a solution
(We omit a proof that S c is well-defined; this can be shown just as in the previous case.) Then S c is a solution to C(c), S c (V c ) = C, and S c (E c ) ⊆ E.
Then by (5), S(E c ) c : S(V a ), and by (7), S(E c ) c : S(V c ).
1. By Lemma 4.4, for some A 1 and A 2 , E a 1 : A 1 , E a 2 : A 2 , and
(We omit a proof that S c is well-typed; this can be shown as above.) Then S c is a solution to C(c), S c (V c ) = C, and S c (E c ) ⊆ E.
By induction S(E
, and by (7), S(E c ) c : S(V c ).
Solving Constraints
In this section we present an algorithm for deciding whether a C-relation R is solvable. We first list the terminology used in the later definitions.
Types = the set of types States = P(Types) RelTypes = P(Types × Types) RelStates = P(States × States)
We use T to range over sets of types. For any type A such that A( ) = (S, φ), we write labs(A) = S. For any type A and label , A.
φ , and is undefined otherwise. Notice that A( α) = (A. )(α). We also make the following definitions.
• Var R (V ⊕ V ) = 0;
• if V ⊕ V or V ⊕ V is in R, then Var R (V ) = 0; and
where is the greatest lower bound of a nonempty set of variances; ∅ is undefined.
The types of the above definitions are
For any set T of types we define LV : States → P(Labels), the labels implied by T , by LV(T ) = A∈T labs(A( ))
In the rest of the section, we first define the notions of satisfaction-closure (Section 5.1) and satisfaction-consistency (Section 5.2), and we then prove that a C-relation R is solvable if and only if there exists a satisfaction-closed superset which is satisfaction-consistent (Theorem 5.15).
Satisfaction-closure
Definition 5.1 A C-relation R on types is satisfaction-closed (abbreviated sat-closed) if and only if the following are true:
C if (A, B) ∈ R, and Var R (B) = 0, then (B, A) ∈ R;
Notice that rule D is symmetric in the two hypotheses.
Lemma 5.2
For every solvable C-relation R, there exists a solvable, satclosed superset R of R.
Proof. For a substitution S, define a function
Given a C-relation R with solution S, define R as follows:
It is straightforward to show that R ⊆ R and that R is sat-closed. It remains to be shown that R is solvable. It is sufficient to show that G n S (R) has solution S, for all n. We proceed by induction on n. In the base of n = 0, we have G 0 S (R) = R and that R has solution S by assumption. In the induction step, suppose G n S (R) has solution S. We will now show that G n+1 S (R) = G S (G n S (R)) has solution S. We proceed by case analysis on the definition of G S .
Let R n = G n S (R) and R n+1 = G n+1 S (R). We have from the definition of G S that the constraints in R n+1 \R n belongs to the union of the sets (19) to (26) . For each of the sets, we need to show that the constraints in it preserve that S is a solution. In each case, S is preserved because: 
S(B) ≤ S(C) and since the ≤ is transitive, we have S(A) ≤ S(C).
Hence, S is a solution to {(A, C)}.
(21) Since the ≤ is reflexive, we have S(A) ≤ S(A) and S(B) ≤ S(B).
Hence, S is a solution to {(A, A), (B, B)}. φ and B = S(U ) = S(U ), which implies S(U ) ≤ S(U ). Hence, S is a solution to {(U, U )}. 
By definition of ≤ and S(V )⊕S(V ) ≤ [ : S(U )]
→ , we have that B = S(U ) and
(26) The proof is similar to the previous case. 
Satisfaction-consistency
Definition 5.3 A C-relation R on types is satisfaction-consistent (abbreviated sat-consistent) if and only if the following are true:
Lemma 5.4 If a C-relation R is solvable, then R is sat-consistent.
Proof. Immediate. 2
Main Result
In this section, we will show that if a C-relation is sat-closed and satconsistent, then it is solvable. For a C-relation R we build an automaton with states consisting of sets of types appearing in R, and the following one-step transition function:
We write States(R) for the set of states of the automaton, and use g, h to range over states.
The one-step transition function is extended to a many-step transition function in the usual way.
Any g defines a type, Type R (g), and any relation R on States(R) defines a constraint set on types TYPE R (R), as follows:
Notice that we use (LV, Var R )(g) to denote (LV(g), Var R (g)). We have that
2 Definition 5.6 For any C-relation R on types, we define S R to be the least substitution such that for every U appearing in R we have S R (U ) = Type R (above R ({U })).
Note that if
We claim that if R is sat-closed and sat-consistent, then S R is a solution to R.
To prove this claim, the first step is to develop a connection between subtype-closure and δ. Define the function A : RelTypes → RelTypes by (A, B) ∈ A(R) if and only if one of the following conditions holds:
• For some , φ, and φ , we have (
Note, the subtype-closure (Definition 2.4) of a C-relation R is the least fixed point of A containing R. Define the function B R : RelStates → RelStates by (g, h) ∈ B R (R), where g, h = ∅, if and only if one of the following conditions holds:
• For some and (g , h ) or (h , g ) ∈ R, we have g = δ R (g )( ), h = δ R (h )( ).
The next four lemmas (Lemma 5.7, 5.8, 5.10, and 5.11) are key ingredients in the proof of Lemma 5.12. Lemma 5.7 states the fundamental relationship between TYPE R , A, and B R . We will use the notation
Lemma 5.7 The following diagram commutes:
There must be a pair of states (g, h) ∈ B R (R) such that A = Type R (g) and B = Type R (h). We reason by cases on how (g, h) ∈ B R (R). From the definition of B R we have that there are three cases.
1. suppose (g, h) ∈ R. We have (Type R (g), Type R (h)) ∈ TYPE R (R), so from the definition of A we have (Type R (g), Type R (h)) ∈ A • TYPE R (R).
2. suppose for some and (g , h ) ∈ R, we have g = δ R (g )( ) and h = δ R (h )( ). From (g , h ) ∈ R, we have (Type R (g ), Type R (h )) ∈ TYPE R (R). We have, from Lemma 5.5,
so Type R (g ). = A. Similarly, Type R (h ). = B. From these two observations, and (Type R (g ), Type R (h )) ∈ TYPE R (R), and the definition of A, we conclude (A, B) ∈ A • TYPE R (R).
3. Suppose for some and (h , g ) ∈ R, we have g = δ R (g )( ) and h = δ R (h )( ). The proof is similar to the previous case.
To prove A • TYPE R ⊆ TYPE R • B R , suppose (A, B) ∈ A • TYPE R (R). We reason by cases on how (A, B) ∈ A • TYPE R (R). From the definition of A we have that there are three cases.
1. suppose (A, B) ∈ TYPE R (R). There must exist g and h such that A = Type R (g), B = Type R (h), and (g, h) ∈ R. From (g, h) ∈ R and the definition of B R , we have that (g, h) ∈ B R (R), so (A, B) ∈ TYPE R •B R . φ , g = δ R (g )( ), and Lemma 5.5, we have Type R (g) = Type R (g ). = A. Similarly, Type R (h) = B, so (A, B) ∈ TYPE R • B R (R) as desired.
Proof. Suppose (g, h) ∈ ABOVE R (R). From the definition of ABOVE R we have that we can choose A, B such that (A, B) ∈ R, g = above R ({A}), and h = above R ({B}). To prove g ⊇ h, suppose C ∈ h. We have (B, C), (A, B) ∈ R. Since R is sat-closed and by closure Rule A, we have (A, C) ∈ R and C ∈ g. Hence, g ⊇ h.
2
The following lemma reflects that ≤ does not support depth subtyping. As a consequence, we have designed the sat-closure rules such that, intuitively, if (A , B ) ∈ R and R is sat-closed, then the types constructed from {A } and {B } have the same field type.
Lemma 5.9
If R is sat-closed, (A , B ) ∈ R, and above R (above R ({B }). ) = ∅, then above R (above R ({A }). ) = above R (above R ({B }). ).
Proof. From (A , B ) ∈ R and Lemma 5.8, we have above R ({A }) ⊇ above R ({B }), so above R (above R ({A }). ) ⊇ above R (above R ({B }). ).
To prove above R (above R ({A }). ) ⊆ above R (above R ({B }). ), suppose A ∈ above R (above R ({A }). ). So, there exists [ :
From above R (above R ({B }). ) = ∅, we have B ∈ above R (above R ({B }). ). So, there exists [ :
and closure rule 0,A,D, we have (U 2 , U 1 ) ∈ R. From (U 2 , U 1 ), (U 1 , A) ∈ R and closure rule A (transitivity), we have (
Proof. We proceed by induction on n.
In the base case of n = 1, suppose (g, h)
From the definition of B R , there are two cases.
• Suppose for some and (g , h ) ∈ ABOVE R (R), we have g = δ R (g ) ( ) and h = δ R (h )( ). By the definition of ABOVE R , there exist types A , B such that g = above R ({A }), h = above R ({B }), and (A , B ) ∈ R. We have
and from (g, h) ∈ (B n R • ABOVE R (R)), and the definition of B R , we have h = ∅. From (A , B ) ∈ R, above R (above R ({B }). ) = ∅, and Lemma 5.9, we have g = above R (above R ({A }). ) = above R (above R ({B }). ) = h.
• Suppose for some and (h , g ) ∈ ABOVE R (R), we have g = δ R (g )( ) and h = δ R (h )( ). The proof is similar as in the previous case.
In the induction step, suppose
From the definition of B R , there exist such that (g , h ) or (h , g ) ∈ (B n R • ABOVE R (R))\ABOVE R (R) and g = δ R (g )( ), h = δ R (h )( ). From the induction hypothesis, we have g = h . From the definition of δ R , it is immediate that g = h.
Proof. Suppose (g, h) ∈ ABOVE R (R). From the definition of ABOVE R , ∃A, B such that g = above R ({A}), h = above R ({B}) and (A, B) ∈ R. Therefore, ∀A ∈ g, B ∈ h, we have (A, A ), (A, B ) ∈ R. Since Var R (h) = 0, there exists a type B ∈ h such that Var R (B ) = 0. From closure rule A, we have that LV(above R {A }) ⊆ LV(above R {A}); and from closure rule C, we have that LV(above R {A}) ⊆ LV(above R {B }). Hence, LV(g) ⊆ LV(above R ({B })) ⊆ LV(h).
From Lemma 5.8, we have g ⊇ h which implies that LV(g) ⊇ LV(h). Therefore, LV(g) = LV(h).
. From Lemma 5.8 and Lemma 5.10, and a case analysis on why (g, h) is in B n R •ABOVE R (R), we have that g ⊇ h. From Lemma 5.11 and Lemma 5.10, and a case analysis on why (g, h) is in B n R • ABOVE R (R), we have that Var R (h) = 0 ⇒ LV(g) = LV(h). Thus, it is immediate from the definition of Type R that {(Type R (g), Type R (h))} is subtype-consistent.
Thus, the subtype-closure of TYPE R • ABOVE R (R) is the union of a family of subtype-consistent C-relations. Since the union of a family of subtype-consistent C-relations is itself subtype-consistent, we conclude that the subtype-closure of TYPE R • ABOVE R (R) is subtype-consistent.
The following lemma is a key ingredient in the proof of Lemma 5.14. Lemma 5.14 is the place where it is needed that a relation is satisfactionconsistent. φ is in R and R is sat-closed, then above R ((above R ({A})). ) = above R ({B}).
Proof. To prove the direction ⊇, notice that from sat-closure rule B and A appearing in R, we have (A, A) ∈ R, so A ∈ above R {A}, hence B ∈ (above R ({A})). , and thus above R ((above R ({A})). ) ⊇ above R ({B}).
To prove the direction ⊆, suppose C ∈ above R ((above R ({A})). ). From that we have there exists C ∈ (above R ({A})). such that (C , C) ∈ R. From C ∈ (above R ({A})). we have that there exists type D of the form
Together with closure rule 0, A, B, and D, we have that (B, C ) ∈ R. From transitivity of R (sat-closure rule A) and (B, C ), (C , C) ∈ R, we have (B, C) ∈ R, and C ∈ above R ({B}).
Lemma 5.14 If R is sat-closed and sat-consistent, then 1. for any type A appearing in R, S R (A) = Type R • above R ({A}); and
Proof. The second property is an immediate consequence of the first property.
To prove the first property, we will, by induction on α, show that for all α, for all A appearing in R, S R (A)(α) = Type R • above R ({A})(α).
If α = and A is an ordinary type variable, the result follows by definition of S R .
If α = and A is of the form
, we need to show that J = I ∪ I , B i = B i , ∀i ∈ J, and I ∩ I = ∅. From R being sat-closed and closure rules 0, E, we have LV(above R ({V, V })) ⊆ LV(above R ({A})). From R being sat-closed and closure rules 0, F, we have LV(above R ({A})) ⊆ LV(above R ({V, V })). We conclude LV(above R ({A})) = LV(above R ({V, V })). Thus, J = I ∪ I and by sat-consistency rule 3, we have I ∩ I = ∅. Because of closure rules 0, D, E, and F, we have that
and Type R • above R ({A})(α) = (LV(above R ({A})), φ). From closure rule B and A appearing in R, we have (A, A) ∈ R, so A ∈ above R ({A}). From A ∈ above R ({A}), we have LV({A}) ⊆ LV(above R ({A})). From A ∈ above R ({A}) and sat-consistency rules 1 and 2, we have LV(above R ({A})) ⊆ LV({A}). We conclude LV({A}) = LV(above R ({A})). From the definition of Var R , we have that Var R (A) = φ. By sat-consistency rule 1, we have Var R (above R ({A}) = φ, as desired.
If α = α and A is a type variable, the result follows by definition of S R . If α = α and A is of the form V ⊕ V , then either S R (V ) or S R (V ) has an field. Suppose it is S R (V ) that has an field:
(from the proof of the base case)
The case where it is S R (V ) that has an field is similar, we omit the details.
(Definition of Type R and α = α ).
If α = α and A is a record without an field, then S R (A)(α) is undefined. By sat-consistency rule 1, no C ∈ above R ({A}) has an field, so from the definition of Type R we have that Type R • above R ({A})( α ) is undefined, as desired.
Theorem 5.15 R is solvable if and only if there exists a sat-closed superset R of R, such that R is sat-consistent.
Proof. If R is solvable, then we have from Lemma 5.2 that there exists solvable, sat-closed superset R of R, so from Lemma 5.4, we have that R is sat-consistent.
Conversely, let R be a sat-closed superset of R, and assume that R is sat-consistent. From Lemma 5.12 and Lemma 5.14, we have that the subtype-closure of S R (R ) is subtype-consistent. From the subtype-closure of S R (R ) being subtype-consistent and Lemma 2.6, we have A ≤ B for every (A, B) ∈ S R (R ), so S R (A ) ≤ S R (B ) for every (A , B ) ∈ R , and hence R has solution S R . From R ⊆ R and that R is solvable, we have that R is solvable.
Theorem 5.16
The type inference problem is in NP.
Proof. From Theorem 4.6 we have the type inference problem is polynomialtime reducible to the constraint problem. To solve a constraint set R generated from a program a, we first guess a superset R of R. Notice that we only need to consider an R which has a size which is polynomial in the size of a. Next we check that R is sat-closed and sat-consistent. It is straightforward to see that this can be done in polynomial time. 
NP-hardness
In this section we prove that the type inference problem is NP-hard. We do this in two steps. First we prove that solvability of so-called simple constraints can be reduced to the type inference problem, and then we prove that solving simple constraints is NP-hard.
From Constraints to Types
For any ς-term c, the the constraint set C(c) is defined as follows.
Definition 6.1 Given a denumerable set of variables, a simple constraint set is a finite set of constraints of the forms
where V, V , V 1 , . . . , V n are variables. 2 Lemma 6.2 Solvability of simple constraint sets is polynomial-time reducible to the type inference problem.
Proof. Let C be a simple constraint set. Define
Notice that a C can be generated in polynomial time. We first prove that if C is solvable then a C is typable. Suppose C has solution S.
where Q is of the form
A is derivable. We now prove that if a C is typable, then C is solvable. Suppose a C is typable. From Theorem 4.6 we get a solution S of C(a C ). Notice that each method in a C binds a variable x. Each of these variables corresponds to a distinct type variable in C(a C ). Since S is a solution of C(a C ), and C(a C ) contains constraints of the form U x = [. . .] 0 for each method in a C (from rule (12) ), all those type variables are mapped by S to the same type. Thus, we can think of all the bound variables of methods of a C as being related to the same type variable, which we will write as U x .
The solution S has the following two properties.
• Property 1 If V is a variables in C, then S(U x ) ↓ V is defined.
• Property 2 For each Q in C of the form
To see Property 1, notice that in the body of the method V we have the expression x. V . Since S is a solution of C(a C ), we have from the rules (8) and (9) that S satisfies
To see Property 2, let Q be an occurrence in C of the form [ i : V i∈1..n i ] 0 . For each j ∈ 1..n, in the body of the method m Q, j , we have the expression x . V j ⇐ ς(y)(x. Q . j ) where we, for clarity, have written the first occurrence of x as x . Since S is a solution of C(a C ), we have from the rules (8), (15) , (8) , (9), (10), (9) , and (10) that S satisfies
Thus,
from (27) and Lemma 2.2
In the body of the method k Q , we have the expression (x. Q + [ ]). Since S is a solution of C(a C ), we have from the rules (8), (9) , (10) , and (16) that S satisfies
Thus, from (32), Lemma 2.2, (33), (34) and the definition of ⊕, we have
In the body of the method Q we have the expression
Since S is a solution of C(a C ), we have from the rules (8), (9), (10), (11) and (12) that S satisfies
([
Thus, from (38) and (39), we have
and together with (36), Lemma 2.2 and (37), we have
Since we have both
we have
and together (40) and (35) give that
From Property 1 we have that we can define
With this definition, we can restate Property 2 as
We will now show that C has solution S C . Consider first a constraint (V, Q) in C, where Q = [ i : V i∈1..n i ] 0 . The body of the method (V,Q) contains the expression x . Q ⇐ ς(y)(x. V ) where we, for clarity, have written the first occurrence of x as x . Since S is a solution of C(a C ), we have from the rules (8), (15) , (8), (9), and (10) that S satisfies
We conclude (8), (15), (8), (9), (10) , and (16) that S satisfies
We conclude
from (47) and Lemma 2.2 = S(V x. V ) from (49) and (51)
from (48) and Lemma 2.2 = S(V x. V ) from (50) and (51) 
Solving Simple Constraints is NP-hard
In this section we show that solving simple constraint systems is NP-hard. Suppose we are given a Boolean expression
where X ψ is the set of variables occurring in ψ, and each literal l ij is of the form x orx, where x ∈ X ψ . We will use the notation I x for the set of positions (ij) for which l ij = x or l ij =x. Furthermore, if l ij = x or l ij =x, then we use I ij to denote I x . We will use the abbreviations
Their only significance is that False = True. We will construct a simple constraint system C ψ over the variables
The constraint system C ψ consists of:
• for each x ∈ X ψ , the constraints
• for all i ∈ 1..n and for all j ∈ 1..3, the constraints:
• for all i ∈ 1..n, the constraints:
(A i0 , False) (A i3 , True).
In the last constraint, we use the abbreviation (A i3 , True) to denote the two constraints (A i3 , Proof. Given that 3-SAT is NP-hard, it is sufficient to show that ψ is satisfiable if and only if C ψ is solvable.
Suppose first that ψ has solution f . Here is a mapping S f from the variables of C ψ to types. If f (x) is true, then we have:
If f (x) is false, then we have:
For i ∈ 1..n and j ∈ 1..3, define
Define the function g from Booleans to {False, True} such that g(false) = False and g(true) = True. For i ∈ 1..n,
It is straightforward to check that S f is a solution to the constraints in C ψ of the forms (52)-(56), we omit the details. Here we will focus on showing that S f is a solution to the constraints in C ψ of the form (57). Suppose we are given i ∈ 1..n and j ∈ 1..3. There are two cases. First, if f (l ij ) is true, then S f (P ij ) = [m ij : S f (A i(j−1) ), m i j : S f (A i j ) (i j )∈I ij \(ij) ] 0 and S f (V l ij ) = [ ] 0 . Hence, the constraint (57) is satisfied. Second, if f (l ij ) is false, then S f (P ij ) = [ ] 0 and S f (V l ij ) = S f (R l ij ). Hence, we must show that S f (A ij ) = S f (A i(j−1) ). There are three cases.
• If j = 1, then S f (A i1 ) = g • f (l i1 ) = g(false) = False = S f (A i0 ).
• If j = 3, then S f (A i3 ) = True. Since ψ is satisfiable and f (l i3 ) is false, we have that f (l i1 ∨ l i2 ) is true, so S f (A i2 ) = g • f (l i1 ∨ l i2 ) = g(true) = True. We conclude that S f (A i3 ) = True = S f (A i2 ).
Conversely, suppose S is a solution to C ψ . Going for a contradiction, let us suppose that f S does not satisfy ψ. That means that must exist i such that, for all j ∈ 1..3, f S (l ij ) = false. From the definition of f S and Property 1 we have that, for j ∈ 1..3, there is a variable x such that (ij) ∈ I x and S(V l ij ) = S(R x ). From that and (55) and (57), we conclude False = S(A i0 ) = S(A i1 ) = S(A i2 ) = S(A i3 ) = True, a contradiction. 2
Theorem 6.4 The type inference problem is NP-complete.
Proof. We have that type inference is in NP from Theorem 5.16. NPhardness follows from Lemma 6.2 and Lemma 6.3. 
Conclusion
Type inference with record concatenation, subtyping, and recursive types is NP-complete. Future work includes implementing the algorithm for a language such as Obliq, and to attempt to combine our technique with our algorithm for type inference with both covariant and invariant fields [16] . The construction used in our NP-hardness proof may be applicable to other types systems. In particular, our notion of simple constraint systems may be reducible to even more restrictive type inference problems than the one we have considered. at LICS'02, IEEE Symposium on Logic in Computer Science, July 2002. In that version of the paper, we mistakenly claimed that the type inference problem can be solved in polynomial time. Two reviewers for Information and Computation spotted a problem in the proof of a crucial lemma. The lemma was indeed false and, as a consequence, we realized that the type inference problem is NP-complete, and not polynomial. We thank the reviewers for identifying that problem and for numerous other helpful comments.
Our work is supported by a National Science Foundation Faculty Early Career Development Award, CCR-9734265.
A Proof of Lemma 2.3
Here we give a full proof that ≤ is a partial order.
First, ≤ is reflexive because the identity on T (Σ) is a simulation.
Lemma A.1 If R is a reflexive simulation, then (R • R) is a simulation.
Proof. Suppose (A, A ) ∈ (R•R). Then there is an A such that (A, A ) ∈ R and (A , A ) ∈ R.
• If A = U , then A = U because (A , A ) ∈ R; and then A = U because (A, A ) ∈ R.
• Similarly, if A = U , then A = U .
• Otherwise A = [ : B i∈I ] φ . Then since R is a simulation, we have 
