Alcohol and other drug abuse are frequently treated in a group therapy setting. If participants are allowed to enroll in therapy on a rolling basis, irregular patterns of participant overlap can induce complex correlations of participant outcomes. Previous work has accounted for common session attendance by modeling random effects for each therapy session, which map to participant outcomes via a multiple membership construction when modeling normally distributed outcome measures. We build on this earlier work by extending the models to semicontinuous outcomes, or outcomes that are a mixture of continuous and discrete distributions. This results in multivariate session effects, for which we allow temporal dependencies of various orders. We illustrate our methods using data from a group-based intervention to treat substance abuse and depression, focusing on the outcome of average number of drinks per day. Alcohol and other drug abuse are frequently treated in a group therapy setting. If 2 clients attend the some of the same sessions, we might expect that-on average-their posttreatment outcomes would be more similar than if they had not attended any sessions together. Hence, if participants are allowed to enroll in therapy on a rolling basis, irregular patterns of session attendance can induce complex relationships between participant outcomes. Statistical methods have been developed previously to account for rolling admission group therapy when the outcomes are normally distributed. In the case of alcohol and other drug use interventions, however, a substantial fraction of participants often report zero use after treatment. We extend previous work to build models that accommodate semicontinuous outcomes, which are a mixture of continuous and discrete distributions, for such situations. We find that modern Bayesian statistical methods and software allow users to efficiently estimate nonstandard models such as these. We illustrate our methods using data from a group-based intervention to treat substance abuse and depression, focusing on the outcome of average number of drinks per day. We find that the intervention is associated with a drop in the probability of any drinking, but find no evidence of a change in the amount of drinking, conditional on some drinking.
Group-based interventions are important in psychology, and have been used to treat patients with many conditions, including drug dependence (Crits-Christoph, Johnson, Connolly Gibbons, & Gallop, 2013) , depressive symptoms , and eating disorders (Tasca et al., 2010) . When delivered in real-life or community settings, participants are often admitted into group-based interventions on a rolling (or open) basis, entering and departing the group at different times. However, rolling admissions can make assessing the effectiveness of a group-based intervention difficult. Pairs of participants who attend some of the same sessions may have outcomes that are correlated with one another, relative to pairs who do not attend sessions together. Further, even when two participants do not directly attend sessions together, their outcomes may still be correlated, due to group dynamics that persist over time and can impact participant outcomes (Morgan-Lopez & Fals-Stewart, 2007) .
Rolling admission attendance patterns may result in an unbroken chain of clients' session attendance, such that the sample cannot be divided into two or more distinct clusters where clients attended sessions only with other clients in their same cluster. One approach is to account for clustering with random effects for the sessions of the group and to allow them to be correlated to reflect the expected similarity of effects of sessions with considerable overlap in participants (Paddock, Hunter, Watkins, & McCaffrey, 2011; . This is a type of dynamic group model (Bauer, Gottfredson, Dean, & Zucker, 2013; Cafri, Hedeker, & Aarons, 2015) , where the effect of the group is allowed to vary over time.
Further, for many interventions in substance use treatment, primary outcome measures might be semicontinuous, that is, a mixture of continuous and discrete distributions. For example, for a primary alcohol and other drug use outcome, zero use might be achieved by a substantial percentage of study participants while others have a level of use that can be measured as a continuous, average amount per day. Simply dichotomizing these outcome measures wastes information and may tell an incomplete story. A better approach is to jointly model the discrete and continuous portions of the response distribution.
The specific goals of this article are twofold. First, we present a new Bayesian model for semicontinuous outcomes that is appropriate when analyzing data from rolling admissions groups. There is a large literature around semicontinuous outcomes modeling in general (e.g., Liu, Strawderman, Cowen, & Shih, 2010; Neelon, Zhu, & Neelon, 2015) and in the area of substance use in particular (Dembo, Wareham, Greenbaum, Childs, & Schmeidler, 2009; Liu, Ma, & Johnson, 2008; Olsen & Schafer, 2001) . However, our model is the first to combine such an outcome with dynamic group modeling of session random effects in rolling groups . Second, we use our model development and its application to data to illustrate the ease with which construction of new Bayesian models can proceed in a modular way to combine otherwise disparate modeling strategies in order to accommodate important real-life features of psychological data. More broadly, our goal is to provide many details on the specification, implementation, and interpretation of a nonstandard Bayesian model. Many of these considerations will be important for the Bayesian analysis of other types of data that are of interest in psychology and related fields.
Data and Modeling Overview
In our motivating analysis, we focus on assessing the impact of a rolling admissions group therapy intervention (relative to usual care) on such an outcome: the average number of drinks per day, over a 30-day period posttreatment. This scalar outcome nonetheless implies a statistical model that has many of the characteristics of a bivariate outcome model, because we explicitly model the probability of no alcohol use and the amount of use, conditional on some use.
Our model will incorporate information on session attendance via the use of session-level random effects. These random effects accommodate the notion that some group therapy sessions may have more positive associations with posttreatment outcomes than other sessions. For instance, in one session the facilitator may do a better job of addressing the key points in the curriculum than in another. In our models, the individual's outcome depends on the average of the session-level random effects for the sessions that client attended in what is termed a multiple membership model (Hill & Goldstein, 1998) . Given our assumed data-generating process, one dimension of the bivariate session random effect models the probability of any use and the other models the amount of use, conditional on use. Further, we anticipate that group dynamics may persist over time. For example, a disruptive client may adversely impact the treatment for all who are attend a session with him. Because clients attend multiple sessions, positive or negative group dynamics may persist over time. For this reason, we allow the session-level random effects to be correlated over time.
Clients in this study were allowed to join the group at the start any one of three modules, where each module is a set of six sections covering a similar theme; in the motivating study the module themes are thoughts, activities, and people interactions. The expectation was that clients would complete all sessions in each module, and the sequence of three module themes is offered repeatedly in order to allow clients to complete three modules. Figure 1 displays hypothetical attendance patterns for this data structure, and demonstrates some of the issues that are possible with rolling admissions data. For instance, although Client 1 and Client 2 enter the therapy group at the same session, they only attend one session together. Hence, if overlap in session attendance drives a correlation in client-level outcomes, we would expect less correlation between these two than if they had attended all sessions together. Even though Clients 2 and 4 started at different times, they still attend most of their sessions together. Finally, although Clients 1 and 5 attend no sessions together, they both attend sessions with Client 3. Group dynamics may therefore induce correlation between the outcomes of Client 1 and 5. Taken together, these types of attendance patterns make it difficult to capture relevant features of the data with standard random effects models, such as those assuming independence of random session effects or those with a random effect based on when the client entered the group.
Some of the key features of our model are depicted in Figure 2 , which is a stylized representation of the assumed data-generating process. Notation will be introduced later, but the bivariate session effects along the top of the figure may be correlated with earlier This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
session effects. We investigate several time series models to describe the autocorrelation of the session effects, including the number of previous session effects that are conditionally correlated with a given session's effects, and whether to require stationarity for the session effect process in the sense that the joint distribution of a subset of session effects does not depend on when the subset of sessions occurred. Only the random effects of the sessions that the ith individual attended influence that client's outcome; the activated session effects are denoted with dashed lines that correspond to Client 1's attendance displayed in Figure 1 . The first dimension of the session effect impacts the probability of any use, and the second impacts the amount of use, conditional on use. Client-level covariates can impact the probability of any use and the amount of use conditional on use. Finally, the any use and amount of use conditional on any use variables are combined to produce the observed, scalar outcome.
Bayesian and Frequentist Approaches
There are practical limitations to likelihood (frequentist)-based approaches to fitting statistical models that account for multiple realistic data features such as the model described above, with a group-based intervention and semicontinuous outcomes. First, dynamic group models often include relatively large numbers of random effects. This poses implementation challenges for likelihood-based computational approaches such as adaptive quadrature for approximating the likelihood. Strategies to mitigate computational difficulties, such as reducing the number of quadrature points used in the computations, can reduce the quality of the approximation to the likelihood (Kiernan, Tao, & Gibbs, 2012) . These approximation methods are particularly problematic for random effects modeling where cluster sizes are small (Capanu, Gonen, & Begg, 2013; Lin & Breslow, 1996) , as is typical for sessions of rolling admissions groups.
Second, existing off-the-shelf software for dynamic group modeling provides limited choices for modeling realistic data features such as group-based interventions and semicontinuous outcomes. For instance, the "lmer" and "glmer" mixed effects models in the widely used lme4 R software package can be used to fit multiple membership models (Bates, Maechler, Bolker, & Walker, 2014) . This software can also accommodate cross-classified random effects, which allow for random effects for separate, non-nested grouping factors. For cross-sectional data, the multiple membership model is a generalization of cross-classified random effects model, as the latter only allows for a lower-level unit (i.e., client) to be a member of a single higher-level unit (i.e., session) while the former allows for the lower-level unit (i.e., client) to simultaneously belong to multiple higher-level units (i.e., sessions); however, important model differences emerge in the longitudinal context given that time is treated implicitly in the multiple membership model and explicitly in the cross-classified random effects model (Cafri et al., 2015) . However, lme4 cannot accommodate our semicontinuous outcome, and only allows one to specify independent, unstructured, or partially independent or partially complete covariance matrices for the random effects.
SAS includes a few procedures useful for dynamic group modeling, particularly PROC GLIMMIX, which allows for crossclassified random-effects and multiple membership modeling of time-varying group membership with several choices for modeling the covariance structures of the time-varying group effects (Cafri et al., 2015) . However, PROC GLIMMIX does not allow for semicontinuous outcomes modeling.
Most semicontinuous outcomes routines in standard software packages lack the capability to model random effects. One exception is SAS PROC NLMIXED, which is a popular choice for fitting semicontinuous models with random effects (Liu, Strawderman, Cowen, & Shih, 2010; Su, Tom, & Farewell, 2015) . This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
However, it cannot be used for semicontinuous outcomes modeling in the dynamic group context because it would not allow for correlated random effects across group therapy sessions. More flexibility is possible in a Bayesian framework with computational tools such as Markov Chain Monte Carlo (MCMC). MCMC is not subject to the aforementioned limitations of approximate approaches such as quadrature that are frequently used in non-Bayesian analyses. Moreover, Bayesian models are often modular in the sense that important features of different models can be combined with little effort; in our case we can include semicontinuous outcomes in a model with highly structured random effects. We provide code to fit our analysis model in the freely available Bayesian statistical modeling package Stan (Hoffman & Gelman, 2014) , and note WinBUGS (Lunn, Thomas, Best, & Spiegelhalter, 2000) is another freely available Bayesian statistical modeling package that would work for this type of Bayesian model construction.
In the remainder of the article, we more formally describe the details of our model, with particular attention paid to semicontinuous outcomes, multiple membership models, and the use of time series models to describe the bivariate session effects distributions. Then we present an overview of Bayesian computation, emphasizing the methods that we use to fit our models. We then apply our models to simulated and real data. Finally, we describe extensions and other areas where such models may be of use.
Semicontinuous Models of Alcohol Use Following Rolling Admission Group Therapy
The data considered in this article come from a randomized controlled trial that compared group cognitive-behavioral therapy against usual care in an outpatient substance abuse treatment program. As indicated in Figure 1 , the group therapy curriculum was 18 sessions long, divided into three six-session modules. Participants were allowed to enter the group at the beginning of any of the three modules, resulting in a semirolling group therapy structure. Figure 2 depicts a stylized representation of our model for the hypothetical Individual A in Figure 1 . We will focus on the mean number of drinks per day over a 30 day posttreatment period for individual i ϭ 1, . . . , n, which we denote y i . We use S to denote the total number of group therapy sessions offered over the course of the study, and refer to the number of sessions that each individual attends as s i . For each session t we model two random effects: a session-specific random effect that impacts probability of any alcohol use of clients who attended the session, t,0 , and a session-specific random effect that similarly models the mean conditional on some alcohol use, t,c (Olsen & Schafer, 2001 ). These session effects account for the possibility that two clients who attend the same sessions may be more likely to have similar drinking behavior than two clients who do not attend any sessions together, and may reflect different group climate and experiences session-to-session or differences in the social dynamics of the group session that may impact participant outcomes. We collect these random effects into
Multiple Membership Modeling
When the outcome y i is measured following delivery of the group-based intervention, then y i reflects the effect of all sessions attended by client i. Unlike hierarchically structured data with a standard nesting structure, y i cannot be assigned to a single clustering unit in the hierarchy; rather there are multiple units-in our case, sessions-associated with y i . Thus, the length-S vectors of session random effects 0 and c must be mapped onto the participant outcomes. For this, we use multiple membership modeling to account for the non-nested multilevel structure of the data (Hill & Goldstein, 1998) . Let M be an n ϫ S matrix defined such that the (i, j)th element equals 1/s i if the ith participant attended the jth session, and equals zero otherwise. If client i attended no sessions, all elements of the ith row are set equal to zero. The ith element of M 0 and M c records the average of the session random effects for those sessions attended by participant i. Hence, if participants i and j attend exactly the same sessions, the ith and jth elements of M 0 will be the same, as will those for M c . In Figure 2 , the presence or absence of ties between the session effects and the outcomes is determined by M. Referencing Figure  1 , the first row of the multiple membership matrix would have the form ͓ 
The Semicontinuous Outcomes Model
A canonical model for semicontinuous outcomes requires assuming that-after a suitable transformation, if warranted-the distribution of the outcome measure is a mixture of a normal distribution and positive mass corresponding to zero alcohol use. We use a probit model to describe the probability of no alcohol use; the impact of the session effects on this model will be M 0 . The contribution of the session effects to the continuous portion of the participant outcomes is given by M c . Incorporating all of these pieces, we may write our model hierarchically as follows (where "ϳ" is read "is distributed as"):
Level 3:
Level 1 (latent):
Level 1 (observed):
In words, our hierarchical model can be described as follows. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
0 if u i ϭ 0. Moving to Level 1 (latent) of the model, u i is a latent variable indicating whether y i is predicted to be equal to 0 or greater than or equal to 0. The combination of the model specification for u i and w i is the Bayesian latent variable-based implementation of the probit model. The probability of any alcohol use is described by this probit model, defined as the probability that a latent normal quantity w i,0 exceeds zero (Albert & Chib, 1993) . The probability of use depends on the session random effects via the multiple membership construction applied to the session effects that relate to the use/no use portion of the model. The mean of these session effects is given by M i 0 . We also allow clientlevel characteristics to predict the probability of any use via the term x i ␤ 0 , where ␤ 0 is a vector of probit regression parameters and x i is a row vector that includes characteristics of client i, as well as a leading 1 for the intercept. The portion of the model for y i ‫ء‬ describes the amount of use conditional on having some use, and it similarly contains characteristics of client i, x i,c (which may or may not be the same as x i,0 ), an accompanying regression coefficient vector ␤ c , and session random effects associated with y i * , c , which is also modeled using the multiple membership construction. As errors are assumed to be normally distributed, one extra parameter is needed for the continuous portion of the model: y is included to account for the error standard deviation. In Level 2 we have the random session effects that are drawn from a distribution that depends further on hyperparameters that drawn from a hyperprior in Level 3. We discuss details of these higher levels below.
Vector Autoregressive Model of Session Effects
The literature around evaluation of rolling admission group therapy interventions has highlighted the need to account for the tendency of the "history" of the group to impact future participants' outcomes. Previous work has focused on conditionally autoregressive (CAR) prior specifications to describe the dependence of session random effects that account for this history (e.g., Paddock et al., 2011; Paddock, Leinenger, & Hunter, 2016; . The CAR prior's development was motivated by spatial data analysis, where the notion of what it means for geographic areas to be "neighbors" is intuitive. An analogy can be drawn from spatial data to the rolling group problem: Sessions might be defined as neighbors if they are offered at adjacent time points or if there is overlap in the participants who attend those sessions. The CAR prior requires a Markov assumption, which stipulates that a random effect for session t is dependent only on the random effects for sessions that are 'neighbors' of that session. This implies that random effects for sessions that are not neighbors are conditionally independent, greatly simplifying computation by reducing the number of other sessions upon which one must condition to model a given session random effect. However, under CAR it is still possible for session random effects to be unconditionally dependent, which is desirable for rolling group data analyses given the nature of client participation. For rolling group studies, most applications have used temporal adjacency to define the CAR covariance structure such that the effect of session t is independent of all others, conditional on the effects of sessions t Ϫ 1 and t ϩ 1 . For such a model, the session effect at time t is modeled as having a normal distribution with a mean that depends on the average of random effects related to the sessions t Ϫ 1 and t ϩ 1.
We model the session effects via a latent, vector autoregressive (VAR) process (e.g., Prado & West, 2010, ch. 9) . We incorporate random session effects into both parts of the model: One random effect models the probability of any use and the second random effect models the amount of use, conditional on having any use. This model allows the bivariate session effects at time t to be directly correlated with the bivariate session effects at times t Ϫ 1, t Ϫ 2, . . . , t Ϫ p for some integer p, which is the order of the VAR model, thereby allowing longer-range direct dependencies than are possible with the CAR specifications. (The autoregressive model of order 1 is very similar to the CAR model in the time domain, although with different parameterizations and typically different implied prior distributions. see, e.g., Banerjee, Carlin, & Gelfand, 2014 for thorough discussion of CAR models.) We investigate multiple orders for the VAR model comparing, for example, whether it is better to allow the bivariate session effects for session t to depend directly on the effects of session t Ϫ 1 and t Ϫ 2, or only t Ϫ 1. Even in the p ϭ 1 case, we emphasize that the distribution of the session effect at time t is not independent of the session effects at times t Ϫ 2 and before. Rather, conditional on the time t Ϫ 1 random effect, the time t effect is independent of all earlier random effects under the order 1 VAR model.
Our VAR model is defined as follows. For session t we have the pair of random session effects t ϭ ( 0,t , c,t )
‫ׅ‬ . For the VAR model of order p these are modeled as
Here, B j are 2 ϫ 2 matrices whose values are estimated from the data. The diagonal entries in B j capture autocorrelations within each dimension of the random effect. The off-diagonal entries allow the random effect related to any use to impact the random effect related to the amount of use at a later time, or vice versa. Finally, ⌺ is a variance/covariance matrix that describes the variation of the random effect distribution, conditional on the previous random effects.
In time series analyses, stationarity means that the joint distribution of { t , tϩ1 , . . . , tϩk } is the same as for { tϩq , tϩ1ϩq , . . . , tϩkϩq } for integers q and k, which is desirable because it ensures that the variance of the random effects distribution does not "blow up." For example, in the order p ϭ 1 VAR model, if B 1 were a diagonal matrix with diagonal values 2 and 0.5, the variance of 0,t would increase with t. Stationarity can be enforced via a prior specification that does not support (i.e., has zero density for) nonstationary models, which will be discussed below.
We will also consider the "VAR(0)" version of the model where the session effects are mutually independent of one another. In this case, t ϳ normal(0, ⌺). Even without the serial dependence, this model allows for some correlation of participant outcomes due to common participant overlap, via the multiple membership specification. However, for participants who attend many sessions, this model would imply a priori that we expect small impacts of common session attendance since averaging over many independent, mean zero random effects would be expected to be close to zero. This document is copyrighted by the American Psychological Association or one of its allied publishers.
In our motivating application, the clients attend sessions in an unbroken chain, with some session-to-session overlap. Other times, there may be two or more distinct rolling admission groups of clients, with no overlap across groups. In such cases, one can model the groups' session effects to be mutually independent (or conditionally independent) of one another. That is to say, one could assume that is the same for each group; one could assume that is drawn independently from its prior distribution for each group; or, one could further parameterize p( | ), where represents additional hyperparameters that are learned from the data, and are shared across all groups.
Introduction to Bayesian Computation
To avoid overlap with other articles in this issue, we assume that the reader is conceptually familiar with such basic Bayesian concepts as prior and posterior distributions. We will give some background on Bayesian inference in order to better motivate the new tools that we employ in this article. In this section, we provide an overview of the Metropolis-Hastings (MH) algorithm, which is the classic approach that underlies much of Bayesian computation. We also describe an advanced variant of the MH algorithm, called Hamiltonian Monte Carlo (HMC). The software that we use to estimate our models, called Stan (Stan Development Team, 2015a , 2015b , implements HMC. Additionally, we discuss computational efficiency of HMC compared to a more basic MH implementation.
Most Bayesian computations boil down to calculating integrals where the integrand is the product of some known function f of (where denotes all of the model parameters) and the density p( | y). For example, the posterior mean is the most commonly reported point estimate in Bayesian analyses; the posterior mean for a scalar parameter is given by ͐p͑ Խ y͒d, with f equal to the identity function. These integrals are typically in relatively high dimensions. In order to approximate these integrals, the standard approaches first draw samples from the posterior distribution, p( | y), in a process described below.
After generating M samples from the posterior distribution, we can estimate the integral of interest via simple averages. If samples from the posterior distribution are denoted as ( (1) , (2) , . . . , (M) ), we make use of the following approximation
).
For example, we estimate the posterior mean as ϭ M Ϫ1 ͚i ͑j͒ . The limits of a 90% credible interval (CI) are estimated via the fifth and 95th percentiles of the sampled (j) because these points approximate a and b that satisfy 0.9 ϭ ͐ a b p͑ Խ y͒d.
For complex models, the most common way to draw samples from the posterior distribution is through the use of Markov chain Monte Carlo (MCMC) techniques. "Markov" in MCMC refers to the fact that the samples from the posterior are typically not independent of one another-the value of (j) is allowed to depend on (jϪ1) though, conditional on (jϪ1) , (j) must be independent of (jϪ2) and earlier samples.
The Metropolis-Hastings Algorithm
The Metropolis-Hastings (MH) algorithm is the basis of many Bayesian estimation schemes. From the current value (j) , a new value ‫ء‬ is proposed via a draw from a proposal distribution whose parameters may depend on (j) . For example, if ‫ء‬ is drawn from a normal distribution with mean (j) and fixed variance/covariance, then the (jϩ1) will equal ‫ء‬ if p(
will equal ‫ء‬ with probability p(
Thus, in this simple algorithm, there are two sources of potential autocorrelation. First, because the proposal distribution is centered at the current value, even if the proposed value is accepted, the sampled value is likely to be closer to the current value than if an independent value could be drawn. Second, if the proposed new value is rejected, (jϩ1) ϭ (j) . From a practical perspective, the autocorrelation between samples can mean that very large number of samples need to be drawn in order to reproduce the information that a much smaller sample would provide, if the samples could be drawn independently of each other. This, in turn, can require excessive computational burdens.
Hamiltonian Monte Carlo
Improving the efficiency of Bayesian computation has been an active research topic in statistics for several decades. This line of research has achieved a high level of both sophistication and performance, with Hamiltonian Monte Carlo (HMC; also called Hybrid Monte Carlo) being one of the most successful classes of MCMC methods (Duane, Kennedy, Pendleton, & Roweth, 1987; Neal, 2011) . At a high level, HMC augments the parameter space with an additional set of parameters. These extra parameters have a purely computational utility-they do not change the fitted values or interpretation of the model in any way. Their sole purpose is to improve the efficiency of the MCMC algorithm by reducing the autocorrelation between draws.
Although the technical details are beyond the scope of this article, HMC draws inspiration from physical systems. Neal (2011) motivates HMC in two dimensions by imagining a frictionless puck that slides over a smooth surface of varying heights. The potential energy of the puck is proportional to the height of the surface at the puck's current location. In HMC, the model parameters are interpreted as a location in a physical system with the negative log posterior density describing the location-specific potential energy. In addition, HMC introduces auxiliary variables (i.e., parameters in the model that are purely used to facilitate computation) that can be interpreted as physical momentum (defined as mass times velocity).
At each step in the MCMC, a momentum variable is sampled for each dimension of the parameter space. Then, on the basis of the sampled momentum and the potential energy function (i.e., the negative log posterior), the new proposal is given by estimating the new location of the hypothetical, frictionless puck. Although the Hamiltonian dynamics are deterministic, the random draws of momentum introduce randomness into the system. Compared with the naïve random walk Metropolis Hastings algorithm described above (that simply draws proposals from a normal distribution centered at the current state), HMC proposed values can be both This document is copyrighted by the American Psychological Association or one of its allied publishers.
far from the current state of the parameter, as well as having a high acceptance probability. HMC relies on two primary tuning parameters in order to efficiently draw samples from the posterior distribution. First, Hamiltonian dynamics are defined in continuous time. In order to implement the algorithm in a computer, time is discretized to a small step size that must be chosen. Then, the discretized Hamiltonian dynamics are allowed to carry on for some number of steps. Both the step size and the number of steps can impact performance substantially, and should be tailored to the posterior distribution of interest.
Stan Software
The No-U-Turn Sampler (NUTS) is a variation of HMC that automatically chooses these tuning parameters (Hoffman & Gelman, 2014) . Absent the NUTS technology, users would have to perform preliminary fits of the model in order to select tuning parameters that result in good mixing behavior. NUTS makes a fully automated HMC engine possible. Accordingly, much as a driver can safely operate a car without understanding the finer points of internal combustion engines, tools have been developed to quickly estimate complex Bayesian models without needing to understand the subtleties of advanced MCMC techniques, or perform the tedious calculations necessary to implement the model estimation from scratch (such as the gradient of the log posterior for HMC). The newest generation of tools for Bayesian computation allows users remarkable flexibility to explore broad classes of models with efficient computation and relatively little programming. In this article, we will employ an actively developed suite of tools for Bayesian computation called Stan, which makes the NUTS HMC algorithm readily accessible to applied analysts and will be used to estimate our models (Hoffman & Gelman, 2014; Stan Development Team, 2015a , 2015b . Details of our code are presented in the Appendix.
Computational Efficiency
The Bayesian computational techniques described above are broadly applicable. We now focus on the computational efficiency of Stan software, as applied to the type of models that are the focus of this paper. When comparing the computational efficiency of one Bayesian algorithm against another, two primary factors are at play. First is the amount of time it takes to complete one full iteration of the MCMC algorithm (i.e., to update each of the model parameters once). This depends on both the details of the algorithm and the software implementation. The second factor depends on how strongly-from iteration to iteration-the drawn parameters are autocorrelated with one another (also called the "mixing" behavior of the MCMC), where the ideal algorithm would quickly produce independent draws from the posterior distribution.
We compare Stan with a Metropolis-Hastings (MH) within Gibbs MCMC sampler, which would be more typical of the type of MCMC algorithm that an analyst might program "from scratch" if tools such as Stan or WinBUGS were not available. For simplicity, we use artificial data and assume that all parameter values are known except for blocks of parameters B, ␤ 0 , ␤ c , and . For all blocks of parameters except B, the conditional distribution is multivariate normal. We update B via a Metropolis-Hastings step, where a new value is proposed by adding normally distributed noise (with standard deviation 0.1) to each element of B. To accommodate the probit portion of the model, we augment the parameter space with latent, normally distributed variables thatwhen updated in the MCMC-allow us to use standard normal theory to update the ␤ 0 parameters (Albert & Chib, 1993) .
To compare the two algorithms, we run both MCMC algorithms for 5,000 iterations. In each case, we discard the first 2,500 samples to minimize influence of the starting values of the parameters in the MCMC. We record the time required to complete all 5,000 iterations. In order to account for both the iteration-toiteration time of the algorithm, as well as the mixing performance, we report the effective number of Monte Carlo samples per minute. For example, if an MCMC algorithm is run for 1,000 iterations, autocorrelation in the Monte Carlo samples may only yield the information from 300 independent draws from the posterior distribution, which is estimated by the effective number of samples. We use the "coda" package in R to calculate the effective number of samples.
While we find that Stan runs slightly slower on an iteration-toiteration basis (taking approximately 80% longer than the algorithm coded from scratch to run for 5,000 iterations), it is much more efficient overall. In Table 1 , we see that Stan achieves 1,132 effective Monte Carlo samples per minute for the leading element of B versus only 5.2 for the MCMC sampler we programmed from scratch. The efficiency of the algorithms for treatment effect parameters are similar, however the MH within Gibbs estimates of the ␤ parameters should not be considered reliable if the effective number of MCMC samples is so small for B.
There are two primary reasons for Stan's superior performance. First, Stan creates Cϩϩ code to estimate the model which should run far more quickly than the analogous program that is written purely in R. (Stan can be called from R or other statistical packages, but the heavy lifting is done using Cϩϩ code that Stan produces.) Second, the more sophisticated HMC algorithm results in better mixing behavior than our MH within Gibbs sampler is able to achieve. The efficiency of the MH within Gibbs sampler could be improved by tuning the proposal distribution for B, but this can be laborious or more complex from a coding perspective; no such tuning is necessary for Stan. Further, this comparison does not capture the amount of programming effort required of the user: the programming required to run the Stan model is far less involved than programming an MCMC from scratch, even when using the much less sophisticated MCMC algorithm that we implemented here. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Simulation Studies
We now apply our models to simulated data to illuminate several important considerations when modeling semicontinuous outcomes in rolling admission group therapy studies. We begin by considering the impact on inference when the rolling admission group structure is ignored by the analyst, focusing on coverage rates of 95% credible intervals. We also consider a more challenging scenario where the true data-generating process for the session effects is "almost" nonstationary. Here, we focus on whether one should only consider stationary models (through the lens of credible interval coverage rates and root mean squared error), and how that can be implemented through the use of a Bayesian prior distribution. We also consider what it may mean if-in a situation where one believes that the data generating process is stationarythe posterior distribution has most of its mass in a region of nonstationarity.
Ignoring Rolling Group Structure
We begin by assessing the importance of accounting for rolling group structures when analyzing data that arise from such studies. For our simulation, we assume sample sizes of 100 observations both in the treated and control samples. Treated clients attend between four and eight sessions in a row (with the number of sessions chosen randomly), and the timing of the first session that clients attend is chosen randomly from Session 1 through 43; there are 50 sessions total. In our model, the session effects follow a VAR(1) process with i ϳ normal͑B iϪ1 , ⌺͒, where B is a diagonal matrix with entries equal to 0.75, and ⌺ is also a diagonal matrix, with nonzero entries equal to 0.25, which corresponds to a standard deviation of 0.5. For both the continuous and point mass portions of the model, we include an intercept and the same four normally distributed covariates. Both parts of the model also include a treatment indicator. The probit coefficient associated with the treatment indicator is fixed at 0.2 across replications of the simulation; the other elements of ␤ 0 are drawn randomly from a normal distribution with mean zero and standard deviation 0.1. The element of ␤ c that corresponds to treatment in the continuous portion of the model is fixed at 0.5; the remaining elements are drawn from a normal distribution with mean zero and standard deviation 0.2.
We independently simulate 250 data sets. Because there is no off-the-shelf software tool that we are aware of that can accommodate a semicontinuous outcome in the context of a dynamic group model, we compare the results of the model that correctly accounts for the rolling group structure versus a model that ignores the fact that some clients attended sessions together, but that is otherwise specified in the same manner. We expect that the model that assumes that client outcomes are independent of one another (conditional on covariates) will be anticonservative, with too-small credible intervals since the correlated outcomes provide less information than an independent sample.
In our simulation study, we see that both methods result in relatively low bias in the sense that the average treatment effect estimates are close to their true values: For the probit portion of the model, the mean (median) across simulated data sets of the posterior means is 0.20 (0.22) for the model with the correctly specified likelihood, and 0.17 (0.18) for the model that ignores the session effects. Recall that the true value is 0.2. Similarly, for the normal portion of the model, the mean (median) estimate across simulated data sets is 0.50 (0.52) for the correctly specified likelihood and 0.52 (0.54) for the model that ignores session effects, where the true value is 0.5.
In large sample situations, Bayesian credible intervals often have good frequentist coverage properties (e.g., Efron, 2015) , For our relatively small sample size, we do not necessarily expect, for example, 95% of our 95% CIs to contain the true parameter value. For the probit treatment effect parameter, we find that 90.4% of our 95% credible intervals cover the true value of 0.2 for the correct model. For the model that ignores the session effects, only 74.0% cover the truth. For the treatment effect related to the continuous portion of the model, 94.8% of the CIs cover the true value of 0.50 for the correct model, whereas only 78.0% cover the truth when the session effects are ignored. This confirms our conjecture that ignoring the session effects would be anticonservative.
Stationarity
As discussed above, stationarity can be an important feature of time series. Nonstationary VAR models produce variances that increase as a function of time; especially when making predictions into the future, such variance inflation can yield unreasonable predictions. The VAR(1) model is stationary if the eigenvalues of B are less than one in magnitude. In a standard Metropolis Hastings regime for such a restricted model, any proposal that results in a nonstationary model would be rejected, with the Markov chain remaining at the state that preceded the proposed nonstationary point. However, baking such a restriction into a Stan model can be difficult, as restricting the support of parameters is typically made in rectangular regions. As far as we are aware, there is no easy way to encode such complex support restrictions into Stan models ahead of time. However, we can modify the support of the prior using a simple post-processing step: we can simply discard all (i) that do not satisfy that condition (Prado & West, 2010, p. 47) .
Although this may seem like an ad hoc method, it is a legitimate and rigorous approach. Over its support, the posterior with the stationarity restriction is equal to the posterior without the support restriction (up to a constant of proportionality). Hence, this postprocessing step is a legitimate means to sample from the constrained posterior and is formally justified by a technique known as accept-reject sampling (e.g., Robert & Casella, 2004, ch. 2) . Therefore, we consider two methods for analyzing the data. The first is to sample from the posterior of the unconstrained (not necessarily stationary) model. The second method discards draws that include sampled B values that correspond to a nonstationary model.
For this portion of the simulation, we retain all features of the simulations on ignoring the rolling group structure, except here B is a diagonal matrix with both diagonal entries set to 0.9. (For a diagonal matrix in this context, values greater than one would correspond to a nonstationary model.) When fitting the model, we do not assume the diagonal structure.
Results. Across 500 simulated data sets, the proportion of sampled nonstationary B matrices ranges from 0.01% to 95.3%, with a median of 9.2%. We find that-from the perspective of root mean squared error-enforcing stationarity improves parameter estimates of the regression coefficients of interest somewhat. For the treatment effect that impacts the probability of any use, the This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. stationary model's root mean squared error is 0.84 compared with 0.90 for the unconstrained model. For the continuous parameter, the difference is slightly larger and similarly favors the stationary model: the root mean squared errors are 0.85 versus 0.94. (Paired t tests comparing the mean absolute errors produced by the two methods are highly significant for both treatment effect parameters.) The estimated coverage rates of the resulting 95% credible intervals are very similar: 77.8% for the unconstrained model versus 76.8% for the "amount of use" treatment effect. For the "any use" treatment effect, the estimated coverage rates were identical: 76.2%. All of these numbers are substantially below the nominal 95% that would be expected of a properly calibrated frequentist confidence interval. These simulations are performed in a relatively low-information setting (due to a modest sample size and high serial correlation in the session effects) where the assumed prior is influential on the posterior estimates. (see e.g., Little, 2006 .) In our simulation study, both the median 95% credible interval width and the empirical (Monte Carlo) standard errors are approximately 5% higher for the unconstrained model when focusing on the treatment effect related to amount of use (conditional on any use). For the probability of use treatment effect, the empirical standard error is approximately 8% higher, which the median credible intervals are still only around 5% wider.
A primary caveat to this analysis is that the true, data-generating model for this simulation was a stationary VAR model; it may be the case that a nonstationary VAR model better approximates the true data-generating process than a stationary VAR model can. For instance, one could imagine a situation where the true B is timevarying with eigenvalues increasing in t but still bounded in magnitude by one. In such a case, a nonstationary VAR model may better describe the data than a stationary model, over the limited time domain typical of group therapy studies.
A highly nonstationary example. We give extra scrutiny to the simulated data sets that yielded the most nonstationary samples. In the case of the most extreme of our 500 replications, only 4.7% of the samples correspond to a stationary VAR process. In this case, we see that the standard deviation (across clients) of the posterior means of elements of M 0 (i.e., the estimated session effects, averaged over the sessions each individual attended) have standard deviation of 3.3, which is very large in the probit scale. Of the 100 treated individuals, 44 had their first session at or before the twentieth session; all of these individuals were found (in the simulation) to be drinking posttreatment. On the other hand, of the last 29 individuals to enroll, none were simulated to drink. Said another way, the time of enrollment appeared in this simulated dataset to be highly predictive of whether the client reported any alcohol use posttreatment. We believe that this temporal trend resulted in the nonstationary estimates.
In practical terms, there are several implications. First, if the quality of the group therapy session improves strongly over time, this should be controlled for explicitly if possible, or else the temporal trend may manifest itself in an estimated nonstationary session effect process which may in turn bias the treatment effect estimates. For example, if the facilitator starts with little experience but gains skills over the course of the study, this example suggests that it would be wise to control for the facilitator's level of experience. In this way, having a high posterior probability of nonstationarity may point toward model misspecification (though, in this case, the likelihood was correctly specified). Second, with relatively modest sample sizes, data patterns that are consistent with nonstationary covariance may happen by chance. (Setting the diagonal elements of B to 0.9 encourages strong correlations in client outcomes, but the strength of the trend we see with this simulated dataset is rare.)
In this particular case, we find that performance is improved by enforcing stationarity in the prior: Without enforcing it for this dataset, the 95% credible interval for the treatment effect associated with no/any use does not cover the true value, while the stationary model does cover the truth. Moreover, the posterior mean of that parameter is 1.7 units closer to the true value for the stationary model than for the unconstrained (not necessarily stationary) model. Implementation and recommendations. From an implementation perspective, if a large proportion of the sampled B matrices correspond to a nonstationary model, the MCMC for the stationary model will be less efficient than for the unrestricted model (Prado & West, 2010, p. 47) . Accordingly, we recommend running the MCMC for more iterations to compensate for this loss of efficiency. For example, if 10,000 iterations are sufficient to achieve convergence when estimating the unconstrained model and 50% of the sampled B matrices correspond to a nonstationary model we would, as a rule of thumb, recommend running the MCMC for 20,000 iterations when restricting to the stationary session effect model, though one should check convergence using only the accepted draws. In extreme cases-if the posterior distribution of the unconstrained model places nearly zero probability on the stationary model-it may be infeasible to estimate the stationary model in this manner, and it may be necessary to program a MH algorithm from scratch that incorporates the prior distribution's support restrictions. However, we did not encounter such a situation in our simulation studies.
In the end, we recommend at minimum calculating the percent of sampled session effect variance structures that are nonstationary. If it is more than a small percentage, we recommend comparing estimates that result from both versions of the prior (i.e., enforcing vs. not enforcing stationarity). If the two models are substantially different in terms of the resulting estimates of the parameters of interest, the stationary model's results may be more accurate. However, we believe that it is important that consumers of the research understand sensitivity to such modeling assumptions.
Data Description
We now turn to our motivating study. Our data come from a randomized controlled study conducted in a publicly funded outpatient substance abuse treatment program located in Los Angeles County comparing manualized integrated group cognitivebehavioral therapy (CBT) for depression and substance use disorders delivered by substance abuse treatment (SAT) program counselors to usual care offered in the substance abuse treatment program (Hunter, Watkins, Hepner, et al., 2012) . The intervention consisted of 18 2-hr sessions, divided into three modules of six sessions each. The sequence of the three modules was offered repeatedly, so that new enrollees could enter the group on a semiopen (or semirolling) basis at the start of a module. This document is copyrighted by the American Psychological Association or one of its allied publishers.
SAT clients were screened for depressive symptoms and the presence of a probable alcohol or drug disorder. Exclusion criteria and further details about the study design are available elsewhere (Hunter et al., 2012) .
Clients who agreed to be randomly assigned were enrolled in the study and completed a 60 -90 min baseline interview (n ϭ 73). Following the interview, the research staff assigned clients to one of the two study conditions: the intervention (Group CBT) or control (non-group-based usual care). The outcomes we examine here were collected at 3 months postbaseline, corresponding to the time that clients in the intervention condition completed the intervention, with n ϭ 64 (42 intervention, 22 comparison) completing the outcomes assessment. We employed an intent-to-treat approach, in which all persons who completed the baseline interview were eligible to be included in the analyses, even though one of the "treated" individuals did not attend any of the courses.
The primary study outcome measure examined here is the average number of alcoholic drinks each client consumes per day, over a 30-day period after treatment has concluded. Alcohol use was measured using the Timeline Followback Method (Sobell & Sobell, 1992) to assess both intensity and frequency of drinking in the past 30 days.
Data Analysis
In this section, we will fit models to the data and interpret the results. Along with the model (likelihood) developed above, we will specify prior distributions to complete the Bayesian model specification. We will compare model fit for VAR models of different orders. We will also assess the sensitivity of our results to modeling decisions such as whether nonstationary VAR processes are allowed in the prior as suggested by the simulation study above. Finally, we will summarize the model results in terms of marginal effects of treatment; the ready availability of such functions of model parameters is another strength of the Bayesian approach.
We use our models to describe the average number of alcoholic drinks each client consumes per day, over a 30-day period after treatment has concluded, as measured in the study. We control for baseline (pretreatment) alcohol use, baseline substance frequency index, race (Black, Hispanic, and White/other), gender and a dichotomous indicator of treatment assignment. Individuals in the usual care group in effect have a row of zeros in the matrix M, and therefore their outcomes are not predicted by any of the session effects.
At the 3-month follow-up, Figure 3 presents the proportions of individuals who reported drinking in the past month for the treated and control conditions. Figure 4 displays the log of the mean number of drinks per day among those who drank over that month. In these unadjusted graphical summaries, fewer of the treated individuals were drinking in the postperiod (see Figure 3 ), but there is little visual evidence of differences in amount of consumption, given any (see Figure 4) . This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
To reiterate our model, we assume that there are two random effects for each session, with one impacting the probability of any use, and the other impacting the amount of use, conditional on any use. For each treated client, their outcome may be influenced by the average of the session effects that correspond to the sessions they attended. This averaging is encoded in the multiple membership matrix M. Because group dynamics may persist over time, we allow for various vector autoregressive structures in the session effects. For treated and untreated clients, baseline utilization, demographic characteristics and treatment may impact both the probability of any use (via probit regression parameters ␤ 0 ) and the log amount of use, conditional on some use (via regression parameters ␤ c ).
Prior Distributions
In addition to the model defined above, our Bayesian analysis requires us to specify prior distributions. For each component of the B j matrices, we use independent standard normal priors. For the covariance matrix ⌺ we specify an inverse-Wishart prior with three degrees of freedom centered at the identity matrix. For the standard deviation of the error variance in the outcome equation, we specify a flat prior over the interval [0, 10] . Finally, we also specify flat priors for the regression parameters ␤ 0 and ␤ c . This is an example of an improper prior distribution because the prior density related to the regression parameters does not have a finite integral.
Model Comparison
Although it is possible in the Bayesian framework to average over potential model specifications (Hoeting, Madigan, Raftery, & Volinsky, 1999) , analysts typically focus on selecting a single model. A measure called the deviance information criterion (DIC; Spiegelhalter, Best, Carlin, & Van Der Linde, 2002) has been proposed. DIC-like many model selection criteria-consists of a term that measures goodness of fit, with fitted values being close to observed values preferred, and a term that penalizes the effective number of model parameters. Goodness of fit is assessed via the model deviance, defined as D() ϭ Ϫ2 log(p(y | )). The deviance evaluated at the parameter estimate plus two times the number of model parameters is the definition of AIC; BIC is equal to D() ϩ k log(n), where k is the number of parameters and n is the sample size.
For DIC, goodness of fit is measured via the expected or average deviance, D͑͒ . In a Bayesian framework, we evaluate the deviance at each sampled (j) , and average D() over these values. The second half of the measure aims to penalize model complexity. In This document is copyrighted by the American Psychological Association or one of its allied publishers.
the classical AIC and BIC measures, we simply count the number of parameters. However, in random effect models (and Bayesian models more generally), counting the number of parameters is not straightforward. For example, consider a model with random effects for each individual. If the count of parameters included each of the random effects, then the model would appear highly parameterized. If, however, the variance of the random effect distribution is small (in terms of explaining little of the observed variance), the model may behave very similarly to an analogous model with random effects set equal to zero which has one fewer parameter for each individual, under the naïve count of parameters. On the other hand, if many observations are available for each individual, the random effects may genuinely behave like separate parameters, making the naïve count reasonable. With these issues in mind, DIC penalizes the "effective number of parameters," which is defined as
Spiegelhalter, Best, Carlin, and Van Der Linde (2002) note that the effective number of parameters can be read as the difference between the posterior mean deviance, and the deviance of the posterior means. Under normality assumptions and vague prior information, p D approximately counts the number of parameters in the sense of AIC or BIC.
Although DIC has been used widely, Spiegelhalter, Best, Carlin, and Van Der Linde (2014), in revisiting their original paper, highlight some shortcomings of the method, including the primary shortcoming that it can be sensitive to parameterization, even if the implied posterior distributions of the model parameters are the same under the two parameterizations. DIC can also perform poorly when attempting to decide among mixture models with differing numbers of components.
The Watanabe-Akaike (or "widely applicable") information criterion (WAIC) has been proposed as a remedy for some of the shortcomings of DIC. WAIC approximates Bayesian crossvalidated loss (Watanabe, 2010) , and is invariant to the parameterization. Like DIC, WAIC is readily computed in environments such as Stan . Spiegelhalter et al. (2014) write that WAIC may be "the most promising innovation" in this area, since their original development of DIC. Moreover, Gelman, Hwang, and Vehtari (2014) find that WAIC "is particularly helpful for models with hierarchical and mixture structures."
WAIC approximates Bayesian leave-one-out cross-validation. One way to assess model fit would be to fit the model using all but one of the data points and evaluate the log likelihood of the left-out point. This process would then be repeated, leaving out each data point in turn, and averaging the log likelihood for the left out point. If the resulting average predictive log likelihood is high, then the model fits the data well in a predictive sense. Note that this approach balances model fit and penalizes complexity: if the model is not complex enough, the likelihood evaluated at the left out point will be low because the model is "too flat" over all; if the model is overfitting the data, the predictive likelihood will be low on average because the likelihood will be too high near the observed data points, and not high enough near unobserved (or left-out) observations. Vehtari and Gelman (2014) describe, and provide code for, WAIC calculations in Stan. In the context of our model, the WAIC calculation depends on the log likelihood of the probit portion of the model for all of the observations and includes the normal log likelihood only for clients who reported some alcohol use. Table 2 gives WAIC values that demonstrate that the VAR model of order 2 is slightly preferred to the order 0, 1, and 3 models (lower WAIC values are preferred).
Parameter Estimates
The parameter estimates for our preferred model, which uses the order 2 VAR model of session effects, are reported in Table 3 . These results align with the visual representations in Figures 3 and 4: We estimate that the group therapy program has a significant, favorable impact on the probability of drinking at all, but we are not able to detect an impact on the amount of drinking among those who do drink. We see that the treatment effect and its 95% CI are negative for the part of the model that describes the probability of any use (i.e., the treated have a lower estimated probability of drinking at all). For the part of the model that describes the amount of use, conditional on any, the treatment effect is negative, but the evidence is weaker given that the 95% CI includes zero.
For comparison, we also fit the model with no session effects included. The credible interval for the treatment effect related to the probability of any use is approximately 11% narrower than that of our preferred model (95% credible interval: [Ϫ1.79, Ϫ0.19]), which we qualitatively anticipated given our simulation study. The treatment effect for the amount of use, however, is similar to those of the models that include session effects (95% credible interval: [Ϫ2.30, 1.44] .
Marginal Effects
With nonlinear models, marginal effects can be a useful summary of the model. The marginal effect is defined as the derivative or discrete difference with respect to one of the covariates in the mean of the outcome, holding all other covariates constant. For Note. WAIC ϭ Watanabe-Akaike information criterion. This document is copyrighted by the American Psychological Association or one of its allied publishers.
linear models, the marginal effect does not depend of the value of other covariates, but nonlinear models typically have nonconstant marginal effects. Hence, it is common to be interested in an average marginal effect, which averages the marginal effects across the observed covariate distribution. Particularly for models such as zero-inflated count models and semicontinuous models, it can be difficult to interpret model parameters directly in terms of an intervention's impact on a measure that spans both parts of the model, such as the mean number of drinks across all individuals (and not just the individuals who drink at least some; e.g., Long, Preisser, Herring, & Golin, 2014) .
In our observed data, we found that the treatment was associated with a lower probability of any drinking, but had little association with the amount of alcohol consumed by those who did drink. But what if we are interested in summarizing the model in terms such as the impact to the average number of drinks, including nondrinkers? Further, the continuous portion of the model is modeled in the log scale. For some audiences, it may be desirable to report a model summary in the original scale.
For non-Bayesian models, calculating confidence intervals for average marginal effects can be challenging. Confidence intervals and hypothesis tests can be derived using delta method techniques, but the algebra can be extensive. Also, such methods are typically based on normal approximations. In the Bayesian framework, however, it is quite simple to calculate marginal effects. Using the sampled model parameters (1) , . . . , (M) , we can calculate any type of average summary that we want. For example, to obtain the marginal effect of the group-based intervention using the predictive margins approach (Graubard & Korn, 1999) , for each posterior sample we predict outcomes for everyone in the data as if they all were in the intervention condition and then predict them assuming everyone was in the control condition and then compare the predictions to get the marginal effect. The uncertainty in the multiple draws of the parameters (1) , . . . , (M) is reflected in the marginal effect variance estimate.
For our data structure, the random effects only apply to individuals who are exposed to the group therapy treatment. Hence, to make predictions under the treated condition, one has to decide how to treat the session effects. The simplest approach is to ignore the session effects altogether, so that the marginal effect can be interpreted as an estimate for individuals attending "typical" sessions. For our effect summary, we assume that treated individuals each attend the mean number of sessions observed in our data: for each client in the dataset, we simulate outcomes for assuming that they attend 12 contiguous sessions, with a random starting session. To calculate a mean for a hypothetical population, we produce 1,000 such predictions per person. We repeat this process for each Monte Carlo draw of ␤ 0 , ␤ c , and .
Finally, to accommodate the log transformation for the continuous portion of the model, we simulate drinks per day in the log scale, and exponentiate the realizations of the simulated drinks per day, rather than recording only the means in the log scale. This achieves the same effect Duan's smearing estimator does for back-transformations (Duan, 1983) . Incorporating all of these pieces, for our preferred model, we estimate an average reduction of 1.1 drinks per day (95% credible interval: [Ϫ7.4, 1.5] change in drinks per day).
Stationarity
As discussed in the simulations, we recommend assessing whether the fitted models are sensitive to whether the prior supports only stationary models, versus whether nonstationary models may be considered. In the case of the VAR(2) model, the support restriction is defined so that B 1 and B 2 result in all eigenvalues of the following matrix residing in the unit circle: Prado & West, 2010, Equation 9 .3). In this matrix, I 2 is the 2-by-2 identity matrix and 0 2 is a 2 ϫ 2 matrix of zeros. (Eigenvalues of this matrix may include an imaginary component, so by the "unit circle" we mean that the sum of the squares of the real and imaginary magnitudes of the each eigenvalue is less than 1.)
Nearly all (99.9%) of the sampled parameters for the VAR(1) model are consistent with a stationary model. Hence restricting the prior to the stationary model makes no appreciable difference. The VAR(2) model places slightly more posterior mass on nonstationary models, with 98.3% of sampled parameters yielding stationarity. Even so, there is no appreciable difference in the point or interval estimates associated with the treatment effects when changing to the prior that demands stationarity.
Sensitivity Analyses
In addition to selecting a model that has an appropriate autoregressive order for the session effects, we can evaluate the sensitivity of our results to different assumptions about the prior distributions. This can be useful because (a) it is good to know if claimed results are particularly sensitive to the specification of the prior distributions, and (b) consumers of research may feel that different priors are appropriate than those used by the producer of the research. With this in mind, we specify three alternative priors for the regression parameters in our models. In our main model presented above, we used "flat" improper priors, p(␤) ϰ 1. We also specified independent standard normal priors for the regression coefficients. Finally, we specified the prior mean of the intercept for the probit model to be Ϫ1 or 1, which adjusts the prior expected number of individuals who consume at least some alcohol after treatment. We found that the treatment effect estimates are insensitive to these alternative prior distributions. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Discussion and Conclusion
In order to appropriately analyze the data considered in this article, we had to contend with a number of features. First, given the substantial number of clients with no alcohol use at follow-up, we needed to account for discrete mass at zero. Second, we expected that individuals who attended many of the same group therapy sessions would be more likely to have similar outcomes than individuals who attended separate sessions. Finally, the literature suggests that group therapy dynamics can persist over time; we wanted to consider autoregressive structures of differing orders to accommodate this phenomenon. Accordingly, we modeled our semicontinuous outcome with a vector-valued, latent time series model to describe the session effects. These session effects mapped to client outcomes via a multiple membership construction.
These characteristics make Bayesian analysis ideally suited for this analysis. The highly structured random effect distributions would be difficult to handle in a likelihood-based analysis, where approximating the likelihood can be challenging. On the other hand, as shown in the Appendix, this model can be fit with a modest coding effort in Stan. And, even if modern computation tools such as Stan were not available, it would still not be too much effort to estimate the model "from scratch" in a Bayesian framework, though, as demonstrated with simulated data, such implementations tend to be less efficient computationally when using standard MCMC methods.
We believe that this analysis demonstrates the power that the "modularity" of Bayesian modeling and computation. Each of the components of our model (e.g., semicontinuous outcomes, vector autoregressive processes, and multiple membership models) can be handled in some context in a number of off-the-shelf software packages. However, when all are combined as pieces of a single model, we are not aware of any non-Bayesian software that would facilitate the estimation of such a model. In general, we believe that a Bayesian approach often allows scientists to specify models that better reflect important features of their data than is possible with other approaches.
Relatedly, although we focus on a scalar outcome, the methods in this article could easily be expanded for multivariate outcomes where there are multiple observations of the same outcome variable over time for each client, or there are semicontinuous observations for different types of alcohol and other drugs. In such a case, we would wish to include participant-level random effects into our model. This would be straightforward in a Bayesian context, whereas many likelihood-based software packages restrict users to a single type of random effect. For example, in our primary model we would have
‫ׅ‬ is a bivariate random effect for individuals. Specifying a prior for this new random effect would complete the model specification. In our experience, adding a level to models like this does not entail a large computational cost. The programming change would also be minimal: lines of code would need to be added to declare the new parameters and to specify their prior distribution, but the structure of the program would not need to be substantially altered.
Similarly, if outcomes are measured after each group therapy session, one can drop the multiple membership formulation, having only the session effect immediately preceding the outcome measurement enter the outcomes models. Then we might have: In this article, we chose to select the order of the VAR model according to WAIC. An alternative approach would be to employ model averaging, where the Markov chain used to estimate the model can visit multiple models. For example, we might assume a priori that there are equal chances that the true session effect data generating process is VAR(0), VAR(1), VAR(2), or VAR(3). In a model averaging analysis, the Markov chain can transition from models with one order to models with another. However, model averaging can be computationally difficult for many models (Green, 1995) and tools like Stan and WinBUGS are generally not suited for these calculations.
Although we have focused on semicontinuous models that mix normally distributed outcomes with discrete mass at zero, the methods we have developed in this paper would apply equally well to a number of other models. For example, our framework could easily be extended to zero-inflated count models by replacing the continuous portion of the model with a Poisson or negative binomial likelihood. Similarly, multivariate normal outcomes can be accommodated by replacing the probit link with the identity. This is another way in which Bayesian methods are modular: One portion of the model can be modified, leaving the rest of the model intact from the perspectives of coding and computation.
Though we have focused on rolling admissions in the context of group therapy, the model presented here has importance in other applied areas. Notably, whereas traditional educational settings have forced students to join classes at well-defined starting points such as starts of semesters or quarters, enrollment in online courses-a rapidly growing portion of today's higher education system-are not always so orderly. Because students may be able to attend classes that are spread out across longer, less regular time periods, analytic methods such as those developed here may become increasingly important for understanding educational interventions. Another scenario that can be similarly conceptualized is examining outcomes among people participating in a common online forum, discussion board or online expert panel, given the dynamic nature of the panel of participants and participation over time (Dalal, Khodyakov, Srinivasan, Straus, & Adams, 2011) .
A common difficulty in disseminating results of Bayesian models is that one analyst's prior may not be the same as a reader's prior. Just as examining the robustness of results to model specifications (i.e., the likelihood) is a good practice, the same can be done with prior specifications. If the results are highly sensitive to the prior specification, consumers of the research should understand this.
Bayesian methods for most models that are of interest to applied researchers require heavy computational loads to estimate. For this reason, Bayesian methods were not useful for many classes of models before our current age of fast and cheap computers. In tandem, as hardware has become so much more powerful, the theory and practice of Bayesian computation have improved rapidly over the last several decades (e.g., Gelfand & Smith, 1990; Green, 1995; Neal, 2003; Girolami & Calderhead, 2011) . Now that Bayesian methods are feasible for a wide range of models, these methods have diffused into This document is copyrighted by the American Psychological Association or one of its allied publishers.
the mainstream of applied fields at different rates. Psychology has perhaps been slower to adopt these methods than some other fields, though the change seems to be in full swing at this point: Andrews and Baguley (2013) found that the number of manuscripts that use of Bayesian methods in five prominent psychology journals increased by more than a factor of 4 between the 1990s and 2000s. Specific examples of Bayesian models in psychology include the use of Bayesian structural equation models (SEMs; Lee, 2007; Song & Lee, 2012) . Song and Lee (2012) cite a number of situations where a Bayesian approach is more straightforward than classical methods including: when the observed variables are a mixture of continuous and discrete, for multilevel or hierarchical SEMs, when there are missing values in the data, and for longitudinal SEMs. Bayesian nonparametric models are also starting to enter the psychological literature. A primary application of such methods is infinite mixture models, where the number of mixture components is learned from the data (e.g., Gershman & Blei, 2012) . This approach properly accounts for uncertainty in the number of mixture components for models such as growth mixture models.
While tools like Stan make these sophisticated models and computational methods readily available to empirical scientists, there are some important limitations. First, specifically for Stan, models with discrete (e.g., integer-valued) parameters can be difficult or impossible to handle, making it ill-suited for some types of mixture models. More broadly, even with sophisticated software implementations, Bayesian methods can be too slow to run in many "big data" applications. Methodologies such as variational Bayesian inference seek to reduce the computational burden of estimating such models (e.g., Blei & Jordan, 2006) , but unsolved challenges remain, especially with respect to making these methods accessible to a wide audience of applied researchers.
In conclusion, as the theory, computational tools, software and methodology surrounding Bayesian methods continue to improve, we predict that Bayesian inference will gain even more popularity in psychology and other applied, data-driven fields. Bayesian methods are becoming difficult to match in terms of their flexibility to describe complex data structures, while new computational tools reduce the time and effort required to move from a conceptual model to a data-supported conclusion. Because more realistic models can improve our understanding of empirical data, we believe that these currents will improve fields that harness these innovations.
