We study the distribution of the maximum likelihood estimate (MLE) in high-dimensional logistic models, extending the recent results from [14] to the case where the Gaussian covariates may have an arbitrary covariance structure. We prove that in the limit of large problems holding the ratio between the number p of covariates and the sample size n constant, every finite list of MLE coordinates follows a multivariate normal distribution. Concretely, the jth coordinatê β j of the MLE is asymptotically normally distributed with mean α β j and standard deviation σ /τ j ; here, β j is the value of the true regression coefficient, and τ j the standard deviation of the jth predictor conditional on all the others. The numerical parameters α > 1 and σ only depend upon the problem dimensionality p/n and the overall signal strength, and can be accurately estimated. Our results imply that the MLE's magnitude is biased upwards and that the MLE's standard deviation is greater than that predicted by classical theory. We present a series of experiments on simulated and real data showing excellent agreement with the theory.
Introduction
Logistic regression is the most widely applied statistical model for fitting a binary response from a list of covariates. This model is used in a great number of disciplines ranging from social science to biomedical studies. For instance, logistic regression is routinely used to understand the association between the susceptibility of a disease and genetic and/or environmental risk factors.
A logistic model is usually constructed by the method of maximum likelihood (ML) and it is therefore critically important to understand the properties of ML estimators (MLE) in order to test hypotheses, make predictions and understand their validity. In this regard, assuming the logistic model holds, classical ML theory provides the asymptotic distribution of the MLE when the number of observations n tends to infinity while the number p of variables remains constant. In a nutshell, the MLE is asymptotically normal with mean equal to the true vector of regression coefficients and variance equal to I −1 β , where I β is the Fisher information evaluated at true coefficients [7, Appendix A], [16, Chapter 5] . Another staple of classical ML theory is that the extensively used likelihood ratio test (LRT) asymptotically follows a chi-square distribution under the null, a result known as Wilk's theorem [17] [16, Chapter 16] . Again, this holds in the limit where p is fixed and n → ∞ so that the dimensionality p/n is vanishingly small.
1. The MLE is biased in that it overestimates the true effect magnitudes.
2. The variance of the MLE is larger than that implied by the inverse Fisher information.
3. The LRT is not distributed as a chi-square variable; it is stochastically larger than a chisquare.
Under a suitable model for the covariates, [14] developed formulas to calculate the asymptotic bias and variance of the MLE under a limit of large samples where the ratio p/n between the number of variables and the sample size has a positive limit κ. Operationally, these results provide an excellent approximation of the distribution of the MLE in large logistic models in which the number of variables obey p ≈ κ n (this is the same regime as that considered in random matrix theory when researchers study the eigenvalue distribution of sample covariance matrices in high dimensions). Furthermore, [14] also proved that the LRT is asymptotically distributed as a fixed multiple of a chi-square, with a multiplicative factor that can be determined.
This paper
The asymptotic distribution of the MLE in high-dimensional logistic regression briefly reviewed above holds for models in which the covariates are independent and Gaussian. This is the starting point of this paper: since features typically encountered in applications are not independent, it is important to describe the behavior of the MLE under models with arbitrary covariance structures.
In this work, we shall limit ourselves to Gaussian covariates although we believe our results extend to a wide class of distributions with sufficiently light tails (we provide numerical evidence supporting this claim).
To give a glimpse of our results, imagine we have n independent pairs of observations (x i , y i ), where the features x i ∈ R p and the class label y i ∈ {−1, 1}. We assume that the x i 's follow a multivariate normal distribution with mean zero and arbitrary covariance, and that the likelihood of the class label y i is related to x i through the logistic model
Denote the MLE for estimating the parameters β byβ and consider centering and scalingβ via
here, τ j is the standard deviation of the jth feature variable (the jth component of x i ) conditional on all the other variables (all the other components of x i ), whereas α > 1 and σ are numerical parameters we shall determine in Section 3.2. Then after establishing a stochastic representation for the MLE which is valid for every finite n and p, this paper proves two distinct asymptotic results (both hold in the same regime where n and p diverge to infinity in a fixed ratio).
The first concerns marginals of the MLE. Under some conditions on the magnitude of the regression coefficient β j , we show that 1 T j d −→ N (0, 1), (3) and demonstrate an analogous statement for the distribution of any finite collection of coordinates. The meaning is clear; if the statistician is given several data sets from the model above and computes a given regression coefficient for each via ML, then the histogram of these coefficients across all data sets will look approximately Gaussian. This state of affairs extends [14, Theorem 3] significantly, which established the joint distribution of a finite collection of null coordinates, in the setting of independent covariates. Specifically, 1. Eqn. (3) is true when covariates have arbitrary covariance structure.
Eqn. (3) holds for both null and non-null coordinates.
The second asymptotic result concerns the empirical distribution of the MLE in a single data set/realization: we prove that the empirical distribution of the T j 's converges to a standard normal in the sense that, #{j :
This means that if we were to plot the histogram of all the T j 's obtained from a single data set, we would just see a bell curve. Another consequence is that for sufficiently nice functions f (·), we have
where Z ∼ N (0, 1). For instance, taking f to be the absolute value-we use the caveat that f is not uniformly bounded-we would conclude that
Taking f to be the indicator function of the interval [−1.96, 1.96], we would see that
Hence, the miscoverage rate (averaged over all variables) of the confidence intervals
in a single experiment would approximately be equal to 5%. Finally, this paper extends the LRT asymptotics to the case of arbitrary covariance.
is a shorthand for convergence in distribution (resp. probability).
A stochastic representation of the MLE
We consider a setting with n independent observations (x i , y i ) n i=1 such that the covariates x i ∈ R p follow a multivariate normal distribution x i ∼ N (0, Σ), with covariance Σ ∈ R p×p , and the response y i ∈ {−1, 1} follows the logistic model (1) with regression coefficients β ∈ R p . We assume that Σ has full column rank so that the model is identifiable. The maximum likelihood estimator (MLE) β optimizes the log-likelihood function
over all b ∈ R p . (Here and below, X is the n × p matrix of covariates and y the n × 1 vector of responses.)
From dependent to independent covariates
We begin our discussion by arguing that the aforementioned setting of dependent covariates can be translated to that of independent covariates. This follows from the invariance of the Gaussian distribution with respect to linear transformations.
Proposition 2.1. Fix any matrix L obeying Σ = LL , and consider the vectorŝ θ := L β and θ := L β.
Thenθ is the MLE in a logistic model with regression coefficient θ and covariates drawn i.i.d. from N (0, I p ).
Proof. Because the likelihood (6) depends on the x i 's and b only through their inner product,
for every b ∈ R p . Ifβ is the MLE of the original model, thenθ = L β is the MLE of a logistic model whose covariates are i.i.d. draws from N (0, I p ), and true regression coefficients given by θ = L β. Proposition 2.1 has a major consequence-for an arbitrary variable j, we may choose Σ = LL to be a Cholesky factorization of the covariance matrix, such that x i can be expressed as
where z i ∼ N (0, I p ) and τ 2 j = Var(x i,j |x i,−j ). This can be seen from the triangular form:
Then the equations in (7) tell us thatθ
and, therefore, for any pair (α, σ),
In particular, if we can find α and σ so that the RHS is approximately N (0, 1), then (11) says that the LHS is approximately N (0, 1) as well. We will use the equivalence (7) whenever possible, as to leverage as many results from [14] as possible.
A stochastic representation of the MLE
We work with Σ = I p in this section. The rotational invariance of the Gaussian distribution in this case yields a useful stochastic representation for the MLEθ. 
where P θ ⊥ is the projection onto θ ⊥ , which is the orthogonal complement of θ. Then
is uniformly distributed on the unit sphere lying in θ ⊥ .
the projection ofθ onto the orthogonal complement of θ. We therefore need to show that for any orthogonal matrix U ∈ R p×p obeying U θ = θ,
We know thatθ
where the last equality follows from the definition of U . Now, Uθ is the MLE in a logistic model with covariates drawn i.i.d. from N (0, I p ) and regression vector U θ = θ. Hence, Uθ d =θ and (14) leads to
Note that, Lemma (2.1) provides an exact stochastic representation ofθ, which is valid for every choice of n and p. 
The asymptotic distribution of the MLE in high dimensions
We now study the distribution of the MLE in the limit of a large number of variables and observations. We consider a sequence of logistic regression problems with n observations and p(n) variables. In each problem instance, we have n independent observations (x i , y i ) n i=1 from a logistic model with covariates x i ∼ N (0, Σ(n)), Σ(n) ∈ R p(n)×p(n) , regression coefficients β(n), and response y i ∈ {−1, 1}. As the sample size increases, we assume that the dimensionality p(n)/n approaches a fixed limit in the sense that p(n)/n → κ > 0.
As in [14] , we consider a scaling of the regression coefficients obeying
This scaling keeps the "signal-to-noise-ratio" fixed. The larger γ, the easier it becomes to classify the observations. (If the parameter γ were allowed to diverge to infinity, we would have a noiseless problem in which we could correctly classify essentially all the observations.)
In the remainder of this paper, we will drop n from expressions such as p(n), β(n), and Σ(n) to simplify the notation. We shall however remember that the number of variables p grows in proportion to the sample size n.
Existence of the MLE
An important issue in logistic regression is that the MLE does not always exist. In fact, the MLE exists if and only if the cases (the points x i for which y i = 1) and controls (those for which y i = −1) cannot be linearly separated; linear separation here means that there is a hyperplane such that all the cases are on one side of the plane and all the controls on the other.
When both n and p are large, whether such a separating hyperplane exists depends only on the dimensionality κ and the overall signal strength γ. In the asymptotic setting described above, [2, Theorem 1] demonstrated a phase transition phenomenon: there is a curve γ = g MLE (κ) in the (κ, γ) plane that separates the region where the MLE exists from that where it does not, see Figure  1 . Formally,
It is noteworthy that the phase-transition diagram only depends on whether γ > g MLE (κ) and, therefore, does not depend on the details of the covariance Σ of the covariates. Since we are interested in the distribution of the MLE, we shall consider values of the dimensionality parameter κ and signal strength γ in the light blue region from Figure 1 
Finite-dimensional marginals of the MLE
We begin by establishing the asymptotic behavior of the random variables α(n) and σ(n), introduced in (12) . These limits will play a key role in the distribution of the MLE. Lemma 3.1. Consider a sequence of logistic models with covariates drawn i.i.d. from N (0, I p ) and regression vectors θ satisfying lim n→∞ θ 2 → γ 2 . Letθ be the MLE and define α(n) and σ(n) as in (12) . Then, if (κ, γ) lies in the region where the MLE exists asymptotically, we have that
where α and σ are numerical constants that only depend on κ and γ.
We defer the proof to Appendix A.1; here, we explain where the parameters (α , σ ) come from. Along with an additional parameter λ , the triple (α , σ , λ ) is the unique solution to the system of equations parameterized by (κ, γ) in three variables (α, σ, λ) given by
where (Q 1 , Q 2 ) is a bivariate normal variable with mean 0 and covariance
Above, the proximal operator is defined as
where ρ(t) = log(1 + e t ) and Z is a standard Gaussian variable. This system of equations can be rigorously derived from the generalized approximate message passing algorithm [5] , or by analyzing the auxiliary optimization problem [10] . They can also be heuristically understood with an argument similar to that in [4] ; we defer to [14] for a complete discussion. The important point here is that in the region where the MLE exists, the system (18) has a unique solution.
We are now in a position to describe the asymptotic behavior of the MLE. The proof is deferred to Appendix A.2.
Theorem 3.1. Consider a logistic model with covariates x i drawn i.i.d. from N (0, Σ(n)) and assume we are in the (κ, γ) region where the MLE exists asymptotically. Then for every coordinate whose regression coefficient satisfies
is the conditional variance of x i,j given all the other covariates. More generally, for any sequence of deterministic unit normed vectors
Here τ (v) is given by
Above β S is the slice of β with entries in S and, similarly, Θ S is the slice of the precision matrix Θ with rows and columns in S.
Returning to the Introduction, we now see that the behavior of the MLE is different from that implied by the classical textbook result, which states that
We also see that Theorem 3.1 extends [14, Theorem 3] in multiple directions. Indeed, this prior work assumed standardized and independent covariates (i.e. Σ = I)-implying that τ 2 j = 1-and established √ nβ j /σ d −→ N (0, 1) only in the special case β j = 0.
Finite sample accuracy
We study the finite sample accuracy of Theorem 3.1 through numerical examples. We consider an experiment with a fixed number of observations set to n = 4, 000 and a number of variables set to p = 800 so that κ = 0.2. We set the signal strength to γ 2 = 5. (For this problem size, the asymptotic result for null variables has been observed to be very accurate when the covariates are independent [14] .) We sample the covariates such that the correlation matrix comes from an AR(1) model with parameter ρ = 0.5. We then randomly sample half of the coefficients to be non-nulls, with equal and positive magnitudes, chosen to attain the desired signal strength β Σβ = 5. For a given non-null coordinate β j , we calculate the centered and scaled MLE T j (2), and repeat the experiment B = 100, 000 times. Figure 2 shows a qqplot of the empirical distribution of T j versus the standard normal distribution. Observe that the quantiles align perfectly, demonstrating the accuracy of (19). We further examine the empirical accuracy of (19) through the lens of confidence intervals and finite sample coverage. Theorem 3.1 suggests that if 
The empirical distribution of all MLE coordinates (single experiment)
The preceding section tells us about the finite-dimensional marginals of the MLE, e.g. about the distribution of a given coordinateβ j when we repeat experiments. We now turn to a different type of asymptotics and characterize the limiting empirical distribution of all the coordinates calculated from a single experiment.
Theorem 3.2. Let c(n) = λ max (Σ(n))/λ min (Σ(n)) be the condition number of Σ(n). Assume that lim sup n→∞ c(n) < ∞, and that (κ, γ) lies in the region where the MLE exists asymptotically. Then the empirical cumulative distribution function of the rescaled MLE (2) converges pointwise to that of a standard normal distribution, namely, for each t ∈ R,
The proof is in Appendix A.3. As explained in the Introduction, this says that empirical averages of functionals of the marginals have a limit (5) . By Corollary A.2, this implies that the empirical distribution of T converges weakly to a standard Gaussian, in probability. In the remainder of this section, we study the empirical accuracy of Theorem 3.2 in finite samples through some simulated examples.
Finite sample accuracy We consider an experiment with dimensions n and p the same as that for Figure 2 , and the regression vector sampled similarly. According to (23), about (1 − α) of all the β j 's should lie within the corresponding intervals (22). Table 2 shows the proportion of β j 's covered by these intervals for a few commonly used confidence levels (1 − α). 2 The proportions are as predicted for each of the confidence levels, and every covariance we simulated from.
The four columns in Table 2 correspond to different covariance matrices; they include a random correlation matrix (details are given below), a correlation matrix from an AR(1) model whose parameter is either set to ρ = 0.8 or ρ = 0.5, and a covariance matrix set to be the identity. The random correlation matrix is sampled as follows: we randomly pick an orthogonal matrix U , and eigenvalues λ 1 , . . . , λ p i.i.d. from a chi-squared distribution with 10 degrees of freedom. We then form a positive definite matrix B = U ΛU from these eigenvalues, where Λ = diag(λ 1 , . . . , λ p ). Σ is the correlation matrix obtained from B by scaling the variables to have unit variance. 
The distribution of the LRT
Lastly, we study the distribution of the log-likelihood ratio (LLR) test statistic
which is routinely used to test whether the jth variable is in the model or not; i. e. whether β j = 0 or not. 
Further, for every finite , twice the LLR for testing null hypotheses β j 1 = · · · = β j = 0 is asymptotically distributed as (κσ 2 /λ ) χ 2 .
Invoking results from Section 2.1, we will show that this is a rather straightforward extension of [14, Theorem 4] , which deals with independent covariates, see also [15, Theorem 1] . Choosing L to be the same as in (9) and setting b = L b tell us that b j = 0 if and only if b j = 0. Hence, LLR j reduces to
which is the log-likelihood ratio statistic in a model with covariates drawn i.i.d. from N (0, I p ) and regression coefficient given by θ = L β. This in turn satisfies θ j = 0 if and only if β j = 0 so that we can think of the LLR above as testing θ j = 0. Consequently, the asymptotic distribution is the same as that given in [14, Theorem 4] with γ 2 = lim n→∞ θ 2 = lim n→∞ β Σβ. The equality of the likelihood ratios implies that to study the finite sample accuracy of Theorem 4.1, we may just as well assume we have independent covariates; hence, we refer the readers to [14] for empirical results detailing the quality of the rescaled chi-square approximation in finite samples.
Accuracy with estimated parameters
In practice, the signal strength γ 2 and conditional variance τ 2 j are typically not known a priori. In this section, we plug in estimates of these quantities and investigate their empirical performance. We focus on testing a null variable and constructing confidence intervals.
The parameters are the same as in Section 3.2. In brief, we set n = 4, 000, p = 800 (so that κ = 0.2), and γ 2 = 5. The covariates follow an AR(1) model with ρ = 0.5 and Σ jj = 1.
Estimating parameters
We here explain how to estimate the signal strength γ 2 and conditional variance τ 2 j needed to describe the distribution of the LLR and MLE.
To estimate the signal strength, we use the ProbeFrontier method introduced in [14] . As we have seen in Section 3.1, for each γ, there is a corresponding problem dimension κ(γ) on the phase transition curve, see Figure 1 : once κ > κ(γ), the MLE no longer exists asymptotically [2] . The ProbeFrontier method searches for the smallest κ such that the MLE ceases to exist by sub-sampling observations. Once we obtainγ, we set (α,σ,λ) to be the solution to the system of equations with parameters (κ,γ) . Because the ProbeFrontier method only checks whether the points are separable, the quality of the estimateγ does not depend upon whether the covariates are independent or not. We therefore expect good performance across the board.
As to the conditional variance, since the covariates are Gaussian, it can be estimated by a simple linear regression. Let X •,−j be the data matrix without the jth column, and consider the residual sum of squares RSS j obtained by regressing the jth column X •,j onto X •,−j . Then
Hence,τ
is nearly unbiased for τ 2 j . 3 In our example, the covariates follow an AR(1) model and there is a natural estimate of ρ by maximum likelihood. This yields an estimated covariance matrixΣ(ρ) parameterized byρ, which we then use to estimate the conditional varianceτ 2 j (ρ). Below, we use both the nonparametric estimatesτ j and parametric estimatesτ j (ρ).
Empirical performance of a t-test
Imagine we want to use Theorem 3.1 to calibrate a test to decide whether β j = 0 or not. After plugging in estimated parameters, a p-value for a two-sided test takes the form
whereΦ(t) = P(N (0, 1) > t). In Table 3 , we report the proportion of p-values calculated from (28), below some common cutoffs. To control type-I errors, the proportion of p-values below 10% should be at most about 10% and similarly for any other level. The p-values computed from true parameters show a correct behavior, as expected. If we use estimated parameters, the p-values are also accurate and are as good as those obtained from true parameters. In comparison, p-values from classical theory are far from correct, as shown in Column 4.
10.09% (0.30%) 10.14% (0.30%) 10.22% (0.30%) 17.80% (0.38%) P(P-value ≤ 5%) 5.20% (0.22%) 5.23% (0.22%) 5.24% (0.22%) 10.73% (0.31%) Table 3 : Empirical performance of a t-test from (28) Each cell reports the p-value probability and its standard error (in parentheses) estimated over B = 10, 000 repetitions. The first two columns use ProbeFrontier to estimate the problem parameterσ, and the two estimates of conditional variance from Section 5.1. The third column assumes knowledge of the signal-to-noise parameter γ. The last column uses the normal approximation from R.
Coverage proportion
We proceed to check whether the confidence intervals constructed from the estimated parameters Table 5 : Proportion of variables inside the confidence intervals (29) Each cell reports the proportion of all the variables in each run falling within the corresponding confidence intervals from (29), averaged over B = 10, 000 repetitions (standard errors in parentheses). The first two columns use estimated parameters, and the last one uses the true parameters.
We first test this in the context of Theorem 3.1, in particular (19). Table 4 reports the proportion of times a single coordinate lies in the corresponding confidence interval from (29). We observe that the coverage proportions are close to the respective targets, even with the estimated parameters.
Moving on, we study the accuracy of the estimated parameters in light of Theorem 3.2. This differs from our previous calculation: Table 4 focuses on whether a single coordinate is covered, but now we compute the proportion of all the p = 800 variables falling within the respective confidence intervals from (29), in each single experiment. We report the mean (Table 5 ) of these proportions, computed across 10,000 repetitions. Ideally, the proportion should be about the nominal coverage and this is what we observe.
Empirical performance of the LRT
Lastly, we examine p-values for the LRT when the signal strength γ 2 is unknown. The p-values take the formp j = P χ 2 1 ≥λ κσ 2 2LLR (30) once we plug in estimated values for λ and σ . Table 6 displays the proportion of p-values below some common cutoffs for the same null coordinate as in Table 3 . Again, classical theory yields a gross inflation of the proportion of p-values in the lower tail. In contrast, p-values from either estimated or true parameters display the correct behavior.
Estimated
True Classical P(P-value ≤ 10%) 10 .04% (0.30%) 10.06% (0.30%) 17.86% (0.38%) P(P-value ≤ 5%) 5.19% (0.22%) 5.25% (0.22%) 10.76% (0.31%) P(P-value ≤ 1%) 1.17 % (0.11%) 1.18% (0.11%) 3.75% (0.19%) P(P-value ≤ 0.5%) 0.68% (0.08%) 0.69% (0.08%) 2.49% (0.15%) Table 6 : Empirical performance of the LRT Each cell reports the p-value probability and its standard error (in parentheses) estimated over B = 10, 000 repetitions. The first column uses ProbeFrontier estimated factorλ/κσ 2 whereas the second uses λ /κσ 2 . The last column displays the results from classical theory.
A sub-Gaussian example
Our model assumes that the covariates arise from a multivariate normal distribution. As in [14, Section 4 .g], however, we expect that our results apply to a broad class of covariate distributions, in particular, when they have sufficiently light tails. To test this, we consider a logistic regression problem with covariates drawn from a sub-Gaussian distribution that is inspired by genetic studies, and examine the accuracy of null p-values and confidence intervals proposed in this paper. Since the signal strength γ 2 and conditional variances τ 2 j are unknown in practice, we use throughout the ProbeFrontier method 4 and (27) to obtain accurate estimates.
Model setting
In genome-wide association studies (GWAS), one often wishes to determine how a binary response Y depends on single nucleotide polymorphisms (SNPs); here, each sample of the covariates measures the genotype of a collection of SNPs, and typically takes on values in {0, 1, 2} p . Because neighboring SNPs are usually correlated, GWAS inspired datasets form an excellent platform for testing our theory. Hidden Markov Models (HMMs) are a broad class of distributions that have been widely used to characterize the behavior of SNPs [6, 8, 9, 11] . Here, we study the applicability of our theory when the covariates are sampled from a class of HMMs, and consider the specific model implemented in the fastPHASE software (see [9, Section 5] for details) that can be parametrized by three vectors (r, η, θ). We generate n = 5000 independent observations (X i , y i ) 1≤i≤n by first sampling X i from an HMM with parameters r = r 0 , η = η 0 , θ = θ 0 and p = 1454, so that κ = 0.29, and then sampling y i ∼ Ber(σ(X i β)). The SNPknock package [12] was used for sampling the covariates and the parameter values are available at https://github.com/zq00/logisticMLE. We then standardize the design matrix so that each column has zero mean and unit norm. The regression coefficients are obtained as follows: we randomly pick 100 coordinates to be i.i.d. draws from a mean zero normal distribution with standard deviation 10, and the remaining coordinates vanish. We repeat this experiment B = 5000 times.
Accuracy of null p-values
We focus on a single null coordinate and, across the B replicates, calculate p-values based on four test statistics-(a) the classical t-test, which yields the p-value formula 2Φ( √ n|β j |/σ j ); hereσ j is taken to be the estimate of the standard error from R, (b) the classical LRT, (c) the t-test suggested by Theorem 3.1; in this case, the formula is the same as in (a), except thatσ j =σ/τ j , whereσ is estimated from ProbeFrontier andτ j from (27) Figures 3b and 4b , whereas the corresponding empirical cdfs can be seen in Figures 3c and 4c . In both of these cases, we observe a remarkable proximity to the uniform distribution. Furthermore, Table 7 reports the proportion of null p-values below a collection of thresholds; both the t-test and the LRT suggested by our results provide accurate control of the type-I error. These empirical observations indicate that our theory likely applies to a much broader class of non-Gaussian distributions. 
Coverage proportion
We proceed to check the accuracy of the confidence intervals described by (29). We consider a single coordinate β j (we chose β j = 0) and report the proportion of times (29) covers β j across the B repetitions (Table 8) . At each level, the empirical coverage proportion agrees with the desired target level, validating the marginal distribution (19) in non-Gaussian settings. To investigate the 
t-test
LRT P(P-value ≤ 10%) 9.34% (0.41%) 9.68% (0.41%) P(P-value ≤ 5%) 4.84% (0.30%) 4.94% (0.30%) P(P-value ≤ 1%) 0.96% (0.14%) 0.94% (0.14%) P(P-value ≤ 0.1%) 0.08% (0.04%) 0.08% (0.04%) Table 7 : Empirical performance of testing a null Each cell reports the p-value probability and its standard error (in parentheses) estimated over B = 5, 000 repetitions. The p-values are calculated from a two sided t-test (as in Figure 3c ) and the LRT (as in Figure 4c ). efficacy of (19) further, we calculate the standardized versions of the MLE given bŷ
for each run of the experiment; recall that the estimatesα,σ,τ j arise from the ProbeFrontier method and (27). Figure 5 displays a qqplot of the empirical quantiles ofT j versus the standard normal quantiles, and once again, we observe a remarkable agreement. Finally, we turn to study the performance of Theorem 3.2. In each experiment, we compute the proportion of variables covered by the corresponding intervals in (29) and report the mean (Table 9 ) across the 5000 replicates. Once again, the average coverages remained close to the 7 Is this all real?
We have seen that in logistic models with Gaussian covariates of moderately high dimensions, (a) the MLE overestimates the true effect magnitudes, (b) the classical Fisher information formula underestimates the true variability of the ML coefficients, and (c) classical ML based null p-values are far from uniform. We introduced a new maximum likelihood theory, which accurately amends all of these issues and demonstrated empirical accuracy on non-Gaussian light-tailed covariate distributions. We claim that the issues with ML theory apply to a broader class of covariate distributions; in fact, we expect to see similar qualitative phenomena in real datasets.
Consider the wine quality data [18] , which contains 4898 white wine samples from northern Portugal. The dataset consists of 11 numerical variables from physico-chemical tests measuring various characteristics of the wine, such as density, pH and volatile acidity, while the response records a wine quality score that takes on values in {0, . . . , 10}. We define a binary response by thresholding the scores, so that a wine receives a label y = 0, if the corresponding score is below 6, and a label y = 1, otherwise. We log-transform two of the explanatory variables as to make their distribution more symmetrical and concentrated. We also center the variables so that each has mean zero.
We explore the behavior of the classical logistic MLE for the variable "volatile acidity" (va) at Figure  6 shows the boxplots of these estimated coefficients. Although the ground truth is unknown, the red dashed line plots the MLEβ va = −6.18 calculated over all 4898 observations so that it is an accurate estimate of the corresponding parameter. Noticeably, the ML coefficients move further from the red line, as the dimensionality factor increases, exhibiting a strong bias. For instance, when κ is in {0.10, 0.18, 0.26}, the median MLE is repectively equal to {−7.48, −9.43, −10.58}; that is, {1.21, 1.53, 1.71} times the value of the MLE (in magnitude) from the full data. These observations support our hypothesis that, irrespective of the covariate distribution, the MLE increasingly overestimates effect magnitudes in high dimensions.
Next, Figure 7 compares the standard deviation (sd) in high dimensions with the corresponding prediction from the classical Fisher information formula. 5 Theorem 3.1 states that when n and p are both large and the covariates follow a multivariate Gaussian distribution,β j approximately obeysβ
where Z ∼ N (0, 1). If we reduce n by a factor of 2, the standard deviation should increase by a factor of σ (2κ)/σ (κ) × √ 2. Thus, in order to evidence the interesting contribution, namely, the factor of σ (2κ)/σ (κ), we plot √ n × sd(β va ), where n is the sample size used to calculate our estimate.
With the sample size adjustment, we see in Figure 7a that the variance of the ML coefficient is much higher than the corresponding classical value, and that the mismatch increases as the problem dimension increases. Thus, we see once more a "variance inflation" phenomenon similar to that observed for Gaussian covariates (see also, [3, 4] ). To be complete, we here approximate/estimate the (inverse) Fisher information as follows: for each κ ∈ K, we formÎ(β) = 1 B B j=1 X j D β X j , where X j is the covariate matrix from the j-th subsample, and for β, we plug in the MLE from the full data. Figure 7a , since these typically use the maximum likelihood estimateβ from the data set at hand as a plug-in for β, and in addition, do not take expectation over the randomness of the covariates. However, since these estimates are widely used in practice, it is of interest to contrast them with the true standard deviations. Figure 7b presents standard errors ofβ va (adjusted for sample size) as obtained from R. Observe that for large values of κ, these also severely underestimate the true variability.
Discussion
This paper establishes a maximum likelihood theory for high-dimensional logistic models with arbitrarily correlated Gaussian covariates. In particular, we establish a stochastic representation for the MLE that holds for finite sample sizes. This in turn yields a precise characterization of the finite-dimensional marginals of the MLE, as well as the average behavior of its coordinates. Our theory relies on the unknown signal strength parameter γ, which can be accurately estimated by the ProbeFrontier method. This provides a valid procedure for constructing p-values and confidence intervals for any finite collection of coordinates. Furthermore, we observe that our procedure produces reliable results for moderate sample sizes, even in the absence of Gaussianity-in particular, when the covariates are light-tailed.
We conclude with a few directions of future research-it would be of interest to understand (a) the class of covariate distributions for which our theory, or a simple modification thereof, continues to apply, (b) the class of generalized linear models for which analogous results hold, and finally, (c) the robustness of our proposed procedure to model misspecifications.
so that we only need to study the RHS. Above,θ and θ are defined as in (7) , with the choice of L specified in (9) . Now, we have
where α(n) and σ(n) are defined as in (12) . Lemma 2.1 states that for every problem dimension p,
where Z = (Z 1 , . . . , Z p ) ∼ N (0, I p ). Upon expanding the projection as
and using the fact that P θ ⊥ Z / √ p a.s.
−→ 1, a quick calculation gives
where Z ∼ N (0, 1). Since α(n) 
This follows since the inverse of the covariance matrix of U x i is given by U ΘU , which completes the proof.
A.3 Proof of Theorem 3.2
We seek to establish the asymptotic behavior of the empirical cdf of T , where
Instead of analyzing the MLEβ directly, we use once more the rotational invariance of the Gaussian, to relate the distribution of T with a correlated Gaussian, and study the asymptotic behavior of this Gaussian vector. We state below the correspondence and note that this is in the same spirit as Lemma 2.1.
Proposition A.1. Set x, y Σ = x Σy and x 2 Σ = x, x Σ , and let
where Z ∼ N (0, Θ) is independent of everything else, and γ(n) 2 = β 2 Σ = Var(x i β). Definẽ
Then for every n and p, the MLEβ obeyŝ
Proof. We start from (34) and (35), which hold for every logistic MLE with independent Gaussian covariates. In particular, (34) holds for θ = L β andθ = L β , where Σ = LL is any Cholesky factorization of the covariance matrix. The claim now follows from multiplying both sides of (34) by L − . We omit the details.
2. Next, we show that the empirical cdf of Z scaled converges to the standard normal cdf in Lemma A.2.
3. Putting these together yields the desired result.
We now proceed to detail these steps.
A.4 Approximating the rescaled MLE by a Gaussian vector 
Then for any Lipschitz continuous function ψ : R → R,
where the last equality follows from (40). We now turn to establishing the result for T and T approx . Note that
The second term is o P (1) because
the same way as (44).
For the first term, we recall that in the (κ, γ) region where the MLE exists,β Σβ = O(1) with exponentially high probability [13, Theorem 4] . Once again by Cauchy Schwarz and an application of (43) with β replaced byβ, we obtain that
Sinceσ(n) 2 → κσ 2 andα(n) → α almost surely, this completes the proof.
Together with (39), Lemma A.1 implies that
In what follows, we establish that the empirical cdf of Z scaled converges to that of a standard normal distribution, as long as c(n) grows at a rate negligible compared to p(n). Then, we will transfer this property to T by approximating indicator functions via Lipschitz continuous functions.
A.5 Weakly correlated normal variables
Recall from (38) that Z scaled follows a multivariate normal distribution with mean zero and covariance matrix R. If Z scaled is weakly correlated, then [1, Theorem 1] tells us that its empirical cdf will converge uniformly in L 2 to a standard normal cdf. The notion of weak correlation is this:
be a sequence of standard normal variables with joint normal distribution. Denote the correlation matrix of (ξ 1 , . . . , ξ p ) by R p . If R p (p) 1 := 1 p 2 ij |r ij | → 0, then {ξ i } ∞ i=1 is called weakly correlated. Else it is said to be strongly correlated.
It can be shown that the condition R p Lemma A.2. Consider a sequence of random vectors Z scaled (n) ∼ N (0, R(n)), such that the (i, j)th entry of R(n) is given by
Assume lim sup n→∞ c(n)/ p(n) = 0, where c(n) = λ max (Σ)/λ min (Σ), then for every t ∈ R, the empirical cdf of Z scaled converges in probability to the standard normal cdf; that is,
Proof. We rely on [1, Theorem 1], which states that if R is a weak correlation matrix, then for every s > 0 and t ∈ R, the empirical cdfF p (t) = 1 p p j=1 I Z scaled
We defer the readers to Appendix B.1 for a precise statement of the theorem. Now, it remains to check whether the covariance matrix from (47) is weakly correlated. We have
where the last inequality follows from (42) and the fact that λ max (Θ) = 1/λ min (Σ).
Lemma A.2 also guarantees that the empirical average of ψ(Z scaled j ) for compactly supported continuous functions ψ converges to the corresponding expectation of a standard Gaussian.
Corollary A.2. Let {W n,j } be a triangular array of random variables, with the n-th row given by W (n) = (W n,1 , . . . , W n,p(n) ). If the empirical cdf of W (n) converges in probability to a continuous cumulative distribution function F , that is,
then for any continuous function ψ(t) with compact support,
where Z ∼ F . In particular, this holds for functions of the form
The proof follows from basic analysis and is deferred to Appendix B.
A.6 Putting things together
We now proceed to complete the proof of Theorem 3.2. Fix t ∈ R and > 0, we seek to show that there exists δ > 0, p 0 ∈ N such that ∀p ≥ p 0 ,
To this end, we consider the functions ϕ t,4/ε (s) defined via (51). Since for every s, ϕ t,4/ε (s) ≥ I {s ≤ t}, we have that
On the other hand, ϕ where the third equality follows from (39). From Lemma A.1 and Corollary A.2, one can obtain p 0 and δ such that for all p ≥ p 0 , the RHS above remains less than δ. This concludes our proof for one direction. The other direction can be established by arguments similar to the above, on considering the functions ϕ t−4/ε,4/ε .
