We consider a single-server priority queue with batch arrivals. We treat the head-of-the-line (HL) or preemptive-resume (PR) priority rule. Assuming that the arrival process of batches is renewal for each priority class and using the point process approach, we express the individual class queue-length distribution in terms of the waiting time and the completion time distributions. Assuming further a batch Poisson an-ival for each class, together with the previous result on the Laplace-Stieltjes transforms for the waiting time and completion time distributions, we derive the z-transform for the queue-length distribution in closed fonn.
Introduction
We consider a multi-class single-server priority queue with batch arrivals, where the batch interarrival times and the customer service times are respectively independent and identically distributed (i.i.d.) for an individual class. We assume the head-of-the-line (HL) or preemptive-resume (PR) priority rule. We will denote this priority queue by GIX /GI;I (HL or PR); see Section 3 for its detail description. The purpose of this paper is to obtain the individual class queue-length distribution in terms of the waiting time and completion time distributions. Especially for the multi-class batch Poisson arrival M X /GI;I (HL or PR) priority queue, we will obtain the z-transfonn for the individual class queue-length distribution in closed form.
So far, there have been few results on the individual class queue-length distribution for the multi-class batch Poisson arrival priority queue. Indeed, for the two-class M X /GI;I (HL) priority queue, only Hawkes [8] has obtained the z-transform for the queue-length dish'ibut ion using the supplementary variable approach. It seems difficult to extend this two-class result [8] to the multi-class priority queue, since we have to solve a multi-dimensional func- forms a stationary marked point process with respect to P. Here, the mark of 'lip at tp,n is just the batch size X p,n (n E Z). This stationarity is equivalent to assume 'lip 0 1'5 = {(tp,n -s, Xp,n) }~~-oo for all s E R.
We number those class-p customers who arrive in the n-th batch as (p, n, i) (i = 1,2"", Xp,n)' Let tp,n,i be the arrival epo~h of a customer (p, n, i). Note that tp,n = tp,n,; for any i(1 ~ i ~ Xp,n)' We assume {tl),n}n~-oo satisfies··· < tp,-l < tp,o ~ 0 < tp,l < tp,2 < .... Let XB == X{B} be the indicator function of a set B, and let Np,b [or Np,c] be the point process generated by {tp,n}t~_oo[or {tp,n,d~r ~~-oo], i.e.,
where B(R) denotes a Borel field on real space R.
Let E denote the expectation with respect to P. The intensities are assumed to be finite and positive. Define the probability measures on (0, F) by Note further that Np,b is a simple point process, i.e., Np,b( {tp,n}) = l(n E Z). An inversion formula for (2.1) has been obtained as 3. Key observation for the batch-arrival priority queue We consider a single-server priority queue with I-class batch arrivals. The priority is assumed to be either preemptive-resume {PR} or head-of-the-line {HL} rule. The PR priority rule permits interruptions of customers during service, and on reentering service an interrupted customer resumes service at the point of interruption; the HL rule does not permit interruptions, so that once service begins on a customer, the customer is served to completion, see e.g. [9, 23J. We assume that a customer with a smaller index has precedence over a customer with a greater index (class 1 is the highest, and class I the lowest).
For each individual class p{p = 1,2", " l), the service is based on the SIRO (Service-In, Random-Order) rule within a batch while it is based on the FIFO (First-In, First-Out) rule between batches. By the SIRO rule, a customer of Xp,1I is randomly selected by the server and all the selected customers of Xp,1I are numbered as {p, n, I}, (p, n, 2},'" ,(p, n, Xp,II); see Section 2. The (p, n, i)-customer will be referred to as the i-th customer of batch Xp,II' and it will also be referred to as the (Xp,1I -i + I)-tit youngest customer of Xp,II' For example, (p, n, I)-customer will be referred to as the firs!; customer and also the Xl',n-th youngest customer, within its belonging batch X p ,II' Moreover, we assume that <I>p and <I>q are independent with respect to P for p # q(l ~ p, q ~ J), as usual in the literature of priority queues [9, 23] . This assumption excludes the structured input priority queues treated by Takallashi et al. [20, 21] . From now on, our input will be denoted by Z::~=1 <I>p or GJX fill as in Konig et al. [13] and our single-server system by the GJX /GljI (HL or PR) priority queue. Wp,b,n: the waiting time of the first customer in the n-th arriving batch.
We use the completion time to study the priority queue as in Jaiswal [9] . Consider a The total traffic intensity given by
is assumed to be less than unity. Then, from the stationarity assumption on <!lp, we can construct for each elass p, the queue-length process lp(t) and the wait-length process qp(t) which are stationary with respect to P, i.e., the processes {lp(t)} and {qp(t)} respectively satisfy (p = 1,2"", I).
Moreover, the waiting time sequence of the first Gustomer in a batch {Wp,b,n} and the completion time sequence {Cp,n,;} are stationary with respect to Pp,b. See Franken et al [6] and Miyazawa [15] for the construction of these stationary processes {lp(t)} , {qp(t)} , {Wp,b,n}, and {Cp,n,;}.
Consider 
For convenience' sake we further introduce:
ill the system at time s}. I t then follows that
We next consider each conditional probability Regarding the waiting room as the whole system, we have 00 j-1 00 (3.10) Under the PR rule it is difficult to obtain a similar equation to (3.13) because of the preemptions. However, if we distinguish between the number of customers in the waiting room and that in limbo [21 J (the waiting room :IS used for unserved customers while limbo is used for interrupted customers), (3.13) is seen to also be valid under PR by the same observation. Henceforth, when considering the PR rule, we will draw this distinction and define the queue-length as the number of customers in the waiting room, so that
(3.14)
We summarize the results obtained above [(2:.2) through (3.14)J in the following lemma. where lp and qp denote the stationary queue-length and the wait-length, respectively.
To obtain the queue-length and wait-length distributions in terms of the waiting time and completion times, we also need the following lemma. We are now in a position to derive the z-transforms of the queue-length and the waitlength distributions. in terms of the completion times as well as the waiting time of the first customer in a batch. .
Proof. We first prove (4.5) assuming the PR priority rule. It follows from (i) of Lemma 3.1 and (4.1) that +o()j-1 +00 +00
Here, we used the stationarity of {Wp,n}.{Gp,n,i}. and {Xp,n} with respect to Pp,b. Multiplying both sides of (4.7) by zj, summing up with respect to j(j ~ 1), and changing the orders of the summation as 00 00 j -l 00 co 00 00 00 00 00 00 
The LST B\ (8) for the service time distribution of a supercustomer of class {1, 2,'" ,p} is then given by
Let e+ b (8) be the LST of the busy period length distribution for supercustomers of class Using the delay-cycle approach as in Kella and Yechiali [12] , Takagi et al. [18] and Takahashi et al. [20, 21] 
We show the following independence property between P and Pp,b, which is intuitively trivial, but has not proved yet in the literature. u Relationship between Queue-Lell"th and Waiting Time
