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Abstract: In the paper, we investigate the relative 
performance of different Value at Risk ( VaR ) models with 
the log returns of China(CSI300)  and Hong Kong(HSI)  stock 
index prior to and during the financial crisis. In addition to 
wider the range of VaR models we study the behaviour of 
Historical simulation, Hull- White ( Historical Simulation 
with volatility adjustement), Unconditional Extreme Value 
Thoery ( including GPD and GEV), conditional EVT and 
Hybird Historical Simulation (HHS)models to generate 95% 
confidence level estimates.  Backtest including Kupiec test, 
independent test and Blanco and Ihle Test are used. Results 
show that none of the model can capture the Asian Financial 
Crisis by using Hang Seng Index. However, both CGPD and 
HHS model are able to capture the extreme events. 
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1. Introduction  
Over the last 20 years, we can see the financial world has experienced the insolvency of 
some large institutions and suffered from huge losses which caused by the exposures to the 
unpredictable market volatilities. With the increasing turbulence in financial markets, the 
development of risk measure has become an important issue in financial risk management 
to forecast extreme events. Risk management is especially important in emerging markets 
as they characterised by unforeseen variation in volatility system. Recent example of serious 
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crises influencing the world and especially our research targets (Hong Kong and China 
economies) are the Asian crisis in 1997-1998 and Global Financial Crisis (2007-2008).  
 
Value at Risk is defined as the potential loss on a trading portfolio i.e. the potential loss of 
an investor over a fixed horizon with a given probability.   Increasing number of studies to 
examine the performance of varies VaR models. Pritsker (1997) are caused by: Firstly, the 
threat of huge losses during financial disasters when having poor supervision and 
management in financial risk. In order to mitigate the damage by unpredictable disasters, 
Value at risk models started to improve and develop which further impetus the popularity 
and effecticiency. Secondly, Basel Committee (1997) imposed capital requirements based on 
internal VaR estimation models which offer firm the choice of different approaches to 
generate their VaRs for estimate capital requirement. 
One of the aims of this study is to compare varies methods by estimating VaR of China and 
Hong Kong financial markets, to see if the sensitivity of results vary across different period 
of time(different market conditions). Hong Kong is one of the worldwide financial centres 
and China is increasing its influence in worldwide financial markets. They are exposed to 
more and more foreign investment and establish opportunities for investors. Banks and 
institutions are using the same set of risk measurement and management for market risk 
regardless it is developed or developing financial markets. It is doubtful that whether the 
VaR models are adequate for wide array of financial markets including developing and 
emerging economies in China and developed western markets to capture the market risk 
and prepared for capital reserve.  
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Dowd (2005) suggested that Expected Shortfall is a coherent risk measure but studies on 
VAR are more comprehensive and VaR is popularly used by different markets. That is why 
we continue to focus to experiment on VaR model. Studies on VaR exploring performance of 
ĚŝĨĨĞƌĞŶƚŵŽĚĞůƐďǇĂŽĞƚĂů ? ? ? ? ? ) ?ĞƌŬŽǁŝƚǌĂŶĚK ?ƌŝĞŶ ? ? ? ? ? ) ?ĂŶŝĞůƐƐŽŶĂŶĚĚĞsƌŝĞƐ
(2000), Danielsson and Morimoto(2000). Also the ambiguity in VaR predictions including 
Aussenegg and Miazhynskaia (2006), Bams et al (2005)  and Dowd(2001). Some other 
literatures take into account the VaR practices in wide array such as different confidence 
level, return data and market distributions 
There are number of pervious researches in comparing performances of VaR models in one 
market ( Eksi et al 2005 , Cifter 2007 , Alperetal (2007)  or more than one  emerging financial 
markets  (Parrondo 1997 ,Santoso 2000, Magnusson,Andonov 2002 , Valentinyi-
Endresz(2004)   ,Zikovic (2005, 2006), Al-Zoubi (2006), Bezic (2006)) but usually focus on the 
EU new member states. Gencay, Selcuk (2004) investage nine emerging economies including 
Argentina, Brazil, Hong Kong, Indonesia, Korea, Mexico, Singapore , Taiwan , Turkey. 
The financial crisis provided investigative opportunities to test the capability of Extreme 
Value Theory and conventional models on these markets.  For instance the turbulent of 
Turkey financial market ( Cifter et al 2007), Asian financial crisis (Cotter 2004,Silba and 
Mendes 2003) and Global Fiancial Crisis which we are going to take into account. 
The difference between developing and developed markets including liquidity, amount of 
internal or external shocks such as inflating,   changes in currency and credit rating. Also 
insider trading activities are more active in emerging countries results in high volatility in 
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market (no more normal distribution but with fat tail) affecting the reliability and accuracy 
of the measurement with assumption of normal distribution (Zikovic 2007).  Supported by 
VaR with assumption of normal distribution is not suggested for Asian Markets.( Bao,Lee 
and Saltoglu 2006) 
There are different ways of calculating VaR: The Historical Simulation appraoch is applied 
but not the Risk Metrics because Mancini and Trojani 2008 suggested not to use Risk 
Metrics, Danielsson and de Vries 2000 found both Risk Metrics and HS are not satisfactory 
but Bao et al 2006 found it works alright during the period with low volatility market. 
Simple Historical Simluation is the primeval version and then evolves to Hull-White and Hybird 
Historical Simluation. Aussenegg and Miazhynskaia (2006), Perignon, Deng and Wang (2008) 
found HS is acceptable at 99% and Hull-White (1998) works well at 95% level. HHS is 
suggested by Zikovic(2007) which is good enough for both developed and emerging markets 
also lower cost of capital than EVT approaches.  
EVT and conditional EVT are chosen as increasing concern of risk extreme market events 
such as the currency crisis and credit crunch. Studies related to EVT by the followings, Chan 
and Grey (2006), Thomas et al (2006) and Jeyasreedharan et al (2009), Danielsson and de 
Vries 1997 which compare different models for 7 us stocks and shows EVT is very 
satisfactory while HS overestimated the losses. Longin(2000) found the predictions of EVT 
and HS and VCV have no big differences but EVT is a more conservative model. Danielsson 
and Morimoto did reseaches on Japanese financial market which the EVT model over 
GARCH model. However, Lee and Salltoglu (2001) found the EVT is less acceptable for Asian 
stock market indexes.  
8 
 
In order to improve EVT, McNeil Frey developed the conditional EVT approach which takes 
the heteroscedasticity into account. There are no big different as unconditional EVT when it 
is at low confidence level (Bekiros Georgoutsos 2005). There are four EVT approaches ( 
GEV,GPD, Dynamic GEV and Dynamic GPD) . Some other extreme value models are tested 
by  Brooks et al 2005 and he states conditional GPD (the semi-nonparametric extreme value 
approach)are superior over other EVT approaches and Later on, Bystrom 2004 found that both 
conditional GPD and conditional GEV approaches are so alike. However, evidence of CGPD 
rank higher than CGEV and Unconditional EVT but excessively overestimates at 95%. 
(Ghorbel et al 2007). CGPD is more suitable for day to day estimation with the short term 
risk management (Bystrom 2004). Test on dynamic EVT model on six Asian markets during 
Asian crisis which proved it is reliable by Cotter and failure of Unconditional EVT to meet 
Basel II criteria for Asian stock markets. Further description on VaR models will be in next 
chapters. 
 
 
 
Aims of our research 
VaR models  
Performance of VaR models including Historical simulation with rolling windows 250 and 
500 days(HS250 , HS500), Hull-White Historical Simulation (HW) , Unconditional Extreme 
Value Theory Approach using Generalized Pareto distribution (GPD) , Unconditional 
Extreme Value Theory Approach using  Generalized extreme value distribution (GEV) , 
Conditional EVT Approach (CGEV &CGPD)by McNeil Frey and Hybrid Historical 
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Simulation (HHS)by Zikovic. Seven models are testesd on two different stock indexed from 
China at 95%.  
 
 
Financial markets ( Indexes )  
Test if the performances of the VaR models are consistent with different distribution 
characteristics: specify the study on emerging economies market in China which is China 
Securities Index (CSI300) and developed economies market which is Hang Seng Index (HSI) 
in Hong Kong.  The empirical studies on VaR models related to developed markets including 
Harvey , Whaley 1992, Boudoukh et al 1998 , Hull White 1998ab , Engle and Manganelli 
1999, Brooks et al 2000, Alexander 2001.On the other hand, studies on developing markets 
including  Parrondo 1997, Hagerud 1997, Santoso 2000, Magnuson 2002, Valentinyi-
Endresz2004 , Zikovic 2005,2006. There are some studies by Zikovic 2007a,b which is 
testing the extent of VaR models on transitional markets including  EU new member states 
and EU existing member states in 2004 and 2007 . Also Gencay and  Selcuk (2003,2004) 
research on the performance of unconditional EVT   for nine emerging countries . And they 
found the superior performance of unconditional EVT model at high confidence level.    
 
Market condition ( period ) 
Test if VaR models are consistent across different market volatility conditions such as 
turbulent transitional capital market. Since there are empirical evidences of conventional VaR 
failed to capture the sudden and severe volatility movement in Turkey financial market. 
(Cifer et al 2007). We divided the samples into 5 different phrases for back testing including, 
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Before Crisis, Asian Financial Crisis, Between two Crises, Global Financial Crisis and After 
Crisis.  
Zikovic (2009) stated EVT and HHS can capture the market risk in the developing economies 
during crisis period. VaR will be unreliable when there were crisis for example the high 
volatility market condition experienced by Turkey in Citeret ( 2007).  
 
Confidence  level  
Test the performances of VaR models at 95% confidence level. (Not the high level quantile 
eg 99% or 99.5%). There are trade-off between sophistication and confidence level. As we 
want to consistent with the back test at 95 % confidence level which is consider as 
appropriate for back test( requirement by Basel of passing Kupiec test and independent test at 
95%), the VaRs one day ahead forecasts in next chapter will also calculate at 95%.  
 
Backtests 
Different backtesting results including Kupiec test, Christoffersen independence and 
conditional coverage test, violation rate and Blanco and Ihle Test etc.  
 
 
To the best of our knowledge there are limited of pervious study on performance of VaR 
models in China and Hong Kong under different market stress including before, during and 
after financial crisis.   
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The rest of the paper is organised as follows: Briefly describe the Value at Risk in Chapter 2. 
Chapter 3 shows the description analysis of data, then presents explanation of tested VaR 
models and application by forecasting VaR on the 28
th
 June, 2012. Introduction of backtest, 
finding and backtest result are presented and discussed in Chapter 4 and Chapter 5 
conclusion. 
 
2. Value at Risk   
  
Value at risk is the most well-known measures used by both financial and non-financial firms 
to estimate financial risk. It rose from the Risk Metrics model by JP Morgan.  
VaR defined as the maximum potential loss of a financial position during a given period of 
time with a given probability (Tsay 2005).  
The confidence level denotes as ɲ, p = 1- ɲ ? p is the likelihood that loss is more than the 
sĂZ ?ɲאሿ ?ǡ ?ሾ ).  ݎ ? ? ?is the actual return on the period ሺݐ ൅ ݄ሻ and  ܫ ? is the information up 
to day ݐǤ dŚĞsĂZĂƚɲĐŽŶĨŝĚĞŶĐĞŝŶƚĞƌǀĂů ?ĂƚĂŐŝǀĞŶŚŽƌŝǌŽŶ݋fሺݐ ൅ ݄ሻǡ given that the data 
up to date t is obtained as :   
                     ɲ ?VaR = ܲݎሺݎ ? ? ?൑ ܸܴܽ ? ? ?ȁܫ ?ሻ ൌ ݌                                                    (1.1) 
Equation (1) denotes the potential loss (actual negative return) is larger or equal to VaR with 
probability ݋f݌ . 
VaR is negative p-quantile of the returns, if ݍሺሻis the quantile function:  
                                        ܸܴܽ ? ? ?ൌ െݍ ?ሺݎ ? ? ?ȁܫ ?ሻ                                                                     (1.2) 
12 
 
 
So there are two important parameters of VaR:  
i) confidence level ɲ ?ƐŚŽǁƐƚŚĞƉƌŽďĂďŝůŝƚǇƚŚĂƚƚŚĞůŽƐƐĚŽĞƐŶŽƚĞǆĐĞĞĚƚŚĞsĂZ ? 
ii) Holding period, means the period on which the loss is estimated.    
High confidence level is preferred for VaR to set capital requirement amd small confidence 
level is better for backtesting in order to get a sensible amount of violations. It is common % 
for risk manager to set from 95 to 99 reasonable to report or compare.  
Long holding period is not suggested for model confirmation and backtesting as we require 
large sample for backtesting, hence larger sample size need a shorter holding period. (Kevin 
Dowd 2005,  Jorion 2006).  
Basel Accord set the international standard for the capital requirement between 
international institutions against market, operational and credit risks. In 1996, Basel 
Committee amendment suggested the banks to use their own internal VaR models for 
estimate market risk and capital requirements. Internal model raises the concern of 
volatility as the bank can have their own decision to specify model parameters and take into 
account the dynamic volatility characters of financial data. Given the flexibility back-test   
with at least 1 year of historical data, volatilities and correlations updated is required 
monthly to validate the accuracy of the  risk  measurement . 
There are different approach to simulate Value at Risk, we compare those model are most 
used or proved to be reliable. We are going to analysis: 1) Historical Simulation which is the 
most popular approach in the world, nearly 73% users. Perignon and Smith(2010). 2) Hull  W
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White Historical Simulation,3)  Hybird Historical Simulation, 4)Extreme Value Theory, 
5)Conditional Extreme Value Theory refer to 3.2 for introduction of different VaR models. 
3.Emprical Results  
3.1 Data, Research Design and Methodology 
3.1.1Data description   
 
We chose the Hong Kong Hang Seng Index and the Shanghai Shenzhen China Securities 
Index 300 to focus on. The empirical study is considering both the emerging (Shanghai, 
Shenzhen) and developed (Hong Kong) markets in Asia and mainly in China.  According to 
International Monetary Fund (2012), Emerging Market Index (2008) and FTSE list, S&P 
list(2010), MSCI(2010), Dow Jones (2011)and BBVA researches (2010) label China as 
emerging economies but not Hong Kong , except the economist which included Hong Kong.  
³'\QDPLFVRIILQDQFLDOPDUNHWVLQHmerging countries show substantial differences as 
compared to developed countries. These markets have experienced larger financial 
earthqXDNHVWKDQGHYHORSHGHFRQRPLHVNQRZQDV³PDUNHWV ZLWKPDQ\IDXOWOLQHV´Gencay, 
Selcuk( 2004). With the increasingly integrated into the global financial system and rapid 
development of stock markets in China, China plays a more important role in the global 
economy. The dynamics of the emerging markets is related to the developed markets as the 
investments in emerging markets are increasing. Therefore, the awareness and prediction of 
market risk on both markets is worthy to investigate.    
3.1.2 Index of Chinese stock market and Hong Kong stock market  
Although the development of China financial market is growing effectively, there is absence 
of culture of risk management. They were using the conventional risk measures including 
standard deviation which resulted in limited risk awareness by investors. The disclosures of 
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trading companies are not comprehensive enough due to the developing audit system and 
corporate governance.  
China Banking Regulatory Commission (CBRC) is establishing a framework to meet the 
capital requirement of Basel II and will be used by 6 top banks in China in 2012 to ensure the 
sufficiency of capital reserves and avoid the situation of ³722 BIG TO FAIL´Basel 
Committee (2011)  
With the difference nature of Chinese stock market, the accuracy of risk measurement and 
management will be interesting and worthy to test on China Stock Index. Suggested by 
Green(2003) the efficient risk management we tested on S&P 500 or other EU markets  may 
not suitable for China. The emerging stock market may not affected by mature market 
volatility as they are not greatly involved in their financial markets.  
However, moving toward globalization, the US events have severe impact on other 
economies Walti (2009)  and Eichegreen (2008). Evidence of Hong Kong and China affected 
by US subprime financial turmoil as follow,  
China has about 10 billion of US controlled credit products. The banks in China exposures 
3.7 % of total to US subprime securities and Hong Kong exposures 0.5% of total to bank 
assets. CBRC(2008 ), IMF(2008a). In 2008, 721 million bonds of Lehman Brother 
investment bank are holed by Seven Chinese listed banks 
Many financial institutions in China are state- owed or subject to the government instructions. 
Credit crunch during the Global Financial Crisis resulted in outflow of capital in both markets 
due to high level of liquidity is needed.  Chinese government intervention by pouring 124.9 
billions capital in 2007 and 130 billions in 2008 resulted in high volatility in &KLQHVHµV stock 
market.  
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Zhang and Sun (2009)¶VSDSHU shows empirical HYLGHQFHWKDW&KLQD¶VVWRFNPDUNHWKDVOLWWOH
influence by volatility of world stock market but not immune. They proposed that Asian 
Financial Crisis has little impact on Chinese stock markets due to the limitation in financial 
openness. Also, there are only one- WKLUGRIWKH&KLQD¶VOLVWHGFRPSDQLHVDUHWUDGDEOHEHIRUH
2005. Therefore we only focus on the Global Financial Crisis (2008) on CSI3000 but 
included both Asian Fiancial Crisis and Global Financial Crisis for Hang Seng Index data. 
 However, Hong .RQJµV stock market has different openness leve from China. While China 
is forbidden to receive inflow and outflow of capital, Hong Kong already developed and 
opened the stock market to all investors around the world. The competitiveness of Hong 
Kong fortifies and become an international financial center.  
All institution and bank holding companies (BHs) in Hong Kong need to applied Basel II  in 
2007 under the supervision and consultation of Hong Kong Monetary Authority 
(HKMA).The risk capital management requirement ratio is from 8% to 16 %  and with Value 
at Risk approach for market risk. (Delottie2007) 
The China Securities Index (CSI300) is a capitalization- weighted stock market index which 
included 300 stocks traded in Shanghai and Shenzhen stock exchanges. Hang Seng Index also 
is a capitalization- weighted stock market index which indicate and represents the transaction 
and movement in Hong Kong stock market by included 60 % of the capitalization of Hong 
Kong Stock Exchange.  
 
3.1.3 Frequency of the data  
High frequency financial data are increasing in general especially when the EVT approach is 
applied.  It is common to use daily data for stock return but there are some papers using 
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minute to minute changes for Frankfurt Stock Exchange over a period of 7 years by Lux 
(2001) or 10 minutes to once every two weeks return of exchange market by Hauksson et al( 
2001) which concluded the high frequency data can enhance the precision of  extreme value 
estimates. But there is a risk of having seasonality as a substantial factor in time series and 
require preparation frequently. Different data require different frequency to be practical or 
reliable such as monthly for exchange market pressure (EMP). (Ho 2008).  
It is critical to set data especially for EVT approach. The time windows are suggested to 
expand as much as possible, such as Bali (2007) use data from 1896 to 2000 of Dow Jones 
Industrial Average (DJIA) more than 28000 observations. However, there is a threat to be 
deteriorated by very old data.  
  3.2 Preliminary data analysis 
 
Our returns are collected from Bloomberg from 2/1/1990 to 27/6/2012 of Hang Seng Index 
and from 4/1/2002 to 27/6/2012 of China Securities Index 300, which included the 1997-
1998 Asian Financial Crisis for Hang Seng Index and 2008 US sub prime mortgage Global 
Financial Crisis for both indexes. Data are imported to software R and generate the VaR are 
for one day ahead horizon and 95 % percent confidence levels for 5 different approaches 
(consistent with back testing later at 95 % confidence level); (a) historical simulation, (b) hull 
white method,(c) hybrid historical simulation, (d)GEV  extreme value theory, (e) GPD 
extreme value theory and (f) conditional GEV extreme value theory and (g) conditional GPD 
extreme value theory.  
It is better to use returns than asset price when examining the financial assets and modeling 
for risk. The returns show a better-scaled valuation to the stock performances over time and 
its statistical characteristics less fluctuated making it easier to analyse.  Negative log returns 
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are more commonly used for financial series as its statistical properties is more relevant to the 
asset prices and perform better than simple returns and prices. The log returns are usually 
assumed to be mutually independent, identically and normally distributed ( IID ). 
David Ruppert (2004) suggested us not to assume the data are error free so we plot the 
histograms (Figure 1, Figure 3) and find the summaries of statistics to analyse the 
characteristics of the data.   
Figure 1 and Figure 3 show the data of HSI and CSI 300 index respectively, they are both 
unimodal  distribution and fairly symmetrical. It appears to look close to normal and 
centering at 0 but declining quickly on both sides next to the mode.  
Refer to Table 1; there are 5561 HSI observations and 2535 for CSI300. For Hang Seng 
Index, the mean is 0.000344 almost 0 and the standard deviation is 0.016883. The median is 
0.000565, which is different from mean indicating it is not exactly normal distributed. The 
minimum return is -0.147347and maximum return is 0.172471 prove they are not perfectly 
symmetric.  CSI300 has a smaller mean of 0.000245 but larger median of   0.000796 than 
HSI . They are not perfectly symmetric with the maximum value of 0.089748 and minimum 
return at -0.096952. It should be taking into account when there is assumption of the 
symmetric distribution. Higher standard deviation implies higher volatility than Hang Seng 
returns. 
The sample skewness of Hang Seng is -0.002235, which is usually close to zero for log 
return, the negative skewness of both index  indicate that the asymmetric tail extends more 
towards negative value than positive ones. Skewness of CSI is -0.237153, it is relative more 
asymmetric than HSI. 
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The kurtosis of HSI is 8.921377 much greater than the normal value 3 which means excess 
kurtosis and implies fat tails. Campbell et al (1997). CSI300 index returns has kurtosis of 
3.162927 which is smaller than HSI but still greater than 3. Studies shows that most financial 
time series (stock return data) are heavy tailed. Mandelbrot (1963a, 1963b) Supported by 
Christoffersen (2003) that S&P; Shanghai and Shenzhen index from 1992-1997. Lee et al 
(2001) have heavy tails too.  It is better to use log return when the data are character with fat 
tail these further confirm our use of log return for both CSI and HIS . Gencay Selcuk (2004)  
 
Table 1 Summary Statistics of HSI and CSI300 
  
HSI CSI300 
Sample Period  2/1/1990 to 27/6/2012 
4/1/2002 to 
27/6/2012 
No. of 
Observations  5561 2535 
Minimum -0.15 -0.10 
Maximum 0.17 0.09 
1ST Quartile  -0.01 -0.01 
3RD Quartile  0.01 0.01 
Mean   0.00 0.00 
Median 0.00 0.00 
Variance 0.00 0.00 
Stand 
Deviation  0.02 0.02 
Skewness 0.00 -0.24 
Kurtosis 8.92 3.16 
 
Graph 2 and 4 show the quantile - quantile (QQ plot) of returns. The data does not match the 
QQ line with a very strong departure from the line at both ends. The upward and downward 
curved part of the lines indicated the heavy tailed distribution. Although the intercept is 0 , 
the slope is not 1 which means it is not drawn from a standard normal . 
Heavy tails distribution has a greater probability of extreme value being realized also it leads 
to the volatility clustering of return. The central limit theorem stated that if the data of log 
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returns are distributed over long period of time it would converge to normal distribution so 
we can see our data are close to normal.  
According to the empirical test of Fernandez. V (2005), among all the sample countries in the 
research Hong KoQJµV+DQJ6HQJLV WKHPRVWVNHZHGDQGOHSWRNXUWLFVHULHVIRUWKHSHULRG
1987 to 2002.  
 
Jarquebera test of both HSI and CSI300 result the p- value < 2.2e-16, so the null hypothesis is 
rejected at 5 % level. There is not enough evidence to prove the data is normal at the 5 % 
level. We can conclude both return series distribution are  non-normal , negative skewness 
and heavy tailed. 
 
3.3 VaR Models descriptions and estimations  
3.3.1 VaR for Basic Historical simulation 
 Historical simulation is the easiest model, which commonly used in financial markets almost 
70 % of the banks. Perignon and Smith(2010).  It does not assume parametric distribution of 
risk factors which means using the practical rather than the theoretical one, so VaR is equal to 
the quantile of the historical observations. When we calculate the HS VaR on day t+1, using 
sample n up to date t. It make the assumption that the distribution of return of the future is 
depends on the historical data. Manganelli and Engle (2001).The VaR is calculated on the 
horizon t+1, with observation w up to date t, r denotes the actual return and with 1 ± 
confidence level,  
ܸܴܽ ? ? ?ൌ െݍݑܽ݊ݐ݈݅݁ ? ?ןሺሾݎ ? ? ? ? ?ሿ ? ? ? ?)    (2.1) 
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Historical simulation does not have such a strong assumption on normal distribution which 
suitable for the financial data with fat tail and excess skewness. On the other hand, HS is not 
strictly assuming the normal distributions which lower the flexibility of confidence level and 
holding period .Hendricks (1996).  
However, HS assuming the independent and identically distribution (IID) of return data 
which is untrue for real returns. Kristofferson (2003)  Also if the sample size is too large, the 
same proportion assume all the historical data has same amount of effect on the forecasted 
returns; if the sample size is too small , the prediction may be not accurate .To solve this 
problem the application of Weighted Historical Simulation Approach or  bootstrapping for 
resampling the small sample size.   
 
 
 
 
 
 
 
 
Bootstrapping 
Basic historical stimulation is based on a fixed sample so there is no sampling variation. So 
as to solve this problem, VaR is estimated exerting the bootstrapping approach in order to 
resample the existing data with replacement. Pascual et.al (2000) Large number of VaRs are 
 
Figure 1 Histogram of HSI                                         Figure 2 QQ- plot of HSI 
 
 
Figure 3 Histogram of CSI300                           Figure 4 QQ- plot of CSI300 
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generated and the mean of all VaRs is used which ensure the data are more elastic and precise 
enough to contain recent mean and volatility.  Dowd (2002)  
However if the returns are not IID, their bootstrap results will ignore the volatility clustering 
and autocorrelation and become biased.  To be more accurate, we can use volatility 
adjustment in future situations. Hull-white (1998) shows how to improve basic historical 
simulations model. So we use generalized autoregressive conditional heteroskedasticity  
(GARCH) to adjust the volatilities and bootstrap them again, going to mention in next 
section.  
Large numbers of bootstrap samples are generated (10000 or more) then used to find the 
sample VaR for each sample, also the variance of all sample VaRs. The sample Standard 
Deviation of the bootstrap value is the bootstrap Standard Error which shown in Table 2 
below. We can have an idea of the sampling distribution when we look at the 10000 sample 
5%VaR distribution from the histogram. At least 1000 replications of resampling in risk 
estimation are needed to be precise. Dowd (2005) With the purpose of generating a good 
estimate and find the confidence intervals, we use 10000 times supported by the replications 
> 5000 or more for  95% confidence intervals.  
 
The original CSI VaR at 95% is 0.000796, the estimated bias for Basic Historical Simulation 
is  -3.63789e-05 and the bootstrap estimated standard error is 0.001406383. This implies the 
bootstrapped VaR was about (0.000796-3.63789e-05) = 0.000760. All the bias are close to 0 
(<0.1%) , it can be ignored. Hence, the VaRs are fairly  
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Figure 5, 6 are the histograms of bootstrap means and QQ plots of normal distribution, they 
show the sampling distribution. If it is normal distributed or centered near the original sample 
VaR, then the normal based confidence intervals exercising by bootstrap Stand Error may 
likely to perform well.  The distribution of HS looks more normal and symmetric than CSI in 
both before and after volatility adjustments. The observed value is shown by the dotted line.  
The symmetric of the distribution is used to indicate the symmetric confidence intervals. 
Refer to Table 2. 
 
Table 2 Non parametric VaR at 95% confidence intervals 
Approach Upper Bound Lower Bound Bias Std Error Original 
Basic HS ( CSI300 ) 0.0309 0.0250 -3.63e-05 0.0014 0.0284 
Basic HS  (HSI) 0.0274 0.0245 -8.26e-05 0.00067 0.0259 
Hull- White (CSI300) 0.0293 0.0257 -7.79e-05 0.00065 0.0196 
Hull-White ( HSI) 0.0203 0.0189 -3.99e-0.5 0.000370 0.0195 
Note: bootstrap estimates based on 10000 resamples. 
Figure 5 Bootstrapped VaR (HSI) 
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Figure 6 Bootstrapped VaR (CSI300) 
 
 
 
 
3.3.2 Hull-White Historical Simulation           
Historical Simulation with Volatility Adjustment  
Since 1982, Engle start to take into account the volatility dynamic. The historical simulation 
appraoch assume the volatility is constant and the differences, which exist, will be appear 
from sample error. Also the distance between the sample period and the forecast date is 
negliected. 
As mentioned above the problem of Historical simulation is the VaR may distorted when 
WKHUHDUHYRODWLOLW\FOXVWHULQJLH´ODUJHFKDQJHVWHQGWREHIROORZHGE\ODUJHFKDQJHVRI
HRWKHUVLJQDQGVPDOOFKDQJHVWHQGWREHIROORZHGE\VPDOOFKDQJHV³0DQGHOEUot 
(1963)which may underestimate or overestimate the forecast risk.  
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Basel committee defined VaR as a short term risk forecasting and a good VaR should 
consider the variation of volatility.To eliminate the related volatility distortion of the risk 
estimates and adjust the returns to improve accuracy, GARCH Models can help.  
The basic GARCH (p,q) model assume volatility of the forecast depends on q the past 
volatilities and q past returns. GARCH (1,1) with ߙ represent the past returns and ߚ denotes 
the volatility:  
ߪ ? ?ൌ ߱ ൅ ߙݔ ? ? ? ? +ߚߙ ? ? ? ?  ; ߱ ൒  ?ǡ ߙǡ ߚ ൒  ?ǡ ߙ ൅ ߚ ൏  ? (2.2) 
 
Furthermore, it will generate excess kurtosis returns, which is one of the features of financial 
returns distribution. Dowd (2005) When there is volatility clustering, VaR generated by Hull-
white approach is supposed to have lower uncertainty than VaR without adjustment.  
Figure7 and 9 show the returns of CSI300 and HSI without volatility adjustment and Figure 8 
and 10 are the returns with volatility adjustment. 
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Figure7 HSI return before VA 
 
 
Figure8 HSI return after VA 
 
Figure9 CSI300 returns before VA 
 
 
Figure10 CSI300 returns after VA 
 
 
Figure 11 Within sample volatilities along with forecast volatility CSI300 
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Figure 12 Bootstrap of Hull Whie CSI300 
 
 
Figure13 within- sample volatilities along with the forecast volatility HSI 
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Figure 14 Bootstrap Hull-White HSI 
 
3.3.3Hybird Historical Simulation  
 
Hybird historical simulation is a hybrid of parametric and non parametric approach also the best 
approach to forecast VaR of the emerging market of EU members  by Zikovic(2009) . 
According to the prelimentary data analysis in section 3.2, our indexes are like most of the 
financial data  with excess kurtosis(fat tail) , asymmetry and non-normal . Also 70% of them are 
autocorrelation and all are exist heteroskedasticity. Zikovic(2009)  As the data should be IID to 
apply most of the  VaR approach including bootstrapping,  the heteroskedasticity could  be 
eliminated  by fitting the Garch  model and process volatility adjustment. On the other hand, 
autocorrelation in the mean adjusted return can be captured by fitting the ARMA model. Hull & 
White (1998) Innovations are then become IID which are suitable to implement the recursive 
bootstrapping and further solve the leptokurtosis and asymmetric. Freedman and Peter (1984)   
The specification of HHS is as follow :  
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ݎ ?=߮(ݔ)+ࣟ ?  , ߝ ?~(0 ,ߪ ?)      (2.3) 
 
 
ߪ ? ?=ߙ ?൅  ? ߙ ? ? ? ? ?ߝ ? ? ? ? ൅  ? ߚ ? ? ? ? ߪ ? ? ? ?      (2.4) 
 
 
ݖ ?=ߝ ?Ȁߪ ?      (2.5) 
HHS model use the ARMA process as the functional form ߮, x is variables x (observed at time t or 
lagged)  , ߝ ? is the disturbance term with 0 mean and standard deviation that follows a GARCH  
(p,q)model . The HHS is process is as follow:  
1) Fitting an ARMA (p,q) model to historical returns in order to eliminate autocorrelations and 
forming the IID residuals.  
  
ݎ ?=ߪ ? ? ? ߙ ? ? ? ? ?ݎ ? ? ?+ ? ߠ ? ? ? ? ?ߝ ? ? ? +ߝ ?           (2.6) 
 
ߝ ? =ߟ ?ඥߪ ? ?            ߟ ?~IID  N(0,1) 
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2) Fit the GARCH (p,q) model to get residuals:  
 
ߪ ? ?ൌ ߱ ൅  ? ߙ ? ? ? ? ?ߝ ? ? ? ? + ? ߚ ? ? ? ? ߙ ? ? ? ?      
 
3) To generate standard residuals (ݖ ?), divided the residuals from fitting ARMA  (p, q) by 
conditional GARCH(p,q) volatility forecasts :  
 
ݖ ?=ߝ ?Ȁߪ ?        
Under assumption of GARCH . the standard residuals are IID  so it is available for 
bootstrapping.  The p statistics of model parmeters show if GARCH model is well specified. If 
the standard residuals are not IID, some other a ARCH model should be user.  The Hang Seng 
Index in our test need to apply GJR-GARCH instead of simple GARCH because most financial 
return data including HSI are asymmetric ( Levich 2985, Mussa 1979). ܫ ?  denotes the 
asymmetry performance of returns which  becomes one if return at day t is  Wve and put value 
of 0 if return is +ve . (Glosten, Jagnnathan and Runke 1993) (Christoffersen 2003),GJR-GARCH 
(1,1) equation as follow,  
 
ߪ ? ? ? ? ൌ ߱ ൅ ߙܴ ? ?+ߙߠܫ ?ܴ ? ?൅ ߚߪ ? ?    (2.7) 
 
ܴ ?=ߪ ?ݖ ? , ݖ ? ?ܰሺ ?ǡ ?ሻ 
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4) Then bootstrap the IID standardized residual returns (ݖ ?ሻfor 10000 times and generate a 
standardized historical time series returns ȣ. 
 
ݖ ൌ ሼݖ ?ǡݖ ?ǡǥǡݖ ?} ? א ȣ     (2.8) 
 
5) After bootstrapped the residuals, volatility adjustment suggested by Hull-White (1998) is 
used to accommodate them by the GARCH volatility forecast ( ߪො ? ? ?ሻ to generate a series of 
residuals with volatility adjustment  (ݖƸ ? ? ? ) which can show the recent market conditions.  
 
ݖƸ ? ? ?=ߪො ? ? ? × ݖ ?       (2.9) 
 
 
6) The simulated returns ݎƸ ? ? ? are then generated by substitute  
new residual ሺݖƸ ? ? ?) into :  
 
ݎƸ ? ? ? =ߪ ? ? ? ߙ ? ? ? ? ?ݎ ? ? ? ? ?+ ? ߠ ? ? ? ? ?ݖƸ ? ? ? ? ? +ݖƸ ? ? ?   (2.10) 
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7) VaR  can be approximated from Gaussian distribution. HHS VaR can be calculated by using a 
smooth density estimator, including Gaussian or kernel. Silverman (1986), Butler and Schachter 
(1998) .  
If the observation period is freely grow, the VaR forecast will be more conservative .If the length of 
ther period is randomly set, VaR will be less conservative and not viable in capturing extreme events.  
Basic GARCH(1,1) is suggested by the author  and tested which is basically enough for index of EU new 
member states to process the conditional volatility. The simple  approach ensure the stability of the 
model to model risk . However, some special case such as the RIGSE index (Zivodak 2007) and the 
Hang Seng Index in our case, they contain a leverage term in the conditional mean formula so GJR-
GARCH (Glosten-Jagannathan-Runkle GARCH) which model  the asymmetry are adequate to fit the 
return. Refer to Figure 16 the new impact curve.  
  When forecasting of one-day ahead VaR estimations at 95% confidence level , we use the 
ARMA(10,1) and sGARCH (4,5 ) which  are sufficient to capture and remove the autocorrelation 
and heteroskedasticity of the loss return  for CSI300. 
From the QQ plot supported by Q- statistis and ARCH tests confirm there is no evidence to prove 
the existence of autocorrelation so it  is alright to model the standardize student t distribution 
for the CSI index. As the p value is not < 0.05 so not enough evidence to reject the no serial 
correlation.  These imply the innovations are identical and independently distributed.   
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Figure15 QQ plot of CSI300 versus a standardize student t distribution 
 
 
However, it is not sufficient for the basic Garch to fit the Hang Seng index, the ARMA(3,1) which 
accommodate the mean is used to remove the autocorrelation, then the GJR-Garch (2,1) is used 
to capture the leverage effect which (2,1) stand for the depends on 2 past returns s and 1 past 
volatility. We can see the news impact curve shows the effect on volatility of positive side is not 
as significant as the volatility of negative side.  
 
Proved by the sign bias test and the Q statistic test , the ARMA-GARCH model generated  the IID 
data.  
Figure16 New Impact Curve 
 
The bootstrapping are then generate to the innovations and estimate the hybrid historical 
simulation approach value at risk. Figure 17, 18 are histograms and plots of the residual, they are 
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far more normal then the bootstrap sample of basic historical simulation in Figure 5,6 and Figure 
12,14. Hence the more precise bootstrapping results then HS and HW.  
 
Figure17 Bootstrap of HHS HSI 
 
 
34 
 
Figure18 Bootstrap HHS CSI300 
 
 
 
3.4 Extreme Value Theory  
 
There is some low frequency but high magnitude events also known as the extreme events.  The 
recent one is 2008 subprime mortgage crisis in US which resulted in credit crunch and bankruptcy 
of large financial institutions. The extreme value theory is a way to capture the behavior of 
extreme tail loss, so banks can prepare sufficient capital to overcome when the extreme events. As 
it is low probability events, there are proportionately few observations are available for 
estimations. Hence, the prediction will be unreliable especially when we want to predict the 
unprecedented financial crisis which has not happened in the historical data.  
Extreme Value theory is commonly used by hydrology  and climatology but there are still 
researches on financial area. Remarkable application in finance including Longin (1996), McNeil 
and Frey (2000) and Danielsson and de Vries (2000), Jansen et al (1994) applied EVT to study the 
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quantile estimation. McNeil (1997)¶V research on distributions on extreme tail loss and estimate 
risk measure on financial time series by using EVT. Embrechts et al (1998) the application and 
review of EVT. Muller et al (1998) and Pictet et al (1998 ) on the the comparison of EVT and 
GARCH model. Embrechts (1999,2000) and McNeil(1999)  did an overview of EVT as a risk 
measure. McNeil (2000) also did empirical study on  estimation of tail risk measures for 
heteroskedastic financial time series.  
The central limit theorems is associated with the normal distribution which are extended and 
formed EVT as it is not suitable when estimating extremes, so we need to use the extreme value 
theorems. It shows how to fit the tail observation and estimate the parameters.  McNeil (1999) 
There are two different approaches to apply EVT; Generalized extreme value distribution (GEV) 
also known as the Block Maxima (Minima) (BMM) approach and Generalized Pareto Distribution 
(GPD) also known as the Peak Over Threshold (POT) approach. Both of them ignored the 
volatility clustering of the financial return data and make the assumption of IID distribution of 
estimators. Longin (1996). 
3.4.1 Generalized Extreme Value Theory  
There is a series of return data { ݔ ?ǡݔ ?ǡ ݔ ?ǡ ǥݔ ?ሽ which are IID with a common distribution function 
CDF.    
F(x) = Prob (ݔ ?A?ݔሻ     (3.1) 
 
 According to Embrechts (2005), losses are changed to a positive number for the financial data and the 
extreme losses take place in the right tail of the loss distribution F(x). The loss distribution F(x) is unknown 
but according to the Fisher and Tippet (1928 ) theorem, a sample size n are picked from the F(x), and 
symbolize ܯ ?  as the maximum of the sample. When the sample size n is getting larger, the more 
extreme the observations ሺܯ ?). The distribution of the extremes will tend to fit the GEV distributions (H) 
with three parameters. Jenkinson (1955), Von Mises (1954): 
 ?ǡ ߤǡ ߪ =ቐ݁ݔ݌ ൤െቀ ? ൅ ߦ ? ?   ? ቁ ? ?Ȁ ?൨ ݁ݔ݌ ቂെ݁ݔ݌ ቀ ? ?   ? ቁቃ ݂݅ ߦ ്  ?ߦ ൌ  ?                    (3.2) 
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ʅŝƐƚŚĞůŽĐĂƚŝŽŶƉĂƌĂŵĞƚĞƌŵĞĂƐƵƌĞƚŚĞŵĞĂŶŽĨƚŚĞĚŝƐƚƌŝďƵƚŝŽŶŽĨĞǆƚƌĞŵĞƐ ?ߪ denotes the scale 
parameter which measure the dispersion and ߦis the shape parameters which represent the heaviness of 
the tail.  
When ߦ >0, GEV becomes the Frechet distribution. There are heavy tail such as t  Wdistribution ot Levy 
distribution. Dowd (2005) It usually fits the financial data as most of them are fat-tailed with ? ൏ ߦ ൏ ?Ǥ ? ?.   
When ߦ ൌ  ?ǡ the tail of F(x) decrease exponentially, then ? becomes the Gumbel distribution. Thin tail 
distributions including  normal or log distributions.  
When ߦ ൏  ?ǡ GEV becomes the Weibull distribuition , F(x) with tail lighter than normal which is less likely 
to happen in the study of financial data.  
 
                   Frechet : Ȱ ?(x) =൜  ?ǡݔ ൑  ?ሺെݔ ? ?ሻ ǡ ݔ ൐  ?ǡ ߙ ൐  ?                                    (3.3) 
        Weibull:Ȳ ?(x)=൜ሾെሺെݔ ? ?ሻሿ ǡ ݔ ൑  ?ǡ ߙ ൏  ? ?ǡ ݔ ൐  ?                       (3.4) 
                      Gumbel:  Ȧ(x) = exp ሺെ ? ?ሻǡ ݔ߳ߢ                                                   (3.5)  
The Block Maxima Method (BMM)  
The Block Maxima Method (BMM) divides a data set to a fixed block size( yearly , quarterly or 
monthly)  n for the F(x) with any distributions of GEV with the given ߦ. In our study, theߦ of 
HSI is 0.378 and CSI is 0.265 . Both > 0 belongs to the Frechet distributions.  
Assume the data are IID, with large enough ݊ the true distribution of  ݊ - block maximum ( ?) 
will be fitted GEV. The parameters of fitted GEV are obtained by the maximum likelihood 
estimation (MLE) and the confidence intervals are estimated by the profile likelihood estimation.  
Maximum likelihood is maximum the log likelihood function as follow, when  ߦ ്0 , : 
 ݈ሺߤ ?,ߪ ?ߦ ?ሻ ൌ െ݉ ሺߪ ?ሻ െ ቀ ? ൅  ? ? ?ቁ  ?  ቂ ? ൅ ߦ ?ቀ ? ? ?   ? ? ? ቁቃ ? ? ? ?    (3.6) െ  ? ݈݋݃ ቂ ? ൅ ߦ ?ቀ ? ? ?   ? ? ? ቁቃ ? ?഍ ? ? ? ? ?      (3.7) 
 
Given that  ? ? must satisfy  ȟܯ ? ?  - ȝı!$OWKRXJKWKHSDUDPHWHUVHVWLPDWRUVDUHUREXVW
and asymptotically normal, ZKHQȟ!-0/5, the theory of asymptotic will have potential risk of 
unaccountable when the samples size are small. Smith (1985) 
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3.4.2 Application of GEV to CSI300 and HSI 
 
Table 3 Block Maxima Method of CSI300 and HSI 
 
CSI 300 Hang Seng 
Block Sizes 20 days (monthly) 60 days  (quarterly) 
Number of blocks 127 93 
Return Value 0.0608 0.0475 
Upper Bound 0.0752 0.0557 
Lower Bound 0.0523 0.0417 
Assuming 252 trading days per year 
 
CSI300 
The block size is 20 (monthly) and the sample size used is 127. The block maxima of losses have 
been fitted to the GEV distribution (Frechet distribution) with block size of 20 days.  
The histogram (Figure 19) shows the monthly block maxima of return data is fat tailed means 
become more distinct towards the tail indicate the Frechet distribution. The line on the histogram 
shows the fitted GEV, and we can see the fitted GEV only match 2 mid-points of the bars. The 
plot (Figure 20) shows if the distribution of the block maxima is IID. In reality, it is usual to be 
non IID for financial time series data. There are two methods to deal with the non IID data.  
Exerting the Block Maxima approach is one of the simplest way, according to Dowd (2005), there 
are less clustering for maxima data than the original sample data. The larger the block size, the 
lower the probability of volatility clustering. However, there is lack of evidence to illustrate how 
long the block size should be chosen. Another way to deal with IID is applying the conditional 
EVT and will discuss later.  
The scatterplot of residuals (Figure 21) indicate the time trend of the observations which shows a 
systematic trend except the µX¶ shaped curve between 60 to 80th samples.  The QQ plot of 
residuals look linear means the Frechet distributions fitted well to those 127 block maxima. 
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     Figure19 Histogram of Block Maxima (CSI300)                   Figure 10 Sample plot of Block Maxima (CSI 300) 
 
 
 
Figure21 Scatterplot of Residuals (CSI300)           Figure 22 QQ plot of Residuals (CSI300) 
 
 
 
HSI 
There is some problem when Monthly Block Maxima of HIS fitting the Frechet distribution 
shown by (Figure26) QQ plot, so we take a larger block size. 
Set the block size to quarterly (60 days). Figure 27 shows the plot of block maxi ma, (Figure 
28)GEV residual histogram, (Figure 29)scatterplot of residuals and  (Figure 30)QQ plot of 
residual of GEV fits for the tail return of HSI.  The scatter plot (Figure 29) and QQ plot(Figure 
30) look better for quarterly than monthly of HSI . Also, (Figure27) the curve match all the mid 
points  of the histogram bars. The Figure 28 shows there are non-IID, the solution will mention in 
the section of conditional EVT approach. The plots support our choice fitting the quarterly 
maxima distribution of  Hang Seng index to  GEV distribution. 
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Figure 23 Histogram of Block Maxima (Monthly HSI)                     Figure 24 Scatterplot of Residuals (Monthly HSI) 
 
 
Figure25 Scatterplot of Residuals (Monthly HSI)                  Figure26 QQ plot of Residuals (Monthly HSI) 
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    Figure27 Histogram of BM (Quarterly HSI)                 Figure 28 Scatterplot of Residuals (Quarterly HSI) 
 
 
 
Figure29 Scatterplot of Residuals (Quarterly HSI)                      Figure30 QQ plot of Residuals (Quarterly HSI) 
 
 
 
3.4.3 Parametric maximum likelihood estimates  
 
In order to apply the extreme value analysis, the maxima likelihood estimates (MLE) is used to 
generate the parameter estimators of the data.  
Graph31 shown the one- year return level (0.069) and 95% interval estimates [0.058, 0.089] based 
on a GEV model for block maxima. Because  it is 95% confidence level with 20 trading days as 
(monthly) block maxima, we expected a loss of 0.069 would be exceeded for 5% blocks, that is 1 
out of every 12 period of 21 days length(months) .  Thus, the 12 ±month risk level for the tail of 
CSI index is 0.069 means the extreme loss of this amount are expected in market once every year .   
For HSI , we set the block size larger to generate BMM ,  we take the quarterly maxima for the 
tail of the HSI returns.(Figure 32) We got the one-year return level at 95% confidence interval at  
0.0475 with interval [ 0.0417, 0.0557 ]. Table 4 indicates that the loss is expected to be exceeded 
0.0475 at least in one quarter on average in a year. 
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Figure 31 Maximum Likelihood plot of monthly return level & at 95% confidence level CSI300 
 
Figure 32 Return level for maxima of HSI 
 
Table 4 Below shows there are three different parameters, we can see the dispersion of HSI 
(0.012)is slightly higher than the CSI (0.0107). For the tail index, it is always the case for 
financial return >0 but less that 0.35. Cotter and McKillop (2000). The maximum likelihood 
estimators are shown to be reliable and asymptotic normal withߦ ൐ െ ?Ǥ ?. Coles (2001) 
Considering ߦ ൌ0.378 and ߦ ൌ  ?Ǥ ? ? ?ǡboth of them exhibit positive 
shape parameters, thye indicate a fatter tail distribution which further verified to fit  the Frechet 
distribution and generate  VaRs at 95 % confidence levels.  
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Table 4 
Parameter  Point Estimate (CSI300) Point Estimate (HSI)  
Shape Parameter (xi) ȟ 0.26491640 0.37807880 
Scale Parameter (sigma) ı 0.01073944 0.01198859 
Location Parameter (mu) ȝ 0.02287016 0.02735936 
3.4.3 Extreme Value Theory (GPD) POT  
 
Another Extreme Value approach  is the Generalised Pareto Distributiuon (GPD) also known as 
the Peaks- over ± threshold (POT)approach. It apply EVT to the distribution of excess  negative 
returns over a threshold. It prevents to lost the useful data when choose the block maxima like 
GEV.    
The peaks over threshold or Generalized Pareto approach requires us to choose a suitable 
threshold, there is a trade off between threshold and number of exceedances. Let X be loss with 
IID function F(x), where u is the threshold value and the probability distribution of  excess 
negative returns over the u is:  
 
 
 
ܨ ?ሺݔሻ ൌ ሼܺ െ ݑ ൑ ݔȁܺ ൐ ݑሽ ൌ  ?ሺ ? ? ?ሻ  ?ሺ ?ሻ ? ? ?ሺ ?ሻ      (4.1) 
 
For x > 0, the proability that the losses exceed the threshold u by the most at x, given that X 
exceed the u.  X can be any distribution such as normal, lognormal  or t etc. Dowd (2005) 
However, when u getting larger and more significant, the Gnedenko - Pickands (1975)-Balkema-
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deHaan(1974) ( GBPdH) theory  proposed that the excess distribution of F(x) fit towards the 
generalized Pareto distribution,  
 
ܩ ?ǡ ?(x)= ቐ ? െ ሺ ? ൅ ? ? ?ሻ ? ?Ȁ ? ? െ ሺെ ? ?ሻ   if  ? ? ? ? ? ?     (4.2) 
 
For ߦ ൒  ?, x ൒0  and ߦ ൏  ?[ ? ? ?  .  ߦis the shape parameter and ߚis the scale parameter. 
According to GBPdH, if the threshold is high enough , the distribution of excess loss will have the 
form of GPD no matter what the losses distribution initially are. It is important to be high enough 
to fit the theorm of GPD approach (the data of extreme event) and low enough to generate 
adequate  number of observations to be unbiased. The distribution of the excess losses may be 
estimated by GPD by picking  ߦand taking the threshold u which is high enough.  However, the 
best method should be used to estimate threshold are still vague.  
 
When ߦ ൐  ?ǡ  Pareto 
distribution. It is usual for financial time series data which exhibit heavy tail. Considering the 
study of Gencay et al (2001), the security or foreign exchange return usually has the parameter ߦ< 
0.5.  
The maximum likelihood method is used to estimate parameters provided that ߦ ൐ െ ?Ǥ ?is 
required to generate asymptotically normal and consistent parameters estimators. Furthermore, the 
standard errors and confidence intervals of the parameters can be generated.  
Value at risk can be generate by the equation below, where ߙis the confidence level, 
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                            ܸܴܽ ൌ ݑ ൅  ? ?{[  ? ? ?ሺ ? െ ߙሻሿ ? ?-1}    (4.3) 
 
 
3.4.4 Application GPD of CSI and HIS  
Threshold  
 
The mean excess plot is used to ensure the threshold is neither too high to get a large variance of 
the parameter estimates nor too low to be biased. The upward slopping linear represent ߦ >0 for 
GPD, horizontal linear means ߦ=0 and the downward slopping represent ߦ ൏  ?. 
Figure 33 and 35  shows the sample mean excess plot of data CSI300 and HSI return data with 
thresholds the u= 0.025  and u = 0.03 respectively. The upwards slopping linear trend indicate ߦ ൐  ?. Hence confirm the choice of u.  
It is complicated to find the thresholds of the GPD for  long back test by examine the fitted model 
of every particular day which for 1000 VaR estimators, also  the graphical diagnose (meplot ) are 
so subjective  so we use the rule of thumb to set a constant k ( number of exceedances) suggested 
by C. Scarrott & A. MacDonald (2012) . Including k =  ?݊  (Ferreira et al 2003),  k=  ? ? ? ? ? ?ሾ ? ? ?ሺ ?ሻሻሿ by 
Loretan &Phillips (1994) supported by Omran &McKenzie(1999).However, it is commonly and 
simple to use the 10% of the observations in practice. Dumouchel(1983) . We choose the rule of 
10% of the length of the observation for all our backtest of GPD approach for VaR. McNeil and 
Frey (2000) Using threshold = 2.5% of the ranked sample for GPD. Gencay &Selcuk (2004) 
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The maximum likelihood estimation of the ߦwill be affected by setting the threshold u. To ensure 
the consistency and reliability of parameter estimators, the plots (Figure 34) with VaR at 95% 
confidence level against the threshold, exceedances and ߦare shown below. The dotted lines are 
varies parameter estimators at 95% confidence intervals.  Either  threshold =0.025 or 0.0226  look 
adequate for CSI. However, Figure 36 shows u=0.03 (3.5% of observations) is a more 
appropriated threshold for HSI than u= 0.0175 (10% of observations). There are 556 exceedances 
for u=0.0175 and 194 exceedances for u=0.03. The thresholds need to be large enough so only the 
tail of the distribution can be examined.  
 
 
 
 
           Figure33 ME plot (CSI300)                                                Figure 34 Estimate for shape parameter (CSI300) 
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Figure 35 ME plot (HSI)                                                   Figure 36 Estimate for shape parameter (HSI) 
 
 
 
 
Table 5 Parameter estimates of CSI300 and HSI 
CSI 300  Estimate S.E Threshold Exceedances 
ȟ 0.0226 0.0787 0.0345 253 
ȕ 0.01388 0.00138 - - 
Conditional  
CSI 300  
    
ȟ 0.0024269 0.068300 0.015 253 
ȕ 0.0074750 0.000656 - - 
Hang Seng  
    
ȟ 0.12127 0.045743 0.0175 556 
ȕ 0.011499 0.000700   
Conditional  
HS  
    
ȟ 0.0975 0.03955 0.01448 556 
ȕ 0.00678 0.000369 - - 
(10% Data discarded) Simple fixed quantile rules. Dumouchel ( 1983) 
 
The shape parameters ȟof CSI is -0.1087. The parameters are asymptotically normal and 
consistent when it is > -0.5, so the ȟ of CSI is still considered as well behaved even there is a 
negative number of CSI.  Dowd (2005) Larger the shape parameter means the heavier the tail of 
the distribution. It could be interpreted as more experiences of severe crashes.  
The histogram (Figure 37) shows the distribution of exceedances with fitted line of GPD 
distribution, the curve fits some midpoints of the histogram bars. The plot ( Figure 38) shows if 
the distribution of the exceedances are IID. 
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Figure39 is the excess distribution; Figure 40 shows the tail of underlying distribution. Figure 41 
is the scatteplot of residual and Figure 42 is the QQ plot of residual. We can confirm that the 
estimated model fit both the CSI and HSI excess loss distributions. 
 
Figure 5 shows the Confidence interval [0.0283, 0.0299]  of CSI VaR  (0.029)  which is useful  in 
risk valuation in risk management.  
 
 Figure 11 is the plot of VaR 95 % estimates against threshold and exceedances of HSI. This 
graph shows that the VaR has no distinct upper and lower bounds when  the threshold is 0.03 or 
0.0175. The plot confirm the choice of 0.03 was a sensible one.  
 
Figure 37 Histogram of Exceedances (CSI300)                           Figure 38 Plot of Exceedances (CSI300) 
 
 
 
                        Figure39 Excess Distribution(CSI 300)                    Figure 40 Tail of Underlying Distribution (CSI300) 
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Figure41 Scatter Plot of Residuals (CSI300)             Figure 42 QQ plot of Residuals(CSI300) 
 
 
 
Figure 43 Tail Plot of CSI300 with VaR AND 95% CI 
  
 
 
                      Figure 44 Histogram of Exceedances (HSI)                          Figure 45 Plot of Exceedances (HSI) 
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Figure 46 Scatter Plot of Residuals (HSI)                            Figure 47 QQ plot of Residuals(HSI) 
 
                  Figure 48 Excess Distribution(HSI)                  Figure 49 Tail of Underlying Distribution(HSI) 
 
 
 
Figure 50 The plot of VaR 95 % estimates against threshold and exceedances HSI 
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3.4.6 Conditional Extreme Value Theory   
 
EVT is used to examine the tail estimate of financial return series .It has been applied by McNeil 
(1997), Daniel et al (1998) etc.   
There are some limitations of Extreme Value Thoery. Firstly, it is problematic to set the threshold 
for GPD. Secondly, the assumption of IID is required for both GPD and GEV which is rare in the 
real financial time series data. There is evidence that data with time dependency resulted in poor 
estimations. Dowd (2005)  
Supported by Pagan (1996) and Frey (1997), the characteristics of conditional heteroskedasticity 
of the financial time series data are neglected by the basic extreme value theory. A more 
sophisticated approach is proposed by McNeil &Frey, which is improving the EVT by taking the 
stochastic volatility (i.e. volatility clustering and autocorrelation) into account.  The GARCH 
volatility forecasting approach is added into the EVT approach. They found the conditional EVT 
has successfully reflect the two characteristics including stochastic volatility and  heavy-tailed of 
most financial return data and hence perform better than other VaR approaches.  
Process to generate value at risk estimates using conditional EVT:   
1) Fit a GARCH-type model to the data by using the quasi-maximum likelihood which is the 
maximum log-likelihood with normal innovations assumption.The residuals should then 
become iid. 
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2) EVT is then apply to the standardized residuals generated from step 1 , then VaR estimates 
are obtained by considering both dynamic structure and the white nose process . (McNeil 
& Frey 2000)  
 
Assume the volatility stochastic of the log returns can be exhibited by  
 ݎ ?ൌ ߤ ?+ߪ ?ܼ ?      (5.1) 
 ݓ݅ݐ݄ߤ ?denotes the conditional mean ߶ ?+ ? ߶ ? ? ? ?ݎ ? ? ?, where ݎ ? ? ? means the lagged returns. 
 ߪ ?indicates the conditional standard deviation generated by the mean-adjusted series ߝ ?=ݎ ?-ߤ ? of GARCH model.  
 
Then maximum the log likelihood function with the assumption of the normal innovations. 
The parameters estimates are then generated and the one step forecast for the volatility is 
as follow  
 
             ߪො ? ? ? ?=ߪො ?+ ? ߙො ? ? ? ?ߝ ? ? ? ? ? ? + ? ߚ ?෡ ? ? ? ? ? ߪො ? ? ? ? ? ?   (5.2) 
 
 
Where ߝ ?=ݎ ?-ߤ ?. The one step ahead VaR estimates by dynamic EVT  is  
 ܸܴܽ ?ൌ ߤƸ+ߪො ? ? ?ܸܴܽሺܼሻ ?     (5.3) 
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ݓ݄݄݅ܿ             
ܸܴܽሺܼሻ ? ൌ ݑ ൅  ? ?{[  ? ? ?ሺ ? െ ߙሻሿ ? ?-1}.    (5.4) 
 
Figure 51, 52 show the distribution after volatility adjustment which looks closer to IID than the 
unconditional EVT distributions. It will be more significant for GPD to apply GARCH than GEV. 
As the block maxima approach is one of the methods to deal with IID data so it is less demanding 
for GEV to turn data to be IID.  
Although the problem of choosing threshold for GPD, the conditional GPD is proved to be more 
accurate than the conditional GEV to predict the quantile of extreme losses.  Ghorbel & Trabelsi 
(2007)  
Figure51Distribution of Block Maxima after VA (HSI) 
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Figure52 Distribution of Block Maxima after VA (CSI300) 
 
Although the conditional EVT improve the basic EVT, there are still some problems unsolved. 
Firstly is the threshold for GPD  is still problematic, in order to solve this Chou (2006) suggested 
to use GEV distribution.  Secondly, GARCH is a symmetric model. The asymmetric conditional 
autoregression range model (ACARR) works better than the simple GARCH model in forecasting 
volatility, asymmetric GJR-GARCH model or ACCARR consider the upward and downward 
movement of the return differently. Asymmetric are common for financial return series, so this 
issue can be investigated as further research.  
 
Figure 53 Excess Distributions (CGPD CSI300)              Figure54 Tail of Underlying Distribution (CGPD CSI300) 
 
                      
 
54 
 
                     Figure 55 Scatter Plot of Residuals (CGPD CSI300)                 Figure 56 QQ plot of Residuals(CGPD CSI300) 
                         
 
Figure 57 Estimate for shape parameter (CGPD CSI300) 
 
Figure 58  The plot of VaR 95 % estimates against threshold and exceedances(CGPD CSI300) 
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                                    Figure 59 Excess Distributions (CGPD HSI)                                  Figure 60 Tail of Underlying Distribution (CGPD HSI) 
                             
 
Figure 61 Scatter Plot of Residuals (CGPD HSI)                 Figure 62 QQ plot of Residuals(CGPD HSI) 
 
Figure 63 Estimate for shape parameter (CGPD HSI) 
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Figure 64  VaR 95 % estimates against threshold and exceedances(CGPD HSI) 
 
 
 
3.5 Discussion of the one day VaR estimations :  
Table 6 VaR estimations on 28th June 2012 
 
 
Our data started from 1
st
 April, 2002 to 27th June, 2012   for CSI started from  2
nd
 January, 1990   
to 27
th 
June, 2012   for HSI. In the first part of our research, we forecasted the VaR estimations 
for both indexes using different methods including Historical simulation, Hull White , GEV EVT,  
EVT GPD , Conditional GEV , Conditional GPD and hyper historical simulations on the 28 th June, 
2012. Show in Table 6. 
 HSI  CSI300 
Historical Simulation  VaR 0.0259191                                                                                                                    0.02841061
Hull-White Historical Simulation  VaR 0.0198710 0.01992467 
Extreme Value Theory (GEV) VaR 0.0223197 0.00700673 
Extreme Value Theory (GPD) VaR 0.02583196 0.02903678 
Conditional Extreme Value Theory(GEV) VaR 0.01819779 0.00692931 
Conditional Extreme Value Theory (GPD) VaR 0.01935023 0.02917147 
Hybird Historical Simulation VaR 0.01787217 0.01844941 
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It provides an idea of different approaches for VaR that we are going to compare and verified by 
back testing later. Our empirical results are consistent with Aussenegg and Miazhynskaia(2006) 
)which suggested the volatility adjusted historical simulation has a smaller VaR estimates than 
the historical simulation . We got the lower Hull-white VaR for both CSI and HSI also a lower 
conditional EVT VaR then unconditional EVT VaR except the GPD of CSI300.  
There are lower uncertainties for conditional approach than unconditional approach when there 
is volatility clustering, for example the Hull White approach exposure to less VaR uncertainty and 
hence looks work better than the typical historical simulation approach.  
Also the model with volatility adjustment is supposed to react stronger to volatility changes. 
According to paper of Aussenegg and Miazhynskaia(2006), the uncertainty in 95% VaR estimate 
by non parametric model is much lower than the parametric  model. It is difficult to test the 
accuracy of VaR by using only one day ahead of VaR forecast for each approach.  So backtest is 
used to test if the models are comparable and reliable.  
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4 Backtest  
 4.1Introduction of Backtest   
As there are lots of assumption and shortcoming of VaRs, the process to evaluate the accuracy of 
the estimations is a necessity. Blanco and Oks (2004) Backtest is the most common method used 
by researchers to ensure the quality of the VaR models.  Basel amendment in 1996 agree s 
financial institution to choose their internal model for VaR to estimate the market risk  and 
obtain the capital requirement. To ensure sufficient capital for reserve, quarterly back testing is 
required for ĂƚůĞĂƐƚŽŶĞǇĞĂƌ ? “ĂƐĞů//ĂŶŶŽƵŶĐĞĚƚŚĞƐƵƉĞƌǀŝƐŽƌǇƌĞǀŝĞǁĨŽƌƌŝƐŬĐapital and 
intĞƌŶĂůĐŽŶƚƌŽů ? “Basel Committee (2004) 
If the portfolio has more violations than the expected number; the pricing model of the 
instrument, volatility clustering method, VaR model , number of simulations and  state of the 
economy etc.  are needed to take into account which enable to indicate the causes of breach. JP 
morgan(1996)  The framework of backtest is described as the  graph below, 
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Figure 65 Back test Framework 
 
 
We can evaluate the models of VaR by changing other variables, including confidence 
level, period of time, data (market index) and even backtest procedure.  
Suggest to test the alternative i) confidence level, a model has a good performance at a 
certain confidence level, ĚŽĞƐŶ ?ƚŵĞĂŶƚŚĞmodel work well in other confidence level. For 
example the Extreme Value model works well at very high confidence levels, but there is 
no proof to have good performance at a lower confidence level. Dowd (2005) ii) Data 
(Position)  is the Hang Seng index and CSI index in our case, back test on those indexes is 
used as a benchmarks which use for comparison or evaluation. It can used to see if the 
model works on particular market index. (Emerging and Developed economies) iii)  
Market condition also known as the horizon or period here, we need to see if the model 
performance depends on the time period (such as during crisis having high volatility 
Result 
of 
backtest 
Model   
 ?Historical Simulation  
 ?Hull White  
 ?Extreme Value Theory  
 ?Dynamic Extreme Value 
Theory  
 ?Hybird Historical 
Simulation 
Confidence Level 
 ?95% 
Data (Position) 
 ?Hang Seng Index  
 ?CSi 300  
Market Condition 
 ?Before Crisis  
 ?Asian Financial  Crisis  
 ?Between Crisis 
 ?Global Financial Crisis  
 ?After Crisis  
Backtest Procedure 
 ?Kupiec Test  
 ?Kupiec Test ( Two sided) 
 ?Christoffersen UC  
 ?Christoffersen IND 
 ?Christoffersen CC  
 ?Blanco and Ihle Test  
 ?Violation Ratio 
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market condition)  iv) The back test procedure also includes the rolling windows.  Figure 
above .  
 
After the large number of VaR estimates at one day ahead horizon and 95 % confidence level are 
calculated, we will verify the result using the following backtests: Kupiec , Christoffersen 
Unconditional Coverage ( UC) and Independence (IND) Coverage form the Conditional Coverage ( 
CC) test and the Blanco and Ihle Test.  
We want to compare the simulation methods we mentioned above and compare them by 
applying the CSI 300 and Hang Seng index. Before using the formal test, we can use the violation 
ration and graphical method to analysis the prediction of VaR of various models.  
4.2 Data and Methodology for back testing  
 
The length of the data used for backtesting determined by the number of errors calculated by 
particular VaR approach. We assume there are 250 trading days each year. The estimation 
window also known as the rolling window, it is the sample sizes used to forecast risk and the 
testing window is the period which the risk is forecasted. Different models need different 
number of observation. Historical simulation need at least 300 days for 1%VaR. Danielsson, J 
(2000) Most of the researches use 250 and 500 for historical simulation model. Christoffersen 
and pelletier2004  ,Berkowitz et al (2005) or Hass(2005).Yet evidence from Perignon and Smith 
(2008) experiment the unconditional coverage test lack power to reject the HS model when the 
number of observation are too  small  relative to the sample observation. We use both 250 and 
500 for HS  to see if our results are consistent.  Suggested by Zikovic ( 2007) the historical 
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t=1 
t=1 
t=2 
t=3 
t=T Full sample data 
1
st
 rolling window  
2
nd
 rolling window  
3
nd
 rolling window  
Last rolling window  
t= rw 
t= rw+1  
t= rw+2 
t= T-1 t= T- rw 
simulation model with long rolling windows perform much better than the short rolling 
windows.  
We use 1000 for Extreme Value Theory and the conditional EVT, which is common for most of 
the study. The large sample size can guarantee there are enough data after the extremes are 
extracted.    
The observation period of hybrid historical simulation mode should be at least 3 years to ensure 
sufficient extremes data. Zikovic (2007) So we use both 1000 (4 years) and 1500(5 years) rolling 
windows for HHS.   
The VaR for backtest is calculating as follows, T is the whole sample size, rw  is the rolling 
window , for example rw is  one year (250 trading days  ) for HS 250 ,  then the VaR ( rw+1) is the 
value at risk on the 3/1/1991 ( 251
st
 day)  for Hang Seng Index. Then 5314 VaR estimates are 
generated by using 250 rolling windows within the entire sample size of 5561.  
 
|-------------------------------------------------------------------------------------------------------------------------| 
|--------------------------------------------------------------------------|   VaR (rw +1) 
         |---------------------------------------------------------------------------|  VaR (rw +2) 
                 |----------------------------------------------------------------------------------|  VaR (rw +3) 
                                                                                 : 
    VaR(T)                                                                |-----------------------------------------------------------------|  
Figure 66 Graph of the backtest procedure  
 ǯǡȋȌ
separated into 5 different periods for Hang Seng Index. The phrase 1 is the period before the 
Asian Financial Crisis, phrase 2 is the during the Asian Financial Crisis , phrase 3 is the 
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period after the Asian Financial Crisis and before the Global Financial Crisis , phrase 4 is 
during the Global Financial Crisis and the last period is after the Global Financial Crisis. The 
date and sample sizes are shown in the table below:           
Table 7 shows five different period as following;   
Table 7 Table of different phrases for backtest 
Phase  Period  Date  Sample Size HS  Sample Size 
CSI  
 All  Whole period  5561  2535  
1 Pre Crisis  Before 1997-07-02  1611 - 
2 First Crisis ( Asian 
Financial Crisis)  
1997-07-02 to 
1999-02-01  
391 - 
3 Between Crisis  1999-02-01 to 
2007-08-09 
2104 1098 
4 Second Crisis ( Global 
Financial Crisis)  
2007-08-09 to 
2009-08-03 
487 485 
5 After Crisis ( Global 
Financial Crisis) 
After 2009-08-03  721 704 
 
 
4.3 Finding and Backtest Results 
4.3.1The violation ratio  
The violation ratio is the ratio of actual losses exceed VaR forecast. As we have 5% VaR which 
may not require large sample size as 1 % VaR. The higher the confidence level of VaR , the larger 
the sample size which make the it more reliable.  
When  the violation ratio smaller  than the expected one ( determined by our confidence level ), 
there is an overestimates  of the risk . The value at risk is usually  used for forecasting returns 
and  make decision on the amount of  capital reserve which are sufficient to pay for excessive 
losses . So the smaller violation ratio is a conservative approach which is  desirable for regulatory 
purpose. But in order to save the cost of capital, banks may prefer a larger violation ratio which 
lower the cost of capital requirement also fulfil the regulatory requirement.  
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The violation ratio is :  
                 ܸܴ ൌ ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?     (6.1) 
The simple and useful rule of thumb is used to evaluate the violation ratio:  
sZ ? ? ? ? ? ? ? ? ? ?ŝƐĂŐŽŽĚƉƌĞĚŝĐƚŝon and if VR <0.5 or >1.5 which means the model is invalid.  The 
range contracted when the testing window length is increasing. Jon Danielsson(2011) 
If VR is >1 , the VaR model underestimates risk and if <1 , the VaR overestimates the risk. Gencay 
and Selcuk (2004)  
In practice, it is hardly to tell whether underestimate or overestimate is preferred as it depends 
on whether the viewers preferred to have lower capital requirement to lower cost or more 
capital allocation to more secure. A model with a VR  close to expected VR is a better model i.e. 
the better the model , the closer VR  to 1 .  
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Table 8 Summary of  Violation Ratio of HSI 
 
 
 
 
Hang 
Seng  
 HS250 HS500 HW500 EVTGPD EVTGEV CGPD CGEV HHS1000 HHS1500 
All 
Sample 
observed 
violation  
285.00 276.00 257.00 248.00 394.00 248.00 267.00 409.00 273.00 
  expected 
violation  
265.55 253.05 253.05 228.05 228.05 228.05 228.05 202.80 202.80 
  Violation ratio 1.07 1.09 1.02 1.09 1.73 1.09 1.17 2.02 1.35 
  Acceptance  U  U  U  U  U  U  U  U  U  
    good  good  good  good  invalid  good  good  invalid  moderate 
Phrase 
1  
observed 
violation  
89.00 73.00 78.00 46.00 68.00 52.00 57.00 64.00 19.00 
  expected 
violation  
80.55 68.05 68.05 43.05 43.05 43.05 43.05 43.05 18.05 
  Violation ratio 1.10 1.07 1.15 1.07 1.58 1.21 1.32 1.49 1.05 
  Acceptance  U  U  U  U  U  U  U  U  U  
    good  good  good  good  invalid  good  moderate  moderate  good  
Phrase 
2  
observed 
violation  
33.00 45.00 30.00 59.00 83.00 35.00 39.00 64.00 40.00 
  expected 
violation  
19.55 19.55 19.55 19.55 19.55 19.55 19.55 19.55 19.55 
  Violation ratio 1.69 2.30 1.53 3.02 4.25 1.79 1.99 3.27 2.05 
  Acceptance  U  U  U  U  U  U  U  U  U  
    invalid  invalid  invalid  invalid  invalid  invalid  invalid  invalid  invalid 
Phrase 
3  
observed 
violation  
96.00 77.00 86.00 53.00 92.00 99.00 105.00 142.00 118.00 
  expected 
violation  
105.20 105.20 105.20 105.25 105.20 105.20 105.20 104.95 104.95 
  Violation ratio 0.91 0.73 0.82 0.50 0.87 0.94 1.00 1.35 1.12 
  Acceptance  O O O O O O O U  U  
    good  moderate  good  moderate  good  good  good  invalid  good  
Phrase 
4  
observed 
violation  
37.00 57.00 27.00 78.00 122.00 26.00 29.00 124.00 36.00 
  expected 
violation  
24.35 24.35 24.35 24.35 24.35 24.35 24.35 24.35 24.35 
  Violation ratio 1.52 2.34 1.11 3.20 5.01 1.07 1.19 5.09 1.48 
  Acceptance  U  U  U  U  U  U  U  U  U  
    invalid  invalid  good  invalid  invalid  good  good  invalid  moderate 
Phrase 
5 
observed 
violation  
30.00 24.00 36.00 12.00 29.00 36.00 37.00 15.00 60.00 
  expected 
violation  
36.05 36.05 36.05 36.05 36.05 36.05 36.05 11.05 36.05 
  Violation ratio 0.83 0.67 1.00 0.33 0.80 1.00 1.03 1.36 1.66 
  Acceptance  O O O O O O U  U  U  
    good  moderate  good  invalid  good  invalid  good  moderate  invalid 
65 
 
They evaluate both the least underestimate and least overestimate model. However, from table 
8 the result of all samples is consistent with Jon Danielsson (2011) the VaRs for all approach are 
underestimated.  HW 500 is the best in the whole period and followed by Conditional GPD.  
Most of the models are indicated as good prediction, only EVT GEV and HHS 1000 are invalid and 
HHS 1500 is moderate. The violation ratios can be shown by plots below, the line means there 
are violations at that time.  Therefore the period with high density indicate relatively more 
violations at that period of time. 
Phrase 1 is the before crisis period, we can see only the GEV of EVT is invalid .CGEV and HHS 
1000 are moderate and all the others are good predictions. Phrase 2 is during the Asian financial 
crisis, we can see none of the models work well and they are all underestimated. HW 500 is the 
best which has the least underestimations.   
Phrase 3 is the period of recovery after crisis and before the 2
nd
 crisis, not surprisingly, the HHS 
1000 is failed and all the others are in good prediction except HS 500 and GPD. Besides, all the 
models overestimated the risk except HHS 1000 and HHS 1500 which match the results of Zikovic 
, Aktan ( 2009)that HHS models truly underestimate the actual risk.  
Phrase 4 is the period of time having the Global Financial Crisis, which is supposed to be high 
volatility and is an important period in our study. Again all of them have underestimated the risk 
, however, much better performance than the 1
st
 crisis . HW 500, Conditional GPD, Conditional 
GEV is in good performance. HHS 1500 is moderate level which is better than all the others.  
Phrase 5 is position of after 2
nd
 crisis , we can see the results are  not consistent with the above 
period ;  GPD , CGPD and HHS 1500 are invalid and good prediction for HS 250 , HW500 , GEV 
and CGEV.   Only CGPD and HHS are underestimated and all the others are overestimated.   
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In summary, we can see the HW 500 is the best model for all samples, period of Aisan Financial 
crisis (Phrase2 )  and after the GFC(Phrase 5) .  Except the Phrase 2, the performances are good 
when under the evaluation of violation ratio. Conditional GPD is also a good model except the 
phrase 2 and phrase 5 . It has the same VAR as HW 500 after the GFC and the least 
underestimation during the GFC. Furthermore, Jon Danielsson (2011) proposes the mean of 
volatility or risk forecast by the lower standard deviation the better the model. 
Conditional GEV has the least over prediction and least under prediction during phrase 3 and 
phrase 5 respectively, CGEV may perform better during the recovery period.  On the other hand, 
HHS has the least under prediction and least over prediction respectively which are the before 
crisis period.    
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Table 9  Summary of Violation Ratio of CSI 
CSI     HS250 HS500 HW500 EVTGPD EVTGEV CGPD CGEV HHS1000 HHS1500 
All 
Sample 
observed 
violation  
123 122 104 105 133 84 82 184 136 
  expected 
violation  
114.25 101.75 101.75 76.75 76.75 76.75 76.75 51.50 51.50 
  Violation 
ratio 
1.08 1.20 1.02 1.37 1.73 1.09 1.07 3.57 2.64 
  Acceptance  U U U U U U U U U 
    Good  Good  Good  Moderate  Invalid  Good  Good  Invalid  Invalid  
Phrase 
3  
observed 
violation  
66.00 64.00 48.00 32.00 33.00 23.00 20.00 43.00 - 
  expected 
violation  
54.90 42.40 42.40 17.40 17.40 17.40 17.40 17.40 - 
  Violation 
ratio 
1.20 1.51 1.13 1.84 1.90 1.32 1.15 2.47 - 
  Acceptance  U U U U U U U U - 
    Moderate  Invalid  Good  Invalid  Invalid  Moderate  Moderate  Invalid  - 
Phrase 
4  
observed 
violation  
25.00 36.00 25.00 63.00 80.00 30.00 30.00 106.00 46.00 
  expected 
violation  
24.25 24.25 24.25 24.25 24.25 24.25 24.25 24.05 16.60 
  Violation 
ratio 
1.03 1.48 1.03 2.60 3.30 1.24 1.24 4.41 2.77 
  Acceptance  U U U U U U U U U 
    Good  Moderate  Good  Invalid  Invalid  Moderate  Moderate  Invalid  Invalid  
Phrase 
5 
observed 
violation  
32.00 22.00 31.00 10.00 35.00 20.00 32.00 35.00 91.00 
  expected 
violation  
35.20 35.20 35.20 35.20 10.15 35.20 35.20 10.15 34.95 
  Violation 
ratio 
0.91 0.63 0.88 0.28 3.45 0.57 0.91 3.45 2.60 
  Acceptance  O O O O U O O U U 
    Good  Moderate  Good  Invalid  Invalid  Moderate  Good  Invalid  Invalid  
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 For China Securities Index (Table 9), we can see all models are underestimated in the entire 
sample period. HS, HW and CEVT all pass the violation test. HHS and EVTGEV are invalid.  
There are only 3 phrase for CSI due to the limited data can be found, so the period only across 
the Global Financial Crisis.  
Phrase 3 is the period before the financial crisis , only HW 500 has a good prediction , moderate 
for HS250, CGPD and CGEV  .  Phrase 4 during the crisis , similar result as Hong Kong stock 
market , HW method give violation ratio that is statistically accurate at 95% confidence level 
which is the best model at that period then followed by HS250 which inconsistent with Hang 
Seng index,  acceptable result for  CEVT. 
Phrase 5 estimate risk during the recovery period, similar results good performance by HS, HW  
and CEVT.  Results by Ghorbel , Trabelsi, conditional GEV  is the best model to predict risk at 95% 
level.   
For the CSI data, we can see the unconditional EVT and HHS are invalid which inconsistent with 
the result of Hang Seng that HHS predict better after crisis. However,  the conditional GEV still 
work well in phrase 5 which is the after crisis period with a least overestimate and HHS still with 
a least underestimate.  
HW 500 is the best model for CSI so far during every period followed by HS 250 and CGEV.  
Although the EVT approach can capture the risk of extreme markets, the unconditional EVT 
model estimate high cost in capital requirement.  
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4.3.2 Graphical analysis  
4.3.2 (i) The violation graph 
The violation graphs indicate the distribution of violations of different approaches. If the VaR 
violation happens and the likelihood to have an exceedance on one day ahead is high which 
occur the violation clustering which means the model is not able to update the VaR number as 
fast as the market volailtity increase.   
 The main features worth to mention is the violation graphs of unconditional EVT models have 
distinct high density of violations during the extreme events which cause by the stable prediction 
of VaRs corresponding to the high variation of the actual data during the crisis period. Analogous 
to study of McNeil and Frey (1998), the unconditional EVT tends to have violated several times in 
a row in period of extreme events as failure to react quickly enough to the changing volatility. 
 
For CSI, most of the violations are concentrated in the first half of the horizon and all the others 
models of both indexes are evenly distributed during the whole sample period. It is difficult to 
compare the performances of varies models through the graphs. Besides the violation ratio plot, 
the graphical method also include the plot of the VaR and the actual return of the prediction 
period, we can have a glace of the performances of different VaR models. Formal tests are used 
later for more precise evaluation.  The following are Violation Graphs: 
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HS500 HSI 
HW 500 HSI 
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4.3.2 (ii) The graph of estimarted VaRs with varies models and real 
returns for visual analysis.  
Figures below give the illustration of  95%VaR estimates of HANG SENG from the Historical 
Simulation Methods corresponding to the actual historical losses . The graph shows the VaR 
estimated by unconditional models are less fluctuated than the conditional models. The 
conditional models respond better to the volatility change or returns.   The VaRs estimated 
 
GEV HSI GEV CSI 
CGEV HSI CGEV CSI 
HHS HSI HHS CSI 
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by Hull-White, Conditional EVT, and HHS for both HSI and CSI are graphically same which 
closely follow the trend of the actual returns.  
For HSI, during the 1997 Asian financial crisis, all the conditional approaches can capture the 
extreme events and they predict the extreme risk better in the extreme market conditions.   
However, during the Global financial crisis in 2008, all the conditional approach 
overestimated the VaRs which is conservative enough for setting the capital requirement.  
From the visual presentation by graphs below, the VaR estimated by unconditional models 
react slowly to altering real markets. Thus the unconditional EVT are higher and more stable 
than the conditional EVT. Hence, less volatile then the conditional EVT which react faster to 
the changing volatility of market. Therefore, Conditional EVT, HW and HHS are very volatile 
compare to all the other unconditional models which consistent with Gencay et al (2003) 
suggested that VaRs with GARCH models are more fluctuated but not significantly more 
precise when compare to other models.   
Conditional model forecast the volatility by an exponential function with a decreasing 
weight on the earlier data so the performance depends on the newest data which added to 
the sample Lessen the volatility clustering the VaR then tends of increase when there is an 
increasing volatility and tends to fall when there is a decreasing in volatility. The conditional 
approach related more closely to the actual loss then unconditional. Therefore the 
conditional EVT and unconditional EVT  approach are suitable for prediction of the one-day 
ahead risk and long run prediction of extreme losses respectively.  
From the figures we can see the HHS 1500 is the best model to fit HSI. HS 500 and HHS 1500 
work much better than HS 250 and HHS 1000, the larger the rolling windows the better the 
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results which consistent with Zidvoic (2007) the rolling windows of should be at least 3 years 
for HHS and 300 for HS to be robust. The VaRs estimated by model HHS1500 shows the 
trend of the actual observations clearly but the VaR result shift to left which means the 
period of extreme event and the prediction are not matched.   
For CSI, the figures illustrate no model overestimate the extreme loss for CSI, even the 
conservative model  W Hull White for HSI.  It may due to the lack of extreme data from 
historical observations before the Global Financial Crisis, unlike Hang Seng index data are 
available for  1
st
 crisis in 1997. Similar results as HSI, the Hull-White and conditional EVT 
works better than other approaches.   
   
The HHS for CSI can capture some extreme losses however, there are some negative value 
at risk which mean the maximum potential loss is a gain which may show the HHS model are 
ŶŽƚŵĂƚƵƌĞĞŶŽƵŐŚƚŽǁŽƌŬǁĞůůĨŽƌĂůůŝŶĚĞǆ ?dŚĞŚŝŶĂ ?ƐƐƚŽĐŬŵĂƌŬĞƚƐƐƚĂƌƚƚŽĚĞǀĞůŽƉŝŶ
2005 and the CSI300 are officially started in 2005 ( CSI300 from 2002 to 2005 are published 
in Bloomberg Terminal)  before that most of the listed company shares are no tradable 
which  may affect the performance of the model forecast.  
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4.3.3 Average VaR  
Zikvoic (2009) found it is meaningful to evaluate the average of VaR estimates for the model 
which pass the Basel II requirement including the Kupiec test and independent test at 5 % 
significant level. He found HHS has lowest mean of VaR and HS 500 is the model with 2
nd  
 
lowest average VaR  and the highest is EVT model for emerging markets including Hang 
Seng. The lower the average or VaR means lower the capital requirement.  
The HHS yielded the smallest VaRs for CSI followed by HS 500 which has same results of 
Zikvoic ‘ƐĨŝŶĚŝŶŐŽŶemerging markets. HSI has the smallest VaRs estimates by unconditional 
EVT followed by HHS and HS500. It may due to the missing out of important data during the 
process of block maxima approach.   
Similar results as McNeil Frey 2000 lower VaR estimates by conditional GPD than 
unconditional GPD that means much closer to the VaR estimated by HHS. It also implies the 
better performance of the conditional GPD.  
 
 
 
Mean of  VaR   HSI  CSI300 
Historical Simulation  VaR250 0.02456166 0.02816101 
Hull-White Historical Simulation  VaR250 0.02480401 0.02816101 
Historical Simulation  VaR500 0.02537268 0.03006704 
Hull-White Historical Simulation  VaR500 0.02540826 0.03089827 
Extreme Value Theory (GEV) VaR 1000 0.02020185 0.02755027 
Extreme Value Theory (GPD) VaR1000 0.02648551 0.03307767 
Conditional Extreme Value Theory(GEV) VaR 1000  0.02506932 0.03288338 
Conditional Extreme Value Theory (GPD) VaR 1000 0.02614348 0.03304366 
Hybird Historical Simulation VaR1000 0.02374615 0.01748303 
Hybird Historical Simulation VaR 1500 0.02374615 0.01748303 
Mean of Actual Return  0.000344 0.000245 
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 Both indexes have the largest VaRs by GPD, according to Zikvoic  EVT is a conservative 
model, which require more capital reserve which higher the opportunity cost to hold capital 
for banks consistency. In addition,  EVT is more appropriated for long run prediction of the 
maximum potential losses than as a regular everyday tool  to estimate risk.( Bekiros and 
Georgoutsos 2008)  
4.4 Formal back test  
4.4.1 Kupeic Test 
Firstly, we employed the basic frequency test also named the Kupeic Test (1995) which is  
suggested by the Basel regulation authority.  
Kupeic Test with 95 % confidence interval and 99 % for two sided  W test.  
The test is to see if the frequency of tail losses forecasted by the model is significant to the 
frequency of the tail losses of the observed historical returns.  
The null hypothesis is the prediction of the model is consistent with the real return and the 
number of quantile losses follow the binomial distribution .The alternative hypothesis is the 
not.  
H0 :The model is good  
 
The probability of x  quantile loss is :  
 
 ሺݔȁ݊ǡ ݌ሻ ൌ ൫ ? ?൯݌ ?ሺ ? െ ݌ሻ ? ? ?                                                                                 (7.1)  
 
p is 1  W confidence level , n is the sample size ( number of observations )and  
x is the number of violations.   
Our Historical simulation case, we have a random sample of n = 5311 for Hang Seng. The 
ĐŽŶĨŝĚĞŶĐĞůĞǀĞůɲŝƐ ? ? ? ? ? ?ƐŽǁĞŐŽƚƚŚĞ ?^ŝŐŶŝĨŝĐĂ ƚůĞǀĞů )ƉA? ? ? ? ? ?dŚĞŶǁĞŐŽƚ, ? PƉA?
0.05 which np = 265.55  as the expected number of violations. 
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Now, we got the exceedance x = 285 which is greater than the expected value ( 265.55), so 
we set the alternative hypothesis as H1: p> 0.05.  
dŚĞƉƌŽďǀĂůƵĞ ?yA? ? ? ? ?ŶA? ? ? ? ? ?ƉA? ? ? ? ? )ǁŝƚŚ ?A?ƐŝŐŶŝĨŝĐĂŶƚůĞǀĞůŝ  ? ? ? ? ? ?ƐŽǁĞĂĐĐĞƉƚƚŚĞ
H0 at 95% confidence interval  because 0.105> 0.05 (PV>SL ) 
Higher the significant level the easiler for us to reject the H0.  
For two side test, we take the 99% confidence interval and for the historical simulation of 
Hang Seng case  the same n and p , as the value or p is 0.01, we accept the model at 1 % 
significant level and the confidence intervals of the exceedances is [226,307]. As 285 lie 
between 226 and 307 so the model is acceptable at 1 % significance level.  
4.4.2 Two sided Test 
Sometimes, we reject the one side H0  but accept the two sided H0 . For two sided test, the 
alternative ŚǇƉŽƚŚĞƐŝƐŝƐƉA? ? ? ? ? ?tĞƌĞũĞĐƚĞĚƚŚĞŽŶĞƚĞƐƚ, ?Ăƚ ?A?ƵƉƉĞƌŽƌ ?A?ůŽǁĞƌ
side of tail distribution but got two sided test  there is 2.5 % for each sides . ( Dowd2005 ) 
However, the Basel II require 5% significant level for backtest .So the Kupiec one tail test has 
more power to reject a model.  
 
4.4.3 Christoffersen Test  
A good model should has confidence that the violation are independent across the horizon, 
clustering of exceedances can be misstate the VaR and  get banks into trouble.  
 To test the assumption whether the violations are IID,  Chrisoffersen(1998) independent 
test are applied associated  with the unconditional coverage test and form the conditional 
coverage test. However, the Kupiec test is a preferable model than the unconditional test 
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especially for determine the regulatory capital requirement including Basel Accrod, due to 
the more conservation characteristic. ( Zikovic) 
The unconditional coverage test is the frequency coverage test likelihood ratio form which 
distributed as a chi- square distribution.  This equation has the same notations as the Kupiec 
test above, shows the test of whether the observed frequencyቀ ? ?ቁ is close enough to the 
expected frequencyሺ݌ሻ.  
ܮܴ ? ? = െ ?ሾ݌ ?ሺ ? െ ݌ሻ ? ? ?ሿ ൅  ?ሾሺ ? െ ? ?ሻ ? ? ?ቀ ? ?ቁ ?ሿ         (7.2) 
For the independent part, ݊ ? ? is the number of days that j exceedances  happened after i 
exceedances happened the previous day. Ɏ ? ?is the probability of j to happen in any given 
day , given that i happened the day before. Under the null hypothesis of no violation 
clustering, the restricted and unrestricted likelihood function  :   
 ܮܴ ? ?ൌ െ ?ሾሺ ? െ ߨො ?ሻ ? ? ? ? ?ߨො ? ? ? ? ? ?ሿ+ ?ሾሺ ? െ ߨො ? ?ሻ ? ? ?ߨො ? ? ? ? ?(1െߨො ? ?ሻ ? ? ?ߨ ? ? ? ? ?] (7.3) ߨො ? ?=  ? ? ? ? ? ? ? ? ? ? , ߨො ? ?=  ? ? ? ? ? ? ? ? ? ? ,࣊ෝ૛ ? ࢔૙૚ ?࢔૚૚࢔૚૙ ?࢔૚૚ ?࢔૙૙ ?࢔૙૚ 
However, there is a limitation in the independent test which only consider whether there 
are violation clustering for today and yesterday  but no power to notice if the VaR violated 
today is influenced by  VaR violated on any other days but only yesterday.    
The joint test is combining two particular tests,  the unconditional coverage test  and 
independent test which is call the conditional coverage test; test statistic is distributed as  
chi- square distribution as follows, LR stands for the likelihood ratio: 
   ܮܴ ? ? ൌ ܮܴ ? ?+ܮܴ ? ? ?         (7.3) 
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The independent part is so important and has more power to reject a test. Therefore, even 
the overall joint test is passed with a failure in the independent part, we still reject the 
model(Dowd) Hence, lessen accuracy for the joint test.  
  
Reuslt of the Christoffersen coverage test at 95% confidence interval for the model of 
Historical Simulation 250 with Hang Seng Index :   
The Unconditional coverage test statistic 1.466< Critical Value (3.814159), so we cannot 
reject the null hypothesis and  the model is acceptable.  
For the Independent Coverage Test is  37.0574 which is  > the Critical Value 3.8414 , so  the 
null hypothesis is rejected , the exceedances are not iid . 
Also the Conditional Coverage test stat 38.52375> 5.991465 , model is not acceptable.  
The table below summarised the results of Christoffersen test  of all VaR models . 
 
4.4.4 Blanco and Ihle Test  
 Beside testing the strength of a single, we may compare varies models with each other by 
using loss function based backtest  and we use Blanco and Ihle test(1998).Blanco and Ihle 
(1998) proposed  the loss function  :ܮ ?is the loss during period t , ܸܴܽ ? is the predicted 
VaR for period t  
ܿ ?ൌ ൜ሺܮ ?െ ܸܴܽ ?ሻȀܸܴܽ ? ?   if ሺ ? ? ? ? ? ? ?ሻሺ ? ? ? ? ? ? ?ሻ 
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Which based on the loss function by Lopez.  The loss function is divided Loss  W VaR  by VaR . 
It generate the higher number when there is higher tail losses unlike the Lopez test . 
However, the ܿ ?maybe undefined when VaR is 0 or close to 0, so it is critical to have a 
higher confidence level of VaR to generate a reliable test.  
 
The table below shows the Blanco and Ihle Test results: 
For HSI, CGPD is the best model during the whole period, before and during the Asian 
financial crisis passing both Kupiec and Independent test whiĐŚĐŽƌƌĞƐƉŽŶĚŝŶŐƚŽ “ǇŶĂŵŝĐ
EVT is in general the best method for estimating VaR for 95% confidence level ? ?ďǇDĐEĞŝů
Frey.  
It comes to third after both the Asian financial crisis and global financial crisis. Performances 
of HW 500 and CGEV are quite consistent ranking between 3
rd
 to 5
th
 for HW500 and 4
th
 to 
6
th
 for CGEV. Both of them work better before the global financial crisis. HHS 1000 is the 
worst model having an overall 9
th
 but HS 1500 performs much better except after the global 
financial crisis. So we can see it is critical to set larger rolling windows for HHS to estimate 
accurately.  EVTGPD is the best model after the Asian financial crisis and HS250 is the best 
model after the GFC.    
 
Suggested by Zikvoic HHS is the best model for EU stock market and Viviana 
Fernandez(2005) stated unconditional EVT and non parametric model such as historical 
simulation model are good for Asian stock market. However, we found dynamic GPD is the 
best model followed by HHS. It may due to the different holding period, data or confidence 
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level of their empirical studies. As we can see the unconditional EVT and HHS1500 are the 
best model for HSI during phrase 3 and 4 respectively. The worst performers are HS with 
short observation period (Zikvoic 2007) which is same as the HHS 1000 in our studies of HSI.  
In addition, the best model for CSI is HHS 1500 across the horizons and the worst models are 
unconditional EVT. 
 
 
 
 
 
 
 
 
 
Table 10 Blanco and Ihle Test  of CSI 
 
Table 11 Blanco and Ihle Test  of HSI 
Hang 
Seng  
HS250 HS500 HW500 EVTGPD EVTGEV CGPD CGEV HHS1000 HHS1500 
All 
Sample 
5 7 3 6 8 1 4 9 2 
Phrase 1  7 6 3 2 9 1 5 8 4 
Phrase 2  5 8 3 6 9 1 4 7 2 
Phrase 3  8 2 4 1 7 3 5 9 6 
Phrase 4  7 4 5 2 8 3 6 9 1 
Phrase 5 1 7 4 2 6 3 5 8 9 
 
4.5 Kupiec test  Results 
CSI HS250 HS500 HW500 EVTGPD EVTGEV CGPD CGEV HHS1500 
All 
Sample 
3 6 2 7 8 4 5 1 
Phrase 3  3 6 2 7 8 5 4 1 
Phrase 4  2 6 3 7 8 5 4 1 
Phrase 5 8 3 6 2 4 5 7 1 
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When evaluating the two indices individually, the HS250, HW and CEVT perform extremely 
well with the CSI index over the whole sample by passing both Kupic and Independent test 
but not sustained when using the HSI.   
In the case of HSI, Kupiec test result shows that all model fail during the Asian financial crisis 
(phrase 2), only dynamic EVT satisfy the Basel criteria during global financial crisis( phrase 
 ? ) ?ƐƚŚĞƌĞĂƌĞĂůůƌĞũĞĐƚŝŽŶƐĨŽƌ,,^ ? ? ? ?ĂĐƌŽƐƐǀĂƌŝĞƐƉĞƌŝŽĚ ?ƉĂƌĂůůĞůƚŽŝŬŽǀŝĐ ‘ƐĨŝŶĚŝŶŐ
that it is normal to reject the estimations by models when there is an increase in market 
stress or there are extreme losses.   For the period before the extreme event (phrase 1), 
only GEV and Dynamic GEV is failed. However, before the Global financial crisis( phrase 3), 
GEV, CEVT and HHS all passed the test. Suprisingly, HHS 1500, GPD  and HS 500 failed the 
Kupiec test after the GFC.   
4.6 Independent coverage test Results 
The independent test is likely to be failed when there is violation clustering. Model with 
GARCH should have deal with the clustering by volatility adjustment. Hence better the 
independent result for the conditional model.   
Nearly all models pass the independent coverage test when applying the CSI, so the models 
with volatility clustering treatment have no significant effects for the case of CSI. Similar to 
the results for CSI of Kupiec test, all models are passed at 95% confidence level.  
But for HSI, HS250 and HS 500 are worst model which almost rejected by all tests, HW is 
improved with an acceptance during phrase 3 and 5 (after crisis).  
The VaR estimated by historical simulation is quite even, this result is generated because HS 
is calculated as the unrestricted quantile of the historical observations so the rolling window 
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samples are used to capture the time variability. Those VaR using restricted quantile are 
more elastic.   According to the results of Kuester et al (2006), Montreal (2006) it is easier to 
have violation clustering in Historical simulation than other methods, hence rejected the 
independent hypothesis of VaR violations for HS model equivalent to our finding on HSI. 
Dynamic EVT is the method to eliminate the risk of violation clustering which supposed to 
work well except the crisis period so we can see the static EVT only rejected during phrase 
one and dynamic GPD model only rejected during phrase 2. HHS combine Historical 
Simulation with ARMA and GARCH model  is the supreme model passing all the independent 
tests for both indexes across the horizons.   
To summarize the case of HSI, 
 phrase one : only conditional EVT and HHS 1500 passed the test,  
phrase two : which is during the crisis, only unconditional EVT and HHS accept the test.        
Phrase three : none of the model rejected by the independent test. 
Phrase four : during the global financial crisis, similar to the 1
st
 crisis EVT ,CGPD AND HHS 
pass the independent test.  
Phrase five: during the recovery period, the entire model passed the test except CGEV and 
Classic HS.  
HS250  has a better performance than other models during the phrase 3 and the superior 
results in the case of CSI  is because the use of small rolling windows with a fixed sample, it 
diminishing the effects of older historical observations,  when the present and further past 
events are take into account, it become a better model to forecast than the large sample 
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HS. However, it is not significantly work on unconditional EVT as there will be bias if the 
sample size is too small.  
After the model is improved by the GARCH model, HW passed during the period after both 
crises. EVT passed the entire sample except before crisis which may be explained by lack of 
historical observations of extreme events.    HHS is the best model to pass the independent 
tests for both indexed and entire samples followed by CGPD which only fail the test during 
the period before 1
st
 crisis.     
 
Bekiros Georgoutsos 2005 found EVT is almost unaffected during the extreme market 
conditions which usually predict large losses in any economy conditions. It is true when 
utilising CSI index, which shows EVT, CEVT and HW maintained the same results over the 
horizon embraced the financial crisis. The models pass both Kupiec and Christoffersen 
independent test at 5 confidence level. But it is not retained for HSI. GEV and CGPD pass the 
test during both crisis period but HS, HW, HHS and CGEV passed the Kupiec and 
Independent test during either one of the crisis period . EVT approach alters itself with the 
changing market dynamics which predict the VaR closely to the extreme risk of the 
market. Hence, verify the ability of EVT model to capture the extreme market risk. 
 
At 95% confidence level, for the case of HSI, CGPD is the only model pass both Kupiec 
test and independent test during the high volatility market condition ( Global Finanical 
Crisis). But for CSI, HS,HW and CEVT satisfy the Basel requirement by passing both of 
tests. There are no big differences on VaRs back testing results for market conditions for 
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Chinese stock market proved by the consistent  performance during the whole sample 
period . It may because the china market is not significantly influence by the global crisis. It 
may due to the condition of emerging economies and interruption by government. 
 
The conditional model vary much more than the unconditional EVT model , the conditional 
model influenced by the extreme event immediately but the unconditional EVT  is not 
significantly affected. The conditional model with GJR GARCH deal with  the volatility 
clustering and generate relatively more independent VaR violations than simple GARCH. 
When the returns are asymmetric, GJR GARCH is preferred than classic GARCH (Montreal). 
In our case of HSI, HHS model requires the GJR GARCH model as the insufficiency of simple 
GARCH. These resulted in the perfect performance of HHS in the independent test. 
Suggested by Ahmed ,Abdelwahed(2007) ,the unconditional is better for apply stress test by 
regulators and conditional is better for specialist . 
Hendricks (1996) because historical simulation approaches assumption is not as strict as 
parametric approach so it is less flexible to different confidence level and rolling windows. In 
our results of overall samples for HSI, the differences between HS 250 and HS 500 are 
relatively less compare to the difference between the performance of HHS1000 and 
HHS1500. However, the differences are less obvious in CSI. It may due to HHS is a hybrid 
approach instead of parametric approach which mentioned by Hendricks.  
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Table 12 Summary of Backtest results CSI 
CSI HS250 HS500 HW500 EVTGPD EVTGEV CGPD CGEV HHS1000 HHS1500 
All Sample                   
Kupic95% Y N Y N N Y Y N N 
(Two sided)9% Y Y Y N N Y Y N N 
IND Y Y Y Y Y Y Y N Y 
Phrase 3                   
Kupic 95% Y N Y N N Y Y N 
 
(Two 
sided)99% 
Y N Y N N Y Y N   
IND Y Y Y Y Y Y Y N 
 
Phrase 4                   
Kupic 95% Y N Y N N Y Y N N 
(Two 
sided)99% 
Y N Y N N Y Y N N 
IND Y Y Y Y Y Y Y Y Y 
Phrase 5                   
Kupic 95% Y N Y N N Y Y N N 
(Two 
sided)99% 
Y Y Y N N Y Y N N 
IND Y Y Y Y Y Y Y Y Y 
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 Table 13summary of Backtest result HSI 
 
 
 
 
 
 
 
 
 
 
Hang Seng  HS250 HS500 HW500 EVTGPD EVTGEV CGPD CGEV HHS1000 HHS1500 
All Sample                   
Kupic 95% Y Y Y Y N Y N N N 
(Two Y Y Y Y N Y Y N N 
IND N N N N N N N N Y 
Phrase 1                   
Kupic 95% Y Y Y Y N Y N N Y 
(Two Y Y Y Y N Y Y N Y 
IND N N N N N Y Y N Y 
Phrase 2                   
Kupic 95% N N N N N N N N N 
(Two N N Y N N N N N N 
IND N N N Y Y N N N Y 
Phrase 3                   
Kupic 95% Y N N N Y Y Y N Y 
(Two Y N Y N Y Y Y N Y 
IND Y Y Y Y Y Y Y N Y 
Phrase 4                   
Kupic 95% N N Y N N Y Y N N 
(Two Y N Y N N Y Y N Y 
IND N N N Y Y Y N Y Y 
Phrase 5                   
Kupic 95% Y N Y N Y Y Y Y N 
(Two Y Y Y N Y Y Y Y N 
IND N N Y Y Y Y N Y Y 
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5Conclusion  
We examine the adequacy of VaR models to capture market risk in China and Hong Kong 
markets. I have carried out Historical Simulation, then Hull-White Historical Simulation, EVT, 
Unconditional EVT, HHS VaR estimations and Backtest on HSI and CSI300 over the period 
before, during and after the two main financial crises in 1997 and 2008.  There are 
differences between the backtest results of HSI and CSI300. None of the approaches passed 
both Kupiec and independent tests together at 95% confidence level for the whole sample 
period of HSI. However,  except unconditional EVT and HHS, all models pass the Kupiec and 
independent test together for the eŶƚŝƌĞƐĂŵƉůĞĚĂƚĂŽĨ^/ ? ? ? ?dŚĞ ‘ŽŶĞƐŝǌĞĨŝƚƐĂůů ?ƚŚĞŽƌǇ
is not successive for performing the VaR models which consistent with the theory that 
emerging and developed economies have different most appropriate models. From the 
result of Blanco and Ihle Test, HHS 1500  is the best model for CSI, but  ranked second for 
HSI and CGPD is the greatest model  for HSI but  ranked 4
th
 for CSI. Not surprisingly, both 
HHS and CGPD are the only models provided sufficient protection in both emerging and 
developed markets which HHS has lower opportunity cost in capital reserve than CGPD. 
Unconditional GEV is the worst model for both HSI and CSI.Similar results from  Ghorbel et 
al  2007) that Conditional GPD work alright while both the unconditional and conditional 
GEV ranked at last.  Also empirical literature shows conditional GEV is acceptable at  high 
confidence level.    
To consider the performance of high volatility markets, which means during extreme events; 
None of the model pass during the Asian Financial crisis.  CGPD is the only model pass 
during the GFC for both HSI and CSI. CGPD and HHS are the best models during each crisis 
for HSI and CSI300 respectively. Surprisingly, HS,HW and CEVT all pass for CSI300 and having 
92 
 
HHS as the best model. We can conclude the model that performs the best across both 
indexes with high volatility conditions is HHS 1500.  It is critical to set the rolling windows for 
HHS which HHS 1000 is one of the worst models for both indexes.   HS, HW and CEVT all 
work extremely well when considering CSI 300. It contradicts to the literature mentioning 
the conventional VaR models such as Historical Simulation are not sufficient to Asian 
markets or Emerging Markets.  Our outcome corresponds to most of the researches that 
means CEVT is the more accurate than VCV and HS even during the extreme events.     
There are limitations in the study due to the limited time and resources, our finding can 
suggest  the risk managers to determine the internal VaR model.  
However, the backtest result depends on the holding period and confidence level and many 
other factors so our studies may be lack of varies confidence level. 1% coverage probability 
is supposed to be more reliable than 5 % level. Besides the models we have tested, Filtered 
Historical Simulation is also considered as a good model (Barone  W Adesi and Giannopoulos 
2002).  
Blanco and Ihle Test is suggested to work better when exanimate Expected Shortfall, so 
further research can be focus on other risk measures given the limitation of VaR. The 
multivariate approach should be used to define clearly the emerging and developed markets 
or adding other instruments such as bonds.  It is less reliable to have only one index for each 
market in our test. Hauksson et al (2000) Pooling different data series into a single one, 
combine all sub-indices into a single data series using one and a half year daily observations. 
(Bystrom 2007 ) . 
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The assumption of Backtest may affect the result which happens when we estimate the VaR, 
the portfolio is assumed to be constant over the next trading days. However,  it is not true in 
actual returns. The returns are used for back test by applying daily price change to fixed 
positions. (Jon Danielsson 2011).  
There are different regulations from different countries and regions; performance of model 
varies among different conditions. Therefore, there are potential differences not just across 
developed and developing economies but within developing or developed economies.  The 
data we used for CSI300 are started from 2002 which however, the official date to establish 
is on 1 st January, 2005; the data may be not reliable as those published. Further research 
can investigate in the result at different level of quantiles, solving the uncertainty in 
choosing threshold for GPD and adding some other approaches. 
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 All Samples  
HANG SENG  
95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulatio
n(250)   
Historical  
Simulation(
500) 
Hull- White 
(500) 
EVT  
GPD (1000) 
EVT  
GEV(1000)  
Conditional  
GPD(1000)  
Conditional 
GEV  
Hybird 
Historical 
Simulation 
1000 
 
Hybird 
Historical 
Simulation 
1500 
Sample size  5311 5061 5061 4561 4561 4561 4561 4056 4056 
Violations 
observed  
285 276 257 248 394 248 267 409 273 
Proportion of 
violations 
observed  
0.05366 0.054535 0.05078048 0.05437 0.08638456 0.05437404 0.05853979 0.1008383 0.06730769 
Prob Value  ( 
WƌŽď ?ǆA? ? ?
5|n=5311
,p=0.05) 
0.10548 
( 
WƌŽď ?ǆA? ? ? ? ?
n=5061,p=0.
05) 
0.066723 
( 
WƌŽď ?ǆA? ? ? ?
n=5061,p=0.
05) 
0.3836665 
( 
WƌŽď ?ǆA? ? ? ? ?
n=4561,p=0.
05) 
0.0837 
( 
WƌŽď ?ǆA? ? ? ? ?
n=4561,p=0.
05) 
0 
 ?WƌŽď ?ǆA? ? ? ?
|n=4561,p=
0.05) 
0.0837 
 ?WƌŽď ?ǆA? ? ? ?
|n=4561,p=
0.05) 
 
0.00437347
1 
 ?WƌŽď ?ǆA? ? ? ?
|n=4056,p=
0.05) 
 
0 
 ?WƌŽď ?ǆA? ? ? ?
|n=4056,p=
0.05) 
 
5.924043e-
07 
 
99% CI (two 
sided test)  
[226,307]  [214,294] [214,294] [191,267] [191,267] [191,267] [191,267] [168,239] [168,239] 
Acceptance ( 
Kupic  test )  
Yes Yes  Yes Yes No Yes No No No 
Acceptance ( 
Two sided test 
)  
Yes   Yes Yes Yes No Yes Yes No 
 
No 
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HANG SENG  
95% 
confidence 
interval 
Christoffersen 
Historical  
Simulatio
n  250 
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
(1000) 
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation 
1500 
Christoffersen 
UC test (LR )  
1.466115 2.1309 0.06458547 1.788462 105.4059 1.788462 6.654311 172.6597 23.18612 
Christoffersen 
UC test 
(critical  value 
)
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance 
(UC) 
Yes Yes Yes Yes No Yes No No No 
Christoffersen 
Independent 
test (LR 
37.0576 48.7291 11.37371 45.82164 44.6359 6.330809 6.611917 41.06055 0.1602632 
Christoffersen 
Independent 
test (critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance(IN
D) 
No No No No No No No No Yes 
Christoffersen 
CC test ((LR 
38.52375 50.86 11.4383 47.61011 150.0418 8.119272 13.26623 213.7202 23.34638 
Christoffersen 
CC test 
(critical  value 
)
 
 x
2
 
5.991465  5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(C
C) 
No No No No No No No No No 
Blanco ʹIhle  0.029474
25 
0.03426106 0.02135467 0.03349956 0.07361746 0.01954193 0.02273942 0.1006212 0.02196664 
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Phase 1 
HANG 
SENG  95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- 
White(500)  
EVT  
GPD(1000)  
EVT  
GEV(1000)  
Conditional  
GPD(1000) 
Conditional 
GEV (1000) 
Hybird 
Historical 
Simulation 
(1000) 
Hybird 
Historical 
Simulation 
1500 
Sample 
Sizes  
1611 1361 1361 861 861 861 861 861 361 
Violations 
observed  
89 73 78 46 68 52 57 64 19 
Proportion 
of 
violations 
observed  
0.055245 0.053637 0.0573108 0.0534263 0.07897793 0.06039489 0.06620209 0.07433217 0.05263158 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?
n=1611,p=0
.05) 
0.15320 
( 
WƌŽď ?ǆA? ? ? ?
n=1361,p=0
.05) 
0.245721 
( 
WƌŽď ?ǆA? ? ? ?
n=1361,p=0
.05) 
0.09882968 
( 
WƌŽď ?ǆA? ? ? ?
n=861,p=0.
05) 
0.289089 
( 
WƌŽď ?ǆA? ? ? ?
n=861,p=0.
05) 
0.00010775
54 
( 
WƌŽď ?ǆA? ? ? ?
n=861,p=0.
05) 
0.0730636 
( 
WƌŽď ?ǆA? ? ? ?
n=861,p=0.
05) 
 
0.01476356 
( 
WƌŽď ?ǆA? ? ? ?
n=861,p=0.
05) 
 
0.000800 
3294 
( 
WƌŽď ?ǆA? ? ? ?
n=361,p=0.
05) 
 
0.3513096 
99% CI (two 
sided test)  
[59,104] [48,90] [48,90] [27,60] [27,60] [27,60] [27,60] [27,60] [8,29] 
Acceptance 
( Kupic  test 
)  
Yes  Yes Yes Yes No Yes No No Yes 
Acceptance 
( Two sided 
test )  
Yes Yes Yes Yes No Yes Yes No Yes 
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HANG SENG  
95% 
confidence 
interval 
Historical  
Simulation  
250 
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation 
1500 
Christoffers
en UC test 
(LR )  
0.903711 0.370615 1.465479 0.20834 13.04069 1.841965 4.337829 9.395898 0.0517792 
Christoffers
en UC test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.84146 3.84146 3.84146 3.84146 3.84146 3.841459 
Acceptance 
(UC) 
Yes Yes Yes Yes No Yes No No Yes 
Independen
t test (LR 
15.87309 21.97071 4.11596 12.39094 14.78084 1.074542 2.602255 12.12943 8.583106e-
06 
IND test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.84146 3.84146 3.84146 3.84146 3.841459 
Acceptance(
IND) 
No No No No No Yes Yes No Yes 
Christoffers
en CC test 
((LR 
16.7768 22.34132 5.581439 12.59927 27.82154 2.916506 6.940085 21.52533 0.05178778 
Christoffers
en CC test 
(critical  
value )
 
 x
2
 
5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(
CC) 
No No Yes No No Yes No No Yes 
Blanco ʹIhle 0.03441 0.032533 0.02846134 0.028047 0.06120893 0.02560744 0.0311118 0.0567474 0.02979336 
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Phase 2  
HANG SENG  
95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation  
250 
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation 
1500 
Violations 
observed  
33 45 30 59 83 35 39 64 40 
Sample 
Sizes 
391 391 391 391 391 391 391 391 391 
Proportion 
of violations 
observed  
0.084399 0.1150895 0.07672634 0.1509851 0.2122762 0.08951407 0.09974425 0.1636829 0.1023018 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
0.0014253 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
9.5091e-08 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
0.0084459 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
1.75415e-14 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
 
0 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
 
0.00037564
87 
 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
 
1.86736e-05 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
 
0 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=391,p=0.05
) 
 
8.248097e-
06 
99% CI (two 
sided test)  
[9,31] [9,31] [9,31] [9,31] [9,31] [9,31] [9,31] [9,31] [9,31] 
Acceptance 
( Kupic  test 
)  
No  No  No No No No No No No 
Acceptance 
( Two sided 
test )  
No No Yes No No No No No No 
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HANG SENG  95% 
confidence interval 
Historical  
Simulation2
50   
Historical  
Simulation(5
00) 
Hull- White  EVT  
GPD  
EVT  
GEV  
Conditi
onal  
GPD 
Conditio
nal 
GEV  
Hybird 
Historical 
Simulation 
1000 
Hybird 
Historical 
Simulation 
1500 
Christoffersen UC 
test (LR )  
8.146134 25.91681 5.090112 55.7848 124.6
279 
10.517
82 
16.0024
4 
68.44122 17.51945 
Christoffersen UC 
test (critical  value )
 
 
x
2
 
3.841459 3.841459 3.841459 3.841459 3.841
459 
3.8414
59 
3.84145
9 
3.841459 3.841459 
Acceptance (UC) No No No No No No No No No 
Christoffersen 
Independent test (LR 
8.417029 4.779168 11.12279 2.368424 3.476
419 
9.6365
49 
6.49391
1 
5.179379 2.192792 
Christoffersen 
Independent test 
(critical  value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841
459 
3.8414
59 
3.84145
9 
3.841459 3.841459 
Acceptance(IND) No No No Yes Yes No No No Yes 
Christoffersen CC test 
((LR 
16.56316 30.69598 16.2129 58.15333 128.1
043 
20.154
37 
22.4963
5 
73.6206 19.71224 
Christoffersen CC test 
(critical  value )
 
 x
2
 
5.991465 5.991465 5.991465 5.991465 5.991
465 
5.9914
65 
5.99146
5 
5.991465 5.991465 
Acceptance(CC) No No No No No No No No No 
Blanco ʹIhle 0.06657144 0.1194652 0.04202162 0.100687
2 
0.246
9894 
0.0391
9273 
0.04816
332 
0.1296918 0.04377431 
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Phase 3  
 
HANG SENG  
95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation  
250 
Historical  
Simulation(
500) 
Hull- 
White(500)  
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Hybird 
Historical 
Simulation 
1500 
Violations 
observed  
96 77 86 53 92 99 105 142 118 
Sample 
Sizes 
2104 2104 2104 2104 2104 2104 2104 2099 2099 
Proportion 
of violations 
observed  
0.0456 0.03659696 0.04087452 0.02519011 0.04372624 0.04705323 0.04990494 0.06765126 0.05621725 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?Ŷ
=2104,p=0.0
5) 
 
 
0.19303 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=2104,p=0.0
5) 
 
 
0.00195559 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=2104,p=0.0
5) 
 
 
 
0.0279458 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=2104,p=0.0
5) 
 
7.01485e-09 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=2104,p=0.0
5) 
 
0.1001775 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=2104,p=0.0
5) 
 
0.2877444 
( 
WƌŽď ?ǆA? ? ? ? ?
n=2104,p=0.
05) 
 
0.5179502 
( 
WƌŽď ?ǆA? ? ? ? ?
n=2099,p=0.
05) 
 
0.00016582
77 
( 
WƌŽď ?ǆA? ? ? ? ?
n=2099,p=0.
05) 
 
0.08923812 
 
 
99% CI (two 
sided test)  
[80,132] [80,132] [80,132] [80,132] [80,132] [80,132] [80,132] [80,131] [80,131] 
Acceptance 
( Kupic  test 
)  
Yes  No No No Yes Yes Yes No Yes 
Acceptance 
( Two sided 
test )  
Yes  No Yes No Yes Yes Yes No Yes 
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HANG SENG  
95% 
confidence 
interval 
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- White  
(500) 
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Hybird 
Historical 
Simulation 
1500 
Christoffers
en UC test 
(LR )  
0.87138 8.739087 3.92309 33.08096 1.817232 0.3920086 0.00040048
07 
12.45812 1.644929 
Christoffers
en UC test 
(critical  
value )
 
 x
2
 
3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 3.841459 
Acceptance 
(UC) 
Yes  No No No Yes Yes Yes No Yes 
Independen
t test (LR 
1.475903 1.500007 0.06931202 0.30533 0.2414607 0.02666095 0.01260439 5.482758 0.4909933 
Independen
t test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 3.841459 
Acceptance(
IND) 
Yes  Yes Yes  Yes Yes Yes Yes No Yes 
Christoffers
en CC test 
((LR 
2.347283 10.23909 6.369622 33.38449 2.058693 0.4186695 0.01300487 17.94088 2.135922 
Christoffers
en CC test 
(critical  
value )
 
 x
2
 
5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(
CC) 
Yes No No No Yes Yes Yes No Yes 
Blanco ʹIhle 0.019122 0.015395 0.01576467 0.0101391 0.01908455 0.01559922 0.01802399 0.03135033 0.01899168 
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Phase 4   
HANG SENG  
95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- White  
(500) 
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation 
1500 
Violations 
observed  
37 57 27 78 122 26 29 124 36 
Sample 
Sizes 
487 487 487 487 487 487 487 487 487 
Proportion 
of violations 
observed  
0.075975 0.1170431 0.05544148 0.1601643 0.2505133 0.05338809 0.05954825 0.2546201 0.07392197 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?
n=487,p=0.0
5) 
0.005071 
( 
WƌŽď ?ǆA? ? ? ?
n=487,p=0.0
5) 
1.4451e-09 
( 
WƌŽď ?ǆA? ? ? ?
n=487,p=0.0
5) 
0.2505204 
( 
WƌŽď ?ǆA? ? ? ?
n=487,p=0.0
5) 
0 
( 
WƌŽď ?ǆA? ? ? ? ?
n=487,p=0.0
5) 
0 
( 
WƌŽď ?ǆA? ? ? ?
n=487,p=0.0
5) 
 
0.3185186 
( 
WƌŽď ?ǆA? ? ? ?
n=487,p=0.0
5) 
 
0.1427465 
( 
WƌŽď ?ǆA? ? ? ? ?
n=487,p=0.0
5) 
 
0 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=2487,p=0.0
5) 
 
0.00844380
6 
 
99% CI (two 
sided test)  
[13,38] [13,38] [13,38] [13,38] [13,38] [13,38] [13,38] [13,38] [13,38] 
Acceptance 
( Kupic  test 
)  
No No Yes No No Yes Yes No  No 
Acceptance 
( Two sided 
test )  
Yes No Yes No No Yes Yes No Yes 
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HANG SENG  
95% 
confidence 
interval 
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Hybird 
Historical 
Simulation 
1500 
UC test (LR )  6.00965 34.01958 0.2946788 80.78847 220.1397 0.1152554 0.8832044 227.5776 5.146923 
UC test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance 
(UC) 
No No Yes No No Yes Yes No No 
Independen
t test (LR 
5.488084 4.649509 6.075943 3.142604 0.1550518 3.821858 4.913647 0.3146282 1.96703 
Independen
t test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance(
IND) 
No No No Yes Yes Yes No Yes Yes 
Christoffers
en CC test 
((LR 
11.49773 38.66909 6.369622 83.93107 220.2948 3.937113 5.796851 227.8922 7.113953 
CC test 
(critical  
value )
 
 x
2
 
5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(
CC) 
No No No No No Yes Yes No No 
Blanco ʹIhle 0.038905 0.07451247 0.01705947 0.132455 0.273477 0.01589102 0.01749991 0.4869942 -
0.00265713
9 
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Phase 5 
  
HANG SENG  
95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- White 
(500) 
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation  
1500 
 
Violations 
observed  
30 24 36 12 29 36 37 15 60 
7 721  721 721 721 721 721 721 221 721 
Proportion 
of violations 
observed  
0.04161 0.0332971 0.049931 0.01664355 0.04022191 0.04993065 0.05131761 0.0678733 0.08321775 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05
) 
0.17194 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05
) 
0.0195814 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05
) 
0.5407815 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05
) 
2.135304e-
06 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05
) 
 
0.1297824 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05
) 
 
0.5407815 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05 
 
0.3929064 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05 
 
0.0899933 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05 
 
5.954821e-
05 
99% CI (two 
sided test)  
 [22,52] [22,52] [22,52] [22,52] [22,52] [22,52] [22,52] [4,20] [22,52] 
Acceptance 
( Kupic  test  
Yes No Yes No Yes Yes Yes Yes No 
Acceptance 
( Two sided 
test )  
Yes Yes Yes No Yes Yes Yes Yes No 
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HANG SENG  
95% 
confidence 
interval 
Historical  
Simulation  
250 
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Hybird 
Historical 
Simulation 
1500 
Christoffers
en UC test 
(LR )  
1.130713 4.781812 7.3030e-05 22.53473 1.550876 7.30300e-05 0.02613584 1.3473379 14.0799 
Christoffers
en UC test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 
 
3.841459 
 
3.841459 
 
3.841459 
 
3.841459 3.841459 3.841459 
Acceptance 
(UC) 
Yes No Yes No Yes Yes Yes Yes No 
Independen
t test (LR 
7.407976 7.417099 3.791225 0.4067991 0.02749825 3.791225 4.010748 0.00058540
77 
2.671217 
Independen
t test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 
 
3.841459 
 
3.841459 
 
3.841459 3.841459 3.841459 
Acceptance(
IND) 
No No Yes Yes Yes Yes No Yes Yes 
CC test ((LR 8.538688 12.19891 3.791298 22.94153 1.578374 3.791298 4.036884 1.343964 16.75111 
CC test 
(critical  
value )
 
 x
2
 
5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(
CC) 
No No Yes No Yes Yes Yes Yes No 
Blanco ʹIhle 0.0022047 0.01903887 0.01585685 0.00476555
3 
0.01825001 0.01553215 0.01615874 0.02524857 0.03142304 
112 
 
 
All Samples  CSI 300  
CSI  95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation(
250)   
Historical  
Simulation(
500) 
Hull- White 
(500) 
EVT  
GPD (1000) 
EVT  
GEV(1000)  
Conditional  
GPD(1000)  
Conditional 
GEV  
Hybird 
Historical 
Simulation 
1000 
 
Hybird 
Historical 
Simulation 
1500 
Sample size  2285 2035 2035 1535 1535 1535 1535 1030 1030 
Violations 
observed  
123 122 104 105 133 84 82 184 136 
Proportion 
of violations 
observed  
0.05382932 0.05995086 0.05110565 0.06840391 0.08664495 0.05472313 0.0534202 0.1786408 0.1320388 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ? ?
n=2285,p=0.
05) 
 
0.186438 
( 
WƌŽď ?ǆA? ? ? ? ?
n=2035,p=0.
05) 
 
0.01957682 
( 
WƌŽď ?ǆA? ? ? ?
|n=2035,p=
0.05) 
 
0.3844837 
( 
WƌŽď ?ǆA? ? ? ? ?
n=1535,p=0.
05) 
 
0.00066239
32 
( 
WƌŽď ?ǆA? ? ? ? ?
n=1535,p=0.
05) 
 
6.8002e-10 
 ?WƌŽď ?ǆA? ? ? ?
n=1535,p=0.
05) 
 
0.8188531 
 ?WƌŽď ?ǆA? ? ? ?
n=1535,p=0.
05) 
 
0.2472964 
 ?WƌŽď ?ǆA? ? ? ?
|n=1030,p=
0.05) 
 
0 
 ?WƌŽď ?ǆA? ? ? ?
|n=1030,p=
0.05) 
 
0 
99% CI (two 
sided test)  
[88,142]  [77,128] [77,128] [56,100] [56,100] [56,100] [56,100] [34,70] [34,70] 
Acceptance 
( Kupic  test 
)  
Yes No Yes No No Yes Yes No No 
Acceptance 
( Two sided 
test )  
Yes   Yes Yes No No Yes Yes No 
 
No 
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CSI  95% 
confidence 
interval 
Christoffers
en 
Historical  
Simulation  
250 
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
(1000) 
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation 
1500 
Christoffers
en UC test 
(LR )  
0.6889677 3.999397 0.05201123 9.866305 35.94388 0.7003581 0.370125 222.4058 102.6486 
UC test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance 
(UC) 
Yes No Yes No No Yes Yes No No 
Independen
t test (LR 
0.3015117 1.0111726 0.3933564 6.050478 6.354535 0.09113629 0.03842868 7.440039 2.620322 
Independen
t test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance(
IND) 
Yes Yes Yes No No Yes Yes No Yes 
CC test ((LR 0.9904793 5.011123 0.4453676 15.91678 42.29842 0.7914944 0.4085537 229.8459 105.269 
Christoffers
en CC test 
(critical  
value )
 
 x
2
 
5.991465  5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(
CC) 
Yes Yes Yes No No Yes Yes No No 
Blanco ʹIhle  0.02272684 0.02671066 0.02046944 0.04656489 0.06854409 0.02485309 0.02520729 -0.09472689 -0.1642617 
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Phase 3  
CSI  95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation  
250 
Historical  
Simulation(50
0) 
Hull- 
White(500)  
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Violations 
observed  
66 64 48 32 33 23 20 43 
Sample Sizes 1098 848 848 348 348 348 348 348 
Proportion of 
violations 
observed  
0.06010929 0.0754717 0.05660377 0.09195402 0.09482759 0.06609195 0.05747126 0.1235632 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?ŶA?
1098,p=0.05) 
 
 
0.05739793 
( 
WƌŽď ?ǆA? ? ? ?ŶA?
848,p=0.05) 
 
 
0.0005440212 
( 
WƌŽď ?ǆA? ? ? ?ŶA?
848,p=0.05) 
 
 
0.1676156 
( 
WƌŽď ?ǆA? ? ? ?ŶA?
348,p=0.05) 
 
0.0003816102 
( 
WƌŽď ?ǆA? ? ? ?ŶA?
348,p=0.05) 
 
0.0001812008 
( 
WƌŽď ?ǆA? ? ? ?ŶA?
348,p=0.05) 
 
0.0717864 
( 
WƌŽď ?ǆA? ? ? ?ŶA?
348,p=0.05) 
 
0.2181475 
( 
WƌŽď ?ǆA? ? ? ?ŶA?
3489,p=0.05) 
 
2.19869e-08 
99% CI (two 
sided test)  
[37,74] [27,60] [27,60] [8,29] [8,29] [8,29] [8,29] [8,29] 
Acceptance ( 
Kupic  test )  
Yes No Yes No No Yes Yes No 
Acceptance ( 
Two sided 
test )  
Yes  No Yes No No Yes Yes No 
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CSI  95% 
confidence 
interval 
Historical  
Simulation 
250  
Historical  
Simulation(50
0) 
Hull- White  
(500) 
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Christofferse
n UC test (LR )  
2.225204 10.08644 0.7480723 10.44748 11.79044 1.730502 0.3909842 28.64235 
Christofferse
n UC test 
(critical  value 
)
 
 x
2
 
3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 
Acceptance 
(UC) 
Yes No Yes No No Yes Yes No 
Christofferse
n 
Independent 
test (LR 
0.0002472087
4 
0.3080952 1.57198 0.4157287 0.2703128 3.26818 2.448011 11.9487 
Independent 
test (critical  
value )
 
 x
2
 
3.841459 3.841459 3.84146 3.84146 3.84146 3.84146 3.84146 3.84146 
Acceptance(I
ND) 
Yes Yes Yes Yes Yes Yes Yes No 
Christofferse
n CC test ((LR 
2.225446 10.39453 2.320053 10.86321 12.06075 4.998683 2.838995 40.59105 
Christofferse
n CC test 
(critical  value 
)
 
 x
2
 
5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(C
C) 
Yes No Yes No No Yes Yes No 
Blanco ʹIhle 0.02929383 0.04013684 0.02288582 0.09375842 0.1077327 0.03879805 0.03783309 0.01998058 
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Phase 4   
CSI  95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- White  
(500) 
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation 
1500 
Violations 
observed  
25 36 25 63 80 30 30 106 46 
Sample 
Sizes 
485 485 485 485 485 485 485 481 332 
Proportion 
of violations 
observed  
0.05154639 0.0742268 0.05154639 0.1298969 0.1649485 0.06185567 0.06185567 0.2203742 0.1385542 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?Ŷ
=485,p=0.05
) 
 
0.3861134 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=485,p=0.05
) 
 
0.00793778
4 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=487,p=0.05
) 
 
0.3861134 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=485,p=0.05
) 
2.6869e-12 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=485,p=0.05
) 
 
0 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=485,p=0.05
) 
 
0.09952851 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=485,p=0.05
) 
 
0.09952851 
( 
WƌŽď ?ǆA? ? ? ? ?
n=481,p=0.0
5) 
 
0 
( 
WƌŽď ?ǆA? ?6|n
=332,p=0.05
) 
 
1.81629e-10 
 
99% CI (two 
sided test)  
[13,37] [13,37] [13,37] [13,37] [13,37] [13,37] [13,37] [13,37] [7,28] 
Acceptance 
( Kupic  test 
)  
Yes No Yes No No Yes Yes No  No 
Acceptance 
( Two sided 
test )  
Yes No Yes No No Yes Yes No No 
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CSI  95% 
confidence 
interval 
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Hybird 
Historical 
Simulation 
1500 
Christoffers
en UC test 
(LR )  
0.02418187 5.249595 0.02418187 46.14884 86.51309 1.338904 1.338904 166.2245 37.79984 
Christoffers
en UC test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance 
(UC) 
Yes No Yes No No Yes Yes No No 
Independen
t test (LR 
1.899444 0.6766771 0.3765143 0.4971768 0.3334928 0.6855948 0.6855948 0.02452839 4.519472 
Independen
t test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance(
IND) 
Yes Yes Yes Yes Yes Yes Yes Yes Yes 
 CC test ((LR 1.923626 5.926272 0.4006962 46.64602 86.84659 2.024499 2.024499 166.249 42.31931 
CC test 
(critical  
value )
 
 x
2
 
5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
Acceptance(
CC) 
Yes Yes Yes No No Yes Yes No No 
Blanco ʹIhle 0.01472549 0.03024119 0.02110022 0.07344021 0.1252161 0.02764999 0.0276138 -0.2264385 -0.01573118 
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Phase 5  
CSI  95% 
confidence 
interval 
Historical  
Simulation  
250 
Historical  
Simulation(
500) 
Hull- White  EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
Hybird 
Historical 
Simulation 
1500 
Christoffers
en UC test 
(LR )  
0.3154351 5.978669 0.5486701 26.1686 8.130314 0.5486701 0.3154351 40.3004 66.93327 
Christoffers
en UC test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance 
(UC) 
Yes No Yes No No Yes Yes No No 
Christoffers
en 
Independen
t test (LR 
0.1749098 1.421686 0.1180249 0.2886103 0.2853086 0.1180249 0.1749098 1.913926 0.17601 
Independen
t test 
(critical  
value )
 
 x
2
 
3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 3.841459 
Acceptance(
IND) 
Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Christoffers
en CC test 
((LR 
0.4903449 7.400356 0.6666951 26.45721 8.415623 0.6666951 0.4903449 42.21437 67.10928 
Christoffers
en CC test 
(critical  
5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 5.991465 
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value )
 
 x
2
 
Acceptance(
CC) 
Yes No Yes No  No Yes Yes No No 
Blanco ʹIhle 0.01793229 0.00803006
8 
0.0170661 0.00458902
5 
0.00993519
8 
0.01596239 0.01723661 0.02165009 -0.2348249 
CSI  95% 
confidence 
interval 
Kupiec Test  
Historical  
Simulation 
250  
Historical  
Simulation(
500) 
Hull- White 
(500) 
EVT  
GPD  
EVT  
GEV  
Conditional  
GPD 
Conditional 
GEV  
Hybird 
Historical 
Simulation  
1000 
Hybird 
Historical 
Simulation  
1500 
 
Violations 
observed  
32 22 31 10 20 31 32 35 91 
Sample Sizes 704 704 704 704 704 704 704 203 699 
Proportion of 
violations 
observed  
0.04545455 0.03125 0.04403409 0.01420455 0.02840909 0.04403409 0.04545455 0.1724138 0.130186 
Prob Value  ( 
WƌŽď ?ǆA? ? ? ?Ŷ
=704,p=0.05
) 
 
0.3276788 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=704,p=0.05
) 
 
0.01024663 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=721,p=0.05
) 
 
0.2661884 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=10,p=0.05) 
 
3.5565e-07 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=704,p=0.05
) 
 
0.00326332
3 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=704,p=0.05
) 
 
0.2661884 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=704,p=0.05 
 
0.3276788 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=203,p=0.05 
 
4.21223e-11 
( 
WƌŽď ?ǆA? ? ? ?Ŷ
=699,p=0.05 
 
0 
99% CI (two 
sided test)  
[21,51] [21,51] [21,51] [21,51] [21,51] [21,51] [21,51] [3,19] [21,51] 
Acceptance ( 
Kupic  test )  
Yes No Yes No No Yes Yes No No 
Acceptance ( 
Two sided test 
)  
Yes Yes Yes No No Yes Yes No No 
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