Abstract. We study the problem of the existence and non-existence of positive super-solutions to a semi-linear second-order non-divergence type elliptic equation
Introduction
We study the existence and non-existence of positive super-solutions to a semilinear second-order non-divergence type elliptic equation is a second-order non-divergence type elliptic expression. We assume throughout the paper that the matrix a = (a ij (x)) N i,j=1 is symmetric measurable and uniformly elliptic, i.e., there exists an ellipticity constant ν > 0 such that
a ij (x)ξ i ξ j ≤ ν|ξ| 2 , for all ξ ∈ R N and almost all x ∈ G.
The qualitative theory of semi-linear equations of type (1.1) in unbounded domains of different geometries has been extensively studied because of its rich mathematical structure and various applications. One of the features of equation (1.1) in unbounded domains is the non-existence of positive solutions for certain values of the exponent p. Such non-existence phenomena have been known at least since the celebrated paper by Gidas and Spruck [9] , where it was proved that the equation 
) has (infinitely many) positive solutions outside a ball for any p > p
* . This statement has been extended in different directions by many authors (see, e.g. [3, 4, 7, 8, 21, 23, 24] and the references therein). In particular, in [13] it was shown that the critical exponent p * = N N −2 is stable with respect to the change of the Laplacian by a second-order uniformly elliptic divergence type operator with measurable coefficients, perturbed by a potential, for a sufficiently wide class of potentials (see also [14] for equations of type (1.3) in exterior domains in the presence of first order terms). In [15, 16] equation (1.3) and the corresponding equation with the divergence type elliptic operators was studied on cone-like domains, and it was shown that the value of the critical exponent is dependent on the geometry of the domain even in the case of the Laplacian, and on the behaviour of the coefficients of the elliptic operator at infinity. The method developed in these papers shows that the exact value of the critical exponent can be determined based upon the precise asymptotics at infinity of the minimal harmonic function with respect to the operator (Green's function) and the "maximal" harmonic function.
In this paper we study the non-divergence type equation (1.1) without any smoothness assumptions on the coefficients. In this generality it is known that the Dirichlet problem is not well posed [19] , and there is no potential theory. This makes strong restrictions on the available techniques. Since in the case of smooth coefficients the asymptotic behaviour at infinity of the Green's function of the operator a · ∂ 2 is relatively well understood [1, 20] , one can expect that the value of the critical exponent of (1.1) will depend on the behaviour of the coefficients at infinity. Indeed, we show that it is the case, and in a "generic" situation equation (1.1) has one critical exponent which, unlike the case of the divergence type equations, can even move to the sub-linear region (p < 1) if the ratio of the maximal and minimal eigenvalues of the matrix a is large enough.
We study strong solutions at infinity to (1.1). More precisely, we say that u is a solution (super-solution, sub-solution) to equation (1.1) at infinity if there exists a closed ballB ρ centered at the origin such that if u ∈ W The next proposition, whose proof is straightforward, shows that the above values are well defined. as |x| tends to infinity, and the predicted value of the critical exponent is the same as in the case of the Laplacian. This is indeed true as we will show below, but we reveal much more. It turns out that the quantity responsible for the qualitative picture as well as for the numerical value of the critical exponent is the function
which was introduced in [17] where it was called the "effective dimension" for the equation a · ∂ 2 u = 0. It is the stabilization at infinity of this function that gives the exact numerical value of the critical exponent to (1.1), and the rate of its stabilization determines whether equation (1.1) with the critical value of p has positive super-solutions at infinity. The standard condition on the rate of convergence of the variable coefficients to the constant coefficients in the theorems on proximity of the Green's functions corresponding to the linear equation a · ∂ 2 u = 0 is the Dini condition at infinity (see [1, 20] ). We prove the absence of positive solutions in the critical case under a much more general condition, (1.9), the sharpness of which is shown by a counterexample.
First, observe that Ψ a is invariant under orthogonal transformations but not invariant under affine transformations. Note also that
Let g be a non-degenerate matrix det g = 0. Making the change of variables y = gx in (1.1) one obtains
It is clear that the fact of the existence of positive super-solutions to (1.1) does not depend on the change of variables, and the critical exponents p * and p * are the same for (1.1) and for (1.7). In order to formulate the main result we introduce the following quantities:
. To see this, note that, for λ > 0, the limit points of Ψ a λg (y) as y → ∞ are independent of λ. Hence it is enough to consider g of unit Hilbert Schmidt norm in the definition of Ψ a and Ψ a . Then the estimate Ψ a g (y) ≥ 1 ν 2 |g * y |y| | 2 shows that Ψ a is attained on a sequence of matrices uniformly bounded from below. Since the unit sphere of matrices is compact, it follows that Ψ a is attained on some g ∈ GL N .
In fact, the arguments in the proof of our main theorem (see Section 3) show that for any g 1 , g 2 ∈ GL N one has that lim inf
Now we are ready to formulate the main result of the paper.
Then the following assertions hold:
) has no positive super-solutions at infinity for the critical value
has no positive super-solutions at infinity for any p ∈ R.
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Non-existence Figure 1 ). As the examples in Section 3.3 show for the case Ψ a < 2 < Ψ a , each of the three situations is possible, and for Ψ a < 2 = Ψ a cases (ii) and (iv) are possible. Similarly, for Ψ a = 2 < Ψ a cases (i) and (iv) are possible.
(c) If δ is a Dini function at infinity, then it satisfies condition (1.9).
(d) The next example shows that the conditions of Theorem 1. 
with sufficiently small c > 0, and for A < 2, κ < −
|A−2| 2
with sufficiently large c > 0. For κ with the opposite sign the equation has no positive super-solutions, as one can see from Propositions 3.8 and 3.14. The rest of the paper is organized as follows. In Section 2 we provide tools that are used in the proof of the main theorem, which is contained in Section 3.
Auxiliary results on sub-and super-solutions
The following simple lemma is of frequent use in this paper.
In particular, if u(x) = c|x| α we have
The next lemma is the key tool in our proofs of non-existence of positive solutions to non-linear equation (1.1).
Lemma 2.2 (Non-existence Lemma
Then the equation In the next two propositions we explore some properties of sub-and supersolutions to the linear equation
in the exterior domains. 
The proof of the above proposition is based upon the next lemma (cf. [12] ), where we use the following notation A r,R := {x ∈ R N : r < |x| < R}.
Lemma 2.7. Let q > 1. Let v be a positive solution to
a · ∂ 2 v ≥ v q in A 1/2,5/2 .
Then there is a constant c = c(λ, N, q) such that
Proof. We choose a constant κ such that
Since w = ∞ on ∂A 1/2,5/2 by the maximum principle we conclude that v ≤ w.
In particular, max
Proof of Proposition 2.6.
with q > 1. Let R >> R 0 . Scaling the annulus A 1/2R,5/2R by changing variables as follows,
we obtain thatṽ solves
By Lemma 2.7 we have that
which implies the assertion. Remark 3.7. Now we are ready to justify the inequality Ψ a ≤ Ψ a . Assume for a contradiction that there exist
, then by Proposition 3.1 equation (1.1) has no positive supersolutions for 1 < p < 1 + 2 N (a g 2 )−2 , and by Proposition 3.1 positive super-solutions exist for p > 1 + 2 n(a g 1 )−2 . Contradiction. For N (a g 2 ) < n(a g 1 ) ≤ 2, a contradiction is obtained from Propositions 3.4 and 3.5. If N (a g 2 ) < 2 < n(a g 1 ), Propositions 3.1 and 3.4 imply that (1.1) has two finite critical exponents, which contradicts Corollary 2.9.
The assertions (i), (ii) and (iv) of Theorem 1.3 follow directly from Propositions 3.1-3.5, Corollary 2.9 and definition (1.8).
3.3. Case Ψ a ≤ 2 ≤ Ψ a . Examples. In this section we provide examples showing that all the qualitative situations described in Theorem 1.3 (i),(ii),(iv) may occur in this case. We study the inequality
with the matrix (see, e.g. [17] )
For the respective matrix a g (recall (1.7) ) we obtain
Taking y along the directions of eigenvectors of gg * one can see the validity of the inequality
Therefore the case under discussion occurs if
For u spherically symmetric inequality (3.1) takes the form
We assume further that the function ε(e t ) is periodic with period T and such that lim inf ε > −1. Then the factor 1 (1+ε)(N −1) makes no difference, so we omit it further on. Let
.
We distinguish three cases: κ > 1, κ < 1 and κ = 1. κ > 1. Following [2] (see also [22] ) we use the transformation
, ρ(r) r κ .
Then we obtain in new variables
The latter has a positive solution on (1, ∞) if Therefore we conclude that for this case there exists a non-trivial critical exponent p * > 1. This realizes the qualitative case (i) (see Figure 1) . κ < 1. Using the same notation as above we introduce a new independent variable by dt = dr ρ(r) . Then we obtain the inequality u tt + ρ 2 (r(t))u p ≤ 0.
One can directly verify that there exists c > 0 such that u(t) = ct α solves the above inequality if 
for some r 0 > 1 with δ such that 
