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Girard’s linear logic [3] has lead to many applications in logic, mathematics, and computer science.
Recently, linear logic has seen two refinements: Adjoint Logic and Graded Modal Logic.
Adjoint Logic. Adjoint logic is a generalization of Benton’s beautiful Linear/Non-linear (LNL)
logic. This consists of two fragments: intuitionistic non-linear logic Φ ⊢I X and a mixed fragment of
intuitionistic linear logic with non-linear hypotheses Φ;Γ ⊢L A. These two fragments are connected by a
pair of modalities Lin(X) andMny(A) which form an adjunction. The former takes a non-linear formula,
X, and brings it into the linear fragment, while Mny(A) brings a linear formula, A, into the non-linear
fragment. Girard’s of-course modality can be recovered by !A = Lin(Mny(A)). Breaking the of-course
modality into two modalities and allowing linear logic to be mixed with non-linear logic has been very
fruitful, and so a natural question is “is it possible to build LNL-like logics for other substructural logics?”
The non-linear fragment can be viewed as linear logic with the addition of structural rules for weak-
ening and contraction. If we remove one of these rules, then we obtain a different substructural system.
Pruiksma et al. [7] proposed a flexible approach in the form of a new logic called Adjoint logic. This
system restructures LNL logic so that formulas can be annotated with a mode m that indicates via a
labelling σ which structural rules are allowed for that formula. For example, if we take a mode m whose
only structural rule is weakening, denoted σ(m) = {W}, then a formula Am is an affine formula: it can
be used zero or one times. The logic is then parameterized by a theory of modes. Different instantiations
of the mode structure yield different kinds of adjoint logic. Note that when we refer to Adjoint Logic we
are referring to the work of Pruiksma et al. [7] and not the more general work of Licata et al. [5].
Graded Modal Logic. In contrast, Graded Modal Logics [1, 2, 4, 6] refine linear logic by replacing
the of-course modality, !A, with a graded necessity modality, rA, which annotates formulas with a
usage constraint, r, called a grade drawn from a semiring (R,m,⊛,a,⊕), parameterizing the logic. The
multiplicative structure of the semiring is used for composition of proofs, and the additive structure is
used to control the usage of the graded structural rules. Typically, hypotheses are annotated with a grade.
We write γ ⊙Γ ⊢ A where γ is a context of grades whose structure matches Γ. Structural rules are then:
(γ1,γ2)⊙ (Γ1,Γ2) ⊢ X2
(γ1,a,γ2)⊙ (Γ1,X1,Γ2) ⊢ X2
weak
(γ1,r,s,γ2)⊙ (Γ1,X1,X1,Γ2) ⊢ X2
(γ1,r⊕ s,γ2)⊙ (Γ1,X1,Γ2) ⊢ X2
contr
One can view graded modal logics as providing a means of quantitatively controlling the use of the
structural rules. For example, for (N,1,∗,0,+) as the semiring, a graded formula rA for r ∈ N can be
used r-times in a proof. If we take the semiring to be ({∞},∞,(λ r1.λ r2.∞),∞,(λ r1.λ r2.∞)), then the
logic degenerates to non-linear logic. A pre-ordering on R can be included yielding further control.
Our Contribution. Adjoint logic adds modes to control which structural rules are allowed, and
Graded Modal Logic adds grades to control how the structural rules are used. An open question is
whether these two perspectives can be brought together under one roof. We propose Graded Adjoint
Logic a graded modal logic in the style of Benton’s LNL logic, but where the semiring structure has been
generalized to support isolating structural rules to particular modes.
2 Graded Adjoint Logic
The key idea is to generalize semirings to pointed semirings allowing the semiring structure to be partial.
Definition 1. A pointed monoid is a monoid in Set∗. That is, a pointed monoid (M∗,e∗,⊠∗) comprises
a pointed set M∗ = M∪{∗}, an identity element e∗ : I∗→M∗, and a multiplication ⊠∗ : M∗⊗∗M∗→M∗
subject to partial associativity and identity axioms (e.g., for # ∈ I∗, if e∗(#) ∈ M and (e∗⊠∗ s) ∈ M then
e∗⊠∗ s = s). A pointed monoid is unital iff e∗(#) ∈M
1.
Definition 2. A pointed semiring (R,m,⊛,a,⊕) comprises a set R, a pointed unital monoid (R∗,m,⊛),
and a pointed commutative monoid (R∗,a,⊕), with partial absorption and distributivity axioms.
In our system, the graded structural rules are then generalized to the following:
(γ1,γ2)⊙ (Γ1,Γ2) ⊢ X2 a ∈ R
(γ1,a,γ2)⊙ (Γ1,X1,Γ2) ⊢ X2
weak
(γ1,r,s,γ2)⊙ (Γ1,X1,X1,Γ2) ⊢ X2 (r⊕ s) ∈ R
(γ1,r⊕ s,γ2)⊙ (Γ1,X1,Γ2) ⊢ X2
contr
The partiality of the structure of the semiring makes it possible for the elements of R to double as both
grades and modes. For example, the pointed semiring ({l,w,c}, l,⊛,w,⊕) for the combination of linear,
affine, and relevance logic is defined as follows:
r1 l l w c l w c w c
r2 w c l l l w c c w
r1⊛ r2 w c w c l w c ∗ ∗
r1 l l w c l w c w c
r2 w c l l l w c c w
r1⊕ r2 ∗ ∗ ∗ ∗ ∗ ∗ c ∗ ∗
Here we designate the grades l, w, and c as three modes. The mode l stands for “linear” and allows no
structural rules, the mode w allows weakening (because it is the additive identity), but not contraction,
however the mode c allows contraction, but not weakening. Thus, addition is only defined for the mode
c since we separate contraction from weakening (denoted by the partial additive identity w). Other more
fine-grained combinations are possible, e.g., taking P({l,w,c}) as the underlying set.
We have developed a sequent calculus, natural deduction, and term assignment for Graded Adjoint
Logic. There definitions are all summarized in Appendix A. Each of these systems consist of two frag-
ments: the graded fragment φ ⊙Φ ⊢G X and the mixed graded/linear fragment φ ⊙Φ;Γ ⊢M A. Then
these two fragments are connected via adjoint modalities:
φ ⊙Φ; /0 ⊢M B
φ ⊙Φ ⊢G GrdB
GrdR
φ ⊙Φ;(A,Γ) ⊢M B
(φ ,m)⊙ (Φ,GrdA);Γ ⊢M B
GrdL
(φ ,r)⊙ (Φ,X);Γ ⊢M C
φ ⊙Φ;(Linr X,Γ) ⊢M C
LinL
φ ⊙Φ ⊢G X ⊢ r⊛φ
(r⊛φ)⊙Φ; /0 ⊢M Linr X
LinR
Note that Lin is now an indexed family of modalities Linr X. The side condition ⊢ r⊛φ in the rightmost
rule ensures that the scalar multiplication (of a vector of grades φ ) is defined. Using these rules we can
now define a graded modality byrA = Linr (GrdA). Graded Adjoint Logic is more general than Graded
Modal Logic, because every semiring is a pointed semiring where all operations are defined. In addition,
this system is more general than Adjoint Logic, because the proposed system supports both quantitative
and mode-based reasoning.
Conclusion and Future Work. Combing both Adjoint Logic and Graded Modal Logic results in
a very expressive system capable of mixing several different notions of substructural logics. We are
currently proving cut elimination for the sequent calculus, and substitution, subject reduction, and strong
1Unital pointed monoids are also known as partial monoids and pointed semirings are also known as partial semirings in the
literature.
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normalization for the term assignment. Furthermore, we are currently developing a categorical model of
the system extending the work of Katsumata [4], and developing an implementation as an extension of
the Granule programming language [6]. Granule currently provides a combination of linear, indexed, and
graded modal types in a standard functional setting. It employs a bidirectional type checking algorithm
which generates complex constraints involving type indices and grades, which are then passed to an
SMT solver. Extending Granule’s core to the pointed semiring approach requires new encodings into the
underlying SMT format. Furthermore, a suitable surface language is in development, providing access
to the two forms of judgment in a natural style.
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A Full Systems
A.1 Sequent Calculus
Valid Vector Multiplication
⊢ r⊛ /0
empty
⊢ r⊛φ r⊛ r′ ∈ R
⊢ r⊛ (φ ,r′)
ext
4 Graded Adjoint Logic
Graded Fragment
m⊙X ⊢G X
id
/0⊙ /0 ⊢G J
unitR
(φ1,r,r,φ2)⊙ (Φ1,X,Y,Φ2) ⊢G Z
(φ1,r,φ2)⊙ (Φ1,X⊠Y,Φ2) ⊢G Z
⊠L
φ1⊙Φ1 ⊢G X
φ2⊙Φ2 ⊢G Y
(φ1,φ2)⊙ (Φ1,Φ2) ⊢G X⊠Y
⊠R
φ ⊙Φ; /0 ⊢M B
φ ⊙Φ ⊢G GrdB
GrdR
φ2⊙Φ2 ⊢G X
(φ1,r,φ3)⊙ (Φ1,X,Φ3) ⊢G Y ⊢ r⊛φ2
(φ1,r⊛φ2,φ3)⊙ (Φ1,Φ2,Φ3) ⊢G Y
cut
φ1⊙Φ1 ⊢G X φ1 ≤ φ2
φ2⊙Φ2 ⊢G X
sub
(φ1,φ2)⊙ (Φ1,Φ2) ⊢G Y a ∈ R
(φ1,a,φ2)⊙ (Φ1,X,Φ2) ⊢G Y
weak
(φ1,r1,r2,φ2)⊙ (Φ1,X,X,Φ2) ⊢G Y (r1⊕ r2) ∈ R
(φ1,r1⊕ r2,φ2)⊙ (Φ1,X,Φ2) ⊢G Y
contr
(φ1,r1,r2,φ2)⊙ (Φ1,X,Y,Φ2) ⊢G Z
(φ1,r2,r1,φ2)⊙ (Φ1,Y,X,Φ2) ⊢G Z
ex
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Mixed Fragment
/0⊙ /0;A ⊢M A
id
/0⊙ /0; /0 ⊢M I
unitR
(φ1,r,r,φ2)⊙ (Φ1,X,Y,Φ2);Γ ⊢M B
(φ1,r,φ2)⊙ (Φ1,X⊠Y,Φ2);Γ ⊢M B
⊠L
φ ⊙Φ;(Γ1,A,B,Γ2) ⊢M C
φ ⊙Φ;(Γ1,A⊗B,Γ2) ⊢M C
⊗L
φ1⊙Φ1;Γ1 ⊢M A
φ2⊙Φ2;Γ2 ⊢M B
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2) ⊢M A⊗B
⊗R
φ2⊙Φ2;Γ2 ⊢M A
φ1⊙Φ1;(Γ1,B,Γ3) ⊢M C
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,(A⊸ B),Γ2,Γ3) ⊢M C
⊸L
φ ⊙Φ;(Γ,A) ⊢M B
φ ⊙Φ;Γ ⊢M A⊸ B
⊸R
φ ⊙Φ;(A,Γ) ⊢M B
(φ ,m)⊙ (Φ,GrdA);Γ ⊢M B
GrdL
(φ ,r)⊙ (Φ,X);Γ ⊢M C
φ ⊙Φ;(Linr X,Γ) ⊢M C
LinL
φ ⊙Φ ⊢G X ⊢ r⊛φ
(r⊛φ)⊙Φ; /0 ⊢M Linr X
LinR
φ2⊙Φ2;Γ2 ⊢M A
φ2⊙Φ1;(Γ1,A,Γ3) ⊢M B
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2,Γ3) ⊢M B
cut
φ2⊙Φ2 ⊢G X
(φ1,r,φ3)⊙ (Φ1,X,Φ3);Γ ⊢M B ⊢ r⊛φ2
(φ1,r⊛φ2,φ3)⊙ (Φ1,Φ2,Φ3);Γ ⊢M B
cutG
φ1⊙Φ1;Γ ⊢M B φ1 ≤ φ2
φ2⊙Φ2;Γ ⊢M B
sub
(φ1,φ2)⊙ (Φ1,Φ2);Γ ⊢M B a ∈ R
(φ1,a,φ2)⊙ (Φ1,X,Φ2);Γ ⊢M B
weak
(φ1,r1,r2,φ2)⊙ (Φ1,X,X,Φ2);Γ ⊢M B (r1⊕ r2) ∈ R
(φ1,r1⊕ r2,φ2)⊙ (Φ1,X,Φ2);Γ ⊢M B
contr
(φ1,r1,r2,φ2)⊙ (Φ1,X,Y,Φ2);Γ ⊢M B
(φ1,r2,r1,φ2)⊙ (Φ1,Y,X,Φ2);Γ ⊢M B
exG
φ ⊙Φ;(Γ1,A,B,Γ2) ⊢M B
φ ⊙Φ;(Γ1,B,A,Γ2) ⊢M B
ex
A.2 Natural Deduction
Valid Vector Multiplication
⊢ r⊛ /0
empty
⊢ r⊛φ r⊛ r′ ∈ R
⊢ r⊛ (φ ,r′)
ext
6 Graded Adjoint Logic
Graded Fragment
m⊙X ⊢G X
id
/0⊙ /0 ⊢G J
unitI
φ1⊙Φ1 ⊢G X
φ2⊙Φ2 ⊢G Y
(φ1,φ2)⊙ (Φ1,Φ2) ⊢G X⊠Y
⊠I
φ2⊙Φ2 ⊢G X⊠Y
(φ1,r,r,φ3)⊙ (Φ1,X,Y,Φ3) ⊢G Z ⊢ r⊛φ2
(φ1,r⊛φ2,φ3)⊙ (Φ1,Φ2,Φ3) ⊢G Z
⊠E
φ ⊙Φ; /0 ⊢M B
φ ⊙Φ ⊢G GrdB
GrdI
φ1⊙Φ1 ⊢G X φ1 ≤ φ2
φ2⊙Φ2 ⊢G X
sub
(φ1,φ2)⊙ (Φ1,Φ2) ⊢G Y a ∈ R
(φ1,a,φ2)⊙ (Φ1,X,Φ2) ⊢G Y
weak
(φ1,r1,r2,φ2)⊙ (Φ1,X,X,Φ2) ⊢G Y (r1⊕ r2) ∈ R
(φ1,r1⊕ r2,φ2)⊙ (Φ1,X,Φ2) ⊢G Y
contr
(φ1,r1,r2,φ2)⊙ (Φ1,X,Y,Φ2) ⊢G Z
(φ1,r2,r1,φ2)⊙ (Φ1,Y,X,Φ2) ⊢G Z
ex
Mixed Fragment
/0⊙ /0;A ⊢M A
id
/0⊙ /0; /0 ⊢M I
unitI
φ1⊙Φ1;Γ1 ⊢M A
φ2⊙Φ2;Γ2 ⊢M B
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2) ⊢M A⊗B
⊗I
φ2⊙Φ2;Γ2 ⊢M A⊗B
φ1⊙Φ1;Γ1,A,B,Γ3 ⊢M C
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2,Γ3) ⊢M C
⊗E
φ ⊙Φ;(Γ,A) ⊢M B
φ ⊙Φ;Γ ⊢M A⊸ B
⊸I
φ2⊙Φ2;Γ2 ⊢M A
φ1⊙Φ1;Γ1 ⊢M A⊸ B
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2) ⊢M B
⊸E
φ ⊙Φ ⊢G X ⊢ r⊛φ
r⊛φ ⊙Φ; /0 ⊢M Linr X
LinI
φ2⊙Φ2;Γ2 ⊢M Linr X
(φ1,r,φ2)⊙ (Φ1,X,Φ3);Γ1 ⊢M B
(φ1,φ2,φ3)⊙ (Φ1,Φ2,Φ3);(Γ1,Γ2) ⊢M B
LinE
φ ⊙Φ ⊢G GrdA
φ ⊙Φ; /0 ⊢M A
GrdE
φ1⊙Φ;Γ ⊢M B φ1 ≤ φ2
φ2⊙Φ;Γ ⊢M B
sub
(φ1,φ2)⊙ (Φ1,Φ2);Γ ⊢M B a ∈ R
(φ1,a,φ2)⊙ (Φ1,X,Φ2);Γ ⊢M B
weak
(φ1,r1,r2,φ2)⊙ (Φ1,X,X,Φ2);Γ ⊢M B (r1⊕ r2) ∈ R
(φ1,r1⊕ r2,φ2)⊙ (Φ1,X,Φ2);Γ ⊢M B
contr
(φ1,r1,r2,φ2)⊙ (Φ1,X,Y,Φ2);Γ ⊢M B
(φ1,r2,r1,φ2)⊙ (Φ1,Y,X,Φ2);Γ ⊢M B
exG
φ ⊙Φ;(Γ1,A,B,Γ2) ⊢M B
φ ⊙Φ;(Γ1,B,A,Γ2) ⊢M B
ex
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A.3 Term Assignment
Valid Vector Multiplication
⊢ r⊛ /0
empty
⊢ r⊛φ r⊛ r′ ∈ R
⊢ r⊛ (φ ,r′)
ext
Graded Fragment
m⊙ x : X ⊢G x : X
id
/0⊙ /0 ⊢G j : J
unitI
φ1⊙Φ1 ⊢G t1 : X
φ2⊙Φ2 ⊢G t2 : Y
(φ1,φ2)⊙ (Φ1,Φ2) ⊢G (t1, t2) : X⊠Y
⊠I
φ2⊙Φ2 ⊢G t1 : X⊠Y
(φ1,r,r,φ3)⊙ (Φ1,X,Y,Φ3) ⊢G t2 : Z ⊢ r⊛φ2
(φ1,r⊛φ2,φ3)⊙ (Φ1,Φ2,Φ3) ⊢G let(x,y) = t1 in t2 : Z
⊠E
φ ⊙Φ; /0 ⊢M l : B
φ ⊙Φ ⊢G Grd l : GrdB
GrdI
φ1⊙Φ1 ⊢G t : X φ1 ≤ φ2
φ2⊙Φ2 ⊢G t : X
sub
(φ1,φ2)⊙ (Φ1,Φ2) ⊢G t : Y a ∈ R
(φ1,a,φ2)⊙ (Φ1,x : X,Φ2) ⊢G t : Y
weak
(φ1,r1,r2,φ2)⊙ (Φ1,x : X,y : X,Φ2) ⊢G t : Y (r1⊕ r2) ∈ R
(φ1,r1⊕ r2,φ2)⊙ (Φ1,x : X,Φ2) ⊢G [x/y]t : Y
contr
(φ1,r1,r2,φ2)⊙ (Φ1,x : X,y : Y,Φ2) ⊢G t : Z
(φ1,r2,r1,φ2)⊙ (Φ1,y : Y,x : X,Φ2) ⊢G t : Z
ex
8 Graded Adjoint Logic
Mixed Fragment
/0⊙ /0;x : A ⊢M x : A
id
/0⊙ /0; /0 ⊢M i : I
unitI
φ1⊙Φ1;Γ1 ⊢M l1 : A
φ2⊙Φ2;Γ2 ⊢M l2 : B
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2) ⊢M (l1, l2) : A⊗B
⊗I
φ2⊙Φ2;Γ2 ⊢M l1 : A⊗B
φ1⊙Φ1;Γ1,A,B,Γ3 ⊢M l2 : C
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2,Γ3) ⊢M let(x,y) = l1 in l2 : C
⊗E
φ ⊙Φ;(Γ,A) ⊢M l : B
φ ⊙Φ;Γ ⊢M λx.l : A⊸ B
⊸I
φ2⊙Φ2;Γ2 ⊢M l2 : A
φ1⊙Φ1;Γ1 ⊢M l1 : A⊸ B
(φ1,φ2)⊙ (Φ1,Φ2);(Γ1,Γ2) ⊢M l1 l2 : B
⊸E
φ ⊙Φ ⊢G t : X ⊢ r⊛φ
r⊛φ ⊙Φ; /0 ⊢M Lin t : Linr X
LinI
φ2⊙Φ2;Γ2 ⊢M l1 : Linr X
(φ1,r,φ2)⊙ (Φ1,X,Φ3);Γ1 ⊢M l2 : B
(φ1,φ2,φ3)⊙ (Φ1,Φ2,Φ3);(Γ1,Γ2) ⊢M letLinx = l1 in l2 : B
LinE
φ ⊙Φ ⊢G t : GrdA
φ ⊙Φ; /0 ⊢M Ungrd t : A
GrdE
φ1⊙Φ;Γ ⊢M l : B φ1 ≤ φ2
φ2⊙Φ;Γ ⊢M l : B
sub
(φ1,φ2)⊙ (Φ1,Φ2);Γ ⊢M l : B a ∈ R
(φ1,a,φ2)⊙ (Φ1,X,Φ2);Γ ⊢M l : B
weak
(φ1,r1,r2,φ2)⊙ (Φ1,X,X,Φ2);Γ ⊢M l : B (r1⊕ r2) ∈ R
(φ1,r1⊕ r2,φ2)⊙ (Φ1,X,Φ2);Γ ⊢M [x/y]l : B
contr
(φ1,r1,r2,φ2)⊙ (Φ1,X,Y,Φ2);Γ ⊢M l : B
(φ1,r2,r1,φ2)⊙ (Φ1,Y,X,Φ2);Γ ⊢M l : B
exG
φ ⊙Φ;(Γ1,A,B,Γ2) ⊢M l : B
φ ⊙Φ;(Γ1,B,A,Γ2) ⊢M l : B
ex
