Abstract This article considers the minimal non-zero (= indecomposable) solutions of the linear congruence 1 · x 1 + · · · + (m − 1) · x m−1 ≡ 0 (mod m) for unknown non-negative integers x 1 , . . . , x n , and characterizes the solutions that attain the Eggleton-Erdős bound. Furthermore it discusses the asymptotic behaviour of the number of indecomposable solutions. The results have direct interpretations in terms of zero-sum sequences and invariant theory.
In general it's trivial to find lots of single solutions [18] . But getting an overview over the complete solution set seems difficult, in particular estimating the numbers of indecomposable solutions.
The linear congruence (A) is easily reduced to the standard congruence (C m ) x 1 +· · ·+(m−1)·x m−1 ≡ 0 (mod m).
For m ≤ 38 the sequence A096337 of OEIS [15] indicates the number of indecomposable solutions of (C m ). In [6] these numbers (+1) are even listed for m up to 60. The paper [4] gives a weak asymptotic lower bound.
This article characterizes the indecomposable solutions that attain the bound found by Eggleton and Erdős [5] . Moreover it discusses the growth of the number of indecomposable solutions as a function of m.
The results have direct applications to invariant theory, my motivation to consider them, see [4, 11] . Another application domain is the theory of zero-sums, see [2, 7, 8, 23, 24] , that is essentially another view at the same mathematical subject.
Indecomposable Solutions
The solution set of (A) is the kernel of a homomorphism, hence a finitely generated sub-monoid H ≤ N n by Dickson's lemma [3] . The canonical minimal system of generators consists of the indecomposable (or irreducible, or minimal nonzero) solutions. Thus solving the linear congruence (A) or (C m ) boils down to determining the indecomposable solutions. Meaningful partial tasks are:
(I) Find bounds for the coordinates of the indecomposable solutions that are as strong as possible.
(II) Identify and characterize indecomposable solutions with special properties.
(III) Find algorithms that construct all indecomposable solutions, and analyze their efficiency.
(IV) Determine the number of indecomposable solutions, at least give good estimates of this number.
We expect an exponential dependency of the number of indecomposable solutions from m. In particular an algorithm as in (III) must have exponential complexity and cannot be efficient in the proper sense. The case n = 1 of the linear congruence is trivial. Here is the result:
Proposition 1 Let m ∈ N 2 and a ∈ N 1 . Then the only indecomposable solution of the congruence ax ≡ 0 (mod m) is the minimal integer x > 0 with m|ax. If m and a are coprime, x = m.
The results for the case n = 2 are considerably more complex but known, see [20] or [16] .
A naive algorithm for finding the indecomposable solutions x ∈ N n of the linear congruence starts with a finite subset D ⊆ N n that is guaranteed to contain all indecomposable solutions, checks the vectors in D whether they solve the congruence, and reduces the list of solutions to the indecomposable elements. The number of integer points in D is a coarse upper bound, the number of special solutions as in (II), a coarse lower bound for the number of indecomposable solutions.
Classical results provide bounds for the coordinates of indecomposable solutions that improve the trivial bound x i ≤ m: Let x ∈ N m−1 be an indecomposable solution of (C m ). Then [21] , a special case of Noether's bound [12] ), [14] ), see the note 3 below, where for a vector x ∈ N n we denote by
the cardinality of its support, called the width of x. The Noether-Tinsley bound follows from Eggleton-Erdős's since σ(x) ≥ 1.
Moreover we call
• x 1 = x 1 + · · · + x n the length (or degree [10] ),
• x ∞ = max{x 1 , . . . , x n } the height,
• x 1 + σ(x) the total size (= length + width),
The canonical unit vectors in N n (or Z n ) are e 1 = (1, 0, . . . , 0), . . . , e n = (0, . . . , 0, 1).
Remark Assume an indecomposable solution x = (x 1 , . . . , x m−1 ) of (C m ) has a pair of coordinates x i > 0 and x m−i > 0 with i < m/2. Then the solution e i + e m−i is ≤ x, hence = x. Therefore the width of an indecomposable solution x is bounded by σ(x) ≤ The strong Davenport constant of an abelian group M , see [1] , is defined as the maximum number of different elements in a minimal zerosum multiset in M . (Remember that the Davenport constant is the maximum number of not necessarily different elements in a minimal zerosum multiset.) This maximum is attained by a minimal zerosum set (that is, without repeated elements), see [1] .
As a special case the strong Davenport constant of Z/mZ is the largest width of an indecomposable solution of (C m ):
and there is an indecomposable solution x of height x ∞ = 1 that attains this bound. Thus for determining SD(m) we need to consider only indecomposable solutions with all coordinates equal to 0 or 1. Explicit values, easily determined by a simple program, are Notes on the Erdős-Heilbronn conjecture (EHC):
1. The EHC claims that a subset S of an abelian group M has a nontrivial subsum equal to 0 if s = #S ≥ c √ m with m = #M for an absolute constant c. Erdős and Heilbronn proved this for the cyclic group M = Z/pZ of prime order p with c = 3 √ 6. Olson [13] dropped the constant to c = 2 for prime order p, and [14] Example 2 Here is a family of extremal solutions x with σ(x) = 2: Let m ≥ 3, and consider x = (m − 2) e i + e j where i is coprime with m and j ≡ 2i (mod m). There are ϕ(m) extremal solutions of this type, and we'll see that they cover all extremal solutions of width 2.
Main Results
In this section we state the results. The proofs are postponed to the following sections. Example 1 and Example 2 essentially cover all extremal solutions:
Then all extremal solutions of (C m ) have widths σ(x) = 1 or 2. There are exactly 2 ϕ(m) extremal solutions.
For m = 6 there are exactly two additional extremal solutions: 2 e 2 + e 3 + e 5 = (0, 2, 1, 0, 1) and e 1 + e 3 + 2 e 4 = (1, 0, 1, 2, 0), thus the number of extremal solutions is 2 ϕ(6) + 2 = 6.
From Theorem 1 we derive a somewhat stronger version of the EggletonErdős bound:
Corollary 1 Let m ≥ 3, m = 6, and x be an indecomposable solution of (C m ) of width σ(x) ≥ 3. Then the total size is x 1 + σ(x) ≤ m and the length is x 1 ≤ m − 3.
Corollary 2 Let m ≥ 3, m = 6, and x be an extremal solution of (C m ). Then the height is x ∞ ≥ m − 2.
As an additional result we provide two upper bounds for the number of indecomposable solutions.
Application to zero-sum theory
We translate the results into the language of zero-sum multisets. A multiset S consists of a supporting set supp(S) and an integer-valued function that assigns a multiplicity µ(a) ∈ N to each element a ∈ supp(S). If supp(S) is a finite subset of a Z-module (or additively written abelian group) M , then the multiset sum of S is
where supp(S) = {a 1 , . . . , a n } and x i = µ(a i ). The multiset S is called a zero-sum multiset if Σ(S) = 0, and it is minimal if no proper nonempty submultiset has a zero sum. The size of S is
(the number of its elements counted according to their multiplicities), the width of S is σ(S) = # supp(S) = σ(x) (the number of different elements). The Eggleton-Erdős bound is
for a minimal zero-sum multiset S in Z/mZ. In this context Theorem 1 and Corollary 1 read as follows:
Corollary 3 Let S be a minimal zero-sum multiset in Z/mZ. (ii) If m ≥ 3, m = 6, and #S + σ(S) = m + 1, then S contains an element a of multiplicity µ(a) ≥ m − 2.
(iii) If m ≥ 7 and the width is at least σ(S) ≥ 3, then the size is bounded by #S ≤ m − σ(S).
In other words, "broad" (= large width) minimal zero-sum multisets are "short" (= small size). Or "long" minimal zero-sum multisets are "narrow". Some different but unrelated results along these lines are in [23, 24] .
Application to invariant theory
Let k be a field that contains a primitive m-th root of unity, in particular char k | m. Then each representation of the cyclic group G = Z m of order m is diagonalizable: We find a basis such that the corresponding operation on the polynomial ring
with suitable a i ∈ Z, 0 ≤ a i ≤ m − 1, where A is a fixed generator of the cyclic group G and ε, a fixed primitive m-th root of unity. A polynomial f = ν∈N n c ν X ν -with the usual compact notation
where (a|ν) = a 1 ν 1 + · · · + a n ν n . Thus f is invariant if and only if it has only monomials with (a|ν) ≡ 0 (mod m). A minimal system of generators of the invariant algebra therefore consists exactly of the monomials X ν for which ν is an indecomposable solution of the congruence (A). These generators are usually called the fundamental invariants. For a monomial X ν the length ν 1 is the total degree deg X ν , and the width σ(ν) counts the different variables X i that occur in X ν .
For simplicity we consider the special case n = m − 1, a i = i, the "standard representation" that corresponds to the standard congruence (C m ). The Eggleton-Erdős bound restricts the degrees of the fundamental invariants to deg X ν + σ(ν) ≤ m + 1. Theorem 1 and Corollary 1 yield:
Corollary 4 Let f = X ν be a fundamental invariant of the standard representation of the cyclic group G.
(ii) If m ≥ 3, m = 6, and deg
(iii) If m ≥ 7 and f contains s ≥ 3 different variables, then its total degree is bounded by deg f ≤ m − σ(ν).
Moreover Theorem 1 describes the 2 · ϕ(m) "extremal" invariants. The number (m) of Theorem 2 also counts the fundamental invariants. Hence Theorem 2 provides upper bounds for the size of the system of fundamental invariants, called the embedding dimension of the invariant algebra. This has even an application to the classical invariant theory of binary forms (SL 2 -invariants), see [11] or [4] .
Zerofree Subsets
Call a subset T ⊆ Z/mZ zerofree if no sum Σ(U ), U ⊆ T , U = ∅, is 0 in Z/mZ. (Note that Σ(∅) = 0.) Let ∆(T ) be the number of different subset sums Σ(U ) in Z/mZ (including 0).
Lemma 1 Let T ⊆ Z/mZ be zerofree with r elements.
Proof. See Theorems 4 and 5 of [5] . (Note that in [5] the empty sum 0 is not counted.) 3 Note Olson [14] has the stronger bound ∆(T ) ≥ r 2 /9 for m large enough.
We don't make use of this bound in the proof of Theorem 1.
We need a more concrete version of Lemma 1 for the case r = 3 and begin with two auxiliary lemmas.
Lemma 2 Let T = {t 1 , t 2 , t 3 } ⊆ Z/mZ be zerofree.
(i) The five subset sums 0, t 1 , t 2 , t 3 , t 1 + t 2 + t 3 are different.
(ii) Assume {i, j, k} = {1, 2, 3}. Then the sum t i + t j equals some other subset sum of T if and only if t i + t j = t k .
(iii) ∆(T ) = 8 − s where s is the number of true equations in the system
(ii) The subset sum t i + t j is different from 0, t i , t j , t i + t k , t j + t k , and
The only remaining possibility is t i + t j = t k .
(iii) By (ii) the equations (1)- (3) describe the only way a two-element sum might equal any of the other subset sums. 3
Lemma 1 (i) implies that at least one of (1)- (3) (ii) m is even, and T = T (m, a) for some a with 1 ≤ a < m/2, a = m 4 . Proof. Let T = {t 1 , t 2 , t 3 }. By Lemma 1 (i) ∆(T ) ≥ 6. In the case of equality exactly two of the conditions (1)-(3) must be true. Without loss of generality we may assume (1) and (2) are true. Then t 1 + t 2 = t 3 = t 2 − t 1 , hence 2t 1 = 0, thus t 1 = m/2. Assume t 2 < t 3 (as integers), and let a := t 2 . Then t 3 = m/2 + a. 3
Extremal Solutions of Width 2
We consider the congruence (A 2 ) ax+by ≡ 0 (mod m).
for two unknown integers x, y ∈ N, assuming that m ∈ N 3 , a, b ∈ N, and a ≡ b (mod m). For an indecomposable solution (x, y) with x = 0, y = 0, the width is σ(x, y) = 2, and the size is x + y ≤ m − 1. The next lemma characterizes the extremal ones among them:
Lemma 5 Assume that m ∈ N 3 , a, b ∈ N, and a ≡ b (mod m). Let (x, y) ∈ N 2 be an indecomposable solution of (A 2 ) with x = 0, y = 0, and x + y = m − 1. Then one of the following statements is true: 
(ii) If a and m are coprime, then the indecomposable solutions of (A 2 ) are exactly the same as for 1 · x + b · y ≡ 0 (mod m) where c is the inverse of a modulo m, and b = bc mod m.
Therefore the mapping (x, y) → (x, y e ) is a bijection between the respective sets of solutions, and obviously it preserves the indecomposability (in both directions).
(ii) We have ac ≡ 1 (mod m), thus ax + by = km ⇔ x + bcy = kcm. 
For the proof of Lemma 5 we may assume without loss of generality that a, b ∈ {0, . . . , m − 1} and, by Lemma 7, that a is relative prime with m, by Lemma 6 (ii), that a = 1. Then we are in the situation of Lemma 9, and thus the proof of Lemma 5 is complete. Otherwise, since the 2 s weights α(u) for 0 ≤ u ≤ y are subset sums of T = supp(x), by Lemma 1 (i) they represent at least 2s different residue classes mod m. In each chain
there remain only m−2s possible values α(u (j) ) for the m−2s indices j with s+1 ≤ j < m−s+1. So if we exchange a single element of the chain between y and x, the weights of the old and of the new element must coincide. Now assume that x i ≥ 2 and x j ≥ 2 with i = j. Then y + e i + e j ≤ x, and for the intermediate step between y and y + e i + e j we have the two choices y + e i and y + e j . Hence α(y + e i ) ≡ α(y + e j ). This implies i = α(e i ) ≡ α(e j ) = j, whence i = j, and (i) is proved. Moreover for s ≥ 4 the values α(u) in the previous paragraph represent at least 2s + 1 different residue classes by Lemma 1 (ii), leaving not enough room for the weights of the vectors between y and x, contradiction. This proves (ii). 3
We now prove Theorem 1. For an extremal solution x we denote the one coordinate x j ≥ 2 by u, all other coordinates are x i ≤ 1. Multiplying the congruence (C m ) by a number that is relatively prime with m (and reducing the coefficients mod m) doesn't change the solutions (up to a permutation of the indices 1, . . . , m − 1) nor their widths or lengths. Therefore we may assume that j = d | m, see [17] . In this situation (C m ) has the form
where S ⊆ {1, . . . , m−1}−{d} and Σ(S) = i∈S i is the sum of the elements of S. Thus
Let s := #S be the size of S, so σ(x) = s + 1. Since the cases σ(x) = 2 and σ(x) ≥ 4 are settled by Lemmas 5 and 10 we may assume that σ(x) = 3, or s = 2. Since x 1 = u + s and σ(x) = 1 + s, the extremality condition translates to the equation m + 1 = u + 2 + 1 + 2, or u + 4 = m (and thus m ≥ 6). We have u < m := m/d for otherwise the solution m e d < x contradicts the minimality of x. In particular du < m.
(By the way this implies that d ≤ 2.) We may shrink the potential range of S due to the observation m − wd ∈ S for w = 1 . . . , u, for otherwise m − wd ∈ S makes w e d + e m−wd a solution that is < x except in the case w = u and m − ud = d-but then also m − wd = d ∈ S. Now we consider the set
with S ⊆ R − {0, d} (note that maybe d ∈ R and that the removed elements m − wd are multiples of d). Its size is #R = m − u = 4. Let T := S ∪ {d} (that is, T = supp(x)). Then r := #T = s + 1 = 3, 2r ≤ m. If we let U run through all the 8 subsets of T , then by Lemma 4 one of the following two statements must be true:
2. The sums Σ(U ) represent ≥ 6 different residue classes mod m, even ≥ 7 different classes, except when T is one of the exceptional sets T (m, a).
Statement 1 makes i∈U e i a solution of (C m ) that is ≤ e d + i∈S e i < x, contradiction. Hence statement 2 is true. Case I, the Σ(U ) represent at least seven classes, thus at least three outside of R. Then at least two have the form Σ(U ) ≡ m − wd (mod m) with 1 ≤ w < u. If d ∈ U , then U ⊆ S, and w e d + i∈U e i is a solution < u e d + i∈S e i = x of (C m ), contradiction.
If however d ∈ U , then 
Since 0 < a < m/2, this implies 2a = m/2, contradicting a = m/4.
Since T = S ∪ {d} we conclude that S = {m/2, a + m/2} and
, and m is a multiple of 6, say m = 6n. Then u = 6n − 4, a = 2n, S = {3n, 5n}, x = (6n − 4) e 2n + e 3n + e 5n .
Since 2 · 2n + 3n + 5n = 12n the vector 2 e 2n + e 3n + e 5n is a solution ≤ x, hence = x, 6n − 4 = 2, n = 1. This finishes the proof of Theorem 1 and by the way identifies the exceptions for m = 6.
Alternative Proof of Theorem 1
We give an alternative proof that is much shorter but uses the deep results of [19] and [22] In particular i ν ≥ ν for ν = 1, . . . , s. Extremality means
From the chain
of equalities and inequalities we conclude that (ii) x = (m − 2) e i + e j where i is coprime with m and j = 2i mod m.
Proof.
These are the elements in the G-orbits of x = me 1 and x = (m − 2) e 1 + e 2 . 3
From this result we derive the alternative proof of Theorem 1: Let x be an extremal solution of (C m ), and s = σ(x). Then the length of x is x 1 = m + 1 − s, and
If m is odd, then m/2 − 1 = m/2 , hence (except for the trivial case m = 3) the condition in (4) is satisfied by the Remark in Section 1. The ESCY Theorem applies and settles Theorem 1 for this case. If m is even, then m/2 −1 = m/2−1, and by the same reasoning we are done except in the case s = m/2. In this case x 1 = 1 + m/2 = σ(x) + 1, and x has one coordinate x i = 2, all other coordinates x j = 1 or 0 (for j = i). Lemma 10 (ii) implies that s ≤ 3, and we are done except when s = 3, thus m = 6.
The alternative proof of Theorem 1 is complete. 
For s = 2 we have m−1 2 = (m − 1)(m − 2)/2 choices for S. Let S = {i, j} with 1 ≤ i < j ≤ m − 1. The number of indecomposable solutions with support in {i, j} is ≤ m − 1, see [20, 16] . This number includes the two solutions with one-element support {i} or {j}. Thus the number of indecomposable solutions with support {i, j} is ≤ m − 3. Therefore the number of indecomposable solutions of width s = 2 is The upper bound 3 m−1 is a standard result on trinomial coefficients (and trivial for m = 2, 3). Table 1 shows some explicit values where P is the partition function, and q(m) is the bound from Theorem 2, using the known values of SD(m). The explicit values of (m) are taken from the On-line Encyclopedia of Integer Sequences [15] . Figure 1 provides an illustration of these values (extended to m = 39). The yellow line represents the lower bound from [4] where the unspecified proportionality factor is set to 1. 4. Or is at least (m) ≤ f (m) · P (m) for some polynomial f ?
