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LIMITS OF GROUPOID C*-ALGEBRAS ARISING FROM OPEN
COVERS
A. CENSOR AND D. MARKIEWICZ
Abstract. I. Raeburn and J. Taylor have constructed continuous-trace C∗-algebras
with a prescribed Dixmier-Douady class, which also depend on the choice of an open
cover of the spectrum. We study the asymptotic behavior of these algebras with respect
to certain refinements of the cover and appropriate extension of cocycles. This leads to
the analysis of a limit groupoid G and a cocycle σ, and the algebra C∗(G, σ) may be
regarded as a generalized direct limit of the Raeburn-Taylor algebras. As a special case,
all UHF C∗-algebras arise from this limit construction.
1. Introduction
In their study of continuous-trace C∗-algebras, J. Dixmier and A. Douady [DD63],
[Dix63] introduced a complete invariant classifying these algebras up to spectrum pre-
serving Morita equivalence. If A is a continuous-trace C∗-algebra with spectrum T , then
its Dixmier-Douady invariant δ(A) is an element of the sheaf cohomology groupH2(T ,T),
where T denotes the sheaf of germs of continuous circle-valued functions on T . We remark
that H2(T ,T) is naturally isomorphic to the more familiar cohomology group H3(T ,Z).
Dixmier and Douady also proved that given a locally compact paracompact Hausdorff
space T , every element of H2(T ,T) ≃ H3(T ,Z) is the Dixmier-Douady invariant of
some continuous-trace C∗-algebra with spectrum T . This lead naturally to the study
of the Brauer group, which is the set of spectrum preserving Morita equivalence classes
of continuous-trace class C∗-algebras with spectrum T endowed with the multiplication
induced by spectrum preserving tensor product. The map δ : Brauer(T ) → H2(T ,T) is
in fact a group isomorphism (for a modern treatment of the subject, see [RW98]).
The original proof of the surjectivity of δ used the contractibility of the unitary group
of an infinite dimensional Hilbert space as well as Zorn’s lemma, and therefore it did
not lead to explicit constructions. Later I. Raeburn and J. Taylor [RT85] provided a
more direct approach. We shall henceforth take T to be compact. Given a finite open
cover U of T and a cocycle ν ∈ Z2(U,T), Raeburn and Taylor constructed an algebra
A(U, ν) with spectrum T and Dixmier-Douady invariant represented by ν. In addition,
they observed that there exists a locally compact Hausdorff e´tale groupoid GU and a
circle-valued groupoid 2-cocycle τ ∈ Z2(GU ,T) such that A(U, ν) ≃ C
∗(GU , τ).
In this work we explore the asymptotic behavior of the algebras C∗(GU , τ), as one refines
the cover U while retaining a certain compatibility of cocycles. This is accomplished in
terms of an e´tale groupoid G and an appropriate cocycle σ. More precisely, we say that
W is an intersection refinement of U , denoted U ≤ W, if there exists a cover V such that
W = U ∩ V = {Ui ∩ Vj | Ui ∈ U , Vj ∈ V}.
Any sequence of open covers {V (k)}∞k=1 gives rise to a sequence of intersection refinements
W (0) ≤W (1) ≤W (2) ≤ ...
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of T , where W (i+1) = W (i) ∩ V (i+1). We denote Gn = GW (n), and from this sequence we
construct the groupoid G.
In order to carry out this construction, and in particular to define the compatibility of
the cocycles, one is lead naturally to technical considerations. The naive compatibility
condition, namely that the sequence σn ∈ Z
2(Gn,T) be generated from pullbacks along
the projection maps Gn+1 → Gn, is insufficient, and a stronger condition is needed. In
fact, we are compelled to carry out a careful analysis of several associated groupoids
which are not e´tale, ultimately leading to the e´tale groupoid G and limit cocycle σ.
Our main result states the following (see Theorems 5.11 and 7.2). Recall that the
support of a set S ⊆ C∗(G, σ) is the set of points in G for which there is an element of
S that does not vanish as a function in C0(G).
Main Theorem. Let Gn be a sequence of groupoids corresponding to a sequence
of intersection refinements and σn ∈ Z
2(Gn,T) an associated sequence of compatible
cocycles. There exists a locally compact Hausdorff principal amenable e´tale groupoid
G and a cocycle σ ∈ Z2(G,T) as well as a sequence of isometric ∗-homomorphisms
ϕn : C
∗(Gn, σn)→ C
∗(G, σ) such that G is the support of
⋃
ϕn(C
∗(Gn, σn)).
In the particular case when T is a point, C∗(G) is a UHF algebra (i.e. a direct limit of
finite-dimensional C∗-algebras), and moreover all UHF algebras arise from an appropriate
choice of infinite intersection refinement. Furthermore, in that case we have in fact that
C∗(G) is the direct limit of the algebras C∗(Gn).
In a more general setting the main issue is that we cannot construct maps from
C∗(Gn, σn) to C
∗(Gn+1, σn+1), and moreover the set S =
⋃
ϕn(C
∗(Gn, σn)) is not al-
ways dense inside C∗(G, σ). Therefore we do not have a direct limit. However, G is the
support of S, and we regard our construction as a generalized direct limit, especially in
light of the work of P. Muhly and B. Solel [MS89].
Apart from presenting our main results, we study the properties of the groupoid G and
several other groupoids related to covers and to sequences of refinements.
2. Preliminaries
Let G be a second countable locally compact Hausdorff principal groupoid. We shall
denote the unit space of G by G(0) and the set of composable pairs by G(2). We shall also
denote by r and d the range and source maps, respectively, and set Gu = {x ∈ G : r(x) =
u} and Gu = {x ∈ G : d(x) = u} for all u ∈ G
(0). The groupoid G is said to be r-discrete
if G(0) is open. We will say that G is an e´tale groupoid if r is a local homeomorphism (We
remark that the notions of e´tale and r-discrete are a source of confusion in the literature.
We refer the reader to [Res07] for a detailed discussion on the relations between those
definitions). If G is an e´tale groupoid, then the family λ = {λu : u ∈ G(0)}, where λu is
counting measure on Gu, provides a continuous left Haar system for G. We will always
assume that e´tale groupoids are endowed with the counting Haar system.
We say that H ⊆ G is a subgroupoid if it is closed under the multiplication and
inverse operations of G. We emphasize that we do not require that H and G share the
same unit space.
Given two groupoids G and H , a map φ : G→ H is a groupoid homomorphism if
for every composable pair (x, y), we have that (φ(x), φ(y)) is also composable, φ(xy) =
φ(x)φ(y), and for every x ∈ G, φ(x−1) = [φ(x)]−1.
We shall say that σ : G(2) → T is a continuous 2-cocycle if σ is continuous and
σ(x0x1, x2)σ(x0, x1) = σ(x1, x2)σ(x0, x1x2)
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for all x0, x1, x2 ∈ G such that (x0, x1) and (x1, x2) are composable. We shall say that
σ : G(2) → T is a continuous 2-coboundary if there exists a continuous function
µ : G→ T such that for all (x, y) ∈ G(2),
σ(x, y) = µ(x)µ(y)[µ(xy)]−1.
The set Z2(G,T) of continuous 2-cocycles becomes a group when it is endowed with
the operation of pointwise multiplication of T-valued functions. The set B2(G,T) of all
continuous 2-coboundaries is a normal subgroup, and we define the second cohomology
group of G with coefficients in T to be the quotient:
H2(G,T) = Z2(G,T)/B2(G,T).
Given a 2-cocycle σ, we define the ∗-algebra of functions Cc(G, σ) to be the set of
functions Cc(G) endowed with the multiplication and involution
(f ∗ g)(x) =
∫
f(xy)g(y−1)σ(xy, y−1)dλd(x)(y),
f ∗(x) = f(x−1)σ(x, x−1).
For f ∈ Cc(G, σ), set
‖f‖I,r = sup
u∈G(0)
∫
|f |dλu, ‖f‖I,d = sup
u∈G(0)
∫
|f ∗|dλu.
We define a ∗-algebra norm ‖ · ‖I on Cc(G, σ) by the expression:
‖f‖I = max{‖f‖I,r, ‖f‖I,d}.
A bounded representation of Cc(G, σ) on a Hilbert space H is a ∗-homomorphism
π : Cc(G, σ)→ B(H) that is nondegenerate, continuous (when Cc(G, σ) is endowed with
the inductive limit topology and B(H) has the weak operator topology) and satisfies
‖π(f)‖ ≤ ‖f‖I for all f ∈ Cc(G, σ). The full twisted groupoid C
∗-algebra C∗(G, σ)
is the closure of Cc(G, σ) with respect to the following C
∗-norm:
‖f‖ = sup{‖π(f)‖ : π is a bounded representation of Cc(G, σ)}.
Given a measure µ on G(0), we define a measure ν on G by ν =
∫
G
λudµ(u) and
write ν−1 for the image of ν under inversion. Such a measure gives rise to a bounded
representation Indµ of Cc(G, σ) on L
2(ν−1): for f ∈ Cc(G, σ) and ξ ∈ L
2(ν−1), set
(Indµ(f)ξ)(x) =
∫
G
f(xy)ξ(y−1)σ(xy, y−1)dλd(x)(y).
The reduced twisted groupoid C∗-algebra C∗r (G, σ) is the closure of Cc(G, σ) with
respect to the following C∗-norm:
‖f‖r = sup{‖ Indµ(f)‖ : µ is a Radon measure on G
(0)}.
It is worth noting that by a disintegration argument (see [Muh]):
‖f‖r = sup{‖ Indµ(f)‖ : µ is a unit point mass on G
(0)}.
In fact (see the comment in [Muh] following the definition of the reduced norm), if E is
a saturating subset of G(0) (i.e. such that for every u ∈ G(0) there exists x ∈ G such that
r(x) = u and d(x) ∈ E), then:
(2.0.1) ‖f‖r = sup{‖ Indµ(f)‖ : µ is a unit point mass on E}.
We denote by C0(G) the Banach space of continuous functions on G which vanish at
infinity. Renault ([Ren80], Proposition II.4.2) showed that if G is an r-discrete groupoid
with Haar system and σ a continuous 2-cocycle, then the injection j : Cc(G) → C0(G),
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extends to a norm-decreasing linear map j : C∗r (G, σ) → C0(G) which is one-to-one.
Therefore, elements of C∗r (G, σ) can be viewed as continuous functions on G.
We will say that a locally compact groupoid with continuous Haar system (G, λ) is
amenable if there exists a net {fi} in Cc(G) such that:
Am1: the functions u 7→
∫
|fi(y)|
2dλu(y) are uniformly bounded in the sup norm;
Am2: The functions x 7→
∫
fi(xy)fi(y)dλ
d(x)(y) converge to 1 uniformly on any
compact subset of G.
The property of amenability of G guarantees that C∗r (G, σ) is nuclear and moreover
that C∗r (G, σ) and C
∗(G, σ) coincide.
Suppose that a topological groupoid G is the union of an increasing sequence of open
subgroupoids Gn all of which share the unit space of G. In that case we will say that G is
the inductive limit of the sequence Gn. When G has a Haar system, we assume that its
restriction endows each element of the sequence Gn with a Haar system. The inductive
limit of amenable groupoids is amenable (see p.123 of [Ren80]).
Let G be a groupoid and let X be a set. A groupoid action of G on X (to the left) is
given by a surjection r : X → G(0) and a map (γ, x) 7→ γ ·x from G∗X := {(γ, x) | d(γ) =
r(x)} to X , satisfying
(1) r(x) · x = x for all x ∈ X .
(2) r(γ · x) = r(γ) for every (γ, x) ∈ G ∗X .
(3) if (γ1, x) ∈ G ∗ X and (γ2, γ1) ∈ G
(2) then (γ2γ1, x), (γ2, γ1 · x) ∈ G ∗ X and
γ2 · (γ1 · x) = (γ2γ1) · x.
We say that the (left) action is free when the equation γ · x = x implies that γ is a unit,
namely γ = d(γ) = r(x). In the case where the set X is itself a groupoid, we will say that
the action is transitive if for every x, y ∈ X such that d(x) = d(y), there exists γ ∈ G
such that x = γ · y. A groupoid homomorphism π : X → G is said to be equivariant
with respect to the G-action if for every (γ, x) ∈ G ∗X we have that d(γ) = r(π(x)) and
π(γ · x) = γπ(x).
3. Bundles of Glimm Groupoids
Glimm groupoids are groupoids whose C∗-algebras are the well known Glimm (or UHF)
C∗-algebras. They serve as basic examples in our study, however we present them here
in a slightly non-standard fashion (compare with [Ren80]). Therefore we review some
of their basic properties and we provide proofs for which we could not find a convenient
reference in the literature.
Let N denote the set {0, 1, 2, . . . }.
Definition 3.1. We shall say that a set Ω is admissible if there exists S ⊆ N of the
form S = {0, 1, 2, . . . , n} or S = N for which Ω ⊆
∏
k∈S N and furthermore Ω =
∏
k∈S Ωk,
where Ωk ⊆ N is finite and nonempty for every k ∈ S. We always endow Ω with the
(compact) product topology of the discrete sets Ωk, k ∈ S.
It will be useful to regard the elements of Ω as sequences α = (α0, α1, . . . ) or (n + 1)-
tuples α = (α0, α1, . . . , αn).
We define an equivalence relation on an admissible set Ω as follows. For α, β ∈ Ω, we
say that
α ∼ β ⇔ αk = βk except for finitely many values of k.
Notice that in the case when Ω is finite any two points are equivalent. The aforementioned
equivalence relation gives rise to a principal groupoid
R(Ω) = {(α, β) ∈ Ω× Ω : α ∼ β}
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where the pair (α, β), (γ, δ) is composable if and only if β = γ, and (α, β)−1 = (β, α).
We define a topology on R(Ω) as follows. For every (α, β) ∈ R(Ω) and N ∈ N such
that αn = βn for n > N , let
O(α,β)(N) = {(γ, δ) ∈ R(Ω) : ∀k ≤ N, γk = αk, δk = βk and ∀k > N, γk = δk}.
The collection {Oξ(N) : ξ ∈ R(Ω), N ∈ N} is a basis for the topology of R(Ω). In terms
of convergence of nets, a net (αλ, βλ) in R(Ω) converges to a point (α, β) ∈ R(Ω) if and
only if for every n ∈ N such that αk = βk for k > n there exists λ0 such that for λ ≥ λ0,
(αλ)k = αk and (βλ)k = βk when k ≤ n and (αλ)k = (βλ)k when k > n.
Note that the topology of R(Ω) has a countable basis since O(α,β)(N) = O(γ,δ)(N)
whenever αk = γk and βk = δk for k ≤ N .
Definition 3.2. The principal topological groupoid R(Ω) will be called the Glimm
groupoid of an admissible set Ω.
For example, when Ω is finite, R(Ω) is the groupoid Ω×Ω corresponding to the trivial
equivalence relation on Ω, and in particular it is compact. When Ω is infinite this need
not be the case. Nevertheless, its unit space is still compact since the map α 7→ (α, α)
implements a homeomorphism Ω ≃ R(Ω)(0).
Proposition 3.3. The Glimm groupoid of an admissible set Ω is a locally compact Haus-
dorff groupoid which is principal and e´tale. Furthermore, the C∗-algebra C∗(R(Ω)) is a
Glimm algebra (also called uniformly hyperfinite or UHF).
Proof. This is a straightforward verification, except for the statement regarding the nature
of the C∗-algebra, which follows from Renault’s study of Glimm groupoids and AF-
groupoids in [Ren80] (see p.128 and results thereafter). 
Let T be a second countable compact Hausdorff space.
Definition 3.4. The bundle of Glimm groupoids of an admissible set Ω over T ,
which will be denoted by T ∗ R(Ω), is the set T × R(Ω) endowed with the pointwise
groupoid structure and the product topology. It will be convenient to work with T ∗R(Ω)
in the following presentation:
T ∗ R(Ω) = {(α, t, β) : t ∈ T , (α, β) ∈ R(Ω)}
In this notation a pair (α, t, β), (γ, s, δ) is composable if and only if β = γ and t = s, in
which case their product is (α, t, δ), and (α, t, β)−1 = (β, t, α).
The groupoid T ∗R(Ω) arises naturally from the equivalence relation on T ×Ω which
is defined by (t, α) ∼ (s, β) if and only if t = s and α ∼ β. In particular, its unit space
is given by {(α, t, α) : t ∈ T , α ∈ Ω} = T ∗ R(0)(Ω).
We collect many of the properties of T ∗R(Ω) in the following proposition, although
we omit its proof since it is a routine verification. Recall that locally compact second
countable Hausdorff spaces are metrizable by Urysohn’s metrization theorem (see [Kel75]
pp. 125 and 147).
Proposition 3.5. Given an admissible set Ω and a compact second countable Hausdorff
space T , the groupoid T ∗ R(Ω) is locally compact, second countable, Hausdorff, metriz-
able, principal and e´tale. Furthermore, its unit space is compact since it is naturally
homeomorphic to T × Ω.
We now address the issue of amenability. When Ω is finite, as we have remarked, the
groupoid R(Ω) is compact. Therefore the e´tale groupoid T ∗R(Ω) is compact, and it
follows that it is amenable.
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We now turn to the case when Ω is infinite and Ω =
∏
k∈NΩk.
We introduce a bit more notation. For every n ∈ N, we will denote Ω(n) =
∏n
k=0Ωk.
Note that Ω(n) is also an admissible set. Given α ∈ Ω and n ∈ N, we shall denote
α|n = (α0, α1, . . . , αn). Notice that, using this notation, we have Ω
(n) = {α|n : α ∈ Ω}.
Definition 3.6. For each n ≥ 0, denote by Xn the subset of T ∗R(Ω) given by
Xn = {(α, t, β) ∈ T ∗R(Ω) : αk = βk for k > n}.
Notice that the sets Xn are nested: Xn ⊆ Xn+1, and that T ∗R(Ω) =
⋃
n∈N Xn.
Remark 3.7. We can restate the convergence in T ∗R(Ω) as follows. We will denote
by pT : T ∗R(Ω) → T and pn : T ∗R(Ω) → R(Ω
(n)) the canonical projections given by
pT (α, t, β) = t and pn(α, t, β) = (α|n, β|n). A net ξλ converges to ξ in T ∗R(Ω) if and
only if
(1) pT (ξλ)→ pT (ξ).
(2) ∀n ∈ N such that ξ ∈ Xn, there exists λ0 such that for any λ ≥ λ0, ξλ ∈ Xn and
pn(ξλ) = pn(ξ).
We also note that the projections pT and pn are continuous.
Lemma 3.8. For every n ≥ 0 the set Xn is a compact open amenable e´tale subgroupoid
of T ∗R(Ω) such that X
(0)
n = [T ∗R(Ω)](0).
Proof. It is clear that Xn is a subgroupoid of T ∗R(Ω), and Xn contains [T ∗R(Ω)]
(0),
hence X
(0)
n = [T ∗R(Ω)](0). It follows immediately from Remark 3.7 (2) that Xn is open.
In order to show that Xn is closed, suppose that ξλ → ξ and ξλ ∈ Xn for all λ. Since
ξ ∈ T ∗R(Ω) = ∪n∈NXn, ∃N ∈ N such that ξ ∈ XN . If N ≤ n we have that ξ ∈ XN ⊆ Xn
and in this case we are done. Now assume N > n. There exists λ0 such that for λ ≥ λ0,
ξλ ∈ XN and pN (ξλ) = pN (ξ). Thus, if ξλ = (αλ, tλ, βλ) and ξ = (α, t, β), we have for
λ ≥ λ0 that αk = (αλ)k = (βλ)k = βk for k = n+ 1, . . . , N . Hence, ξ ∈ Xn.
Let Qn = Ω
(n) × Ω(n) ×
∏∞
k=n+1Ωk endowed with the product topology, with respect
to which it is compact. Let j : Qn → R(Ω) be the map given by j(x, y, ω) = (xω, yω),
where xω denotes the concatenation of x and ω. This map is clearly injective and it
is continuous, therefore j(Qn) is compact in R(Ω). Now observe that Xn ⊆ T × j(Qn),
hence it is a closed subset of a compact set of T ∗R(Ω) and we conclude that it is compact.
The groupoid Xn is e´tale because it is an open subgroupoid of an e´tale groupoid. Since
r : T ∗R(Ω)→ [T ∗R(Ω)](0) is a local homeomorphism, its restriction to the open set Xn
is still a local homeomorphism.
Finally, Xn is amenable because it is compact. 
In summary, we have shown that T ∗R(Ω) is an inductive limit of compact open
amenable subgroupoids, and it follows in particular that it is also amenable. We have
proven the following result.
Proposition 3.9. Given an admissible set Ω and a compact second countable Hausdorff
space T , the groupoid T ∗R(Ω) is amenable.
Observe that when T = {pt}, we have that T ∗R(Ω) ≃ R(Ω). In particular, the latter
is amenable.
Although we chose an alternative path, it is possible to define the topology of T ∗R(Ω)
in terms of the inductive limit of the sequence Xn (see [Ren80], p. 122).
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4. Groupoids for Ordered Cover refinements
Definition 4.1. Let U and W be open covers of T . We say that W is an intersection
refinement of U and denote it U ≤ W if there exists an open cover V such that W =
U ∩ V = {Ui ∩ Vj | Ui ∈ U , Vj ∈ V}.
It is easy to see that the set of intersection refinements is cofinal in the set of all
refinements.
Given any family of open covers V = {V (0), V (1), V (2)...}, we obtain a sequence of
intersection refinements W (0) ≤ W (1) ≤ W (2) ≤ ... by defining W (n) = V (0) ∩ V (1) ∩
V (2)...∩ V (n). We present this exact construction using the notation and terminology we
introduced in the previous section.
For each k ∈ N, let V (k) = {V
(k)
0 , V
(k)
1 , . . . V
(k)
nk } be an open cover for T . We emphasize
that we allow repetitions, i.e. V
(k)
i = V
(k)
j for i 6= j. The family V = {V
(0), V (1), V (2)...}
is then a family of open covers of T . We can now apply the terminology of the previous
section. For each k ∈ N, denote Ωk = {0, 1, . . . , nk} and let Ω =
∏∞
k=0Ωk be the
admissible set corresponding to V . The set Ω is in fact admissible in the sense of
Definition 3.1, as are the sets Ω(n) =
∏n
k=0Ωk, for every n ∈ N.
If α = (α0, α1, α2, . . . , αn) ∈ Ω
(n), we set:
Wα =
n⋂
k=0
V (k)αk .
Note that Wα is an open (possibly empty) set for every α, being a finite intersection of
open sets. Moreover, for every n ∈ N, W (n) = {Wα : α ∈ Ω
(n)} is an open cover of T ,
and W (0) ≤ W (1) ≤ W (2) ≤ ... is a sequence of intersection refinements corresponding to
V . In light of this, we will call V an ordered cover refinement.
When α = (α0, α1, α2, . . . ) ∈ Ω, the infinite intersection Wα =
⋂∞
k=0 V
(k)
αk is only a Gδ
set. Thus, in this case {Wα : α ∈ Ω} is not an open cover of T .
Definition 4.2. For every N ∈ N, we define the groupoid
GN(V ) = {(α, t, β) : α, β ∈ Ω
(N), t ∈ Wα ∩Wβ}
where a pair (α, t, β), (γ, s, δ) is composable if and only if β = γ and t = s, in which
case their product is (α, t, δ), and (α, t, β)−1 = (β, t, α). The topology of GN(V ) is the
relative topology from its natural inclusion into T ∗ R(Ω(N)).
The topology of GN(V ) has as basis the collection of all sets
Zα,β,U = {(α, t, β) ∈ GN(V ) : t ∈ U}
where (α, β) ∈ R(Ω(N)) and U ⊆ T is open. The sets Zα,β,U implicitly depend on N .
For every N ∈ N the groupoid GN(V ) arises naturally from the restriction of the
equivalence relation introduced on T × Ω(N) to the set {(t, α) ∈ T × Ω(N) : t ∈ Wα}.
The groupoid GN (V ) is precisely the groupoid G(W
(N)) corresponding to the Raeburn-
Taylor C∗-algebra of the finite open cover W (N) of T . Presenting the elements in the
form (α, t, β), we keep track of all the covers V (0), V (1), V (2), ..., V (N) from which W (N)
was obtained. The groupoid GN(V ) has the following basic properties.
Proposition 4.3 ([RT85]). For every N ∈ N the groupoid GN(V ) is locally compact,
Hausdorff, principal and e´tale.
Definition 4.4. For every N ∈ N, define the groupoid
GˇN(V ) = {(α, t, β) : (α, β) ∈ R(Ω
(N)), t ∈ Wα ∩Wβ}
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with the following operations: a pair (α, t, β), (γ, s, δ) is composable if and only if β = γ
and t = s, in which case their product is (α, t, δ), and (α, t, β)−1 = (β, t, α). The topology
of GˇN(V ) is the relative topology from its natural inclusion into T ∗ R(Ω
(N)).
The sets of the form
Zˇα,β,U = {(α, t, β) ∈ GˇN(V ) : t ∈ U}
where (α, β) ∈ R(Ω(N)) and U ⊆ T is open, constitute a basis for the topology of GˇN(V ).
Proposition 4.5. For every N ∈ N, GˇN (V ) is a compact Hausdorff r-discrete principal
groupoid. The embedding J : GN(V ) → GˇN(V ) is a continuous open mapping and a
groupoid homomorphism.
Proof. The groupoid GˇN(V ) arises from the restriction of the equivalence relation of
T × Ω to the set {(t, α) ∈ T × Ω(N) : t ∈ Wα }, hence it is a principal groupoid.
We claim that GˇN(V ) is a closed subset of the compact Hausdorff space T ∗ R(Ω
(N))
≃ T ×Ω(N)×Ω(N), hence compact and Hausdorff in the relative topology. Let (αλ, tλ, βλ)
be a net in GˇN(V ) converging to (α, t, β) ∈ T ∗R(Ω
(N)). Then there exists λ0 such that
for λ ≥ λ0, αλ = α and βλ = β, hence tλ ∈ Wα ∩ Wβ . Since tλ → t, it follows that
t ∈ Wα ∩Wβ and (α, t, β) ∈ GˇN(V ). Finally, the unit space Gˇ
(0)
N (V ) of GˇN(V ) is open,
since Gˇ
(0)
N (V ) =
⋃
α∈Ω(N) Zˇα,α,T . Hence GˇN(V ) is r-discrete.
It is clear that the mapping J is a continuous groupoid homomorphism. In order
to prove that it is an open mapping, let W ⊆ GN (V ) be open and fix (α, t, β) ∈ W .
Now let U ⊆ Wα ∩ Wβ be an open neighborhood of t in T such that Zα,β,U ⊆ W .
We have that if (γ, s, δ) ∈ Zˇα,β,U , then γ = α, δ = β and s ∈ U ⊆ Wα ∩ Wβ, hence
(γ, s, δ) ∈ GN (V ). In other words, Zˇα,β,U ⊆ GN(V ). Since it follows from the definitions
that Zα,β,U = Zˇα,β,U ∩ GN(V ), we have that in this case Zα,β,U = Zˇα,β,U , and therefore
Zˇα,β,U ⊆W . It follows that W is a union of open sets of GˇN(V ), thus open. 
Our goal is to “take the limit as N goes to∞” of the Raeburn-Taylor groupoids GN(V ).
We are aiming for a groupoid G(V ) which is locally compact, Hausdorff, principal and
e´tale. A first step in this direction is to consider the following groupoid:
Definition 4.6. We shall refer to the topological groupoid
G∞(V ) = {(α, t, β) | (α, β) ∈ R(Ω), t ∈ Wα ∩Wβ}
endowed with the following structure. A pair (α, t, β), (γ, s, δ) is composable if and only
if β = γ and t = s, in which case their product is (α, t, δ). The inverse is given by
(α, t, β)−1 = (β, t, α). The topology of G∞(V ) is the relative topology from its natural
inclusion in T ∗ R(Ω).
It follows from the inclusion of G∞(V ) into T ∗R(Ω) that G∞(V ) is in fact a groupoid.
But in general, this natural candidate for G(V ) fails to be locally compact (see Exam-
ple 5.7). Furthermore, the topological closure of G∞(V ) in T ∗R(Ω) need not be closed
under the multiplication induced from T ∗R(Ω) (see Example 4.12), and thus it is not a
groupoid. We are led to consider Gˇ∞(V ) which is the algebraic closure of G∞(V ) inside
T ∗R(Ω). Although Gˇ∞(V ) is a locally compact groupoid, it is also lacking because it
need not be e´tale (see Example 5.6). Ultimately we identify a groupoid G(V ) which is a
subgroupoid of Gˇ∞(V ) containing G∞(V ) and which satisfies all the above desired prop-
erties. Having outlined our plan, we now provide the definitions of Gˇ∞(V ) and G(V ),
establish their properties, and give some examples.
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Definition 4.7. We endow the set
Gˇ∞(V ) = {(α, t, β) : (α, β) ∈ R(Ω), t ∈ (
∞⋂
N=0
Wα|N) ∩ (
∞⋂
N=0
Wβ|N)}
with the following groupoid operations: a pair (α, t, β), (γ, s, δ) is composable if and only
if β = γ and t = s, in which case their product is (α, t, δ). The inverse is given by
(α, t, β)−1 = (β, t, α). The topology of Gˇ∞(V ) is the relative topology from its natural
inclusion into T ∗ R(Ω). As we will see shortly, Gˇ∞(V ) is a groupoid, and it is the
algebraic closure of G∞(V ).
Definition 4.8. We endow the set
G(V ) = {(α, t, β) ∈ Gˇ∞(V ) : ∃n ∈ N, (α|n, t, β|n) ∈ Gn(V ) and αk = βk for k > n}
with the groupoid operations and the relative topology inherited from its natural inclusion
into Gˇ∞(V ). We will soon verify that G(V ) is in fact a subgroupoid of Gˇ∞(V ).
In order to lighten the notation, henceforth we will fix V , the sequence of intersection
refinements, and we will refrain from marking the dependence of the groupoids on the
sequence. For example, we will denote Gˇ∞(V ) by Gˇ∞.
Note that for any N ∈ N and α ∈ Ω(N) we have that
⋂N
n=0Wα|n =Wα. In light of this
we view Gˇ∞ as the counterpart of GˇN when replacing N with ∞.
It may not be immediately apparent that G is closed under the operations of Gˇ∞. We
address this issue in the following proposition.
Proposition 4.9. Gˇ∞ is a principal groupoid containing G∞ and G as subgroupoids. In
particular, G is a principal groupoid.
Proof. The operations on Gˇ∞ correspond to the equivalence relation on T ×Ω correspond-
ing to T ∗R(Ω) but restricted to the set {(t, α) ∈ T × Ω | t ∈
⋂∞
N=0Wα|N }. Therefore
Gˇ∞ is a principal groupoid. It is straightforward to check that G∞ is a subgroupoid of
Gˇ∞. Now suppose that (α, t, β) and (δ, s, γ) are elements of G which are composable in
Gˇ∞. Then we have that t = s, β = δ, and there are n,m ∈ N such that t ∈ Wα|n ∩Wβ|n,
t ∈ Wβ|m ∩Wγ|m, αk = βk for k > n and βj = γj for j > m. Let us assume without loss
of generality that n ≤ m. We can then write:
α = (α0, α1, . . . , αn, αn+1, . . . αm, αm+1, αm+2, . . . )
β = (β0, β1, . . . , βn, αn+1, . . . αm, αm+1, αm+2, . . . )
γ = (γ0, γ1, . . . , γn, γn+1, . . . , γm, αm+1, αm+2, . . . )
Notice that since t ∈ Wβ|m and t ∈ Wα|n, we actually have that t ∈ Wα|m. Since t ∈ Wγ|m,
we conclude that (α, t, γ) ∈ G. It is clear that G is closed under inverses, therefore it is
a subgroupoid of Gˇ∞.
Finally, G∞ and G are principal groupoids because they are subgroupoids of a principal
groupoid. 
The following remark will prove useful.
Remark 4.10. Suppose O is an open set, A is a set and x ∈ O ∩ A. Then x ∈ O ∩ A.
The proof is easy. Given a net xλ in A converging to x, there exists λ0 such that for
λ ≥ λ0 we have xλ ∈ O. Thus for λ ≥ λ0 we have xλ ∈ O ∩A and xλ → x.
Proposition 4.11. The topological closure of G∞ in T ∗R(Ω) is given by
(4.11.1) G∞ = {(α, t, β) ∈ T ∗ R(Ω) : t ∈ ∩NWα|N ∩Wβ|N}.
Moreover, The groupoid Gˇ∞ is the algebraic closure of G∞ in T ∗R(Ω).
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Proof. Suppose (α, t, β) ∈ T ∗R(Ω) is the limit of a net (αλ, tλ, βλ)λ∈Λ in G∞. Fix N ∈ N.
There exists λ0 ∈ Λ such that for λ ≥ λ0, αλ|N = α|N , βλ|N = β|N . In particular, for
λ ≥ λ0, tλ ∈ Wαλ|N ∩Wβλ|N = Wα|N ∩Wβ|N . Since tλ → t we have that t ∈ Wα|N ∩Wβ|N .
Conversely, suppose (α, t, β) ∈ T ∗R(Ω) and t ∈ ∩NWα|N ∩Wβ|N . Let S be a local
basis of open neighborhoods of t, partially ordered by reverse inclusion, and let Λ = N×S
be the directed set with the product partial ordering. Let λ = (N,A) be fixed. Notice
that t ∈ Wα|N ∩Wβ|N , hence we can choose tλ ∈ A ∩Wα|N ∩Wβ|N . Define αλ|N = α|N ,
βλ|N = β|N , and for n > N set (αλ)n = (βλ)n to be any value so that tλ ∈ V
(n)
(αλ)n
. This
is possible because V is an ordered cover refinement. Now it is clear that (αλ, tλ, βλ) is a
net in G∞ which converges to (α, t, β).
Finally, we show that Gˇ∞ is the algebraic closure of G∞ in T ∗R(Ω). It follows from
the definition of Gˇ∞ in conjunction with (4.11.1) that G∞ ⊆ Gˇ∞. Therefore, in order to
prove the statement, it suffices to show that for every z ∈ Gˇ∞ there exist x, y ∈ G∞ such
that z = xy.
Fix z = (α, t, β) ∈ Gˇ∞. There exists M ∈ N such that αn = βn for n > M . Now
pick any γ ∈ Ω such that t ∈ Wγ|M (again this is possible since V is an ordered cover
refinement) and γn = αn for n > M . Then set x = (α, t, γ) and y = (γ, t, β).
We claim that x, y ∈ G∞. We prove it for x, since an analogous argument will yield the
result for y. We must prove that t ∈ Wα|N ∩Wγ|N for all N ∈ N. Fix N ∈ N, and recall
that t ∈ Wα|N . Suppose first that N ≤ M . Then Wγ|N is open and contains t, hence
by Remark 4.10 we have t ∈ Wα|N ∩Wγ|N . When N > M notice that Wα|N ∩Wγ|N =
Wα|N ∩Wγ|M and the latter contains t by Remark 4.10. Finally, it is clear that z = xy. 
Example 4.12 (In general G∞ 6= G∞ and G∞ 6= Gˇ∞). Consider the ordered cover
refinement V given as follows: for every k let V
(k)
0 = [−1, 0), V
(k)
1 = (0, 1] and V
(k)
2 =
[−1, 1], and consider the following elements (we denote the infinite repetition of a number
by placing a bar over it):
g =(00000, 0, 00000) x =(02222, 0, 22222)
y =(22222, 0, 12222) z =(02222, 0, 12222)
We have immediately that G∞ 6= G∞, since we have a net (0000,−1/n, 00000) in G∞
converging to g 6∈ G∞.
Observe that z ∈ Gˇ∞ but z 6∈ G∞ by (4.11.1) since W0 ∩W1 = ∅. Incidentally,
this shows already that G∞ is not closed under multiplication, for in that case it would
be equal to its algebraic closure Gˇ∞ since it is obviously closed under inverses. More
concretely, notice that x, y ∈ G∞ and z = xy, but z 6∈ G∞.
We remark that in general, one can verify that Gˇ∞ = G∞ ·G∞.
We have seen that if G is a topological groupoid and S is a subset closed under the
groupoid operations of G, in general S need not be closed under the operations of G. This
is different from the category of groups, where the closure of a subgroup is automatically
a subgroup. We point out that from the axioms in the definition of a groupoid it follows
that (S×S)∩G(2) determines the set of composable pairs for S. In particular, G∞ cannot
be made into a groupoid with the restriction of the operations of T ∗R(Ω) by attempting
to declare a smaller set of composable pairs.
5. Properties of Gˇ∞ and G
Proposition 5.1. Gˇ∞ is a closed subset of T ∗R(Ω), therefore it is a metrizable locally
compact groupoid.
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Proof. The topological space Gˇ∞ is metrizable because it is a subspace of T ∗R(Ω) which
is metrizable, by Proposition 3.5.
Let xi = (αi, ti, βi) be a sequence in Gˇ∞ converging to x = (α, t, β) in T ∗R(Ω),
that is to say, ti → t in T and (αi, βi) → (α, β) in R(Ω). In order to show that
x ∈ Gˇ∞, we need only to show that t ∈ (∩n∈NWα|n)∩ (∩n∈NWβ|n). For each k > 0, denote
Fk = (∩
k
n=1Wα|n)∩(∩
k
n=1Wβ|n); this is a sequence of decreasing sets and of course we want
to show that t ∈ ∩k∈NFk. Since (αi, βi) → (α, β) in R(Ω), for every k > 0 there exists
ik > 0 such that for i ≥ ik, (αi)n = αn and (βi)n = βn for n ≤ k. Since xik ∈ Gˇ∞, we have
that tik ∈ (∩n∈NWαik |n) ∩ (∩n∈NWβik |n), therefore tik ∈ (∩
k
n=1Wα|n) ∩ (∩
k
n=1Wβ|n) = Fk.
Since {Fk : k > 0} is a decreasing sequence of closed sets and tik → t, we have that t ∈ Fk
for every k. Therefore x ∈ Gˇ∞ and we have shown that Gˇ∞ is a closed subset of T ∗R(Ω).
In particular, as a closed subset of a locally compact set, Gˇ∞ is locally compact in its
relative topology. 
The following subsets of Gˇ∞ will play an important role in the sequel.
Definition 5.2. For each n ≥ 0, define the subset of Gˇ∞ given by
Yn = Gˇ∞ ∩ Xn = {(α, t, β) ∈ Gˇ∞ : αk = βk for k > n}.
Notice that the sets Yn are nested: Yn ⊆ Yn+1, and that Gˇ∞ =
⋃
n∈N Yn. Furthermore,
the convergence in Gˇ∞ can be stated using the sets Yn instead of Xn in Remark 3.7.
Remark 5.3. For every n ≥ 0 the set Yn is clearly a subgroupoid of Gˇ∞. Furthermore it
is a compact open subset of Gˇ∞. This follows immediately from Lemma 3.8 and Propo-
sition 5.1, since Yn = Gˇ∞ ∩ Xn. We also point out that Y
(0)
n = Gˇ
(0)
∞ since Yn contains
Gˇ
(0)
∞ .
Definition 5.4. For any open subset U of T , n ∈ N and (α, β) ∈ R(Ω(n)), define
Zˇα,β,U,n = {(γ, t, δ) ∈ Gˇ∞ : t ∈ U, γ|n = α, δ|n = β, and ∀k > n, γk = δk}
It is easy to check that the collection of all such sets forms a basis for the topology of
Gˇ∞. It is useful to notice that this is in fact a basis of open G-sets, i.e. sets where r and
d are injective. Therefore we also have that G∞ and G each have a basis of open G-sets
in the relative topology.
Theorem 5.5. The groupoid Gˇ∞ is locally compact, second countable, Hausdorff, metriz-
able, principal and r-discrete.
Proof. We have already shown that Gˇ∞ is principal in Proposition 4.9, and that it is
metrizable and locally compact in Proposition 5.1. It also inherits from T ∗R(Ω) the
properties of being second countable and Hausdorff.
Notice that Gˇ
(0)
∞ is the set of all (α, t, β) ∈ Gˇ∞ such that α = β. In order to prove
the Gˇ∞ is r-discrete, we need to show that Gˇ
(0)
∞ is open in Gˇ∞. Let (αλ, tλ, βλ) ∈ Gˇ∞
be a net converging to (α, t, α) ∈ Gˇ
(0)
∞ . Then there exists λ0 such that for λ ≥ λ0,
(αλ)0 = α0, (βλ)0 = α0 and αλ(n) = βλ(n) for n > 0. In other words, αλ = βλ and hence
(αλ, tλ, βλ) ∈ Gˇ
(0)
∞ for λ ≥ λ0. 
Example 5.6 (In general Gˇ∞ is not e´tale.). Let T be the interval [0, 1]. We define
the ordered cover refinement V as follows: let V
(0)
1 = T , V
(0)
2 = (
1
2
, 1], and for every
k > 0 let V (k) be the single set V
(k)
1 = T . In order to show that Gˇ∞ is not e´tale,
it suffices to prove that the the range map r : Gˇ∞ → Gˇ
(0)
∞ is not open. Take the
point x = (1111, 1
2
, 2111) ∈ Gˇ∞, and let O = Zˇ1,2,( 1
4
, 3
4
),0 be an open neighborhood of
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x. Any point z ∈ O must be of the form (1111, t, 2111), where t ∈ [1
2
, 3
4
). Therefore
r(O) = {(1111, t, 1111) | t ∈ [1
2
, 3
4
)}, which is not an open set.
Example 5.7 (In general G∞ is not locally compact). Let T = [0, 1], and for every
k ≥ 0 let V
(k)
0 = T , V
(k)
1 = (1/2, 1]. Recall that T ∗R(Ω) is metrizable by Proposition 3.5,
hence so are G∞ and Gˇ∞. We show that the point x = (0000,
1
2
, 0000), does not have a
compact neighborhood. In fact, if O is a compact neighborhood of x, then it contains
an open neighborhood of x of the form Zˇ00...0,00...0,U,n ∩ G∞ = {(α, t, α) ∈ G∞ : t ∈
U, α|n ≡ 0} for some n ∈ N and U an open subset of T . Consider the sequence
xk = (00 . . . 01111,
1
2
+ 1
k
, 00 . . . 01111) where there are exactly n zeros, followed by
infinitely many ones. For k large enough, xk ∈ Zˇ00...0,00...0,U,n ∩ G∞, and xk converges in
Gˇ∞ to (00 . . . 01111, 1/2, 00 . . .01111), however this point is not in G∞. It follows that
this is a sequence in O without a convergent subsequence in G∞.
Lemma 5.8. The map πN : Gˇ∞ → GˇN given by πN (α, t, β) = (α|N, t, β|N) is a surjective
continuous mapping and a groupoid homomorphism.
Proof. It is easy to check that πN is a well-defined continuous groupoid homomorphism.
In order to show that it is surjective, let (x, t, y) ∈ GˇN . Since for every n, V
(n) is
a cover of T , there exists a sequence γ = {γk} ∈ Ω such that for any k > N , V
(k)
γk
contains t. Define α, β ∈ Ω by setting α|N = x, β|N = y and αn = βn = γn for
n > N . Clearly (α, β) ∈ R(Ω). Moreover, denote O = V
(N+1)
γN+1 and A = Wx. We
then have that A = Wx =
⋂N
n=0Wα|n. Since t ∈ O ∩ A, we have by Remark 4.10, that
t ∈ O ∩ A = V
(N+1)
γN+1 ∩Wα|N = Wα|N+1. Repeating this reasoning proves that for every
M , t ∈ Wα|M ∩Wβ|M . Thus (α, t, β) ∈ Gˇ∞ and satisfies πN (α, t, β) = (x, t, y). 
We omit the similar proof of the following lemma.
Lemma 5.9. For every n ≤ m, define a map πmn : Gˇm → Gˇn by π
m
n (α, t, β) = (α|n, t, β|n).
The maps πmn are surjective continuous groupoid homomorphisms.
Lemma 5.10. G is an open subgroupoid of Gˇ∞.
Proof. We showed in Lemma 4.9 that G is a subgroupoid of Gˇ∞. From the definition of
G it follows that
G =
⋃
n∈N
[π−1n (Gn) ∩ Yn].
For every n ∈ N, Gn is open in Gˇn and πn is continuous, hence π
−1
n (Gn) is an open subset
of Gˇ∞. Since Yn is an open set for all n, we conclude that G is an open subset of Gˇ∞. 
Theorem 5.11. G is a locally compact, metrizable, second countable, Hausdorff, princi-
pal groupoid. Furthermore, it is e´tale and amenable.
Proof. As a subgroupoid of Gˇ∞, G inherits the properties of being second countable, Haus-
dorff and metrizable, and by Proposition 4.9 it is principal. Furthermore, by Lemma 5.10,
G is open in Gˇ∞ and the latter is locally compact, hence G is locally compact.
In order to prove the G is e´tale, first we must show that G(0) is open in G. This follows
immediately from the observation that G(0) = G∩ Gˇ
(0)
∞ , and both are open subsets of Gˇ∞
by Lemma 5.10 and since Gˇ∞ is r-discrete. Next we prove that r is a local homeomorphism
by showing that is is open. Since G has a basis of open G-sets, it follows that r is a local
homeomorphism if and only if it is open.
Let O be a non-empty open subset of G, and let x = (α, t, β) ∈ O. Let Zx = Zˇα,β,U,n∩G
be an open neighborhood of x inside O. Since x ∈ G, there exists k ∈ N such that
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t ∈ Wα|k ∩Wβ|k and αi = βi for i > k. We may assume without loss of generality that
n > k, and also that U ⊆ Wα|k ∩Wβ|k. We claim that r(Zx) = Zˇα,α,U,n ∩ G. It is clear
that r(Zx) ⊆ Zˇα,α,U,n∩G. Fix (γ, s, γ) ∈ Zˇα,α,U,n∩G. Then we have that s ∈ U , s ∈ Wγ|j
for all j, and
γ = (α0, α1, . . . , αk, αk+1, . . . , αn, γn+1, γn+2, . . . ).
We define
δ = (β0, β1, . . . , βk, αk+1, . . . , αn, γn+1, γn+2, . . . ),
keeping in mind that αk+1, . . . , αn = βk+1, . . . , βn. Obviously r(γ, s, δ) = (γ, s, γ). The
fact that (γ, s, δ) ∈ Zˇα,β,U,n ∩G = Z follows from the following observations:
(1) s ∈ U ⊆Wα|k ∩Wβ|k = Wγ|k ∩Wδ|k, therefore (γ|k, s, δ|k) ∈ Gk.
(2) γi = δi for all i > k.
(3) For all j, s ∈ Wγ|j .
(4) For all j, s ∈ Wδ|j : for j ≤ k we have that s ∈ U ⊆ Wβ|j = Wδ|j , and for j > k,
by Remark 4.10, we have that s ∈ U ∩Wγ|j ⊆ U ∩Wγ|j ⊆Wδ|j .
We conclude that r(Zx) = Zˇα,α,U,n ∩G is an open set, which is clearly contained in r(O).
It follows that r(O) is open, since r(O) =
⋃
x r(Zx).
Finally, in order to prove amenability of G we employ Proposition 5.1.1 of [ADR00],
which states that if H is a locally closed subgroupoid of an amenable locally compact
groupoid H ′ and the source and range maps of H are open then H is amenable. From
Lemma 5.10 we have that G is open in Gˇ∞, therefore there exists an open set A in
T ∗R(Ω) such that G = A ∩ Gˇ∞; since Gˇ∞ is closed in T ∗R(Ω), we conclude that G
is the intersection of open and closed subsets of T ∗R(Ω), hence it is locally closed (see
section I.3.3 of [Bou89]). We have already seen that G is e´tale, therefore its range and
source maps are open. By Proposition 3.9, T ∗R(Ω) is amenable, hence we conclude that
G is amenable. 
6. Maps between Groupoid C*-Algebras
We present two propositions which are general, both of the same nature: under certain
assumptions on two groupoids, we obtain an isometric ∗-homomorphism between the
corresponding groupoid C∗-algebras. The composition of the these maps will play a key
role in our main theorem.
Proposition 6.1. Let Z and Q be locally compact Hausdorff principal e´tale groupoids
endowed with the respective counting Haar systems, and let σ ∈ Z2(Q,T). Let π : Z → Q
be a surjective continuous proper groupoid homomorphism, and suppose Q acts on Z to
the left. Suppose the action is free, transitive and that π is equivariant with respect to the
action. Then the map π∗ : Cc(Q, σ)→ Cc(Z, π
∗σ) given by π∗f = f ◦π is an isometric ∗-
homomorphism with respect to reduced C∗-norms, which therefore extends to the reduced
C∗-algebras.
Proof. The map is well-defined because π is continuous and proper, hence given f ∈
Cc(Q), the function f ◦ π is also continuous and compactly supported on Z.
It is straightforward to check that π∗ is linear and ∗-preserving. We now show that it
is multiplicative. Let f, g ∈ Cc(Q, σ) and fix x ∈ Z.
(π∗f ∗ π∗g)(x) =
∫
Z
π∗f(xy)π∗g(y−1)π∗σ(xy, y−1)dλ
d(x)
Z (y)
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Recall that λu is a measure supported on Zu and that π∗σ(x, y) = σ(π(x), π(y)) by the
definition of a pullback cocycle. Thus, since π is a groupoid homomorphism, we obtain:
(π∗f ∗ π∗g)(x) =
∫
Zd(x)
f(π(x)π(y))g(π(y)−1)σ(π(x)π(y), π(y)−1)dλ
d(x)
Z (y)
We state the next argument as a lemma.
Lemma 6.2. Suppose u ∈ Z(0) and let v = π(u). Then π : Zu → Qv is a bijection.
Proof. Take x ∈ Zu. By definition d(x) = u = d(u). Therefore, since the action is
transitive, there exists γ ∈ Q such that x = γ · u.
Since the action is free, γ is determined uniquely. Indeed, suppose γ · u = γ˜ · u. Then
γ−1γ · u = γ−1γ˜ · u, so d(γ) · u = γ−1γ˜ · u, and since d(γ) = r(u) and r(u) · u = u we
see that u = γ−1γ˜ · u. Freeness now implies that γ−1γ˜ = d(γ−1γ˜) = r(u) = d(γ). Thus
γγ−1γ˜ = γd(γ) = γ, so r(γ)γ˜ = γ. But r(γ) = r(γ ·u) = r(γ˜ ·u) = r(γ˜), hence r(γ˜)γ˜ = γ,
proving γ˜ = γ.
¿From the equivariance of π with respect to the action, it follows that
π(x) = π(γ · u) = γπ(u) = γv.
In particular this shows that d(γ) = v, hence γ ∈ Qv and γv = γ. We conclude that
π(x) = γ for a unique γ ∈ Qv, and therefore we have a bijection. 
We return to the proof of the proposition. By considering inverses, we have a bijection
π : Zu → Qv. So the map π : Zd(x) → Qπ(d(x)) is a bijection. Now π(d(x)) = π(xx−1) =
π(x)π(x−1) = d(π(x)), so π : Zd(x) → Qd(π(x)) is a bijection and per force it is measure
preserving with respect to the counting Haar systems. It follows that:
(π∗f ∗ π∗g)(x) =
∫
Qd(pi(x))
f(π(x)z)g(z−1)σ(π(x)z, z−1)dλ
d(π(x))
Q (z)
= (f ∗ g)(π(x))
= π∗(f ∗ g)(x)
Thus π∗ is multiplicative, and hence a ∗-homomorphism.
We prove next that π∗ is an isometry. Let v ∈ Z(0) and let δv be the probability measure
on Z(0) concentrated on v. Let ǫv be the probability measure on Q
(0) concentrated on
π(v). We claim that the following equality holds:
(6.2.1) ‖ IndZδv(π
∗f)‖ = ‖ IndQǫv(f)‖
By definition, IndZδv(π
∗f) acts on L2(Z, ν−1), where in this case ν =
∫
λuZdδv(u) = λ
v
Z ,
hence ν−1 is counting measure on Zv and L
2(Z, ν−1) ≃ ℓ2(Zv). Similarly, Ind
Q
ǫv
(f) acts
on ℓ2(Qπ(v)).
The Haar system of Z is given by counting measures, therefore we can write for ξ ∈
ℓ2(Zv),
[IndZδv(π
∗f)ξ](x) =
∑
y∈Zv
π∗f(xy)ξ(y−1)π∗σ(xy, y−1)
Since the map π : Zv → Qπ(v) is a bijection, we have a unitary operator W : ℓ
2(Qπ(v))→
ℓ2(Zv) given by Wψ = ψ ◦ π. We now show that
IndZδv(π
∗f)W = W IndQǫv(f).
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Indeed, if x ∈ Zv,
[IndZδv(π
∗f)Wψ](x) =
∑
y∈Zv
π∗f(xy)[Wψ](y−1)π∗σ(xy, y−1)
=
∑
y∈Zv
f(π(x)π(y))ψ(π(y)−1)σ(π(x)π(y), π(y)−1)
=
∑
z∈Qpi(v)
f(π(x)z)ψ(z−1)σ(π(x)z, z−1)
= [IndQǫv(f)ψ](π(x))
= [W IndQǫv(f)ψ](x)
Therefore the operators IndZδv(π
∗f) and IndQǫv(f) are unitarily equivalent, so they share
the same norm. Thus we have obtained equation (6.2.1).
Finally, since every unit point mass on Q is of the form ǫv for some v ∈ Z, we have:
‖π∗f‖C∗r (Z,π∗σ) = sup{‖ Ind
Z
δv
(π∗f)‖ : v ∈ Z(0)}
= sup{‖ IndQǫv(f)‖ : v ∈ Z
(0)}
= sup{‖ IndQµ (f)‖ : µ is a unit point mass on Q
(0)}
= ‖f‖C∗r (Q,σ)

Proposition 6.3. Let R be a locally compact, Hausdorff, e´tale amenable groupoid ad-
mitting as left Haar system the counting measures system and let σ ∈ Z2(R,T). Suppose
that Z is an open subgroupoid of R endowed with the restriction Haar system, and let
ρ : Cc(Z, σ) →֒ Cc(R, σ) be the natural inclusion obtained by extending functions as iden-
tically zero outside Z. Then ρ is an isometric ∗-homomorphism, and thus extends to the
groupoid C∗-algebras.
Proof. It is clear that the map ρ is well-defined: let f ∈ Cc(Z) with K = supp f compact.
The set K is closed in R since R is Hausdorff, and f is zero on ∂K. Since Z is open, the
extension to R is continuous and compactly supported.
It is straightforward to check that ρ is linear and ∗-preserving. We now show that ρ is
multiplicative. Let f, g ∈ Cc(Z). Since supp ρ(f) ⊆ Z and supp ρ(g) ⊆ Z, it follows that
supp(ρ(f) ∗ ρ(g)) ⊆ Z because Z is closed under the groupoid operations of R. Thus it
suffices to verify that [ρ(f) ∗ ρ(g)](x) = [ρ(f ∗ g)](x) for all x ∈ Z. Fix x ∈ Z.
[ρ(f) ∗ ρ(g)](x) =
∫
R
ρ(f)(xy)ρ(g)(y−1)σ(xy, y−1)dλd(x)(y)
=
∫
Z
ρ(f)(xy)ρ(g)(y−1)σ(xy, y−1)dλd(x)(y)
=
∫
Z
f(xy)g(y−1)σ(xy, y−1)dλd(x)(y)
= (f ∗ g)(x)
= [ρ(f ∗ g)](x)
where we used the fact that the Haar system of Z is the restriction of the Haar system
of R.
We claim that ρ is an isometry:
‖ρ(f)‖C∗(R,σ) = ‖f‖C∗(Z,σ), ∀f ∈ Cc(Z, σ).
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Observe that bounded representations of Cc(R, σ) give rise to bounded representations
of Cc(Z, σ) by composition with ρ and taking cut-downs to ensure non-degeneracy. Thus
we have
‖ρ(f)‖C∗(R,σ) ≤ ‖f‖C∗(Z,σ), ∀f ∈ Cc(Z, σ).
In order to prove the opposite inequality, recall that Z is an open subgroupoid of R
amenable, hence it is also amenable (see Proposition 5.1.1 in [ADR00]). Thus it suffices
to convert to the reduced norms, and show that
‖ρ(f)‖C∗r (R,σ) ≥ ‖f‖C∗r (Z,σ), ∀f ∈ Cc(Z, σ).
So let δ be a probability measure on Z(0) concentrated on a unit v. We will abuse
notation slightly and denote also by δ the probability measure on R(0) supported on v.
By definition, IndRδ (f) acts on L
2(R, ν−1), where in this case ν =
∫
λudδ(u) = λv, hence
ν−1 is counting measure on Rv and L
2(R, ν−1) ≃ ℓ2(Rv). Furthermore, we can write for
ψ ∈ ℓ2(Rv),
[IndRδ (ρ(f))ψ](x) =
∑
y∈Rv
ρ(f)(xy)ψ(y−1)σ(xy, y−1).
The operator IndZδ (f) acts analogously on ℓ
2(Zv).
Consider the inclusion operator W : ℓ2(Zv) → ℓ
2(Rv) where Wξ is the extension of ξ
as identically zero outside of Zv. Then W is an isometry and W
∗ : ℓ2(Rv) → ℓ
2(Zv) is
the restriction operator W ∗ψ = ψ ⇂Zv . Now observe that given ψ ∈ ℓ
2(Zv) and x ∈ Zv,
(IndRδ (ρ(f))Wψ)(x) =
∑
y∈Rv
ρ(f)(xy)Wψ(y−1)σ(xy, y−1)
=
∑
y∈Zv
ρ(f)(xy)ψ(y−1)σ(xy, y−1)
=
∑
y∈Zv
f(xy)ψ(y−1)σ(xy, y−1)
= (IndZδ (f)ψ)(x)
=W (IndZδ (f)ψ)(x)
If x 6∈ Zv then xy 6∈ Z, so ρ(f)(xy) = 0 and the whole expression is zero. Thus for any
ψ ∈ ℓ2(Zv) we have
(IndRδ (ρ(f))Wψ) = W (Ind
Z
δ (f)ψ).
Since W corresponds to extension with zero outside of Zv and the norm is the ℓ
2 norm,
we conclude that:
‖ IndRδ (ρ(f))Wψ‖ = ‖W Ind
Z
δ (f)ψ‖ = ‖ Ind
Z
δ (f)ψ‖
This allows us to obtain the following inequality:
‖ IndRδ (ρ(f))‖ = sup{‖ Ind
R
δ (ρ(f))ψ‖ : ψ ∈ ℓ
2(Rv), ‖ψ‖ ≤ 1}
≥ sup{‖ IndRδ (ρ(f))Wψ‖ : ψ ∈ ℓ
2(Zv), ‖ψ‖ ≤ 1}
= sup{‖ IndZδ (f)ψ‖ : ψ ∈ ℓ
2(Zv), ‖ψ‖ ≤ 1}
= ‖ IndZδ (f)‖
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Therefore we have:
‖ρ(f)‖C∗r (R,σ) = sup{‖ Ind
R
δ (ρ(f))‖ : δ is a unit point mass on R
(0)}
≥ sup{‖ IndRδ (ρ(f))‖ : δ is a unit point mass on Z
(0)}
≥ sup{‖ IndZδ (f)‖ : δ is a unit point mass on Z
(0)}
= ‖f‖C∗r (Z,σ)
This completes the proof. 
7. The C∗-algebra of G
Our main theorem asserts that under a certain assumption regarding the cocycles, for
every n there is an isometric ∗-homomorphism
ϕn : C
∗
r (Gn, σn)→ C
∗(G, σ).
In order to state our theorem precisely, we require the following definition.
Definition 7.1. Given a cocycle σn ∈ Z
2(Gn,T), we will say that it extends to Gˇn if
there exists σˇn ∈ Z
2(Gˇn,T) such that σn = σˇn on G
(2)
n . Observe that such an extension
is unique if it exists. We denote by Z2ext(Gn,T) the subgroup of cocycles which can be
extended to Gˇn.
A continuous 2-cocycle σn ∈ Z
2(Gn,T) which extends to Gˇn, will also extend to a
continuous 2-cocycle σ ∈ Z2(G,T), by means of pullback: Recall the maps πN : Gˇ∞ →
GˇN given by πN (α, t, β) = (α|N, t, β|N), introduced in Lemma 5.8. When restricted to
G, the maps πN : G→ GˇN remain continuous groupoid homomorphisms, although they
are no longer surjective. Nevertheless, if σˇn ∈ Z
2(Gˇn,T) then σ = π
∗
nσˇn is a continuous
2-cocycle in Z2(G,T).
We can now state our main theorem.
Theorem 7.2. For every n ≥ 0 and σn ∈ Z
2
ext
(Gn,T), denote by σˇn its extension in
Z2(Gˇn,T). Let σ = π
∗
nσˇn ∈ Z
2(G,T) be the pullback cocycle obtained from the map
πn : G→ Gˇn. Then the map ϕn : Cc(Gn, σn)→ Cc(G, σ) given by
[ϕn(f)](x) =
{
f(πn(x)) x ∈ π
−1
n (Gn) ∩ Yn
0 otherwise
is an isometric ∗-homomorphism, which extends to an isometric ∗-homomorphism ϕn :
C∗r (Gn, σn)→ C
∗(G, σ).
Proof. Fix n ∈ N. We will apply Propositions 6.1 and 6.3 in succession.
Let Q = Gn, Z = π
−1
n (Gn) ∩ Yn, and R = G. Notice that Z ⊆ G and consider the
following maps:
• π : Z → Gn given by the restriction of πn to Z, and its pullback
π∗ : Cc(Gn, σn)→ Cc(Z, π
∗σn) = Cc(Z, σ).
• ρ : Cc(Z, σ)→ Cc(G, σ) which extends functions as identically zero outside of Z.
We start with the map ρ. Notice first that Z is an open subgroupoid of G. We will
endow Z with the restriction counting Haar system. G satisfies all the conditions of
Proposition 6.3 by Theorem 5.11. Therefore the map ρ is an isometric ∗-homomorphism.
We now turn to the map π∗. Inheriting properties from G of which it is an open
subgroupoid, Z as a groupoid is e´tale, principal, locally compact and Hausdorff.
The map π is clearly a surjective continuous groupoid homomorphism. To see that it
is proper, let K ⊆ Gn be compact. It will be useful to refer not only to the projection
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πn : Z → Gn, but also to the original on Gˇ∞, which we temporarily denote by πˇn : Gˇ∞ →
Gˇn for distinction. Notice that
π−1(K) = π−1n (K) ∩ Yn = πˇ
−1
n (K) ∩ Yn.
K is compact hence closed in Gˇn, since Gˇn is Hausdorff. Thus πˇ
−1
n (K) is closed in Gˇ∞
since πˇn is continuous by Lemma 5.8. Since Yn is compact in Gˇ∞, it follows that π
−1(K)
is a compact set.
Let Gn act on Z on the left with respect to the map ract : Z → G
(0)
n given by ract(x) =
π(rZ(x)) as follows. An element γ = (i, t, j) ∈ Gn can act on x = (α, s, β) ∈ Z if and
only if dGn(γ) = ract(x), that is to say t = s and j = α|n. In that case,
γ · x := (i0i1 . . . inαn+1αn+2 . . . , t, β)
It is clear that the map ract is a surjection. The action map (γ, x) 7→ γ · x is well-defined:
γ = (i, t, j) is in Gn, so t ∈ Wi ∩Wj . Since x = (α, t, β) ∈ Z, we have that αk = βk for
k > n, t ∈ Wβ|n and t ∈ Wβ|k for all k. Thus by Remark 4.10 we have that t ∈ Wi ∩Wβ|k
for all k. In particular, if we set δ = i0i1 . . . inβn+1 . . . , then we have that for every k,
t ∈ Wδ|k . We conclude that the element γ · x = (δ, t, β) indeed belongs to Z.
It is a straightforward verification that this is a left action, i.e. that axioms (1) - (3) of
the definition are satisfied. This action is free because if γ · x = x and x = (α, t, β) then
we must have γ = (α|n, t, α|n) = dGn(γ) = ract(x). In order to see that it is transitive,
suppose y ∈ Z and dZ(y) = dZ(x). Then we can write y = (j1j2 . . . jnβn+1βn+2 . . . , t, β).
Since both x, y ∈ Z, we have that t ∈ Wα|n and t ∈ Wj . Therefore, if we set γ = (α|n, t, j)
we have that γ is an element of Gn and γ · y = x. Last but not least, π is equivariant
with respect to the action. Indeed, if (γ, x) ∈ Gn ∗ Z then dGn(γ) = ract(x) = π(rZ(x)).
It is straightforward to verify that π(rZ(x)) = rGn(π(x)), therefore dGn(γ) = rGn(π(x)).
It is obvious that π(γ · x) = γπ(x).
Having verified all the conditions of Proposition 6.1, we conclude that π∗ is an isometric
∗-homomorphism.
Finally, we observe that ϕn is precisely ρ ◦ π
∗. Thus ϕn : Cc(Gn, σn) → Cc(G, σ) is
an isometric ∗-homomorphism. It follows from the general theory of C∗-algebras that ϕn
extends to the C∗-completions. 
8. C∗(G, σ) as a Generalized Direct Limit
We first consider the most trivial case where T is a single point. Open covers of T
are merely repetitions of the singleton set, and are determined by their cardinality. It
is easy to see that in this case G, G∞ and Gˇ∞ all coincide with each other and with
T ∗ R(Ω), which is in turn isomorphic to R(Ω). Therefore C∗(G) is a UHF C∗-algebra
(The cohomology of T is of course trivial, so there are no cocycles involved). Moreover,
the algebras C∗(Gn) in this case are matrix algebras, and C
∗(G) = lim
→
C∗(Gn).
We would also have C∗(G) as a direct limit in the case where T is a finite (discrete)
set of points, where C∗(G) can be seen to be an AF C∗-algebra. However, in general this
is not the case. In order to be precise, we require the following definition.
Definition 8.1. Let n ≥ 0 and take σn ∈ Z
2
ext(Gn,T). Denote by σˇn its extension in
Z2(Gˇn,T). Let m > n, denote by σˇm ∈ Z
2(Gˇm,T) the pullback cocycle obtained from
the map πmn : Gˇm → Gˇn (see Lemma 5.9), and let σm ∈ Z
2
ext(Gm,T) be its restriction to
Gm. We will then say that σn and σm are compatible cocycles.
Now fix n0 ≥ 0. Notice that if n ≤ m ≤ k then π
k
n = π
m
n ◦ π
k
m and furthermore,
πn = π
m
n ◦πm. It follows that we can extend this notion to define a sequence of compatible
cocycles {σn}n≥n0 . Moreover, there is a well-defined cocycle σ ∈ Z
2(G,T) which is
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simultaneously the pullback of all the cocycles {σˇn}n≥n0 with respect to the maps πn :
G → Gˇn. We will say that {σn}n≥n0 is a sequence of compatible cocycles with a
limit cocycle σ.
Let {σn}n≥n0 be a sequence of compatible cocycles with a limit cocycle σ. In gen-
eral, C∗(G, σ) is not a direct limit of the sequence C∗(Gn, σn) since we have no maps
C∗(Gn, σn)→ C
∗(Gn+1, σn+1). Moreover,
⋃
n(ϕn(C
∗(Gn, σn))) is not dense inside C
∗(G, σ).
To see this, consider the following two points in G: x = (α, t, α) and y = (β, t, β),
where α = α0α1 . . . αnαn+1αn+2 . . . and β = α0α1 . . . αnβn+1βn+2 . . . , and where t ∈
Wα|n = Wβ|n but t 6∈ Wα|n+1 and t 6∈ Wβ|n+1. Thus x, y ∈ π
−1
n (Gn) ∩ Yn whereas
x, y 6∈ π−1m (Gn) ∩ Ym for m > n. Therefore ϕk(f)(x) = f(πk(x)) = f(πk(y)) = ϕk(f)(y)
for any k ≤ n and any f ∈ Cc(Gk, σk), and ϕk(f)(x) = 0 = ϕk(f)(y) for any k > n and
any f ∈ Cc(Gk, σk). Thus
⋃
n(ϕn(C
∗(Gn, σn))) cannot separate x and y.
Despite this, we regardC∗(G, σ) as a generalized direct limit of the sequence C∗(Gn, σn).
Our justification for this is that G satisfies the following minimality property. Given a
subset S of C∗(G, σ), we will denote
suppS = {x ∈ G | ∃f ∈ S such that f(x) 6= 0}.
Proposition 8.2. G = supp
⋃
n(ϕn(C
∗(Gn, σn))).
Proof. We claim that for every x ∈ G there exists n ∈ N and f ∈ Cc(Gn, σn) such that
ϕn(f)(x) 6= 0. The proof of this is simple. Let x = (α, t, β) ∈ G. There exists n ∈ N such
that x ∈ π−1n (Gn) ∩ Yn, i.e. πn(x) ∈ Gn. Take f ∈ Cc(Gn, σn) such that f(πn(x)) 6= 0.
Then clearly ϕn(f)(x) 6= 0. 
Remark 8.3. In [MS89], P. Muhly and B. Solel present a bijective correspondence be-
tween closed subsets of G and C∗(G(0))-bimodules. In order to invoke their results, certain
assumptions on the groupoid G are required. Our G has all the required properties, ex-
cept one: G does not admit a cover by compact open G-sets. (Note that Gˇ∞ does admit
such a cover - take the basis sets of the form Zˇα,β,T ,n. These are compact since they
can be written as p−1n ({(α|n, β|n)}) ∩ Yn.) Nevertheless, it may be that the results of
Muhly and Solel remain valid without the compact open G-sets assumption. Should this
be the case, we would have as a corollary of Proposition 8.2 the following statement: The
C∗(G(0))-bimodule generated by
⋃
n(ϕn(C
∗(Gn, σn))) is C
∗(G, σ).
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