The unconstrained binary quadratic optimization problem (UQP) is known to be NP-hard and due to its computational challenge and application potential, it becomes more and more considered and involved by the recent research studies, including both exact and heuristic solution approaches. Our work is in line with that of Glover, Alidaee, Rego and Kochenberger (2002) who proposed one pass heuristics as alternatives to the well-known Devour Digest Tidy-up procedure (DDT) of Boros, Hammer and Sun (1989) . The "devour" step sets a term of the current representation to 0 or 1, and the "tidy-up" step substitutes the logical consequences derived from the "digest" step into the current quadratic function. We propose several versions of the DDT constructive heuristic based on the alternative representation of the quadratic function. We also present an efficient implementation of local search using r-flip moves that simultaneously change the values of r binary variables. Computational experiments performed on large scale instances show the efficiency of our implementation in terms of quality and CPU time.
Introduction
The unconstrained binary quadratic minimization problem (UQP) is defined as an optimization problem that aims to find the minimum value of a given quadratic function q(x) over x in {0, 1}
n . Each quadratic function q(x) is a real-value function defined in {0, 1}
n which has at most a degree of 2 for its unique polynomial expression. The UQP problem is an NP-hard combinatorial optimization problem introduced by Hammer and Rudeanu (1968) . The UQP can be formulated as follows:
(UQP) min { q(x) = xAx + bx + q 0 : x  {0,1} n } where A is an n by n matrix, b is an n-vector, q 0 is a real constant and x is an n-vector of binary variables. The q(x) value is the quadratic objective value of binary vector x. The UQP problem has been investigated in numerous papers see e.g. Hammer and Rudeanu (1968) , Hansen, Jaumard and Mathon (1993) , Boros and Hammer (2002) , and the references mentioned therein. The UQP's formulation is suitable to represent a wide range of important problems, including those from social psychology, Harary (1953) ; financial analysis, Laughunn (1970) , McBride and Yormak (1980) ; computer aided design, Krarup and Pruzan (1978) ; traffic DTT-JOH-Avril-2010-ver8.docx 2 19/06/2013 management, Gallo and Simeone (1998), Witsgall (1975) ; machine scheduling, Alidaee et al. (1994) ; cellular radio channel allocation, Chardaire and Sutter (1994) ; molecular conformation, Phillips and Rosen (1994) . Moreover, many combinatorial optimization problems pertaining to graphs such as determining maximum cliques, maximum cuts, maximum vertex packing, minimum coverings, maximum independent sets, and maximum independent weighted sets are known to be capable of being formulated by the UQP problem as documented in papers of Pardalos and Rodgers (1990) , and Pardalos and Xue (1994) . Other additional applications and formulations can be found in Kochenberger et al. (1998) . For example, the maximum independent set problem is equivalent to the following UQP: (UQP) min{ x(A -I)x : x  {0,1} n } where A is the adjacency matrix of a given undirected graph G= (V, E) and I is the identity matrix with appropriate dimension. Similarly, the maximum clique problem is given as follows:
(UQP) min{ x( A -I)x : x  {0,1} n } where A is the adjacent matrix of ) , ( E V G  the complement graph of G. The maximum cut problem can be addressed as the following UQP:
(UQP) min{ xAx -xAe : x  {0,1} n } where A ij denotes the weight of the edge (i, j ) E. Another application of the UQP takes place in condensed matter physics. The Ising Spin Glasses problem consists to found a configuration of the spins with minimum energy can be written as follows:
(UQP) min{4xAx -2(A + A T )x + eAe : x  {0,1} n } where A T denotes the transpose matrix of A and A ij denotes the interaction between site i and j. Other problems such that Maximum Vertex Packing, Minimum Covering, Maximum independent weighted sets, can be also formulated as an UQP problem.
(UQP) min{ x( A -I)x : x  {0,1} n } Due to its computational challenge and application capability, the UQP becomes more and more considered and involved by the recent research studies, including both exact and heuristic solution approaches. Several exact methods have been developed and tested for UQP in the literature. Actual solving exact algorithms include those that attack the problem with some kind of branch and bound method or use linear programming techniques and some cutting plane generation methods. However, the exact methods degrade rapidly with problem size, and have meaningful application to general UQP problems with no more than 100 variables. Several heuristic algorithms, based on different ideas, were proposed recently in the literature to find acceptable solutions for such large problems. The heuristic ideas applied to UQP include Tabu Search ; Beasley (1998) ; Palubeckis (2004 Palubeckis ( -2006 ), Scatter Search ), Simulated Annealing (Alkhamis et al. (1998) ; Beasley (1998) , Katayama and Narihisa (2001) ), Evolutionary Algorithms (Lodi et al. (1999) ; Merz and Freisleben (1999) ; Katayama et al. (2000) ; Borgulya (2005)), and Memetic Algorithms (Merz and Katayama (2004) ). Recent studies addressing the UQP are those by Williams (1985) , Pardalos and Rodgers (1992) , Boros, Hammer and Sun (1989) , Chardaire and Sutter (1994) , , Alkhamis, Hasan and Ahmed (1998), Beasley (1998), Lodi, Allemand and Liebling (1997) , Amini, Alidaee and Kochenberger (1999), Glover, Amini, , Katayama, Tani and Narihisa (2000) , and Merz and Freisleben (1999 This paper is focusing on the study of constructive heuristics for large-scale zero-one UQP problems. Such approaches can serve as advanced starting points input for more improving methods based on one or more solutions such that local search procedure or population methods . The rest of the paper is organized as follows. In section 2, we present the one-pass heuristics designed for this study. To provide a basis for comparison as well as a rationale for our heuristics, we begin with a discussion of DDT, the best known and most promising one-pass heuristic in the current literature. Then, in section 3, we present our computational experience. Our computational work is divided into two parts. The first part provides a relative comparison of the various one-pass methods by extensive testing on new test problems ranging from 1000 to 9000 variables. The second part shows how the best of the methods perform on standard test problems where "best known" solutions are available. Finally, section 4 presents conclusions and comments for future work.
Generalized Constructive Heuristics
By observing that x i x j = x j x i, when x i and x j are 0-1 variables, the UQP model can be stated in the following form:
where Q is an n x n lower triangular matrix defined from A and b by the preprocessing rules : 
Defining the following sets:
sign(a) = 1 if a > 0 and sign(a) = -1 if a < 0. In this paper we present several constructive and improvement heuristics for the UQP. The improved heuristics start from an initial solution and seek a better solution by iteratively moving from the current solution to the next one, according to the adjacency relationships defined by a given neighborhood structure.
based on the representation of the input quadratic function
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Local Search and associated metaheuristic have been the focus of widespread scientific investigation during the last decade. We accompany to the followed versions of DDT heuristic many running-up examples, to make the ideas more clear.
Standard Devour Digest Tidy-up Heuristic
We start by the standard version of the well-known Devour Digest Tidy-up (DDT) heuristic of Boros, Hammer, and Sun (1989) applied to an input quadratic function q of UQP. In the "devour" step, a term with the largest absolute value of coefficient is set to 0 or 1. If this largest coefficient is negative the term is set to 1 which implies that the variables involved in this term are set to 1. Moreover if the term of the largest coefficient involves only one variable, then this variable is set to 0 if the sign of the largest coefficient is negative or set to 0 otherwise. In the "digest" step all the logical consequences of the "devour" step are derived. In the "tidy-up" step the logical consequences derived are substituted into the current quadratic function. The pseudo code of the standard DDT procedure is described as follows:
. Set the system set S = . Devour: Find a term q i*j* from q with the largest |q ij |, i.e. set (i*, j*) = argmax{ |q ij | : To illustrate, we consider the following example from Boros et al. (2008 
A step-by step procedure of standard DDT applied to such quadratic function q(x) is as follows: Iteration 1 : We have (i*, j*) = (4, 4) with q i*j* = 12 therefore we set x 4 = 0 and update the function q so that q(x) = 13 -5x 1 + 9x 2 + x 3 + 7x 5 -12x 1 x 2 + 4x 2 x 3 . Iteration 2 : Now we have (i*, j*) = (1, 2) with q i*j* = -12, so set x 1 = 1 and x 2 = 1. Then propagate these equalities into the function q to obtain q(x) = 5 + 5x 3 + 7x 5 . Iteration 3 : The maximum of |q ij | is reached by (i*, j*) = (5, 5) with q i*j* = 7. Set x 5 = 0 and propagate this assignment into the function q so that q(x) = 5 + 5x 3 . Iteration 4 : We have (i*, j*) = (3, 3) with q i*j* = 5 therefore set x 3 = 0 and update the function q so that q(x) = 5. Now the set T = , then we stop and we return the solution x = (1,1,0,0,0) with q(x) = 5. 
for all i and j. This representation is called a posiform expression of the UQP problem. The concept of the posiform representation will be significant for the methods subsequently described. A posiform expression can be obtained by an appropriate choice of variables to complement in the given negative terms (i.e. q ij x i x j where q ij < 0), in order to have positive value of all coefficient of q. There are many ways to transform a quadratic function to an equivalent posiform by substituting complements of some variables in q. More precisely, a posiform expression can also be generated by choosing value of variables y ij  [0, 1] for i, j = 1, …, n and apply successively the following rules:
(3-c) Remark 1: Note that when the variables y ij are binaries in equation (3-a) this can be interpreted by
Remark 2: A simple procedure to obtain a posiform consists to replace each quadratic product x i x j associated with a negative coefficient by −x j + x i x j (i.e. y ij = 1); then in a second step to replace each x i with a negative coefficient by Since all coefficients of linear and quadratic term in the posiform expression are positives, the constant p 0 in (2) defines a lower bound on q (i.e. p 0  min{q(x) : x  {0,1} n }). The biggest value of the constant p 0 with which the posiform representation satisfies (2) is called the roofdual bound. Hammer, Hansen, and Simeone (1984) have introduced the "roof dual" of a UQP and they have proved that the roof-dual bound is equal to the optimal value of the LP-relaxation of the following Mixed Integer Linear Problem (MIP):
i  N (4-e) where binary variables y ij represent the quadratic terms x i x j . It can be easily seen that the MILP is equivalent to the quadratic problem UQP. Constraints (4-b) and (4-c) ensure that y ij must be zero if either of x i or x j are zero. Constraint (4-d) ensures that y ij is one if both x i and x j are one. Constraints (4-e) are the integrality constraints. This linearization was proposed independently by several authors Fortet (1959) , Balas (1964) , Zangwill (1965) , Watters (1967) , Glover and Wolsey (1974) , Adams, Forrester and Glover (2004), Gueye and Michelon (2005) , Fortet (1959 Fortet ( -1960 , Glover (1975 Glover ( -1984 , Goldman (1983), and Plateau (2006) . Recently Hansen and Meyer (2009) propose and compare three new compact linearizations for the UQP, two of them are achieving the same lower bound than the "standard linearization". The first linearization requires n additional constraints with respect to Glover's one, where n is the size of the quadratic 0-1 problem, while the two others require the same number of constraints. All three linearization require the same number of additional variables than Glover's linearization.
The variable x i and its complement i x are called literals, we introduce a new variable x 0 assigned to one (x 0 = 1), and we denote by L = { x i , i x : i = 0, 1, …, n} the set of literals. To make simpler the notation, we assume in the rest of this paper that the quadratic function q is given as
In the "devour" step of posiform DDT procedure, the term with the largest coefficient is set to 0. In case of this largest term involves only one literal, we fix this literal to 0. Using this procedure all the logical consequences are derived in the "devour" step. Then, these logical consequences are substituted into the current posiform in the "tidy-up" step. The posiform DDT procedure is described below. 
with q u*v* = -13, so set 0 2  x (hence x 2 = 1). Then propagate this equality into the function q to obtain with q u*v* = 5 therefore set x 3 = 0 and update the function q so that q(x) = 5. Now the set T = . Stop and return x = (1,1,0,0,0) with q(x) = 5.
Devour Digest Tidy-up Heuristic with Negaform
A negaform expression can be obtained by an appropriate choice of variables to complement in the given positive terms (i.e. q ij x i x j where q ij > 0), in order to have all coefficient of q negative. A quadratic function q can be transformed to an equivalent negaform by substituting complements of some variables in q. Specifically, a negaform can also be generated by choosing value of variables y ij  [0, 1] for i, j = 1, …, n and apply successively the following rules: Example 3: We seek to minimize the quadratic function given by (hence x 4 = 0) and update the function q so that
with q u*v* = -12, therefore set x 1 = 1 and x 2 = 1. Then propagate these equalities into the function q to obtain (hence x 3 = 0) and update the function q so that q(x) = 5. Now the set T = . Stop and return x = (1,1,0,0,0) with q(x) = 5.
Devour Digest Tidy-up Heuristic with Bi-form
A particular posiform of a quadratic function is the bi-form representation which was introduced by Boros, Hammer and Sun (1989) (see also Boros, Hammer, Sun and Tavares (2008) ). Let x i and x j be two binary variables, the expression
is called a positive bi-term and
is called a negative bi-term. It is easy to figure out that the bi-terms express naturally the equality or non-equality of the variables involved:
In the DDT heuristic, the term with the largest coefficient is set to 0 and the logical consequences derived are substituted into the current biform. A bi-form q is a quadratic function containing only bi-terms with positive coefficient, i.e. any quadratic function q has a unique bi-form representation which can be obtained by applying successively the transformations (7-a) and (7-b) of its positive and negative quadratic terms (1  i < j  n), and then the transformations (7-c) and (7-d) of its positive and negative linear terms (i = 1, . . . , n), with x 0 = 1.
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The given transformations (7-x) for linear and quadratic terms can be readdressed as follows : The weighted signed graph G q associated to the Bi-form q is presented in the Figure 1 (1) by applying the following rule:
(10) By replacing x i x j using the equation (9) and regrouping the terms, the expression of the quadratic function q(x) can be written as: (11-d) Similarly to the standard DDT described in section ?, in the "devour" step of the DDT with equality, a term with the largest absolute value of coefficient is set to 0 or 1. If this largest coefficient is negative the term is set to 1 which implies that the variables involved in this term are set to 1. Precisely, at each iteration of this version of DDT, we find the largest absolute value of coefficient c i*j* in the current function q, i.e.
The term associated to the largest coefficient is set to 0 if the sign of the largest coefficient is positive otherwise it is set to 1. Then the logical consequences of this assignment are derived and substituted into the current quadratic function. More specifically, we consider two cases. In case where i* = j*, then we set x i* = sign(q i*i* ). Then we substitute this assignment in to the current function q. By substituting this assignment and observing that ( (13-d) In case where i* ≠ j*, then we set (x i* -x j* ) 2 = sign(q i*j* ). Then we substitute this assignment in to the current function q. By substituting this assignment and observing that (
The current quadratic function q becomes The original DDT heuristic often results in setting several variables to 0 or 1 simultaneously after the assignment of a value to one variable. These assignments are triggered by giving a value to a literal that appeared in preceding pairs in the sequence that have been kept in the current system. Different ways of evaluating the contributions of the variables in the one-at-a-time assignments lead to alternative ways of implementing the one-pass idea.
DDT with One-Pass Procedure(q) Input : UQP q in a posiform.
else u* = 0. Tidy-up: Substitute the assignment into q and update T. If T   then return to Devour. Output: the solution x.
Local Search
Local search (LS) heuristic tries to improve an initial solution by searching in a neighborhood of the current solution for a better one until no further improvement can be made. LS progressively improves the initial solution by applying a series of local modifications (called also moves).
Boros, Hammer and Tavares (2007) present a family of LS heuristics for UQP and they
analyze the effects of various parameters on the efficiency of these methods. MERZ AND FREISLEBEN propose greedy and LS heuristics for UQP In this section, we propose an efficient implementation of local search algorithms using r-flip moves. These heuristics are well suited for the incorporation into meta-heuristics such as Tabu search and evolutionary algorithms. The proposed heuristics-especially the r-flipp local search-offer a great potential for the incorporation in more sophisticated meta-heuristics.
• Let x  {0,1} 
Recently Glover and Hao (2009b) propose a method for efficiently evaluating 2-flip moves in search methods for UQP. They extend thier method for efficiently evaluating 1-flip moves described in Glover and Hao (2009b) . There exist several ways to establish combined neighborhoods from 1-flip and 2-flip moves see for example VNS, TS.
Lü, Glover, and Hao (2009) propose a Tabu Search (Glover, Laguna, 1997 , Glover, Hanafi, 2002 and Iterated Local Search (Lourenco, Martin, Stützle, (2003) 
Computational results
In this Section, we show computational results of the aforementioned versions of DDT heuristics. The variants of DDT heuristics were implemented in C++, compiled using the Microsoft Windows 32-bit C/C++ Optimizing Compiler (version 12) for 80×86, and linked with the Microsoft Incremental Linker (version 6). The computer used for testing has a Xeon (TM) CPU 3.06 GHz, 3.5 GB of RAM and has installed the Windows XP Professional (version 2002) operating system. Benchmark datasets Several authors have reported in the past computational results about UQP. The benchmark test problems used in this paper and in numerous other studies of UQP (e.g., Pardalos and Rodgers (1990) , , Beasley (1998) , Glover et al. (2002) , Glover et al. (1998a) , Merz and Freisleben (1999) and Merz and Freisleben (2002) ) were mostly taken from the Internet. Only the largest problem instances available there were considered. Experiments are carried out on the set of the 53 largest instances with 1000 up to 6000 variables. We validate our heuristics on three sets of available instances of UQP. The first set is composed by 15 instances with n = 1000, the problems in this group GK and KG were taken from the Hearin Center for Enterprise Science website,2. The second set is composed by 20 instances with n in {1000, 2500} taken from the OR-Library website1. The last set is composed by 18 instances varying in size from 3000 to 6000 variables generated by PALUBECKIS and can be found in the wibeset3. The basic parameters and references of these problems are shown in Table 1 . These problems vary considerably in size, density, and in the characteristics of their Q matrices. In Table 1 , n denotes the number of variables in a problem, let d be the "density" of the problem, i.e., the ratio of the number of nonzero coefficients of quadratic terms in the function and n(n-1)/2. Let l− and l+ be respectively the minimum and the maximum of the coefficients of the linear terms in (1), and let q− and q+ be equal to one half of the minimum, respectively of the maximum, of the coefficients of the quadratic terms in (1) . For example, all the instances, named OR-n-1, . . . , OR-n-10 have density 10% and all nonzero coefficients of the objective function are drawn uniformly at random from the interval [−100, 100]. 
Conclusions
• If more than one literal has the same max value then ties can be broken using different strategies. This gives other versions of DTT.
• The various solutions generated can also serve as starting points for more advanced methods.
• Efficiently evaluating moves that complement values of 0-1 variables in local search can exploited.
• Those versions of DTT proposed here can be exploited in scatter search by employing adaptive memory ideas.
