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Рассматривается открытая кусочно-непрерывная сеть массового обслуживания с многорежимными стратегиями и раз-
нотипными заявками. Количество работы, необходимое для переключения прибора с одного режима на другой, являет-
ся случайной величиной с произвольной функцией распределения. Дисциплина обслуживания заявок прибором – 
«дискриминаторное разделение процессора» (DPS). Устанавливается, что стационарное распределение вероятностей 
состояний сети инвариантно относительно функциональной формы распределений величин работ, требующихся на пе-
реключение режимов приборов в узлах, если фиксированы первые моменты этих распределений. 
 
Ключевые слова: инвариантность, многорежимное обслуживание, DPS, кусочно-непрерывная сеть массового обслу-
живания. 
 
The open piecewise continuous queueing network with multimode service and polytypic demands is considered. The quantity 
of work, which is necessary for switching from one strategy to another, is random variable with arbitrary distribution function. 
The dispatching rule is DPS. It was proved that stationary distribution is invariant in relation to functional form of distribution 
of work’s quantities, which are necessary for switching of strategies of devices in units, on condition that first moments of these 
distributions are fixed. 
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Введение 
Cети массового обслуживания являются 
адекватными моделями, описывающими функ-
ционирование многих реальных объектов в эко-
номике, производственном секторе, логистике, 
технике, здравоохранении, проектировании ин-
формационных и компьютерных сетей и т. д. 
Особый практический интерес представляет 
изучение сетей с многорежимными стратегиями 
обслуживания, в которых обслуживающие прибо-
ры в узлах могут работать с различной произво-
дительностью, требовать ремонта или замены. 
Подобные сети могут быть использованы при 
проектировании производственных линий, ре-
монтных мастерских, планировании графика ра-
боты общественного транспорта и т. д. Они ис-
следовались Ю.В. Малинковским в работах [1]–
[3]. Однако в этих работах полагалось, что дли-
тельности пребывания приборов в режимах име-
ют экспоненциальное распределение. На практике 
это чаще всего не так. Поэтому при исследовании 
сетей массового обслуживания важную роль игра-
ет проблема инвариантности стационарного рас-
пределения вероятностей состояний сетей по от-
ношению к функциональному виду распределе-
ний величин работ, требующихся на переключе-
ние режимов приборов в узлах.  
Для сетей с многорежимными стратегиями, 
немедленными дисциплинами обслуживания и 
заявками одного типа эта проблема была решена 
А.Н. Старовойтовым в [4], [5]. Однако на прак-
тике, как правило, встречаются сети, в которые 
поступают заявки различных типов, что хорошо 
проиллюстрировано в классических работах [6]–
[8], посвященных BCMP-сетям и сетям Келли. В 
этих и других работах не рассматривались случаи, 
связанные с многорежимным обслуживанием.  
Для информационных и вычислительных 
сетей также представляют интерес модели, опи-
сывающие эффект разделения средств сети меж-
ду несколькими требованиями, работами и т. д. 
При так называемых дисциплинах «разделения 
процессора» все или некоторые группы заявок 
обслуживаются одновременно единственным 
прибором с переменной скоростью обслужива-
ния, принимающей дробные значения и изме-
няющейся во времени в зависимости от состоя-
ния сети. К группе данных дисциплин относятся 
«обобщенное разделение процессора» (GPS – 
Generalized Processor-Sharing), «справедливое 
разделение процессора» (EPS – Egalitarian Proc-
essor-Sharing), «дискриминаторное разделение 
процессора» (DPS – Discriminatory Processor-
Sharing) и другие. Подробно они рассмотрены в 
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[9]. Свойства инвариантности сетей с разделени-
ем процессора исследовались в работах [7], [8] и 
других.  
В настоящей работе впервые исследуется 
открытая сеть с многорежимными стратегиями и 
дисциплиной обслуживания DPS, для которой 
величина работы по переключению режимов 
приборов в узлах имеет произвольный закон 
распределения, а сами заявки являются разно-
типными. 
 
1 Постановка задачи  
Рассматривается открытая сеть с многоре-
жимными стратегиями обслуживания, состоящая 
из N узлов, в которых циркулируют заявки M 
типов.  
Поступающий поток заявок – простейший с 
интенсивностью ,λ  а каждая заявка входного по-
тока, независимо от других заявок, направляется в 
l-й узел и становится заявкой типа u с вероятно-
стью 0( , ) ,l up  1, ,l N=  1,u M=  ( )0( , )
1 1
1 .
N M
l u
l u
p
= =
=∑ ∑   
Обслуживание заявок в узлах осуществля-
ется в соответствии с дисциплиной DPS. Данную 
дисциплину можно описать следующим образом. 
Поступившая в узел заявка сразу начинает об-
служиваться (очередь в её традиционном пони-
мании отсутствует). В моменты поступления 
новых или ухода обслуженных заявок происхо-
дят скачки скорости обслуживания. При такой 
дисциплине обслуживания каждая заявка имеет 
свою скорость выполнения работы по обслужи-
ванию, которая пропорциональна числу заявок 
данного типа и обратно пропорциональна обще-
му числу заявок в узле.  
После обслуживания в l-м узле заявка типа 
u мгновенно и независимо от других заявок на-
правляется в k-й узел и становится заявкой типа v 
с вероятностью ( , )( , ) ,l u k vp  а с вероятностью ( , )0l up  
покидает сеть:  
( , )( , ) ( , )0
1 1
1; , 1, ; , 1, .
N M
l u k v l u
k v
p p l k N u v M
= =
+ = = =∑ ∑  
В l-м узле находится единственный обслу-
живающий прибор, который может работать в 
1lr +  режимах: 0,1,..., ,lr  1, .l N=  В качестве ос-
новного режима работы прибора полагается ре-
жим 0. Переключение происходит только на со-
седние режимы. Во время переключения прибора 
с одного режима на другой число заявок в узле 
не меняется.  
Длительность обслуживания заявки прибо-
ром l-го узла имеет показательное распределение 
с параметром .lμ  
Состояние сети в момент времени t будем 
характеризовать вектором 
( )1 2( ) ( ), ( ),..., ( ) ,Nx t x t x t x t=  
где 
( ) ( )1 2( ) ( ), ( ) ( ), ( ),..., ( ), ( )l l l l l lM lx t x t j t x t x t x t j t= =  
описывает состояние l-го узла в момент времени 
.t  Здесь ( )lux t  – число заявок типа u в l-ом узле в 
момент времени t, ( )lj t – режим, в котором рабо-
тает l-й узел в момент времени t. Процесс ( )x t  
обладает не более чем счётным фазовым про-
странством состояний 1 2 ... ,NX X X X= × × ×  где 
( ){
}
1 2( , ) , ,..., , ,
0,1,2,...; 1, , 1, , 0, ,
l l l l l lM l
lu l l
X x j x x x j
x l N u M j r
= =
= = = =  
lux  – число заявок типа u в l-ом узле, 
1
M
l lu
u
x x
=
= ∑  
– общее число заявок в l-ом узле. 
Обозначим через (0,0)  такое состояние l-го 
узла, когда в нем отсутствуют заявки и он функ-
ционирует в режиме 0. 
Пусть в момент времени t состояние l-го уз-
ла есть вектор ( , ).l lx j  Тогда работа по обслужи-
ванию заявки типа u выполняется со скоростью 
( , , ) ( , ) ,lulu lu l l lu lu l
l
x
x x j x j
x
α = α  если в узле нахо-
дится всего lx  заявок, lux  заявок типа u и он 
работает в режиме lj  ( 1, , 1, , 0, ).l ll N u M j r= = =  
При этом полагается, что ( , , ) 0,lu lu l lx x jα >  если 
0;lux ≠  ( , , ) 0,lu lu l lx x jα =  если 0lux =  или 
0.lx =  
Количество работы, необходимое для пере-
ключения прибора l-го узла из основного режима 
работы в режим 1, является случайной величи-
ной (0)lη  с произвольной функцией распределе-
ния (0, ),l uΦ   (0,0) 0,lΦ =  плотностью распреде-
ления (0, )lf u  и математическим ожиданием 
(0) .lτ < +∞  При этом скорость указанного пере-
ключения не является постоянной. Так, если в 
момент времени t состояние узла есть ( ),lx t  а 
,0 ( )l tξ  – остаточное количество работы, которое 
надо выполнить с момента t  до перехода в ре-
жим 1, то скорость переключения прибора будет 
равняться ,0( ,0) (0, ( )),l l l lv x tβ ξ  где ( ,0)l lv x  – за-
данная скорость перехода из режима 0 в режим 
1, ,0(0, ( ))l l tβ ξ  – непрерывная функция, выра-
жающая зависимость скорости выполнения ра-
боты по переключению режима с 0 на 1 от коли-
чества оставшейся работы ,0 ( ).l tξ  
Для состояний ,lx  у которых 1 1,l lj r≤ ≤ −  
количество работы, необходимое для изменения 
режима (на 1lj −  или 1),lj +  также является 
случайной величиной ( )l ljη  с произвольной 
функцией распределения ( , ),l lj uΦ   ( ,0) 0,l ljΦ =  
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плотностью распределения ( , )l lf j u  и математи-
ческим ожиданием ( ) .l ljτ < +∞  
Если в момент времени t состояние узла 
есть ( , ),l lx j  а , ( )ll j tξ  – остаточное количество 
работы, которое необходимо выполнить с мо-
мента t до перехода в соседний режим, то ско-
рость указанного переключения будет равняться 
( ) ,( , ) ( , ) ( , ( )),ll l l l l l l l l jv x j x j j t+ ϕ β ξ  где ( , )l l lv x j  и 
( , )l l lx jϕ  – заданные скорости перехода в режи-
мы 1lj +  и 1lj −  соответственно, ,( , ( ))ll l l jj tβ ξ  – 
непрерывная функция, выражающая зависимость 
скорости выполнения работы по переключению 
режима lj  от количества оставшейся работы. 
Таким образом, скорость переключения зависит 
от остаточного количества работы.  
При этом прибор l-го узла с вероятностью 
( , )
( , ) ( , )
l l l
l l l l l l
v x j
v x j x j+ϕ  переходит в режим 1,lj +  а с 
вероятностью 
( , )
( , ) ( , )
l l l
l l l l l l
x j
v x j x j
ϕ
+ϕ  – в режим 1.lj −  
Аналогично, количество работы, необходи-
мое для перехода прибора l-го узла из режима 
работы lr  в 1lr − , имеет произвольную функцию 
распределения ( , ),l lr uΦ   ( ,0) 0,l lrΦ =  плотность 
распределения ( , )l lf r u  и математическое ожи-
дание ( ) .l lrτ < +∞  При этом скорость указанного 
переключения не является постоянной. Так, если 
в момент времени t состояние узла есть ( , ),l lx j  а 
, ( )ll r tξ  – количество работы, которое осталось 
выполнить с момента t до перехода в соседний 
режим 1,lr −  то скорость переключения прибора 
будет равняться ,( , ) ( , ( )),ll l l l l l rx r r tϕ β ξ  где 
( , )l l lx rϕ  – заданная скорость перехода из режи-
ма lr  в режим 1,lr −  ,( , ( ))ll l l rr tβ ξ  – непрерывная 
функция, выражающая зависимость скорости вы-
полнения работы по переключению режима с lr  
на 1lr −  от количества оставшейся работы , ( ).ll r tξ  
Таким образом,  
,
( )
( 0) ,
( )
(( ( , )
( , ) ) ( , ( )).
l
l l
l l
l j
l l l j r
l l l j l l l j
d t
x j I
dt
x j I j t
≠
≠
ξ = − ν +
+ϕ β ξ
 
Далее будем полагать, что ( , ) 0,l l lx jν >  
( , ) 0,l l lx jϕ >  функции ( , ) 0l lj uβ >  являются 
непрерывными для любого lj  и выполняется 
условие 
0
( , )
( ) , 1, .
( , )
l l
l l
l l
uf j u
q j du l N
j u
+∞= < +∞ =∫ β
    
Полагаем, что матрица маршрутизации 
( , )( , )( ),l u k vp  , 1, ,u v M=  , 0, ,l k N=  (0, )(0, ) 0,u vp =  
неприводима. Тогда система уравнений трафика 
принимает вид: 
0( , ) ( , )( , )
1 1
,
1, ; 1, ,
N M
lu l u kv k v l u
k v
p p
l N u M
= =
ε = λ + ε∑ ∑
= =
 (1.1) 
где luε  – средняя интенсивность поступления в l-ый 
узел заявок типа u. 
Данная система уравнений трафика имеет 
единственное положительное решение ( ;luε  
1, ; 1, ),l N u M= =  что можно доказать, перену-
меровав соответствующим образом элементы 
матрицы вероятностей переходов. В результате 
получим систему уравнений трафика сети Джек-
сона, для которой доказано существование един-
ственного положительного решения [10]. 
В общем случае процесс ( )x t  не является 
марковским, поэтому рассматривается процесс 
( ) ( ( ), ( )),t x t tζ = ξ  полученный путем добавления 
к ( )x t  непрерывной компоненты 
1 21, ( ) 2, ( ) , ( )
( ) ( ( ), ( ),..., ( )).
Nj t j t N j t
t t t tξ = ξ ξ ξ  
В рамках постановки задачи процесс ( )tζ  
является кусочно-непрерывным марковским про-
цессом [11], т. е. скорость выполнения работы по 
переключению режима не является постоянной, а 
зависит от количества оставшейся работы. Эта 
зависимость в l-ом узле выражается непрерыв-
ной функцией ( , ).l lj uβ   
Под { }( )P P x=  будем понимать стационар-
ное распределение вероятностей состояний про-
цесса ( ).x t  Введем обозначения:  
( ) ( 0)( , ) ( , ) ( , ) ,l l ll l l l l l j r l l l jx j v x j I x j I≠ ≠ϑ = + ϕ  {
}1 11, ( ) 1, , ( ) ,
( , ) lim ( ) ;
( ) ,..., ( ) ,
N N
t
j t j N j t N j
F x z P x t x
t z t z
→∞= =
ξ < ξ <
 
11, ,
( , )( , ) .
...
N
N
j N j
F x zF x z
z z
∂= ∂  
 
2 Основной результат  
Теорема. Пусть процесс ( )tζ  эргодичен. 
Если выполняются соотношения  
1 2
1
( , ,..., , 1) ( , )
( ,..., 1,..., , )
l l l lM l lu lu l
l l lu lM l
x x x j x j
x x x j
ν − α ×
×ϕ − =  
1
1 2
( ,..., 1,..., , 1)
( , 1) ( , ,..., , ),
l l lu lM l
lu lu l l l l lM l
x x x j
x j x x x j
= ν − − ×
×α − ϕ       (2.1) 
0, 1, , 1, , 1, ,lu l lx u M l N j r≠ = = =  
0
( , ) 1 , 1, , 0, ,
( , ) ( ,0)
l l
l l
l l l l
f j u
du l N j r
j u j
+∞ = = =∫ β β
   (2.2) 
то стационарные плотности ( , )F x z  и стацио-
нарные функции распределения ( , )F x z  опреде-
ляются по формулам 
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,
1
1
( , )
( , ) (0) ( ) ( ) ,
( , )l jl
N
l l
l l l l
l z l l
f j u
F x z P p x q j du
j u
+∞−
=
= ∏ ∫ β
   (2.3) 
,
,
1
1
,
0
( , ) (0) ( ) ( )
( , ) ( , )
,
( , ) ( , )
l jl
l
l jl
N
l l l l
l
z
l l l l
l j
z l l l l
F x z P p x q j
f j u uf j uz du du
j u j u
−
=
+∞
= ×∏
⎛ ⎞× +⎜ ⎟∫ ∫β β⎝ ⎠
    
   (2.4) 
( )
( )
( )11 1 1
( )
, !
(0)
0, 1
( , ) ,
! 0,
lu lu l
l l
l l l l
l
x x jM llu
lu l
u w klu l
q j
p x j x
q
k
w j
x k
−
= = =
= ×
ν −ε× α∏ ∏ ∏ ϕ
    (2.5) 
где luε  находятся из (1.1), а (0)P  – из условия 
нормировки. 
Доказательство. Для упрощения процеду-
ры доказательства введём в рассмотрение неко-
торые вспомогательные обозначения: 
( )( )1 1,..., ,..., 1,..., , ,..., ;lu l lu lM l Nx e x x x x j x± = ±  
( )(
( ) )
1 1
1
,..., ,..., 1,..., , ,...
... ,..., 1,..., , ,..., ;
lu kv l lu lM l
k kv kM k N
x e e x x x x j
x x x j x
+ − = +
−  
( )( )1 1,..., ,..., , 1 ,..., .l l lM l Nx e x x x j x′± = ±  
Сначала докажем теорему для ( , )F x z . Для 
( , )F x z  справедлива следующая система диффе-
ренциально-разностных уравнений 
 
1 1
,
1 ,
( , ) ( , )
( , ) ( , ) ( , )
l
l
N M
lu
lu lu l
l u l
N
l l l l l l j
l l j
x
x j F x z
x
F x z x j j z
z
= =
=
⎛ ⎞λ + α =∑ ∑⎜ ⎟⎜ ⎟⎝ ⎠
∂ ϑ β +∑ ∂
     (2.6) 
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Разобьем эту систему на уравнения локаль-
ного баланса следующим образом:  
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Стационарные плотности распределения 
( , )F x z , определенные формулами (2.3), (2.5), 
являются решением уравнений (2.7)–(2.9) и, зна-
чит, уравнений (2.6). Это несложно доказать, 
поочередно подставляя указанные стационарные 
плотности ( , )F x z  в уравнения (2.7)–(2.9). Вы-
полняя преобразования, получим соответствен-
но: следствие уравнения трафика 
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p
= =
= ε∑ ∑  уравнение трафика (1.1) и, если 
выполнены соотношения (2.1)–(2.2), тождество. 
Для ( , )F x z  теорема доказана. 
Теперь по ( , )F x z  найдем стационарные 
функции распределения ( , ).F x z  Для этого ис-
пользуем следующую известную зависимость 
между ними: 
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Подставляя (2.3) в последнее выражение и 
учитывая неотрицательность непрерывных ком-
понент процесса ( ),tζ  имеем  
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Для последнего интеграла применим фор-
мулу интегрирования по частям: 
А.Р. Ерёмина 
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Таким образом, получили (2.4) и теорема 
доказана полностью. 
Из теоремы при фиксированных 
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с учетом равенства ( ) ( , )P x F x= +∞  вытекает 
следующее утверждение. 
Следствие. В условиях теоремы стацио-
нарное распределение вероятностей состояний 
процесса ( )x t  не зависит от вида функций рас-
пределения ( , )l lj uΦ   и имеет вид  
1 0
( , )
( ) (0) ( ) ,
( , )
N
l l
l l
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P x P p x du
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=
= ∏ ∫ β
    
где ( )l lp x  определяются по формулам (2.5), а 
(0)P  находится из условия нормировки.  
 
Заключение 
В статье установлены условия нечувстви-
тельности стационарного распределения вероят-
ностей состояний открытой кусочно-непрерыв-
ной сети массового обслуживания с многоре-
жимными стратегиями и заявками различных 
типов к виду законов распределения величин 
работ, требующихся на переключение режимов 
функционирования приборов в узлах, если фик-
сированы первые моменты этих законов, а дли-
тельности обслуживания заявок приборами име-
ют экспоненциальное распределение. Дисципли-
на обслуживания заявок прибором – «дискрими-
наторное разделение процессора» (DPS). Также 
определено, что стационарное распределение 
сети имеет форму произведения, где каждый 
множитель есть стационарное распределение 
изолированного узла, помещенного в фиктивную 
окружающую среду с пуассоновским входящим 
потоком.  
Полученные результаты могут быть приме-
нены к широкому кругу задач при проектирова-
нии, моделировании и эксплуатации многих ре-
альных объектов. 
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