Abstract. We propose a stochastic model describing a process of awareness, evaluation and decision-making by agents on the d-dimensional integer lattice. Each agent may be in any of the three states belonging to the set {0, 1, 2}. In this model 0 stands for ignorants, 1 for aware and 2 for adopters. Aware and adopters inform its nearest ignorant neighbors about a new product innovation at rate λ. At rate α an agent in aware state becomes an adopter due to the influence of adopters neighbors. Finally, aware and adopters forget the information about the new product, thus becoming ignorant, at rate one. Our purpose is to analyze the influence of the parameters on the qualitative behavior of the process. We obtain sufficient conditions under which the innovation diffusion (and adoption) either becomes extinct or propagates through the population with positive probability.
Introduction
The study of dissemination of information (news, innovations, rumors) nowadays is extremely important and become the focus of much research -see for instance [1, 2, 3, 4, 9, 10, 11, 18, 21, 22] , and references therein. The purpose of this work is to analyze, by means of a mathematical model, the diffusion of an innovation which has been defined as "the process by which an innovation is communicated through certain channels over time among the members of a social system," Rogers [27] . According to Rogers [27] the adoption of an innovation occurs through a process which could be divided into 5 stages:
(1) knowledge (the individual is introduced to an innovation), (2) persuasion (the individual forms a favorable or unfavorable attitude toward to adopt or reject the innovation), (3) decision (the individual engages in activities that lead to a choice to adopt the innovation or reject it), (4) implementation (the individual puts an innovation into use), and (5) confirmation (the individual seeks reinforcement on a decision about an innovation but may reverse this decision if exposed to conflicting messages about the innovation). One of the first mathematical models describing the diffusion of a new product was introduced by Bass [5] , who inspired by Rogers' work [27] , assumes that sales of a new product are essentially stimulated by word-of-mouth from satisfied customers.
The Bass model assumes that adopters of an innovation are subdivided into two groups: innovators and imitators. The decision of the innovators is influenced only by mass media or other external influences. Such individuals decide to adopt an innovation independently of the decisions of other individuals in a social system. On the other hand, the decision of the imitators is influenced only by word-of-mouth communication or other influence from those who have already used the product (internal influences). More precisely, if n is the total number of agents who will eventually use the product and A(t) is the number of adopters at time t, the Bass model is given by the differential equation
where parameter p is the coefficient of innovation and parameter q is the coefficient of imitation. Thenceforth, the Bass model has become one of the most important and widely used models in marketing research.
There are many variants to examine in order to extend this model to more realistic scenarios. We refer the reader to [6] for a discussion of some extensions and examples of applications of such model. In this paper we propose a stochastic model which takes into account essentially two kind of modifications. The first one goes in the direction of generalizing the dynamic of the process. In other words, we consider an innovation diffusion model with stage structure as suggested by Rogers [27] . In this context, Wang et al. [13] extend the Bass model by introducing a two-stage structure, namely, the stage of awareness of information and the stage of decisionmaking. However, this model maintains the assumption that the population is homogeneously mixed. Indeed, they consider a system of differential equations and provide sufficient conditions for the success of the innovation's diffusion. Also, the authors introduce a model with a time delay for which they prove the existence of stability switches.
An alternative generalization is to consider a model which still exhibits a simple dynamic, as in the Bass model, but which is defined for a population with a certain neighborhood structure. In this case, McCullen et al. [4] propose a variant of the Bass model on complex networks where the decision to adopt the innovation takes into account not only individual preferences but also whether or not an individual's social circle has adopted it. The authors examined, using simulations, the number of neighbours needed to induce uptake and the probability of induced uptake in random networks.
The contribution of this paper is to define and study a stochastic process that incorporates both types of generalizations in a unique model. More precisely, we consider a spatial stochastic model for a two-stage innovation diffusion. Our model may be seen as a continuous time extension of the cellular automata model examined through simulations by [14] , and thus, under some conditions, it may be seen as a spatial version of the Bass model. Therefore, our model may contribute to improve our understanding of aggregate behavior in innovation diffusion.
The paper is organized as follows. In section 2 we introduce the model, state the main results of this work and provide a graphical construction of the stochastic process considered. In section 3 we prove the extinction of innovation awareness. We also prove the survival and extinction of the innovation adoption. Section 4 is devoted to concluding remarks.
The Model: Graphical Construction and Results
We consider a continuous-time Markov process (η t ) t≥0 with state space S = {0, 1, 2} Z d , i.e. at time t the state of the process is some function η t : Z d −→ {0, 1, 2}. We assume that each site x ∈ Z d represents an agent, which is said to be an ignorant if η(x) = 0, an aware if η(x) = 1 and an adopter if η(x) = 2. Ignorants are those who do not know about the innovation, aware are those who know about the innovation but they have not adopted it yet. Finally, adopters are those who have already adopted the innovation. Then, if the system is in configuration η ∈ S, the state of site x changes according to the following transition rates
where
is the number of nearest neighbors of site x in state i for the configuration η, for i = 1, 2. Formally, (1) means that if the site x is in state, say, 0 at time t then the probability that it will be in state 1 at time t + h, for h small, is (λn In the context of an innovation diffusion scenery, (1) represents the different transitions assumed in the model. The first one is related to the contact between an ignorant and an aware or adopter agent, which implies that the ignorant becomes an aware agent. The second transition represents the result of an interaction between an aware and an adopter. In this case, we assume that the adopter persuades the aware about acquiring the innovation and therefore the aware becomes an adopter. Finally, we assume that agents informed about the innovation forget about it at rate 1. We point out that the way our model is defined, it may be used as a basis for the construction of theoretical models that generalize the model introduced by Bass [5] . Indeed, our model may be seen as a continuous time version of the model introduced by [14] , which assumes a stage structure such as the one proposed by Wang [13] .
2.1. Harris' Graphical Construction. The well known Harris' graphical construction [19] is a powerful tool to deal with interacting particle systems. The main idea behind it, is the construction of a version of the spatial stochastic process by mean of collections of independent Poisson processes. This technique allows us to obtain interesting results by comparison (coupling) with other processes like the contact process and oriented percolation models.
In order to obtain the graphical construction for our model, we consider a collection of independent Poisson processes denoted by {N
We assume that the Poisson processes N if sites x and y are in states 2 and 1 respectively then, the state of y changes to state 2. A last transition is obtained at an arrival time of the process D x , in which case the state of site x becomes 0, provided it was in state 1 or 2. In this way we obtain a version of the spatial stochastic innovation process with the rates given by (1). Fig. 1 shows a possible realization of the model by means of the graphical construction. We observe that to construct the process inside a finite space-time box it is sufficient to consider the Poisson arrival times inside that box. For further details on the graphical construction we refer the reader to Durrett [12, Section 2]. Figure 1 . Realization of the graphical representation of the innovation diffusion model on Z. The ignorant, aware and adopter states are drawn in dashed, thin and thick lines, respectively. The thin arrows indicate the times at which an ignorant becomes aware, the thick arrows the times at which an aware becomes adopter, and the × marks the times at which an agent becomes ignorant.
2.2.
Behavior of the Innovation Process. Consider the innovation process on Z d with rates λ and α, for d ≥ 1. We focus our attention on the influence of the parameters on the qualitative behavior of the process. First, we wish to obtain sufficient conditions under which the innovation awareness either becomes extinct or succeeds. In what follows, extinction has two different meanings depending on whether the initial configuration has finitely or infinitely many aware and adopters.
Definition 2.1. Extinction of the innovation awareness. Whenever the initial configuration has finitely many aware and adopters, the innovation awareness is said to become extinct if there is almost surely a finite random time after which all sites in Z d are ignorants (i.e., in state 0). If the initial configuration has infinitely many aware or adopters, the innovation awareness is said to become extinct if for any fixed site there is almost surely a finite random time after which the site will stay in state 0 forever. If the innovation awareness does not become extinct, we say that it is successful.
Our first result states that the extinction or not of the innovation awareness, in the two senses defined above, just depends on the value of λ. Let λ c (d) be the critical value of the basic ddimensional contact process. The previous theorem claims that the innovation process exhibits a phase transition in λ regarding the extinction or success of the innovation awareness, and that the critical parameter coincides with the critical value for survival for the contact process, for any initial configuration. In the sequel, we focus our attention to the spread of the innovation adoption. Definition 2.3. Extinction of the innovation adoption. If the initial configuration has finitely many adopters the innovation adoption is said to become extinct if there is almost surely a finite random time after which all sites in Z d are ignorants or aware (i.e., in state 0 or 1). If the initial configuration has infinitely many adopters the innovation adoption is said to become extinct if for any fixed site there is almost surely a finite random time after which the site will stay in state 0 or 1 forever. As in the previous definition, if the innovation adoption does not become extinct, we say that it is successful.
By Theorem 2.2 we have that the innovation awareness is successful provided the rate λ is greater than the critical value of the basic d-dimensional contact process. However, this is not enough to guarantee the success of the innovation adoption. In the next result we show that a different phase transition appears when we analyze the extinction of the innovation adoption provided that λ > λ c (d). On the other hand, Liggett [23] proved that the critical parameter of the basic contact process, e.g. the contact process on Z, λ c (1) ≤ 1.9442.
Proofs
This section is entirely devoted to the proof of our results. The approach pursued here is constructive and the main ideas are supported by the graphical representation of the innovation process. The idea behind the proof of Theorem 2.2 is a comparison between the innovation process and the basic contact process. The main argument used to prove Theorem 2.4 is to compare the original process properly rescaled in space and time with suitable oriented percolation models.
The comparison of spatial stochastic processes with oriented percolation models is a powerful technique in the analysis of stochastic growth models -see for instance [12, Section 4] where this technique is explained in the general context. See also [9, 20] , and references therein, for some particular applications.
Proof.
Indeed, the contact process is constructed, from the innovation process, as a new process which does not differentiate the states 1 and 2. At time 0 we set ξ 0 (x) = 1 if η 0 (x) = 0 and ξ 0 (x) = 0 if η 0 (x) = 0. In other words, we use as initial configuration for the contact process the initial configuration of the innovation process replacing all the 2's by 1's. Then we obtain a version of the contact process with the rates given by (3.1) using the same Poisson processes N x,y λ and D
x in the graphical construction of the innovation process and ignoring the marks of the Poisson process N x,y α (see Fig. 2 ). Thus defined, it is not difficult to see that the event of survival for the contact process is equivalent to the success of innovation awareness in our model. Therefore, the theorem is a consequence of this comparison, the definition of the critical value λ c (d), and the fact that the critical contact process dies out (see [8] ). We observe that the innovation adoption becomes extinct if, and only if, θ(λ, α, d) = 0. In order to prove Theorem 2.4, we first observe that the function θ(α) := θ(λ, α, d) is nondecreasing in α ∈ (0, ∞). We can verify this claim by using the graphical construction of the innovation model. Indeed, we can construct two innovation models with rates λ, α 1 , and λ, α 2 , respectively with α 1 < α 2 and starting from the same initial configuration. Then, both models can be coupled in such a way that whenever a site is in state 2 for the process associated to the rates λ, α 1 , then the same is true for the process with rates λ, α 2 . This in turn implies that the success of innovation adoption for the first model implies the success of the innovation adoption for the second model too. For the sake of simplicity, we assume that A 0 = {0} in the definition of θ(α, λ, d). However, the same result about monotonicity is true for any initial configuration with at least one site in state 2. The reader may see in [17, Section 6.2] an application of the coupling method and the graphical construction for the study of the monotonicity of the contact process. The previous remark implies that the critical value
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: the innovation adoption becomes extinct} (3.2) is well defined. Thus, the crucial point in the proof of Theorem 2.4 is showing that α c ∈ (0, ∞), which is a consequence of the following propositions, stated for d ≥ 1 and λ > λ c (d), and for any initial configuration starting with at least one site in state 2.
Proposition 3.1. For α sufficiently close to 0, the innovation adoption becomes extinct. Proposition 3.2. For α sufficiently large, the innovation adoption is successful.
We prove these results below.
Proof of Prop. 3.1: Extinction of the innovation adoption. The main idea in order to prove that the innovation adoption becomes extinct is to compare the process (η t ) t≥0 with a suitable oriented percolation model defined on L := Z d × Z + . The first step in this direction is to consider the nested space-time regions (see Fig. 3 ) The open sites in the resulting directed graph define a percolation model as follows. We say that (y, n) can be reached from (x, m) and write (x, m) → (y, n) if there is a sequence of sites x 0 = x, ..., x k = y and time instants n 0 = m, ..., n k = n such that: first, there is an oriented edge from (x i , n i ) to (x i+1 , n i+1 ) for 0 ≤ i < k; second, X (xi,ni) = 1 for 0 ≤ i ≤ k. The resulting model is a K-dependent percolation model on L. Indeed, there exists a constant K depending only on the dimension d such that if the distance between sites (x, m) and (y, n) is larger than K then the associated random variables X (x,m) and X (y,n) are independent. Now, the main idea is to show that for any ε > 0, and for the induced percolation model, if α is sufficiently close to 0, then
(3.4) Note that by translation-invariance of the process, (3.4) implies that
for any (x, n) ∈ L. Once we have (3.4), the rest of the proof is somewhat standard and we refer the reader to Van Den Berg et al. [7] for more details. The crucial point is that if, for any (x, m), there is an adopter in Λ 2 + (x, m), for the innovation process then, site (x, m) can be reached from a path of closed sites in the associated percolation model. By taking ε small enough it is possible to make the probability of a path of closed sites decay exponentially fast with its length. This in turn implies that for any fixed site in the innovation process there is a finite random time after which the site is in state 0 or 1. Hence, we have the extinction of the innovation adoption.
In order to prove (3.4), suppose that (0, 0) is closed. That is, there is at least one site in state 2 inside Λ 2 . Define the event A as being the event "there are no arrows of the process N d . Then, we have that
By taking L = T large enough we get
In addition, since Λ 1 is a finite space-time box we can pick α small enough such that the event A occurs with probability at least 1 − ε. Its proof may follows from the first moment method. Therefore, we conclude that for α small enough
This completes the proof of Proposition 3.1.
Proof of Prop. 3.2:
Survival of the innovation adoption. As in the previous proof, we will compare the innovation process with a suitable oriented percolation model. Consider
where L and T are values to be defined later (see Fig. 4 ) That is, the survival of the innovation adoption. Therefore, in order to prove survival of the innovation process we will prove that, for ε > 0, if we consider α sufficiently large, then
Thus, since we choose ε to be small enough, the existence of percolation of open sites is a consequence of well known results on K-dependent oriented percolation (see [12, Section 4] for instance). In order to prove (3.5), by translation invariance of the process, it suffices to prove it for site (0, 0). To simplify the notation we suppose in the sequel that d = 1. However, our arguments hold for any d ≥ 1. Let ε > 0. Define the event A x,y as being the event "every time that there is an arrival of the process N 
. It is not difficult to see that if we pick α large enough, then P(A) ≥ 1 − ε. Now, we will focus our attention on finding a lower bound for the probability of (x, n) be open, conditioned to the occurrence of A.
We point out that by assuming that at time 0 there are at least k sites in state 2 (adopters) and no sites in state 1 (aware) in I, the adopters in I, conditioned on the event A, behave like a contact process in the following sense. Adopters survive at least as well as a contact process restricted to I. This is so because in our process adopters could appear from outside I into such interval while this is not allowed in the contact process restricted to I. Now, consider the super-critical contact process restricted to the finite volume {1, 2, ..., k} and let τ k be the (random) time it takes for the restricted process to become extinct. It is a well known fact that
(see Proposition 2.1 in [25] ). In other words, this means that the supercritical contact process restricted to the finite volume {1, 2, ..., k} survives at least e k with probability at least 1 − e −k . It is not difficult to show that this in turn implies that there exists a time T 1 such that the number of adopters in I is, at that time, at least M := [ √ k] with probability at least
for T 1 large enough. Indeed, T 1 may be taken as an increasing function of L. We refer the reader, for instance, to [20] for a detailed proof of this claim. Thus at time T 1 we have at least M adopters in I and no aware in [−4L + 1, 4L − 1] with probability at least 1 − ε. Since λ > λ c (d), we can use well-known results of Bezuidenhout and Grimmett [8] for the supercritical contact process. In particular, given that a supercritical contact process does not die out, the Shape Theorem (see Liggett [24] , p 128) ensures that the adopters spread linearly. Hence, there is a constant a > 0 such that by time aT 1 the adopters have reached the sites −4L and 4L. Hence, by time T 1 + aT 1 there are at least k adopters in I 1 = [L, 3L] and in I −1 = [−3L, −L] with probability at least 1 − 2ε (one ε takes care of the survival probability of M adopters and the other one of the Shape Theorem). Set T = T 1 + aT 1 where T 1 is large enough, provided L is large enough. Thus, we have shown that with probability at least 1 − 2ε we will have at least k adopters in [−3L, −L] and in [L, 3L] at a certain time T . Therefore, if we pick α sufficiently large, we can guarantee that
. This gives (3.5) which finishes the proof.
Concluding Remarks
In this paper we propose a simple mathematical model to capture the essence of the phenomenon of innovation diffusion on a structured population. In other words, we consider a model with a relationship between stochastic individual behavior and aggregate behavior. In this way, we complement recent studies regarding this issue. See for instance [14, 15, 16, 26] . Our model is an interacting particle system and our results are obtained through the application of well known techniques of coupling between the innovation stochastic process, the contact process and suitable oriented percolation models. Such approach is an alternative to the techniques, growing in quantity and influence, used by various researchers in diffusion theory. Moreover, our model is simple and the parameters have intuitive interpretations. These properties could lead to modifications, generalizations, and applications in more realistic scenarios. For example, consider the continuoustime Markov process (ξ t ) t≥0 with state space S = {0, 1, 2} Z d and the same interpretation as before, e.g. 0 representing an ignorant agent, 1 an aware and 2 an adopter. Then, if the system is in configuration ξ ∈ S, assume that the state of site x changes according to the following transition rates 0 → 1, λ (n 1 (x, ξ) + n 2 (x, ξ)), 0 → 2, γ, 1 → 2, α n 2 (x, ξ), 1 → 0, 1, 2 → 0, 1, where
1{ξ(y) = i} is the number of nearest neighbors of site x in state i for the configuration ξ, for i = 1, 2. Thus defined, this model incorporates an innovation parameter as the Bass model does. This transition from state 0 to state 2 at rate γ may represent the decision to adopt an innovation independently of the decisions of other individuals in a social system, and that could happen, for example, due to an external influence as mass media. Those individuals who exhibit this transition are called innovators in [5] . We point out that by choosing γ small enough, all our results also hold for this model. One can observe this by taking the sizes of the boxes, used in the proofs, such that with high probability there are no marks of the Poisson process with intensity γ inside such boxes. The assumption that γ has to be small is natural according to previous diffusion models or observed applications. See, for instance, the assumptions about the innovation parameter in [5] .
