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In this work we aim to analyze the Clauser-Horne-Shimony-Holt CHSH inequality strictly in the
context of probability theory. In the course of assembling inequality we have to take care not to
produce assumptions a priori, that is, physically or intuitively accepted suppositions. Of course,
this does not mean that after these considerations, we put the adequate physical conditions suitable
and generally accepted in these contexts. This allows us to clearly visualize the possibility of finding
a greater inequality than that of CHSH in which it is included. This inequality does not contradict
the CHSH inequality. This result is suported by using a robust computational simulation, showing
the possibility for obtaining an inequality for quantum mechanics that is not violated and allows
random hidden variables without any conflict with Bell’s inequality.
Keywords: Violation of the inequality of CHSH; Axioms of Kolmogorov.
I. INTRODUCTION
In 1935, A. Einstein, together with B. Podolsky and
N. Rosen published an article [4] on quantum mechanics,
whose translated title can be described as “can quan-
tum mechanics on the physical reality be considered com-
plete?” Arguing the possibility of ”hidden variances”
(random variables) that, if their values were known, a
quantum mechanics experiment would no longer be ran-
dom and would become deterministic, that is, the ran-
domness of the quantum experiment comes from the lack
of information of such variables.
In 1964, John S. Bell (in response to the paradox of
Einstein, Podolsky and Rosen) published an article [2]
in which he developed an inequality involving statistical
correlation and, from of the assumption that quantum
mechanics would be a statistical theory, one should have
a random variable involved with observations. Thus, a
variable in which, if it were possible to know its value,
the result of the experiment would be completely pre-
dictable. Therefore, the lack of predictability of the ex-
periment would be due to ignorance about the value that
such variable assumes in the experiment’s performance.
By John S. Bell, using the formula obtained by calculat-
ing probabilities in the Quantum Mechanics experiment,
finds a set of values in which the inequality is violated,
and hence concludes the Kolmogorov’s axioms of proba-
bility are not sufficient to describe quantum phenomena.
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In 1969 J. F. Clauser, M. A. Horne, A. Shimony and
R. A. Holt [3] fit the Bell inequality for a viable experi-
ment. In 1982, Aspect, Dalibard and Roger [1] conducted
an experiment to observe the violation of Clauser-Horne-
Shimony-Holt inequality in practice. After performing
the experiment, they used the data in the inequality
and concluded that this inequality, obtained by means
of probabilistic arguments, was violated. It is confirmed,
therefore, that the conclusions obtained by John S. Bell
about the theory of hidden variables was not possible
in the conditions proposed by Einstein, Podolsky and
Rosen.
Since then, works that seek to establish a quantum
probability or the use of other systems of probability ax-
ioms [5] can be found.
The analysis of the probabilistic assumptions of Bell’s
arguments is extremely important for modern quantum
physics and the consequences of the modern interpreta-
tion of the violation of Bell’s inequality for the founda-
tions of quantum mechanics are really relevant from a
conceptual and practical reason. Hence, the conditions
for deriving this inequality should be carefully checked.
Here the focus of our considerations is to strictly ana-
lyze the probabilistic conditions that have been assumed
for the demonstration of CHSH inequality. Once the the-
oretical study of the basic assumptions for the CHSH
inequality has been made, it is verified, through simu-
lations, the manner in which the data of the samples
should be used for such assumptions to be obeyed. In
this way, both population and sample aspects shall be
demonstrated.
We will start, in section II, by presenting the experi-
ment and the set of Probability functions associated with
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2it, together with the application of the CHSH inequality,
generally found in the literature. Section II and the first
part of section X presents what is found in the literature,
in the Other sections and the second part of section X
are the exclusive results of this work.
After this presentation of the experiment, we present
that the proposal of this work is to analyze the inequality,
starting by analyzing the question of the hidden variable
λ, in the section III. The conclusions we reach in this
section serve as a justification for concentrating only on
the random variables Zj .
In the section IV and in the section V it is shown that
the set of probability functions, which are used in the
literature, are consistent (ie it is possible to assign values
to the functions of probabilities of (Z1,Z2,Z3,Z4) such
that one can find marginal probabilities of (Zj ,Zk), with
j∈{1,2} and k∈{3,4}). However, this set of probability
functions (found in the literature), for certain values of
the parameters, leads to a violation of CHSH inequality.
We show that this violation only occurs when there is
a violation of Kolmogorov’s axioms (that is, the values
attributed to the probability functions of (Z1,Z2,Z3,Z4)
violate the axiom that says the probabilities must be
greater than or equal to zero, or violates the axiom which
says that the sum of the probabilities must be 1).
In the section VI we have developed a basic inequal-
ity, from which both the Bell inequality and the CHSH
inequality can be demonstrated. We also show, in the
section VII, that from the Bell inequality we can arrive
at the CHSH inequality, and the relation between the re-
gions where there is the violation for the Bell and CHSH
inequalities.
In section VIII we proposed the use of the conditional
probability in the CHSH inequality., we have justified
such proposal through the experimental scheme that was
found in the literature. We proved that, calculating the
expected values, based on the use of conditional proba-
bilities, any possibility of violation from the CHSH in-
equality disappears.
In section IX it is described the algorithm used in the
simulations. In section X, first we have presented how the
generated samples are used in the literature, emerging
the violation of the CHSH inequality, so we after have
presented the proposal of this work of how to use the
samples so that any violation of the CHSH inequality
disapears and we presented justifications for such use.
Finally, in the section XI we present our conclusions
about the modeling of the experiment, as well as the
theoretical aspects related to the problem.
II. THE EXPERIMENT
In this section we describe and analyze the experiment
proposed by Aspect et. al. 1982 [1]. The experiment
consists of a source that emits entangled pairs of pho-
tons with correlated polarizations, which are emitted in
opposite directions to two polarizers by the source. Each
polarizer is implemented in a way that it acts accord-
ing to the orientation angle θ1 and θ2, respectively. The
angle θk provides the vector ~rk=cos(θk)·˜i+sin(θk)·˜j, that
represent the orientation of the polarization . Each po-
larizer record it , if the photon will cross it (Zk(w)=+1),
or not (Zk(w)=−1). We represent k=1 for the 1st. pho-
ton and k=2 for the 2nd photon. The probability of each
photon to cross or not the polarizer [9], it is given by
PZ˙1,2(Z1(w),Z2(w);θ¯1,2)=
{
cos2(θ¯1,2)
2 ⇐(Z1(w),Z2(w))∈C
sin2(θ¯1,2)
2 ⇐(Z1(w),Z2(w))∈C¯
,

C:={(−1,−1),(+1,+1)}
C¯:={(−1,+1),(+1,−1)}
θ¯j,k:=θk−θj
Z˙j,k:=(Zj ,Zk)
(1)
where θ¯1,2=θ2−θ1 (is the angles’ difference from the ori-
entations of the polarizers) and the random variables Z1
and Z2 are the passage or not for their respective po-
larizers. In search of determining the w associate to the
experiment of measuring the crossing or not of the pho-
tons that have been emitted with the polarization prop-
erty correlated, it will be admitted more two polarizer’s
orientations (totalling 4 orientations: a1, a2, b1 and b2)
and more two measures (totalling 4 random variables:
Z1(w),Z2(w),Z3(w),Z4(w)∈{−1;+1}. Therefore, the ex-
periment was conducted for the same number of times
for the polarizers, with the following directions: a) Di-
rection θ1 in the polarizer I and θ3 in the III; b) Di-
rection θ1 in the polarizer I and θ4 in the IV ; c) Di-
rection θ2 in the polarizer II and θ2 in the III; d) Di-
rection θ2 in the polarizer II and θ4 in the IV . The
demonstration of the inequality [6, 9] is based on Sta-
tistical arguments. We compared the predictions from
the statistics with the results obtained by the Quantum
Mechanics. Thus, we omitted the parameters θj and w
(example: PZj ,Zk(Zj(w),Zk(w);θ¯j,k)≡PZj ,Zk(Zj ,Zk) or
PZj ,Zk(a,b;θ¯j,k)≡PZj ,Zk(a,b)).
Calculating the expected value of Z1·Z2−Z1·Z4+
Z2·Z3+Z2·Z4 and observing that −2≤Z1·(Z3−Z4)+Z2·
(Z3+Z4)≤2 is enough to substitute the values, convinc-
ing the validity of that inequality, then
|Z1·Z2−Z1·Z4+Z2·Z3+Z2·Z4|≤2
3If we multiply both members of the inequality by
an amount that is not negative, the inequality re-
mains. Assuming the existence of probability function
PZ¨(Z1,Z2,Z3,Z4) (which, according to the axioms of Kol-
mogorov [7, 8], must be greater than or equal to zero for
any values (Z1,Z2,Z3,Z4), that is, |PZ¨(Z1,Z2,Z3,Z4)|=PZ¨(Z1,Z2,Z3,Z4)), we have
∀(Z1,Z2,Z3,Z4)∈{−1,+1}4(|Z1·Z2−Z1·Z4+Z2·Z3+Z2·Z4|·PZ¨(Z1,Z2,Z3,Z4)︸ ︷︷ ︸
=|PZ¨(Z1,Z2,Z3,Z4)|
≤2·PZ¨(Z1,Z2,Z3,Z4)) (2)
being that Z¨:=Z1,Z2,Z3,Z4. Therefore
|(Z1·Z2−Z1·Z4+Z2·Z3+Z2·Z4)·PZ¨(Z1,Z2,Z3,Z4)|≤2·PZ¨(Z1,Z2,Z3,Z4)
−2·PZ¨(Z1,Z2,Z3,Z4)≤(Z1·Z2−Z1·Z4+Z2·Z3+Z2·Z4)·PZ¨(Z1,Z2,Z3,Z4)≤2·PZ¨(Z1,Z2,Z3,Z4)
Since such an inequality is valid for any (Z1,Z2,Z3,Z4), then the sum of all possible values of (Z1,Z2,Z3,Z4) for the
left side of the inequality, will remain smaller than the same sum for the middle side, and this will be smaller than
the sum on the right side∑
Z¨∈{−1,+1}4
(−2·PZ¨(Z¨))≤
∑
Z¨∈{−1,+1}4
((Z1·Z2−Z1·Z4+Z2·Z3+Z2·Z4)·PZ¨(Z¨))≤
∑
Z¨∈{−1,+1}4
(2·PZ¨(Z¨)) (3)
Such sums are the expected values, resulting in
−2≤EZ¨(Z1·Z3)−EZ¨(Z1·Z4)+EZ¨(Z2·Z3)+EZ¨(Z2·Z4)≤2, (4)
and therefore
|EZ1,Z3(Z1·Z3)−EZ1,Z4(Z1·Z4)+EZ2,Z3(Z2·Z3)+EZ2,Z4(Z2·Z4)|≤2 (5)
It is noticeable that this inequality can be obtained
through the assumption of the existence of PZ¨ and|PZ¨(Z1,Z2,Z3,Z4)|=PZ¨(Z1,Z2,Z3,Z4). We’ll talk more
about the importance of this in the section V.
The covariance is given by
Cov(Zj ,Zk)=EZj ,Zk(Zj ·Zk)−EZj (Zj)·EZk(Zk)
however, it is observed that EZj (Zj)=0 for any j. Mak-
ing calculations starting from the functions of supplied
probability,
EZj ,Zk(Zj ·Zk)=cos(2(θj−θk))=cos(2θ¯j,k),
θ¯j,k:=θj−θk
Substituting in the inequality,
∣∣cos(2θ¯1,3)−cos(2θ¯1,4)+cos(2θ¯2,3)+cos(2θ¯2,4)∣∣≤2
By choosing θ1=−pi3 , θ2=0, θ3=pi3 e θ4= 2·pi3 , we had
θ¯1,3=
2·pi
3 , θ¯1,4=pi, θ¯2,3=
pi
3 , θ¯2,4=
2·pi
3 , therefore
=|−5/2|=5/2︷ ︸︸ ︷
|cos(2θ¯1,3)︸ ︷︷ ︸
=−1/2
−cos(2θ¯1,4)︸ ︷︷ ︸
=1
+cos(2θ¯2,3)︸ ︷︷ ︸
=−1/2
+cos(2θ¯2,4)︸ ︷︷ ︸
=−1/2
|≤2 (6)
But 52=2.5 , which is greater than 2 and as a result,
the inequality is not obeyed in the Quantum Mechanics.
III. NEW PERSPECTIVE OF BELL
INEQUALITY
In this section we start the argument by clarifying the
relationship between the hidden variable λ and free pa-
rameter θ with a random variable Z, which, experimen-
tally, it is the result of the photons after crossing the
polarizer. Thereby, the dependence of the continuous
random variable λ and a parameter θ is given by
Zj=Zj(λ,θ), λ∈Λ, θ∈Θ
and the expected value of Zj ·Zk is given by
4Eλ(Zj(λ,θ)·Zk(λ,θ))=
=
∫
λ∈Λ
Zj(λ,θ)·Zk(λ,θ)·ρ(λ;θ)·dλ
where θ is a controlled parameter that is fixed, repre-
senting a constant. The random variable λ is not fixed,
and it assumes several values in Λ in the calculation of
the integral. The function Zj ·Zk does not depend explic-
itly of λ. We evaluated the integral based on the values
assumed by the variables Z
Λa,b={λ∈Λ:(Zj(λ,θ)=a)∧(Zk(λ,θ)=b)}
So, the integral of the product Zj ·Zk for values of λ∈
Λa,b is given by
∫
λ∈Λa,b
Zj(λ,θ)·Zk(λ,θ)·ρ(λ;θ)·dλ=
∫
λ∈Λa,b
a·b·ρ(λ;θ)·dλ
=a·b·
∫
λ∈Λa,b
ρ(λ;θ)·dλ
Note that the parameter θ is presented only in the
function of density of probability ρ; in other words, if the
random variable Zj does not depend on θ, the conclusion
would be the same if the probability carries the informa-
tion of the parameter θ. The integral
∫
λ∈Λa,bρ(λ;θ)·dλ is
nothing more than the probability of the event Λa,b
Pλ(Λa,b)=
∫
λ∈Λa,b
ρ(λ;θ)·dλ
As λ∈Λa,b the probability of the value Z˙j,k:=(Zj ,Zk)∈
{(a,b)} corresponds to
Pλ(Λa,b)=PZ˙j,k(a,b)
and
Pλ(Λa,−1∪Λa,+1)=PZ˙j,k(a,−1)+PZ˙j,k(a,+1)=
=PZj (a)
so the expected value is
Eλ(Zj(λ,θ))=
∑
a∈{−1,+1}
b∈{−1,+1}
( ∫
λ∈Λa,b
Zj(λ,θ)·ρ(λ;θ)·dλ
)
=
∑
a∈{−1,+1}
b∈{−1,+1}
(
a·
∫
λ∈Λa,b
ρ(λ;θ)·dλ
)
=
=
∑
a∈{−1,+1}
(
a·
∑
b∈{−1,+1}
(PZ˙j,k(a,b))
)
=
∑
a∈{−1,+1}
(a·PZj (a))=EZj (Zj)
and the expected value of the product is
Eλ(Zj(λ,θ)·Zk(λ,θ))=
∑
a∈{−1,+1}
b∈{−1,+1}
( ∫
λ∈Λa,b
Zj(λ,θ)·Zk(λ,θ)·ρ(λ;θ)·dλ
)
=
=
∑
a∈{−1,+1}
b∈{−1,+1}
(
a·b·
∫
λ∈Λa,b
ρ(λ;θ)·dλ
)
=
∑
a∈{−1,+1}
b∈{−1,+1}
(
a·b·PZ˙j,k(a,b)
)
=
=EZ˙j,k(Zj ·Zk)
Therefore, the expected value in the continuous vari-
able λ becomes an expected value in the discret variable
Z. Therefore, the integral becomes the sum of a value.
Observe that the parameter is presented in the function
of probability
IV. RELATIONSHIP BETWEEN CHSH
INEQUALITY AND KOLMOGOROV AXIOMS
In this section, we shall see how the violation of
the CHSH inequality is related to the violation of Kol-
mogorov’s axioms, more specifically, the violation of the
axiom that states that for any set A, belonging to the
domain of the probability function, P(A) will be greater
than or equal to 0, and the axiom that states that
P(Ω)=1 (that is, the probability of any result occurring,
5represented by the set Ω, will be equal to 1 ).
In order to make it easier to read, we will adopt the
following notation:
PZ˙j,k(−1,−1)=P−−j,k , PZ˙j,k(−1,+1)=P−+j,k
PZ˙j,k(+1,−1)=P+−j,k , PZ˙j,k(+1,+1)=P++j,k
PZ˙j,k(C)=P±±j,k , PZ˙j,k(C¯)=P±∓j,k ,
PZ˙j,k,l(−1,−1,−1)=P−−−j,k,l , PZ˙j,k,l(−1,−1,+1)=P−−+j,k,l
PZ˙j,k,l(−1,+1,−1)=P−+−j,k,l , PZ˙j,k,l(−1,+1,+1)=P−++j,k,l
PZ˙j,k,l(+1,−1,−1)=P+−−j,k,l , PZ˙j,k,l(+1,−1,+1)=P+−+j,k,l
PZ˙j,k,l(+1,+1,−1)=P++−j,k,l , PZ˙j,k,l(+1,+1,+1)=P+++j,k,l
It is noted that the CHSH inequality is given in terms
of expected values EZ˙j,k(Zj ·Zk). However, the expected
values can be expressed in terms of the probabilities
PZ˙j,k(zj ,zk), as follow
EZ˙j,k(Zj ·Zk)=
∑
zj∈{−1,+1}
zk∈{−1,+1}
(zj ·zk·PZ˙j,k(zj ,zk))
=P−−j,k +P
++
j,k︸ ︷︷ ︸
P±±j,k =1−P±∓j,k
−(P−+j,k +P+−j,k )︸ ︷︷ ︸
P±∓j,k =1−P±±j,k
(7)
EZ˙j,k(Zj ·Zk)=
{
2·PZ˙j,k(C)−1
1−2·PZ˙j,k(C¯)
Expressing the CHSH inequality in terms of probabil-
ities, we take the first step relating the violation of in-
equality to the violation of Kolmogorov’s axioms, since
these axioms are related to the probability functions.
Now, with this expression, the expected value and the
CHSH inequality formula we obtain
{ EZ˙j,k=2PZ˙j,k(C)−1
−2≤EZ˙1,3(Z1·Z3)−EZ˙1,4(Z1·Z4)+EZ˙2,3(Z2·Z3)+EZ˙2,4(Z2·Z4)≤2
making the appropriate substitutions, we have the CHSH
inequality in terms of the probabilities
−2≤(2P±±1,3 −1)−(2P±±1,4 −1)+
+(2P±±2,3 −1)+(2P±±2,4 −1)≤2
after some simplifications we get
−2≤2P±±1,3 −2P±±1,4 +2P±±2,3 +2P±±2,4 −2≤2
Dividing all the members of the inequality by 2, we
have
−1≤P±±1,3 −P±±1,4 +P±±2,3 +P±±2,4 −1≤1
and adding 1 in all members, we gather
0≤P±±1,3 −P±±1,4 +P±±2,3 +P±±2,4 ≤2
We observe that the inequality will be violated if the
expression (with the probability functions) is less than 0
(that is, if it is negative) or if it is greater than 2.
In the second member of the inequality, 1 is added and
subtracted, and use is made of the probability functions
where(P(A)+P(A¯)=1), wherence A¯ is the complemen-
tary event of A, resulting in
0≤P±±1,3 −P±±1,4 +1︸ ︷︷ ︸
=P±∓1,4
−1+P±±2,3︸ ︷︷ ︸
=−P±∓2,3
+P±±2,4 ≤2
therefore, we have the inequality of CHSH expressed as
follows
0≤P±±1,3 +P±∓1,4 −P±±3,4 +P±±3,4 −P±∓2,3 +P±±2,4 ≤2 (8)
which is nothing more than the sum of two inequalities
of Wigner.
So far, it has only been worked with probability func-
tions of two random variables. However the CHSH in-
equality is used in four random variables. Since the
CHSH inequality is nothing more than an inequality di-
rectly demonstrated by purely statistical argumentation,
the existence of a four-variable probability function is un-
derstood as the model of the experiment as a whole. In
this context, it can be affirmed that in order to obtain
the probability function of two variables, it is enough to
sum up all the possibilities related to the other variables
that remain, therefore
PZ˙j,k(zj ,zk)=
∑
zl∈{−1,+1}
(PZ˙j,k,l(zj ,zk,zl))
=
∑
zl∈{−1,+1}
zm∈{−1,+1}
(PZ˙j,k,l,m(zj ,zk,zl,zm))
6Now let’s write the probability of two random vari-
ables being equal (Zj=Zk=−1 or Zj=Zk=+1) in terms
of probabilities of three variables (PZ˙j,k,l(zj ,zk,zl)), as
follow
PZ˙j,k(C)=PZ˙j,k({(−1,−1),(+1,+1)})
=P−−j,k +P
++
j,k
=P−−−j,k,l +P
−−+
j,k,l +P
++−
j,k,l +P
+++
j,k,l
Similarly, we will write for the case where two random
variables differ from each other (that is, Zj=−Zk=−1 or
Zj=−Zk=+1), resulting in
PZ˙j,k(C¯)=PZ˙j,k({(−1,+1),(+1,−1)})
=P−+j,k +P
+−
j,k
=P−+−j,k,l +P
−++
j,k,l +P
+−−
j,k,l +P
+−+
j,k,l
We can now rewrite the probabilities found in the
CHSH inequality. Focusing on the first three probabili-
ties of the formula (8), we have
PZ˙1,3(C)=P−−−1,3,4 +P−−+1,3,4︸ ︷︷ ︸
=PZ˙1,3 (−1,−1)
+P++−1,3,4 +P
+++
1,3,4︸ ︷︷ ︸
=PZ˙1,3 (+1,+1)
PZ˙1,4(C¯)=P−−+1,3,4 +P−++1,3,4︸ ︷︷ ︸
=PZ˙1,4 (−1,+1)
+P+−−1,3,4 +P
++−
1,3,4︸ ︷︷ ︸
=PZ˙1,4 (+1,−1)
PZ˙3,4(C)=P−−−1,3,4 +P+−−1,3,4︸ ︷︷ ︸
=PZ˙3,4 (−1,−1)
+P−++1,3,4 +P
+++
1,3,4︸ ︷︷ ︸
=PZ˙3,4 (+1,+1)
Replacing, we found
PZ˙1,3(C)+PZ˙1,4(C¯)−PZ˙3,4(C)=
=P−−+1,3,4 +P
−−+
1,3,4 +P
++−
1,3,4 +P
++−
1,3,4
=2·(P−−+1,3,4 +P++−1,3,4 ) (9)
In this formula, it is clear that, although there is a sub-
traction of a probability (−PZ˙3,4(C)), the sum of the
other two probabilities ends by compensating the expres-
sion that is subtracted, resulting in the sum of two proba-
bility functions. From this, it is concluded that the result
(9), or rather, half of it, since it is being multiplied by 2,
must be between 0 and 1, due to Kolmogorov’s axioms.
Starting by rewriting the other three remaining por-
tions, we have
PZ˙2,4(C)=P−−−2,3,4 +P−+−2,3,4︸ ︷︷ ︸
=PZ˙2,4 (−1,−1)
+P+−+2,3,4 +P
+++
2,3,4︸ ︷︷ ︸
=PZ˙2,4 (+1,+1)
PZ˙3,4(C)=P−−−2,3,4 +P+−−2,3,4︸ ︷︷ ︸
=PZ˙3,4 (−1,−1)
+P−++2,3,4 +P
+++
2,3,4︸ ︷︷ ︸
=PZ˙3,4 (+1,+1)
PZ˙2,3(C¯)=P−+−2,3,4 +P−++2,3,4︸ ︷︷ ︸
=PZ˙2,3 (−1,+1)
+P+−−2,3,4 +P
+−+
2,3,4︸ ︷︷ ︸
=PZ˙2,3 (+1,−1)
Replacing, we found
PZ˙3,4(C)−PZ˙2,3(C¯)+PZ˙2,4(C)
=P−−−2,3,4 +P
+++
2,3,4 +P
−−−
2,3,4 +P
+++
2,3,4
=2·(P−−−2,3,4 +P+++2,3,4 ) (10)
Again, one concludes that half of the result of (10) is
also between 0 and 1 due to Kolmogorov’s axioms.
Now let’s simplify the results found in (9) and (10)
in the formula (8), so that we have a more uniform ex-
pression, presenting only Functions of probability that
depend on the same variables, that is, an expression con-
taining the probabilities, PZ˙1,2,3,4(z1,z2,z3,z4), resulting
in
0≤2·(P−−+1,3,4 +P++−1,3,4 )︸ ︷︷ ︸
=P±±1,3 +P
±∓
1,4 −P±±3,4
+2·(P−−−2,3,4 +P+++2,3,4 )︸ ︷︷ ︸
=P±±3,4 −P±∓2,3 +P±±2,4
=2·(P−−−+1,2,3,4 +P−+−+1,2,3,4 +P+−+−1,2,3,4 +P+++−1,2,3,4 +
+P−−−−1,2,3,4 +P
+−−−
1,2,3,4 +P
−+++
1,2,3,4 +P
++++
1,2,3,4 )≤
≤2·
( ∑
(z1,z2,z3,z4)∈{−1,+1}4
(PZ˙1,2,3,4(z1,z2,z3,z4))
)
=2·PZ˙1,2,3,4
( ⋃
(z1,z2,z3,z4)∈{−1,+1}4
{(z1,z2,z3,z4)}
)
=2·1=2
that is
0≤2(P−−+1,3,4 +P++−1,3,4 )︸ ︷︷ ︸
=P±±1,3 +P
±∓
1,4 −P±±3,4
+2(P−−−2,3,4 +P
+++
2,3,4 )︸ ︷︷ ︸
=P±±3,4 −P±∓2,3 +P±±2,4
≤2
Therefore, we find that the limits obtained by the
CHSH inequality are again found, but now by Kol-
mogorov’s axioms.
Thus, considering the first and second members of the
inequality, where we have that the expression must be
7greater than or equal to 0, we have that such inequal-
ity can only be brokendown if there is at least one of
the probability functions with sufficiently negative value
so that expression becomes negative. As we know, Kol-
mogorov’s axioms assert that the probability function is
always greater than or equal to 0, so to collapse the in-
equality formed by the first and second terms is to drop
the axiom which asserts that PZ˙j,k,l,m(zj ,zk,zl,zm)≥0.
Already considering of the second and third members
of the inequality, where the expression must be less than
or equal to 2, it will only be violated if there is one or
more of the events, (z1,z2,z3,z4), where the probability
PZ˙1,2,3,4(z1,z2,z3,z4) is large enough so that the expres-
sion is greater than 2. Such violation alone can happen
if the probability of any result occurs (which is noth-
ing more than the sum of the probabilities of all an-
swers) must be greater than 1, which violates another
Kolmogorov axiom.
Thus, if there is a violation of the CHSH inequal-
ity, then it must have had the violation of one of Kol-
mogorov’s axioms.
∣∣∣EZ˙1,3(Z1·Z3)−EZ˙1,4(Z1·Z4)+EZ˙2,3(Z2·Z3)+EZ˙2,4(Z2·Z4)∣∣∣>2⇒
⇒
(
∃(z1,z2,z3,z4)(PZ˙1,2,3,4(z1,z2,z3,z4)<0)∨
( ∑
(z1,z2,z3,z4)∈{−1,+1}4
(PZ˙1,2,3,4(z1,z2,z3,z4))>1
))
(11)
In this section, we conclude that the boundaries given
by the CHSH inequality coincide with the limits obtained
by the Kolmogorov axioms. Thus, only the inequality of
CHSH can be brokendown only if Kolmogorov’s axioms
are broken.
V. LINEAR SYSTEM OF EQUATIONS
In this section, we will address the question related
to the determination of the possible values of probabili-
ties PZ˙1,2,3,4(z1,z2,z3,z4). We will study if the system of
equations provided by the theory is a system that can be
solved or not. If it is not possible to solve, then it will not
make sense to suppose the existence of the probabilities
PZ˙1,2,3,4(z1,z2,z3,z4), So we will have an inconsistency,
making it impossible to model the probabilistic problem.
From theory, we obtain the following system:

1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0
0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0
0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0
0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1

︸ ︷︷ ︸
Σ¨:=
·

P−−−−1,2,3,4
P−−−+1,2,3,4
P−−+−1,2,3,4
P−−++1,2,3,4
P−+−−1,2,3,4
P−+−+1,2,3,4
P−++−1,2,3,4
P−+++1,2,3,4
P+−−−1,2,3,4
P+−−+1,2,3,4
P+−+−1,2,3,4
P+−++1,2,3,4
P++−−1,2,3,4
P++−+1,2,3,4
P+++−1,2,3,4
P++++1,2,3,4

︸ ︷︷ ︸
P¨ :=
=

P−−1,3
P−+1,3
P+−1,3
P++1,3
P−−1,4
P−+1,4
P+−1,4
P++1,4
P−−2,3
P−+2,3
P+−2,3
P++2,3
P−−2,4
P−+2,4
P+−2,4
P++2,4

=

1
2 ·sin2(θ¯1,3)
1
2 ·cos2(θ¯1,3)
1
2 ·cos2(θ¯1,3)
1
2 ·sin2(θ¯1,3)
1
2 ·sin2(θ¯1,4)
1
2 ·cos2(θ¯1,4)
1
2 ·cos2(θ¯1,4)
1
2 ·sin2(θ¯1,4)
1
2 ·sin2(θ¯2,3)
1
2 ·cos2(θ¯2,3)
1
2 ·cos2(θ¯2,3)
1
2 ·sin2(θ¯2,3)
1
2 ·sin2(θ¯2,4)
1
2 ·cos2(θ¯2,4)
1
2 ·cos2(θ¯2,4)
1
2 ·sin2(θ¯2,4)

︸ ︷︷ ︸
p¨:=
(12)
which will be briefly rewritten as
Σ¨·P¨=p¨
8To find out if the system is solvable, we have to cal-
culate the rank of the coefficient matrix and the matrix
of the extended matrix. If both rank are equal, then
the system is possible to solve. If it’s not, the system is
simply not solvable.
If the rank is equal to the number of variables, then the
system is possible and determined (that is, there would
be a single solution), but if the rank is less than the num-
ber of variables, then the system is possible and undeter-
mined (that is, Some of the variables will be in function
of others, allowing an infinity of solutions).
In this case, our variables are the probability
functionsPZ˙1,2,3,4(z1,z2,z3,z4), as for every z there are two
values (−1 and +1), so with four variables we have 16
probability functions. We could think that we have only
15 variables, because if 15 of these functions are defined,
the value of the last one will be defined subtracting from
1 the sum of the values of the other fifteen, since the
sum of all the variables must be equal to 1, according to
one of the axioms Kolmogorov, but we are open-ended
to the possibility of the axiom being violated. Thus all
16 functions will be free to assume the values that result
from the solution of the system, if the system is possible
to solve.
We calculate the rank by doing the scheduling of the
matrices, and the matrix that scales the matrix of coef-
ficients is the matrix:
η:=

0 0 0 1 0 0 −1 0 0 −1 0 0 1 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 1 0 0
0 0 0 −1 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 −1 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 −1 0 0 1 1 0 1 0 1 −1 −1 −1 −1
0 1 0 1 0 0 0 0 0 −1 0 −1 0 0 0 0
0 0 1 1 0 0 −1 −1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0 0 0 −1 0 −1 0
0 0 0 0 0 1 0 1 0 0 0 0 0 −1 0 −1
0 0 0 0 0 0 0 0 1 1 0 0 −1 −1 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 −1 −1

which, when multiplied from the left, with the Σ¨ matrix
results in the following scaling
η·Σ¨=

1 0 0 −1 0 0 0 0 0 0 0 0 −1 0 0 1
0 1 0 1 0 0 0 0 0 0 0 0 0 −1 0 −1
0 0 1 1 0 0 0 0 0 0 0 0 0 0 −1 −1
0 0 0 0 1 0 0 −1 0 0 0 0 1 0 0 −1
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 1 0 0 −1 1 0 0 −1
0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

as there are 9 unzero lines, we have that the rank is 9.
Using the matrix eta again, we calculate the rank of
the increased matrix
[
Σ¨ p¨
]
(That is, the matrix obtained
by adding to the matrix of coefficients Σ¨ the matrix p¨),
obtaining
η·[Σ¨ p¨]=

1 0 0 −1 0 0 0 0 0 0 0 0 −1 0 0 1 sin
2(θ¯1,3)−cos2(θ¯1,4)−cos2(θ¯2,3)+sin2(θ¯2,4)
2
0 1 0 1 0 0 0 0 0 0 0 0 0 −1 0 −1 cos
2(θ¯2,4)−sin2(θ¯1,4)
2
0 0 1 1 0 0 0 0 0 0 0 0 0 0 −1 −1 cos
2(θ¯2,3)−sin2(θ¯1,3)
2
0 0 0 0 1 0 0 −1 0 0 0 0 1 0 0 −1 cos
2(θ¯2,4)−sin2(θ¯2,3)
2
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
sin2(θ¯2,4)
2
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
sin2(θ¯2,3)
2
0 0 0 0 0 0 0 0 1 0 0 −1 1 0 0 −1 cos
2(θ¯1,4)−sin2(θ¯1,3)
2
0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
sin2(θ¯1,4)
2
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
sin2(θ¯1,3)
2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

where we again note that nine lines have not been zeroed, so rank is also nine. Thus, we have that the system is
9possible to solve.
Since the rank is 9, we have that the probabilities are
not determined univocally, and therefore are dependent
on the probabilities that will be attributed to the 7 of
the 16 events related to the variables (Z1,Z2,Z3,Z4). We
will choose the following events
(z1,z2,z3,z4)∈{(−1,−1,+1,+1),(−1,+1,+1,+1),
(+1,−1,+1,+1),(+1,+1,−1,−1),
(+1,+1,−1,+1),(+1,+1,+1,−1),
(+1,+1,+1,+1)}
For these events, if we define the probabilities
PZ˙1,2,3,4(z1,z2,z3,z4) and the probabilities PZ˙j,k(zj ,zk) e
PZ˙j,k(zj ,−zk) (and (j,k)∈{(1,3),(1,4),(2,3),(2,4)}), other
events can be found.
To make it simplier, let’s put a · in the probabilities in
which we are assigning the values (these points · are only
for marking they, will serve to indicate from which set of
equations we are determining the values of P and, there-
fore, we put a point for the values determined from the
first set of formulas. Then we put a second point for the
values determined a from the second set of formulas, and
so on). In this way we have the following probabilities
with their already determined values
P˙−−++1,2,3,4 , P˙
−+++
1,2,3,4 , P˙
+−++
1,2,3,4 , P˙
++−−
1,2,3,4 ,
P˙++−+1,2,3,4 , P˙
+++−
1,2,3,4 , P˙
++++
1,2,3,4 ,
P˙++1,3 , P˙
++
1,4 , P˙
++
2,3 , P˙
++
2,4 (13)
Remembering that P++j,k =P
−−
j,k =
1
2−P+−j,k = 12−P−+j,k , in
this way we can determine all the other probabilities of
(Zj ,Zk).
Once
P˙++1,3 =P
+−+−
1,2,3,4 +P˙
+−++
1,2,3,4 +P˙
+++−
1,2,3,4 +P˙
++++
1,2,3,4 (14)
P˙++2,3 =P
−++−
1,2,3,4 +P˙
+++−
1,2,3,4 +P˙
−+++
1,2,3,4 +P˙
++++
1,2,3,4 (15)
P˙++1,4 =P
+−−+
1,2,3,4 +P˙
++−+
1,2,3,4 +P˙
+−++
1,2,3,4 +P˙
++++
1,2,3,4 (16)
P˙++2,4 =P
−+−+
1,2,3,4 +P˙
−+++
1,2,3,4 +P˙
++−+
1,2,3,4 +P˙
++++
1,2,3,4 (17)
we can determine P+−+−1,2,3,4 , P
−++−
1,2,3,4 , P
+−−+
1,2,3,4 e P
−+−+
1,2,3,4
from (13). Let’s put two · (points) over these probabili-
ties.
Now we have to
P˙+−1,3 =P
+−−−
1,2,3,4 +P¨
+−−+
1,2,3,4 +P˙
++−−
1,2,3,4 +P˙
++−+
1,2,3,4 (18)
P˙+−2,3 =P
−+−−
1,2,3,4 +P¨
−+−+
1,2,3,4 +P˙
++−−
1,2,3,4 +P˙
++−+
1,2,3,4 (19)
P˙−+2,4 =P
−−−+
1,2,3,4 +P˙
−−++
1,2,3,4 +P¨
+−−+
1,2,3,4 +P˙
+−++
1,2,3,4 (20)
in this way we determine P+−−−1,2,3,4 , P
−+−−
1,2,3,4 and P
−−−+
1,2,3,4
starting from the equations (13-17). Let’s put three ·
(points).
Finally, we have
P˙−+1,3 =P
−−+−
1,2,3,4 +P˙
−−++
1,2,3,4 +P¨
−++−
1,2,3,4 +P˙
−+++
1,2,3,4
P˙−−1,3 =P
−−−−
1,2,3,4 +
...
P
−−−+
1,2,3,4 +
...
P
−+−−
1,2,3,4 +P¨
−+−+
1,2,3,4
where we determine the values of P−−+−1,2,3,4 and P
−−−−
1,2,3,4
from the equations (13-20). Let’s put four · (points) over
these probabilities.
In this way, we conclude that the determination of the
probability values of all 16 possible events (which we will
put in the matrix form only for convenience)

....
P
−−−−
1,2,3,4
...
P
−−−+
1,2,3,4
....
P
−−+−
1,2,3,4 P˙
−−++
1,2,3,4...
P
−+−−
1,2,3,4 P¨
−+−+
1,2,3,4 P¨
−++−
1,2,3,4 P˙
−+++
1,2,3,4...
P
+−−−
1,2,3,4 P¨
+−−+
1,2,3,4 P¨
+−+−
1,2,3,4 P˙
+−++
1,2,3,4
P˙++−−1,2,3,4 P˙
++−+
1,2,3,4 P˙
+++−
1,2,3,4 P˙
++++
1,2,3,4
 (21)
from these probabilities (13). Recalling that the points
placed above P are just for tagging.
For the example calculated in (6), where we have
P˙++j,k =
cos2(θ¯j,k)
2 , (θ¯1,3,θ¯1,4,θ¯2,3,θ¯2,4)=(
2·pi
3 ,pi,
pi
3 ,
2·pi
3 )
from there we find
P˙−−1,3 =P˙
++
1,3 =
1
8 , P˙
−+
1,3 =P˙
+−
1,3 =
3
8 ,
P˙−−1,4 =P˙
++
1,4 =
1
2 , P˙
−+
1,4 =P˙
+−
1,4 =0,
P˙−−2,3 =P˙
++
2,3 =
1
8 , P˙
−+
2,3 =P˙
+−
2,3 =
3
8 ,
P˙−−2,4 =P˙
++
2,4 =
1
8 , P˙
−+
2,4 =P˙
+−
2,4 =
3
8
that is
p¨=[ 18
3
8
3
8
1
8
1
2 0 0
1
2
1
8
3
8
3
8
1
8
1
8
3
8
3
8
1
8 ] (22)
we now assign values to the probabilities P1,2,3,4 of (13).
Let’s assign the value zero to all probabilities
P−−++1,2,3,4 =P˙
−+++
1,2,3,4 =P˙
+−++
1,2,3,4 =P˙
++−−
1,2,3,4 =
=P˙++−+1,2,3,4 =P˙
+++−
1,2,3,4 =P˙
++++
1,2,3,4 =0
(23)
from the equations (23) and (14-17), we have
1
8=P
+−+−
1,2,3,4 ,
1
8=P
−++−
1,2,3,4 ,
1
2=P
+−−+
1,2,3,4 ,
1
8=P
−+−+
1,2,3,4
From the equations (18-20) and values found in (14-17)
and of the values attributed (23), we have
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3
8=P
+−−−
1,2,3,4 +
1
2+0+0⇒P+−−−1,2,3,4 =− 18 (24)
3
8=P
−+−−
1,2,3,4 +
1
8+0+0⇒P−+−−1,2,3,4 =+ 14 (25)
3
8=P
−−−+
1,2,3,4 +0+
1
2+0⇒P−−−+1,2,3,4 =− 18 (26)
we observed that in(24) and in (26), plots 0 are the
values we assign to the probabilities P1,2,3,4. If we had
assigned another value compatible with Kolmogorov’s ax-
ioms (a value greater than zero), the probabilities P1,2,3,4
and P1,2,3,4 would be even more negative. Therefore, it is
evident that on example (6), these two probabilities will
have negative values, violating Kolmogorov’s axioms.
Determining the odds remaining, we have
3
8=P
−−+−
1,2,3,4 +0+
1
8+0⇒P−−+−1,2,3,4 =+ 14
1
8=P
−−−−
1,2,3,4 − 18+ 14+ 18⇒P−−−−1,2,3,4 =− 18
therefore, we have the following values for the probabili-
ties (the matrix (21) will be equal to)

− 18 − 18 + 14 0
+ 14 +
1
8 +
1
8 0− 18 + 12 + 18 0
0 0 0 0

so the matrix P¨> (where > indicates that the transpose
of the matrix) will be
P¨>=
[
− 18 −
1
8 +
1
4 0 +
1
4 +
1
8 +
1
8 0 −
1
8 +
1
2 +
1
8 0 0 0 0 0
]
(27)
with this we obtain that Σ¨·P¨=p¨ exactly as in (12).
We can see that the sum of all values in (27) is equal to
1 (as occurs when we sum the probabilities of all events,
but probabilities can not have negative values).
From (7), We have to
EZ˙j,k(Zj ·Zk)=P−−j,k −P−+j,k −P+−j,k +P++j,k
we can find the four expected values (with (j,k)∈
{(1,3),(1,4),(2,3),(2,4)}) performing the matrix multipli-
cation by the following matrix
E¨:=
[1 −1 −1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 −1 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 −1 −1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1
]
so we have

EZ˙1,3 (Z1·Z3)
EZ˙1,4 (Z1·Z4)
EZ˙2,3 (Z2·Z3)
EZ˙2,4 (Z2·Z4)
=E¨·p¨=E¨·Σ¨·P¨=
− 121− 12
− 12
 (28)
from (4), we can obtain the CHSH inequality by multi-
plying the following matrix η¨:=[+1 −1 +1 +1]
[+1 −1 +1 +1]·

EZ˙1,3 (Z1·Z3)
EZ˙1,4 (Z1·Z4)
EZ˙2,3 (Z2·Z3)
EZ˙2,4 (Z2·Z4)
=η¨·E¨·Σ¨·P¨=
=EZ¨(Z1·Z3)−EZ¨(Z1·Z4)+EZ¨(Z2·Z3)+EZ¨(Z1·Z3)
so we have
η¨·E¨·p¨=− 52
we found the same result of (6), a breach of the type
(−2≤−2.5≤2).
Recalling that in (2) we assume that
PZ¨(Z1,Z2,Z3,Z4)=|PZ¨(Z1,Z2,Z3,Z4)|, which is not
satisfied by the values found in (27), so we can not trade
for each other, since they are not the same for some
cases. If we used |PZ¨(Z1,Z2,Z3,Z4)|, we would have
Q¨>:=
[
+
1
8 +
1
8 +
1
4 0 +
1
4 +
1
8 +
1
8 0 +
1
8 +
1
2 +
1
8 0 0 0 0 0
]
rather than (27), which would result in
∑
(Z1,Z2,Z3,Z4)∈{−1,+1}4
(|PZ¨(Z1,Z2,Z3,Z4)|)= 74
which violates another axiom of Kolmogorov.
However, such exchange avoids the violation of the
CHSH inequality, because when we calculate (5), we
found
η¨·E¨·Σ¨·Q¨=−1
therefore, we have that the inequality is not violated,
since we find (−2≤−1≤2).
Hence, such exchange is valid for the calculation of
CHSH inequality (since it meets the conditions in (2)),
but if we extend this exchange to the calculation of the
probabilities PZ˙j,k(Zj ,Zk), it would result in discrepan-
cies, such as
PZ˙1,4(−1,−1)= 34 6=PZ˙1,4(+1,+1)= 12
We can observe what would happen with the other
probabilities by performing the matrix multiplication
Σ¨·Q¨=[ 58 38 58 18 34 14 14 12 78 38 38 18 58 58 38 18 ]> 6=p¨
evidencing the discrepancy in 8 of the 16 probabilities.
There would also be discrepancies in the values at-
tributed to the expected values in which such exchange
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occurs, resulting in
E¨·Σ¨·Q¨=
− 1434
1
4
− 14

which are different from the values found, resulting in
(28)
We conclude in this section that the system is possi-
ble to solve, but it is indeterminate, because the rank is
smaller than the number of variables. Thus, there is no
inconsistency in the system, the only inconsistency is in
relation to Kolmogorov’s axioms, as seen in the previous
section.
VI. BASIC INEQUALITY
In this section, we shall propose an inequality, in which
the inequalities of Bell and CHSH are specific cases.
We will start by defining the values assumed by the
random variables Zj
Zj∈{−1,+1}
Under this condition we have that
Z2j=1, |Zj |=1
Defined the random variable, we start to examine the
expressions |Zj−Zk| e |Zj+Zk|, coming to the solution
|Zj±Zk|=|Zj± Z2j︸︷︷︸
=1
·Zk|=|Zj ·(1±Zj ·Zk)|=
=|Zj |︸︷︷︸
=1
·|1±Zj ·Zk︸ ︷︷ ︸
∈{0,+2}
|=1±Zj ·Zk
Now, calculating the expected value on this equation,
we shall have
EZ˙j,k,l(1±Zj ·Zk)=EZ˙j,k,l(|Zj±Zk|)
≥|EZ˙j,k,l(Zj)±EZ˙j,k,l(Zk)|
resulting in the following formulas
{
1−EZ˙j,k,l(Zj ·Zk)≥|EZ˙j,k,l(Zj)−EZ˙j,k,l(Zk)|
1+EZ˙j,k,l(Zj ·Zk)≥|EZ˙j,k,l(Zj)+EZ˙j,k,l(Zk)|
(29)
The expressions are valide under the condition that
these random variables are between {−1,+1}.
We can verify this inequality by using (1), starting by
calculating
PZj (zj)=
∑
zk∈{−1,+1}
(PZ˙j,k(zj ,zk))=
1
2
So we can use it to calculate the following value
EZ˙j,k,l(Zj)=EZj (Zj)=−1·
1
2
+1·1
2
=0
substituting the inequalities, we shall find
{
1−cos(2θ¯j,k)≥|0−0|
1+cos(2θ¯j,k)≥|0+0|
That results in
1≥cos(2θ¯j,k)≥−1
That is clearly satisfactory, whatever the angle en-
volved. So, the direct application in this inequality isn’t
violated.
Starting from this inequality making only some substi-
tutions, we can demonstrate the inequality of Bell. We
start by defining the variable Mj,k as being the product
of the variables Zj and Zk.
Mj,k=Zj ·Zk∈{−1,+1}
that will obviously assume the values {−1,+1}, so it full-
fils the condition for the basic inequality validity. Ap-
pling in these formulas (29) the substitutions from Zj to
Mj,k and from Zk to Mk,l we have
1±EZ˙j,k,l(Mj,k·Mk,l)≥|EZ˙j,k,l(Mj,k)±EZ˙j,k,l(Mk,l)|
so
1±EZ˙j,k,l(Zj ·Zk·Zk︸ ︷︷ ︸
=1
·Zl)≥|EZ˙j,k,l(Zj ·Zk)±EZ˙j,k,l(Zk·Zl)|
resulting in the formulas
{
1−EZ˙j,k,l(Zj ·Zl)≥|EZ˙j,k,l(Zj ·Zk)−EZ˙j,k,l(Zk·Zl)|
1+EZ˙j,k,l(Zj ·Zl)≥|EZ˙j,k,l(Zj ·Zk)+EZ˙j,k,l(Zk·Zl)|
(30)
while the first inequality is the inequality of Bell. If we
add, term by term, the inequalities (30), doing the fol-
lowing substitution k=1 in the first inequality, k=2 in
the second and (j,l)=(3,4) in both, we have
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2≥|EZ˙3,1,4(Z3·Z1)−EZ˙3,1,4(Z1·Z4)|
+|EZ˙3,2,4(Z3·Z2)+EZ˙3,2,4(Z2·Z4)| (31)
Naming this formula as the inequality of Bell-CHSH,
once originated, the addition of one original inequality
of Bell and one modified and resulted in one inequality
similar to the CHSH.
VII. RELATIONSHIP BETWEEN THE
INEQUALITY OF
CLAUSER-HORNE-SHIMONY-HOLT TO THE
INEQUALITY OF BELL
In this section we shall verify how the viotation of the
inequality of Bell- CHSH is related with the violation of
the inequality of CHSH.
The inequality of CHSH is given by
2≥|EZ¨(Z3·Z1)−EZ¨(Z1·Z4)+EZ¨(Z3·Z2)+EZ¨(Z2·Z4)|
With Z¨=Z˙1,2,3,4, meaning that it assumed the exis-
tence of the probability function for (Z1,Z2,Z3,Z4), once
this expected value is dependent of (Z1,Z2,Z3,Z4). We
shall understant such suposition from the formula (31),
now writing EZ¨ in it.
By the triangular inequality, we have that
|EZ¨(Z3·Z1)−EZ¨(Z1·Z4)|+|EZ¨(Z3·Z2)+EZ¨(Z2·Z4)|≥|EZ¨(Z3·Z1)−EZ¨(Z1·Z4)+EZ¨(Z3·Z2)+EZ¨(Z2·Z4)|
So we have that the inequality of CHSH is violated, so the inequality (31) will be as well.
VIII. NEW PERSPECTIVE OF THE
PROBABILISTIC MODELING OF THE
EXPERIMENT
By analyzing the experiment, it is observed that there
is an associated probability for each possible route, sup-
posing that they are among themselves regardless the
paths. Therefore, p1 is given for the photon 1 when
it deviates and (1−p1) for not deviating. Similary, for
the photon 2, p2 is given for the probability of devia-
tion and (1−p2) otherwise. Therefore, a random variable
Wk can be associated to each route, with k∈{1,2} (for
each photon). The photon k responsible for the devia-
tion corresponds to Wk=2, and Wk=1. In that way, the
random variables regarding the passage of the photons to
the polarizers is given by (Z,Z
′
) and regarding the route
traveled is (W1,W2) until arriving at the polarizers
PZ¨,W¨
(
z1,z2,z
′
1,z
′
2,w1,w2
)
=

PW1(w1)·PW2(w2)·PZ1,Z′1(z1,z
′
1,ϑ1,1)⇐(w1,w2,z2,z
′
2)=(1,1,0,0)
PW1(w1)·PW2(w2)·PZ1,Z′2(z1,z
′
2,ϑ1,2)⇐(w1,w2,z2,z
′
1)=(1,2,0,0)
PW1(w1)·PW2(w2)·PZ2,Z′1(z2,z
′
1,ϑ2,1)⇐(w1,w2,z1,z
′
2)=(2,1,0,0)
PW1(w1)·PW2(w2)·PZ2,Z′2(z2,z
′
2,ϑ2,2)⇐(w1,w2,z1,z
′
1)=(2,2,0,0)
,
Z
′
1:=Z3, Z
′
2:=Z4, Z¨:=(Z1,Z2,Z
′
1,Z
′
2), W¨ :=(W1,W2), ϑj,k:=θ
′
k−θj , θ
′
1:=θ3, θ
′
2:=θ4
PWk(wk)=
{
pk ⇐wk=2
1−pk ⇐wk=1 , 0≤pk≤1, k∈{1,2}
Where Zj=0 and Z
′
k=0 mean the absence of pho-
tons, in other words, the path was not correspondent
to (W1,W2)=(j,k) (There is another path).
Therefore, the conditional probability, given that the
photons traveled for the route related with the random
variables (W1,W2) with same values, (w1,w2) will be
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Table I: Graphics of the region of the violation of the inequality of CHSH (graphics on the left) and the violation of
the inequality of Bell-CHSH (graphics on the right). On the first line are the graphics of the level surface that
violates the inequality. On the second line were made cuts for different values of θ4, for each value of θ4 there are
regions with the values of (θ2,θ3) where the inequalities were violated
PZ¨;W¨
(
z1,z2,z
′
1,z
′
2;w1,w2
)
=
=

PZ1,Z′1(z1,z
′
1,ϑ1,1)⇐(w1,w2,z2,z
′
2)=(1,1,0,0)
PZ1,Z′2(z1,z
′
2,ϑ1,2)⇐(w1,w2,z2,z
′
1)=(1,2,0,0)
PZ2,Z′1(z2,z
′
1,ϑ2,1)⇐(w1,w2,z1,z
′
2)=(2,1,0,0)
PZ2,Z′2(z2,z
′
2,ϑ2,2)⇐(w1,w2,z1,z
′
1)=(2,2,0,0)
The conditional expectation (the point sign and
comma separates the random variables (Z,Z
′
) of those
observed (W1,W2)) of the product Z·Z ′ will be
EZ¨;W¨ (Zw1 ·Z
′
w2 ;w1,w2)=
=
∑
(zw1 ,z
′
w2
)∈{−1,+1}2
(zw1 ·z
′
w2 ·PZw1 ,Zw2 ;W¨ (zw1 ,z
′
w2 ;w1,w2))
therefore
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Table II: Graphics of the inequality of CHSH (on the left) and the inequality of Bell-CHSH (graphics on the right).
On this graphics were made cuts for different values of θ2, for each value of θ2 there are region with the values of
(θ3,θ4)
Figure 1: Experimental scheme of the experiment of Alain Aspect: the cylinder in the center is the source of
photons, the rectangles are the semitransparent mirrors, the circles are polarizers and the triangles are the detectors
EZ¨;W¨ (Zw1 ·Z
′
w2 ;w1,w2)=cos(2ϑw1,w2)
thereby, with that understanding, the substitution done
in the inequality would not be related to the expected
value EZ¨ , but to the conditional expectation EZ¨;W¨ , there-
fore
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cos(2ϑ1,1)−cos(2ϑ1,2)+cos(2ϑ2,1)+cos(2ϑ2,2)=
=EZ¨;W¨ (Z1·Z
′
1;1,1)−EZ¨;W¨ (Z1·Z
′
2;1,2)+
+EZ¨;W¨ (Z2·Z
′
1;2,1)+EZ¨;W¨ (Z2·Z
′
2;2,2)
This result makes no sense from the standpoint of
statistic because it is mixing conditional expectation
from different events. The conditional probability of a
certain event possesses the same properties of the prob-
ability theory, but the event that has happened is main-
tained fixed.
The expectation of Zj ·Z ′k with such function of prob-
ability would be given by
EZ¨,W¨
(
Zj ·Z ′k
)
=EW¨ (EZ¨;W¨ (Zj ·Z
′
k;W1,W2))
EZ¨;W¨
(
Zj ·Z ′k;W1,W2
)
=
{ PW1(W1)·PW2(W2)·cos(2ϑW1,W2) ⇐((j=W1)∧(k=W2))
0 ⇐¬((j=W1)∧(k=W2))
EZ¨,W¨
(
Zj ·Z ′k
)
=PW1(j)·PW2(k)·cos(2ϑj,k)
Therefore, the inequality will be
|(1−p1)·(1−p2)·cos(2ϑ1,1)
−(1−p1)·p2·cos(2ϑ1,2)+
+p1·(1−p2)·cos(2ϑ2,1)+p1·p2·cos(2ϑ2,2)|≤
≤|(1−p1)·(1−p2)+(1−p1)·p2
+p1·(1−p2)+p1·p2|=
=|(1−p1)·(1−p2+p2)+p1·(1−p2+p2)|
=|(1−p1)+p1|=1≤2
Hence, besides being reasonable with the theory of the
probability, the inequality is mathematically impossible
to be violated. Nevertheless, if values are attributed in
the original inequality,
|cos(2ϑ1,1)−cos(2ϑ1,2)+cos(2ϑ2,1)+cos(2ϑ2,2)|=
=|1+1+1+1|=4
which shows that it is mathematically possible to violate
the original inequality.
IX. COMPUTATIONAL SIMULATIONS
In this section is demonstrated how the sample data
is used, evidencing the theoretical comprehention of the
previous section, in which is used conditional probability
in the calculus of the expected values. So, these theoret-
ical formulas for the set of sample data will be shown in
accordance with the theoretical populational formulas.
Computer simulations were conducted, generating up
to 100 samples. Each sample was composed of 100 num-
bers, which estimated the probabilities that are used in
the inequality of Clauser-Horne-Shimony-Horne in order
to verify if there is a violation or not regarding the sam-
ples. The numbers ranged from 1 to 1000; thereby, there
was a total of 100 estimates (an estimate of each sample)
of probabilities.
The estimations were based on the theory in order
to generate samples of a distribution through a sam-
ple of uniform distribution. Each number was associ-
ated with an event. The events, similar to the Aspect
experiment scheme (performed to test the inequality of
Clauser-Horne-Shimony-Holt), are as follows:
• When two photons pass through the semitranspar-
ent mirrors. The probability of this event is 14 . The
numbers from 1 to 250 correspond to this event. In
this event j is equal to 1
• When the first photon pass through the semitrans-
parent mirrors and the second turns away. The
probability of this event is 14 . The figures corre-
sponding to this event range from 251 to 500. In
this event j is equal to 2
• When the first photon is deflected and the second
photon passes. The probability is 14 . The references
range from 501 to 750. In this event j is equal to 3
• When two photons fall away. The probability is
1
4 . The correspondent numbers range from 751 to
1000. In the event j is equal to 4.
It is noted that in each of these events the number
of intervals associated with them have 250 numbers, so
they are equiprobable. To make it simplier, after knowing
that the event held at the generated number, n defined
as D, the value is calculated by the following expression:
D(j−1)·250. Thus, it follows that:
• If a number D is generated from 1 to 250, j is
1. Therefore, the following operation is performed:
attribute to D the value of D(j−1)·250. So if j=1
the value obtained will own D, which will be 1 to
250.
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• If j=2, therefore 251≤D≤500, the value obtained
is D−250, which will be 1 and 250
• If j=3, therefore 501≤D≤750, the value obtained
is D−500, which will be 1 and 250
• If j=4, therefore 751≤D≤1000, the value obtained
is D−750, which will be 1 and 250
For each of these events, each photon encounters in
their paths (any path) a polarizer. Each polarizer is ori-
ented in a particular direction and these orientations are
maintained fixed for all 1000 values generated within the
sample; changes happen only from sample to sample. By
passing through the polarizer, there are two possibilities:
either the photon passes or not. Therefore, there are four
events for each of the four possible trajectories obtained
by passing the mirrors. These four events are:
• Both photons do not pass through the respective
polarizers. The event probability is pj (in which j
refers to one of four events related to the mirrors).
For this event, the new value of D must satisfy the
following inequality 0<D≤pj ·250
• The first photon does not pass and the second pass.
The probability of this event is (0.5−pj). For this
event, the new value of D must satisfy the following
inequality: pj ·250<D≤0.5·250
• The first photon passes and the second not. The
probability of this event is (0.5−pj). For this event,
the new value of D must satisfy the following in-
equality: 0.5<D≤(1−pj)· 250
• Both photons pass. The probability of this event is
pj . For this event, the new value of D must satisfy
the following inequality: (1−pj)·250<D≤250
X. RESULTS OF SIMULATIONS
The following tables show the values obtained by the
theory as well as the statistics obtained through the sim-
ulation.
Each table refers to a set of values that were obtained
by fixing the value of parameter θ2 (the value of θ2 is in
the cell of black background, in the upper left corner).
At the top (on the cells gray background), are the values
of θ3 and on left (on gray background of cells) are the
values of θ4.
The θ1 is set to 0 without loss of generality.
The values of θj (with j∈{2,3,4}) are submultiples of
pi: { pi16 , 2pi16 , 3pi16 , 4pi16 , 5pi16 , 6pi16 , 7pi16 }.
There were 7 values for each of the 3 parameters (θ2
θ3 and θ4); for example, a total of 7
3=343 combinations
of values.
The cells are the values and the color bars are related
these values. The bars in white represent positive values,
and the wider the bars, the higher the values. The gray
bars represent negative values and the wider the bars, the
smaller the values. Negative values represent a violation
of inequalities.
The following will be presented in seven tables (one for
each value of θ2). They were obtained theoretically from
CHSH inequality that is given by:
2−|−EZ1,Z3(Z1·Z3)+EZ1,Z4(Z1·Z4)
+EZ2,Z3(Z2·Z3)+EZ2,Z4(Z2·Z4)|≥0
performing the following substitution
EZj ,Zk(Zj ·Zk)=cos(2θ¯j,k), (32)
results in the following inequality
2−|−cos(2θ¯1,3)+cos(2θ¯1,4)+cos(2θ¯2,3)+cos(2θ¯2,4)|
≥0
and, if the first member of the inequality is greater than
or equal to 0, the inequality is obeyed; otherwise there is
a violation of inequality.
The values correspond to the value obtained from the
first member of inequality (expression that comes before
the inequality sign ≥).
In the tables above, it is observed that there were vio-
lations (negative values) of the CHSH inequality.
The following tables are obtained through the average
of 100 estimates of the CHSH inequality. Each sample
contained 1000 elements, which were used to calculate
the inequality of CHSH that is given by:
ÊZj ,Zk(Zj ·Zk)=
n−−j,k −n−+j,k −n+−j,k +n++j,k
nj,k
(33)
where
• n−−j,k is the number of occurrences of the event when
none of the photons passes through the polarizers
j and k
• n−+j,k is the number of occurrences of the event when
the first photon does not pass and the second passes
through the polarizers j e k, respectively
• n+−j,k is the number of occurrences of the event when
the first photon passes and the second not pass the
polarizers j e k, respectively
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Table III: Theoretical values of the first member of the CHSH inequality for θ1=0 e θ2=
pi
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• n++j,k is the number of occurrences of the event when
both photons pass through the polarizers j e k
• nj,k=(n−−j,k +n−+j,k +n+−j,k +n++j,k ) is the number of
photons that have taken the path to the polarizers
j e k regardless of whether or not it passes through
the polarizers.
• j∈{1,2} e k∈{3,4}
The inequality based in each sample is given by
2−|−ÊZ1,Z3(Z1·Z3)+ÊZ1,Z4(Z1·Z4)
+ÊZ2,Z3(Z2·Z3)+ÊZ2,Z4(Z2·Z4)|≥0
If the first member of inequality is greater than or equal
to 0, the inequality is obeyed; otherwise there is a vio-
lation of the inequality. The values correspond to the
sample average of 100 values (one value for each of the
100 samples) that were obtained from the first member
of the inequality. It was calculated for each sample.
We ought remember that the substitutions (32) and
(33) are formulas found in literature. However, accord-
ing to what was presented in this article, such expected
values are expected conditional values.
The formula (33) has its denominador the quantity
nj,k, that represents only the quantity of observations
related to the polarizers j and k, evidencing that the es-
timate of the expected vallue is conditional, that is, it
is the estimation when it is considered only the observa-
tions in which the particles were taking place specificly
for those polarizers j and k, disregarding other observa-
tions. If such estimation was made for the expected value
for the experiment, so we should find in the denominator
the quantity n (rather than nj,k) because all these obser-
vations would be in the calculus of the expected value.
So, in the formula (32), the correct way would be to
write
EZj ,Z′K ;W¨ (Zj ·Z
′
K ;j,K)=cos(2θ¯j,k),
in which (33) would be
EˆZj ,Z′k;W¨ (Zj ·Z
′
k;j,K)=
n−−j,k −n−+j,k −n+−j,k +n++j,k
nj,k
with k=3 when K=1 and K=4 when K=2.
As for the CHSH inequality, where the expected values
they are estimated from the conditioned probabilities of
the event of photons that have or not been deflected to
pass through the semitransparent mirrors, the CHSH in-
equality is kept constant. However, the expected values
are as follows:
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Table IV: Sampled values for θ1=0. On the left are the average values of 100 sample values of the first member of
CHSH’s inequality. On the right are the standard deviations of the values obtained from 100 samples.
EZj ,Z′k(Zj ·Z
′
k)=PW1,W2(j,k)·cos(2ϑj,k)
Z
′
1=Z3, Z
′
2=Z4, ϑj,k=θj−θ
′
k, θ
′
1=θ3, θ
′
2=θ4
since PW1,W2 is the function of probability related with
the pass or reflection of photons by transparent mirrors,
in the case it was adopted that all possible trajectories
are equally likely, therefore
PW1,W2(j,k)= 14
with j and k belonging to the set {1,2,3,4}, the expected
value that is replaced in the inequality is
EZj ,Zk(Zj ·Zk)= 14 ·cos(2θ¯j,k)
resulting in the following inequality
2−
∣∣∣−cos(2θ¯1,3)+cos(2θ¯1,4)+cos(2θ¯2,3)+cos(2θ¯2,4)4 ∣∣∣≥0
if the first member of the inequality is greater than or
equal to 0, the inequality is obeyed; otherwise there is
a violation of the inequality. The values correspond to
values that were obtained from the first member of in-
equality.
On the tables above, it is observed that there was no vi- olation (negative values) of the CHSH’s inequality (odds
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Table V: Theoretical values for θ1=0 from first member of the CHSH inequality, modeled via conditional probability
conditional modeled).
The following tables show estimates that were obtained
by the average of 100 estimates of CHSH’s inequality,
which represent the modeled conditional probability. The
same samples were previously used, but the calculation
of expected values were performed by using the expected
sample values (i.e.: the total number of events n were
used as the denominator)
ÊZj ,Zk(Zj ·Zk)=
n−−j,k −n−+j,k −n+−j,k +n++j,k
n
wherein:
• n−−j,k , n−+j,k , n+−j,k e n++j,k have the same previously
attributed meaning
• n=(n1,3+n1,4+n2,3+n2,4) is the total number of
events when there are 1000 occurrences for each
sample
Since the CHSH’s inequality can be rewritten as
2−|EZ1,Z2,Z3,Z4(Z1·Z3+Z1·Z4+Z2·Z3+Z2·Z4)|≥0
then, the inequality (through the sample values) should
be calculated by
2−
∣∣∣∣−(n−−1,3 −n−+1,3 −n+−1,3 +n++1,3 )+(n−−1,4 −n−+1,4 −n+−1,4 +n++1,4 )+(n−−2,3 −n−+2,3 −n+−2,3 +n++2,3 )+(n−−2,4 −n−+2,4 −n+−2,4 +n++2,4 )n ∣∣∣∣≥0
that is
2−
∣∣∣∣−(n−−1,3 −n−+1,3 −n+−1,3 +n++1,3 )+(n−−1,4 −n−+1,4 −n+−1,4 +n++1,4 )+(n−−2,3 −n−+2,3 −n+−2,3 +n++2,3 )+(n−−2,4 −n−+2,4 −n+−2,4 +n++2,4 )+(n−−1,3 +n−+1,3 +n+−1,3 +n++1,3 )+(n−−1,4 +n−+1,4 +n+−1,4 +n++1,4 )+(n−−2,3 +n−+2,3 +n+−2,3 +n++2,3 )+(n−−2,4 +n−+2,4 +n+−2,4 +n++2,4 )
∣∣∣∣≥0
which is evident that the numerator will always be less
or equal to the denominator; thereby, the fraction (as it
can be seen) remained between −1 and + 1. Therefore,
the inequality becomes
2−|±1|=2−1=1≥0
thus, the CHSH’s inequality will never be experimentally
violated if the data are modeled by this formula.
Since the expected value is being calculated based on
(Z1,Z2,Z3,Z4), it makes sense to divide the total number
of events related to any of the variables Z. Therefore, it
is plausible that the denominator is given by n.
The inequality based in each sample is given by
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2−|−ÊZ1,Z3(Z1·Z3)+ÊZ1,Z4(Z1·Z4)
+ÊZ2,Z3(Z2·Z3)+ÊZ2,Z4(Z2·Z4)|≥0
if the first member of the inequality is greater than or
equal to 0, the inequality is obeyed; otherwise there is a
violation of the inequality. The values correspond to the
average sample of the 100 values that were obtained from
the calculation of the first member of the inequality for
each sample.
Table VI: Sampled values for θ1=0. On the left are the average values of 100 sample values of the first member of
CHSH’s inequality. On the right are the standard deviations of the values obtained from 100 samples.
XI. ANALYSIS AND CONCLUSIONS
In this work, we showed (on the section III) that any
dependence between the random variable Zj and the hid-
den variable λ does not change the calculated expected
values at all. Therefore any consideration made of the
hidden variable λ is not relevant to the calculated ex-
pected values, this does not mean that such hidden vari-
able can not play any important role in the creation of a
model that provides the probability functions used.
In fact, the hidden variable λ has its role reduced, es-
sentially because the result of the experiment reduces to
only two values (−1 and +1). In this case, the variable
Zj plays the relevant role. Since the CHSH inequality
is expressed in terms of expected values of Zj ·Zk (this
product also results in only two values: −1 and +1), the
focus on the variable Zj compatible with the CHSH in-
equality, that is, treating Zj , instead of λ, does not influ-
ence the conclusions obtained by calculations involving
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the expected values of Zj ·Zk.
We presented (on the section V) that the set of prob-
ability functions used in the literature can determine a
function PZ¨ in such a way that if we marginalize some of
the variables, we retrieve the set of functions used. We
also demonstrated (on the section IV), however, that only
the CHSH inequality is violated when Kolmogorov’s ax-
ioms are violated. Thus, we concluded that although we
can find the function that generates the set of functions
used, this function does not always respect Kolmogorov’s
axioms.
We analyzed the experimental scheme (on the section
VIII), and we observed that in the set of functions the
probabilities related to the paths taken by the particles
are not specified. Through the experimental scheme, we
propose to consider the probabilities related to the paths,
hence we generated a new set of probabilities, from which,
through the conditional probabilities, we could retrieve
the set found in the literature. Furthermore we showed
that from this new set of probabilities, we can obtain the
scaled values of Zj ·Zk, and that when we substituted in
the inequality of CHSH, no violation was found. There-
fore, besides this function generate the set of functions
of probabilities, it respects the CHSH inequality, which
means that it respects the axioms of Komogorov, there-
fore it is justifiable to say that it is a function of proba-
bility and that describes the experiment studied.
We simulated the experiment (on the sections IX and
X) to demonstrate how the use of sample data was found
in the literature and how the use of the same data would
be based on what was presented in this study. These
same data that presented the CHSH inequality violation
(in the form of use found in the literature), in the new
way of using them (which we presented) did not show
any violation in the CHSH inequality (whose expected
values were calculated based on the Probability functions
that contain information on the probability of the particle
travel).
In the same formulas of the estimates (used in the lit-
erature), we showed (on the section X) that the denomi-
nator nj,k, demonstrated that the expected value was re-
lated to part of the experiment (i.e. related to the path
traveled), and that our formula (whose denominator was
n) besides considering the whole experiment (all obser-
vations are considered, same as those related to other
paths) it also does not show any violation of the CHSH
inequality.
Another result of this work was the proposal (on the
section VI) of a basic inequality, from which we can gen-
erate the Bell inequality and CHSH inequality. We found
that this inequality, when directly used, has no violation.
Then we showed that with simple substitutions, we can
find Bell inequality and CHSH type inequality, in which
violations of the original CHSH inequality would imply
in violations of this inequality as well. Thus, we showed
the relations between the Bell inequality and the CHSH
inequality (in the section VII) and the relationship be-
tween the Wigner inequality and the CHSH inequality
(on the section IV).
In general, we conclude that the experimental scheme
justifies considering that the functions used are in fact
conditional probabilities and that, from this considera-
tion, we find new functions of probabilities that give us
expected values (with a correction factor) that when we
replace in CHSH inequality, no violation occurs, regard-
less of the parameters.
We conclude that Alain Aspect’s experiment can be
modeled by Classical Statistics in order to fully satisfy
the CHSH inequality and that CHSH violation would
only be possible if there is a violation of Kolmogorov’s
axioms.
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