In Attribute-based Access Control (ABAC) systems, utilizing environment attributes along with the subject and object attributes introduces a dynamic nature to the access decisions. The inclusion of environment attributes helps in achieving a more fine-grained access control. In this paper, we present an ABAC policy mining algorithm that considers the environment attributes and their associated values while forming the rules. Furthermore, we use gini impurity to form the rules. This helps to minimize the number of rules in the generated policy. The experimental evaluation shows that our approach is quite effective in practice.
INTRODUCTION
In recent years, ABAC has emerged as the de-facto standard for providing controlled access to organizational resources in scenarios involving inter-organizational sharing of resources. Additionally, ABAC is capable of providing the benefits of all the existing access control models. Although traditional access control models like Role-based Access Control (RBAC) are adequate in providing controlled access to organizational resources in situations involving a known set of users, they have been shown to be incompetent in providing efficient finegrained access control in dynamic environments. This often Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s necessitates organizations using traditional access control models to migrate to ABAC.
One of the crucial steps for migrating to ABAC is to construct a set of ABAC authorization rules, collectively called an ABAC policy. Each rule consists of a conjunction of subject, object and environment attributes along with their corresponding values and an operation permitted by the rule. Since manually developing ABAC policies is difficult and costly [4] , computational approaches have been deployed to partially automate the process of developing an ABAC policy from a given Access Control Matrix (ACM). Although there exist many ABAC policy mining algorithms, none of these consider the environment attributes and their associated values. Inclusion of environment attributes not only gives a dynamic nature to the access decisions, it also helps in achieving more fine-grained access control.
In this context, we propose a policy mining algorithm that takes an ACM as input and aims to generate an ABAC policy having minimum number of rules. From a broad perspective, as there can be only two possible outcomes of an access request, i.e., a yes or a no, it is possible to classify the accesses given in the ACM on the basis of the attribute data of the subject, object, and environment attributes. We recursively find the attribute data which affects the access decisions most using gini impurity [1] and construct the rules.
While there is some work on mining ABAC policies [3] [5] , and also on constrained versions of the ABAC policy mining problem [2] , to the best of our knowledge, this is the first attempt towards formulating and solving ABAC policy mining problem which involves environment attributes.
ABAC POLICY SPECIFICATION
An ABAC system comprises a set of subject attributes ( ), object attributes ( ), environment attributes ( ) and a set of possible operations ( ). Each attribute ∈ ∪ ∪ has a set ( ) of possible values. For a set ( ) of users, the attribute data for all ∈ is represented using a matrix ( ) of size | | × | |, where each row corresponds to a subject ∈ and each column corresponds to an attribute ∈ . Each [ ][ ] contains the value of the ℎ attribute of the ℎ subject. For instance, Table 1 shows a subject attribute data matrix from which we can see that Alice is a professor and Bob is a student of the department of CSE. The matrices and are defined Subject Designation Department 
ABAC POLICY MINING (APM) PROBLEM
The policy mining problem takes an ACM as input. In this scenario, the ACM is a 3-dimensional matrix of size | | × | |×| | where, each dimension contains the subjects, objects and the environments, respectively. 
Problem Definition
Definition 3.1. ABAC Policy Mining (APM) Problem: Given a set of subjects , a set of objects , a set of environments , a subject attribute matrix , an object attribute matrix , an environment attribute matrix , and an ACM , construct an ABAC policy such that the following conditions are met: (i) each entry in the ACM is covered by at least one rule in (ii) no extraneous is permitted (iii) number of rules in is minimum.
Solving APM involving Environment Attributes
In [5] , the decision version of APM (D-APM) is proved to be a NP-Complete problem. Thus, it is unlikely that a deterministic polynomial time algorithm exists for solving D-APM. We solve D-APM using a greedy heuristic which involves computing the gini impurity of each attribute data. First, from the given subject, object, and environment attribute data matrices, we construct the attribute data for each possible access. For a given access ( , , ), the attribute data associated with , and are concatenated along with the corresponding access decision from the access control matrix. This procedure is given in Algorithm 1.
After obtaining the access-data, we construct the ABAC policy. The algorithm for our proposed approach for policy mining is given in Algorithm 2. First, we compute the gini impurity for each of the attribute data to select the attribute data that best divides the accesses into yes and no decisions (Lines 2-6). For instance, Table 2 consists of attribute data 
Where, is the probability of getting a decison when value of attribute is .
is similarly defined. Therefore, gini coefficient for < . = > is:
Similarly, the gini coefficient for < . ! = > which in this example, is same as < . = > is computed as:
Now, we compute the Gini impurity (GI) for an attribute having value as follows:
Therefore, GI for < . = > is computed as: 
) is computed to be 0.375. Since,
), we select the former as the part of a rule (Line 10). Moreover, we can see that,
(
) is computed to be 0, this implies that < . ! = .>, i.e., < . = .> contains instances which correspond to a single decision ( ). Thus, < . = .> is a rule. The rest of the accesses are recursively divided following the different gini impurities unless groups of accesses leading to a single decision are obtained (Lines 9-11). Likewise, the rest of the rules are obtained.
EXPERIMENTAL RESULTS
We implemented our proposed algorithm described in Section 3 in Python 3.6. The implemented algorithm was executed on an Intel i5 processor clocked at 2.70 GHz having 4 GB RAM. We represent the results using a number of subjects (| |), objects (| |), number of subject attributes (| |), object attributes (| |), number of rules formed using the algorithm given in [5] ( [5] ), and our proposed approach ( ). First, we evaluated our proposed approach on the data sets given in [5] . As the data sets given in [5] do not consider environment attributes, we execute the algorithm of our proposed approach excluding the environment attributes. From the obtained results, given in Table 3 , we can see that the number of rules formed using our proposed approach is less than the number of rules formed in [5] . For smaller data sets like the video library data set, the number of rules formed by our proposed approached is the same. As the data sets grow in size and involve more subject and object attributes along with an increase in the number of subjects and objects, the number of rules formed using our proposed approach is less.
As there are no available data set which contains environment attributes, to evaluate the performance of our proposed approach we synthetically generate various data sets. Table  4 shows the variation in the number of rules in the generated policy and weight of the generated policy with different number of subjects and objects. In our experiments, we have fixed Table 4 : Variation in #rules with #subjects and #objects the number of subject, object and environment attributes to be 5, 5 and 3, respectively. The number of environments was set to 5. Each cell of Table 4 contains the number of rules in the generated policy for a specific number of subjects and objects. It is observed that the number of rules generated increases with the number of subjects and objects. The proposed approach was also observed to mine an ABAC policy in a considerably less amount of time. For instance, for 200 subjects and 1000 objects, it took only 23.63 seconds to generate a policy comprising 41 rules. Therefore, we have included the environment attributes in policy mining to achieve a more fine-grained access control. Moreover, our proposed approach generates policies having less number of rules as compared to the existing work. A policy having less number of rules is not only compact, but also helps in faster access decisions in case of an actual access request when deployed in an organization.
CONCLUSION
This paper presents a policy mining algorithm that uses gini impurity to determine the rules for ABAC systems involving environment attributes. Minimizing the number of rules in the generated ABAC policy helps in taking faster access decisions. In the future, we plan to explore other heuristics to further reduce the number of roles as well as attributes used in the generated policy.
