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Abstract
Consistent Yang–Mills anomalies
∫
ωk−12n−k (n ∈ N, k = 1, 2, . . . , 2n) as de-
scribed collectively by Zumino’s descent equations δωk−12n−k + dω
k
2n−k−1 = 0
starting with the Chern character Ch2n = dω
0
2n−1 of a principal SU(N) bundle
over a 2n dimensional manifold are considered (i.e.
∫
ωk−12n−k are the Chern–
Simons terms (k = 1), axial anomalies (k = 2), Schwinger terms (k = 3)
etc. in (2n − k) dimensions). A generalization in the spirit of Connes’ non-
commutative geometry using a minimum of data is found. For an arbitrary
graded differential algebra Ω =
⊕∞
k=0Ω
(k) with exterior differentiation d, form
valued functions Ch2n : Ω
(1) → Ω(2n) and ωk−12n−k : Ω
(0) × · · · × Ω(0)︸ ︷︷ ︸
(k − 1) times
×Ω(1) →
Ω(2n−k) are constructed which are connected by generalized descent equations
δωk−12n−k + dω
k
2n−k−1 = (· · ·). Here Ch2n = (FA)
n where FA = d(A) + A
2
for A ∈ Ω(1), and (· · ·) is not zero but a sum of graded commutators which
vanish under integrations (traces). The problem of constructing Yang–Mills
anomalies on a given graded differential algebra is thereby reduced to finding
an interesting integration
∫
on it. Examples for graded differential algebras
with such integrations are given and thereby noncommutative generalizations
of Yang–Mills anomalies are found.
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1 Introduction
Connes’ noncommutative geometry (NCG) is a very influential subject in mathemat-
ics unifying notions and ideas from geometry and functional analysis [C1, C2] (for
review see [C3]). Since recently it is also receiving broad attention from the physics
community. This was triggered by a new geometric interpretation of the structure
of the standard model including Higgs sector on the classical level based on NCG
[CL] (see also [C3] and references therein). Even more interesting, however, is the
possibility that NCG could provide a natural mathematical framework for quantum
field theory, considering that a deeper mathematical understanding of regularization
and renormalization of 3+1 dimensional quantum gauge theories like QCD has been
a major challenge in theoretical physics up to this day. Progress in this direction
should not only lead to a better understanding of the nonperterburbative structure
of these fundamental theories of nature but also provide new calculation tools for
analyzing them.
One hint that NCG could be useful in this context is that one of the most widely
used regularization schemes for quantum gauge theories — dimensional regularization
[tHV] — is done by formally extending the models to (4− ǫ)–dimensional spacetime,
and that NCG provides the means to naturally extend the setting of Yang–Mills gauge
theories — connections on a principal SU(N)–bundle over a manifold M — to more
general situations without underlying manifold. In fact, all that is required is a graded
differential algebra (GDA) (Ω, d) which is a differential complex, Ω =
⊕∞
k=0Ω
(k) with
a differentiation d : Ω → Ω mapping Ω(k) to Ω(k+1) such that d2 = 0, carrying a
compatible algebra structure (for precise definitions see next Section). Then elements
A ∈ Ω(1) can be interpreted as generalized Yang–Mills connections, and X ∈ Ω(0)
as infinitesimal gauge transformations acting on Ω(1) by A → d(X) + [A,X ]. To
formulate also the Yang–Mills action one needs in addition an integration
∫
and a
Hodge–∗ operation on Ω. In case of ordinary Yang–Mills theory, this GDA is, of
course, given by the de Rham forms on the spacetime (or space) manifold M , but
there are interesting examples for GDA (Ω, d) based on algebras of Hilbert space
operators and which naturally generalize the de Rham forms [C1, C2] (see also next
Section).
One important aspect of quantized gauge theories is the occurrence of anoma-
lies and other topological terms like axial anomalies, Schwinger terms, or Chern
characters (for review see e.g. [J]). An essential requirement to any regularization
procedure used in this context is that it correctly generates the anomalies. This is
nontrivial — we recall the well–known difficulties to derive, or even formulate, anoma-
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lies (topological terms) in lattice gauge theories (see e.g. [Lu¨]). The motivation for
the present work was an example where a generalized Yang–Mills setting (Ω, d), as
discussed above, has been used successfully for regularizing certain fermion Yang–
Mills systems and giving a mathematically rigorous quantum field theory derivation
of Schwinger terms [MR, M, L1, LM1] (for a more leisurely discussion of the following
see [L3]). One basic idea here is to consider not only the gauge group G and the set of
Yang–Mills fields A, but certain algebras of Hilbert space operators in which G and
A can be naturally embedded. The defining relations of these algebras are Schatten
ideal conditions which can be regarded as abstract characterizations of the degree
of ultraviolet divergences occurring in the spacetime dimension under consideration.
Interestingly, this leads exactly to a GDA (Ω, d) which plays a fundamental role in
NCG [C1]. One is thereby naturally lead to a universal Yang–Mills setting based on
such GDA of Hilbert space operators (for another application of this in quantum field
theory see [R, FR]). One advantage of using this extended setting for regularization
is that it forces one to concentrate on essentials. This leads to very transparent,
despite more general, constructions. One remarkable result is an universal Schwinger
term in (3+1) dimensions [MR] generalizing the Schwinger term occurring in the
Gauss’ law commutators in chiral QCD(3+1) [LM1]. This former Schwinger terms
has a natural interpretation as generalization of the latter to NCG if one regards the
(conditional) Hilbert space trace as generalization of integration of de Rham forms
[LM1, L2]. Having this one example where NCG appears in a quantum field theory
derivation of anomalies, it is natural to ask whether also other anomalies have sim-
ilar generalizations to the universal Yang–Mills setting, or, more generally, to other
GDA. The structure of these generalized anomalies can be expected to directly hint
to how they arise from regularizing a quantum gauge theory. For example, the reg-
ularization procedure used in [L1] to derive the anomalous Gauss’ law commutators
in chiral QCD trivially generalizes from (3+1) to higher dimensions once the higher
dimensional universal Schwinger terms are known.
In this paper we give a positive answer to this question treating all kinds of
anomalies and arbitrary GDA at once. We show that certain ‘raw data’ for all
anomalies and topological terms can be constructed in any GDA (Ω, d), and these
give rise to anomalies (nontrivial cocycles) if and only if there is an appropriate
nontrivial integration on (Ω, d). Since the GDA associated with the universal Yang–
Mills setting have such nontrivial integrations (the conditional Hilbert space trace),
we obtain the universal generalizations of all anomalies as a special case (including,
of course, all higher dimensional universal Schwinger terms).
We believe that many (perhaps all) interesting gauge invariant regularization
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schemes for Yang–Mills systems can be associated with some GDA as described in
this paper. Thus our result should be fundamental for quantum gauge theories. It
also provides an explanation how anomalies with their rich differential geometric
structure can arise from explicit field theory calculations. The latter are done by cal-
culating Feynman diagrams (see [J] and references therein) which can be interpreted
as (regularized) traces of certain Hilbert space operators [LM2]; our result shows how
the differential geometric structure of anomalies can be present already on the level
of Hilbert space operators. We feel that this adds strong support to the expectation
that NCG is relevant for quantum gauge theories.
To be more specific, we recall Zumino’s descent equations δω¯k−12n−k +dω¯
k
2n−k−1 = 0
[Z] providing a collection of intriguing relations between all Yang–Mills anomalies (the
reason for the bar over ω will become clear immediately). These relations imply that
the integrals
∫
M ω¯
k−1
2n−k over (2n− k) dimensional manifolds M without boundary are
(k−1)–cocycles, and these are exactly the Chern Simons terms (k = 1), axial anoma-
lies (k = 2), Schwinger terms (k = 3) etc., occurring in (2n−k) dimensional gauge the-
ories. Our result is a generalization of Zumino’s descent equations to all GDA (Ω, d).
For all Xi ∈ Ω
(0) and A ∈ Ω(1) we construct forms ωk−12n−k(X1, . . . , Xk−1;A) ∈ Ω
(2n−k)
which are multilinear and antisymmetric in the Xi and obey the generalized descent
equations
δωk−12n−k + dω
k
2n−k−1 = (· · ·) k = 1, 2, . . . , 2n, (n ∈ N) (1)
(for definition of δ see (23), for full equations (29a–e)) where (· · ·) is not zero but a
sum of graded commutators which vanish under integrations
∫
. It is interesting to
note that these descent equations generalize Zumino’s even for the case of de Rham
forms: we recall that the forms mentioned above are traces of matrix valued forms,
ω¯k−12n−k = trN
(
ωk−12n−k
)
, and our equations are without the matrix trace trN (the terms
(· · ·) vanish under trN). Our generalization is natural since trN , which we regard as
partial integration, is not available for general GDA.
As mentioned, these forms ωk−12n−k are raw data from which the anomalies are ob-
tained by integration
∫
; the descent equations and basic properties of integration
guarantee that they obey the appropriate consistency conditions δ
∫
ωk−12n−k = 0 (co-
cycle relations). Thus our result reduces the question of existence of anomalies for
general GDA (Ω, d) to existence of a nontrivial integration
∫
on it. We stress that this
latter question is still very nontrivial. In fact, our result makes explicit that all topo-
logical information is contained in such an integration: the raw data for topological
terms ωk−12n−k always exist and give rise to (k − 1)–cocycles by integration
∫
; weather
these are nontrivial solely depends on the integration
∫
and has to be checked for
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each case individually.
We note that there are other generalizations of Zumino’s descent equations in
the literature [CM, KS]. These generalize the equation for ω¯k−12n−k and therefore also
need the notation of (partial) integration. Our result is more general since it does
not require an integration. In fact, we believe that it is the most general result in
this direction and very much in the spirit of NCG since it uses a minimum amount
of input data and strips the descent equations from a differential geometric setting
to the bones of simple algebraic relations. (Note also that we do not have a graded
double complex since δd + dδ is not zero on forms ωk−12n−k but only on ω¯
k−1
2n−k!) Also,
our proof is very simple and direct — we give an explicit formula for the forms ωk−12n−k
and prove by explicit calculation that our generalized descent equations are obeyed.
We did not attempt to find a geometric interpretation of these equations (1), but
since the nontrivial r.h.s. (· · ·) have a very simple, suggestive form (cf. (29a–e)), we
believe that such an interpretation is possible and should be interesting.
There are two important examples for GDA of bounded Hilbert space operators
which generalize the de Rham forms to NCG. In one differentiation is given by the
graded commutator with the Dirac operator and integration by Dixmier trace [C2],
in the other differentiation is graded commutation with the sign of the Dirac operator
and integration is the Hilbert space trace [C1] (see also [C3]). In this paper we use
only the latter as example since it is this GDA which naturally appears in quantum
field theory. Also, the noncommutative generalization of anomalies to the former is
discussed in [CM].
To avoid confusion, we already point out here that we use Grassmann numbers
θi for writing down the formulas for the forms ω
k−1
2n−1, but this is only a matter of
convenience and one could do without at the cost of having longer expressions and
proofs. However, these Grassmann numbers are a convenient means to keep track of
the combinatorics and order of terms — they are a substitute for the symmetrized
trace used by Zumino [Z] which is not available in our general setting.
The plan of this paper is as follows. To make the paper self–contained and have
nontrivial examples to which our result can be applied, we summarize the basis defini-
tions and examples of GDA and integrations in Section 2. This Section is also meant
as an introduction to basic notions from NCG [C3] relevant for quantum field the-
ory. Of mathematical interest might be our definition of partial integration on GDA
(generalizing integration of de Rham forms over manifolds with boundary) which
seems somewhat different from the one in [C3]. Our main result and its proof are in
Section 3. In the final Section we discuss some interesting special cases including the
universal anomalies mentioned.
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Notation: We denote as N0 the non–negative integers, C the complex numbers,
glN the complex algebra of N × N matrices with algebra product the usual matrix
multiplication, [a, b]± = ab± ba, [a, b] = ab− ba and {a, b} = ab+ ba.
2 Prerequisites
2.1 Graded differential algebra (GDA)
A GDA (Ω, d) is a N0–graded associative algebra over the C, Ω =
⊕∞
k=0Ω
(k), with a
linear map d : Ω→ Ω such that d2 = 0, and for all ωk,ℓ ∈ Ω
(k,ℓ), k, ℓ ∈ N0,
ωkωℓ ∈ Ω
(k+ℓ), dωk ∈ Ω
(k+1), d(ωkωℓ) = d(ωk)ωℓ + (−)
kωkd(ωℓ). (2)
(we write the algebra product in Ω as (ω, ω′)→ ωω′).
We denote elements ωk ∈ Ω
(k) as k–forms and d as exterior differentiation. Note
that by definition, all linear combinations of elements u0du1 · · ·duk with ui ∈ Ω
(0)
are k–forms.
Example 1: The simplest example for a GDA is the de Rham GDA (ΩdR,d, d) of
de Rham forms on Rd which we define as follows: Ω
(0)
dR,d = C
∞
0 (R
d; glN ) is the algebra
of glN–valued C
∞
0 functions on R
d, and for k ≥ 1, Ω
(k)
dR,d is the vector space generated
by elements u0du1 · · ·dun, ui ∈ Ω
(0)
dR,d, where d is the usual exterior differentiation of
de Rham forms.
Example 2: Let H be a separable Hilbert space. We denote as B and B1 the
bounded and trace class operators on H, respectively, and Bp = {a ∈ B| (a
∗a)p/2 ∈
B1} for p > 0 are the Schatten classes. We recall that a ∈ Bn
p
, b ∈ Bn
q
and n, p, q > 0
implies ab ∈ B n
p+q
[S]. Let ε ∈ B be a grading operator, i.e. ε = ε∗ = ε−1. We will
use the notation
a = a+ + a−, a± =
1
2
(a± εaε) ∀a ∈ B (3)
so that (ab)+ = a+b+ + a−b−, (ab)− = a+b− + a−b+.
Let d ∈ N. We define
p = 1
2
(d+ 1) (4a)
and
Ωˆ
(0)
d = {a ∈ B | a− ∈ B2p }
Ωˆ
(2k−1)
d =
{
a ∈ B
∣∣∣∣ a+ ∈ B 2p
2k
, a− ∈ B 2p
2k−1
}
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Ωˆ
(2k)
d =
{
a ∈ B
∣∣∣∣ a+ ∈ B 2p
2k
, a− ∈ B 2p
2k+1
}
k = 1, 2, . . . . (4b)
Then
dˆωk ≡ i
(
εωk − (−)
kωkε
)
∀ωk ∈ Ωˆ
(k)
d (4c)
defines an exterior differentiation dˆ on Ωˆd =
⊕∞
k=0 Ωˆ
(k)
d which makes (Ωˆd, dˆ) into a
GDA.
Note that the algebra multiplication in this GDA is equal to the operator product
in B (the latter follows from ε2 = 1 which implies ε[ε, a]ε = −[ε, a] for all a ∈ B).
For d = 2n even, we introduce another grading operator Γ on H which anticom-
mutes with ε, εΓ = −Γε. For the introduction of integrations below we need to
restrict (Ωˆd, dˆ) to a subalgebra (ΩˆdR,d, dˆ) defined as ΩˆdR,d =
⊕∞
k=0 Ωˆ
(k)
dR,d,
Ωˆ
(k)
dR,d =
{
ωk ∈ Ωˆ
(k)
d
∣∣∣ωkΓ− (−)kΓωk = 0} (d = 2n) (5)
(it is easy to see that this indeed defines a GDA). To simplify notation we write
Γd−1 = Γ and 1 (identity) for d even and odd, respectively, and for d odd, ΩˆdR,d = Ωˆd.
The above mentioned embedding of the de Rham GDA (ΩdR,d, d) in (ΩˆdR,d, dˆ) is
as follows. Consider the Hilbert space
H = L2(Rd)⊗ Cνspin ⊗ C
N (6)
where ν = 2[d/2] can be interpreted as the number of spin indices ([d/2] = (d − 1)/2
for d odd and [d/2] = d/2 for d even). With γi the usual selfadjoint γ–matrices acting
on Cνspin and obeying γiγj + γjγi = 2δij (for explicit formulas see e.g. [L2]), the free
Dirac operator D/ 0 =
∑d
i=1 γi(−i)
∂
∂xi
on Rd defines a selfadjoint operator on H which
we also denote as D/ 0. For d = 2n even we have an additional γ–matrix γd+1 which
defines a grading operator Γ on H.
We recall that every X ∈ C∞0 (R
d, glN ) can be naturally identified with a bounded
operator Xˆ on H, (Xˆf)(x) = X(x)f(x) for all f ∈ H (x ∈ Rd).
We define ε = sign(D/ 0) where sign(x) = +1(−1) for x ≥ 0 (x < 0) (using
the spectral theorem for self–adjoint operators [RS]). For d = 2n even, Γ = γd+1
anticommutes with ε, and it obviously commutes with all Xˆ for X ∈ C∞0 (R
d, glN ).
One can prove
X ∈ C∞0 (R
d, glN ) ⇒ Xˆ ∈ Ωˆ
(0)
dR,d (7a)
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(see e.g. [MR]) implying that
X0dX1 · · ·Xk 7→ (i)
kXˆ0[ε, Xˆ1] · · · [ε, Xˆk] ∀Xi ∈ Ω
(k)
dR,d (7b)
provides an embedding ω 7→ ωˆ of (ΩdR,d, d) in (ΩˆdR,d, dˆ)
We shall refer to (ΩˆdR,d, dˆ) as universal de Rham GDA.
2.2 Integrations
A GDA with integration is a triple (Ω, d,
∫
) such that (Ω, d) is a GDA, and there is
a linear map
∫
: Ω→ C obeying∫
dωk = 0,
∫
ωkωℓ = (−)
kℓ
∫
ωℓωk ∀ωk,ℓ ∈ Ω
(k,ℓ). (8)
(The first of these relations is Stokes’ theorem and the second graded commutativity
of forms under the integration.) If
∫
in nonzero only on Ω(d) for some d ∈ N0 we say
that Ω has dimension d and indicate this by writing Ω = Ωd.
Remark: A GDA with integration is called cycle in [C3].
Example 1: The de Rham GDA (ΩdR,d, d) has the natural integration defined
as
∫
ωk = 0 for ωk ∈ Ω
(k 6=d)
dR,d and∫
ωd =
∫
Rd
trN (ωd) ∀ωd ∈ Ω
(d)
dR,d (9)
(integration of de Rham forms as usual; trN (·) is the trace of N ×N matrices).
Example 2: We define the conditional trace as
TrC (a) ≡ Tr (a+) for all a ∈ B with a+ ∈ B1 (10)
where TrC (·) is the usual Hilbert space trace on H. Then
∫ˆ
ωk = 0 for all ωk ∈ Ωˆ
(k 6=d)
dR,d
and ∫ˆ
ωd =
1
cd
TrC
(
Γd−1ωd
)
∀ωd ∈ Ωˆ
(d)
dR,d, (11a)
where
cd = (2i)
[d/2] 1
d(2π)d
2πd/2
Γ(d/2)
(11b)
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is a convenient normalization constant (explained below), defines an integration on
(ΩˆdR,d, d). Indeed, for ωd ∈ Ωˆ
(d)
dR,d,
(Γd−1ωd)+ =
{
(ωd)+ for d odd
Γ(ωd)− for d even
which is B1 by definition. The relations (8) can be easily checked. (The first relation
of (8) (Stokes’ theorem) is trivial since
(Γd−1dˆωd−1)+ = −
i
2
Γd−1εdˆ2(ωd−1) = 0
The second follows from(
Γd−1(ωkωd−k − (−)
k(d−k)ωd−kωk)
)
+
= [(Γd−1ωk)+, (ωd−k)+] + [(Γ
d−1ωk)−, (ωd−k)−]
and cyclicity of trace (recall that Tr ([a, b]) = 0 if at least one of a, b ∈ B is compact
and ab and ba are B1). Note that in case d is even, we used that Γωk = (−)
kωkΓ;
this is why we had to restrict ourselves from Ωˆd to ΩˆdR,d.
The embedding ω 7→ ωˆ of de Rham GDA (ΩdR,d, d) in (ΩˆdR,d, dˆ) as discussed
above naturally extends to these integrations. One has
idTrC
(
Γd−1Xˆ0[ε, Xˆ1] · · · [ε, Xˆd]
)
= cd
∫
trN (X0dX1 · · ·dXd)
∀Xi ∈ C
∞
0 (R
d; glN) (12)
(for an elementary proof see [L2]) which shows that
∫ˆ
ωˆ =
∫
ω for all ω ∈ ΩdR,d.
2.3 Partial Integrations
A GDA with partial integration structure (GDAPI) is a quintuple (Ω, d,
∫
, ∗Ω, ∂)
such that, (i) (Ω, d) is a GDA, (ii) ∗Ω =
⊕∞
k=0
∗Ω(−k) is graded cycle, i.e. a N0–graded
vector space with a linear map ∂ : ∗Ω → ∗Ω such that ∂Q(−k) ∈ ∗Ω(−k−1) for all
Q(−k) ∈ ∗Ω(−k) and ∂2 = 0, (iii) there is a bilinear map
∫
: ∗Ω×Ω→ C, (Q, ω) 7→
∫
Q ω
such that ∫
Q
dωk =
∫
∂Q
ωk,
∫
Q
ωkωℓ = (−)
kℓ
∫
Q
ωℓωk (13)
for all ωk,ℓ ∈ Ω
(k,ℓ) and Q ∈ ∗Ω. (The first of these is the generalization of Stokes’
theorem for manifolds with boundaries.) A GDAPI is of dimension d if
∫
is nonzero
only on
⊕d
k=0
∗Ω(−k) × Ω(d−k), and we write in this case Ω = Ωd and
∗Ω = ∗Ωd.
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In our examples below, GDAPI (S, d,
∫
, ∗S, ∂) arise from a given GDA (Ω, d,
∫
)
with integration as follows. (i) (S, d,
∫
) is a subcomplex of, i.e. a GDA contained in,
(Ω, d,
∫
), (ii) ∗S =
⊕∞
k=0
∗S(−k) is a graded complex such that for each Q ∈ ∗S and
0 < ǫ < 1 there is a ηǫ(Q) ∈ Ω such that
lim
ǫց0
∫
ηǫ(Q)ω (14a)
exist for all ω ∈ S and, (iii) for all ωk,ℓ ∈ S
(k,ℓ),
lim
ǫց0
∫
ηǫ(Q)
(
ωkωℓ − (−)
kℓωℓωk
)
= 0. (14b)
We then set ∫
Q
ω ≡ lim
ǫց0
∫
ηǫ(Q)ω, (15)
and ∂Q is defined by
ηǫ(∂Q)−k ≡ (−)
−k−1dηǫ(Q)−k (16)
(we use the notation Ω ∋ η =
∑
k η−k with η−k ∈ Ω
(−k)). Stokes’ theorem in (13)
then trivially follows from
∫
d (ηǫ(Q)ω) = 0. Thus it is (14b) which is the nontrivial
condition determining whether S and ∗S are compatible so as to form a GDAPI.
Obviously (S, d,
∫
, ∗S, ∂) is of dimension d if (Ω, d,
∫
) is.
Remark: One can identify elements in ∗S with equivalence classes Q = η/∼ of
maps η : (0, 1) → Ω, ǫ 7→ ηǫ such that limǫց0
∫
ηǫω exist for all ω ∈ S, with the
equivalence relation
η ∼ η′ ⇔ lim
ǫց0
∫
(ηǫ − η
′
ǫ)ω = 0 ∀ω ∈ S.
Example 1: Let D
(0)
d be the set of d–dimensional compact submanifolds D of R
d
with boundary ∂D which is a (d− 1)–dimensional compact C∞ manifold, and D
(−k)
d
be the set of all (d − k)–dimensional compact C∞ manifolds of the form D(−k) =
D0 ∩ ∂D1 ∩ · · · ∩ ∂Dk with Di ∈ D
(0)
d . Then (ΩdR,d, d,
∫
,D, ∂) is a GDAPI with ∂ the
usual boundary operation and
∫
D(−k) ωd−k ≡
∫
D(−k) trN (ωd−k) the integration of an
(d − k)-form over an k–dimensional submanifold D(−k) of Rd as usual. With χD(x)
the characteristic function of D ∈ D
(0)
d (χD(x) = 1 for x ∈ D and = 0 otherwise) we
can formally write∫
D0∩∂D1∩···∩∂Dk
trN (ωd−k) =
∫
∂D1∩···∩∂Dk
trN
(
χD0ωd−k
)
=
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∫
D1∩∂D2∩···∩∂Dk
trN
(
d
(
χD0ωd−k
))
= · · ·
=
∫
Rd
trN
(
χDkdχDk−1 · · ·dχD1d
(
χD0ωd−k
))
= (−)k
∫
Rd
trN
(
dχDk · · ·dχD1χD0ωd−k
)
where we used repeatedly ∂2 = d2 = 0 and Stokes’ theorem for integration of de
Rham forms over manifolds with boundaries. Introducing approximate δ–functions
δ(ǫ) ∈ C∞0 (R
d;R) for 0 < ǫ < 1 obeying δ(ǫ)(x) ≥ 0, for all x ∈ Rd, = 0 for |x| ≥ ǫ
and
∫
Rd
ddx δ(ǫ)(x) = 1, we define χ
(ǫ)
D (x) =
∫
Rd
ddy δ(ǫ)(x − y)χD(y). With that, our
formal calculation above implies∫
D(−k)
trN (ωd−k) = lim
ǫց0
∫
Rd
trN
(
ηǫ(D
(−k))ωd−k
)
(17a)
with
ηǫ(D0 ∩ ∂D1 ∩ · · · ∩ ∂Dk) = (−)
kdχ
(ǫ)
Dk
· · ·dχ
(ǫ)
D1χ
(ǫ)
D0 ∈ Ω
(k)
dR,d ∀ǫ > 0, (17b)
and we see that we have an example of a GDAPI as discussed above.
Example 2: For all D ∈ D(0) and 0 < ǫ < 1, χ
(ǫ)
D define operators Q
(ǫ)
D on H (6),
(Q
(ǫ)
D f)(x) = χ
(ǫ)
D (x)f(x) for all f ∈ H, and these operators are in Ωˆ
(0)
dR,d. Thus
ηǫ(Q
(−k)) = (−i)k[ε,Q
(ǫ)
Dk
] · · · [ε,Q
(ǫ)
D1]Q
(ǫ)
D0 (18)
are in Ωˆ
(k)
dR,d and define a GDAPI (SˆdR,d, d,
∫
, ∗SˆdR,d, ∂) as discussed above. We do not
attempt here to specify SˆdR,d and just note that it at least contains ΩdR,d as follows
from our discussion above. Especially eq. (12) implies that this GDAPI is a natural
noncommutative generalization of the GDAPI (ΩdR,d, d,
∫
,D, ∂) from Example 1.
Other examples are obtained by generating ∗SˆdR,d with other families of bounded,
selfadjoint operators Qi with 0 ≤ Qi ≤ 1 and determining SˆdR,d such that (14b)
holds.
3 Noncommutative Descent Equations
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3.1 Result
Definitions: Given a GDA (Ω, d), we can interpret Ω(1) as generalized Yang–Mills
connections and Ω(0) as Lie algebra of the gauge group acting on Ω(1) as
Ω(1) × Ω(0) → Ω(1), (A,X) 7→ d(X) + [A,X ],
and on all polynomial functions f : Ω(1) → Ω, A→ f(A) by Lie derivative
LXf(A) ≡
d
dt
f (A + t (d(X) + [A,X ]))
∣∣∣∣∣
t=0
∀X ∈ Ω(0). (19)
We also define a modified Lie derivative
LˆXf(A) ≡ LXf(A)− [f(A), X ] (20)
which obviously also obeys the Leibnitz rule, LˆX(ff
′) = LˆX(f)f
′ + f LˆX(f
′).
In the following we consider k-chains which we define as polynomial functions
fk : Ω(0) × · · · × Ω(0)︸ ︷︷ ︸
k times
×Ω(1) → Ω, (X1, · · · , Xk, A) 7→ f
k(X1, · · · , Xk;A) (21)
which are multilinear in the first k arguments, and antisymmetric, i.e. for all permu-
tations π of (1, · · · , k),
fk(Xπ(1), · · · , Xπ(k);A) = (−)
deg(π)fk(X1, · · · , Xk;A) (22)
where deg(π) is 0 and 1 for even and odd permutations π, respectively. On such
chains we define the operator
δfk−1(X1, · · · , Xk;A) =
k∑
j=1
(−)j+1LXjf
k−1(X1, · · · , Xj/ , · · · , Xk;A)
+
k∑
i,j=1
i<j
(−)i+jfk−1([Xi, Xj], X1, · · · , Xi/ , · · · , Xj/ , · · · , Xk;A) (23)
where Xj/ means that Xj is omitted. δ is the usual operation acting on chains and
satisfying δ2 = 0. We also introduce the operator δˆ which is defined as in eq. (23)
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but with LˆXj (20) instead of LXj . We write this operator as δˆ = δ − J with J the
operator acting on chains as
J fk−1(X1, · · · , Xk;A) =
k∑
j=1
(−)j+1[fk−1(X1, · · · , Xj/ , · · · , Xk;A), Xj]. (24)
For positive, even integers 2n, we define the 2n–forms
Ch2n(A) ≡ (FA)
n , FA ≡ d(A) + A
2 ∀A ∈ Ω(1) ; (25)
FA is the curvature associated with the Yang–Mills connection A.
To write our formulas in compact form we introduce Grassmann variables θi and
integration
∫
dθi over them satisfying usual relations
{θi, θj} = {θi, dθj} = {dθi, dθj} = [θi, ω] = [dθi, ω] = 0∫
dθiθj = δij,
∫
dθi = 0 ∀i, j = 0, 1, 2, . . . 2n, ω ∈ Ω. (26)
For A ∈ Ω(1), Xi ∈ Ω
(0), 0 ≤ t ≤ 1 we set
νk2n−k−1(X1, . . . , Xk;A, t) ≡
∫
dθk · · ·dθ0
(
FtA + θ0A+
k∑
i=1
(t− 1)θid(Xi)
)n
k = 0, 1, . . . , n− 1 (27a)
where FtA = td(A) + t
2A2, and
νk2n−k−1(X1, . . . , Xk;A, t) ≡ (−)
n
∫
dθk · · ·dθ0
(
k∑
i=1
tθid(Xi)+
k∑
i,j=1
i<j
(t2 − t)θiθj [Xi, Xj]
+
k∑
i=1
θ0θiXi
)n
, k = n, n + 1, · · ·2n− 1
(27b)
(note that the νk2n−k−1 for k > n are actually independent of A). Here and in the
following we write
∫
dθk · · ·dθ0 short for
∫
dθk
∫
dθk−1 · · ·
∫
dθ0.
Using this we then define k-chains
ωk2n−k−1(X1, . . . , Xk;A) ≡
∫ 1
0
dt νk2n−k−1(X1, . . . , Xk;A, t), (28a)
ω˜k2n−k−1(X1, . . . , Xk;A) ≡
∫ 1
0
dt t νk2n−k−1(X1, . . . , Xk;A, t) (28b)
k = 0, 1, · · ·2n− 1
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which are easily seen to be forms of the degrees indicated (this follows from (26)).
Theorem: For arbitrary graded differential algebra (GDA) (Ω, d) and n =
1, 2, . . ., the forms defined above obey the following generalized descent equations,
Ch2n = d(ω
0
2n−1) + {A, ω˜
0
2n−1} (29a)
δωk−12n−k + d(ω
k
2n−k−1) = J ω
k−1
2n−k − [A, ω˜
k
2n−k−1]σ
σ = (−)k, k = 1, 2, · · ·n− 1 (29b)
δωn−1n + d(ω
n
n−1) = J ω
n−1
n (29c)
δωk−12n−k + d(ω
k
2n−k−1) = J ω˜
k−1
2n−k
k = n+ 1, · · ·2n− 1 (29d)
δω
(2n−1)
0 = J ω˜
(2n−1)
0 . (29e)
(We recall that [a, b]σ = ab+ σba for σ = ±.)
Corollary: For all differential graded algebras with partial integration structure
(GDAPI) (Ω, d,
∫
, ∗Ω, ∂) the forms defined above obey the following relations
δ
∫
Q
ωk−12n−k =
∫
∂Q
ωk2n−k−1
∀k = 1, 2 · · ·2n, n = 1, 2, · · · , Q ∈ ∗Ω (30)
(we set ω2n−1 ≡ 0, and δ
∫
Q ≡
∫
Q δ).
3.2 Proof
We will divide the proof in three parts (a)–(c).
For the following we note that every element ωk ∈ Ω
(n) naturally defines an
operator Lωk : Ω→ Ω, ω 7→ Lωk(ω) ≡ ωkω (left multiplication), and obviously dLωk =
Ldωk + (−)
kLωkd. Since the distinction of Lωk from ωk would clutter notation, we
simply write Lωk = ωk. The former relation then is written as dωk = d(ωk)+(−)
kωkd.
It is therefore important in the following to distinguish between dω and d(ω) (ω ∈ Ω).
Thus for A ∈ Ω(1), d(A) = {d, A}, and since d2 = 0 we can write FA = (d + A)
2.
In this notation Bianchi identity is trivial, [d + A, FA] = 0. Similarly for X ∈ Ω
(0),
d(X) = [d, X ].
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(a) We write (∂t ≡ ∂/∂t)
Ch2n(A) =
∫ 1
0
dt∂t(FtA)
n =
∫ 1
0
dt
n−1∑
ν=0
(FtA)
n−1−ν∂t(FtA)(FtA)
ν
(note that F0 = 0). Since ∂t(FtA) = d(A)+2tA
2 = {d + tA,A} and d+ tA commutes
with FtA (Bianchi identity), this is equivalent to
Ch2n(A) =
∫ 1
0
dt{d + tA,
n−1∑
ν=0
(FtA)
n−1−νA(FtA)
ν}.
We note that (cf. (27a))
ν02n−1(A; t) =
∫
dθ0 (FtA + θ0A)
n =
n−1∑
ν=0
(FtA)
n−1−νA(FtA)
ν , (31)
and with our definition (28a) we obtain (29a).
(b) Here k = 1, 2, · · ·n.
We shall use
LX(A) = [d + A,X ], LX(FA) = [FA, X ]. (32)
This implies
LX(FtA) = [FtA, X ] + (t− 1){d + tA, [d, X ]}. (33)
(To see this, note that FtA = tFA + (t
2 − t)A2, thus
LX(FtA) = t[FA, X ] + (t
2 − t){A, [d + A,X ]} =
= [tFA, X ] + [(t
2 − t)A2, X ] + (t− 1){tA, [d, X ]}
where we used {A, [A,X ]} = [A2, X ]. Adding (t− 1){d, [d, X ]} = 0 yields (33).)
With Grassmann numbers θj as above we introduce
A ≡ θ0A+
k∑
j=1
(t− 1)θj [d, Xj], F± ≡ FtA ±A (34)
and the operator
∆ = θ0∂t +
k∑
j=1
θjLˆXj , (35)
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and we calculate ∆(F+) which we write as (·)1 + (·)2. Using ∂t(FtA) = {d + tA,A},
(·)1 ≡ θ0∂t(F+) = {d + tA, θ0A}+
k∑
j=1
θ0θj [d, Xj].
The relations above and the definition (20) of LˆX imply
LˆX(A) = [d, X ], LˆX(FtA) = (t− 1){d + tA, [d, X ]}
and LˆX(Y ) = −[Y,X ] = [X, Y ] if Y is independent of A, thus
(·)2 ≡
k∑
i=1
θiLˆXi(F+) =
k∑
i=1
θi ((t− 1){d + tA, [d, Xi]}+ θ0[d, Xi]+
+
k∑
j=1
(t− 1)θj [Xi, [d, Xj]]) = {d + tA,
k∑
i=1
(t− 1)θi[d, Xi]}+
k∑
i=1
θiθ0[d, Xi] + Ξ
where we introduced Ξ =
∑k
i,j=1 θiθj(t−1)[Xi, [d, Xj ]], or equivalently (using {θi, θj} =
0, and the Jacobi identity and antisymmetry of [·, ·])
Ξ =
k∑
i,j=1
i<j
(t− 1)θiθj [d, [Xi, Xj]]. (36)
Putting this together we see that the second terms in (·)1 and (·)2 cancel each other,
and we obtain
∆(F+) = {d + tA,A}+ Ξ. (37)
To proceed it is convenient to use another Grassmann number θ ≡ θk+1 which
satisfies θA = −Aθ. This allows to rewrite (37) as θ∆(F+) = [θ(d + tA),A] + θΞ,
or equivalently (since [θ(d + tA), FtA] = 0)
θ∆(F+) = [θ(d + tA),F+] + θ Ξ.
Since θ∆F+ = θ∆(F+) + F+θ∆, this implies
θ∆((F+)
n) =
n−1∑
ν=0
(F+)
n−1−νθ∆(F+)(F+)
ν
=
n−1∑
ν=0
(F+)
n−1−ν ([θ(d + tA),F+] + θ Ξ) (F+)
ν
= [θ(d + tA), (F+)
n] +
n−1∑
ν=0
(F+)
n−1−νθΞ(F+)
ν
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as
∑n−1
ν=0(F+)
n−1−ν [·,F+](F+)
ν = [·, (F+)
n]. To get rid of θ again we use F+θ = θF−
(cf. (34)), thus
∆((F+)
n) = (d + tA)(F+)
n − (F−)
n(d + tA) +
n−1∑
ν=0
(F−)
n−1−νΞ(F+)
ν . (38)
We now apply integration
∫
dθk · · ·dθ0 to this equation. In the following calcula-
tion we keep in mind that we can always forget about terms containing higher powers
than 1 of at least one of the θi’s. Thus,
∫
dθk · · ·dθ0∆((F+)
n) =
∫
dθk · · ·dθ0θ0∂t

FtA + k∑
j=1
(t− 1)θj[d, Xj ]

n
+
k∑
i=1
LˆXi
∫
dθk · · ·dθ0θi

FtA + θ0A + k∑
j=1
j 6=i
(t− 1)θj[d, Xj ]


n
.
Using ∫
dθk · · ·dθ0θj = (−)
j
∫
dθk · · ·dθj/ · · ·dθ0 j = 0, 1 · · ·k,
the definition (27a) of νk−12n−k and introducing the k–chains
βk2n−k(X1, . . . , Xk;A, t) =
∫
dθk · · ·dθ1

FtA + k∑
j=1
(t− 1)θj [d, Xj]

n , (39)
we can write this∫
dθk · · ·dθ0∆((F+)
n) = ∂tβ
k
2n−k(X1, . . . , Xk;A, t)
+
k∑
j=1
(−)jLˆXjν
k−1
2n−k(X1, . . . , Xj/ , . . . , Xk;A, t).
Moreover, since
∫
dθk · · ·dθ0(F±)
n = (±)k+1νk2n−k−1(X1, . . . , Xk;A, t) (cf. (27a) and
(34)), we have ∫
dθk · · ·dθ0 ((d + tA)(F+)
n − (F−)
n(d + tA))
= [d + tA, νk2n−k−1(X1, . . . , Xk;A, t)]σ, σ = (−)
k.
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Note that this formula remains also true for k = n if we set νnn−1 to zero. Finally (we
use F−θi = θiF+; cf. (36)),
∫
dθk · · ·dθ0
n−1∑
ν=0
(F−)
n−1−νΞ(F+)
ν
=
∑
i,j
i<j
n−1∑
ν=0
∫
dθk · · ·dθ0θi(F+)
n−1−ν(t− 1)θj [d, [Xi, Xj]](F+)
ν
=
∑
i,j
i<j
∫
dθk · · ·dθ0θi

FtA + θ0A + (t− 1)θj[d, [Xi, Xj]] + k∑
ℓ=1
ℓ 6=i,j
(t− 1)θℓ[d, Xℓ]


n
=
∑
i,j
i<j
(−)i+jνk−12n−k([Xi, Xj], X1, · · · , Xi/ , · · · , Xj/ , · · · , Xk;A, t)
where we used∫
dθk · · ·dθ0θi = (−)
i+j
∫
dθk · · ·dθi/ · · ·dθj/ · · ·dθ1dθjdθ0.
Using the definitions (23) and (24) we can therefore write
∫
dθk · · ·dθ0(38) as
δˆνk−12n−k + [d + tA, ν
k
2n−k−1]σ = ∂tβ
k
2n−k, σ = (−)
k (40)
where we suppressed the common argument (X1, . . . , Xk;A, t). Our descent equations
for k = 1, . . . , n− 1 are obtained by applying integration
∫ 1
0 dt to (40). We first note
that for k = 1, . . . , n− 1, βk2n−k(X1, . . . , Xk;A, t) is zero for t = 1 (trivialy) and t = 0
(since F0 = 0), thus
∫ 1
0 dt∂tβ
k
2n−k = 0. Thus with the definitions (28a) and δˆ = δ−J ,
δωk−12n−k −Jω
k−1
2n−k + [d, ω
k
2n−k−1]σ + [A, ω˜
k
2n−k−1]σ = 0, σ = (−)
k, k = 1, 2, . . . n− 1
(41)
equivalent to (29b). For k = n, eq. (40) remains true with νnn−1 set to zero, thus
δωn−1n −J ω
n−1
n = N
n
n (42)
where Nnn ≡
∫ 1
0 dt∂tβ
n
n is nonzero,
Nnn (X1, . . . , Xn) = (−)
n+1
∫
dθn · · ·dθ1
(
n∑
i=1
θid(Xi)
)n
. (43)
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To complete the proof of (29c), we will show below that Nnn equals −d(ω
n
n−1).
(c) Here k = n, n + 1, · · ·2n− 1.
We introduce
V =
k∑
i=1
θiXi, F˜± = ±td(V) + (t
2 − t)V2 + θ0V (44)
and the operator
∆˜ = θ0∂t + tIˆ, Iˆ =
k∑
i=1
θi[Xi, ·]. (45)
We observe
V2 = 1
2
k∑
i,j=1
θiθj [Xi, Xj] =
k∑
i,j=1
i<j
θiθj [Xi, Xj ]
implying Iˆ(V) = 2V2. Similarly,
Iˆ(d(V)) = 1
2
k∑
i,j=1
θiθj ([Xi, d(Xj)]− [Xj, d(Xi)]) = d(V
2),
and
Iˆ(V2) =
k∑
ℓ=1
k∑
i,j=1
i<j
θℓθiθj [Xℓ, [Xi, Xj]]
= 1
6
k∑
i,j,ℓ=1
θℓθiθj ([Xℓ, [Xi, Xj]] + [Xi, [Xj, Xℓ]] + [Xj , [Xℓ, Xi]]) = 0
where we used θℓθiθj = θiθjθℓ etc. and the Jacobi identity for [·, ·]. Thus
tIˆ(F˜+) = t
2d(V2)− 2tθ0V
2
(note that Iˆθ0 = −θ0Iˆ). Obviously θ0∂t(F˜+) = θ0d(V) + (2t − 1)θ0V
2. Combining
the last two equations we obtain
∆˜(F˜+) = [d, F˜+] + Ξ˜, Ξ˜ = td(V
2)− (t2 − t)Iˆ(V2)− θ0V
2 (46)
where we added terms d(td(V)) = −2(t2 − t)Iˆ(V2) = 0 and used d(F˜+) = [d, F˜+].
Similarly as in (b) above this implies
∆˜((F˜+)
n) = d(F˜+)
n − (F˜−)
nd +
n−1∑
ν=0
(F˜−)
n−1−νΞ˜(F˜+)
ν . (47)
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Noting that our definition (27b) can be written as νk2n−k−1 = (−)
n
∫
dθk · · ·dθ0(F˜+)
n,
we now apply (−)n
∫
dθk · · ·dθ0 to this equation. The following calculation is similar
to the one above in (b),
(−)n
∫
dθk · · ·dθ0∆˜((F
n
+)) = ∂tβ˜
k
2n−k(X1, · · · , Xk; t)
+
k∑
i=1
(−)it[Xi, ν
k−1
2n−k(X1, . . . , Xi/ , . . . , Xk; t)]
where we introduced
β˜k2n−k(X1, · · · , Xk; t) = (−)
n
∫
dθk · · ·dθ1
(
td(V) + (t2 − t)V2
)n
(48)
and used the definition (27b). Note that this remains true also for k = n if we set
νn−1n to zero. Similarly as in (b),
(−)n
∫
dθk · · ·dθ0
(
d(F˜+)
n − (F˜−)
nd
)
= [d, νk2n−k−1(X1, . . . , Xk; t)]σ, σ = (−)
k.
To calculate the last term we write
Ξ˜ =
k∑
i,j=1
i<j
θi

tθjd([Xi, Xj]) + k∑
ℓ=1
ℓ 6=i,j
(t2 − t)θjθℓ[[Xi, Xj ], Xℓ] + θ0θj [Xi, Xj]

 ,
and similarly as in (b),
(−)n
∫
dθk · · ·dθ0
n−1∑
ν=0
(F˜−)
n−1−νΞ˜(F˜+)
ν
=
∑
i,j
i<j
(−)i+jνk−12n−k([Xi, Xj], X1, · · · , Xi/ , · · · , Xj/ , · · · , Xk; t).
Recalling the definitions (23) and (24) we can therefore write (−)n
∫
dθk · · ·dθ0(47)
as
δνk−12n−k + [d, ν
k
2n−k−1]σ = ∂tβ˜
k
2n−k + J tν
k−1
2n−k, σ = (−)
k (49)
where we suppressed the common argument (X1, . . . , Xk; t) (we used that LXj acting
on anything independent of A gives zero). Again the descent equations are obtained
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by integrating
∫ 1
0 dt this equation. Since for k > n, β˜
k
2n−k is zero for t = 0 and t = 1
we get
δωk−12n−k + d(ω
k
2n−k−1) = J ω˜
k−1
2n−k−1 (50)
proving (29d) for k = n + 1, . . . , 2n − 1. Obviously this equation remains also true
for k = 2n if we set d(ω2n−1) = 0. This implies (29e).
For k = n, (49) remains true if we set νn−1n to zero. Moreover, it is easy to see
that
∫ 1
0 dt∂tβ˜
n
n = −N
n
n as defined in (43) (cf. (48)), thus
d(ωnn−1) = −N
n
n . (51)
Combining this with equation (42) gives (29c) which completes the proof of the
theorem.
The corollary then follows trivially from our definitions, especially the defining
relations (13) of integrations on GDAPI.
4 Final Remarks
Given a GDA (Ω, d) one can consider a N0–graded vector space C =
⊕∞
k=0C
(k) of
polynomial maps
ck : Ω(0) × · · · × Ω(0)︸ ︷︷ ︸
k times
×Ω(1) → C, (X1, · · · , Xk, A) 7→ c
k(X1, · · · , Xk;A)
which are multilinear and antisymmetric in the first k arguments, with the operator
δ : C(k) → C(k+1) defined as in (23). Since δ2 = 0, (C, δ) is a graded differential
complex. A map ck ∈ C(k) is called a k–cocycle if δck = 0, and a k–cocycle ck
is nontrivial if it is not a k–boundary i.e. not of the form δbk−1 with bk−1 ∈ C(k−1).
Anomalies in quantum gauge theories are nontrivial cocycles, e.g. the axial anomalies
and Schwinger terms are nontrivial 1– and 2–cocycles, respectively [J].
The result of this paper in Section 3 provides an explicit construction of k–cocycles
ck2n−k−1 =
∫
ωk2n−k−1 (52)
for arbitrary GDA (Ω, d) with integration
∫
. The cocycle property is a trivial con-
sequence of our generalized descent equations and basis properties of integration.
Whether or not ck2n−k−1 is nontrivial depends on the integration
∫
and the precise
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definition of C(k−1) — in most cases it will be trivial or even zero. Well-known exam-
ples for (52) being nontrivial is for the de Rham GDA (ΩdR,2n−k−1, d) with integration∫
R2n−k−1
trN , or more generally, the de Rham GDA (ΩdR,d, d) , d big enough, with in-
tegration
∫
M trN over a (2n − k − 1) dimensional submanifold M of R
d. According
to our discussion in Section 2, these examples immediately generalize to universal
Rham GDA (= Example 2; the hats in the following are to indicate that we are
considering universal de Rham forms). We conjecture that all the universal cocycles
cˆk2n−k−1 for (ΩˆdR,2n−k−1, dˆ,
∫ˆ
) are nontrivial since this is known to be true for k = 2
and n = 2 and n = 3. Indeed, cˆ21 is proportional to the Lundberg cocycle [Lb] known
to be nontrivial, and cˆ23 is proportional to the Mickelsson–Rajeev cocycle which is
also nontrivial [MR].
To have one explicit example and also demonstrate how formulas can be written
without using Grassmann numbers, we finally give a more explicit expression for
the universal Schwinger terms generalizing the Mickelsson–Rajeev cocycle to higher
dimensions,
cˆ22n−3(Xˆ1, Xˆ2; Aˆ) =
3
c2n−3
∑
iν≥0∑
ν
iν=n−3
(i)2
∫ 1
0
dt(t− 1)2
×TrC
(
(FˆtA)
i1Aˆ(FˆtA)
i2 [ε, Xˆ1](FˆtA)
i3 [ε, Xˆ2](FˆtA)
i4 − (Xˆ1 ↔ Xˆ2)
)
(n ≥ 3) (53)
where FˆtA = i{ε, Aˆ}t+ Aˆ
2t2 (we used cyclicity under conditional Hilbert space trace;
for notation see Section 2); the Xˆi and Aˆ here are bounded operators on a Hilbert
space H such that [ε, Xˆi] and [ε, Aˆ] both are in the Schatten class B2n−2 and {ε, Aˆ} ∈
Bn−1. Restricting to operators Aˆ = (F − ε) where F = F
−1 = F ∗ is a grading
operator (as usually done in this context [L1]), we have FˆtA = (t
2 − t)(F − ε)2, and
(53) should be proportional to the universal Schwinger terms given in [FT].
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