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1.1 La pollution à l’échelle régionale
1.1.1 Définition
D’après la Loi sur l’Air et l’Utilisation Rationnelle de l’Énergie du 30 décembre 1996
(LAURE, loi numéro 96-1236), «constitue une pollution atmosphérique [. . . ] l’intro-
duction par l’homme, directement ou indirectement, dans l’atmosphère et les espaces
clos, de substances ayant des conséquences préjudiciables de nature à mettre en dan-
ger la santé humaine, à nuire aux ressources biologiques et aux écosystèmes, à influer sur
les changements climatiques, à détériorer les biens matériels, à provoquer des nuisances
olfactives excessives» (souligné par nous, disponible sur www.legifrance.gouv.fr).
Toutes les substances qualifiées de polluants atmosphériques ne sont pas étrangères à
l’atmosphère et elles peuvent aussi avoir des conséquences positives pour la vie, comme
l’ozone présent dans la stratosphère ou le dioxyde de carbone. Une substance présente
dans l’atmosphère devient donc un polluant si sa concentration est modifiée de telle sorte
que «des conséquences préjudiciables» apparaissent.
La pollution atmosphérique résulte, d’après la loi, de «l’introduction par l’homme, direc-
tement ou indirectement, dans l’atmosphère» de polluants. Cependant, les polluants ne
sont pas nécessairement différents des substances émises par des phénomènes naturels.
Si les CFC (chlorofluorocarbones) sont produits et émis uniquement par l’homme, des
activités humaines comme l’agriculture ou l’élevage conduisent à l’émission de méthane
ou de poussières qui sont aussi naturellement émises par les bactéries des marais ou les
déserts.
La définition donnée par la LAURE prend en compte les différentes échelles spatio-
temporelles auxquelles la pollution atmosphérique peut survenir : (i) la macro-échelle,
qui est celle des phénomènes globaux comme les changements climatiques, (ii) la méso-
échelle, celle des phénomènes qui concernent un continent ou une région comme les
pluies acides qui nuisent aux ressources biologiques et aux écosystèmes, (iii) la micro-
échelle, qui est celle des phénomènes locaux comme la détérioration des biens matériels,
par exemple les monuments, ou les nuisances olfactives excessives, notamment sous le
vent de certains types d’usines.
Cette thèse a pour cadre la pollution atmosphérique à l’échelle régionale :
– temporellement, les espèces chimiques d’intérêt en pollution régionale ont des temps
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de vie de l’ordre de la fraction de seconde à quelques jours, comme indiqué sur la Fi-
gure 1.2 qui met en relation échelles spatiale et temporelle ; on remarquera notamment
l’ozone (O3) et les oxydes d’azote (NOx) qui jouent un rôle prépondérant dans la pollu-
tion dite photo-oxydante décrite page 20. Les polluants considérés ici quantitativement
sont des gaz-trace : leurs concentrations sont au maximum de l’ordre du ppm (partie
par million).
– verticalement, les processus physico-chimiques qui intéressent ces espèces ont lieu dans
la couche limite atmosphérique (CLA) et la partie de la troposphère libre située juste
au-dessus. La CLA est la couche atmosphérique sous l’influence des processus de sur-
face ; c’est donc la partie basse de l’atmosphère dont l’écoulement est influencé par
les effets thermiques et dynamiques dus à la surface. Son extension verticale dépend
des conditions météorologiques (vent, température) mais reste comprise entre 100 et
3000 mètres maximum. Au-dessus de la CLA, se trouvent la troposphère libre, puis la
stratosphère (dès 10 km d’altitude) (Figure 1.1 d’après Stull (1988).).
– horizontalement, leurs temps de vie permettent à certaines espèces d’être transportées
sur plusieurs dizaines de kilomètres. L’intérêt portera donc sur une grande aggloméra-
tion et son proche environnement soit un domaine de type européen de l’ordre de la











FIG. 1.1 – Ordres de grandeur de l’épaisseur des couches basses de l’atmosphère.
1.1.2 Historique
Au XXe siècle, la prise de conscience des problèmes posés par la pollution atmosphérique
à l’échelle régionale a été ponctuée d’épisodes dramatiques pour la population ou son
environnement.
En décembre 1930, dans la vallée de la Meuse près de Liège, en octobre 1948 à Donora, en
Pennsylvanie, en décembre 1952 à Londres, des pics de morbidité et de mortalité ont été
observés. Dans tous les cas, une situation météorologique anticyclonique accompagnée de
brouillard s’est maintenue plusieurs jours, ce qui a permis l’accumulation des polluants
émis par les industries et la ville. Le dioxyde de soufre, en présence du brouillard, s’est
transformé en acide sulfurique, particulièrement agressif. Le terme de «smog», forgé au
début du siècle pour décrire l’atmosphère londonienne faite de «smoke» (fumée) et de
«fog» (brouillard), a été utilisé pour désigner ce type d’épisodes de pollution.
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FIG. 1.2 – Temps de vie de quelques espèces chimiques et échelle spatiale correspondant
(d’après L. Menut).
Dans le bassin de Los Angeles, dès les années 50, une baisse de la visibilité, des irritations
des appareils oculaire et respiratoire humains et des effets néfastes sur les végétaux ont
été relevés. La forte densité de population, la forte circulation automobile et l’industriali-
sation y ont en effet rencontré une situation géographique et météorologique favorable à
la pollution dite «photo-oxydante».
En France, la prise de conscience des problèmes de pollution atmosphérique par le biais
des pluies acides a amené, dans les années 80, aux premières mesures de réduction des
émissions (de dioxyde de soufre puis d’autres polluants) et parallèlement a conduit au
développement des activités de surveillance et de recherche. L’existence de phénomènes
tels que le développement de panaches de pollution sous le vent des grandes agglomé-
rations a commencé à être soupçonnée. Enfin, en 1996, la LAURE a rendu obligatoire
la surveillance de la qualité de l’air au niveau local, sur l’ensemble du territoire depuis
l’an 2000, ainsi que l’information du public. Des objectifs de qualité de l’air et des seuils
variés (seuils d’information ou d’alerte de la population notamment) ont été établis. Une
procédure d’alerte a été instaurée ; elle est gérée par le Préfet, qui doit informer le pu-
blic et peut prendre des mesures d’urgence telles que la restriction de la circulation ou de
certaines activités industrielles en cas de dépassement de seuil. L’élaboration d’un Plan
Régional de la Qualité de l’Air (PRQA), de Plans de Protection de l’Atmosphère (PPA)
et d’un Plan de Déplacement Urbain (PDU) pour toute agglomération de plus de 100 000
habitants est également prévue par la loi.
La perception et la connaissance de la pollution atmosphérique ont donc évolué rapide-
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ment et la pollution elle-même a changé avec les années. Comme le montrent les cas
dramatiques décrits plus haut, le dioxyde de soufre émis par les industries était un des
polluants qui posaient le plus de problèmes jusque dans les années quatre-vingts. Les
émissions de plomb, présent dans les carburants jusqu’en 2000, étaient également par-
ticulièrement préoccupantes. Depuis quelques années, sont devenus inquiétants les pics
d’ozone en été et de NOx en hiver. L’ozone est un des plus forts oxydants connus et il a un
impact négatif sur l’environnement et la santé. Le terme de NOx désigne la «famille» re-
groupant NO et NO2. Ce dernier est un gaz irritant pour les voies pulmonaires et peut par
exemple provoquer des crises chez les asthmatiques. Enfin, de nouvelles pistes d’étude se
dessinent depuis peu : les particules (ou PM) commencent à être mesurées et modélisées ;
des questions surgissent au sujet des niveaux de fond (concentration moyenne représenta-
tive d’un secteur géographique entier, ambiance de pollution générale) de l’ozone dans la
troposphère dont la valeur, de 15 à 20 ppb (partie par milliard) à la fin du XIXe siècle, a
aujourd’hui doublé dans l’hémisphère Nord (Vingarzan 2004).
1.1.3 Sources et puits
Les espèces présentes dans l’atmosphère subissent des transformations liées à des pro-
cessus dynamiques et chimiques. Ces processus peuvent être séparés en deux catégories
selon leur rôle : les sources et les puits. Les émissions constituent une source, le dépôt, un
puits et la situation météorologique (dynamique), la diffusion turbulente et la chimie sont
à la fois source et puits.
Pour comprendre l’évolution des concentrations des différentes espèces chimiques, il est




































































































FIG. 1.3 – Schéma récapitulant les différents processus dynamiques et chimiques (d’après
L. Menut).
1.1.3.1 Les émissions surfaciques et aériennes
Les émissions constituent l’unique source de polluants primaires c’est-à-dire les pol-
luants directement injectés dans l’atmosphère. La majeure partie des émissions est sur-
facique c’est-à-dire que les espèces sont émises à moins d’une dizaine de mètres du sol.
Cependant, les cheminées d’usines peuvent atteindre plusieurs dizaines de mètres de hau-
teur et les avions traversent toute la CLA. Les émissions, qui constituent l’enjeu de ce
travail, sont décrites de façon plus détaillée page 25.
19
CHAPITRE 1. INTRODUCTION
1.1.3.2 La chimie troposphérique
Les espèces émises dans l’atmosphère peuvent réagir entre elles et mener à la production
de polluants dits secondaires. On parle de pollution photo-oxydante lorsque les réactions
chimiques en phase gazeuse aboutissant à la production de polluants secondaires (qui
augmentent le pouvoir oxydant de l’atmosphère) ont été initiées par l’énergie solaire.
L’ensemble des réactions chimiques qui relient des émissions de polluants primaires aux
concentrations de polluants secondaires forme un système non-linéaire faisant intervenir
un grand nombre d’espèces aux temps de vie couvrant plus de dix ordres de grandeur
(voir Figure 1.2 pour quelques exemples).
Pour l’étude de la pollution photo-oxydante (principalement estivale sous les latitudes
tempérées), l’ozone, les oxydes d’azote (NO et NO2, notés NOx) et les composés orga-
niques volatils (COV) sont particulièrement intéressants. Les NOx et les COV font partie
des précurseurs de l’ozone : après émission, ils participent aux réactions de production et
destruction de l’ozone, polluant secondaire produit par photolyse.
Les réactions principales du cycle de l’ozone sont reproduites en Annexe A. Près des
sources émettrices, la masse totale de NOx est principalement constituée de NO ; lorsque
l’on s’éloigne des sources, le NO se convertit peu à peu en NO2 (voir réactions chimiques
en Annexe A). C’est la concentration de NO qui détermine les réactions dominantes. La
photochimie d’un environnement pollué c’est-à-dire riche en NO (plus de 10 à 30 ppb
d’après Atkinson (2000)), typiquement en milieu urbain, diffère de celle d’un environne-
ment non pollué (pauvre en NO), typiquement en milieu rural (Kleinman 1997).
En environnement non pollué, la faible quantité de NO disponible limite la formation
d’ozone. Une augmentation de la concentration de NO, due à l’augmentation des émis-
sions par exemple, contribue donc directement à la production d’ozone. Au contraire,
en environnement pollué, où le système chimique est saturé en NO, une augmentation
des émissions de NOx, à concentrations de COV égales, réduit la formation d’ozone. Si
les émissions de COV augmentent en proportion des émissions de NOx, la production
d’ozone continue. Celle-ci est donc sensible au rapport COV/NOx des émissions plu-
tôt qu’aux valeurs des concentrations (Honoré et al. 2000; Honoré et Vautard 2000). On
définit différents régimes chimiques selon qu’une augmentation des émissions de NOx
(à émissions de COV constantes) conduit à une augmentation de la production d’ozone
(régime NOx limité) ou à sa diminution (régime COV limité) (Sillman 1999).
1.1.3.3 La météorologie : les interactions physico-chimiques
Le terme d’advection désigne les mouvements horizontaux de l’atmosphère, liés le plus
souvent au vent ; le terme de convection est utilisé pour les mouvements verticaux, en
partie dus aux échanges de chaleur.
Le vent peut amener en un point des polluants émis ou produits bien plus loin. À l’échelle
régionale, l’advection de masses d’air polluées s’ajoutant à la production locale peut dé-
terminer de très intenses épisodes de pollution à l’ozone par exemple. De même, la dis-
persion des polluants émis ou produits sur place dépend de la vitesse et de la direction du
vent. Un vent faible, une situation de recirculation peuvent amener à des concentrations
particulièrement élevées.
La hauteur de la CLA (définie page 17) est déterminée par les profils verticaux de tem-
pérature et de vent. Elle délimite le volume dans lequel les émissions surfaciques sont di-
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luées et les polluants mélangés. Son évolution au cours de la journée a donc une influence
directe sur les concentrations (Figure 1.4). Lorsque la CLA est instable, la convection





















FIG. 1.4 – Évolution temporelle de la couche-limite (d’après L. Menut).
L’intensité du rayonnement solaire parvenant dans la CLA dépend de la quantité de nuages
et de leur nature. Elle détermine la quantité d’énergie lumineuse disponible pour les
réactions photolytiques, comme celles qui interviennent au cours du cycle de produc-
tion/destruction de l’ozone.
La situation météorologique est donc déterminante dans le développement d’une situation
de pollution atmosphérique à l’échelle régionale.
1.1.3.4 La turbulence
À des échelles spatio-temporelles inférieures à la dizaine de mètres et à la minute, les mou-
vements de l’atmosphère ne peuvent plus être prévus de façon déterministe. L’écoulement
atmosphérique à ces échelles est instable et son caractère chaotique fait qu’il ne peut être
connu que par ses propriétés statistiques : il est turbulent. Les phénomènes non-linéaires
jouent un rôle prépondérant dans un écoulement turbulent, l’énergie étant transférée entre
les structures de tailles très diverses présentes dans l’écoulement.
Bien qu’il soit difficile de caractériser la turbulence, ses nombreuses propriétés sont rela-
tivement bien connues : la turbulence est instationnaire, dissipative, tri-dimensionnelle et
rotationnelle, diffusive. La turbulence favorise donc le mélange : elle augmente les trans-
ferts de quantité de mouvement, de chaleur ou de masse de plusieurs ordres de grandeur.
Elle permet donc les transferts de chaleur du sol vers l’atmosphère et le mélange des
polluants.
1.1.3.5 Le dépôt
Le dépôt est un puits par lequel les polluants quittent l’atmosphère pour la surface du sol,
des bâtiments ou de la végétation.
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Le dépôt humide a lieu en présence de précipitations qui «lessivent» l’atmosphère en
entraînant les polluants vers les surfaces. La grande variabilité des précipitations rend
difficile la quantification du dépôt humide ; celui-ci dépend de plus de la solubilité de
l’espèce dans la neige ou la pluie (qui varie en fonction de la température et du pH), de la
taille des gouttes et de leur nombre (Finlayson-Pitts et Pitts 2000).
Le dépôt sec (en l’absence de précipitations) dépend principalement du degré de turbu-
lence de l’atmosphère, des caractéristiques de la surface et des propriétés chimiques des
polluants en contact avec celle-ci. Son mécanisme peut être décomposé en trois étapes :
(i) une étape aérodynamique qui est le transfert du gaz vers la couche laminaire c’est-à-
dire celle qui est en contact avec la surface, (ii) une étape de diffusion, à travers la couche
laminaire et (iii) une étape de piégeage du gaz par la surface. La vitesse de dépôt d’un gaz
sur une surface est souvent estimée grâce à un modèle analogue à celui de résistance élec-
trique, les résistances correspondant aux trois étapes du processus étant en série (Wesely
1989; Finlayson-Pitts et Pitts 2000).
1.1.4 La mesure de la pollution
1.1.4.1 Moyens et objectifs
Les réseaux
Depuis l’an 2000, le dispositif de surveillance de la qualité de l’air et d’information, défini
dans la LAURE, est géré sur le terrain par une quarantaine d’Associations Agréées pour la
Surveillance de la Qualité de l’Air (AASQA), regroupées au sein de la Fédération ATMO.
L’objectif de ce dispositif de réseaux est triple : surveiller la qualité de l’air pour informer
les autorités et les citoyens mais aussi comprendre et prévoir les épisodes de pollution et
évaluer les impacts des mesures de prévention et réduction de la pollution.
Les treize polluants réglementés, qui doivent être pris en compte dans le cadre de l’évalua-
tion et de la gestion de la qualité de l’air dans l’Union Européenne, comptent notamment
l’anhydride sulfureux, le dioxyde d’azote, le monoxyde de carbone, les particules fines
(notamment les PM10, pour Particulate Matter d’un diamètre inférieur à 10 microns) et
les particules en suspension et l’ozone ainsi que le benzène, les hydrocarbures aroma-
tiques polycycliques (HAP) et des métaux (le plomb, le cadmium, l’arsenic, le nickel et le
mercure) (Directive 96/62/CE du Conseil du 27 septembre 1996 concernant l’évaluation
et la gestion de la qualité de l’air ambiant, Journal officiel n◦ L 296 du 21/11/1996 p. 0055
- 0063).
Les campagnes de mesure
Dans le cadre de la recherche, des campagnes de mesure sont organisées. Elles consistent
en la réalisation de nombreuses mesures pendant une période de temps réduite. La mobili-
sation d’une grande quantité de matériel (et d’un personnel nombreux) permet d’effectuer
des mesures originales par rapport aux réseaux, par exemple en-dehors des zones cou-
vertes ou pour des espèces non mesurées en routine. L’Annexe B indique les principales
caractéristiques de la campagne ESQUIF qui constitue un bon exemple de campagne com-
plète et sera utilisée pour ce travail. De telles campagnes sont, bien sûr, particulièrement
coûteuses. Leur but est de récolter un maximum d’informations qui serviront notamment
à valider les modèles.
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1.1.4.2 Intérêt et difficultés
Les mesures constituent une information directe sur le système réel, c’est pourquoi elles
permettent notamment la validation des modèles (voir page 24). Elles ont cependant deux
limitations : l’information est discontinue (en espace et en temps) et nécessairement in-
complète (en nombre d’espèces par exemple, pour des raisons techniques ou financières).
Toute mesure comporte, en plus de l’incertitude liée à l’instrument, une erreur dite de re-
présentativité. Une mesure est en effet représentative de la réalité dans un certain volume
autour du point de mesure. Or, ce volume dépend de phénomènes locaux (dynamique,
émissions par exemple) et de l’emplacement de la station. En milieu urbain par exemple,
une mesure d’ozone peut n’être représentative que des quelques mètres de trottoir qui
l’entourent puisque les émissions de NO des voitures titrent l’ozone au-dessus de la rue.
En milieu rural ou en altitude, la représentativité d’une mesure d’ozone peut s’étendre à
quelques kilomètres. Pour un polluant à courte durée de vie comme NO, qui disparaît donc
très vite lorsque la masse d’air s’éloigne de sa source, la question de la représentativité
des mesures est encore plus aigüe.
Le problème de la représentativité des mesures de surface est en partie pris en compte par
la classification européenne des stations en six types, selon leur environnement :
– les sations rurales, situées loin des agglomérations permettent de suivre les transferts
de pollution et les polluants secondaires produits loin des sources comme l’ozone,
– les stations urbaines et péri-urbaines, situées loin des sources de polluants primaires ont
pour but d’estimer la pollution à laquelle est soumise la population au cours de toute sa
journée,
– les stations «trafic», situées au plus près de la circulation pour évaluer l’exposition
maximale potentielle des piétons et automobilistes,
– les stations industrielles, situées près d’installations particulières (usines, raffineries par
exemple),
– les stations d’observation, qui ne répondent pas aux critères précédents et sont utilisées
pour compléter les autres informations dans un cadre de recherche.
Le réseau AIRPARIF est décrit page 86.
1.1.5 Études, prévisions, scénarios et modèles numériques
1.1.5.1 Nécessité de la modélisation numérique
Quatre types de besoins ont amené au développement des modèles numériques détermi-
niste de chimie-transport :
• le besoin de comprendre des phénomènes physiques complexes et particulièrement de
quantifier le rôle de chacun (par exemple la part due à l’importation d’ozone et celle
de la production locale). La non-linéarité du système chimique notamment rend les
interactions entre les différents phénomènes particulièrement difficiles à interpréter.
• le besoin de reconstituer des informations inaccessibles : estimer les concentrations
aux endroits ou aux moments où il n’y a pas de mesure ; reconstituer l’évolution des
concentrations dans le passé.
• le besoin de prévoir : la qualité de l’air pour prendre des mesures, avertir la population.
• le besoin d’évaluer des scénarios : évaluer l’impact de mesures de réduction des émis-
sions ou l’impact de la non-application de ces mesures aujourd’hui et dans l’avenir.
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1.1.5.2 Ce qu’est un modèle déterministe
Un modèle est un ensemble d’équations décrivant une certaine réalité physique. À par-
tir d’un certain nombre de données ou paramètres ou entrées, les équations, choisies
pour décrire les lois physiques, ou les paramétrisations, choisies pour décrire des rela-
tions empiriques, sont intégrées pour obtenir les prévisions c’est-à-dire les valeurs des
sorties. Dans le cas de la pollution atmosphérique à l’échelle régionale, les paramètres
comprennent entre autres le champ de vent, le profil vertical de température (les variables
météorologiques sont des paramètres : les modèles sont dits off-line, par opposition aux
modèles «on-line» qui calculent également ces variables), la topographie du domaine, le
cadastre d’émission, . . . (Figure 1.5). Les prévisions sont les champs de concentrations






















FIG. 1.5 – Schéma de principe d’un modèle de chimie-transport (CTM) déterministe.
Un modèle est un système discret car on choisit un nombre limité d’équations et de va-
riables et on les décompose en espace et en temps. Les choix effectués parmi toutes les
équations et les variables possibles doivent être adaptés au but poursuivi : il n’y a pas
«le bon modèle» mais «un bon modèle pour. . . » À l’échelle régionale, les modèles de
chimie-transport le plus souvent utilisés sont de type eulérien (EUROTRAC-2 2001) : un
maillage est placé sur le domaine et la quantité de polluant qui transite dans chaque boîte
ainsi délimitée est calculée.
1.1.5.3 Avantages et limites des modèles
Les modèles numériques comportent des avantages qui en font des outils complémen-
taires des mesures : ils intègrent l’ensemble des connaissances pour fournir une informa-
tion continue et potentiellement très complète. Ils permettent de quantifier les interactions
entre les différents processus.
24
CHAPITRE 1. INTRODUCTION
Ils se heurtent cependant à trois limites. La première est due au fait qu’un modèle ne
peut justement délivrer que l’état des connaissances ; il ne peut évidemment prendre en
compte, par exemple, une réaction chimique inconnue. Le deuxième obstacle est dû à la
quantité d’informations nécessaire en entrée d’un modèle de chimie-transport, informa-
tions de type météorologique, géophysique, chimique,. . . Enfin, un modèle n’est qu’une
représentation de la réalité et doit donc être validé, ceci pour garantir que la représentation
est assez fidèle pour l’usage auquel elle est destinée (prévision ou recherche par exemple).
Cette validation est peut-être l’étape la plus délicate de l’élaboration d’un modèle ; elle est
même, en toute rigueur, impossible.
La validation est la procédure permettant de jauger la pertinence des résultats simulés. Il
est donc possible de valider une simulation particulière (par exemple, une journée avec
un pic d’ozone). Pour cela, différents outils statistiques, de type biais ou erreurs, ont été
définis pour comparer les résultats simulés aux mesures. Cette comparaison doit bien sûr
prendre en compte de nombreux paramètres dont les plus importants sont les erreurs sur
les mesures elles-mêmes (liées à l’instrument) et la différence de représentativité (parti-
culièrement spatiale, parfois aussi temporelle) entre les mesures et le modèle.
1.2 Les émissions surfaciques
Comme indiqué page 19, les émissions sont la source des polluants primaires et elles font
partie des paramètres d’entrée indispensables aux modèles (page 24).
1.2.1 Émissions anthropiques et biogéniques
Les émissions peuvent être réparties en deux familles principales, celle des émissions
anthropiques et celle des émissions biogéniques.
1.2.1.1 Les émissions anthropiques
Les émissions anthropiques sont celles qui sont dues à des activités uniquement humaines.
Elles sont particulièrement importantes en milieu urbain où la plus grande part a pour
origine les transports (notamment le trafic automobile) et les industries mais aussi le
chauffage en hiver. Ce sont les sources d’émissions majoritaires en intensité même si
leur emprise spatiale est relativement limitée. Les principaux polluants gazeux émis par
l’utilisation de combustibles fossiles sont le dioxyde de soufre (SO2), les oxydes d’azote
(NO, NO2, N2O), le monoxyde de carbone (CO) et des COV. De nombreux COV sont
également émis par l’utilisation de solvants et les industries qui les produisent.
Actuellement, d’importants efforts sont réalisés pour mieux quantifier ces émissions, par
définition hautement variables en temps (le trafic, par exemple, n’est pas un processus
régulier et Kühlwein et Friedrich (2000) indiquent ainsi une erreur potentielle de l’ordre
de 35%) et en espace (de nombreuses sources ont un impact très local).
1.2.1.2 Les émissions biogéniques
Les émissions biogéniques (ou naturelles) sont produites par des phénomènes biologiques
naturels, éventuellement dans le cadre d’une utilisation humaine comme c’est le cas pour
25
CHAPITRE 1. INTRODUCTION
les émissions des plantes cultivées ou des animaux d’élevage. Les végétaux émettent des
COV très réactifs, principalement de l’isoprène et des terpènes. Les bactéries présentes
dans le sol émettent entre autres des oxydes d’azote, de l’ammoniac, des composés soufrés
et du méthane (CH4) (Finlayson-Pitts et Pitts 2000).
En dehors de milieux fortement urbanisés, les émissions biogéniques deviennent la prin-
cipale source en intensité. Or, ces émissions sont aussi mal connues : l’incertitude sur les
totaux annuels d’une base de données d’émissions d’isoprène et de terpènes à l’échelle
de l’Europe est estimée à un facteur 2 à 3 (Simpson 1999). Cette grande incertitude
est due à la très importante variabilité des émissions d’une espèce à l’autre voire d’une
plante à l’autre. De plus, la variation de ces émissions en fonction de facteurs clima-
tiques (température moyenne, pluviométrie,. . . ) reste encore mal comprise. Les processus
micro-biologiques fondamentaux de l’émission de composés azotés par les sols et leur
dépendance à l’état de ceux-ci ne sont pas encore bien compris non plus. De plus, les es-
pèces chimiques émises ont souvent des temps de vie assez courts ce qui rend les mesures
spatialement peu représentatives ; certaines espèces, comme les carbonylés sont difficiles
à mesurer. Enfin, isoler dans la concentration mesurée la part issue de l’émission reste
délicat.
1.2.2 La construction de cadastres «bottom-up»
À l’échelle régionale, les cadastres d’émissions sont généralement construits en suivant
une approche dite «bottom-up» : à partir de mesures directes et de statistiques concer-
nant les différents secteurs d’activité, des masses annuelles de NOx et de COV sont ré-
parties sur une grille régulière avec une résolution temporelle typique d’une heure (voir
www.emep.int et webdab.emep.int pour une description des travaux effectués en Eu-
rope). Cette approche est la plus réaliste mais pose un certain nombre de problèmes qui
sont actuellement que :
– les mesures ne peuvent décrire toutes les espèces émises (on ne sait pas mesurer cer-
taines espèces, d’autres sont émises en quantité très faible et donc difficilement détec-
table).
– les statistiques ne sont pas toujours précises. Les émissions anthropiques issues de l’in-
dustrie, par exemple, sont estimées statistiquement à partir de déclarations d’activités
industrielles qui ne sont pas de manière sûre exactes et à jour.
– les émissions changent en permanence et il est difficile d’actualiser les masses émises
(Kühlwein et Friedrich 2000) ; ces changements se produisent à différentes échelles
de temps, de l’heure à l’année, tant pour les émissions biogéniques (en fonction de
la lumière, des précipitations, de la couverture végétale,. . . ) que pour les émissions
anthropiques (en fonction du trafic, de la production industrielle, de facteurs socio-
économiques). Le problème se pose de façon aigüe en milieu urbain, où les émissions
sont en grande partie issues d’activités comme la circulation automobile ou les petites
industries qu’il est difficile d’estimer et, surtout, de suivre.
Finalement, la composition des cadastres d’émissions est complexe : les données «brutes»
permettant de les constituer sont souvent incomplètes et insuffisantes. Comme elles sont
hétérogènes en temps et en espace, il est difficile de regrouper ces nombreuses informa-
tions en un ensemble cohérent.
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1.2.3 La mise en œuvre dans les modèles : les espèces-modèle
Il est impossible, dans un modèle, de prendre en compte toutes les espèces réellement
présentes dans l’atmosphère et toutes les réactions possibles. Cela est dû non seulement à
leur nombre élevé mais aussi à un manque de connaissance certain. Les modèles utilisent
des espèces-modèle. Elles correspondent à des groupements d’espèces réelles ayant des
propriétés réactives (supposées) proches. La chimie de l’ensemble des espèces réelles est
alors représentée par celle de l’espèce-modèle choisie. Les cadastres d’émissions doivent
donc être exprimés en fonction de ces espèces-modèle, du moins celles qui correspondent
à des polluants primaires.
Dans un cadastre d’émissions, certaines espèces (réelles) sont corrélées. C’est le cas par
exemple de NO et NO2, dont les émissions ne pouvaient être mesurées indépendamment.
Les cadastres ont donc été élaborés à partir de mesures de concentrations de NOx effec-
tuées assez près des sources pour être considérées comme dues uniquement aux émis-
sions. Cependant, la chimie modélisée a besoin de connaître les émissions de NO et de
NO2 séparémment puisque chacune des espèces correspond à une espèce-modèle diffé-
rente, subissant des réactions chimiques différentes. Les émissions de NOx du cadastre
«brut» sont alors arbitrairement réparties en NO et NO2 grâce à un coefficient empirique
(par exemple 90% de NO et 10% de NO2 pour des émissions dues au trafic routier). Selon
le degré de détail du cadastre «brut» et les espèces-modèle utilisées, ce type d’hypothèses
concerne un plus ou moins grand nombre d’espèces.
1.3 Les objectifs de cette thèse
Pour les modèles de chimie-transport déterministes utilisés en pollution atmosphérique
(page 23), les émissions sont un paramètre d’entrée indispensable auquel les concen-
trations simulées sont très sensibles. Dans le cas de la pollution photochimique/photo-
oxydante à l’échelle régionale, le rôle des émissions est crucial : la qualité des concentra-
tions simulées est directement liée à celle du cadastre d’émissions utilisé (Menut 2003).
Une meilleure détermination des flux d’émissions permettrait donc de mieux simuler les
champs de concentrations et de mieux comprendre les phénomènes de pollution. Cepen-
dant, il semble irréaliste de revoir les méthodes de construction des cadastres (page 26)
pour réduire l’incertitude. Il sera donc toujours impossible de disposer de données
d’émissions à jour et à la résolution spatiale et temporelle voulue.
Il reste donc la possibilité de modifier les cadastres existant en y ajoutant de l’informa-
tion permettant d’obtenir des cadastres à jour. Cette information existe : elle est disponible
dans les mesures de concentrations d’espèces chimiques effectuées en surface (et parfois
en altitude) par les réseaux ou lors de campagnes de mesures.
Le but de l’optimisation des émissions est donc de trouver le cadastre optimal c’est-
à-dire celui qui minimise la différence entre les champs de concentrations simulés et
mesurés. Le résultat obtenu se présente alors sous la forme de facteurs correctifs pour
les flux de chaque espèce (ou famille) émise.
Il s’agit donc de retrouver les émissions «qu’il aurait fallu donner en entrée au modèle»
pour obtenir des concentrations simulées en sortie du modèle égales aux concentrations
mesurées (ou presque égales : on traitera plus tard du problème de la qualité des mesures
et de leur représentativité par rapport au modèle, page 38).
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Un tel problème est dit inverse : il s’agit de trouver les valeurs de paramètres du modèle
direct, en l’occurence des flux d’émission, à partir d’observations, ici les mesures de
concentrations, qui apportent de l’information sur les prévisions, c’est-à-dire les concen-
trations simulées.
Les méthodes permettant de résoudre de tels problèmes sont (logiquement) appelées mé-
thodes inverses et sont décrites à la Section 2.1.1 page 29.
Le premier objectif de cette thèse est de mettre au point une méthodologie d’inversion
des émissions anthropiques de NOx et de COV à l’échelle régionale dans les grandes ag-
glomérations et leur région (comme Paris et l’Île-de-France), en utilisant les mesures de
routine des réseaux (O3 et NOx). Ce dernier point doit permettre d’une part de mener des
études lors d’épisodes passés variés et, d’autre part, d’envisager une utilisation de l’inver-
sion pour l’amélioration des prévisions et finalement d’assurer la validité de la méthode
pour une large gamme de périodes et de lieux.
Une fois validée, la méthodologie élaborée sera appliquée en Île-de-France
1.4 Plan du manuscrit
Le chapitre 2 propose un état de l’art des méthodes inverses, une analyse des possibilités et
des limites de ces méthodes à l’échelle régionale et les choix effectués pour notre travail,
notamment l’utilisation d’une méthode de krigeage couplée à l’inverse.
Le chapitre 3 présente le modèle CHIMERE et son adjoint, l’inverse élaboré sur ces bases
et enfin, une validation du code développé grâce à des cas académiques simples.
Le chapitre 4 détaille l’approche originale utilisant le krigeage et présente les résultats
obtenus sur des cas académiques réalistes représentant l’Île-de-France destinés à valider
cette méthodologie.
Le chapitre 5 complète la méthode élaborée par une préparation en zones qui a pour but
de réduire la dimension des problèmes réels. La méthode complète est validée sur des cas
académiques.
Le chapitre 6 expose les résultats obtenus pour l’optimisation des émissions en Île-de-
France en été.




2.1 État de l’art
2.1.1 Principe général et historique
Comme indiqué à la Section 1.3 page 27, le but des méthodes inverses est de résoudre le
problème inverse c’est-à-dire d’estimer, à partir d’observations, les valeurs des paramètres
du modèle permettant de retrouver les prévisions souhaitées.
En pratique, les méthodes inverses consistent à minimiser la différence entre l’observation
et la prévision pour une variable (ici les concentrations de polluants) afin de mieux estimer
certains paramètres (les émissions par exemple) dont dépend celle-ci. La méthode d’in-
version modifie les valeurs de départ des paramètres, dites a priori (ou «first-guess») pour
obtenir les valeurs optimisées. On appelle dimension du problème (inverse) le nombre
de paramètres à inverser, que l’on regroupe en un vecteur d’état. Dans le cas des émis-
sions par exemple, chaque flux de chaque espèce émise constitue un paramètre d’entrée.
On appelle contraintes les observations c’est-à-dire les valeurs que les prévisions doivent
approcher. Des mesures de concentration sont classiquement utilisées comme contraintes
pour l’inversion des émissions. Pour comparer les valeurs des contraintes aux prévisions,
on relie le vecteur d’état à l’espace des observations par un opérateur d’observation.
Celui-ci n’est autre que le modèle qui permet de calculer les valeurs simulées aux mêmes
points que les observations : par exemple, un modèle de chimie-transport qui calcule les
concentrations en fonction des émissions puis un système d’interpolation permettant d’ob-
tenir les concentrations simulées aux emplacements des stations de mesure (en général,
les points de grille du modèle et les emplacements des mesures ne coïncident pas).
La modélisation inverse fait donc partie de la famille des techniques d’hybridation entre
mesures et modèle dont le but commun est de définir au mieux l’état d’un système en
utilisant le maximum d’informations.
Les premières applications de ces techniques avec des modèles déterministes eulériens
ont consisté en le développement de l’assimilation de données pour l’océanologie et la
météorologie (voir Daley (1996a) et Daley (1996b) pour une revue historique). L’assimi-
lation de données consiste à intégrer des informations telles que des observations pour
améliorer l’évolution du modèle. Il s’agissait alors de traiter de grandes échelles spatiales
sur de longues périodes (de type «climatologies»). L’application de ce type de techniques
à des problèmes concernant les gaz-trace de l’atmosphère est plus récente et porte la trace
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de cette histoire : Elbern et al. (1997) présentent l’assimilation de données chimiques dans
la troposphère à l’échelle globale et l’ouvrage de Kasibhatla et al. (2000) permet de faire
le lien entre l’atmosphère et l’océan, toujours à l’échelle globale. Parmi les nombreuses
classes d’algorithmes qui ont été développées peu à peu, les plus couramment employées
aujourd’hui sont l’assimilation séquentielle (qui prend en compte les observations les
unes après les autres, dans l’ordre chronologique) et l’assimilation variationnelle (qui
prend en compte les observations dans une fenêtre temporelle d’une durée adaptée au
problème à traiter). Leur théorie est décrite de manière exhaustive dans Talagrand (1997).
Bien que le but de l’inversion, qui est d’estimer des paramètres du modèle, soit diffé-
rent de celui de l’assimilation de données, les algorithmes développés pour cette dernière
ont pu servir de base aux techniques d’inversion proprement dite (Ménard et al. 2004).
L’ouvrage de Enting (2002) est consacré aux problèmes inverses rencontrés dans l’atmo-
sphère et Reeves et al. (2004) traitent de l’inversion des émissions à partir de mesures de
concentrations. C’est ce dernier point qui nous intéresse dans le cadre de ce travail et on
présente donc, dans ce qui suit, un état de l’art de l’inversion des émissions de gaz-trace
dans l’atmosphère à l’aide de modèles eulériens.
2.1.2 Quelles sont les méthodes utilisées ?
Les travaux réalisés jusqu’à présent portent principalement sur l’échelle globale ou conti-
nentale et utilisent plus souvent la méthode du filtre de Kalmann (Hartley et Prinn 1993;
Haas-Laursen et al. 1996; Hein et al. 1997; Mahowald et al. 1997; Jacob et al. 2002; Wang
et Bentley 2002; Gilliland et al. 2003) que celle de l’adjoint (Houweling et al. 1999; Mül-
ler et Stavrakou 2005). À l’échelle régionale, trois des huit études disponibles utilisent le
filtre de Kalmann (Mulholland et Seinfeld 1995; Chang et al. 1996; Chang et al. 1997) et
quatre, la méthode de l’adjoint (Elbern et al. 1997; Elbern et Schmidt 1999; Elbern et al.
2000; Quélo et al. 2005).
Le filtre de Kalman
Originellement, cette méthode est séquentielle et basée sur la relation linéaire entre la
modification des contraintes (des observations) et les paramètres pendant la même période
(Hartley et Prinn 1993). Le but du filtre de Kalman est d’obtenir, à un instant donné, la
meilleure estimation possible du vecteur d’état compte-tenu des observations disponibles
à cet instant. Le principe de l’algorithme, basé sur la récurrence, est le suivant (Kalman
1960; Kalman et Bucy 1961; Lacarra et Talagrand 1988; Enting 2002) :
1- On dispose d’un modèle permettant :
– de relier, à n’importe quel instant tn le vecteur d’état x(tn) aux variables observées
y(tn) grâce à l’opérateur d’observation Hn selon : ysim(tn) = Hnx(tn). .
– de prévoir le vecteur d’état xf (tn+1) à l’instant tn+1 (xf (tn+1) est appelé prévision, f
pour «forecast») à partir de l’état xa(tn), analyse obtenue à l’instant précédent, soit :
xf (tn+1) = Mn→n+1xa(tn), le modèle Mn→n+1 étant valable entre les instants tn et
tn+1.
2- Les covariances d’erreur de la prévision xf (tn+1), contenues dans Pfn+1, dépendent
alors des covariances d’erreur de l’analyse Pan et des covariances d’erreur du modèle
correspondant à Mn→n+1, contenues dans Qn. On a : Pfn+1 = Mn→n+1PanMTn→n+1 +
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Qn. On remarquera que l’on suppose que les erreurs du modèle et les erreurs de l’ana-
lyse ne sont pas corrélées.
3- Le gain optimal Kn+1, qui contient les poids permettant d’effectuer l’analyse au temps
tn+1, dépend des covariances d’erreur de la prévision Pfn+1 et des covariances d’erreur















n+1 contient donc les covariances d’er-
reur du modèle entre les points de grille et les points de mesure ; Hn+1Pfn+1HTn+1
réduit Pfn+1 aux seuls points de mesure.
4- Une fois les poids calculés dans Kn+1, on peut effectuer l’analyse de l’état au temps
tn+1, qui correspond à la prévision effectuée à la première étape «corrigée» par les va-
leurs utilisables au temps tn+1 contenues dans le vecteur yobs(tn+1). On a : xa(tn+1) =
xf(tn+1) +Kn+1[yobs(tn+1)−Hn+1xf(tn+1)]. Le vecteur yobs(tn+1)−Hn+1xf (tn+1)
contient simplement les écarts entre valeurs mesurées et valeurs simulées yobs(tn+1)−
ysim(tn+1).
5- Enfin, on obtient les covariances d’erreur de la nouvelle analyse Pan+1 grâce à : Pan+1 =
[I−Kn+1Hn+1]Pfn+1.
Il est nécessaire d’initialiser la procédure avec xa(t0) et Pa0
Les problèmes rencontrés en océanologie et météorologie étant en général non-linéaires,
le filtre de Kalman dit étendu généralise l’algorithme à des modèles et des opérateurs
d’observation non-linéaires en les linéarisant au voisinage de l’analyse à effectuer. Pour
les problèmes fortement non-linéaires, il est possible d’utiliser le filtre de Kalman dit
d’ensemble, introduit par Evensen (1994) et utilisant les méthodes stochastiques. Enfin, le
lissage de Kalman («Kalman smoother» en anglais) permet d’étendre le filtre de Kalman
à une fenêtre temporelle (Gelb 1974).
L’approche adjointe
Le principe de cette méthode variationnelle est résumé sur la Figure 2.1. À partir des
forçages de la météo et des émissions, le modèle de chimie-transport direct (à gauche)
fourni des champs de concentrations que l’on peut comparer aux observations effectuées.
La modélisation inverse (représentée à droite) consiste à minimiser la différence entre
les concentrations simulées et les concentrations observées en modifiant les émissions.
La distance entre les concentrations simulées et les contraintes est représentée par une
fonction coût, qui doit donc être minimisée. La fonction coût bien choisie est calculée
par le modèle direct alors que son gradient par rapport aux paramètres (par exemple, les
émissions) est fourni par l’adjoint. Celui-ci permet de calculer la dérivée d’une quantité
simulée (par exemple, la concentration d’une espèce donnée dans une maille donnée) à
tous les paramètres d’entrée (par exemple, tous les flux d’émissions). À partir de la valeur
du coût et de son gradient en un point, un minimiseur permet de trouver la correction
à apporter aux paramètres pour se rapprocher des observations et répète le cycle direct-
adjoint jusqu’à obtenir d’une part un écart minimal entre variables simulées et observées
et d’autre part les corrections qui lui correspondent c’est-à-dire l’ensemble de paramètres
(par exemple le cadastre d’émissions) qui donne les meilleurs résultats de simulation.
Il existe plusieurs choix de formulation du coût, adaptés aux différents problèmes traités.
Cette fonction du vecteur d’état permet en général d’indiquer d’une part, à quel point on
souhaite se rapprocher des contraintes et d’autre part, à quel point on peut s’éloigner des
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CTM direct
CTM adjoint







FIG. 2.1 – Principe de la modélisation inverse. CTM = Chemistry Transport Model
paramètres a priori. Le coût est donc exprimé le plus souvent à l’aide de deux vecteurs
contenant, pour l’un, les différences entre les concentrations simulées et les contraintes
correspondant, pour l’autre, les différences entre les paramètres optimisés et a priori.
Elle prend alors la forme (Talagrand 1997; Elbern et al. 1997; Elbern et Schmidt 1999;
Houweling et al. 1999; Elbern et al. 2000; Daley 1997; Prinn et Hartley 1995) :
J(x(t)) = (yobs(t)−Hx(t))T R (yobs(t)−Hx(t))︸ ︷︷ ︸
y(t)
+(xfg(t)− x(t))T B (xfg(t)− x(t))︸ ︷︷ ︸
X(t)
où :
• x(t) est le vecteur d’état ; t n’indique pas un instant dans le temps mais un état de
l’optimisation
• H est l’opérateur d’observation
• y(t) est le vecteur qui contient les différences entre les concentrations simulées (yobs(t))
et les contraintes correspondant (ysim(t) = Hx(t))
• X(t) est le vecteur qui contient les différences entre les paramètres optimisés (x(t)) et
a priori (xfg(t), fg pour «first-guess» ou ébauche)
• R est la matrice des covariances d’erreur d’observation Ses termes diagonaux cor-
respondent directement aux variances et les termes extra-diagonaux représentent les
éventuelles corrélations entre ces erreurs, qui peuvent être importantes par exemple
dans le cas de mesures effectuées avec le même instrument, comme à bord d’un satel-
lite.
• B est la matrice des covariances d’erreur du modèle et est souvent appelée matrice
«de background». Ses termes diagonaux sont des poids qui s’appliquent aux compo-
santes du vecteur des différences entre paramètres optimisés et a priori. Ils permettent
donc de pénaliser les solutions de l’optimisation qui s’éloignent trop de l’a priori en
prenant en compte son incertitude. Ceci est particulièrement utile dans les cas où cette
incertitude n’est pas trop élevée. Les termes extra-diagonaux de la matrice «de back-
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ground» permettent d’ajouter d’autres informations a priori dans l’espace des para-
mètres à inverser telles que :
– des liens temporels. Ceci est particulièrement utile en météorologie puisque l’on
traite des phénomènes continus. Si une erreur sur la température est constatée à
l’heure t, la même erreur est très probablement présente à t+∆t.
– des liens spatiaux. Les termes de la matrice établissent une corrélation spatiale entre
les espèces émises au même moment dans tout le domaine. À l’échelle continen-
tale, des fonctions de corrélation peuvent être élaborées pour représenter une zone
cohérente comme un désert par exemple.
2.1.3 Quelles émissions ont été inversées ?
Les plus récentes des études d’inversion d’émissions effectuées avec des modèles de
chimie-transport eulériens tridimensionnels sont indiquées dans le Tableau 2.1. Les mé-
thodes inverses ont principalement été utilisées à l’échelle globale (couvrant toute la pla-
nète) ou continentale. Les espèces d’intérêt à ces échelles spatiales sont celles qui ont
des temps de vie longs (voir Figure 1.2) comme le méthane (Hein et al. 1997; Houweling
et al. 1999; Wang et Bentley 2002), le dioxyde de carbone (Bousquet et al. 1999a; Ka-
minski et Heimann 2001; Rödenbeck et al. 2003; Gurney et al. 2005), les CFC (Hartley
et Prinn 1993; Mahowald et al. 1997) ou encore le monoxyde de carbone (Bergamaschi
et al. 2000; Pétron et al. 2002; Pétron et al. 2004; Müller et Stavrakou 2005; Wang et al.
2004). En plus de l’inversion des sources d’émissions, certaines études se préoccupent des
puits comme Bousquet et al. (1999a) pour le dioxyde de carbone, voire du bilan général
de l’espèce comme Jacob et al. (2002) pour l’acétone. Des cas-tests permettent d’abor-
der le problème de la qualité et de l’éventuelle amélioration du réseau de mesure pour
l’inversion (Hartley et Prinn 1993; Mahowald et al. 1997).
La question de la variabilité temporelle des sources est particulièrement détaillée par
Haas-Laursen et al. (1996), Hein et al. (1997), Pétron et al. (2004) et Gurney et al. (2005).
Bousquet et al. (1999a) traitent une année représentative de la climatologie de toute une
décennie. Les aspects théoriques de l’inversion de flux d’émission variables dans le temps
sont traités pour le dioxyde de carbone à l’échelle globale par Baker (2000).
Les corrections apportées aux cadastres a priori peuvent aussi présenter une variabilité
spatiale propre. À l’échelle globale, Müller et Stavrakou (2005) obtient une augmentation
des émissions de CO de 28% et une diminution des émissions de NOx de 14% mais cette
dernière correspond à une augmentation des flux tropicaux et à une diminution en Europe
et en Asie. À l’échelle continentale, Wang et al. (2004) obtiennent, pour la Chine, des
augmentations moyennes des flux de CO et des NOx de 43 et 47% respectivement ; la
répartition spatiale des corrections à travers le pays est très hétérogène mais peut être
expliqué de façon réaliste.
Enfi, les résultats obtenus consistent non seulement en de nouvelles valeurs pour les
sources, mais aussi en une réduction de l’incertitude sur celles-ci, qui peut atteindre 75%
pour un hémisphère entier (Houweling et al. 1999) ou de 25 à 80% pour un continent
(Wang et Bentley 2002).
Les références citées ici ne forment pas une liste exhaustive des études effectuées à
l’échelle globale. De nombreuses équipes travaillent actuellement sur l’inversion des émis-
sions des gaz à effet de serre comme le dioxyde de carbone.
33
CHAPITRE 2. MÉTHODES INVERSES
Référence Espèces inversées Espèces mesurées
Échelle globale
Hartley et Prinn (1993) CFCl3 CFCl3
Hein et al. (1997) CH4 CH4
Mahowald et al. (1997) CFCl3 CFCl3
Bousquet et al. (1999a) CO2 CO2
Houweling et al. (1999) CH4 CH4
Bergamaschi et al. (2000) CO CO
Kaminski et Heimann (2001) CO2 CO2
Jacob et al. (2002) acétone acétone
Pétron et al. (2002) CO CO
Rödenbeck et al. (2003) CO2 CO2
Pétron et al. (2004) CO CO (sat)
Gurney et al. (2005) CO2 CO2
Müller et Stavrakou (2005) CO, NOx CO, NO2 (sat)
Échelle continentale
Wang et Bentley (2002) CH4 CH4
Gilliland et al. (2003) NH3 NH+4
Wang et al. (2004) CO, NOx CO, NOy
Échelle régionale
Mulholland et Seinfeld (1995) CO CO
Chang et al. (1996) isoprène isoprène
Chang et al. (1997) CO CO
Elbern et al. (1997) étude théorique
Elbern et Schmidt (1999) NO2 O3
Elbern et al. (2000) NO, COV O3
Mendoza-Dominguez et Russell (2001) COV, CO, NOx COV, CO, NO, NO2,
NOx, NOy, O3
Quélo et al. (2005) NOx NO, NO2, O3
TAB. 2.1 – Études en modélisation inverse des émissions à l’échelle régionale.
Les études de modélisation inverse à l’échelle régionale sont rares (huit sont indiquées
dans le Tableau 2.1). La région d’Atlanta, où a eu lieu une campagne de mesures en 1992
a donné lieu à elle seule à la moitié d’entre elles. L’inversion des émissions de monoxyde
de carbone par Mulholland et Seinfeld (1995) à Los Angeles conduit les auteurs à relever
la prépondérance des corrections dues aux sources mobiles, notamment le trafic routier.
Chang et al. (1996) et Chang et al. (1997) ont inversé respectivement les émissions d’iso-
prène et de monoxyde de carbone à Atlanta. Dans le premier cas, les résultats sont jugés
satisfaisants bien qu’amenant à multiplier les émissions par un facteur deux à dix. Cepen-
dant, pour le monoxyde de carbone, des oscillations temporelles irréalistes apparaissent.
Les auteurs concluent sur la difficulté à estimer des sources de CO, plus localisées et
moins homogènes spatialement que l’isoprène. Mendoza-Dominguez et Russell (2001) se
sont intéressés aux précurseurs de l’ozone que sont les COV et les NOx. À partir de la
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campagne menée à Atlanta, les émissions ont été ajustées en distinguant les contributions
des sources anthropiques mobiles, ponctuelles, ou surfaciques et biogéniques. Le principal
objectif de Elbern et Schmidt (1999) était l’assimilation de mesures d’ozone. Cependant,
comme le cadastre disponible n’était pas à jour, la méthode a été adaptée pour optimiser
les émissions des précurseurs de l’ozone. Bien que le problème soit mal posé, les résultats
sur les concentrations d’ozone sont améliorés de façon significative avec les émissions
optimisées. Les études de Elbern et al. (2000) sur des cas académiques ont montré qu’il
est possible d’optimiser les émissions de précurseurs de l’ozone dans des sites urbains
complexes à condition de disposer d’un grand nombre de contraintes. Par ailleurs, l’étude
conclut à une importante sous-estimation des COV tant en milieu urbain qu’autour de la
ville, ce qui rejoint les résultats de Chang et al. (1996) pour l’isoprène. Enfin, l’étude la
plus récente et la plus proche de notre problématique a été réalisée par Quélo et al. (2005)
dans la région de Lille. Le profil temporel des émissions de NOx au cours d’une semaine
a été optimisé à l’aide de mesures de routine d’ozone, de monoxyde d’azote et de dioxyde
d’azote. La validation des résultats est effectuée d’une part en appliquant les émissions
optimisées à d’autres semaines afin de déterminer si les prévisions sont améliorées et
d’autre part en étudiant leur sensibilité au cadastre a priori, à la situation météorologique
et au mélange vertical.
2.2 Limitations des méthodes inverses et échelles d’appli-
cation
Les techniques d’assimilation de données furent originellement développées pour trai-
ter des problèmes météorologiques, qui sont des problèmes de conditions initiales. En
effet, les équations régissant l’écoulement atmosphérique étant fortement non-linéaires,
la qualité des conditions initiales à une influence déterminante sur celle des résultats de
l’intégration complète du modèle.
Les problèmes de chimie-transport sont beaucoup moins non-linéaires. Ils sont du type
conditions aux limites. Les principaux paramètres dont la qualité détermine celle des
sorties du modèle sont en effet les sources surfaciques et, dans le cas de la pollution à
l’échelle régionale, les concentrations aux limites du domaine étudié, qui peuvent jouer
un rôle prépondérant lors de certains épisodes (voir par exemple (Menut et al. 2000) pour
le cas de l’Île-de-France). Les théories développées pour la météorologie ne peuvent être
appliquées directement à l’étude d’espèces chimiques à long temps de vie à l’échelle
globale et sont encore plus difficiles à adapter au cas de la pollution à l’échelle régionale.
Nous nous proposons donc de répertorier les limitations des méthodes d’inversion des
émissions en général, qui sont principalement dues aux incertitudes et aux erreurs des
mesures, du modèle et de ses données d’entrée, puis les différences entre les échelles
d’application.
2.2.1 Limites dues aux mesures : toutes les informations nécessaires
ne sont pas disponibles
Toutes les informations nécessaires ne sont jamais disponibles dans un cas réel, ceci pour
des raisons variées. Les informations fournies par les mesures ne sont pas assez nom-
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breuses, ne sont pas adaptées à tous les problèmes, intègrent des effets différents, sont
bruitées et enfin, ne sont pas indépendantes les unes des autres.
Surtout si l’on souhaite utiliser les mesures de routine de réseaux, la quantité de me-
sures disponibles est bien inférieure à la dimension du problème qui est alors dit sous-
contraint. Par exemple en Île-de-France, il y a environ 40 stations Airparif mesurant les
concentrations d’ozone. Le cadastre a priori est constitué de 625 flux surfaciques par es-
pèce émise. Le rapport entre le nombre de contraintes et la dimension du problème pour
l’inversion d’une seule espèce est donc d’environ 5%. Il faut aussi noter que les mesures
de surface ne fournissent aucune information sur la verticale. L’utilisation de mesures
aéroportées (Jacob et al. 2002; Bousquet et al. 1999a; Wang et al. 2004) ou satellitales
(Fisher et Lary 1996; Lyster et al. 1997; Pétron et al. 2004; Müller et Stavrakou 2005)
ne permet pas de résoudre ce problème : Müller et Stavrakou (2005) indiquent que l’hé-
misphère Sud n’est pas assez couvert et Bousquet et al. (1999a) estiment qu’il n’y a tout
simplement pas assez de contraintes dans certaines zones. Effectuer des simplifications
dans la distribution spatiale des émissions peut permettre de compenser ce manque de
contraintes (Enting et Mansbridge 1991) : des régions d’émissions regroupant des zones
géographiques présentant des similitudes climatiques et économiques sont définies par
Bousquet et al. (1999a) pour l’inversion des flux de dioxyde de carbone. Cependant, les
informations a priori qui sont utilisées pour simplifier le problème ont une influence non
négligeable sur les résultats obtenus (Hein et al. 1997; Bousquet et al. 1999a).
La pertinence de l’information disponible constitue un deuxième obstacle. Il n’est pas
possible d’inverser des émissions qui n’ont pas d’influence sur les mesures disponibles
puisqu’on ne dispose alors d’aucune information. Par exemple, inverser des émissions de
HONO avec des mesures de NOy peut ne rien donner parce que HONO peut varier du
simple au double sans que son influence dépasse l’ordre du pourcent sur les concentra-
tions mesurées. Même lorsque l’espèce étudiée est à la fois la source à optimiser et la
contrainte c’est-à-dire l’espèce mesurée et simulée, cela n’empêche pas les contraintes de
ne pas toujours être assez pertinentes : Hein et al. (1997) considèrent que les mesures de
méthane disponibles à l’échelle globale sont trop peu sensibles aux émissions ; à l’échelle
régionale, une étude inversant les émissions de monoxyde de carbone avec des mesures
cette même espèce (Chang et al. 1997) a obtenu des résultats physiquement non réalistes.
Le problème se pose également si l’on considère l’évolution temporelle des émissions et
des concentrations. En effet, les émissions auxquelles les concentrations sont les plus sen-
sibles peuvent être celles d’heures bien antérieures. C’est le cas par exemple des concen-
trations d’ozone lors du pic de l’après-midi qui sont très sensibles aux émissions de NOx
du pic de trafic le matin et peu sensibles à celles de l’heure précédant le pic. Des me-
sures d’ozone sont utilisées à l’échelle régionale pour l’inversion des émissions d’oxydes
d’azote et de COV (précurseurs de l’ozone) par Elbern et Schmidt (1999), Elbern et al.
(2000), Mendoza-Dominguez et Russell (2001), et Quélo et al. (2005) : à condition de
disposer de suffisamment de mesures (lors d’une campagne par exemple), les résultats
obtenus sont jugés cohérents par rapport aux cadastres d’émissions a priori et améliorent
les concentrations simulées.
La qualité de l’information disponible peut n’être pas assez bonne. L’information four-
nie par une mesure intègre de nombreux effets différents. La concentration mesurée est un
bilan de l’influence de plusieurs sources. Il n’est pas possible a priori de séparer les diffé-
rentes contributions. Lorsque les effets de plusieurs sources se superposent en un même
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point de mesure, il n’est pas possible de retrouver les informations concernant chaque
source sans d’autres mesures pour lesquelles les effets des sources sont découplés. Ma-
howald et al. (1997) déplorent que les stations de mesure ne soient pas placées plus près
des zones sources. Cependant, même pour une mesure située idéalement dans le panache
d’une unique source, il peut être impossible de distinguer entre un mauvais placement de
la source et une amplitude mal estimée.
La question de l’indépendance des mesures est d’autant plus importante que l’échelle est
petite. Pour des études à l’échelle globale (Bousquet et al. 1999a; Bousquet et al. 1999b),
on peut considérer qu’une mesure de CO2 sur un continent est indépendante d’une mesure
effectuée sur un autre continent. Mais plus l’échelle est petite, plus les mesures peuvent
être liées. À l’échelle régionale, cette information est contenue dans des covariances. Or,
si les variances sont (habituellement) fournies avec les mesures, les covariances ne le sont
pas.
Enfin, les instruments de mesure eux-mêmes ne sont pas parfaits, les mesures com-
portent incertitudes et erreurs. L’optimisation peut alors aboutir à des corrections qui
transfèrent les erreurs de mesures sur les émissions.
2.2.2 Limites dues au modèle : les erreurs dues au modèle n’ont pas
une influence minimale
Les erreurs dues au modèle peuvent provenir des données d’entrée ou du modèle direct
lui-même.
La qualité des cadastres optimisés dépend de celle des cadastres a priori des espèces
inversées. Pour Chang et al. (1997), les oscillations irréalistes obtenues lors de l’inversion
des émissions de CO sont dues au fait que le cadastre a priori est très inhomogène. On
remarquera d’ailleurs que l’on peut obtenir de meilleures concentrations avec un cadastre
totalement irréaliste. Pour le NO, Elbern et al. (2000) obtiennent des résultats satisfaisants
si le cadastre a priori n’était pas trop éloigné du régime chimique correct ; il s’avère par
contre impossible d’inverser les COV individuellement. On notera de plus que le problème
de la spéciation au sein des familles peut se poser : (Wang et al. 2004) suppose que la
spéciation des NOy est toujours la même, quelle que soit l’intensité des émissions de NOx
et Quélo et al. (2005) relie des mesures de monoxyde et dioxyde d’azote aux émissions
de NOx.
La méthode d’inversion choisie suppose que tout l’écart entre les mesures et les valeurs
simulées est dû aux émissions à inverser. Or, les valeurs d’ autres paramètres d’en-
trée du modèle direct contribuent bien sûr à cet écart, notamment les données météoro-
logiques. Une erreur sur la direction du vent, par exemple, peut décaler le panache d’une
source par rapport aux mesures ; la température joue aussi un rôle important dans la chi-
mie photo-oxydante (Menut 2003). Les émissions inversées risquent d’être sur-corrigées
pour compenser en même temps les erreurs sur les autres paramètres d’entrée , ce qui
amène à des cadastres optimisés peu réalistes. (Wang et al. 2004), par exemple, déplorent
un problème de reproduction de la direction du vent qui conduit à des résultats peu fiables
dans certaines régions du pays étudié. Mendoza-Dominguez et Russell (2001) explorent
les erreurs possibles sur deux autres types de paramètres, le flux solaire et les conditions
aux limites, pour expliquer le peu d’impact de l’inversion des émissions sur les concen-
trations d’ozone. Elbern et Schmidt (1999) soulignent qu’il faut donc absolument éviter
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ce type d’erreur et Rödenbeck et al. (2003) insistent sur l’importance d’utiliser, pour des
échelles de temps de plusieurs années, des données météorologiques reproduisant la va-
riabilité inter-annuelle.
Même si la direction et la vitesse du vent sont correctes, le schéma de transport qui les
utilise peut avoir une précision insuffisante. À l’échelle globale, l’inversion de l’espèce
utilisée comme contrainte permet de limiter les incertitudes dues aux erreurs du modèle
sur certains processus. Elles ne sont cependant pas complètement éliminées. Houweling
et al. (1999) estiment que la contribution des erreurs de son modèle sur le transport et la
répartition spatiale des radicaux hydroxyles est «considérable». Hartley et Prinn (1993)
posent la question de la qualité de la circulation dans le modèle et proposent de déduire
d’inversions effectuées avec un traceur dont la chimie est bien connue l’existence et la
valeur d’un éventuel biais dans la circulation. Pour contourner ce problème, Bousquet
et al. (1999a) font l’hypothèse que le transport est «parfait». À petite échelle, la diffusion
numérique joue un rôle crucial dans l’obtention d’un panache d’ozone de taille et de forme
réaliste par exemple.
La qualité des paramétrisations joue un rôle déterminant. Pour la modélisation chimie-
transport, les deux paramètres les plus importants sont (i) la vitesse de friction et (ii) la
hauteur de couche-limite (HCL) (Menut 2003; Hanna et al. 1998; Hanna et al. 2001). La
vitesse de friction u∗ est utilisée directement dans le calcul du dépôt sec des espèces. À
l’échelle régionale, la sensibilité des polluants à u∗ n’est pas négligeable sans être la prin-
cipale (Menut 2003). La hauteur de couche-limite, h, est également un paramètre diagnos-
tiqué à partir de certains paramètres : sa valeur, déduite des profils verticaux de vent et de
température, comporte une grande incertitude. Malheureusement, elle est directement liée
à l’impact des émissions surfaciques sur les concentrations de polluants : une mauvaise
estimation de la hauteur de couche-limite peut amener à une trop grande concentration ou
dilution des émissions. Par exemple, une surestimation des concentrations d’ozone peut
être interprétée comme due à des émissions de COV ou de NOx (selon le régime chimique
(Honoré et Vautard 2000)) trop importantes ou à une faible sous-estimation de h. Ce type
de problème est particulièrement difficle à diagnostiquer puisque les paramétrisations uti-
lisées dans les modèles sont en général les meilleures disponibles.
Il est par définition difficile de se rendre compte qu’un processus important manque
dans un modèle. Seules des simulations à long terme et des comparaisons avec de nom-
breuses données permettent en général de détecter un tel manque.
Enfin, un des problèmes les plus importants est celui de la représentativité du modèle
par rapport aux mesures. Rödenbeck et al. (2003) proposent une méthode afin d’amélio-
rer la cohérence des comparaisons entre concentrations de dioxyde de carbone mesurées
et simulées à l’échelle globale. À l’échelle régionale, au même endroit, des mesures d’O3
et de NOx n’ont pas la même représentativité spatiale, comme expliqué page 23. L’ozone
est un polluant secondaire, produit loin des sources après plusieurs heures de transport.
La diffusion naturelle fait donc qu’une mesure d’ozone a une représentativité qui la rend
comparable à une maille de modèle à cette échelle, c’est-à-dire 3 à 6 km. Les NOx quant à
eux sont des polluants primaires qui ne sont représentatifs que de leur source, c’est-à-dire
à une échelle de quelques mètres (derrière une voiture dans la circulation) à quelques cen-
taines de mètres (près d’une autoroute) mais pas plus, ce qui est bien inférieur à la taille
d’une maille.
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2.2.3 Différence entre les échelles d’application
Les limites mathématiques de l’optimisation doivent être prises en compte dans tous les
cas. Certains problèmes de stabilité peuvent se poser : pour Hartley et Prinn (1993), plus
la différence entre le modèle et les observations est grande, plus l’inversion est instable et
plus le biais des sources estimées est grand. De plus, il n’y a pas nécessairement unicité
de la solution de la minimisation. Cependant, si la théorie mathématique est la même, les
problèmes rencontrés ne sont pas les mêmes selon l’échelle spatio-temporelle considérée
(Enting 2002).
Le principal obstacle technique auquel se heurtent les études en modélisation inverse est
que la matrice des covariances d’erreur du modèle est inconnue. Ce problème n’est pas
traité de la même façon selon l’échelle étudiée. À l’échelle globale, les auteurs essayent
d’estimer les covariances grâce à des modèles de corrélation spatiaux ou basés sur des
climatologies (Kasibhatla et al. 2000; Daley 1996a). À l’échelle régionale, les émissions
surfaciques ne sont pas un phénomène continu, ni spatialement, ni temporellement. De
plus, un flux estimé peut être faux à une heure donnée mais pas à la suivante. Il de-
vient donc particulièrement difficile d’ajouter de l’information a priori dans les termes
extra-diagonaux de la matrice «de background». Finalement, le plus souvent, par manque
d’information, une matrice diagonale est utilisée (Elbern et Schmidt 1999; Mulholland et
Seinfeld 1995).
Même avec une matrice diagonale, la valeur des termes est difficile à estimer et actua-
liser. Une étude récente a été menée à ce sujet mais dans le contexte de l’assimilation
de données chimiques à l’échelle régionale par Hoelzemann et al. (2001). Cette méthode
utilise la théorie PSAS (Physical-space Statistical Analysis System), méthode d’interpo-
lation statistique, et permet d’élaborer un modèle de covariance inhomogène et anisotrope
prenant en compte les différences entre milieux urbain et rural et la densité du réseau d’ob-
servations. Cette méthode, basée sur des informations statistiques, est tout à fait correcte
pour des simulations à long terme (par exemple des scénarios de variation d’émissions
d’année en année) mais ne peut être utilisée à l’échelle régionale et horaire à cause de la
forte variabilité des sources et des puits.
L’échelle de temps des phénomènes considérés et notamment la chimie (Enting 2002)
amène de plus des problèmes particuliers à l’échelle régionale. Pour Mulholland et Sein-
feld (1995), le décalage entre les émissions et l’impact sur les mesures peut être particuliè-
rement gênant et difficile à prendre en compte. Chang et al. (1996) notent que les correc-
tions apportées aux émissions à une heure donnée sur-compensent souvent les mauvaises
estimations des heures précédentes. La première heure d’inversion est corrigée de façon
à compenser de mauvaises conditions initiales et des solutions comportant des émissions
négatives sont obtenues pour certaines heures. Ces résultats irréalistes sont interprétés
comme indiquant soit une sur-compensation due à des surestimations aux heures précé-
dentes soit un mécanisme manquant dans le modèle.
Finalement, toutes les études effectuées indiquent que les méthodes inverses sont très
prometteuses mais que de nombreuses limites demeurent.
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2.3 Élaboration de notre méthode d’inversion
Le fait que les émissions matinales de certaines espèces (les oxydes d’azote) influencent
le pic d’ozone de l’après-midi nécessite de disposer d’une méthode permettant de prendre
en compte la trajectoire du modèle. Or, originellement, les méthodes basées sur le filtre
de Kalman ne pouvaient traiter que de trois dimensions, sans prendre en compte le temps.
L’approche adjointe (voir page 31) a donc été choisie pour cette étude parce qu’elle permet
de prendre en compte les liens non-linéaires entre émissions et concentrations le long de
trajectoires à des échelles de temps égales au temps de vie chimique des espèces étudiées.
2.3.1 Le vecteur d’état
Le vecteur d’état contient en principe les paramètres à inverser. Comme ceux-ci pourront
être de natures différentes (flux d’émissions ou paramètres météorologiques) et couvrir
plusieurs ordres de grandeur (pour les flux d’émissions), on utilisera en pratique un vec-
teur d’état x∗(t) contenant les coefficients correctifs à appliquer aux paramètres corres-
pondant. Le vecteur x(t) est reconstitué en appliquant x∗(t) aux paramètres a priori.
Pour prendre en compte la dimension temporelle du problème, le vecteur d’état contient
les paramètres de plusieurs heures comme autant de composantes différentes. En effet,
les espèces émises n’ont pas une influence immédiate sur les espèces mesurées. Le pic
d’ozone de l’après-midi par exemple est principalement sensible aux émissions de NO2
du pic de trafic du matin. Il apparaît donc nécessaire d’effectuer l’inversion dans des
fenêtres temporelles de taille pertinente par rapport à la physique et à la chimie de la
pollution photo-oxydante, par exemple, de 9 heures à 15 heures pour l’inversion du NO2
avec des mesures d’ozone.
La fonction coût prend donc en compte les mesures disponibles pendant toute la «fenêtre»
et une seule exécution de l’adjoint (en remontant le temps pour toute la période) permet
d’obtenir toutes les composantes du gradient. Il faut remarquer que l’utilisation de fenêtres
temporelles augmente rapidement la dimension du problème ; leur durée ne peut donc pas
dépasser quelques heures et dépend des liens entre espèces mesurées et inversées.
2.3.2 La matrice R
Un des objectifs de ce travail est d’élaborer une méthode utilisant les mesures de routine
des réseaux. Or, pour un réseau de mesures, les covariances des erreurs d’observation
c’est-à-dire les termes extra-diagonaux de R, sont supposés nuls car tous les instruments
sont indépendants. Il reste donc à estimer les termes diagonaux de R= diag(w1, · · · , wN)
(avec N le nombre de contraintes disponibles).
Pour prendre en compte la qualité des contraintes c’est-à-dire la confiance qu’on leur
accorde, les poids des termes de la fonction coût comportant une différence entre concen-
trations simulée et mesurée sont proportionnels à la confiance que l’on accorde à la
contrainte. Le poids wii doit donc être proportionnel à la confiance accordée à yobs(i). On
pourrait utiliser wiα 1var(i) avec var(i) la variance associée à yobs(i) et I(i) l’incertitude
correspondant. Mais si l’on utilise la variance absolue, de petites concentrations auront
une petite variance et donc un grand poids dans l’optimisation alors que les concentrations
élevées auront une variance absolue beaucoup plus grande et donc une influence moindre
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dans l’optimisation. Or, c’est notamment la reproduction correcte des pics de concen-
trations qui est recherchée. Au lieu d’utiliser directement la variance des contraintes, on
utlise donc l’incertitude relative Irel transformée en «variance relative» : var(i) = I(i)2 et
Irel(i) = I(i)/val(i) donnent varrel(i) = Irel(i)2 = (I(i)/val(i))2. Pour plus de facilité
de lecture, tout est exprimé en pourcentage : Irel(i)(pourcent) = I(i)/val(i)× 100 d’où
varrel(i)(pourcent) = varrel(i)× 10000.
2.3.3 La matrice B
Dans le cas de notre étude, aucune information sur l’incertitude du cadastre a priori n’est
disponible. Celle-ci pourrait être de 35% (Kühlwein et Friedrich 2000) pour les espèces
anthropiques et d’un facteur 2 à 3 pour les espèces biogéniques (Beekmann et Derognat
2003; Sillman et al. 2003). Finalement, l’espace des émissions ne peut pas être enrichi par
des informations a priori permettant de construire une matrice B pour les émissions.
Dans le cas de l’inversion de paramètres météorologiques, une matrice «de background»
au moins diagonale devra être élaborée. En effet, la météorologie étant calculée «off-line»,
il est nécessaire d’éviter que les valeurs optimisées de certains paramètres ne s’éloignent
trop des valeurs a priori, sous peine d’obtenir des résultats incohérents. Dans le cas de
la hauteur de couche-limite par exemple, la valeur optimisée ne doit pas s’éloigner de
la valeur a priori au-delà de l’incertitude de la fonction de diagnostic qui dépend de la
température et de la pression fournies «off-line». Dans le cas contraire, la hauteur de
couche-limite optimisée n’est plus en accord avec les profils verticaux de température et
de pression.
2.4 Conclusion
Un état de l’art des méthodes inverses a permis de constater que celles-ci fonctionnent de-
puis longtemps de façon satisfaisante à l’échelle globale. Les principales limitations sont
dues aux incertitudes et aux erreurs des mesures, du modèle et des données d’entrée. À
l’échelle régionale, cependant, peu d’études sont disponibles et les problèmes rencontrés
ne sont pas tout à fait les mêmes qu’à l’échelle globale.
La méthode de l’adjoint a été choisie pour notre travail parce qu’elle permet de prendre
en compte facilement la trajectoire du modèle. La fonction coût élaborée est d’une forme
classique : elle comporte (i) un terme constitué par les différences entre contraintes et pré-
visions avec une matrice de covariances d’erreur d’observation diagonale dont les termes
sont calculés simplement à partir des variances associées aux contraintes (ii) un terme
constitué par la différence entre les valeurs des paramètres a priori et optimisés avec une
matrice de covariance d’erreur du modèle à élaborer selon les paramètres inversés.
Parmi les limitations rencontrées, les plus préoccupantes sont la quantité insuffisante de
contraintes par rapport à la dimension du problème, la pertinence des informations dispo-
nibles dans ces contraintes par rapport au problème posé et enfin la qualité de ces infor-
mations. Pour contourner ces difficultés, deux stratégies sont envisageables : d’une part,
augmenter le nombre de contraintes et leur «adéquation» par rapport au problème à in-
verser et d’autre part, diminuer la dimension du problème. Elles ont été mises en œuvre
simultanément en utilisant les informations contenues dans l’espace des concentrations




Pour procéder à l’inversion des émissions à l’échelle régionale, il est nécessaire de dispo-
ser d’un modèle permettant :
– de prendre en compte tous les phénomènes physiques et chimiques pertinents à cette
échelle,
– d’effectuer des simulations à une résolution spatiale inférieure à la dizaine de kilo-
mètres et à une résolution temporelle de l’ordre de la minute,
– de prendre en compte des conditions aux limites ayant une résolution temporelle de
l’ordre de l’heure (et non des valeurs climatologiques).
De plus, ce modèle doit être «adjointisable» c’est-à-dire qu’il doit être construit de telle
sorte qu’il est possible d’obtenir un adjoint fonctionnel. Enfin, le modèle direct doit avoir
été validé pour les régions dans lesquelles les études vont être menées, notamment l’Île-
de-France.
Ces différentes exigences nous ont conduit à choisir le modèle CHIMERE.
3.1 Le modèle CHIMERE
3.1.1 Principe général du modèle
CHIMERE est un modèle eulérien tridimensionnel : il simule sur un maillage cartésien
régulier des champs de concentrations d’espèces chimiques d’intérêt pour l’étude de la
pollution atmosphérique dans la basse troposphère et notamment la couche-limite atmo-
sphérique (Vautard et al. 2001; Schmidt et Martin 2003).
Comme tout modèle de chimie-transport, CHIMERE intègre le système différentiel re-
présentant l’évolution d’espèces chimiques à partir de leurs sources et leurs puits :
∂Ci
∂t
+∇. (V.Ci) = ∇. (K.∇.Ci) + PLi + Ei −Di (3.1)
où Ci est la concentration de l’espèce chimique i, K le coefficient de diffusivité verticale,
PLi le bilan net de produit et perte sur cette espèce, Ei les émissions surfaciques et Di le
dépôt sec.
À l’origine, CHIMERE a été développé dans un but de prévision déterministe des concen-
trations d’ozone en région parisienne (Vautard et al. 1997), la prévision des pics d’ozone
étant un de ses principaux objectifs. La première version du modèle était un modèle de
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boîtes, représentant les départements d’Ile-de-France (Menut et al. 2000). Depuis, toute
la structure du modèle a évolué, pour en faire un outil précis à même de simuler, en peu
de temps informatique, de longues périodes et sur de grands domaines.
3.1.2 Les paramètres d’entrée
3.1.2.1 La géométrie des domaines
À partir d’un unique code, CHIMERE peut fonctionner à deux échelles : (i) à l’échelle
continentale, pour un domaine qui couvre l’Europe de l’Ouest avec une résolution de 0.5◦,
comme représenté sur la Figure 3.1 par les points indiquant les nœuds du maillage et (ii)
à l’échelle régionale pour divers domaines dont la position est indiquée sur la Figure 3.1
























FIG. 3.1 – Cartes des domaines de simulation CHIMERE
En mode prévision, pour garantir la rapidité du calcul, le modèle utilise huit niveaux
verticaux, allant de la surface à 750 hPa (à peu près 3000 mètres d’altitude), leur épais-
seur dépendant de la météorologie. Les caractéristiques du sol et le relief des différents
domaines sont interpolés à partir des données de la NOAA (National Oceanic and Atmos-
pheric Administration, www.noaa.gov).
3.1.2.2 La météorologie
CHIMERE est un modèle «off-line» et doit donc être alimenté par des données météo-
rologiques précalculées. En mode prévision, pour le domaine continental, les données
utilisées sont celles délivrées quotidiennement par le Centre Européen pour les Prévisions
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Météorologiques à Moyen Terme (CEPMMT ou ECMWF en anglais) avec une résolution
d’un demi degré. Pour les domaines régionaux, ces mêmes données sont interpolées, de
manière à fournir des champs météorologiques à la résolution voulue.
3.1.2.3 Les conditions aux limites et les conditions initiales
Les conditions aux limites ne concernent que les espèces chimiques. La version conti-
nentale utilise des champs de concentrations climatologiques calculés avec le modèle de
chimie-transport global MOZART (Brasseur et al. 1998). L’intérêt de l’approche à deux
échelles est de permettre le «nesting» : les résultats des simulations à l’échelle conti-
nentale sont utilisées comme conditions aux limites pour les domaines régionaux. Une
simulation régionale inclut donc de manière systématique une première simulation conti-
nentale sur la même période.
Les conditions initiales ont un impact fort sur les concentrations calculées au début d’une
simulation. À l’échelle continentale, une simulation doit prendre en compte le transport
des masses d’air par le vent sur plusieurs centaines de kilomètres. Le temps nécessaire
pour que les conditions initiales n’aient plus d’influence sur les concentrations simulées
est donc de plusieurs jours. À l’échelle régionale, les conditions initiales n’ont pas d’im-
pact fort sur les concentrations au-delà d’un cycle diurne. Selon l’échelle, il est donc né-
cessaire d’effectuer un ou quelques jours de simulation non exploitables avant la période
d’intérêt.
3.1.2.4 Les émissions
En version prévision, il faut fournir au modèle les émissions de seize espèces-modèle
sous forme de flux surfaciques exprimés en molécules par centimètre carré par seconde
(moléc.cm−2.s−1).
À l’échelle continentale Les émissions anthropiques sont issues de la base de données
annuelles EMEP pour 1998 sous la forme de masses totales annuelles de NOx, SO2, CO et
de composés organiques volatils (COV) non méthaniques (éthane, n-butane, éthène, pro-
pène, o-xylène, formaldéhyde, acétaldéhyde et méthyle, éthyle et cétone). Il est nécessaire
de transformer ces données brutes en profils temporels de résolution horaire, dépendant
du mois, du jour (semaine, jour férié) et de l’heure, pour chacune des espèces-modèle.
La ventilation temporelle des émissions s’effectue grâce à des coefficients à appliquer aux
masses annuelles pour les moduler selon le mois, le jour de la semaine et l’heure de la jour-
née. Ces profils temporels sont construits à partir des informations contenues dans la base
de données GENEMIS (GENeration and evaluation of EMISsion data) (Society 1994).
La modulation mensuelle prend en compte des variations saisonnières comme celles des
émissions dues au chauffage. Les profils horaires prennent en compte trois types de jour
correspondant aux jours de la semaine (du lundi au vendredi), au samedi et au dimanche
ou jour férié. Les émissions de tous les lundis ont donc un profil temporel identique à
celui de tous les mardis.
Une fois les masses annuelles réparties dans le temps, il faut effectuer la spéciation des
espèces en espèces-modèles. Après avoir été regroupés en trente-deux classes selon leur
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réactivité, les COV non méthaniques sont agrégés en 10 espèces-modèles suivant les re-
commandations de Middleton et al. (1990).
À ces émissions anthropiques, sont ajoutées des émissions biogéniques d’isoprène, de
terpènes et de NO, calculées à partir des données météorologiques et des caractéristiques
du terrain (Guenther 1997).
À l’échelle régionale Les émissions employées pour l’Île-de-France dans le cadre de
cette étude ont été élaborées par AIRPARIF pour la campagne ESQUIF sur la base du
mois de Juillet 1998 à l’aide des modules «émissions» de SIMPAR (Systéme Informatique
de Modélisation de la Pollution Atmosphérique à l’échelle Régionale). Ce qui suit résume
les explications détaillées fournies par Vautard et al. (2003) et dans le rapport ESQUIF
(2001).
Le cadastre élaboré indique les émissions de monoxyde de carbone, dioxyde de carbone,
dioxyde de soufre, oxydes d’azote, COV non méthaniques et méthane pour trois types
de jours correspondant aux jours de semaine, au samedi et au dimanche (ou jour férié)
à une résolution spatiale de 3 km (sur le domaine de 150 km × 150 km représentant
l’Île-de-France) avec un pas horaire d’une heure.
Les masses totales annuelles sont calculées en prenant en compte les onze secteurs d’ac-
tivité définis par la nomenclature SNAP (Selected Nomenclature for sources of Air Pollu-
tion) dont les intitulés sont les suivants :
1 - combustion dans les industries de l’énergie et de la transformation de l’énergie
2 - combustion hors industrie
3 - combustion dans l’industrie manufacturière
4 - procédés de fabrication
5 - extraction et distribution de combustibles fossiles
6 - utilisation de solvants et autres produits
7 - transport routier
8 - autres sources mobiles et machineries
9 - traitement et élimination des déchets
10 - agriculture et sylviculture et aquaculture
11 - autres sources et puits
En pratique, les sources sont divisées en trois catégories pour chacune desquelles un mode
de calcul adpaté est appliqué :
(i) les grandes sources ponctuelles telles que cheminées industrielles, centrales ther-
miques, incinérateurs, soit en tout deux cent trois en Île-de-France. Les émissions
sont calculées à partir des données collectées par la DRIRE (Direction Régionale
de l’Industrie, de la Recherche et de l’Environnement) d’Île-de-France en 1998. Les
profils temporels permettant de passer des masses totales annuelles à la résolution
horaire sont tirés du programme GENEMIS (comme à l’échelle continentale) et des
déclarations des industries.
(ii) les sources linéiques (grands axes routiers, autoroutes). Elles sont calculées en com-
binant quatre types d’information :
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– les données sur le réseau routier et le trafic, fournies par la DREIF (Direction Ré-
gionale de l’Équipement en Île-de-France) et qui concernent les types de voies
(voies urbaines, routes et autoroutes), leur débit, la vitesse du trafic, le pourcen-
tage de véhicules roulant «à froid» pour les trente cinq mille brins du réseau.
– la composition du trafic c’est-à-dire les pourcentages de chaque catégorie de véhi-
cules (véhicules particuliers, deux roues, véhicules utilitaires légers, poids lourds,
bus et cars) circulant sur les trois types de voies selon l’heure de la journée.
– les facteurs d’émissions pour ces véhicules, obtenus d’après la méthode COPERT
III (Computer Programme to Calculate Emissions from Road Transport) (Ntzia-
christos et al. 2000)
– la température extérieure, qui influence les émissions à froid et les pertes par
évaporation.
Les profils temporels diurnes sont calculés par le modèle de trafic mais une modu-
lation, obtenue à partir des mesures d’une station «trafic» du réseau AIRPARIF, est
appliquée pour différencier les trois types de jours.
(iii) les sources surfaciques c’est-à-dire celles qui ne font pas partie des deux premières
catégories comme le chauffage domestique, le trafic diffus, les petites sources in-
dustrielles. Les données du CITEPA (Centre Interprofessionnel Technique d’Études
de la Pollution Atmophérique) pour 1994, fournies pour des arrondissements ou
départements, sont combinées à l’occupation des sols indiquée par l’IFEN (Insti-
tut Français de l’ENvironnement) afin d’obtenir la résolution spatiale voulue. Les
profils temporels proviennent également de GENEMIS.
La spéciation des COV en espèces-modèle est effectuée pour chaque secteur SNAP d’après
des études diverses (Theloke et al. 2000; Theloke et al. 2001; Schmitz et al. 2000; Rudd et
Marlowe 1998; Hassel et al. 2000). Les oxydes d’azote sont répartis en 10% de dioxyde
d’azote et 90% de monoxyde d’azote.
Dans le cadastre obtenu, le trafic routier est la principale source de NOx, avec 53% des
émissions totales. Les solvants et le trafic sont les principales sources de COV (36 et 35%
respectivement).
3.1.3 Principes généraux des schémas et paramétrisations
La chimie CHIMERE peut travailler avec divers mécanismes chimiques. En prévision,
une version réduite du mécanisme chimique MELCHIOR (Modèle d’Étude Lagrangienne
de la CHImie de l’Ozone à l’échelle Régionale) est utilisée. Elle comporte 40 espèces et
100 réactions (80 espèces chimiques et 200 réactions pour le mécanisme complet) (Lat-
tuati 1997). Le rayonnement est pris en compte grâce à des taux de photolyse tabulés, va-
lables par ciel clair (Madronich et Flocke 1998). Un modèle statistique prenant en compte
la nébulosité et le profil d’humidité dans les couches basses permet de paramétrer l’atté-
nuation du rayonnement due aux nuages (ESQUIF 2001).
La turbulence et le dépôt Des paramètres turbulents doivent être diagnostiqués à partir
des grandeurs météorologiques principales (Louis 1979; Louis et al. 1982). On doit donc
estimer le flux de chaleur sensible surfacique Q0, la vitesse de rugosité u∗, la hauteur de la
couche limite atmosphérique h, le profil de diffusion turbulente Kz. Ces différentes para-
métrisations sont décrites en détail dans (Vautard et al. 2001; Menut 2003) par exemple.
46
CHAPITRE 3. CADRE DE MODÉLISATION
Le dépôt sec est paramétré suivant un modèle de résistances (voir page 21). La résistance
aérodynamique est inversement proportionnelle au coefficient de traînée (calculé par la
méthode de Louis (1979)) et au module du vent dans la couche inférieure du modèle
(Wesely et Hicks 1977). La résistance de la couche laminaire est approchée par la formule
de Hicks et al. (1987) avec une vitesse de friction estimée selon Louis (1979). Enfin, la
résistance de surface dépend de la solubilité et du pouvoir oxydant de l’espèce chimique,
qui interviennent dans la paramétrisations de processus en surface des végétaux (Erisman
et al. 1994), ou prend en compte le type de sol selon la base de données de van de Velde
et al. (1994).
Le transport Le transport horizontal peut être traité grâce au schéma PPM (Parabolic
Piecewise Method) d’ordre trois de Colella et Woodward (1984) ou grâce au schéma dit
«Van Leer» (Van Leer 1994) dont le code est reproduit en Annexe C.
Le transport vertical est déterminé pour assurer la conservation de la masse : il est calculé
de façon à compenser la convergence ou la divergence des flux horizontaux.
Résolution numérique Une caractéristique importante de CHIMERE par rapport à
d’autres modèles est qu’il n’intègre pas le système 3.1 selon l’approche classique de sé-
paration des opérateurs (Figure 3.2). Le modèle intègre au contraire globalement tous les
flux pour une même espèce. Cette intégration est réalisée avec le solveur de systèmes
différentiels raides Two-Step (Lanser et Verwer 1998).
FIG. 3.2 – Différence entre la méthode de séparation des opérateurs («operator splitting»)
et la méthode utilisée dans CHIMERE («Prod-Loss budget»).
CHIMERE est utilisé actuellement en prévision par AIRPARIF à Paris mais aussi à Lyon,
à Toulouse, à Marseille et en Alsace et à l’échelle européenne dans le système PREV’AIR
(http ://prevair.ineris.fr/fr/introduction.php). En recherche, CHIMERE
est utilisé pour des études de cas et de scénarios : parmi les projets en cours, on peut citer
notamment la campagne ESCOMPTE, menée à l’été 2001 dans la région de Marseille et
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comportant un exercice de modélisation (disponible à medias.obs-mip.fr/escompte/
exercice/HTML/exe.html). L’inter-comparaison de nombreux modèles de chimie-
transport, dont CHIMERE, fait l’objet du projet City-Delta (disponible sur http ://rea.
ei.jrc.it/netshare/thunis/citydelta/). De nombreux développements de CHI-
MERE sont en cours, notamment la prise en compte des poussières désertiques (CHIMERE-
DUST) et des particules (Bessagnet et al. 2004).
3.2 L’adjoint
3.2.1 Principe
Alors que le modèle direct peut calculer l’impact de la modification d’un paramètre sur
les prévisions, le modèle adjoint calcule pour une prévision l’impact de la variation de
tous les paramètres, comme schématisé sur la Figure 3.3. Comme le problème n’est pas
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Direct
FIG. 3.3 – Principe de l’adjoint d’un modèle de chimie-transport.
D’un point de vue plus mathématique, l’adjoint a pour but de calculer le gradient d’une
fonction scalaire des paramètres. Le modèle adjoint est donc le gradient du modèle direct.
3.2.2 Développement et validation
Les équations adjointes sont obtenues à partir de modèle linéaire tangent qui est la linéari-
sation du modèle direct (non-linéaire) autour des variables directes d’entrée. L’opérateur
d’adjonction est défini de telle sorte qu’il est équivalent à une transposition si on utilise le
produit scalaire canonique. À partir du modèle linéaire tangent, une simple transposition
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des lignes en colonne (ainsi que l’inversion de l’ordre d’actualisation des variables) per-
met d’obtenir les équations adjointes, les variables directes d’entrée devenant les variables
adjointes de sortie.
En pratique, pour construire l’adjoint d’un modèle, il faut donc d’abord écrire le modèle
linéaire-tangent puis l’adjointiser. Il existe des programmes qui effectuent cette tâche au-
tomatiquement. L’adjoint de CHIMERE version 200211K a cependant été réalisé «à la
main» afin d’obtenir une programmation permettant d’optimiser le temps de calcul. Une
intégration adjointe est en effet environ trois fois plus longue qu’une intégration directe.
À chaque version du modèle direct correspond donc un adjoint, qui doit être mis à jour
lorsque le modèle direct évolue. Dans le cadre de ce travail de thèse, la version de l’ad-
joint correspondant à la version 200211K du modèle direct CHIMERE a été complétée et
actualisée. Le code adjoint du schéma de transport «Van Leer», qui a été élaboré au cours
de ce travail est reproduit en Annexe C à titre d’exemple.
La validation de l’adjoint est une étape délicate, décrite en Annexe C.
3.3 L’optimiseur
Le minimiseur utilisé est N1QN3 (Gilbert et Lemaréchal 1989), dans la version décrite
plus récemment par Gilbert et Lemaréchal (1995). Il utilise une méthode de type quasi-
Newton à mémoire limitée pour résoudre les problèmes de minimisation sans contrainte.
Son principe consiste en la détermination à chaque itération d’une direction de descente et
d’un pas adapté le long de cette direction. Celle-ci est calculée en utilisant une approxima-
tion du hessien et le gradient de la fonction coût au point courant. La longueur du pas est
obtenue par une procédure de recherche linéaire et doit satisfaire les conditions de Wolfe.
Les itérations s’arrêtent lorque la précision choisie pour le critère d’arrêt est atteinte. Ce
critère est le rapport entre les normes du gradient au point courant et au point de départ.
La convergence est alors considérée comme atteinte au point courant. Des nombres maxi-
maux d’itérations et de simulations sont choisis selon le temps de calcul considéré comme
raisonnable. Si l’optimisation ne converge pas avant qu’un de ces deux nombres ne soit
atteint, elle s’arrête au point atteint.
3.4 L’inverse
3.4.1 Principe : imbrication des modules de calcul
L’inverse ne représente en principe qu’un gestionnaire permettant de calculer le coût et
son gradient puis de procéder à leur minimisation. Il s’agit donc de faire appel ou modèle
direct, à l’adjoint et au minimiseur.
La Figure 3.4 indique les différentes entrées et étapes d’une simulation inverse. La procé-
dure d’inversion comprend cinq étapes :
Étape 1 : le modèle est initialisé avec les paramètres a priori xf et les concentrations ysim
sont calculées
Étape 2 : une première valeur du coût J(x(t0)) = J(xf ) est évaluée avec les contraintes
yobs disponibles
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FIG. 3.4 – Principe de l’inversion d’une simulation.
Étape 3 : une simulation adjointe est faite et les composantes du gradient de la fonction
coût ∂J
∂x
(xf ) sont calculées
Étape 4 : le minimiseur fournit le meilleur ajustement x(t1) de x pour minimiser J et
∂J/∂x
Étape 5 : le modèle est ré-initialisé avec les nouveaux paramètres x(t1)
Les itérations se poursuivent jusqu’à ce que le critère d’arrêt soit atteint.
L’inverse basé sur la version V200211K de CHIMERE a été développé dans le cadre de ce
travail de thèse. Son organigramme et l’algorithme tel qu’il a été programmé constituent
l’Annexe D.
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3.4.2 Le critère d’arrêt
Le critère de convergence sur la norme du gradient est noté epsg. L’optimisation s’arrête















J(. . . , Xn + h, . . .)− J(. . . , Xn, . . .)
h
Mais comme le vecteur x contient des coefficients correctifs, on ne cherche pas à faire
tendre h vers 0 pour ne pas tenir compte de corrections inférieures à 1% par exemple. On
cherche plutôt une situation où ∂J
∂Xn
est quasiment nulle avec un h = 10−2 fini. Il ne reste
plus alors qu’à estimer une valeur pour laquelle la différence ∆J = J(. . . , Xn +h, . . .)−




wi[(yobs(i)− ysim(i, Xn + h))2 − (yobs(i)− ysim(i, Xn))2]
La différence entre deux termes en ppb est non significative quand elle est strictement
inférieure à 10−2. ∆J est donc non significative quand elle est strictement inférieure à
10−4 ×∑Ni=1wi. Pour une meilleure approximation, on considère que ∆J «nulle» quand
elle est égale à 10−5 ×∑Ni=1wi























3.5 Un outil d’étude méthodologique : les cas académiques
3.5.1 Principe
L’étude de cas académiques est utilisée pour la validation de méthode comme l’assimi-
lation de données (Elbern et Schmidt 1999; Cirpka et Kitanidis 2001). Elle permet de
valider la méthodologie employée tout en déterminant ses limitations.
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L’élaboration d’un cas académique permet en effet de disposer d’une «réalité» à laquelle
il suffit de comparer les résultats de l’optimisation pour déterminer le degré de préci-
sion de la méthode. La démarche d’inversion d’un cas académique est résumée sur la
Figure 3.5. La simulation directe effectuée avec le cadastre «réel» (qui donne donc les va-
leurs de concentrations considérées comme «réelles» pour tous les polluants dans toutes
les mailles du modèle) et le choix des stations de mesure (emplacement et espèces mesu-
rées) permettent de générer les mesures, plus ou moins entachées d’erreurs selon l’incer-
titude choisie. Il faut noter que les problèmes dus à la diffusion numérique sont en partie
évités puisque mesures et «réalité» sont générées avec le même maillage. Les paramètres a
priori sont créés en perturbant les paramètres «réels». Dans le cas du cadastre d’émission
indiqué sur la Figure 3.5, les émissions de certaines espèces sont multipliées ou divisées.
La simulation inverse utilise le cadastre a priori (qui fournit donc les concentrations si-
mulées a priori) et les mesures pour produire un cadastre optimisé. La comparaison entre










FIG. 3.5 – Principe d’élaboration d’un cas académique
3.5.2 Du simple au quasi-réel
Le principe général décrit à la Section précédente permet d’élaborer différents types de
cas académiques.
Les cas académiques formels, comme ceux de la Section suivante, utilisent des fichiers de
paramètres (météorologie et émissions) élaborés spécialement représentant des situations
extrêmement simples. Le maillage du domaine compte moins de boîtes afin de raccourcir
le temps de calcul et de simplifier la visualisation des résultats.
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Les cas académiques-réels sont basés sur de véritables simulations, telles qu’elles ont déjà
été effectuées, par exemple en prévision. Elles constituent alors la «réalité» et les valeurs
de certains paramètres, par exemple quelques flux d’émission, sont perturbés pour générer
le cas a priori.
Dans tous les cas, seuls les paramètres sont modifiés, notamment le cadastre d’émissions,
la météorologie ou le domaine ; les mécanismes internes au modèle sont inchangés, par
exemple la chimie et les paramétrisations de transport.
3.6 Validation de la gestion numérique
Afin de valider la gestion numérique de l’inverse, des cas académiques formels ont été
élaborés. Le nombre de mailles réduit assure des calculs rapides et la simplicité des pro-
blèmes pemet de mettre en évidence les principaux aspects du processus d’inversion.
3.6.1 Un modèle simple de cas académiques
3.6.1.1 Maillage et météorologie
Le domaine représente l’Île-de-France, de 1,3 à 3,3◦E et de 48,1 à 49,4◦N. Le maillage
est constitué de 10 × 10 mailles pour cinq niveaux verticaux dont l’épaisseur ne varie pas
dans le temps. L’épaisseur du premier niveau est fixée à 20 mètres, les niveaux supérieurs
sont de plus en plus épais et englobent jusqu’à 300 mètres au-dessus de la hauteur de
couche-limite maximale (Figure 3.7).
Les conditions météorologiques reproduisent celles d’un épisode de pollution estival en
Île-de-France : températures élevées, des vitesses de vent faibles et aucun nuage. Le vent
et la tempérautre sont uniformes dans le domaine.
La direction du vent est fixée à 45◦ c’est-à-dire soufflant du Nord-Est à une vitesse en
surface de 4 m.s−1. Cette vitesse correspond à une valeur réaliste en Île-de-France (voir
par exemple la POI 5 d’ESQUIF, Annexe B) assez élevée pour permettre une bonne vi-
sualisation des résultats dans le maillage choisi. Le profil vertical du module du vent est
déterminé à partir de cette vitesse de surface et une loi logarithmique dans la couche-
limite. Au-dessus de la couche limite, le module du vent est constant.
La valeur moyenne de la température à deux mètres pour la journée est fixée à 23◦C. La
température à 2 mètres suit un profil temporel sinusoïdal (Figure 3.6) qui représente un
cycle diurne typique avec un maximum à midi et un minimum une heure avant le lever du
Soleil. Un profil vertical réaliste est obtenu en appliquant une décroissance linéaire de 6K
par kilomètre avec une inversion de 2K à la hauteur de la couche limite.
La hauteur de couche-limite minimale est fixée à 300 mètres, la hauteur maximale est fixée
à 2200 mètres. Le Soleil se levant à 5h et se couchant à 19h (il est au zénith à 12h), le
maximum est atteint à 15h (trois heures après le passage du Soleil au zénith). L’évolution
de la hauteur de couche-limite est sinusoïdale pendant les deux parties du jour alors que
la hauteur de la couche-limite nocturne est constante et minimale.
Les concentrations aux limites (latérales et au sommet) sont nulles et le temps de mise à
l’équilibre est de 24 heures (durée typique pour une simulation en Île-de-France).
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FIG. 3.6 – Évolution de la température à 2 mètres sur 24 heures.


















FIG. 3.7 – Niveaux verticaux et évolution de la hauteur de couche-limite en 24 heures.
3.6.1.2 Les émissions
Les émissions biogéniques sont quasiment nulles afin de mettre en évidence les relations
entre émissions anthropiques et concentrations pour le monoxyde d’azote (NO est en effet
une espèce émise anthropique et biogénique). Elles ne sont pas exactement égales à zéro
pour éviter tout problème de calcul dans certaines routines traitant des émissions.
Le cadastre d’émissions comporte deux sources anthropiques, indiquées par les numéros 1
et 2 sur la Figure 3.8. Elles émettent les 16 espèces-modèle anthropiques. Les proportions
des flux des différentes espèces sont réalistes. L’intensité maximale des flux d’émission
des principales espèces sont de 1014moléc.cm−2.s−1 pour CO, 1013moléc.cm−2.s−1 pour
NC4H10 et NO, 1012moléc.cm−2.s−1 pour C2H4, C2H6, C3H6, HCHO, NO2, OXYL, SO2.
Pour chaque source, les émissions sont constantes et égales à Emax entre 7 et 11 heures et
égales à Emax/10 le reste du temps.
Le cadastre a priori est créé en sous-estimant les émissions «réelles» de NOx de 20% pen-
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dant les cinq heures d’intensité maximale. La proportion de 20% est considérée comme
une estimation réaliste de l’incertitude du cadastre pour les émissions dues au trafic. La
durée choisie correspond au nombre d’heures de pic de trafic pendant une matinée ou un
après-midi. Deux inversions des émissions de NOx perturbées sont effectuées, en conser-
vant un rapport de 90% de NO pour 10% de NO2. Dans les deux cas d’inversion, les émis-
sions de NOx sont inversées pendant une fenêtre temporelle de six heures, de 7 heures à
midi. Le coefficient de correction qui devrait être obtenu est donc de 1,25 pour les cinq
premières heures et 1 pour la dernière. Les différences entre cadastre a priori et cadastre
«réel» amènent aux écarts entre concentrations de NOx simulées représentées sur la Fi-
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(b) Écarts entre les concentrations de NO simu-
lées avec le cadastre a priori et avec le cadastre
«réel»
FIG. 3.8 – Concentrations surfaciques de NO et écarts (ppb) entre concentrations a priori
et «réelles» à 10 heures.
3.6.2 Résultats
3.6.2.1 Cas formel 1 : précision théorique du système
Dans ce premier cas d’inversion, les deux stations de mesure (a) et (a’) sont disponibles
(indiquées sur la Figure 3.8). Ces stations fournissent des mesures «parfaites» de NO, l’in-
verse doit donc en principe permettre de retrouver les valeurs «réelles» des émissions. Il
s’agit en effet d’un cas parfait pour l’inversion : toute l’information nécessaire est fournie
sans erreur ni incertitude. Seules les erreurs dues au modèle direct peuvent dégrader les
résultats.
L’optimisation converge et le coût s’annule puisque les contraintes sont parfaites. La Fi-
gure 3.9 résume les résultats pour les deux sources. Les coefficients de correction obtenus
pour les deux sources sont de 1,25 pour les cinq heures perturbées et de 0,99 pour la
dernière heure de la fenêtre. Les émissions «réelles» sont donc retrouvées.
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FIG. 3.9 – Coefficients correctifs pour les sources 1 et 2 à chaque heure de la fenêtre
temporelle pour le cas formel 1.
3.6.2.2 Cas formel 2 : un exemple simple de manque d’information
Pour ce deuxième test, seule la station (a’) est disponible et fournit des mesures parfaites.
La seule information disponible intègre donc les effets des deux sources.
L’optimisation converge et le coût s’annule puisque les contraintes sont parfaites. La Fi-
gure 3.10 résume les résultats pour les deux sources.












































FIG. 3.10 – Coefficients correctifs pour les sources 1 et 2 à chaque heure de la fenêtre
temporelle pour le cas formel 2.
La source 2, dans laquelle est placée la station (a’) est presque parfaitement corrigée par
l’inversion : le coefficient de correction pour les heures perturbées varie entre 1,25 et 1,27
et vaut 1,14 pour la dernière heure. L’intensité de la source 1 n’est quasiment pas modifiée
par l’inversion : la correction pour les heures perturbées varie entre 1,01 et 1,03 et vaut 1
pour la dernière heure de la fenêtre temporelle.
Bien que la station (a’) soit située en aval de la source 1, l’influence de celle-ci sur les
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concentrations mesurées est faible à cause de la distance séparant la source et la station
(voir la Figure 3.8) et parce que la source 2 a un impact très fort sur cette mesure. L’in-
formation fournie par la station (a’) n’est donc pas pertinente pour la source 1 qui n’est
donc presque pas modifiée par l’optimisation. Une légère surestimation de l’intensité de
la source 2 est nécessaire pour simuler des concentrations exactement égales aux mesures
à la station (a’) puisqu’il faut compenser la sous-estimation de la source 1. À la dernière
heure, la source 1 n’est plus sous-estimée mais la source 2 reste surestimée parce que la
réponse des concentrations au changement d’émissions est décalée à cause du temps de
transport.
3.7 Conclusion
L’inverse du modèle CHIMERE a été développé pour ce travail à partir du modèle direct
version V200211K, de son adjoint et de l’optimiseur N1QN3. Cet outil doit permettre
d’optimiser les paramètres d’entrée du modèle direct, notamment les émissions.
Une procédure permettant de générer des cas académiques a été mise en place afin d’éva-
luer les capacités de l’inverse. Les cas élaborés peuvent être très simples ou basés sur des
cas réels.
Pour valider la gestion numérique de l’inverse, des cas académiques formels, très sim-
plifiés afin d’assurer la rapidité des calculs ainsi que la mise en évidence des principaux
aspects de l’inversion, ont été utilisés. Pour estimer la précision théorique du système,
un premier cas, dans lequel toute l’information nécessaire était fournie, a été inversé. Les
résultats parfaits à la précision de la machine près ont montré que la précision de l’inverse
pouvait être très élevée.
Pour mieux comprendre les limites de l’outil d’inversion, l’inversion d’un deuxième cas,
dans lequel l’information sur deux sources est intégrée en une seule mesure, a été effec-
tuée. Cette première quantification des limitations de la méthode a mis en évidence deux
effets complémentaires : (i) tout d’abord, la sur-correction de la source ayant l’impact le
plus fort sur la mesure utilisée au détriment de la correction de la deuxième source, dont
l’influence est nettement plus faible ; (ii) ensuite, la persistance de cette sur-correction
dans le temps à cause du temps de transport entre la source et le point de mesure.
Finalement, l’utilisation de l’outil d’inversion pour l’étude de cas réels nécessite la mise





Utiliser les informations dans l’espace des concentrations Le faible nombre de me-
sures disponibles par rapport à la dimension du problème et le manque d’information
dans l’espace des paramètres (concernant le cadastre d’émissions) conduisent à rechercher
un moyen d’obtenir les informations contenues dans l’espace des concentrations. Ceci
semble possible grâce au krigeage, méthode d’hybridation entre modèle et mesures qui
fournit un champ de concentrations analysé prenant en compte les informations fournies
et par les mesures et par le champ simulé a priori. Si ce dernier présente déjà une structure
validée, comme c’est le cas pour CHIMERE (voir notamment Schmidt et al. (2001) pour
l’echelle continentale et www.prevair.org/fr/ pour des statistiques quotidiennes),
l’utilisation du champ analysé pour l’inversion permet de disposer de contraintes re-
présentant la meilleure information possible dans l’espace des concentrations. De telles
contraintes sont notamment adaptées à la représentativité du maillage.
4.1 Le krigeage
4.1.1 Rappels théoriques
Ces rappels utilisent les notations de Blond (2002a) et plus de détails sont disponibles
dans (Blond 2002a; Blond et Vautard 2004; Blond et al. 2003) ainsi qu’en Annexe E.
Le but du krigeage est de calculer les analyses yat,h(s) d’un champ de concentrations yt,h(s)
pour tout point s, le jour t (t = 1, . . . , T ) à l’heure h (h = 1 . . . , 24). Un ensemble de
p mesures de concentrations yot,h(sk) avec k = 1, ..., p et sk l’emplacement de la kie`me
station de mesure et un champ de concentrations a priori (appelé aussi «first-guess»)









L’équation 4.1 montre donc que le champ analysé consiste en une correction du champ a
priori par une combinaison linéaire des innovations, yot,h(sk) − ybt,h(sk). Les coefficients
wkt,h(s) sont des poids à déterminer.
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Dans le cadre du krigeage intrinsèque des innovations, les poids wkt,h(s) sont solutions du
système Blond (2002a) :

∀k = 1, . . . , p,∑p
l=1w
l
t,h(s)[γt,h(sk, sl) + σ
o2





où γt,h(sk, sl) est la semi-variance des différences X(sk)−X(sl) = (yt,h(sk)−ybt,h(sk))−
(yt,h(sl)−ybt,h(sl)) soit γt,h(sk, sl) = 12E(X(sk)−X(sl))2 (E(.) représente la moyenne) ;
σo2t,h(sk) est la variance de l’erreur d’observation. Cette dernière est supposée homogène et
constante dans le temps, soit σo2t,h(sk) = σo2h . Pour calculer les semi-variances γt,h(sk, sl),
on utilise les semi-variances des différences spatiales des observations (yot,h(sk)−ybt,h(sk))−
(yot,h(sl) − ybt,h(sl)) soit γt,h(‖sk − sl‖) = γt,h(r) avec r = ‖sk − sl‖. La semi-variance
γt,h(r) est obtenue grâce à un variogramme expérimental γexpt,h . Celui-ci est calculé à par-
tir de toutes les mesures disponibles à l’heure h, le jour t. Tout d’abord, les classes de
distance sont construites avec un intervalle L et une tolérance τ . Pour chaque classe, la
variance 1
2
E(Xo(sk) − Xo(sl))2 est ensuite calculée. Enfin, le graphe des variances en
fonction de la distance moyenne dans la classe est tracé et ajusté au semi-variogramme
exprérimental par un modèle exponentiel avec un «effet pépite» (noté NUGh = σo2h ).
4.1.2 Mise en œuvre
La technique et le code de krigeage utilisés pour ce travail ont été élaborés par Nadège
BLOND au cours de sa thèse, sous le nom de «méthode INK» (Blond 2002a; Blond et
Vautard 2004; Blond et al. 2003). C’est un outil implanté dans la version de CHIMERE
utilisée quotidiennement en Île-de-France par AIRPARIF pour réaliser les cartes de prévi-
sion (disponibles sur www.airparif.org/page.php?article=regionale&rubri-
que=modelisation).
La Figure 4.1 illustre un exemple d’analyse en Île-de-France, avec le réseau AIRPARIF,
le modèle CHIMERE et la méthode de krigeage INK.
En Île-de-France, avec le réseau AIRPARIF, on utilise un intervalle L =5 km et une
tolérance τ=4 km pour les classes de distance. De plus, nous avons choisi pour σ2oh la
variance maximale de toutes les mesures disponibles à l’heure h.
4.2 Krigeage et inversion itérative
L’utilisation des analyses fournies par le krigeage comme contraintes pour l’inversion per-
met d’obtenir d’une part les émissions optimisées et d’autre part les concentrations op-
timisées correspondant. On peut donc envisager d’utiliser ce nouveau champ de concen-
trations simulées pour effectuer une deuxième analyse puis une deuxième inversion des
émissions. Des itérations successives de cycles krigeage-optimisation peuvent ainsi per-
mettre d’affiner les résultats. Cependant, la question de la convergence et de l’optimalité
d’une telle méthode itérative reste posée. L’Annexe F indique la piste suivie dans un cas
linéaire simple. Dans le cadre de ce travail, la validation de la méthode a été abordée par
le biais de cas académiques.
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Surface O3 Simulation Lev. 2 for 19990729 at 15 UTC



















































































Surface O3 Analysis Lev. 2 for 19990729 at 15 UTC - Method ASImesures
sim. brute
analyses
29 juillet 1999, 15 heures
FIG. 4.1 – Exemple de résultats obtenus en Île-de-France avec le réseau AIRPARIF, le
modèle direct CHIMERE et la méthode de krigeage INK.
4.3 Stratégie de validation : les cas académiques
4.3.1 Principe
L’ajout du krigeage à l’élaboration des cas académiques décrite page 51 se fait comme
indiqué sur la Figure 4.2. Le krigeage est effectué à partir des mesures et les concentra-
tions a priori, obtenues avec le cadastre connu. Les concentrations analysées ainsi que les
variances correspondant sont utilisées comme contraintes pour l’inversion.
4.3.2 Cas académiques élaborés
Le cas académique-réel est élaboré à partir du 7 août 1998, qui fait partie de la POI2
d’ESQUIF (Menut 2003) (voir Annexe B). Lors de cette journée a eu lieu un épisode de
pollution local, dû à un vent faible (moins de 3 m.s−1) avec une HCL faible (moins de
800 mètres), dans lequel les émissions locales jouent un rôle prépondérant. L’élaboration
de cas académiques à partir de ce jour facilite donc la mise en évidence de l’influence des
émissions et des différences entre cadastres.
Afin d’évaluer les possibilités et les limites de la méthodologie utilisant le krigeage pour
l’inversion des émissions, il faut éviter autant que possible l’interaction avec d’autres
limitations de la méthode.
Pour cela, on suppose tout d’abord que les sources d’émissions sont bien placées, seule
leur intensité est perturbée et doit être inversée. De plus, aucun paramètre autre que les
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FIG. 4.2 – Principe d’élaboration d’un cas académique avec krigeage.
émissions n’est perturbé pour la simulation a priori. Une mauvaise estimation des para-
mètres météorologiques ou des variables diagnostiquées (comme la hauteur de couche-
limite par exemple) ne peut donc pas interférer avec l’influence de l’erreur sur les émis-
sions.
Le cadastre a priori est obtenu en perturbant, dans le cadastre «réel», les émissions de
NOx du pic de trafic matinal de 8 heures à 9 heures. Les flux concernés (les quatre plus
intenses) sont indiqués sur la Figure 4.3. Le pourcentage de perturbation varie selon les
cas :
– les cas «uN» correspondent à une sous-estimation des émissions de N% : pour u70, les
émissions a priori ne repres´entent que 70% des émissions «réelles» ; sont aussi générés
les cas u50 et u20
– les cas «oN» correspondent à une surestimation des émissions de N% : pour o20, les
émissions a priori repres´entent 120% des émissions «réelles» ; sont aussi générés les
cas o50, o70 et o100.
Les stations de mesure disponibles sont aux mêmes emplacements que celles d’AIR-
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Cadastre vrai (molec.cm-2s-1 x10e11) NO: 9 heures
FIG. 4.3 – Cadastre d’émission «réel» : flux de NO à 9 heures le 7 août 1998. x = flux
perturbé pour créer le cadastre a priori.
PARIF (cartes page 86). L’utilisation de réseau réel est simulée par l’interpolation des
concentrations «réelles» aux emplacements exacts des stations de mesure. Les mesures
générées ont donc la bonne représentativité par rapport au maillage utilisé. Les mesures
de concentrations de NO ou d’ozone sont soit parfaites soit perturbées aléatoirement dans
un intervalle de ±10 ou 15% autour de la valeur «réelle». Les variances des mesures sont
ensuite calculées grâce aux fonctions d’incertitude fournies par AIRPARIF.
4.3.3 Inversions
L’inversion porte sur les émissions de NOx les plus intenses de 8 heures à 9 heures
avec comme contraintes les mesures de concentrations de NO ou d’ozone de 9 heures
à 17 heures.
Différents cas d’inversion sont comparés afin d’estimer l’influence de :
– la qualité des contraintes et notamment la différence entre l’utilisation des mesures et
du krigeage
– la qualité du cadastre a priori
– la pertinence de l’information fournie par les contraintes (NO ou ozone).
4.4 Résultats
4.4.1 Définition du score
Un score est défini pour quantifier la qualité des résultats obtenus :
scorex = (1− xopt − xre´el
xapriori − xre´el )× 100
avec xopt la valeur optimisée de x, xre´el la valeur «réelle» et xapriori, la valeur a priori, x
étant un flux d’émission. La valeur du score correspond donc au changement en pourcen-
tage de la différence entre le cadastre a priori et la «réalité» après l’optimisation. Un score
positif indique que la différence avec la «réalité» a été réduite alors qu’un score négatif
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indique qu’elle a été augmentée par l’optimisation. Une optimisation parfaite correspon-
drait donc à un score de 100% indiquant que la différence entre a priori et «réalité» a été
annulée après optimisation.
Pour quantifier les résultats obtenus par l’optimisation des huit flux de la fenêtre tempo-
relle, le score moyen et éventuellement la variance correspondant peuvent être calculés.
La liste des cas inversés et leurs scores moyens est indiquée dans le Tableau 4.1 qui est
discuté en détails dans les Sections suivantes.
Espèce Type de Qualité qualité du cadastre a priori ǫE
utilisée contraintes mesures ǫm -70% -50% -20% +20% +50% +70% +100%
NO
mesures
0 53.8 35.4 x x x x x
10 49.3 29. x -77.4 x x x
15 57. x x x x x x
krigeage
0 29.8 29.1 30.3 28.8 x x 21.9
10 31.6 31.4 32.7 26.8 25.7 25.3 21.
15 29.7 30.2 42.8 17.4 26.2 22.2 20.9
ozone
mesures
0 x x x x x x x
10 x x x x x x x
15 x x x x x x x
krigeage
0 x 8.3 7.3 5.7 0.6 x x
10 x 10.9 13.8 x -4.1 x x
15 3.5 3.1 x 10.9 12.4 8.5 6.8
TAB. 4.1 – Scores moyens obtenus pour l’optimisation des émissions de NOx avec des
concentrations d’ozone ou de NO comme contraintes. x = convergence non atteinte.
4.4.2 Nécessité du krigeage
L’utilisation de concentrations de NO comme contraintes pour l’inversion d’émissions de
NOx permet d’avoir un maximum d’informations. L’impact sur les concentrations de NO
d’une erreur sur les émissions de NOx est maximal à l’endroit et au moment de l’émission
ainsi qu’immédiatement en aval, comme indiqué sur la Figure 4.7(b). Or, les stations de
mesure se situent juste au-dessus et aux environs des émissions à inverser (Figure 4.7(b)).
Cependant, le nombre total de contraintes pertinentes n’est pas suffisant : pour le cadastre
o100, celui pour lequel l’écart avec la réalité est le plus grand, à 9 heures, moins de dix
mesures sont situées en des endroits où cet écart est significatif (Figure 4.7(b)). Fina-
lement, seuls six cas sur les vingt-et-un utilisant les mesures seules convergent contre
dix-neuf sur les vingt-et-un utilisant le krigeage (Tableau 4.1, moitié supérieure). Les six
cas utilisant les mesures seules qui atteignent la convergence correspondent à des écarts
de -50 ou -70% entre le cadastre connu et le cadastre réel, les scores des cas u70 étant plus
élevés. Un examen des résultats indique que l’optimum atteint est à chaque fois le même.
Le score est donc d’autant plus grand que le point de départ était éloigné de la réalité.
Lorsque des concentrations d’ozone sont utilisées comme contraintes, l’information por-
tant sur les émissions de NOx est plus dispersée dans le temps et l’espace. Une erreur sur
les émissions de NOx pendant le pic de trafic matinal amène une mauvaise estimation des
concentrations d’ozone en plusieurs endroits : au-dessus des flux en question au moment
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des émissions mais aussi dans le panache huit heures plus tard, comme indiqué sur la Fi-
gure 4.7(a). L’information concernant les NOx émis le matin en ville est donc contenue
principalement dans les concentrations d’ozone du panache de l’après-midi. Pour récupé-
rer au moins une partie de cette information, le krigeage est nécessaire puisque très peu
de mesures sont situées au bon endroit (Figure 4.7(a)). Finalement, avec des concentra-
tions d’ozone comme contraintes, aucun cas n’utilisant que les mesures ne peut converger
alors que treize des vingt-et-un cas utilisant le krigeage y parviennent (Tableau 4.1, moitié
inférieure).
Les concentrations d’ozone n’étant pas linéairement liées aux émissions de NOx (voir
page 20), une grande perturbation des émissions de NOx n’a pas nécessairement un fort
impact sur les concentrations d’ozone. Comme indiqué sur la Figure 4.7(a), un double-
ment des émissions de NOx induit des variations de moins de 15% dans les concentrations
d’ozone de l’après-midi, à une heure où la sensibilité à ces émissions est pourtant élevée.
D’un point de vue formel, l’utilisation du krigeage est donc nécessaire dans de nombreux
cas pour que l’optimisation atteigne une solution mathématiquement acceptable.
4.4.3 Impact du krigeage
La comparaison des cas dans lesquels les deux méthodes ont convergé permet de quantifier
l’impact de l’utilisation du krigeage par rapport à celle des mesures seules. Les scores
moyens obtenus dans ces cas (Tableau 4.1) sont reproduits dans le Tableau 4.2 avec les
variances correspondant.
ǫE ǫm Type de contraintes
mesures krigeage
-70% 0% 53.8 (10.9) 29.8 (7.7)
10% 49.3 (9.9) 31.6 (2.7)
15% 57. (14.4) 29.7 (8.7)
-50% 0% 35.4 (21.3) 29.1 (1.2)
10% 29. (19.4) 31.4 (0.5)
+20% 10% -77.4 (121.4) 26.8 (0.7)
TAB. 4.2 – Scores moyens (avec leur variance) obtenus pour l’optimisation des émissions
de NOx avec des mesures ou des analyses de NO comme contraintes.
L’écart moyen avec les émissions «réelles» est réduit de 45,1 à 59,3% en utilisant les
mesures (mais il est augmenté dans un cas) et de 26,8 à 31,6% en utilisant le krigeage.
Cependant, les variances plus élevées obtenues pour les cas utilisant les mesures seules
(Tableau 4.2) indiquent que pour ceux-ci, les corrections ne sont pas réparties également
sur tous les flux.
Le cas u50 avec des mesures de NO à±10% illustre la répartition des corrections obtenues
par trois méthodes :
– avec les mesures seules
– avec les mesures et une matrice « de background» égale à l’identité par manque d’in-
formation
– avec le krigeage.
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La matrice « de background» ajoute au coût, pour chaque flux à inverser, un terme de la
forme bii × (xi(t) − xi,f (t))2 (voir page 31) avec xi,f (t) = 1∀i, t (il s’agit du coefficient
multiplicatif a priori) et bii = 1∀i puisqu’on a choisi la matrice identité. Chaque compo-
sante du gradient comporte donc un terme supplémentaire de la forme 2×bii×(xi(t)−1).
Rappelons que la matrice «de background» a pour rôle de pénaliser les solutions qui
s’éloignent trop des valeurs a priori.
La Figure 4.4 indique l’écart entre le flux optimisé et le flux réel (en %) pour les huit flux
inversés (quatre flux à 8 heures et 9 heures). L’utilisation des mesures seules aboutit bien
à une distribution des corrections très hétérogène en espace et en temps : dans la partie
sud-ouest par exemple, le flux optimisé est sous-estimé de seulement 13,9% à 8 heures
mais il est surestimé de plus de 37% à 9 heures. L’ajout de la matrice «de background»
permet d’homogénéiser la répartition des corrections. Cependant, les meilleurs résultats
sont obtenus avec le krigeage : les corrections sont réparties de façon homogène et l’écart
moyen sur les huit flux inversés, qui est de 50% (en valeur absolue) pour le cadastre a





















mesures mesures + B=I krigeage
FIG. 4.4 – Écart entre le flux optimisé et le flux réel (en % par rapport au flux réel) :
comparaison des résultats obtenus en utilisant trois types de contraintes différents. Écart
entre les flux a priori et les flux réels = -50%.
Une correction beaucoup plus grande de certains flux peut indiquer soit que le cadastre a
priori n’est pas d’une qualité homogène soit que l’information n’est pas bien répartie. Les
cas académiques permettent de comprendre ce qui se passe dans la seconde possibilité.
Les flux eux-mêmes ne sont pas homogènes, ni dans l’espace ni dans le temps. Cependant,
le but de l’inversion est d’optimiser le cadastre comme un tout. Les corrections doivent
donc être réparties de façon aussi homogène que possible afin que la structure générale
du cadastre, les rapports entre les différents flux (correspondant à des mailles urbaines ou
rurales par exemple) soient respectés.
65
CHAPITRE 4. MÉTHODOLOGIE D’OPTIMISATION AVEC KRIGEAGE
4.4.4 Lien entre contraintes et espèce à inverser
4.4.4.1 Concentrations de NO
La Figure 4.5 indique les scores obtenus pour l’ensemble des cas élaborés pour trois cycles
krigeage - optimisation successifs (Tableau 4.1 pour le premier cycle). L’absence de score
pour un des cycles signifie que la convergence n’a pas été atteinte dans le nombre d’itéra-
tions ou de simulations imparti (qui correspond à un temps de calcul de plusieurs heures).
Cependant, lorsqu’un cycle n’a pas permis d’atteindre la convergence, il est tout de même
possible de repartir du point atteint pour effectuer le cycle suivant.
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FIG. 4.5 – Scores moyens (%) après un à trois cycles krigeage-optimisation.
L’influence de la qualité des mesures n’est pas significative : quel que soit le nombre de
cycles krigeage-optimisation considéré, une meilleure qualité des mesures (ǫm plus petit)
n’implique pas systématiquement un meilleur score. Il faut de plus noter que le principe
du krigeage implique que toute mesure supplémentaire augmente la qualité des analyses.
Si l’on considère les résultats de la première optimisation, l’influence de la qualité du
cadastre a priori n’est pas limitante, du moins dans la fourchette de variation testée ici (de
-70 à +100%), qui est raisonnable pour les émissions de NOx en Île-de-France.
Le fait que le krigeage utilise les concentrations obtenues par la simulation directe «brute»,
effectuée avec le cadastre a priori, semble limiter les possibilités de l’optimisation. Après
une optimisation, l’écart moyen avec la «réalité» est réduit de 17,4 à 42,8% (Tableau 4.1).
Dix-neuf cas convergent après le deuxième cycle krigeage-optimisation. La qualité des
résultats est améliorée pour 16 d’entre eux, pour lesquels l’écart avec la réalité est dimi-
nué de 46 à 86%, et la convergence est atteinte avec des scores supérieurs à 60% pour 2
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autres cas. Un troisième cycle permet d’augmenter le score de 10 cas sur 15.
L’influence des différents cycles sur la qualité des contraintes obtenues est représentée sur
la Figure 4.6 pour la maille correspondant au Sud-Ouest de la zone formée par les quatre
flux. La comparaison des analyses montre qu’elles se rapprochent de la réalité à chaque
cycle dans tous les cas ; le coût est bien diminué à chaque cycle, ainsi que la norme du
gradient. Dans un cas réel, pour lequel on ne dispose pas de la comparaison à la réalité, il
paraît donc difficile de prévoir si une optimisation supplémentaire conduira à un meilleur
cadastre optimisé.

























FIG. 4.6 – Évolution des concentrations de NO «réelles», a priori et optimisées pour
o100 avec les contraintes obtenues à partir de mesures à ±=10%, dans une maille située
au-dessus d’un des flux inversés.
4.4.4.2 Concentrations d’ozone
Les scores obtenus pour l’inversion des émissions de NOx avec des concentrations d’ozone
comme contraintes restent inférieurs à 15%, quel que soit l’écart entre les cadastres a
priori et «réel» (Tableau 4.1).
Ces mauvais résultats s’expliquent par l’absence de mesures d’ozone à l’endroit et à
l’heure auxquels la sensibilité aux émissions de NOx est maximale. Comme indiqué sur
la Figure 4.7(a), la direction du vent fait qu’il n’y a pas de mesure dans le panache. Cette
situation est à comparer à celle des cas précédents : à l’endroit et à l’heure auxquels la
sensibilité des concentrations de NO aux émissions de NOx est maximale, c’est-à-dire au-
dessus des émissions à 9 heures, de nombreuses mesures sont disponibles (Figure 4.7(b)).
Les mesures d’ozone disponibles ne fournissent donc pas d’information pertinente, ou du
moins pas assez, sur l’espèce à inverser c’est-à-dire les NOx émis le matin en ville.
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45[NO] a priori - [NO] vraie Niv. 1: 1998/08/07 - 9 heures
(b) NO
FIG. 4.7 – Écart (ppb) entre les concentrations simulées avec le cadastre a priori o100 et
les concentrations «réelles» à l’heure du pic.
Ce manque d’information conduit le krigeage à peu modifier les concentrations a priori
dans le panache : les analyses en sont donc très proches (voir Figure 4.8, à comparer à la
Figure 4.6). Avec des contraintes peu différentes des valeurs a priori, l’inversion conduit
à des flux optimisés proches des flux a priori.






















FIG. 4.8 – Évolution des concentrations d’ozone «réelles», a priori et optimisées pour
o100 avec les contraintes obtenues à partir de mesures à ±=15%, au cœur du panache.
Des stations de mesures «virtuelles», indiquées sur la Figure 4.7 par des points blancs, ont
été ajoutées dans le panache. Des mesures parfaites (à 0%) ont été générées avec ce nouvel
ensemble de stations. Le premier cycle de krigeage et d’optimisation des sept cadastres
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perturbés a été recalculé. Les résultats obtenus pour les quatre cas qui convergent après la
première optimisation montrent une amélioration des scores pour u50 (11.6 au lieu de 8.3)
et u20 (10.9 au lieu de 7.3) et une dégradation pour o20 (4.1 au lieu de 5.7) et o50 (-2.3 au
lieu de 0.6). L’ajout d’informations dans le panache n’est donc pas aussi profitable selon
l’erreur commise dans le cadastre connu. Dans notre cas, les stations supplémentaires
permettent une meilleure correction d’une sous-etimation des émissions de NOx le matin
en ville alors qu’une surestimation des mêmes émissions reste mal corrigée.
Cas des COV L’inversion des émissions de COV nécessiterait l’utilisation de contraintes
liées aux émissions de COV, par exemple des concentrations d’ozone. Comme indiqué
dans le cas de émissions de NOx, les informations contenues dans le panache d’ozone
l’après-midi ne sont pas accessibles aux mesures. Or, dans le cas de l’Île-de-France par
exemple, les flux les plus intenses de COV sont, comme pour les émissions de NOx, lo-
calisés au centre du domaine (Figure 4.9) alors que leur influence sur les concentrations




























Cadastre vrai (molec.cm-2s-1 x10e11) COV: 9 heures
FIG. 4.9 – Cadastre d’émission «réel» : flux total de COV à 9 heures le 7 août 1998.




















18[O3] a priori - [O3] vraie Niv. 1: 1998/08/07 - 16 heures
FIG. 4.10 – Écart (ppb) entre les concentrations d’ozone simulées avec le cadastre a
priori o100 pour les COV et les concentrations «réelles» à l’heure du pic.
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4.5 Conclusion
L’utilisation des analyses comme contraintes pour l’inversion s’avère donc plus facile
et sûre que celles des mesures seules ou d’une matrice «de background». La répartition
spatiale et temporelle des corrections est plus homogène et cohérente pour l’ensemble du
cadastre.
Lorsque l’information contenue dans les mesures est pertinente, il est possible d’affiner les
résultats de l’inversion en effectuant des cycles krigeage-optimisation. Dans le cas où une
optimisation n’a pas convergé, un cycle supplémentaire peut même permettre à l’inversion
d’aboutir (cas o50 et o70 avec mesures parfaites). Les résultats peuvent cependant être
dégradés dans certains cas.
L’utilisation du krigeage permet de répartir l’information disponible dans les mesures de
façon à la rendre mieux exploitable par l’inverse mais, bien sûr, il n’y a pas création
d’information. Il n’est donc pas possible de compenser un manque d’information dans
les mesures. Dans le cas de base utilisé ici pour élaborer les cas académiques, aucune
mesure n’est disponible dans le panache ; l’utilisation des concentrations d’ozone comme
contraintes pour inverser les émissions de NOx matinales n’est donc pas intéressante.
70
Chapitre 5
Agrégation spatiale et autres
paramètres : compléter la méthodologie
5.1 L’agrégation spatiale
Utiliser des informations a priori dans l’espace des paramètres L’utilisation du kri-
geage permet d’exploiter au mieux toutes les informations disponibles. La quantité totale
d’informations reste cependant limitée et le problème de la grande dimension du problème
par rapport à la quantité d’informations disponible demeure. Dans le cas de la pollution
à l’échelle régionale, il est cependant particulièrement difficile d’ajouter de l’information
dans l’espace des émissions (voir page 41).
Une technique simple d’agrégation spatiale dans l’espace des paramètres peut résoudre
en partie le problème. En regroupant des paramètres pour lesquels on suppose que les
corrections à apporter sont assez proches, il est possible de réduire la dimension du vecteur
d’état (qui contient les coefficients de correction et non les paramètres eux-mêmes) c’est-
à-dire celle du problème.
Tout ajout d’information dans l’espace des émissions, et l’agrégation spatiale en particu-
lier, exige cependant d’effectuer des choix a priori, basés sur des hypothèses de travail.
Aussi réalistes soient-elles au regard des données disponibles, leur validité est nécessaire-
ment discutable.
5.1.1 Principe
Pour diminuer la dimension du problème, c’est-à-dire la taille du vecteur d’état, une solu-
tion simple consiste à regrouper les paramètres de telle sorte qu’une seule composante du
vecteur d’état, c’est-à-dire un seul coefficient correctif, s’applique à plusieurs paramètres,
par exemple plusieurs flux d’émission. Ces paramètres sont pour cela regroupés au sein
d’une même zone.
On peut envisager de regrouper les paramètres spatialement et temporellement, des cri-
tères variés étant retenus pour définir l’emplacement et la taille des différentes zones d’in-
térêt (voir Heimann et Kaminski (1999) pour des exemples variés à l’échelle globale) :
à l’échelle globale, Bousquet et al. (1999a) se basent sur la répartition géographique et
les différents secteurs d’émissions, Prinn et Hartley (1995) recommandent d’utiliser les
mesures de flux d’émission disponibles, enfin, Houweling et al. (1999) se basent sur la ré-
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solution de leur modèle ; à l’échelle régionale, Mulholland et Seinfeld (1995) constituent
des ensembles de sources particuliers. D’un point de vue théorique, le nombre de zones
doit être égal au nombre de contraintes et en pratique est souvent inférieur (Heimann et
Kaminski 1999). Le choix de zones très étendues, àl’échelle globale, peut introduire des
erreurs importantes dues aux processus d’échelles inférieures à la taille des régions défi-
nies (Kaminski et al. 2001). Au sein de chacune des grandes zones, la distribution relative
des flux d’émission est supopsée connue a priori (Hartley et Prinn 1993). Seule l’intensité
des émissions dans chaque zone est alors optimisée (Mahowald et al. 1997).
Cependant, dans notre cas, les mêmes raisons qui limitent les possibilités de mise en
œuvre d’une matrice «de background» pertinente (voir page 41) obligent à procéder aussi
simplement que possible, afin d’éviter d’avoir à faire des hypothèses trop rigides. C’est
pourquoi il a été choisi de regrouper les paramètres spatialement mais non temporelle-
ment. On évite ainsi d’avoir à formuler des hypothèses sur le profil temporel des cor-
rections. Les différentes zones sont alors définies comme des regroupements spatiaux de
paramètres, par exemple en ensemble de flux d’émissions ruraux voisins.
L’agrégation spatiale ne doit pas effacer les disparités à l’intérieur de chaque zone afin de
conserver la structure spatiale sous-jacente, notamment celle du cadastre dans le cas des
flux d’émissions. On définit donc des zones, différentes pour chaque type de paramètre,
à l’intérieur desquelles on applique le même coefficient à toutes les valeurs a priori. On
fait donc simplement l’hypothèse que les paramètres regroupés doivent être corrigés de
la même façon, dans la même proportion. Cette information peut être tirée des connais-
sances sur l’élaboration du cadastre. Par exemple, tous les flux d’émissions dus au trafic
comportent probablement des erreurs du même type.
Cependant, la construction des zones doit également prendre en compte la sensibilité de
la fonction coût aux paramètres regroupés. En effet, dans une zone z, pour les n valeurs
















avec p0i la valeur a priori de pi. Il faut donc regrouper les paramètres pi de telle sorte que
les termes en ∂J
∂pi
ne se compensent pas. Sans cette précaution, il sera possible d’obtenir
un gradient nul non représentatif du problème.
5.1.2 Mise en œuvre
L’agrégation spatiale a été conçue avant tout pour les flux d’émissions dans le cas d’un
cadastre a priori sur lequel aucune autre information n’est disponible. Il a donc été sup-
posé que des flux de même intensité étaient à corriger dans les mêmes proportions. Cette
hypothèse est par exemple valable dans le cas où un même secteur d’activité est respon-
sable de la plus grande partie des émissions d’une espèce, comme le trafic est responsable
de presque toutes les émissions de NOx en été en Île-de-France. Il est alors logique de
supposer que les éventuelles erreurs dans la constitution du cadastre sont les mêmes pour
tous les flux urbains ou ruraux par exemple.
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Il n’est pas possible d’effectuer systématiquement des calculs de sensibilité pour délimiter
des zones cohérentes pour chaque type de paramètre. En effet, cela nécessiterait un calcul
adjoint complet par maille du domaine, ce qui annulerait le bénéfice en temps de calcul
de la méthode de l’adjoint. Cependant, il est possible de déterminer grossièrement des
zones suffisamment cohérentes d’après la physique du cas étudié, approche qui dépend
donc prinicpalement de la configuration du site d’étude.
Dans les cas où une zone de sources très intenses existe, on peut distinguer, en plus de
cette zone, trois régions, schématisées sur la Figure 5.1 :
– une région en amont de la zone source, particulièrement sensible aux conditions aux
limites et aux émissions locales
– une région située directement sous le vent de la source, dans le panache, qui est donc
particulièrement sensible à l’intensité de la source







FIG. 5.1 – Schéma d’un découpage en grandes régions selon la direction du vent.
Finalement, pour les flux d’émissions, la construction des zones se fait en quatre étapes :
Étape 1 : un seuil est imposé afin de ne pas traiter les flux d’émission très faibles (Fi-
gure 5.1). Dans le cas des NOx par exemple, on peut ne s’intéresser qu’aux flux
du même ordre de grandeur que le flux maximum ou prendre en compte les flux
de l’ordre de grandeur inférieur.
Étape 2 : la zone d’émission maximale est déterminée : c’est la zone qui comprend le flux
maximal et ceux qui sont compris dans la tolérance τE choisie. La tolérance τE
est le pourcentage maximum d’écart souhaité entre le flux maximal et les flux
regroupés dans la même zone : celle-ci englobe donc le flux maximal Emax et
tous ceux qui sont au moins égaux à (1− τE)× Emax.
Étape 3 : les zones «amont», «aval» et «de panache» (de la zone d’émission maximale)
sont déterminées à partir de la direction du vent dans la zone maximale. Cette
étape de calcul simple est valable pour la région parisienne mais sera éventuel-
lement à élaborer davantage dans le cas de topographies plus complexes.
Étape 4 : à l’intérieur de chaque zone de l’écoulement, les flux sont regroupés selon la to-
lérance τE voulue. Dans le panache par exemple, peuvent se trouver des mailles
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contenant des flux d’émissions assez intenses de banlieue et des mailles rurales
dans lesquelles les flux sont faibles. Si τE n’est pas trop grande, ces deux types
de flux sont finalement regroupés dans des zones différentes.
Le nombre de zones obtenu dépend du pourcentage maximum d’écart souhaité. Plus la
tolérance est grande, plus le nombre de zones est petit. Les quatre étapes de la construction
des zones sont répétées à chaque heure à inverser, c’est-à-dire à une résolution temporelle
correspondant aux variations d’intensité des flux d’émissions et à celles de la direction du
vent. Il est important de noter que l’agrégation spatiale effectuée est donc dynamique : les
zones définies varient selon les heures en fonction de la direction du vent et des variations
d’intenstié des flux d’émission.
Pour d’autres types de paramètres (météorologiques par exemple), la construction des
zones devra être adaptée selon la structure du champ : par exemple, pour un champ de
température assez homogène dans tout le domaine, une seule zone suffit (voir page 78).
5.1.3 Validation par des cas académiques
Il s’agit ici d’estimer dans quelle mesure la diminution de la dimension du problème
permet au critère de convergence défini précédemment d’être atteint et si l’agrégation
spatiale élaborée pour les flux d’émissions permet d’obtenir la précision voulue.
5.1.3.1 Cas académiques élaborés
Le même principe que dans le cas du krigeage (voir page 60) est utilisé pour élaborer
des cas académiques-réels sur la base du 7 août 1998, comme décrit page 60. Les flux
perturbés sont toujours les émissions de NOx à 8 heures et 9 heures mais leur nombre
varie. Les différents cadastres a priori sont indiqués dans le Tableau 5.1.
Nom du cas ǫE (%) Flux perturbésa priori−réel
réel Intensité (moléc.cm−2.s−1) Nombre
o50-58 +50 > 1.1012 58
o20-58 +20 > 1.1012 58
o50-127 +50 > 5.1011 127
o20-127 +20 > 5.1011 127
o-58 +50/+40 > 1.1012 58
TAB. 5.1 – Flux perturbés et différence en % entre les cadastres a priori et «réel» entre 8
et 9 heures. Le nombre de flux perturbés est le total sur les deux heures.
5.1.3.2 Inversions
L’inversion porte sur les émissions de NOx de 8 heures à 9 heures avec comme contraintes
les analyses de concentrations de NO de 9 heures à 17 heures, élaborées à partir de me-
sures «parfaites» (ǫm = 0). Différents cas d’inversion sont comparés afin :
– de montrer l’impact de la diminution de la taille du problème
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– de déterminer s’il existe une dimension optimale par rapport à la quantité d’information
disponible et au critère de convergence choisi
– d’estimer la précision atteinte par l’agrégation spatiale mise au point pour les flux
d’émissions.
5.1.3.3 Résultats
Nécessité de la réduction de la dimension
Le cas o50-58 a été inversé en réduisant peu à peu la dimension du problème c’est-à-dire
en procédant à des regroupements au sein de zones de plus en plus larges. Les résultats
obtenus sont indiqués dans le Tableau 5.2. La dimension est de 57 et non 58 avec une
tolérance τE =0% car deux des flux les plus intenses sont égaux. Les zones obtenues sont
représentées sur la Figure 5.2 pour une seule heure, la dimension étant le nombre total de
zones à inverser pendant les deux heures.




TAB. 5.2 – Scores moyens obtenus pour l’optimisation des émissions de NOx avec des
concentrations de NO comme contraintes, selon la dimension du problème (cas o50-58).









































FIG. 5.2 – Zones obtenues pour le cas o50-58 à 8 heures (29 flux), selon la tolérance τE
choisie.
La réduction de la dimension du problème de 57 à 33 permet bien d’atteindre la conver-
gence. Rappelons que le nombre de mesures disponibles est de 24 par heure pour une
fenêtre temporelle de 8 heures. Les scores obtenus sont satisfaisants puisque la différence
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entre les cadastres a priori et «réel» est réduite de plus de 45% après la première optimi-
sation. Le principe théorique et le traitement numérique de l’agrégation spatiale sont donc
validés.
Dans ce cas, plus la dimension est réduite, meilleur est le résultat de l’optimisation : le
score augmente de 9 points quand la tolérance τE augmente de 10 à 20%. Malheureuse-
ment, cet effet positif de la réduction de la dimension n’apparaît que parce que, dans ce
cas particulier, tous les flux regroupés sont véritablement à corriger dans la même propor-
tion. Dans un cas réel, l’hypothèse de l’uniformité de la correction n’est jamais exacte et
constitue une limite de la méthode.
Une dimension optimale ?
Plusieurs cas ont été comparés afin de déterminer s’il existe une dimension permettant
d’obtenir systématiquement la convergence de l’optimisation, la quantité d’information
étant toujours la même. Le Tableau 5.3 indique pour divers cas le nombre total de flux
concernés et la dimension la plus grande permettant d’obtenir la convergence de l’optimi-
sation.





TAB. 5.3 – Dimension permettant d’obtenir la convergence pour l’optimisation des émis-
sions de NOx avec des concentrations de NO comme contraintes, selon le nombre de flux
du problème.
Bien que les cadastres a priori ne comportent pas la même erreur, les cas o20-58 et o50-58
convergent tous les deux pour une dimension de 33. Il semble donc que, pour un problème
donné (même «physique» et mêmes informations), la dimension permettant à l’optimisa-
tion de converger ne dépend que de la quantité d’informations disponible. Cependant, les
cas o20-127 et o50-127 infirment cette possibilité. Pour le même nombre de flux à in-
verser, un cadastre a priori surestimé de seulement 20% permet de n’avoir à réduire la
dimension que de 127 à 26 (soit environ 4,9 fois) pour atteindre la convergence contre
une réduction de 127 à 14 (soit plus de 9 fois) pour un cadastre a priori surestimé de 50%.
Il apparaît donc que la dimension maximale permettant à l’optimisation de converger ne
dépend pas seulement de la quantité d’informations disponible mais aussi de la qualité
du cadastre a priori et des contraintes. Cette conclusion attendue a des conséquences pra-
tiques sur la procédure d’inversion. En effet, pour un problème donné, il sera nécessaire de
procéder de façon assez empirique à des réductions successives de la dimension, jusqu’à
atteindre celle qui permettra la convergence de l’optimisation.
L’hypothèse d’homogénéité de la correction
Afin de déterminer l’influence de l’hypothèse de l’uniformité de la correction sur la struc-
ture des résulats, le cas o-58 a été créé en perturbant différemment les flux des mailles
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paires et impaires (Figure 5.3 : mailles paires à +50%, mailles impaires à +40%). La
dimension a dû être réduite à 9 pour que l’optimisation converge ; des flux perturbés dif-
féremment ont été regroupés.
La différence entre le cadastre optimisé et la réalité conserve la structure en damier impo-
sée au cadastre a priori (Figure 5.3). L’homogénéité de la correction au sein d’une zone
ne permet pas d’obtenir une erreur plus homogène pour le cadastre optimisé que pour le
cadastre a priori.
Le score moyen global atteint cependant 56,18%, soit une différence moyenne avec la
«réalité» réduite de plus de la moitié. Le score moyen des flux surestimés de 50% est
de 54,53 et celui des flux surestimés de 40% est de 58,22. Ces résultats après un cycle
krigeage-optimisation sont très satisfaisants. Si l’erreur du cadastre optimisé n’est pas
homogène, la cohérence est maintenue puisque les écarts ont été réduits quasiment dans
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FIG. 5.3 – Différence (en %) avec le cadastre «réel» de NO pour le cas o-58 à 8 heures.
5.1.3.4 Conclusion
L’agrégation spatiale utilisée ici est basée sur l’hypothèse que les paramètres regroupés
sont à corriger dans la même proportion. Le principe général de l’agrégation spatiale peut
être mis en œuvre de diverses façons. Le choix présenté ici est très simple et adapté à une
région comme l’Île-de-France : les zones regroupent des flux d’émissions d’intensités
proches selon la physique de la situation qui permet de prendre en compte le signe de la
sensibilité du coût à ces émissions.
Des cas académiques ont permis de valider la gestion numérique et de montrer l’intérêt
de la réduction de la dimension du problème. Les scores obtenus après un seul cycle
krigeage-optimisation sont très satisfaisants, supérieurs à 45% dans les exemples détaillés.
L’agrégation spatiale élaborée ici permet de diminuer la dimension du problème de telle
sorte que le critère de convergence est atteint et que les flux d’émission sont inversés avec
la précision voulue.
Cependant, il est également apparu que la dimension permettant à l’optimisation de conver-
ger ne pouvait être déduite uniquement de la quantité d’information disponible mais du
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problème dans son ensemble (la qualité du cadastre a priori joue notamment un rôle
important). En pratique, cela signifie que l’inversion d’un cas réel demandera plusieurs
essais, avec des réductions successives de la dimension.
5.2 Prise en compte de paramètres autres que les émis-
sions
5.2.1 Nécessité
Les émissions font partie des paramètres auxquels les concentrations simulées sont les
plus sensibles. Mais selon le cas étudié, d’autres paramètres peuvent jouer un rôle aussi
important (Menut 2003). Or, l’hypothèse inhérente à la méthodologie choisie attribue aux
paramètres à inverser tout l’écart entre concentrations mesurées et simulées. L’inversion
des émissions seules aboutit alors au report de tout l’écart entre mesures et modèle sur les
flux optimisés : il y a sur-correction des émissions pour compenser les erreurs sur tous les
autres paramètres. Le cadastre d’émissions obtenu n’est alors plus indépendant de l’outil
de modélisation utilisé.
Bien que le but de ce travail soit l’optimisation des émissions, il pourrait donc être né-
cessaire de prendre en compte dans l’inversion au moins les paramètres autres que les
émissions ayant une influence comparable sur les concentrations simulées. Il est en ef-
fet impossible d’inverser tous les paramètres d’entrée : le problème aurait une dimension
énorme. Il faut donc effectuer un choix parmi les paramètres les plus influents selon le cas
considéré.
Les paramètres sélectionnés peuvent ensuite être pris en compte de plusieurs façons. Ils
peuvent être inversés en même temps que les émissions mais ce choix conduit à augmenter
la dimension du problème et nécessite éventuellement l’ajout d’hypothèses, notamment
par le biais d’une matrice «de background» (voir page 78). Dans le cas de paramètres
comportant un biais connu ou une incertitude bien déterminée, il peut donc être plus in-
téressant de prendre en compte l’erreur qui leur est due avant l’inversion elle-même (voir
page 81).
5.2.2 Mise en œuvre dans l’inverse : la matrice «de background»
L’utilisation d’une matrice dite «de background», qui était à éviter pour les émissions,
est souhaitable dans le cas de variables météorologiques. En effet, d’une part, les valeurs
a priori de ces variables ont une incertitude connue et, d’autre part, CHIMERE est un
modèle «off-line». Cela signifie donc que les valeurs optimisées de variables météoro-
logiques doivent rester assez proches des valeurs a priori pour assurer la cohérence des
diagnostics effectués (voir page 41).
La température est un paramètre qui peut être inversé sans conduire à une trop grande
augmentation de la dimension du problème. En effet, dans une région à la topographie
assez simple (pas de côtes, pas de relief trop prononcé, une seule grosse agglomération),
on peut envisager d’agréger en seulement deux zones tout le domaine, une zone constituée
par l’ilôt de chaleur urbain et la deuxième par le reste de la région.
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Le vecteur d’état x comprend alors des coordonnées supplémentaires xtemp,r qui sont les
coefficients à appliquer à toutes les températures de chaque zone r = 1, 2. La fonction












∀ la maille i dans la zone r








































Rappelons que les termes notés «adjoint» sont calculés par l’adjoint en même temps que
les termes correspondant ∂JR
∂fluxi









La composante supplémentaire du gradient est donc de la même forme que les autres sauf
qu’il faut ajouter le terme dJB,r. Remarque : il n’y a pas de changement dans les autres
composantes du gradient puisque la température ne dépend pas des émissions à notre
échelle.
Exemple d’inversion de la température et des émissions Le modèle simple de cas
académiques décrit page 53 comporte un cadastre a priori dans lequel les émissions de
NOx des deux sources sont sous-estimées de 20% de 7 heures à 11 heures, tous les autres
paramètres étant «parfaits». Afin d’estimer la précision théorique de l’inversion de la tem-
pérature en même temps que les émissions, un champ de température a priori est élaboré
en sous-estimant la température de 10% (en Kelvin, donc de façon très exagérée) autour
des sources pendant les cinq heures d’intensité maximale.
Les inversions des émissions de NOx et des températures perturbées sont effectuées pen-
dant une fenêtre temporelle de six heures, de 7 heures à midi. Le coefficient de correction
qui devrait être obtenu est donc, pour les cinq premières heures, 1,25 pour les émissions
et 1,11 pour les températures et 1 pour la dernière heure. Les différences entre cadastre a
priori avec météorologie a priori et cadastre «réel» avec météorologie «réelle» amènent
aux écarts entre concentrations de NOx simulées représentées sur la Figure 5.4 pour NO.
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100[NO] vraie: 10 heures     5 m/s
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0.1[NO] connue - [NO] vraie: 10 heures      5 m/s
a             
a’             
1             
2             
(b) Écarts entre les concentrations de NO simu-
lées avec le cadastre et la météorologie a priori
et avec le cadastre et la météorologie «réels»
FIG. 5.4 – Concentrations surfaciques de NO et écarts (ppb) entre concentrations a priori
et «réelles» à 10 heures.








































FIG. 5.5 – Coefficients correctifs pour les émissions (pour la source 2) et les températures
à chaque heure de la fenêtre temporelle quand les flux d’émissions sont indépendants.
Les deux stations de mesure (a) et (a’) sont disponibles (indiquées sur la Figure 5.4) et
fournissent des mesures «parfaites» de NO. Dans les deux cas inversés, les deux tempéra-
tures à optimiser sont regroupées en une seule zone.
Dans le premier problème inversé, les deux flux d’émissions sont inversés indépendam-
ment. Seul l’ajout de la matrice «de background» compense donc l’augmentation de la
dimension provoquée par l’ajout de la zone des températures. La Figure 5.5 résume les
résultats pour les émissions et les températures. Bien que les émissions optimisées des
deux sources soient quasiment égales aux émissions «réelles», ces résultats ne sont pas
aussi bons que ceux de l’inversion des sources seules décrite page 55. Les températures
optimisées ne sont même pas corrigées dans le bon sens : les coefficients correctifs sont in-
férieurs à 1. Dans ce problème, l’information ajoutée grâce à la matrice «de background»
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ne suffit donc pas à obtenir un cadastre et un champ de température optimisés corrects.
Dans le second problème, la dimension est donc réduite en regroupant les deux flux
d’émissions. La Figure 5.6 résume les résultats pour les émissions et les températures.
Les émissions «réelles» sont parfaitement retrouvées après l’inversion. Les températures
optimisées sont presque égales aux températures «réelles» sauf pour la deuxième heure
(correspondant à 8 heures) où le problème de sous-estimation persiste. De plus, il est né-
cessaire, pour obtenir la convergence, d’effectuer davantage d’itérations que dans le cas
de l’inversion des émissions seules.








































FIG. 5.6 – Coefficients correctifs pour les émissions et les températures à chaque heure
de la fenêtre temporelle quand les flux d’émissions sont regroupés.
Finalement, l’inversion de la température en même temps que les émissions est possible
mais ne semble pas, dans ce cas académique, très fiable.
5.2.3 Mise en œuvre en amont de l’inverse
5.2.3.1 Correction de biais
Les conditions aux limites et la direction du vent sont des paramètres susceptibles de com-
porter des biais non négligeables mais qui sont, dans certains cas, repérables en comparant
les concentrations mesurées et simulées. Une station située au bord du domaine en amont
des sources principales peut suffire à indiquer un biais dans les conditions aux limites.
Les stations situées dans le panache d’une source très intense, par exemple Paris en Île-
de-France, permettent de déterminer si la direction du vent est correcte. Quand le champ
de vent est de direction et de module constants sur une vaste étendue, dans des situations
de turbulence faible, il est possible de rectifier ces biais en les soustrayant directement des
paramètres a priori.
Exemple de panache urbain avec un biais dans la direction du vent La Figure 6.9
page 99 indique les concentrations d’ozone simulées par CHIMERE pour le 7 août 1998
à 15 heures en surface ainsi que des mesures de stations du réseau AIRPARIF (voir le
Chapitre 6 pour les détails des simulations et des mesures). L’intensité du panache est
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effectivement reproduite mais il est légèrement décalé vers le Sud par rapport aux obser-
vations (ESQUIF 2001; Hodzic 2002; Menut et al. 2000), comme l’indique par exemple
la mesure à 112 ppb qui est à la frange du panache modélisé au lieu d’être au centre.
Ce glissement est dû au fait que les champs météorologiques d’ECMWF, qui ne sont pas
finement résolus, sont linéairement interpolés.
5.2.3.2 Encadrement pour une incertitude connue
Dans le cas de la hauteur de couche-limite, il est plus difficile de détecter et corriger un
biais. Si l’on ne souhaite pas inverser ce paramètre, il est tout de même possible d’obtenir
un ordre de grandeur de son influence sur les résultats de l’inversion. En effectuant plu-
sieurs inversions d’un même cas avec une HCL a priori légèrement modifiée, on obtient
un jeu de cadastres optimisés que l’on peut comparer.
Exemple d’inversion avec incertitude sur la HCL Dans le cas des émissions de NOx
inversées avec des contraintes de NO, on peut s’attendre à ce que la relation entre la
variation de la HCL et l’écart sur les corrections des émissions soit linéaire. En effet, la
hauteur de couche-limite détermine le volume dans lequel les émissions sont diluées.
Le cas o50-58 a été simulé et inversé avec une HCL surestimées de 10% dans tout le
domaine. Le score obtenu est de 40,6% au lieu de 45,7% lorsque la HCL est «réelle».
Il faut remarquer que dans un cas réel, on ne peut dire quelle inversion est plus proche
de la réalité. Le score plus faible obtenu avec la HCL perturbée est dû au fait que la
surestimation du volume dans lequel elles sont diluées compense en partie la surestimation
des émissions. Avec un plus grand volume de dilution des émissions, les concentrations de
NO sont déjà plus proches de la «réalité» avec le cadastre a priori. La différence moyenne
entre les corrections obtenues avec la HCL «réelle» et avec la HCL surestimée de 10% est
de 10,2 points, ce qui correspond à la relation prévisible quasiment linéaire entre l’écart
sur les corrections des émissions de NO et la variation de la HCL.
On dispose donc de deux méthodes pour prendre en compte les erreurs sur des paramètres
météorologiques avant une inversion : si un biais a été détecté, on peut l’éliminer avant
la simulation directe ; si leur incertitude est bien connue, on peut faire varier les valeurs a
priori et comparer les cadastres optimisés.
5.3 Conclusion : la méthode complète
5.3.1 L’inversion
La Figure 5.7 résume la méthode d’inversion complètement élaborée. Il faut d’abord ef-
fectuer le krigeage qui fournit les contraintes pour l’inversion. Les stations du réseau dis-
ponibles pour l’espèce (ou les espèces) choisie(s) fournissent les mesures. Les paramètres
connus (émissions, météorologie) sont utilisés pour effectuer une simulation directe qui
donne les concentrations a priori. Le krigeage utilise les concentrations mesurées et si-
mulées pour élaborer le champ de concentrations analysées (analyses et variances).
Il faut ensuite préparer le vecteur des paramètres que l’on veut inverser. Pour les émis-
sions, il peut être nécessaire de procéder à une agrégation spatiale, qui tient compte des
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caractéristiques du cadastre connu. Il faut effectuer un choix parmi les autres paramètres,
comme la météorologie, afin de ne garder que les plus pertinents.
L’inverse utilise comme contraintes les analyses du krigeage et optimise les paramètres
contenus dans le vecteur d’état. On obtient finalement un cadastre optimisé pour les émis-

























FIG. 5.7 – Tous les éléments de notre méthode d’inversion.
5.3.2 Stratégie générale
L’optimisation des émissions par modélisation inverse nécessite une stratégie générale
autour de l’inversion proprement dite.
Il faut tout d’abord identifier les problèmes rencontrés dans la simulation des concentra-
tions dans la région d’étude, par exemple, des biais importants ou une mauvaise reproduc-
tion des pics de NOx.
Il faut ensuite déterminer les paramètres ayant la plus grande influence sur ces écarts.
L’étude des particularités de la physique du site ou des études de sensibilités permettent
en général de retenir quelques paramètres-clefs comme les émissions de certaines espèces,
les conditions aux limites ou le champ de vent.
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Pour choisir les paramètres-clefs à prendre en compte, il faut connaître au moins un
ordre de grandeur des diverses incertitudes. Les paramètres ayant une incertitude faible ne
doivent en effet pas être modifiés. Cette sélection doit permettre de retenir les paramètres
qui ont à la fois une grande influence sur les concentrations et une grande incertitude.
Afin de choisir la meilleure façon de prendre en compte les paramètres autres que les
émissions, il est important de connaître la manière dont s’exerce leur influence sur les
concentrations. Les conditions aux limites, par exemple, ont sur la plupart des espèces
un impact linéaire : les concentrations importées dans le domaine s’ajoutent à celles qui
résultent de la production locale. Il est donc plus simple et facile de «débiaiser» les condi-
tions aux limites en amont de l’inverse plutôt que de les inverser.
Une fois que les paramètres à inverser ont été choisis, on peut effectuer l’inversion elle-
même, comme décrit page 82 et exploiter les résultats, c’est-à-dire le cadastre et éventuel-
lement les autres paramètres optimisés.
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Application à des cas réels
6.1 Le cadre de l’étude : l’Île-de-France
Il a été choisi de mener les premières études en Île-de-France, région qui présente plu-
sieurs avantages de ce point de vue. Tout d’abord, sa topographie simple avec un relief
faible, son éloignement des côtes contribuent à créer des champs dynamiques plus ho-
mogènes et donc plus facilement reproductibles lors des simulations que dans une région
comportant des reliefs prononcés ou une côte favorable aux phénomènes de brise. De plus,
le réseau de mesure AIRPARIF est très complet (extension, densité, espèces mesurées) et
la campagne de mesure ESQUIF des étés 1998 et 1999 permet de disposer de huit cas de
pollution, d’une durée de deux à cinq jours chacun (Annexe B), pour lesquels les impacts
des différentes incertitudes ont déjà été étudiés (Beekmann et Derognat 2003; Menut et al.
2000; Menut 2003; Vautard et al. 2003).
6.2 Position du problème
Afin de déterminer les problèmes que pose le cadastre d’émissions en Île-de-France, deux
études ont été effectuées. La première porte sur des processus d’émission qui sont absents
du modèle : les émissions tridimensionnelles des avions dans la couche-limite. La seconde
est une étude de comparaison entre les mesures et le modèle pour la campagne ESQUIF.
6.2.1 Impact des émissions 3D
Les émissions utilisées dans les modèles se présentent sous forme de flux surfaciques,
qui correspondent aux sources d’émissions les plus importantes, comme le trafic routier
ou les industries. Or, d’autres sources existent, non plus surfaciques mais en trois dimen-
sions : les avions de ligne, au décollage et à l’atterrissage, dans les trois aéroports civils de
taille importante situés en Île-de-France (Le Bourget, Roissy-Charles-de-Gaulle et Orly).
Même si ces avions ne sont évidemment pas une source primaire majeure en milieu ur-
bain, il paraît important de quantifier l’impact de ces émissions tridimensionnelles sur les
concentrations de polluants dans la couche-limite dans et autour de l’agglomération avant
de procéder à l’inversion des émissions.
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Ce travail préliminaire est décrit dans Pison et Menut (2004), reproduit en Annexe G. Les
résultats obtenus montrent que les émissions dues au trafic aérien au sein de la couche-
limite ont un impact non négligeable sur les concentrations d’ozone dans l’agglomération
(Figure 6.1). L’impact global net de ces émissions sur les concentrations d’ozone est néga-
tif, ce qui indique que les aéroports accentuent la titration de l’ozone par NO. Cet impact
est confiné au voisinage des aéroports (Figure 6.1), à cause de la rapidité des réactions
chimiques combinée à des vitesses de vent faibles (situation la plus fréquente lors des cas
de pollution observés en Île-de-France).
Finalement, il a été montré que la prise en compte de ces émissions permettait de mieux
reproduire certains phénomènes observés pendant la campagne ESQUIF (dont des pro-
cessus de titration de l’ozone par NO, mesurés par les avions lors de leur passage à la
verticale du Bourget). Cependant, la procédure d’implémentation des émissions tridimen-
sionnelles est particulièrement lourde à gérer dans le modèle de chimie-transport, pour un
impact sur les résultats qui n’explique pas complètement les différences entre les mesures
et le modèle : l’erreur majeure n’est pas due à ces émissions particulières. Dans un premier
temps, il a donc été décidé de ne pas prendre en compte ces émissions aéroportées lors
des procédures d’inversion. On inversera donc les émissions anthropiques surfaciques.
6.2.2 Comparaisons entre les mesures et le modèle
Cette étude doit permettre de détecter et d’estimer les erreurs (par exemple des biais sys-
tématiques) du modèle dues notamment à la météorologie et aux émissions.
6.2.2.1 Les données
Les mesures de routine AIRPARIF
En 1999, les mesures AIRPAIRF sont effectuées dans 35 stations représentatives de trois
types d’environnements dits urbain, rural ou «trafic» et 4 stations complémentaires de type
«observation» ; en 1998, dix stations supplémentaires étaient disponibles. Les mesures de
routine pour l’ozone, le monoxyde d’azote et le dioxyde d’azote sont effectuées avec une
résolution temporelle d’une heure mais toutes les mesures ne sont pas disponibles dans
toutes les stations. L’emplacement des stations, leur type et les mesures disponibles sont
indiquées sur la Figure 6.2.
Les trois types de station (décrits page 23) n’ont pas la même représentativité. Les stations
«trafic» sont représentatives d’un très petit volume, tout au bord de la voie sur laquelle
elles sont placées ; c’est pourquoi elles font l’objet d’une étude spéciale dans ce qui suit.
Les stations «observation» ne sont pas utilisées car leur représentativité n’est pas bien
contrôlée.
Dans les stations équipées, le dioxyde d’azote n’est pas mesuré directement. La méthode
employée conduit à surestimer la concentration de NO2 car d’autres composés azotés tels
que le PAN, le HONO, le HNO3 et certains nitrates organiques y sont inclus. Les mesures
de NO2 fournies sont donc plus proches des concentrations de NOy simulées. Dans la
suite, seules les observations d’ozone et de monoxyde d’azote sont prises en compte.
Les concentrations mesurées sont fournies en µg.m−3. Comme les mesures sont effec-
tuées près du sol, il est possible de les convertir facilement en ppb (l’unité de référence du
modèle) en utilisant les coefficients constants de conversion, qui sont typiquement de 1
1,95
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(b) Écarts maximaux positifs
(a) Écarts maximaux négatifs
FIG. 6.1 – Cartes composites d’écarts (ppb) entre les concentrations d’ozone de la simu-
lation prenant en compte les émissions des avions jusqu’à 3000 mètres et de la simulation
de référence sans émission tridimensionnelle : pour chaque maille, l’écart maximal (né-
gatif et positif) obtenu sur toute la durée de la simulation de la POI 2 à tous les niveaux
est représenté. L’échelle est choisie de telle sorte qu’on ne prend pas en compte les 10%
les plus faibles. CdG = aéroport Charles-de-Gaulle.
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Stations disponibles en 1999 et 1998 
FIG. 6.2 – Stations de mesures AIRPARIF. Le type de station est indiqué en couleur :
rouge = urbain, bleu = observation, vert = rural, jaune = trafic. Les mesures effec-
tuées sont indiquées par le symbole : croix = O3, NO et NO2, cercle = O3 seulement,
triangle = NO et NO2 seulement.
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pour l’ozone et 1
1,22
pour le monoxyde d’azote.
Enfin, lorsque plusieurs mesures sont disponibles pour une même maille, c’est leur moyen-
ne qui est comparée à la valeur simulée.
La simulation climatologique Les champs de concentrations des étés 1998 et 1999 ont
été simulés du 11 juin au 30 septembre, avec mise à l’équilibre du 1er au 10 juin avec le
modèle CHIMERE version V200211K en mode prévision décrit au Chapitre 3. L’Île-de-
France correspond, dans le modèle, à un domaine de 150×150 km centré sur Paris. La
résolution du domaine a été choisie pour coïncider avec celle du cadastre d’émissions, qui
est de 6 km. Le maillage compte donc 25×25 mailles horizontalement pour huit niveaux
verticaux.
6.2.2.2 Les indicateurs statistiques
Dans tout ce qui suit, on note On la n-ième valeur observée de l’échantillon considéré de







Suivant (Blond 2002a), on étudie les performances du modèle avec les trois indicateurs
statistiques suivants :
– le biais : c’est l’écart moyen entre les valeurs simulées et observées. Il indique les














– la corrélation : elle permet de savoir si la variabilité est bien reproduite, indépendam-















Ces variables permettent d’évaluer statistiquement la qualité du modèle si l’on suppose
que les observations ne sont pas biaisées.Cette hypothèse est fausse : les mesures sont
effectivement biaisées, leur contribution au biais étant due principalement aux erreurs
de représentativité de la mesure par rapport à la maille du modèle (au sol, les erreurs de
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mesure liées à l’instrument sont connues et très faibles). En réalité, on ne peut pas attribuer
les parts d’erreur respectives dues à la mesure ou au modèle et celles-ci peuvent de plus
se compenser. Ce n’est pas le but de cette étude puisque le krigeage permet d’obtenir le
meilleur état des connaissances prenant en compte les mesures et les simulations. Il s’agit
ici de détecter les principaux points faibles dans les paramètres du modèle, en considérant
qu’un écart important avec les mesures en constitue un indicateur.
6.2.2.3 Résultats statistiques
L’ozone :
L’ozone est un polluant secondaire représentatif à la fois de toute la chimie troposphérique
et des émissions. Les écarts entre concentrations d’ozone mesurées et simulées apportent
donc des informations sur l’ensemble des processus en jeu.
Statistiques ozone été 1998 été 1999
Site biais rms cor biais rms cor
zones urbaines
Champs-sur-Marne 7.5 13.3 0.76 x x x
Créteil 5.0 12.3 0.75 7.5 13.1 0.79
Garches 7.1 11.3 0.59 1.1 12.5 0.76
Gennevilliers x x x 3.3 11.5 0.81
Mantes 6.5 12.4 0.79 3.2 11.6 0.81
Melun x x x 7.6 13.1 0.81
Montgeron 2.9 11.5 0.78 6.3 12.3 0.80
Paris Nord-Est 0.8 10.2 0.8 0.5 11.1 0.8
Paris Nord-Ouest 4.6 11.0 0.8 4.6 11.8 0.79
Paris Sud-Est -2.8 10.9 0.80 -1.3 11.8 0.78
Paris Sud-Ouest 1.1 10.7 0.78 0.2 11.4 0.78
Tremblay -1.8 11.6 0.77 0.3 12. 0.78
Vitry 0.1 10.5 0.64 1.9 12.0 0.77
zones rurales
zone rurale Est x x x 5.1 11.1 0.81
zone rurale Nord-Est 0.2 10.9 0.75 -0.5 11.9 0.71
zone rurale Nord-Ouest 8.8 11.7 0.82 0.5 10.0 0.82
zone rurale Ouest x x x 5.2 11.1 0.82
zone rurale Sud-Est x x x 5.6 11.7 0.82
zone rurale Sud-Ouest -0.7 9.5 0.83 -1.7 10.8 0.84
TAB. 6.1 – Valeurs des variables statistiques (biais, moyenne quadratique (rms) et corré-
lation (cor)) calculées sur tout l’été en 1998 et 1999 pour les concentrations d’ozone (en
ppb) dans les différentes mailles où se trouvent des stations de mesure.
• Le biais dans l’estimation des concentrations d’ozone est compris entre -2,8 et 8,8 ppb
(Tableau 6.1). Dans les zones rurales, où la représentativité des mesures est a priori
meilleure que dans les zones urbaines, le biais est centré sur 0,5 ppb : le modèle a
tendance à surestimer les concentrations d’ozone. Dans les zones urbaines, le biais est
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centré sur 2,9 ppb ce qui indique une tendance à la surestimation. Ces tendances glo-
bales peuvent cependant résulter de la compensation de comportements très différents
selon l’heure.
• Les erreurs moyennes sont comprises entre 9,5 et 13,3 ppb (Tableau 6.1), inférieures à
12 ppb dans les zones rurales. Le modèle étant particulièrement adapté à la reproduction
des pics, ces erreurs restent assez faibles par rapport aux concentrations maximales
atteintes (plus de 120 ppb pour une alerte).
• Enfin, la corrélation est comprise entre 0,59 et 0,84 (Tableau 6.1) ce qui indique glo-
balement une bonne reproduction des variations de concentration d’ozone. Cependant,
étant donné les fortes variations de concentration d’ozone au cours d’une journée, la
tendance globale peut dissimuler de fortes disparités selon les heures. La répartition
géographique des corrélations (Figure 6.3) montre que celles-ci sont plus élevées dans
les zones rurales et les zones urbaines éloignées de Paris. Deux effets concourent à une
répartition aussi nette : d’une part, la représentativité des stations rurales est meilleure
et d’autre part, la corrélation de l’ozone en ville peut être abaissée par des défauts dans

















































FIG. 6.3 – Répartition géographique de la corrélation calculée pendant l’été 1999 pour
les concentrations d’ozone (ppb).
On s’intéresse donc plus précisément aux variations temporelles du biais et de la corré-
lation selon les heures de la journée. Parmi toutes les erreurs possibles, on notera que la
représentativité des mesures peut varier en fonction du cas étudié : si l’on étudie un cas de
forte pollution à l’ozone homogène sur tout le domaine, la mesure sera plus représentative
de son environnement que si l’on étudie uniquement des cas de pollution locale avec des
panaches très concentrés.
Les variations du biais dans l’estimation des concentrations d’ozone selon l’heure de
la journée (Figure 6.4) indiquent, comme le confirme l’évolution de la corrélation (Fi-
gure 6.5), que le modèle ne s’attache pas particulièrement à reproduire les faibles concen-
trations nocturnes et leurs variations.
Pendant la journée, les concentrations d’ozone simulées l’après-midi sont bien estimées
relativement à l’intensité d’un pic dans les régions rurales (entre -3,4 et +8,4 ppb à 15
heures) mais surestimées en zone urbaine (jusqu’à +9,7 ppb à 15 heures et +11,5 ppb à
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(a) zones rurales 1998



























(b) zones urbaines 1998






















(c) zones rurales 1999




























(d) zones urbaines 1999
FIG. 6.4 – Évolution du biais selon l’heure de la journée pendant les étés 1998 et 1999
pour les concentrations d’ozone (ppb). En été, TU = heure légale - 2 heures.
14 heures) (Figure 6.4). Ces biais sont directement influencés par les données météorolo-
giques d’entrée du modèle puisqu’un décalage de la position du panache de la ville par le
modèle, qui se produit notamment quand le vent est faible, induit bien sûr un biais impor-
tant avec les mesures (voir l’exemple page 81 avec la station de la zone rurale Sud-Ouest).
L’évolution temporelle de la corrélation (Figure 6.5) indique, indépendamment des pro-
blèmes d’intensité, que le modèle reproduit bien l’évolution des concentrations d’ozone
pendant la journée et particulièrement les pics de l’après-midi (corrélation comprise entre
0,78 et 0,93 à 15 heures). La zone rurale Sud-Ouest, qui est souvent située sous le vent de
la ville et dans son panache d’ozone, présente les corrélations moyennes les plus grandes
(0,83 et 0,84, Tableau 6.1).
Cas particuliers des stations de Garches et Vitry en 1998 : les corrélations obtenues dans
ces deux stations sont négatives entre 8 heures et 10 heures à Garches (-0,3 à -0,4) et qua-
siment nulles à 10 et 11 heures à Vitry. Ces heures étant celles du pic de trafic du matin,
ceci pourrait être dû à un problème de représentativité ou de modélisation du trafic rou-
tier. À Garches, les corrélations négatives correspondent à des biais élevés : 13,4, 16,2 et
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(a) zones rurales 1998




























(b) zones urbaines 1998

























(c) zones rurales 1999































(d) zones urbaines 1999
FIG. 6.5 – Évolution de la corrélation selon l’heure de la journée pendant les étés 1998
et 1999 pour les concentrations d’ozone (ppb). En été, TU = heure légale - 2 heures.
15,2 ppb. Pour les deux stations, les corrélations sont dans la moyenne des autres stations
comparables le reste du temps et notamment l’après-midi. Ceci indique que le problème
doit être lié au trafic. La titration de l’ozone autour de la station par les émissions dues
au trafic routier du matin conduit à une baisse des concentrations d’après la mesure alors
qu’à l’échelle de la maille du modèle, elles augmentent.
Finalement, l’étude des corrélations entre concentrations d’ozone mesurées et simulées
permet d’affirmer que le cycle diurne de l’ozone est bien représenté dans le modèle. Le
biais et la moyenne quadratique indiquent de plus que l’intensité des pics est bien repro-
duite malgré une certaine sensibilité aux données météorologiques comme la direction
du vent qui peut induire un décalage du panache. Certains aspects particuliers, comme la
répartition géographique des corrélations moyennes ou les cas des stations de Garches et
Vitry, amènent à examiner les concentrations de monoxyde d’azote, leur profil temporel
pouvant présenter des défauts dus aux émissions du trafic.
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Le monoxyde d’azote :
• Le biais dans l’estimation des concentrations de NO pour tout l’été est compris entre
-9,9 et +0,2 ppb (Tableau 6.2) pour les zones urbaines et rurales. Les calculs sur les
stations «trafic» ont été faits à partir d’une simulation comprenant une «couche d’émis-
sions» c’est-à-dire un niveau supplémentaire représentant une fraction du premier des
huit niveaux du domaine dans lequel les émissions sont injectées alors que la dilution
n’intervient pas. Malgré cet artifice, les stations «trafic» ont des biais trop importants
(jusqu’à -66 et +125 ppb) : elles ne sont pas assez représentatives par rapport à la maille
du modèle.
• Cependant, les corrélations obtenues pour ces stations sont en général supérieures à
celles des autres stations : 14 stations urbaines ou rurales sur 36 ont des corrélations
supérieures ou égales à 0,6 contre 10 sur 13 pour les stations «trafic» (Tableau 6.2).
Ceci pourrait indiquer une reproduction correcte du cycle journalier des émissions de
NOx dues au trafic. La répartition géographique des corrélations (Figure 6.6) montre en
effet que celles-ci sont d’autant plus élevées que le lieu considéré est proche de Paris

































































































FIG. 6.6 – Répartition géographique de la corrélation calculée sur tout l’été en 1998 et
1999 pour les concentrations de NO (ppb).
• Enfin, les erreurs moyennes des stations urbaines sont comprises entre 6,4 et 23,7 ppb
(Tableau 6.2) ; dans les deux zones rurales, l’erreur moyenne est inférieure à 4 ppb. Ces
erreurs sont élevées par rapport aux concentrations maximales : les pics correspondant
aux heures de pointe du trafic dépassent rarement 80 ppb en ville.
Les variations temporelles du biais dans l’estimation des concentrations de NO indiquent
une tendance à la sous-estimation de plus de 10 ppb le matin dans les zones urbaines
(Figure 6.7 (a) à (d)), particulièrement entre 6 et 9 heures, c’est-à-dire aux heures du pic
matinal des émissions de NOx dues au trafic. Dans les deux zones rurales disponibles, le
biais est quasiment constant au cours de la journée avec une sous-estimation inférieure à
5 ppb (Figure 6.7 (b) et (d)).
Cas particulier de Garches en 1998, qui présente aussi un problème pour l’ozone : les
biais atteignent -39 à -87 ppb de 6 à 9 heures (non représenté). Le NO étant très largement
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Statistiques NO été 1998 été 1999
Site biais rms cor biais rms cor
zones urbaines
Argenteuil -5.8 15.5 0.63 -5.4 13.3 0.56
Bobigny -4.6 18.1 0.55 -5.1 16.9 0.54
Champs-sur-Marne -9.9 21. 0.41 x x x
Créteil -6.0 17.4 0.46 -5.9 16.3 0.55
Évry x x x -7. 16.2 0.50
Garches -6.5 23.7 0.4 -0.1 9.3 0.44
Gennevilliers -5.9 22.7 0.73 -4.7 18.9 0.67
La Défense -7.4 18. 0.66 x x x
Mantes -7.5 14.4 0.46 -3.4 7.3 0.45
Melun -7.0 11.5 0.29 -3.3 6.4 0.46
Montgeron -2.3 8.4 0.39 -3.2 7.4 0.62
Paris Nord-Est -2.1 14.2 0.69 -2.5 14.5 0.57
Paris Nord-Ouest -3.4 14.9 0.60 -2.8 13.5 0.56
Paris Sud-Est -0.3 14.4 0.62 -0.8 12.7 0.61
Paris Sud-Ouest 0.2 10. 0.65 -1.3 10.3 0.60
Saint-Denis -5.5 19.3 0.66 -3.9 17.2 0.64
Tremblay -1.3 11.0 0.46 -2.5 14.2 0.48
Versailles -3.3 9.6 0.61 -2.7 8.4 0.56
Vitry -4.8 18.6 0.5 -5.1 18.3 0.48
zones rurales
zone rurale Sud-Est x x x -2.1 2.4 0.16
zone rurale Sud-Ouest -2.1 3.3 0.25 -1.9 2.7 0.21
stations trafic : avec couche d’émissions
A1 Saint-Denis -66.4 104.3 0.68 -41.5 81.3 0.65
Basch+BP Auteuil+Dantzig 7.1 52.3 0.67 -42.9 75.6 0.71
Rue Bonaparte 118.4 125.9 0.7 125.3 134.2 0.66
Champs-Élysées 107.8 122. 0.51 118.3 131.4 0.48
Quai des Célestins 60.2 93.7 0.64 45.4 90.8 0.63
RN4 Joinville 27.3 59.3 0.6 21.2 59.6 0.62
RN13 Rueil-Malmaison x x x 34.7 51.8 0.65
TAB. 6.2 – Valeurs des variables statistiques (biais, moyenne quadratique (rms) et corré-
lation (cor)) calculées sur tout l’été en 1998 et 1999 pour les concentrations de NO (en
ppb) dans les différentes mailles où se trouvent des stations de mesure.
sous-estimé à cet endroit à ces heures particulières, il s’agit donc très probablement d’un
problème lié au trafic. L’ozone est titré près de la station mais pas dans le modèle, pour
lequel le NO est plus dilué dans cette maille. Il y a donc un problème de représentativité
de la mesure (qui disparaît en 1999, les stations AIRPARIF ayant toutes été revues et
modifiées).
Finalement, l’étude des corrélations entre concentrations de monoxyde d’azote mesurées
et simulées indique que la variabilité et le phasage temporels du NO en milieu urbain
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(a) mêmes zones urbaines que l’ozone 1998
























(b) zones urbaines supplémentaires et zones
rurales 1998



























(c) mêmes zones urbaines que l’ozone 1999























(d) zones urbaines supplémentaires et zones
rurales 1999
FIG. 6.7 – Évolution du biais selon l’heure de la journée pendant l’été 1999 pour les
concentrations de NO (ppb). En été, TU = heure légale - 2 heures.
sont correctement représentés. Cependant, le biais et la moyenne quadratique indiquent
que l’intensité en est mal reproduite, probablement à cause de défauts dans l’amplitude
des flux émis par le trafic. On peut également évoquer l’hypothèse d’une imperfection
dans la paramétrisation du mélange vertical. Un déclenchement trop rapide de celui-ci
pourrait conduire à sous-estimer les concentrations de NO matinales. L’évolution tempo-
relle des corrélations (non représentée) indique cependant que l’heure de déclenchement
est correcte. Il reste donc à examiner l’intensité du mélange vertical, qui dépend princi-
palement du coefficient de mélange turbulent et de la hauteur de couche-limite (Vautard
et al. 2003). L’influence de ces deux variables sera donc étudiée dans ce qui suit avant de
procéder à toute inversion.
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6.3 Choix des cas à étudier
6.3.1 Hypothèses
6.3.1.1 Le modèle
On considère dans ce qui suit qu’aucun processus ne manque dans le modèle (voir page 85)
et que toutes les paramétrisations nécessaires sont suffisamment réalistes. De plus, lors-
qu’il n’y pas de correction préalable ou d’inversion de paramètres météorologiques, cela
signifie que les conditions aux limites et la météorologie, notamment la vitesse et la direc-
tion du vent et la température, sont considérées comme assez précises pour que les défauts
de la simulation directe ne leur soient pas majoritairement imputables. Ces hypothèses de
travail ne sont pas totalement exactes mais elles sont nécessaires et assez réalistes, le mo-
dèle simulant déjà de façon satisfaisante la structure des champs de concentrations aux
échelles continentale et régionale (ESQUIF 2001; Blond 2002b).
Le critère d’arrêt : la valeur théorique estimée page 51 est trop petite pour être appli-
cable à des cas réels. On considère donc que la différence entre deux termes en ppb est
non significative quand elle est inférieure à non pas 10−2 mais seulement 10−1, ce qui





Émissions bien placées Comme indiqué précédemment (voir page 35), il peut être im-
possible de distinguer entre un mauvais placement de la source et une amplitude mal
estimée. Dans toute notre étude, on suppose que les sources d’émissions sont bien placées
et que seule leur intensité doit être modifiée. Cette hypothèse est réaliste, les nombreuses
études menées en Île-de-France ayant permis de corriger les éventuelles grosses erreurs
de positionnement (Vautard et al. 2003).
Familles d’espèces L’inversion des familles (NOx, COV) est faite en supposant que
l’agrégation des espèces émises au sein de chaque famille est suffisamment réaliste. Cela
signifie que les rapports fournis par le cadastre a priori entre les différentes espèces com-
posant la famille, par exemple le NO et le NO2, sont conservés lors de l’inversion ; c’est
donc l’intensité du flux de toute la famille qui est inversée.
6.3.2 Le problème à inverser
6.3.2.1 Émissions à optimiser
Les résultats statistiques obtenus pour les concentrations dans la Section précédente sug-
gèrent que les émissions du pic matinal de NOx en Île-de-France pourraient être mal éva-
luées dans le cadastre a priori. Le rôle du mélange vertical dans les écarts entre concentra-
tions mesurées et simulées doit cependant être étudié avant de procéder éventuellement à
l’inversion de ces émissions. Dans ce cas, il apparaît donc nécessaire d’inverser les émis-
sions de NOx afin d’obtenir un profil temporel optimisé pour le pic de concentration du
matin, de 4 à 11 heures d’après les évolutions du biais (voir page 96).
97
CHAPITRE 6. APPLICATION À DES CAS RÉELS
Le problème concernant les flux en milieu urbain (voir page 95), seuls sont optimisés
les flux les plus intenses c’est-à-dire ceux qui recouvrent les zones de trafic routier. Cela
correspond aux flux de NOx supérieurs à 5×1011moléc.cm−2.s−1, soit environ 30 à 60 flux
pour chacune des huit heures de la fenêtre temporelle définie précédemment. La Figure 6.8
représente les émissions de NO (soit 90% des émissions de NOx) a priori à 8 heures :
les flux non inversés sont en blanc et correspondent aux environnements ruraux ou péri-



























100Emissions a priori (mole´c.cm-2s-1 x10e11)NO: 1998/08/07 - 8 heures    
FIG. 6.8 – Cadastre d’émissions a priori : flux de NO le 7 août 1998 à 8 heures TU. En
été, TU = heure légale - 2 heures.
décrit page 72. Cette technique étant adaptative, le nombre et la taille des zones définies
varient à chaque heure.
6.3.2.2 Contraintes
Les contraintes utilisées pour l’inversion des émissions de NOx sont les analyses de NO
effectuées de 4 à 16 heures. En effet, les résultats obtenus au Chapitre 4 (page 58) in-
diquent que les concentrations d’ozone mesurées en Île-de-France ne contiennent pas as-
sez d’information sur les émissions de NOx matinales. Le krigeage des concentrations est
effectué grâce aux mesures du réseau AIRPARIF décrites page 86. Les stations «observa-
tion», dont la représentativité n’est pas contrôlée, et les stations «trafic», dont la représen-
tativité n’est pas adaptée au problème (trop petite par rapport à la maille du modèle), ne
sont pas utilisées pour l’analyse.
Dans un premier temps seront inversés des cas particuliers pour lesquels de nombreuses
données et études complémentaires sont disponibles. Ces études devraient permettre de
déterminer à quelles conditions il est possible d’appliquer la méthode d’optimisation à
d’autres périodes.
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6.4 Le 7 août 1998
6.4.1 Choix de cette journée
Le vendredi 7 août 1998 est le deuxième jour de la POI2 (Période d’Observation Inten-
sive) de la campagne ESQUIF. Pendant cette journée, le vent est resté faible (inférieur
à 3m.s−1), les températures élevées (caniculaires avec des relevés dépassant 38◦C) et les
masses d’air importées dans le domaine étaient peu chargées en polluants car d’origine
océanique (ESQUIF 2001; Menut et al. 2000). Cette situation météorologique de stagna-
tion couplée à une hauteur de couche-limite faible (moins de 1000 mètres à son maximum
d’après les données de l’ECMWF, moins de 1300 mètres d’après les mesures ESQUIF,
voir ci-dessous page 102) a conduit à un épisode de pollution dite «locale» lors duquel
l’influence des émissions locales est prépondérante, par rapport notamment à celle du
contenu des masses d’air advectées (Menut et al. 2000).
Un panache d’ozone s’est formé l’après-midi au Sud-Ouest de Paris, comme représenté
sur la Figure 6.9. La production d’ozone est maximale dans le panache, à environ 50 km
sous le vent de la ville elle-même. Des concentrations d’ozone atteignant 110 ppb ont été
observées en fin d’après-midi alors que les concentrations au vent étaient de 60 à 70 ppb.
La différence de concentration d’ozone due aux émissions locales était donc d’au moins
50 ppb ce jour-là. À part un léger décalage du panache, détaillé page 81, les mesures et le


















































FIG. 6.9 – Concentrations d’O3 (en ppb) en surface le 7 août à 15 heures TU. Les flèches
rouges indiquent le sens et l’intensité du vent, les étiquettes correspondent aux valeurs
relevées par des stations de mesure AIRPARIF. En été, TU = heure légale - 2 heures.
Cependant, une comparaison plus détaillée des concentrations d’ozone et de monoxyde
d’azote mesurées et simulées indique que les concentrations de NO simulées le matin en
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FIG. 6.10 – Comparaison entre les concentrations de monoxyde d’azote mesurées par
le réseau AIRPRIF et calculées par le modèle pour le 7 août 1998. En été, TU = heure
légale - 2 heures.
ville sont très supérieures aux concentrations mesurées : la Figure 6.10 représente la si-
tuation dans le quart Sud-Ouest de Paris, les concentrations simulées entre 6 et 10 heures
étant 1,8 à 3,1 fois supérieures aux concentrations mesurées. Alors que les concentrations
d’ozone mesurées et simulées sont en bon accord en amont de la ville, comme représenté
pour la zone rurale Nord-Est sur la Figure 6.11, les concentrations simulées l’après-midi
dans le panache sont sous-estimées, indépendamment du problème de centrage géogra-
phique de celui-ci : dans la zone rurale Sud-Ouest, les concentrations mesurées entre 15
et 20 heures sont supérieures de 8 à 219% aux concentrations simulées (Figure 6.11).
Selon le régime chimique dominant dans le panache, la surestimation des concentrations
de monoxyde d’azote en ville pourrait expliquer la sous-estimation des concentrations
d’ozone l’après-midi dans le panache.
Comme indiqué page 97, la surestimation des concentrations simulées de NO (par rapport
aux mesures) peut être due à une sous-estimation du mélange vertical ou à une sures-
timation des émissions de NOx. L’influence du mélange vertical sur les concentrations
simulées le 7 août 1998 sera donc estimée en examinant les rôles du coefficient de mé-
lange turbulent et de la hauteur de couche-limite avant l’optimisation des émissions de
NOx.
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FIG. 6.11 – Comparaison entre les concentrations d’ozone mesurées par des stations
AIRPARIF et calculées par le modèle le 7 août 1998. La Zone Rurale Nord-Est correspond
à la station de Montgé-en-Goële (au vent) et la Zone Rurale Sud-Ouest, à la station de
la forêt de Rambouillet (sous le vent) - voir Figure 6.2 page 88 pour l’emplacement des
stations. En été, TU = heure légale - 2 heures.
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6.4.2 Impact du mélange vertical
6.4.2.1 Coefficient de mélange turbulent
Pour estimer l’influence du mélange vertical, des simulations directes ont été effectuées
en perturbant le coefficient de mélange turbulent Kz, pour tout le profil vertical et dans
tout le domaine, de ±30% entre 4 et 11 heures.
Par rapport à la simulation de référence, les concentrations de monoxyde d’azote simulées
le matin en ville (Figure 6.12(a) en haut) sont augmentées au maximum de 16,4% lorsque
le coefficient Kz est diminué de 30% et diminuées au maximum de 10,4% lorsque le coef-
ficient Kz est augmenté de 30%(Figure 6.12(a) en bas). Ces perturbations n’ont pratique-
ment pas d’impact sur les concentrations d’ozone dans le panache l’après-midi, comme
représenté sur la Figure 6.12(b) pour la zone rurale Sud-Ouest située dans le panache entre
12 et 17 heures.
Cette étude d’impact très simple indique que la paramétrisation du coefficient de mé-
lange turbulent n’a pas une influence suffisante pour expliquer, à elle seule, les écarts
entre mesures et modèle. Cependant, la hauteur de couche-limite, qui intervient dans la
paramétrisation de Kz, est un paramètre comportant une grande incertitude.
6.4.2.2 Hauteur de couche-limite
Pour la journée du 7 août 1998, faute de mesures par lidar, on ne dispose que des mesures
obtenues par les sondages effectués à Trappes (base de données accessible en ligne sur
http ://climserv.ipsl.polytechnique.fr/esquif/), dont les résultats sont in-
diqués dans le Tableau 6.3. Comme les mesures plus nombreuses des 8 et 9 août (avec
Heure HCL mesurée (m) HCL modèle (m) écart (%)HCLmod−HCLmes
HCLmes
5,5 93 61 -34,4
8,45 229 148 -35,4
11,3 690 507 -26,5
14,5 923 734 -20,5
17,45 1267 535 -57,8
TAB. 6.3 – Hauteur de couche-limite (m) mesurée et utilisée par le modèle le 7 août 1998.
notamment le lidar de Palaiseau), les mesures du 7 août sont supérieures aux valeurs uti-
lisées par la modèle de 20,5 à 57,8%. D’après les deux mesures disponibles à 5 heures 30
et à 8 heures 27, la HCL matinale utilisée par le modèle est sous-estimée d’environ 35%
par rapport aux mesures.
Pour quantifier l’influence d’une éventuelle sous-estimation de la hauteur de couche-
limite, deux simulations directes sont effectuées en augmentant la HCL de 50% pendant
toute la journée afin de garder un profil temporel cohérent et sur tout le domaine afin de
conserver le profil spatial dû à l’ilôt de chaleur urbain (bien qu’il soit peu important en
été). Pour la seconde simulation, le coefficient de mélange turbulent est de plus augmenté
de 30% le matin.
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FIG. 6.12 – Concentrations de monoxyde d’azote et d’ozone (ppb) obtenues avec dif-
férentes valeurs du coefficient de mélange turbulent Kz. En été, TU = heure légale -
2 heures.
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FIG. 6.13 – Concentrations de monoxyde d’azote et d’ozone (ppb) obtenues avec diffé-
rentes HCL et valeurs de Kz. En été, TU = heure légale - 2 heures.
Les concentrations de NO simulées le matin en ville avec une HCL augmentée de moitié
sont de 15 à 39,5% inférieures aux concentrations obtenues avec la HCL de référence,
l’impact du Kz restant faible (Figure 6.13(a)) et sont nettement plus proches des valeurs
mesurées. De plus, la sous-estimation des concentrations d’ozone simulées par rapport
aux mesures est peu accentuée par l’augmentation de la HCL (Figure 6.13(b)) .
6.4.2.3 Conclusion
La paramétrisation du coefficient de mélange turbulent comporte des bases physiques va-
lidées. Il paraît donc difficile de modifier arbitrairement le coefficient obtenu avec comme
seul objectif de mieux reproduire les concentrations de monoxyde d’azote en certains
lieux et à certaines heures. De plus, ces modifications du coefficient de mélange turbu-
lent n’ont quasiment pas d’influence sur les écarts entre concentrations d’ozone simulées
et mesurées dans le panache l’après-midi. On considère donc dans toute cette étude que
la paramétrisation du coefficient de mélange turbulent Kz est correcte. Par contre, il est
nécessaire, lorsque cela est possible, de débiaiser la hauteur de couche-limite avant de
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procéder à l’inversion. Dans les inversions effectuées pour le 7 août 1998, la HCL est
augmentée de 50% sur tout le domaine pendant vingt-quatre heures.
6.4.3 Optimisation des émissions
Pour l’optimisation effectuée ici, seuls les flux de NOx sont inversés : le rapport COV sur
NOx à l’émission est donc modifié. L’agrégation spatiale est effectuée avec une tolérance
τE ≥25% qui permet de regrouper, pour la plupart des heures inversées, les quatre flux
correspondant à la ville au sein d’une même zone. Deux cycles krigeage-optimisation sont
enchaînés, de façon à améliorer la qualité des résultats par rapport à un seul cycle mais
sans utiliser un temps de calcul trop long (voir page 66).
6.4.3.1 Inversion des flux de NOx
Moyenne sur tout le domaine La tendance globale donnée par l’optimisation aux flux
d’émission de NOx est indiquée par le profil temporel moyen sur tout le domaine (Fi-
gure 6.14). Par rapport au cadastre a priori, le pic du matin du cadastre optimisé est
intensifié entre 4 et 5 heures et réduit les heures suivantes. L’augmentation la plus forte
est obtenue à 5 heures avec un flux optimisé moyen plus intense de 11,7% que le flux a
priori ; la réduction la plus forte est obtenue à 6 heures avec un flux optimisé moyen plus
faible de 16,1% que le flux a priori. La masse moyenne émise au cours de la journée dans
tout le domaine n’est donc diminuée que de 1% par l’optimisation. Ces corrections font
apparaître sur le profil temporel moyen deux pics nettement séparés le matin, entre 4 et
5 heures et 8 et 9 heures, au lieu d’un plateau de 4 à 9 heures.





















FIG. 6.14 – Profil temporel moyen sur tout le domaine du flux d’émission de NO le 7 août
1998. En été, TU = heure légale - 2 heures. Les zones grisées correspondent aux heures
non optimisées.
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Répartition spatiale Afin de déterminer quelles émissions optimisées contribuent à ces
deux pics différents, les répartitions spatiales des corrections à 5 et 8 heures sont détaillées
sur la Figure 6.15. Celle-ci indique qu’à une heure donnée, toutes les corrections ne sont
pas effectuées dans le même sens.
À 5 heures, les flux les plus intenses correspondant à la ville sont multipliés par 0,5 à 0,75
alors que les flux intenses extérieurs à Paris situés en amont de la ville sont multipliés par
1,25 à 2,75. Les flux les plus faibles sont peu modifiés, le coefficient de l’optimisation res-
tant compris entre 0,95 et 1,25. Ainsi le premier pic des émissions optimisées moyennes
sur tout le domaine est-il dû à la forte augmentation, après optimisation, des flux a priori
assez intenses de lieux situés en amont de Paris elle-même.
À 8 heures, les flux les plus intenses sont modifiés de moins de 5% avec des coefficients
de correction compris entre 0,95 et 1,05. Les flux moins intenses de l’extérieur de la ville
sont réduits, multipliés par 0,75 à 0,95. Les corrections sont beaucoup plus homogènes
qu’à 5 heures : le deuxième pic du profil temporel des émissions optimisées moyennes sur















































100Emissions a priori (mole´c.cm-2s-1 x10e11)NO: 1998/08/07 - 5 heures    















































100Emissions a priori (mole´c.cm-2s-1 x10e11)NO: 1998/08/07 - 8 heures    
(b) à 8 heures TU
FIG. 6.15 – Répartition spatiale des corrections pour les NOx et intensité des émissions
de NO (représentant 90% des flux de NOx) le 7 août 1998. En été, TU = heure légale -
2 heures.
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Différents lieux Le profil temporel moyen des émissions recouvre donc des situations
différentes selon les lieux : dans Paris, en amont de la ville et aux endroits où les flux sont
plus faibles.
L’évolution temporelle des flux d’émissions et des concentrations de monoxyde d’azote
dans la ville sont représentés sur la Figure 6.16 pour la maille correspondant à Paris Sud-
Ouest (représentative de la ville). La durée du pic d’émission matinal (flux supérieurs
à 3.1012moléc.cm2.s−1 pour cette maille) est réduite de cinq heures, de 5 à 9 heures du
matin, à deux heures, de 8 à 9 heures. L’effet général sur le profil temporel d’émissions

























(a) Émissions a priori et optimisées































(b) Concentrations de monoxyde d’azote a priori, optimisées et mesurées
FIG. 6.16 – Évolutions temporelles des émissions et des concentrations de monoxyde
d’azote le 7 août 1998 dans la maille Paris Sud-Ouest. Les concentrations d’une heure
donnée résultent des émissions de l’heure précédente. En été, TU = heure légale -
2 heures. Les zones grisées correspondent aux heures non optimisées.
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correspond au deuxième pic nettement séparé observé sur le profil moyen du cadastre
optimisé (Figure 6.14). Les évolutions temporelles des concentrations de NO a priori et
mesurées présentaient des allures semblables avec un pic matinal survenant à 7 heures.
Les concentrations optimisées conservent le même profil temporel, seule leur intensité est
modifiée, le pic passant de 94 ppb simulés a priori à 84 ppb pour une mesure de 68 ppb.
À ce stade, le réalisme des émissions optimisées ne peut être estimé que sur des critères
généraux : le profil temporel ne comporte pas d’oscillation ; le cadastre a priori ayant

























(a) Émissions a priori et optimisées































(b) Concentrations de monoxyde d’azote a priori, optimisées et mesurées
FIG. 6.17 – Évolutions temporelles des émissions et des concentrations de monoxyde
d’azote le 7 août 1998 dans la maille de Tremblay. Les concentrations d’une heure donnée
résultent des émissions de l’heure précédente. En été, TU = heure légale - 2 heures. Les
zones grisées correspondent aux heures non optimisées.
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été construit sur la base du mois de juillet 1998, on peut envisager que le trafic moins
dense du mois d’août aboutisse au retardement du pic en ville. En effet, les variations
diurnes utilisées pour élaborer le cadastre a priori sont les mêmes en juillet et en août,
seule l’intensité est à toute heure inférieure de 20% au mois d’août.
Dans quatre mailles situées en amont de la ville (représentées en orange sur la Figure 6.15
(a)), les flux d’émissions ont été fortement corrigés pendant une ou deux heures. L’évo-
lution temporelle des flux d’émissions et des concentrations de monoxyde d’azote dans
la maille de Tremblay, qui en fait partie, sont représentés sur la Figure 6.17. Le pic de
concentrations de NO mesuré était plus matinal et plus intense que le pic simulé a priori :
123 ppb à 6 heures contre 51 ppb à 8 heures. Pour approcher les contraintes en inten-
sité et en temps, les émissions de NOx a priori sont multipliées par 1,9 à 4 heures et 2,7
à 5 heures. Cette modification importante des intensités des flux de NOx correspond au
premier pic (à 5 heures) observé sur le profil moyen du cadastre optimisé (Figure 6.14).
L’intensité très élevée (plus de 4,75.1012moléc.cm−2.s−1) atteinte par le pic des émissions
optimisées constitue une modification peu réaliste du cadastre a priori. Cependant, la mo-
dification du profil temporel avec un véritable pic entre 4 et 5 heures pour les émissions
optimisées plutôt qu’un plateau pour les émissions a priori est semblable à la correction
obtenue dans les mailles de la ville. On peut donc faire l’hypothèse que dans les mailles
péri-urbaines concernées, le pic d’émissions optimisées correspond à un pic de trafic ma-
tinal mesuré mais non simulé, dû au trafic journalier pour Paris au mois d’août ou à des
départs en vacances, dont l’intensité est exagérée, peut-être à cause d’un manque de re-
présentativité des mesures.
6.4.3.2 Impact sur les concentrations d’ozone
L’impact des émissions de NOx optimisées sur les concentrations d’ozone est dû à la
fois à la modification de l’intensité des émissions et à celle du rapport COV sur NOx.
L’inversion des émissions de NOx amène donc à la question du régime chimique. Or, en
Île-de-France, le régime chimique dans le panache de la ville est le plus souvent proche de
la transition entre NOx-limité et COV-limité, des régimes différents pouvant être établis
au même moment en différents lieux (Sillman et al. 2003). La complexité de la situation
fait donc des concentrations d’ozone optimisées un point de validation nécessaire des
émissions optimisées.
L’impact des émissions de NOx optimisées le matin sur les concentrations d’ozone dans
le panache l’après-midi est faible, comme indiqué à 15 heures sur la Figure 6.18. Les
concentrations simulées lors du pic sont augmentées de 5 ppb au maximum, ce qui cor-
respond à une modification de seulement 4,5%. Cette correction correspond à une amé-
lioration des concentrations simulées, les concentrations a priori simulées à cette heure
étant sous-estimées de 8% par rapport aux concentrations mesurées (voir page 99).
On peut cependant se demander si des concentrations d’ozone optimisées en aussi bon
accord avec les concentrations mesurées n’auraient pas pu être obtenues sans modifier
le rapport COV sur NOx à l’émission. En conservant ce rapport, les régimes chimiques
établis dans le domaine avec les émissions a priori ne sont pas modifiés par les émissions
optimisées. Les concentrations d’ozone simulées ne sont donc améliorées que si leur sous-
estimation est due à une mauvaise estimation de l’intensité «absolue» des flux de COV et
de NOx.
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5.0Optimisation - a priori [O3]: 1998/08/07 - 15 heures
FIG. 6.18 – Différence (ppb) entre les concentrations d’ozone optimisées et a priori le
7 août 1998 à 15 heures TU. En été, TU = heure légale - 2 heures.
Rapport COV sur NOx conservé Une inversion identique à celle qui a été discutée
jusqu’ici mais conservant le rapport COV sur NOx a priori a été effectuée : le même co-
efficient correctif a été appliqué à toutes les espèces des deux familles. Les contraintes
utilisées étant toujours les concentrations de monoxyde d’azote, sur lesquelles les émis-
sions de COV n’ont quasiment pas d’influence, les résultats obtenus pour les émissions
de NOx sont les mêmes que lors de la première optimisation à moins de 3,2%. Le profil
temporel moyen des émissions totales de COV optimisées (Figure 6.19) suit donc celui
des flux de NOx de façon à maintenir le rapport COV sur NOx à l’émission égal au rap-
port a priori. Les deux profils temporels présentent les mêmes caractéristiques avec un
pic matinal intensifié entre 4 et 5 heures et réduit les heures suivantes. La plus grande dif-
férence en valeur absolue est obtenue à 6 heures et correspond à une diminution de 14%
par rapport au flux de NOx a priori.
L’effet de l’inversion des émissions de NOx et de COV matinales sur les concentrations
d’ozone dans le panache l’apres-midi est opposé à celui de l’inversion des émissions de
NOx seules : les concentrations d’ozone simulées lors du pic à 15 heures sont diminuées
de 1,5% (Figure 6.20). Bien que l’impact en soit faible, l’inversion conservant le rapport
COV sur NOx à l’émission aggrave donc la sous-estimation des concentrations d’ozone
simulées. Ceci ne signifie pas que les émissions de COV a priori sont plus «justes» que
les émissions obtenues ici mais que le rapport COV sur NOx a priori ne peut pas être
considéré comme une donnée à conserver.
Finalement, puisqu’on ne dispose pas de contraintes permettant d’inverser les émissions
de COV indépendamment, l’optimisation des émissions de NOx permet d’optimiser à la
fois l’intensité de celles-ci et le rapport COV sur NOx.
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FIG. 6.19 – Profil temporel moyen sur tout le domaine du flux total d’émission de COV le



















5.0Optimsation - a priori [O3]: 1998/08/07 - 15 heures
FIG. 6.20 – Différence (ppb) entre les concentrations d’ozone optimisées et a priori le
7 août 1998 à 15 heures TU. En été, TU = heure légale - 2 heures.
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6.4.4 Conclusion
La journée du 7 août 1998, au cours de laquelle s’est développé un épisode local de
pollution photo-oxydante bien documenté par la campagne ESQUIF, a été choisie pour la
première étude complète d’inversion sur un cas réel. Les études menées dans le cadre de
la campagne ont indiqué une sous-estimation des concentrations d’ozone simulées dans le
panache l’après-midi, probablement liée à la surestimation des émissions de NOx a priori
le matin en ville ou à une sous-estimation du mélange vertical.
Une rapide étude de sensibilité a permis de constater que la paramétrisation du coefficient
de mélange turbulent ne pouvait expliquer les écarts entre mesures et modèle. La correc-
tion de la hauteur de couche-limite, très sous-estimée par les données de l’ECMWF par
rapport aux mesures effectuées lors d’ESQUIF, a par contre permis d’expliquer un peu
moins de 40% de l’écart entre concentrations de NO mesurées et simulées le matin en
ville.
Une fois la hauteur de couche-limite débiaisée, les émissions de NOx ont été optimisées.
Le profil temporel des émissions optimisées présente un pic de durée inférieure au plateau
du profil a priori. Pour les flux les plus intenses correspondant à la ville notamment, le pic
matinal est réduit en durée de cinq heures, de 5 à 9 heures, à deux heures, de 8 à 9 heures.
Le cadastre a priori ayant été élaboré sur la base du mois de juillet 1998, cette réduction de
la durée du pic d’émission de NOx matinal pour le mois d’août semble réaliste. De plus,
le cadastre élaboré par AIRPARIF pour l’année 2000 à partir de données de la DREIF
indique que la durée du pic du soir pour un jour ouvrable moyen est plus grande que celle
du pic du matin (quatre heures contre deux, de 8 à 9 heures) (AIRPARIF 2004). Certaines
caractéristiques du cadastre optimisé sont moins réalistes : un pic d’émission très intense
entre 4 et 5 heures dans quatre mailles péri-urbaines paraît bien placé dans le temps mais
d’une intensité surestimée.
Les émissions de NOx optimisées le matin provoquent une augmentation de moins de 5%
des concentrations d’ozone simulées dans le panache à 15 heures, les concentrations a
priori à la même heure étant sous-estimées de 8% par rapport aux mesures. Cet impact
positif est dû à la fois au changement d’intensité des émissions de NOx et à la modifi-
cation du rapport COV sur NOx à l’émission induit par l’optimisation des flux de NOx.
La comparaison avec une optimisation de l’intensité des flux de NOx et de COV, obtenue
en répercutant les modifications des émissions de NOx sur la famille entière des COV, a
montré que les concentrations d’ozone obtenues en conservant le rapport COV sur NOx
a priori étaient moins proches des mesures d’une part que les concentrations optimisées
précédentes et d’autre part que les concentrations a priori. L’optimisation de l’intensité
des émissions de NOx et du rapport COV sur NOx à l’émission est donc plus satisfaisante
étant donnée les connaissances actuelles sur les régimes chimiques en Île-de-France.
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6.5 Du 16 au 18 juillet 1999
6.5.1 Choix de cette période
Les vendredi 16, samedi 17 et dimanche 18 juillet 1999 constituent la POI 6 de la cam-
pagne ESQUIF. Ces trois jours présentent les mêmes caractéristiques météorologiques
que la journée du 7 août 1998 : une situation anticyclonique amenant un épisode de pol-
lution locale. De plus, les trois jours de cette POI correspondent aux trois types de jours
définis pour les émissions dues au trafic : semaine pour le vendredi, samedi et dimanche
ou jour férié.
Des panaches d’ozone très concentrés (plus de 120 ppb le 17) se sont développés à des
endroits différents pendant les trois journées de la POI 6.
Le 16 juillet, le panache se situe au Sud-Est de Paris et les concentrations n’y dépassent
pas 80 ppb pour des concentrations au vent d’environ 50 ppb (Figure 6.21 (a)). Mesures et
modèle sont en bon accord pour les valeurs des concentrations malgré un léger décalage
du panache simulé vers le Sud (ESQUIF 2001; Hodzic 2002; Vautard et al. 2003).
Le 17 juillet, le panache se développe à l’Ouest de Paris et les concentrations y dépassent
100 ppb pour des concentrations en amont supérieures à 60 ppb (Figure 6.21 (b)). Pour
cette journée, les mesures et le modèle sont en bon accord tant pour les valeurs des concen-
trations que pour la position du panache (ESQUIF 2001; Hodzic 2002).
Enfin, le 18 juillet, le panache est situé près de la ville, au Nord-Ouest. Les concentrations
d’ozone y sont supérieures à 100 ppb pour des concentrations au vent supérieures à 65 ppb
(Figure 6.21 (c)). Les valeurs des concentrations mesurées et simulées sont en bon accord
bien que le modèle situe le panache légèrement plus à l’Ouest que les mesures (ESQUIF
2001; Hodzic 2002).
Une comparaison plus détaillée des concentrations de monoxyde d’azote mesurées et si-
mulées indique cependant que les concentrations de NO simulées le matin en zone urbaine
(Paris) ou péri-urbaine (Garches) sont très supérieures aux concentrations mesurées le sa-
medi et le dimanche (Figure 6.22). Le pic matinal de NO simulé le samedi est plus de
deux fois supérieur au pic mesuré et le pic simulé le dimanche matin n’est pas observé.
La surestimation par le modèle des concentrations de NOx explique la sous-estimation
des concentrations d’ozone simulées en ville (écart par exemple de 10 ppb pour le pic
du samedi à Paris Sud-Ouest) et dans le panache (écart de plus de 10 ppb pour le pic du
vendredi) (Figure 6.23).
Les différences entre concentrations de NOx mesurées et simulées sont particulièrement
grandes le samedi et le dimanche. Or, les variations diurnes des émissions utilisées pour
ces deux types de jour sont très incertaines (ESQUIF 2001). De plus, les faibles concen-
trations d’ozone observées en amont de la ville sont bien reproduites (ESQUIF 2001). On
peut donc supposer que le rapport COV sur NOx à l’émission utilisé par le modèle joue
un rôle prépondérant dans les écarts entre concentrations mesurées et simulées, en plus
d’éventuelles erreurs sur la hauteur de couche-limite ou la chimie.
Après avoir corrigé la hauteur de couche-limite fournie au modèle à l’aide des mesures de
la campagne ESQUIF, on inversera les émissions de NOx et on s’intéressera particulière-
ment aux caractéristiques des trois types de jours.
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FIG. 6.21 – Concentrations d’O3 (en ppb) en surface les 16, 17 et 18 juillet 1999 à 15 heures TU.
Les flèches noires indiquent le sens et l’intensité du vent, les étiquettes correspondent aux valeurs
relevées par des stations de mesure AIRPARIF. En été, TU = heure légale - 2 heures.
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FIG. 6.22 – Comparaison entre les concentrations de monoxyde d’azote mesurées par des
stations AIRPARIF et calculées par le modèle du 16 au 18 juillet 1999. En été, TU = heure
légale - 2 heures.
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FIG. 6.23 – Comparaison entre les concentrations d’ozone mesurées par des stations
AIRPARIF et calculées par le modèle du 16 au 18 juillet 1999. La Zone Rurale Nord-
Ouest correspond à la station de Frémainville et la Zone Rurale Est, à la station de Saints
- voir Figure 6.2 page 88 pour l’emplacement des stations. En été, TU = heure légale -
2 heures.
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6.5.2 Inversion des émissions de NOx
Pendant la POI 6, des mesures de hauteur de couche-limite ont été effectuées par le li-
dar de Palaiseau, en plus des sondages de Trappes. La comparaison avec les valeurs de
l’ECMWF (Figure 6.24 tirée de Fochesatto et al. (2001)) indique une sous-estimation de
la HCL utilisée par le modèle.





















POI6:  16-17-18 Juillet 1999
FIG. 6.24 – Hauteur de couche-limite pendant la POI 6 d’ESQUIF : comparaison entre
les mesures et les valeurs fournies au modèle par l’ECMWF. En été, TU = heure légale -
2 heures.
Avant l’inversion des émissions, la HCL a donc été corrigée d’après mesures du lidar de
Palaiseau : elle a été augmentée de 10% le 16 juillet entre 14 et 19 heures, de 10% le 17
juillet entre 10 et 19 heures et de 20% le 18, entre 10 et 19 heures (Figure 6.24).
Seuls les flux de NOx sont inversés donc le rapport COV sur NOx à l’émission est modifié.
L’agrégation spatiale est effectuée avec une tolérance τE ≥25% qui permet de regrouper,
pour la plupart des heures inversées, les quatre flux correspondant à la ville au sein d’une
même zone. Deux cycles krigeage-optimisation sont enchaînés.
Moyenne sur tout le domaine La tendance globale donnée par l’optimisation aux flux
d’émission de NOx est indiquée par le profil temporel moyen sur tout le domaine (Fi-
gure 6.25). Par rapport au cadastre a priori, l’intensité des pics matinaux du cadastre
optimisé (de 4 à 11 heures) est peu modifiée le vendredi et réduite pour les deux types de
jours «samedi» et «dimanche ou jour férié». Les modifications sont inférieures à 2% (en
valeur absolue) le vendredi ; la réduction atteint -23% à 6 heures le samedi et -28,6% à
6 heures le dimanche. La masse moyenne émise au cours de la journée est inchangée le
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vendredi et réduite de 3,2% le samedi et 4,7% le dimanche.
Ces corrections conservent le profil temporel moyen des émissions le vendredi ; la durée
du pic du samedi est réduite de cinq heures (de 5 à 9 heures) a priori à trois heures (de
7 à 9 heures). Enfin, le dimanche, le profil temporel moyen a priori, comportant un pic
matinal culminant à 7 heures, est modifié par un déficit par rapport au cadastre a priori à
8 heures, qui devra être examiné plus particulièrement.
Les réductions de l’intensité et les modifications de l’allure du profil temporel des flux
d’émission sont beaucoup plus importantes pour le samedi et le dimanche que pour le
vendredi.






















FIG. 6.25 – Profil temporel moyen sur tout le domaine du flux d’émission de NO du 16
au 18 juillet 1999. En été, TU = heure légale - 2 heures. Les zones grisées correspondent
aux heures non optimisées.
Répartition spatiale Afin de déterminer si les réductions moyennes concernent tous
les flux, la répartition spatiale des corrections est examinée à chaque heure inversée. Les
heures qui présentent les plus grandes disparités dans les coefficients de correction sont
représentées sur la Figure 6.26.
Le vendredi à 10 heures, les flux les plus intenses correspondant à la ville sont multi-
pliés par 0,75 à 0,95. Les flux extérieurs à Paris, moins intenses, sont peu modifiés, le
coefficient de l’optimisation restant compris entre 0,95 et 1,05. Ainsi la stabilité moyenne
de l’intensité des émissions du vendredi matin correspond-elle à de faibles modifications
(inférieures à 5%) de la majorité des flux.
Le samedi à 7 heures, les flux les plus intenses correspondant à la ville sont multipliés
par 1,25 à 1,5 alors que les flux intenses extérieurs à Paris situés en aval sont multipliés
par 1,05 à 1,25. Le coefficient de correction des autres flux inversés reste compris entre
0,75 et 1,05. Le pic du profil temporel moyen correspond donc à l’augmentation, dans le
cadastre optimisé, de certains flux très intenses alors que la majorité des flux d’émissions
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100Emissions a priori (mole´c.cm-2s-1 x10e11)NO: 1999/07/16 - 10 heures  
















































100Emissions a priori (mole´c.cm-2s-1 x10e11)NO: 1999/07/17 - 7 heures    
















































100Emissions a priori (mole´c.cm-2s-1 x10e11)NO: 1999/07/18 - 8 heures    
(c) dimanche 18 à 8 heures TU
FIG. 6.26 – Répartition spatiale des corrections pour les NOx et intensité des émissions de
NO (représentant 90% des flux de NOx) les 16, 17 et 18 juillet 1999. En été, TU = heure
légale - 2 heures.
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Le dimanche à 8 heures, les corrections comprises entre 0,5 et 0,75 sont réparties de fa-
çon très homogène sur le cadastre. Le déficit apparaissant sur le profil temporel moyen
correspond donc à une réduction de -25 à -50% de tous les flux inversés, certains étant
réduits de plus de 50% (coefficients compris entre 0,25 et 0,5).
Différents lieux Pour les journées du samedi et du dimanche, le profil temporel moyen
des émissions recouvre donc des situations différentes selon les lieux : dans Paris et aux
endroits où les flux sont moins intenses. L’évolution temporelle des flux d’émissions et
des concentrations de monoxyde d’azote dans la ville est représentée sur la Figure 6.27
pour la maille correspondant à Paris Sud-Ouest (représentative de la ville) et sur la Fi-
gure 6.28 pour la maille de Tremblay.
Comme indiqué précédemment, le profil temporel du vendredi est conservé partout, les
flux les plus intenses correspondant à la ville ayant été augmentés de façon plus importante
pour seulement trois heures (entre 5 et 8 heures). Le profil temporel des concentrations de
NO est lui aussi inchangé, seule l’intensité est modifiée : en ville, le pic optimisé atteint
20 ppb contre 22 ppb simulés a priori pour une mesure de 23,7 ppb et une contrainte de
21,5 ppb. On peut supposer que la réduction du pic de NOx le matin du vendredi 16 juillet
correspond à une réduction du trafic due à des départs en «long week-end» du mercredi
14 (férié) au dimanche 17.
Les deux profils temporels font apparaître la grande différence constatée le samedi : les
émissions optimisées dans la maille urbaine constituent un pic plus intense mais plus court
que dans le cadastre a priori (5 au lieu de 3,7.1012 moléc.cm−2.s−1 à 7 heures) alors que
dans la maille péri-urbaine, le pic matinal a disparu du cadastre optimisé (moins de 1,5
au lieu de plus de 1,7.1012 moléc.cm−2.s−1 de 5 à 7 heures). Les concentrations de NO
optimisées suivent le même profil temporel que les concentrations simulées a priori. Elles
sont cependant très inférieures à ces dernières : en ville, la concentration du pic matinal
est diminuée de plus de 40% (71 ppb a priori et 40 ppb après optimisation) et dans la
maille péri-urbaine, elle est divisée par deux (de 39 ppb a priori à 20 ppb après optimi-
sation). Les corrections apportées par l’optimisation aux émissions du samedi sont donc
importantes ; à ce stade cependant, elles ne comportent aucun élément irréaliste. On re-
marquera que la différence entre le vendredi et le samedi est réduite par l’optimisation, ce
qui pourrait correspondre à une différence de trafic moins marquée entre jour de semaine
semaine et jour ouvrable de week-end en période de vacances estivales.
Le profil temporel du dimanche en ville indique que le pic de concentration de NO qui
était simulé avec le cadastre a priori entre 7 et 8 heures mais non observé disparaît avec le
cadastre optimisé. Le pic d’émissions correspondant, qui dans le cadastre a priori dépas-
sait 2,7.1012 moléc.cm−2.s−1 de 6 à 10 heures, n’existe plus dans le cadastre optimisé, les
flux atteignant juste 2,7.1012 moléc.cm−2.s−1 à 9 et 10 heures. L’évolution temporelle des
émissions dans la maille de Tremblay est la même que dans Paris, les émissions optimi-
sées entre 5 et 9 heures étant très inférieures aux émissions a priori (de -14 à -73%) sauf
à 7 heures. À cette heure seulement, les flux optimisés ne sont inférieurs que de 12,6%
aux flux réels et le profil temporel optimisé comporte donc un pic d’émission d’une heure.
De même, les concentrations de NO optimisées sont très faible par rapport aux concen-
trations a priori : le pic atteint 13,6 ppb à 8 heures au lieu de plus de 18 ppb entre 7 et
8 heures. Les corrections obtenues pour les flux de la ville et les flux péri-urbains per-
mettent de remédier à un défaut de réalisme du cadastre a priori en éliminant un pic non
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(a) Émissions a priori et optimisées























(b) Concentrations de monoxyde d’azote a priori, optimisées et mesurées
FIG. 6.27 – Évolutions temporelles des émissions et des concentrations de monoxyde
d’azote du 16 au 18 juillet 1999 dans la maille Paris Sud-Ouest. Les concentrations d’une
heure donnée résultent des émissions de l’heure précédente. En été, TU = heure légale -
2 heures. Les zones grisées correspondent aux heures non optimisées.
observé et ne comportent en elles-mêmes aucun élément irréaliste. Pour les mailles péri-
urbaines cependant, le pic d’émission du profil temporel optimisé (à 7 heures) constitue
une oscillation peu réaliste.
Finalement, pour le samedi et le dimanche, les deux types de jours comportant une grande
incertitude sur le profil d’émission utilisé pour élaborer le cadastre a priori, les correc-
tions apportées par l’optimisation consistent en d’importantes augmentations (le samedi
en ville) ou réductions (le dimanche en ville, le samedi en périphérie de l’agglomération)
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(a) Émissions a priori et optimisées























(b) Concentrations de monoxyde d’azote a priori, optimisées et mesurées
FIG. 6.28 – Évolutions temporelles des émissions et des concentrations de monoxyde
d’azote du 16 au 18 juillet 1999 dans la maille de Tremblay. Les concentrations d’une
heure donnée résultent des émissions de l’heure précédente. En été, TU = heure légale -
2 heures. Les zones grisées correspondent aux heures non optimisées.
de l’intensité des flux émis. La plupart de ces modifications paraissent réalistes (on peut
notamment en proposer des explications en terme de trafic). Les émissions optimisées
du dimanche présentent cependant des caractéristiques irréalistes. Ceci peut être lié aux
écarts très importants entre concentrations de monoxyde d’azote mesurées et simulées
constatés ce jour-là tant en ville que dans certaines mailles péri-urbaines. La tentative de
réduction de ces écarts lors de l’optimisation a pu conduire à l’apparition d’oscillations
dans les profils temporels des flux d’émission des mailles péri-urbaines.
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6.5.3 Conclusion
Les vendredi 16, samedi 17 et dimanche 18 juillet 1999, au cours desquels s’est déve-
loppé un épisode de pollution photo-oxydante bien documenté par la campagne ESQUIF,
ont été choisis pour une première étude comparative entre les trois types de jours utilisés
pour l’élaboration du cadastre (semaine, samedi et dimanche ou jour férié). Les études
menées dans le cadre de la campagne ont indiqué une forte surestimation des concen-
trations de monoxyde d’azote simulées le matin en ville et dans les zones péri-urbaines,
particulièrement marquée le samedi et le dimanche. Étant donnée la forte incertitude liée
aux profils temporels diurnes de ces deux types de jours, on a pu supposer que le rapport
COV sur NOx à l’émission était un paramètre à optimiser.
Une fois la hauteur de couche-limite débiaisée, une inversion portant sur les seules émis-
sions de NOx a été effectuée. Les corrections obtenues pour les trois types de jours sont
très différentes. L’allure du profil temporel du vendredi est conservée, l’intensité des émis-
sions étant modifiée de moins de 5% pour la majorité des flux inversés à 25% pour
quelques flux plus intenses. Le samedi, les résultats obtenus diffèrent selon les lieux :
les émissions optimisées forment en ville un pic plus intense d’environ 35% que le pic a
priori mais d’une durée plus courte (deux heures au lieu de cinq) ; à l’extérieur de Paris,
les flux d’émisison sont réduits de telle sorte que le pic matinal a priori disparaît complète-
ment du cadastre optimisé. Les corrections obtenues sont importantes mais ne comportent
aucun élément irréaliste à ce stade. Enfin, le dimanche, le pic de concentration de NO qui
était simulé en ville avec le cadastre a priori mais non observé disparaît avec le cadastre
optimisé. Cependant, les corrections obtenues pour les mailles péri-urbaines, qui amènent
un pic d’émission isolé à 7 heures, paraissent peu réalistes. Ce manque de réalisme peut
être dû à la réduction d’un très grand écart entre concentrations mesurées et simulées (7,5
fois plus élevées à 8 heures lors du pic simulé mais non observé).
La comparaison des deux vendredis, le 7 août 1998 et le 16 juillet 1999, indique des
tendances différentes : dans le premier cas, le profil temporel des émissions est modifié
(durée du pic réduite) alors que dans le deuxième cas, il est conservé. Cependant, dans tous
les cas, le réalisme des corrections obtenues par l’optimisation est plus satisfaisant pour
les flux intenses, en ville, c’est-à-dire là où sont concentrées de nombreuses mesures, que
pour les flux périphériques, moins intenses et situés dans des zones où le réseau de mesure
est moins dense. On retrouve donc les limites de la méthodologie malgré l’utilisation du
krigeage qui permet de répartir au mieux l’information disponible dans les concentrations
mesurées.
Les deux études réalisées sur des cas de pollution photo-oxydante bien documentés ont
permis de montrer que la méthodologie d’inversion était applicable à des cas réels. Les hy-
pothèses posées lors de la validation sur des cas académiques sont donc raisonnablement
réalistes. Cependant, les résultats obtenus pour ces deux études ne sont pas généralisables
à d’autres périodes. En effet, les cadastres optimisés comportent des caractéristiques par-
ticulières à chacun des cas, ce qui ne permet pas de dégager des tendances valables pour
une semaine ou un mois entiers. Il s’avère donc nécessaire de mener une étude d’inversion
à plus long terme.
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6.6 Inversions climatologiques
6.6.1 Choix de la période
Cette étude climatologique s’étend sur les mois de juillet et août 1998 et 1999. Cette
période de deux fois deux mois permet d’englober les POI 2 et 6 d’ESQUIF, étudiées
individuellement dans les Sections précédentes.
Grâce à cette étude sur deux étés, il est possible déterminer si l’optimisation des émis-
sions permet d’améliorer systématiquement les concentrations simulées. Parmi tous les
paramètres susceptibles d’influencer l’inversion des flux d’émission, on examinera parti-
culièrement les conditions aux limites et la hauteur de couche-limite, qui ont, potentiel-
lement, le plus fort impact (Menut 2003; Menut et al. 2000). Enfin, on pourra étudier la
variabilité temporelle des émissions selon les différents jours, notamment les éventuelles
différences entre les jours de la semaine, non représentées dans le cadastre a priori.
6.6.2 Inversion des émissions de NOx
On n’utilise aucune information autre que les mesures du réseau AIRPARIF pour l’inver-
sion des émissions de NOx. La HCL n’est donc pas débiaisée avant l’inversion. Cepen-
dant, l’utilisation, pour des prévisions sur de longues périodes (www.prevair.org/fr/),
des valeurs de hauteur de couche-limite fournies au modèle par l’ECMWF montre qu’en
moyenne, sur l’ensemble du domaine, la variabilité de la HCL est bien reproduite. L’in-
fluence, sur les flux optimisés, d’éventuelles corrections de la HCL grâce à des mesures
sera examinée pour les jours des POI 2 et 6 d’ESQUIF étudiés précédemment. L’agréga-
tion spatiale est effectuée avec une tolérance τE ≥25%, qui permet de regrouper, pour la
plupart des heures inversées, les quatre flux correspondant à la ville au sein d’une même
zone. Deux cycles krigeage-optimisation sont enchaînés, de façon à améliorer la qualité
des résultats par rapport à un seul cycle mais sans utiliser un temps de calcul trop long
(voir page 66).
Impact sur les concentrations
Le biais, la corrélation et la moyenne quadratique sur les mois de juillet et août sont calcu-
lés pour les concentrations a priori et optimisées de monoxyde d’azote et d’ozone. Pour
quantifier l’impact de l’optimisation sur les concentrations, les écarts entre les valeurs
obtenues avec le cadastre a priori et les valeurs obtenues avec le cadastre optimisé sont





Le monoxyde d’azote Les concentrations de monoxyde d’azote analysées ont été utili-
sées comme contraintes pour l’inversion. Les concentrations optimisées doivent donc être
beaucoup plus proches des mesures que les concentrations simulées a priori, tant en inten-
sité qu’en phasage temporel. Dans les stations urbaines (partie supérieure du Tableau 6.4),
ceci est confirmé par les variations du biais, centrées sur -33,2% et les variations de l’er-
reur moyenne, centrées sur -15%, qui indiquent que les écarts en intensité sont dimi-
nués après optimisation. Les fortes augmentations du biais à Paris Sud-Est et Sud-Ouest
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(+123,9 à +845,9%, Tableau 6.4) correspondent à des valeurs initiales très faibles, infé-
rieures à 0,8 ppb en valeur absolue : ces biais restent donc inférieurs à 6,5 ppb en valeur
absolue. Les variations de la corrélation, centrées sur +28,4% dans les stations urbaines et
améliorées de 1,6 à 6,3% dans les stations rurales (Tableau 6.4), confirment que le phasage
temporel des mesures est mieux reproduit par le modèle après optimisation.
L’ozone Comme l’a montré l’étude du 7 août 1998 (voir page 109), les concentrations
d’ozone peuvent servir de première validation aux résultats de l’optimisation. L’étude cli-
matologique effectuée sur les concentrations simulées a priori (voir page 90) indiquait que
les concentrations d’ozone étaient bien reproduites par le modèle, tant en intensité qu’en
phasage temporel, malgré une légère surestimation (médiane de +2,9 ppb pour les stations
urbaines). Les variations du biais, centrées sur -1,6% et de l’erreur moyenne centrées, sur
-2,3%, indiquent que l’optimisation permet de réduire encore les écarts en intensité entre
concentrations simulées et mesurées (Tableau 6.5). Le fort pourcentage obtenu pour le
biais à Tremblay correspond au passage d’un biais quasiment nul (inférieur à 0,02 ppb) à
un biais de l’ordre de -0.2 ppb. La corrélation est également améliorée (variations centrées
sur +1,5%, Tableau 6.5).
Finalement, les flux d’émissions optimisés permettent une meilleure reproduction des
concentrations de monoxyde d’azote et d’ozone simulées sur deux étés : par rapport au ca-
dastre a priori, les valeurs du biais et de l’erreur moyenne sont diminuées et la corrélation
est augmentée.
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Statistiques NO été 1998
Site biais ∆biais rms ∆rms cor ∆cor
zones urbaines
Argenteuil -4.5 -22.3 11.7 -22.8 0.5 +49.1
Bobigny -3.5 -40.9 14.3 -15.0 0.49 +35.1
Champs-sur-Marne -7.7 -22.2 18.1 -22.1 0.37 +86.0
Créteil -4.0 -41.2 15.2 -36.7 0.35 +126.6
Évry x x x x x x
Garches x x x x x x
Gennevilliers -2.9 -33.2 11.4 -27.2 0.53 +48.
La Défense -5.7 -19.6 13.6 -9.4 0.52 +16.7
Mantes -4.6 -9.7 8.1 -16.2 0.41 +63.7
Melun -7.6 -1.7 12.3 -2.1 0.21 +53.6
Montgeron -1.5 -68.8 7.8 -24.7 0.4 +95.
Paris Nord-Est -2.1 -65.7 12.4 +3.1 0.63 +2.3
Paris Nord-Ouest -2.7 -42. 14.9 -7.1 0.48 +23.6
Paris Sud-Est 0.8 +164.0 13.5 -30.1 0.53 +55.9
Paris Sud-Ouest 0.8 +123.9 9.1 +7. 0.63 +12.6
Saint-Denis -3.6 -38.6 13.7 -24.9 0.62 +27.3
Tremblay -1.1 -44.5 10.6 -16.1 0.40 +81.2
Versailles -2.3 -42.0 7.5 +9.5 0.43 +28.4
Vitry -4.6 -27.7 20.1 -32.8 0.41 +93.3
zones rurales
zone rurale Sud-Est x x x x x x
zone rurale Sud-Ouest -1.9 -0.5 2.5 -0.1 0.2 +6.3
Statistiques NO été 1999
Site biais ∆biais rms ∆rms cor ∆cor
zones urbaines
Argenteuil -3.5 -12.2 8.6 -12.7 0.67 +12.9
Bobigny -4.3 -28.5 13.8 -18.2 0.56 +23.5
Champs-sur-Marne x x x x x x
Créteil -3.9 -20.2 12.1 -15.3 0.43 +49.2
Évry -5.8 -14. 12.5 -10.8 0.43 +33.1
Garches -0.1 +420.5 9.5 -13.2 0.44 +48.9
Gennevilliers -3.2 -26.7 11.6 -27.6 0.65 +27.6
La Défense x x x x x x
Mantes -2.7 -5.8 5.2 -9.7 0.52 +25.2
Melun -2.9 -1.3 4.9 -1.4 0.44 +6.8
Montgeron -2.7 -14. 5.5 -0.3 0.55 +3.3
Paris Nord-Est -1.3 -84 10.2 -12.6 0.68 +12.7
Paris Nord-Ouest -1.6 -87.5 9.7 -22.1 0.66 +26.6
Paris Sud-Est 0.2 +845.9 9.6 -12.3 0.58 +35.2
Paris Sud-Ouest -0.7 -37.7 7.6 -4.3 0.69 +15.0
Saint-Denis -2.2 -46.2 9.2 -19.6 0.69 +13.6
Tremblay -1.9 -62.2 11.9 -22.3 0.39 +81.6
Versailles -2.1 -14.4 5.9 -2.1 0.62 +5.9
Vitry -3.2 -28.3 12.2 -24.3 0.49 +53.5
zones rurales
zone rurale Sud-Est -1.9 -0.2 2.1 -0.1 0.2 +1.6
zone rurale Sud-Ouest -1.9 -0.4 2.5 -0.3 0.25 +3.3
TAB. 6.4 – Valeurs des variables statistiques (biais, moyenne quadratique (rms) et corré-
lation (cor)) calculées sur les mois de juillet et août en 1998 et 1999 pour les concen-
trations de NO (en ppb) a priori dans les différentes mailles où se trouvent des sta-
tions de mesure (x = pas de mesure à cette période) et écarts (en % de la valeur a
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Statistiques ozone été 1998
Site biais ∆biais rms ∆rms cor ∆cor
zones urbaines
Champs-sur-Marne 7.9 -8.9 14.6 -3.4 0.77 +1.6
Créteil 4.6 -10.5 13.3 -2.1 0.77 +2.0
Garches x x x x x x
Gennevilliers x x x x x x
Mantes 4.3 -6.5 11.6 -3.3 0.80 +1.5
Melun x x x x x x
Montgeron 2.5 -22.0 12.5 -2.7 0.8 +1.9
Paris Nord-Est 1.2 -32.8 11.2 -1.4 0.81 +1.5
Paris Nord-Ouest 5.3 -7.0 12.2 -2.1 0.80 +1.7
Paris Sud-Est -3.1 +9.4 11.6 -0.7 0.82 +1.3
Paris Sud-Ouest 1.4 -23.6 11.8 +0.3 0.79 +1.1
Tremblay -1.9 +28.5 12.8 -2.4 0.78 +2.2
Vitry 0.8 +10.4 9.5 -12.1 0.81 +6.
zones rurales
zone rurale Est x x x x x x
zone rurale Nord-Est 0.0 +1587.1 11.8 -1.4 0.77 +0.6
zone rurale Nord-Ouest 8.5 -1.6 11.3 -1.1 0.84 +0.4
zone rurale Ouest x x x x x x
zone rurale Sud-Est x x x x x x
zone rurale Sud-Ouest -1.4 -4.9 10.4 +0.2 0.85 0.0
Statistiques ozone été 1999
Site biais ∆biais rms ∆rms cor ∆cor
zones urbaines
Champs-sur-Marne x x x x x x
Créteil 7.8 -4.2 13.6 -2.7 0.77 +1.6
Garches -0.7 +48.5 12.5 -2.3 0.78 +1.9
Gennevilliers 3.6 -9.7 11.9 -3.4 0.81 +1.6
Mantes 1.9 -9.3 11.1 -2.4 0.84 +1.0
Melun 6.1 -1.2 12.0 -0.8 0.82 +0.3
Montgeron 5.6 -4.4 12.1 -2.3 0.8 +1.1
Paris Nord-Est 0.2 +79.8 11.2 -4.7 0.8 +2.7
Paris Nord-Ouest 3.7 -12.6 11.4 -4.7 0.8 +2.6
Paris Sud-Est -2.2 +20.7 12.4 -3.2 0.77 +2.9
Paris Sud-Ouest -0.8 +49.9 11.6 -3.8 0.78 +2.8
Tremblay -0.6 +48.3 12.2 -2.4 0.78 +1.6
Vitry 1.2 -33.2 12.3 -3.7 0.76 +2.5
zones rurales
zone rurale Est 4. -1.8 10.2 -0.2 0.83 0.0
zone rurale Nord-Est -2.3 +4.3 10.9 -0.8 0.78 +0.7
zone rurale Nord-Ouest -0.3 +53. 9.7 -2.6 0.85 +1.0
zone rurale Ouest 3.7 -1.4 10.0 -1.4 0.86 +0.5
zone rurale Sud-Est 4.9 +0.3 11.1 0.0 0.83 0.0
zone rurale Sud-Ouest -2.8 -1.1 11.5 -0.3 0.84 +0.2
TAB. 6.5 – Valeurs des variables statistiques (biais, moyenne quadratique (rms) et cor-
rélation (cor)) calculées sur les mois de juillet et août en 1998 et 1999 pour les concen-
trations d’ozone (en ppb) a priori dans les différentes mailles où se trouvent des sta-
tions de mesure (x = pas de mesure à cette période) et écarts (en % de la valeur a
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Influence d’autres paramètres sur l’optimisation des émissions
Parmi tous les paramètres du modèle, les conditions aux limites et la hauteur de couche-
limite ont potentiellement une influence importante (Menut 2003; Menut et al. 2000) et
très différente selon les jours sur l’optimisation des émissions.
Les conditions aux limites Imposées par une simulation CHIMERE à l’échelle conti-
nentale (voir page 44), elles sont considérées comme correctes (hypothèse de travail réa-
liste, voir page 97). Cependant, la quantité d’information utile à l’inversion des émissions
locales contenue dans les concentrations mesurées dépend de leur intensité. Cette situation
est illustrée sur la Figure 6.29. Pour cette illustration, on a représenté (sur l’axe vertical de
la Figure 6.29) les concentrations (en unités arbitraires) dues aux masses d’air advectées
dans le domaine (Cimport), les concentrations réelles dues aux émissions (Evraies) et les
concentrations simulées avec le cadastre a priori (Ea priori). Les concentrations mesurées
(Cmesure) correspondent à la somme des concentrations dues aux conditions aux limites et
des concentrations dues aux émissions locales. Les concentrations simulées (Csimu) cor-
respondent à la somme des concentrations dues aux conditions aux limites et des concen-
trations simulées avec les émissions a priori. Finalement, pour des flux d’émission locaux
identiques, l’écart entre concentrations mesurées et simulées (∆fg) dû à des défauts du ca-
dastre a priori représente une proportion des concentrations simulées d’autant plus faible
que les concentrations importées dans le domaine sont élevées. Le problème se pose de
façon d’autant plus aigüe que les concentrations importées représentent un fort pourcen-
tage des concentrations mesurées ou simulées en aval des zones d’émission du domaine.
Or, en Île-de-France, les émissions locales de monoxyde d’azote dépassent de beaucoup
les concentrations advectées (ESQUIF 2001) : les concentrations de NO importées dans
le domaine atteignent au maximum 5 ppb, que la masse d’air soit d’origine océanique
(7 août 1998, POI 5 et 6) ou d’origine continentale (POI 1,2,7 et 8), alors que les concen-
trations simulées en ville aux mêmes heures dépassent 15 ppb. L’inversion utilisant les
concentrations analysées de monoxyde d’azote comme contraintes, les conditions aux li-
mites «propres» ou «polluées» n’ont pas une influence suffisante pour limiter la validité
des corrections des émissions.
La hauteur de couche-limite Les émissions anthropiques en été en Île-de-France ne
dépendent pas de la météorologie, notamment parce qu’il n’y a pas de chauffage en ville.
Les émissions et la hauteur de couche-limite réelles peuvent donc être considérées comme
des phénomènes indépendants. Cependant, lors de l’optimisation, une mauvaise estima-
Émissions a priori HCL
surestimée sous-estimée
sous-estimées Eopt surestimées Eopt ≈Eap → sous-estimées
correctes Eopt surestimées Eopt sous-estimées
surestimées Eopt ≈Eap → surestimées Eopt sous-estimées
TAB. 6.6 – Conséquence sur les émissions optimisées des différentes combinaisons d’er-
reurs sur le cadastre a priori et la hauteur de couche-limite.
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C mesure ∆ fg =25% C simu
Conditions aux limites: concentrations basses
ppb
E vraies
∆ fg =16% C simu
C simu
C import E connues
C mesure
Conditions aux limites: concentrations hautes
FIG. 6.29 – Illustrations de l’impact des conditions aux limites sur l’information concer-
nant les émissions locales contenue dans l’écart (∆fg) entre concentrations mesurées et
simulées.
tion de la hauteur de couche-limite dans le modèle peut amener une sur-correction des
émissions. Les différentes combinaisons d’erreurs sur les émissions a priori et la HCL
sont résumées dans le Tableau 6.6.
On remarquera que même lorsque le cadastre a priori est correct, une HCL trop faible
conduit à simuler des concentrations trop élevées et donc à corriger indûment les émis-
sions à la baisse ; inversement, une HCL trop grande amène à des concentrations simulées
trop faibles donc à des émissions corrigées à la hausse à tort (Tableau 6.6, ligne du milieu).
Enfin, lorsque les erreurs sur les émissions et la HCL sont du même ordre de grandeur,
elles peuvent se compenser si la HCL et les émissions sont surestimées ou sous-estimées
ensemble. Finalement, quelle que soit l’erreur du cadastre a priori, une surestimation
(respectivement sous-estimation) de la hauteur de couche-limite amène à des émissions
optimisées surestimées (respectivement sous-estimées).
Pour tenter de quantifier l’impact de l’erreur sur la hauteur de couche-limite sur les flux
d’émission optimisés, on compare les résultats obtenus pour les deux vendredis étudiés
précédemment, le 7 août 1998 et le 16 juillet 1999.
La Figure 6.30 représente les écarts (en %) entre les émissions optimisées obtenues avec
la HCL corrigée grâce aux mesures et avec la HCL fournie par l’ECMWF pour ces deux
journées. Le 7 août, la HCL fournie par l’ECMWF est augmentée de 50% pendant toute
la journée pour approcher les mesures disponibles (représentée en bleu sur la Figure 6.30,
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FIG. 6.30 – Différence (en %) entre les profils temporels moyens sur tout le domaine des
flux d’émission de NO optimisés avec la hauteur de couche-limite fournie par ECMWF et
avec la hauteur de couche-limite corrigée grâce aux mesures. En été, TU = heure légale -
2 heures. Les zones grisées correspondent aux heures non optimisées.
voir page 104). Les flux optimisés obtenus avec la HCL corrigée sont supérieurs de 2%
à 7 heures à 12,5% à 4 heures aux flux optimisés avec la HCL brute. Les corrections de
HCL effectuées le 16 juillet (augmentation de 10% nécessaire pendant quelques heures
seulement, représentée en bleu sur la Figure 6.30, voir page 117) n’ont quasiment pas
d’impact sur les flux optimisés : la différence est inférieure à 0,5%.
Le 7 août 1998 est la seule journée, sur l’ensemble des quatorze jours de POI ESQUIF en
juillet et août 1998 et 1999, qui présente à la fois une HCL faible (inférieure à 1000 mètres)
et une erreur très importante par rapport aux mesures (≈-35%). L’écart maximal sur les
flux optimisés avec et sans correction de la HCL reste 3,5 fois moins grand que la cor-
rection apportée à la HCL. Dans le cas d’une HCL plus grande et d’une erreur relative
plus faible, comme le 16 juillet 1999, l’influence de la correction de la HCL sur les flux
optimisés moyennés sur tout le domaine est négligeable. Finalement, bien que deux cas
ne puissent suffire à établir une quantification précise, on peut considérer que la correc-
tion de la hauteur de couche-limite est importante pour l’étude de journées spécifiques
mais ne représente pas une erreur de premier ordre pour l’inversion d’une longue période
comportant peu de situations exceptionnelles en ce qui concerne la HCL.
Impact global sur les flux d’émission
Dans ce qui suit, pour représenter les résultats de l’optimisation sur la période complète
de quatre mois, on utilise la médiane des flux optimisés. En effet, la valeur de cet in-
dicateur n’est pas influencée, comme la moyenne, par les valeurs extrêmes, qui peuvent
correspondre à des intensités aberrantes dues à une sur-correction des émissions.
Répartition temporelle On examine dans un premier temps l’ensemble des jours op-
timisés afin de quantifier la variabilité des émissions optimisées. Le cadastre a priori
présente une variabilité due au fait qu’il existe six types de profils différents, représentés
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sur la Figure 6.31 : un pour chacun des trois types de jour (semaine, samedi, «dimanche
ou jour férié»), avec des intensités différentes en juillet et en août (20% de moins, voir
page 109).




























FIG. 6.31 – Profils temporels a priori des flux d’émission de NO moyennés sur tout le
domaine, selon les différents types de jour pour les mois de juillet et août 1998 et 1999.
En été, TU = heure légale - 2 heures.
La Figure 6.32 représente donc la médiane des profils temporels des 124 jours optimisés
avec les percentiles 50 et 80 et les deux profils temporels correspondant aux variations
extrêmes du cadastre a priori.























émis. a priori semaine juillet
émis. a priori dimanche août
percentile 50
percentile 80
FIG. 6.32 – Profil temporel médian des flux d’émission de NO moyennés sur tout le do-
maine, obtenu sur les périodes du 1er juillet au 31 août 1998 et 1999. En été, TU = heure
légale - 2 heures.
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La moitié supérieure du percentile 80 indique une grande dispersion des flux moyens op-
timisés, notamment de 4 à 8 heures. Comme indiqué plus haut, parmi les flux optimisés
très éloignés de la médiane se trouvent probablement des résultats dus à une sur-correction
des émissions effectuée à cause d’une mauvaise estimation de la HCL. Cependant, cela
n’explique pas la dissymétrie, qui apparaît à 5 et 6 heures dans les intensités : la limite
supérieure du percentile 80 correspond à des flux atteignant +59% de la médiane. Un exa-
men des profils temporels journaliers montre que, lorsque la HCL est faible le matin avant
6 heures (inférieure à 300 mètres) puis double à 7 heures, le nombre de flux supérieurs
au percentile 80 est deux fois plus grand que le nombre de flux inférieurs. La variation
rapide de la HCL semble donc être mal prise en compte par l’inverse qui a tendance à
augmenter de façon disproportionnée les émissions pour compenser la dilution brutale
des concentrations.
Entre 3 et 10 heures, le percentile 50 du profil médian optimisé correspond à des flux
d’émission variant de -51 à +56% autour de la médiane. Cette variabilité est donc du
même ordre de grandeur que l’écart d’intensité a priori de 20% entre le mois d’août et le
mois de juillet d’une part et que la différence de 35% dans la masse émise de 3 à 10 heures
entre les jours de la semaine et le type «dimanche ou jour férié» d’autre part (Figure 6.31).
La variabilité de l’ensemble des flux optimisés paraît donc réaliste. On peut compare dans
ce qui suit les résultats obtenus pour le cadastre opimisé au cadastre a priori pour les
différents types de jour utilisés.
Répartition spatiale L’étude du 7 août 1998 et du week-end du 16 au 18 juillet 1999
a montré que la répartition spatiale des corrections n’était pas homogène mais dépendait
du lieu et de l’heure (voir pages 107 et 118). Parmi l’ensemble des coefficients de cor-
rection appliqués à une même maille au cours de la période optimisée, certaines valeurs
sont obtenues avec une fréquence très supérieure aux autres. La Figure 6.33 représente
les distributions en fréquence des coefficients de correction obtenus pour la maille ru-
rale de Paris Sud-Ouest et pour la maille périphérique de Tremblay, avec des classes de
0,05. Dans la maille urbaine (Figure 6.33 (a)), à chaque heure optimisée, une seule classe
dépasse 50 occurences sur un total de 124. Dans la maille périphérique, la distribution
présente également un pic de fréquence pour une seule classe, qui dépasse 35 occurences
(Figure 6.33 (b)). On choisit donc d’utiliser le coefficient le plus fréquemment obtenu
dans chaque maille pour représenter la répartition spatiale des corrections.
La Figure 6.34 indique, pour chaque heure inversée dans chaque maille optimisée, la
correction la plus fréquente sur l’ensemble des jours optimisés ; pour des raisons de li-
sibilité, toutes les classes ne sont pas représentées individuellement. On remarquera tout
d’abord que, quelle que soit l’heure considérée, les corrections le plus souvent effectuées
consistent en l’augmentation des émissions de NOx, ce qui est cohérent avec la sous-
estimation des concentrations matinales de NO, au moins en ville indiquée par les compa-
raisons statistiques (voir page 93). Entre 6 et 8 heures ainsi qu’à 10 heures, ces corrections
sont réparties différemment selon l’intensité des flux. En effet, les flux les plus intenses
du centre du domaine sont le plus fréquemment diminués par l’optimisation (jusqu’à -5%
par rapport aux valeurs a priori, coefficients compris entre 0,95 et 1) alors que la majo-
rité des flux périphériques moins intenses sont augmentés (jusqu’à +5% par rapport aux
valeurs a priori, coefficients compris entre 1 et 1,05). De 3 à 5 heures et à 9 heures, la
répartition spatiale est plus homogène, la plupart des flux étant fréquemment multipliée
par des coefficients compris entre 1 et 1,05.
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FIG. 6.33 – Distribution en fréquence (pour des classes de 0,05) des coefficients de cor-
rection obtenus à chaque heure inversée sur la période du 1er juillet au 31 août 1998
et 1999. Pour plus de lisibilité, la courbe indiquant la distribution de chaque heure est
décalée vers le haut d’une unité de plus que la précédente.
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FIG. 6.34 – Représentation spatiale des corrections les plus fréquemment appliquées aux
flux d’émission de NOx sur les périodes du 1er juillet au 31 août 1998 et 1999. Classes
de 0,05 non représentées individuellement. En été, TU = heure légale - 2 heures.
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Impact sur les différents profils temporels
Mois de juillet et août Comme indiqué plus haut, les émissions a priori du mois d’août
sont, à toute heure, inférieures de 20% aux émissions du mois de juillet. Les profils tempo-
rels médians des flux optimisés aux mois de juillet et août, représentés sur la Figure 6.35,
montrent que cette différence est presque conservée après optimisation : elle varie entre
-19,2% à 8 heures et -22,5% à 6 heures.


























FIG. 6.35 – Profils temporels médians des flux d’émission de NO optimisés moyennés sur
tout le domaine, obtenu sur les mois de juillet et août 1998 et 1999. En été, TU = heure
légale - 2 heures. Les zones grisées correspondent aux heures non optimisées.
Semaine Par rapport au profil temporel a priori, l’intensité des émissions optimisées
est augmentée de 9,4 à 17,7% entre 4 et 10 heures (Figure 6.36). Cependant, l’allure
du profil est conservée, avec deux pics, à 5 et 8 heures. Au total, la masse émise est
augmentée de 13,1%. L’intensité plus élevée des flux d’émission optimisés est un résultat

























FIG. 6.36 – Profil temporel médian sur tout le domaine des flux d’émission de NO pour
le type «semaine» obtenu sur les périodes du 1er juillet au 31 août 1998 et 1999. En été,
TU = heure légale - 2 heures. Les zones grisées correspondent aux heures non optimisées.
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attendu. En effet, la comparaison des concentrations de monoxyde d’azote simulées a
priori et mesurées avait mis en évidence la sous-estimation des concentrations matinales
de NO, au moins en ville (voir page 93). La conservation de l’allure du profil temporel est
cohérente avec les résultats de l’étude des corrélations qui avait indiqué que la variabilité
et le phasage temporel des concentrations de monoxyde d’azote étaient corrects, au moins
en milieu urbain (voir page 95).
Samedi et dimanche/jour férié Le samedi (Figure 6.37 en haut), l’intensité des émis-
sions optimisées est réduite, entre 4 et 10 heures, de 1,9 à 16,3% par rapport au cadastre a
priori. Les réductions les plus importantes sont obtenues à 5 et 6 heures (13,2 et 16,3%).
Au total, la masse émise est inférieure de 7,7% pour le profil optimisé par rapport au
profil a priori. Le profil optimisé comporte un pic d’émissions entre 7 et 9 heures (flux
supérieurs à 2,5.1012 moléc.cm−2.s−1) alors que les flux a priori sont quasiment constants
entre 5 et 9 heures (flux compris entre 2,7 et 2,9 1012 moléc.cm−2.s−1). On peut évoquer
la possibilité que ce pic corresponde au trafic de «loisir» du samedi matin, plus tardif et
moins intense que le trafic dû aux déplacements de travail en semaine.
Le dimanche (Figure 6.37 en bas), l’impact de l’optimisation est plus faible que le sa-
medi : les flux optimisés sont augmentés de 15,6 et 10,5% à 8 et 9 heures par rapport aux
flux a priori et différent de ceux-ci de moins de 5% de 4 à 7 heures. La masse émise entre
3 et 10 heures est augmentée de moins de 7% après optimisation. Le profil médian du type
«dimanche ou jour férié» a été élaboré à partir de 18 dimanches plus les 14 juillet 1999 et
1998 et le samedi 15 août 1998. Un sixième des flux optimisés concernent donc des jours
très particuliers pour le trafic. Par exemple, le mardi 14 juillet 1998 a pu donner lieu à
des retours de «pont» (depuis le samedi 11), bien que ceux-ci influencent en principe les
émissions de la soirée. Finalement, l’allure des profils optimisés diffère peu de celle des
profils a priori qui étaient cependant supposés comporter une grande incertitude (voir le
17 et 18 juillet 1999 page 113).
Les différents jours de la semaine Un unique profil du type «jour de la semaine» a été
utilisé lors de l’élaboration du cadastre a priori. Or, le trafic comptant pour la majorité des
émissions de NOx (53% des émissions totales dans le cadastre a priori), on peut supposer
que les profils temporels des différents jours de la semaine présentent des caractéristiques
particulières.
Pour différencier chacun des cinq jours de la semaine dans le cadastre optimisé, il faut
comparer le profil médian de chaque jour au profil médian de toute la semaine. Afin
de séparer la variabilité due aux différences d’intensité entre les mois de la variabilité
éventuelle due aux diférences entre les jours, les médianes ont été calculées séparément
pour juillet et août. Au total, on compte dix-huit lundis (8 en juillet, 10 en août), jeudis
(10 en juillet, 8 en août) et vendredis (10 vendredis en juillet, 8 en août), seize mardis (7
en juillet, le 14 juillet 1998 étant un mardi, 9 en août) et seize mercredis (8 en juillet, le
14 juillet 1999 étant un mercredi, 8 en août).
Pour le mois de juillet, les profils temporels médians des lundi, mardi, jeudi et vendredi
sont très semblables au profil temporel médian de la semaine : les écarts sont inférieurs
à 3,5% à toute heure, l’écart maximal étant de 3,4% le jeudi à 4 heures (Figure 6.38).
Le profil temporel du mercredi est également très proche du profil typique de la semaine
(différences inférieures à 2,5%) sauf à 7 heures où l’écart atteint +5,6% (Figure 6.38).
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FIG. 6.37 – Profils temporels médians sur tout le domaine des flux d’émission de NO
pour les types «samedi» et «dimanche ou jour férié» obtenus sur les prériodes du 1er
juillet au 31 août 1998 et 1999. En été, TU = heure légale - 2 heures. Les zones grisées
correspondent aux heures non optimisées.
Les flux d’émission du mercredi ne sont donc pas quasiment constants de 5 à 8 heures (à
environ 3,7 moléc.cm−2.s−1), comme avec le profil hebdomadaire, mais forment un pic à
plus de 3,9 moléc.cm−2.s−1 à 6 heures.
Au mois d’août, les profils temporels médians des mardi, jeudi et vendredi sont très sem-
blables au profil temporel médian de la semaine : les écarts sont inférieurs à 7% à toute
heure, l’écart maximal étant de -6,9% le mardi à 6 heures (Figure 6.38). Le profil temporel
du mercredi conserve l’allure du profil hebdomadaire mais avec une intensité, entre 4 et
8 heures, supérieure de 0,8 à 8,3%. Le profil temporel du lundi est également très proche
du profil typique de la semaine (différences inférieures à 3,2%) sauf entre 5 et 6 heures
où l’écart atteint +11,2 et +18,4% (Figure 6.38). Les flux d’émission du lundi présentent
donc, à 5 heures, un pic à près de 3,7 moléc.cm−2.s−1. On peut en proposer une expli-
cation en terme de trafic de retour de longs week-end. En effet, dans l’ensemble des 10
lundis du mois d’août se trouvent quatre lundis susceptibles d’être des jours de trafic dû
aux vacanciers (les lundis 2 et 30 août 1999 et les lundis 3 et 31 août 1999) ainsi que les
deux lundis 16 août 1999 et 17 août 1998 clôturant les week-ends du 15 août.
Finalement, les cinq jours de la semaine ne présentent pas de caractéristiques moyennes
très marquées par rapport aux profils hebdomadaires. Cependant, depuis 1999, on peut
137
CHAPITRE 6. APPLICATION À DES CAS RÉELS
s’attendre à ce que les habitudes de déplacement de la population aient été modifiées par la
loi dite «des 35 heures». Cela pourrait faire apparaître des différences systématiques plus
importantes entre le profil typique de la semaine et les lundis et vendredis par exemple.
6.6.3 Synthèse des résultats
L’optimisation des émissions de NOx matinales sur les mois de juillet et août 1998 et
1999 a permis d’obtenir des concentrations d’ozone en meilleur accord avec les mesures.
Le biais et l’erreur moyenne ont été diminués de 1,6 et 2,3% et la corrélation a été amé-
liorée de 1,5%. Après avoir comparé les 7 août 1998 et 16 juillet 1999, on considère que
la correction de la hauteur de couche-limite, importante pour l’étude de journées spéci-
fiques (c’est-à-dire comportant des situations météorologiques extrêmes), n’est pas essen-
tielle pour l’inversion d’une longue période comportant peu de situations exceptionnelles.
L’examen de la médiane de l’ensemble des flux optimisés montre que la variabilité du
percentile 50, regroupant donc la moitié des jours inversés, est comparable à celle qui a
été introduite dans le cadastre a priori (différence entre les mois et les types de jour). Les
corrections les plus fréquemment effectuées sont réparties spatialement selon l’intensité
des flux d’émission. Après optimisation, les flux a priori les plus intenses du centre du
domaine sont le plus souvent diminués de 65% ou plus alors que l’intensité de la majo-
rité des flux moins intenses en périphérie est modifiés de moins de 55%. Pour tous les
types de jour (semaine, samedi et «dimanche ou jour férié»), les écarts entre profils opti-
misés et a priori sont inférieurs à 15%. Cette valeur rejoint les résultats obtenus lors de
l’évaluation du cadastre d’émission effectuée grâce aux mesures aéroportées au cours de
la campagne ESQUIF (ESQUIF 2001) : l’erreur globale sur les émissions de NOx avait
alors été estimée à 15% au maximum. Enfin, la comparaison entre le profil obtenu pour
toute la semaine et celui de chacun des cinq jours ne fait apparaître de caractéristique
particulière que pour les lundis et les mercredis du mois d’août. Cependant, on peut sup-
poser que les caractéristiques du trafic des différents jours de la semaine ont été modifiées
depuis 1999.
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FIG. 6.38 – Profils temporels médian sur tout le domaine des flux d’émission de NO
optimisés pour les jours de type «semaine» obtenus sur les mois de juillet et août 1998 et
1999. En été, TU = heure légale - 2 heures.
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6.7 Conclusion
L’Île-de-France constitue un bon cadre aux études d’inversion des émissions. En effet,
dans cette région, les champs dynamiques sont bien reproduits par le modèle. De plus, le
réseau de mesures AIRPARIF y est bien développé.
Après que l’influence des émissions tri-dimensionnelles dues aux avions de ligne a été
quantifiée et trouvée faible, il a été décidé de n’inverser que les émissions anthropiques
surfaciques.
Une étude climatologique de comparaison entre concentrations d’ozone et de monoxyde
d’azote simulées et mesurées au cours des étés 1998 et 1999 a permis de déterminer les
points faibles des simulations de CHIMERE. Les indicateurs statistiques (biais, moyenne
quadratique et corrélation) ont indiqué que les concentrations d’ozone lors des pics étaient
bien reproduites par le modèle (biais inférieur à 10 ppb pour des concentrations supé-
rieures à 100 ppb) malgré la sous-estimation des concentrations matinales de monoxyde
d’azote en ville (biais supérieur à -10 ppb). Ce défaut peut être relié soit à une mauvaise
estimation de l’intensité du mélange vertical soit à une sous-estimation des flux d’émis-
sion de NOx.
Une étude simplifiée de l’impact du coefficient de mélange turbulent et de la hauteur de
couche-limite sur les concentrations lors de la POI 2 d’ESQUIF a indiqué que la para-
métrisation du mélange vertical pouvait être considérée comme correcte. La comparaison
des flux d’émissions optimisés obtenus avec et sans correction de la hauteur de couche-
limite lors de deux journées des POI 2 et 6 (les vendredis 7 août 1998 et 16 juillet 1999)
ont indiqué qu’il était nécessaire de débiaiser la hauteur de couche-limite pour l’étude de
journées très particulières, comportant des situations météorologiques extrêmes mais pas
pour l’inversion d’une longue période comportant peu de situations exceptionnelles.
L’étude de cas réels effectuée ici comporte deux volets : d’une part, l’inversion de cas
particuliers de pollution, d’autre part, l’inversion d’une climatologie composée des deux
étés 1998 et 1999.
Dans tous les cas, on inverse les émissions matinales (de 3 à 10 heures) de NOx, ce qui
modifie donc le rapport COV sur NOx à l’émission. Parmi les hypothèses de travail re-
tenues, trois sont particulièrement importantes : (i) les paramétrisations du modèle sont
assez réalistes, (ii) sauf pour la HCL de certaines journées, la météorologie est considé-
rée comme assez réaliste pour n’avoir pas besoin d’être inversée ou débiaisée et (iii) les
sources d’émission sont bien placées dans le cadastre a priori, l’optimisation porte sur
leur intensité.
Deux cas de pollution dite locale, dans lesquels les émissions du domaine jouent donc
un rôle prépondérant, constituent les POI 2 et 6 de la campagne ESQUIF. Les émissions
matinales de NOx du vendredi 7 août 1998 et des vendredi 16, samedi 17 et dimanche
18 juillet 1999 ont été inversées après que la hauteur de couche-limite a été corrigée en
fonction des mesures obtenues par les instruments supplémentaires.
Les résultats obtenus pour les deux vendredis sont très différents. En effet, le profil tem-
porel des émissions du 7 août 1998 est modifié de telle sorte que la durée du pic matinal
en ville est réduite de cinq heures a priori à deux heures après optimisation alors que le
profil temporel du 16 juillet 1999 est conservé. Ces modifications peuvent être reliées au
fait que le cadastre a priori a été élaboré sur la base du mois de juillet, les émissions du
mois d’août étant obtenues en diminuant tous les flux de 20% mais en suivant les mêmes
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variations diurnes. Les modifications apportées par l’optimisation le 7 août peuvent donc
correspondre à une différence réelle dans le trafic entre les mois de juillet et août.
Les profils temporels de type «samedi» et «dimanche et jour férié» utilisés pour l’élabo-
ration du cadastre a priori comportent une grande incertitude. Le samedi 17 juillet 1999
présente finalement des résultats très contrastés selon les lieux. En ville, le pic matinal
d’émission de NOx est réduit en durée (de cinq heures a priori à deux heures après op-
timisation) mais augmenté de 25% en intensité. À l’extérieur de la ville, le pic matinal
d’émission disparaît du cadastre optimisé. Le dimanche 18 juillet, le cadastre optimisé
permet de rectifier une erreur importante en éliminant un pic d’émission simulé en ville
mais non observé. Il comporte néanmoins, pour les flux moins intenses, des modifications
peu réalistes
La répartition spatiale des corrections a montré que les résultats obtenus pour les flux de
la ville, c’est-à-dire là où sont concentrées de nombreuses mesures, étaient plus réalistes
que ceux obtenus pour les flux périphériques, situés dans des zones où le réseau de mesure
est moins dense. L’utilisation du krigeage pour répartir au mieux l’information disponible
dans les concentrations mesurées ne permet donc pas de surmonter toutes les limitations
dues à la quantité limitée d’information.
Finalement, l’étude de deux cas particulièrement bien documentés a montré que la mé-
thodologie d’inversion était applicable à des cas réels. Une étude d’inversion à plus long
terme a donc été menée pour obtenir des résultats généralisables à d’autres périodes.
L’inversion à long terme a porté sur les mois de juillet et août 1998 et 1999. Sur l’en-
semble des profils d’émission optimisés, la moitié présente une variabilité inter-journalière
du même ordre de grandeur que les écarts utilisés lors de l’élaboration du cadastre a priori
pour reproduire les différences entre les mois (juillet et août) ou les jours (semaine par rap-
port au dimanche ou jour férié). La répartition spatiale des corrections les plus fréquentes
sur toute la période inversée confirme les différences entre les flux intenses du centre du
domaine, donc l’intensité est souvent corrigée de plus de 65%, et les flux périphériques
moins intenses et modifiés dans des proportions moindres.
La comparaison des profils optimisés et a priori pour les trois types de jour (semaine,
samedi et «dimanche ou jour férié») montre des écarts inférieurs à 15%, ce qui correspond
à l’estimation de l’erreur globale sur les émissions de NOx effectuée lors de la campagne
ESQUIF.
Enfin, seuls les profils temporels des lundis et mercredis du mois d’août présentent des
caractéristique particulières différentes de celles du profil hebdomadaire typique. Cepen-





Rappel du cadre du travail
Ce travail avait pour objectif d’élaborer une méthode d’inversion des émissions anthro-
piques de NOx et de COV à l’échelle régionale, utilisant les mesures de routine des ré-
seaux (O3 et NOx). Ces dernières étant disponibles dans de nombreuses régions et pour de
longues périodes, une telle méthode permettrait (i) d’estimer a posteriori les émissions né-
cessaires à une meilleure simulation des champs de concentrations lors d’épisodes passés
variés, (ii) d’envisager une utilisation de l’inversion pour l’amélioration des prévisions.
De plus, une meilleure connaissance des émissions passées et actuelles peut offrir une
base plus sûre à l’élaboration de scénarios prospectifs.
Bien que les méthodes de la famille de l’assimilation soient déjà utilisées dans de nom-
breux domaines et notamment en météorologie et en chimie de l’atmosphère à l’échelle
globale, les études d’inversion des émissions à l’échelle régionale sont actuellement peu
nombreuses. Il était donc nécessaire d’évaluer ce que les méthodes inverses peuvent ap-
porter à la simulation de la pollution photo-oxydante à l’échelle régionale.
Méthodologie élaborée
La principale limitation des méthodes inverses réside dans la quantité d’information né-
cessaire. C’est pourquoi le nombre limité de données d’observation disponibles a consti-
tué le principal problème à résoudre. Deux stratégies ont donc été mises en œuvre simulta-
nément : d’une part, augmenter le nombre de contraintes et leur «adéquation» par rapport
au problème à inverser, en utilisant les informations contenues dans l’espace des concen-
trations, et d’autre part, diminuer la dimension du problème, en utilisant les informations
contenues dans l’espace des émissions.
La structure du champ de concentrations simulé a priori par CHIMERE ayant été validée,
une technique de krigeage a été mise en place pour utiliser les informations contenues dans
l’espace des concentrations. Les contraintes constituées par le champ de concentrations
analysé prennent en compte à la fois les informations fournies par les mesures et par
le champ simulé. Elles représentent la meilleure information possible dans l’espace des
concentrations (notamment par rapport à la représentativité du maillage).
Dans l’espace des paramètres, une technique d’agrégation spatiale dynamique a été éla-
borée : des zones regroupent les paramètres qui sont à corriger dans la même proportion.
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La dimension du problème est ainsi réduite du nombre total de paramètres au nombre
de zones défini. Dans le cas des flux d’émission en Île-de-France, on regroupe des flux
d’émissions d’intensités proches. De plus, la dynamique de la situation est prise en compte
afin de définir des zones dans lesquelles le signe de la sensibilité du coût à ces émissions
est le même.
La méthode de l’adjoint a été choisie pour notre travail parce qu’elle permet de prendre en
compte facilement l’évolution temporelle des concentrations et des émissions. L’inverse
du modèle CHIMERE a donc été développé à partir du modèle direct version V200211K,
de son adjoint (qui a été revu et modifié) et de l’optimiseur N1QN3.
Validation et limites de l’outil
La méthodologie élaborée ne comporte aucune hypothèse limitant sa validité a priori. elle
peut donc en principe être utilisée pour toutes les périodes de l’année, pour toutes les
espèces pour lesquelles on dispose d’une technique de krigeage adaptée. Cependant, la
réalisation de l’agrégation spatiale dépend des caractéristiques dynamiques du domaine
considéré.
Pour évaluer les capacités de l’inversion, une procédure permettant de générer et d’étudier
des cas académiques a été mise en place.
Si toute l’information nécessaire est disponible, on vérifie que la précision de l’inverse est
égale à la précision de la machine.
La méthode avec krigeage a été comparée à une méthode utilisant des mesures seules
et à une méthode utilisant une matrice «de background». Les contraintes fournies par le
krigeage permettent d’obtenir des corrections dont la répartition spatiale et temporelle est
plus homogène et cohérente pour l’ensemble du cadastre.
Cependant, le krigeage ne permet pas de créer de l’information. Il est donc nécessaire
de choisir comme contrainte une espèce pour laquelle sont disponibles suffisamment de
données d’observation contenant de l’information sur les émissions à inverser. En Île-
de-France par exemple, on ne peut utiliser les concentrations d’ozone pour inverser les
émissions de NOx matinales car on ne dispose en général que d’une seule observation
dans le panache de l’après-midi.
Étude en Île-de-France
Les premières études d’inversion ont porté sur le cadastre élaboré par AIRPARIF pour
l’Île-de-France. En effet, cette région présente une topographie simple (relief faible, éloi-
gnement des côtes) et le réseau de mesure AIRPARIF est suffisamment dense et complet
pour le développement et la validation de notre méthode. Enfin, plusieurs cas de pollution
ont été bien documentés et étudiés en détail lors de la campagne de mesure ESQUIF des
étés 1998 et 1999.
Dans un premier temps, les écarts entre concentrations mesurées et simulées ont été exa-
minés afin de déterminer les éventuels problèmes rencontrés par le modèle.
Une étude climatologique de comparaison entre concentrations d’ozone et de monoxyde
d’azote simulées et mesurées au cours des étés 1998 et 1999 a permis de déterminer
les points faibles des simulations de CHIMERE. Les indicateurs statistiques calculés
montrent que le cycle diurne des concentrations d’ozone et plus particulièrement les va-
leurs atteintes lors des pics étaient bien reproduits par le modèle (biais inférieur à 10 ppb
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pour des concentrations supérieures à 100 ppb). Cependant, les concentrations matinales
de monoxyde d’azote en ville sont sous-estimées.
De façon plus ponctuelle, deux cas de pollution dite locale, dans lesquels les émissions du
domaine jouent donc un rôle prépondérant, ont été étudiés lors de la campagne ESQUIF.
La journée du 7 août 1998 (POI 2 d’ESQUIF) présente un épisode local de pollution
photo-oxydante au cours duquel les concentrations d’ozone simulées dans le panache
l’après-midi sont sous-estimées alors que les concentrations de NOx matinales en ville
sont surestimées.
Les journées du vendredi 16, samedi 17 et dimanche 18 juillet 1999 (POI 6 d’ESQUIF),
ont été choisies parce qu’elles correspondent aux trois types de jours utilisés pour l’éla-
boration du cadastre (semaine, samedi et dimanche ou jour férié). Pour les deux derniers
types, les profils temporels diurnes des émissions comportent une grande incertitude. Pen-
dant ces trois jours, les concentrations de monoxyde d’azote simulées le matin en ville et
dans les zones péri-urbaines sont très surestimées par rapport aux mesures, particulière-
ment le samedi et le dimanche.
Dans un deuxième temps, la détermination des paramètres ayant une influence prépondé-
rante sur les écarts constatés a été effectuée. Les mauvaises estimations des concentrations
de monoxyde d’azote simulées le matin en ville peuvent être reliées soit à une mauvaise
estimation de l’intensité du mélange vertical (qui dépend de la paramétrisation du coeffi-
cient de mélange turbulent et de la hauteur de couche-limite), soit à une sous-estimation
des flux d’émission de NOx. Une étude de sensibilité a permis de constater que la para-
métrisation du coefficient de mélange turbulent ne pouvait expliquer tous les écarts entre
concentrations mesurées et simulées. Les bases physiques de cette paramétrisation ayant
été validée par ailleurs, il a été décidé de ne pas la modifier. Par contre, la correction de la
hauteur de couche-limite fournie par l’ECMWF grâce aux mesures effectuées lors d’ES-
QUIF, permet d’expliquer une grande part de l’écart entre concentrations de NO mesurées
et simulées le matin en ville (près de 40% dans le cas étudié).
Enfin, les trois cas retenus ont été inversés : le 7 août 1998, les 16, 17 et 18 juillet 1999
et les deux étés (mois de juillet et août) 1998 et 1999. Le krigeage des concentrations
est effectué grâce aux mesures du réseau AIRPARIF : les contraintes sont les analyses
de NO effectuées de 4 à 16 heures. Les flux de NOx les plus intenses (supérieurs à
5×1011moléc.cm−2.s−1) sont optimisés de 3 à 10 heures du matin.
Synthèse des résultats
L’optimisation permet de corriger certains écarts très importants entre concentrations me-
surées et simulées. Par exemple, le dimanche 18 juillet, un pic d’émission de NOx était
simulé en ville avec le cadastre a priori mais il n’était pas mesuré ; avec le cadastre opti-
misé, ce pic n’est plus simulé.
Les résultats de l’optimisation d’une journée donnée diffèrent selon les lieux. D’une façon
générale, le réalisme des corrections obtenues est plus satisfaisant pour les flux intenses,
en ville, c’est-à-dire là où sont concentrées de nombreuses mesures, que pour les flux
périphériques, moins intenses et situés dans des zones où le réseau de mesure est moins
dense. Le dimanche 18 juillet 1999, par exemple, le cadastre optimisé comporte, pour les
flux des mailles rurales, des modifications peu réalistes (un pic d’émission très intense à
7 heures). Malgré l’utilisation du krigeage, qui permet de répartir au mieux dans tout le
domaine l’information disponible dans les observations, le niveau de fiabilité des résultats
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diminue donc avec la densité du réseau de mesure. Dans le cas des émissions de NOx
optimisées grâce aux concentrations de monoxyde d’azote, les résultats présentant le plus
haut niveau de confiance sont finalement ceux qui concernent les flux les plus intenses,
qui contribuent le plus aux épisodes de pollution en Île-de-France.
L’optimisation des émissions sur la période regroupant les mois de juillet et août 1998
et 1999 a été effectuée avec les mesures du réseau de surveillance de la qualité de l’air.
Elle a permis d’obtenir des profils temporels présentant une variabilité inter-journalière
du même ordre de grandeur que les écarts utilisés lors de l’élaboration du cadastre a
priori pour reproduire les différences entre les mois (juillet et août) ou les jours (semaine
par rapport au dimanche ou jour férié). Les écarts entre profils optimisés et a priori sont
inférieurs à 15%, ce qui correspond à l’estimation de l’erreur globale sur les émissions de
NOx effectuée lors de la campagne ESQUIF. De plus, les émissions optimisées permettent
d’améliorer la simulation des concentrations d’ozone sur le long terme (biais et erreur
moyenne diminués par rapport aux valeurs a priori, corrélation augmentée). Finalement,
les corrections apportées à la masse moyenne émise dans l’ensemble du domaine et aux
profils temporels correspondant sont donc réalistes.
7.2 Perspectives
Validation extérieure des cadastres optimisés
Ce travail a principalement porté sur l’élaboration et la validation de la méthodologie
d’inversion à l’échelle locale en utilisant les mesures de routine du réseau. Après les
premières études réalisées en Île-de-France pendant les étés 1998 et 1999, la question
de la validation extérieure des cadastres optimisés reste donc à discuter. En effet, si les
émissions optimisées paraissent cohérentes et permettent de réduire l’écart entre concen-
trations simulées et mesurées, elles peuvent néanmoins ne pas correspondre à une réalité
physique et dépendre du modèle utilisé. L’utilisation des cadastres optimisés avec l’in-
verse de CHIMERE par d’autres modèles pour simuler les mêmes épisodes de pollution
est donc une étape permettant de déterminer le degré de dépendance au modèle de ces
cadastres. Dans un premier temps, on peut envisager de tester les cadastres optimisés avec
le même modèle mais avec des forçages différents, par exemple en remplaçant les don-
nées météorologiques de l’ECMWF par des champs issus de modèles tels que RAMS ou
MM5.
Quantifier l’incertitude des cadastres optimisés
Notre méthodologie d’inversion ne permet pas d’associer une incertitude aux cadastres
optimisés obtenus.Le projet OPTEMI (OPTimisation des Emissions par Modélisation In-
verse), dans lequel s’inscrit ce travail, prévoit des interactions entre l’inversion et des
simulations Monte-Carlo. Ces dernières permettent en effet de quantifier les incertitudes
des différents paramètres d’entrée du modèle.
Application aux COV
Dans les cadastres actuels, les émissions de COV comportent une grande incertitude qui
porte à la fois sur la quantité totale et sur la spéciation. Compte-tenu de l’importance du
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rapport COV sur NOx à l’émission dans la production d’ozone, l’optimisation indépen-
dante des émissions de COV et de NOx pourrait s’avérer très intéressante pour l’étude de
la pollution photo-oxydante.
Des mesures de concentrations et surtout de spéciation de COV effectuées en routine par
les réseaux seraient donc nécessaires. Bien que les normes imposent la prise en compte
en routine d’espèces de plus en plus nombreuses en même temps que les mesures de-
viennent techniquement réalisables, on ne peut espérer disposer rapidement de données
d’observation spécifiques aux COV assez nombreuses.
À défaut d’avoir accès à la spéciation, les mesures d’ozone devraient permettre d’inverser
l’ensemble de la famille des COV. Bien qu’il ait été montré que les mesures d’ozone dis-
ponibles actuellement en Île-de-France n’étaient pas assez nombreuses pour contraindre
efficacement l’inversion des émissions de COV, le développement du réseau de mesure de
l’ozone dans les zones périphériques pourrait, dans des délais raisonnables, apporter les
informations nécessaires.
Application à d’autres régions
L’optimisation des émissions a un intérêt immédiat pour les régions qui disposent d’un
réseau de mesure assez bien développé mais d’un cadastre peu précis ou non remis à
jour. Cependant, même dans une région disposant, comme l’Île-de-France, d’un «bon»
cadastre, l’optimisation des émissions permet de prendre en compte les jours particuliers,
par exemple les grands départs en région parisienne. Les cadastres optimisés peuvent fina-
lement être utilisés par les réseaux de surveillance de la qualité de l’air comme AIRPARIF,
AIRFOBEP et AIRMARAIX, d’une part, dans le but d’obtenir de meilleures prévisions
des pics et d’autre part, pour effectuer des simulations de scénarios d’émissions plus pré-
cis.
Le coût d’une optimisation fiable correspond à celui des stations de mesure nécessaires
à l’obtention d’analyses de bonne qualité. Cette dernière constitue un enjeu dont le cadre
dépasse largement celui de l’inversion. C’est pourquoi le coût matériel et financier de
l’optimisation des émissions n’est peut-être pas systématiquement plus élevé que celui de
la mise à jour d’un cadastre par des méthodes de type «bottom-up».
La méthode d’inversion a été utilisée en Île-de-France pour des raisons de simplicité de la
dynamique et de disponibilité des observations. L’objectif est de l’appliquer à des sites de
plus en plus complexes. Dans un premier temps, on étudie une région possédant un réseau
de mesure dense mais dont le cadastre comporte des incertitudes plus grandes que celui de
l’Île-de-France, par exemple en raison d’émissions importantes de COV biogéniques. On
pourrait ensuite optimiser les émissions dans une région comportant également de fortes
incertitudes sur d’autres paramètres, par exemple sur les champs dynamiques.
Actuellement, la région dans laquelle on dispose du plus grand nombre d’observations
est celle de Fos-Berre Marseille où a eu lieu la campagne ESCOMPTE au cours des
étés 2000 et 2001. Les cadastres d’émissions optimisés pourraient être utilisés par les
équipes travaillant sur les analyses des épisodes de cette campagne. Malheureusement, la
dynamique y est beaucoup plus complexe qu’en Île-de-France (phénomènes de brise de
mer notamment). La durée exceptionnelle de la campagne de mesure permet néanmoins
de disposer d’épisodes «simples» (régime de brise bien établi par exemple) qui peuvent




La photochimie dans la troposphère
Les réactions chimiques expliquant la production et la destruction de l’ozone dans la
troposphère sont nombreuses. Cette annexe présente les principales étapes du cycle de
l’ozone (O3) qui mettent en jeu le dioxyde d’azote (NO2), le monoxyde d’azote (NO),
deux espèces regroupées dans la famille des oxydes d’azote (NOx), le monoxyde de car-
bone (CO), les composés organiques volatils (COV), les radicaux hydroxyles (OH) et hy-
dropéroxyles (HO2) au cours d’un processus rapide, l’équilibre photochimique, et d’un
processus plus lent, le cycle des radicaux.
A.1 L’équilibre photochimique
Une molécule d’ozone est formée par la combinaison d’un atome d’oxygène dans l’état
fondamental (O(3p)) avec une molécule de dioxygène, un troisième corps permettant de
stabiliser la réaction :
O2 +O
(3p) +M → O3 +MM = O2, N2 (A.1)
Dans la troposphère, l’atome O(3p) provient le plus souvent d’une molécule de NO2 qui
a été photodissociée par un rayonnement d’une longueur d’onde comprise entre 290 et
400 nanomètres (visible et proche ultra-violet) :
NO2 + hν → NO +O(3p) (A.2)
La molécule de NO formée peut elle aussi réagir avec une molécule d’ozone : il s’agit de
la titration de l’ozone par NO qui donne :
NO +O3 → NO2 +O2 (A.3)
Les équations A.1 et A.2 d’une part et A.3 d’autre part constituent l’équilibre photochi-
mique et ne peuvent expliquer la production nette d’ozone qui conduit à des concentra-
tions supérieures à 100 ppb lors de certains épisodes de pollution.
A.2 Le cycle des radicaux
Une description détailée du cycle décrit ici brièvement peut être consultée dans Toupance
et al. (1988).
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A.2.1 Production d’ozone
Lorsqu’un oxydant autre que l’ozone est disponible pour convertir le NO en NO2 (réac-
tion A.3), celui-ci peut s’accumuler dans la troposphère. Le cycle d’oxydation des COV
ou cycle des radicaux convertit le NO en NO2 ; ce dernier est alors photodissocié selon
la réaction A.2 et l’ozone est produit suivant la réaction A.1.
Le cycle des radicaux n’est pas initié par les mêmes molécules en milieu urbain et en
milieu rural. En milieu rural, les COV, le méthane et le CO peuvent être oxydés par OH
en présence de NO et de rayonnement solaire. En milieu urbain, le méthane et le CO n’ont
pas le temps de réagir avec OH, le temps de passage d’une masse d’air au-dessus d’une
agglomération étant en général bien inférieur au temps de réaction de ces oxydations.
La première étape d’un cycle d’oxydation d’un COV consiste en la production d’un
peroxy-radical (RO2) très réactif :
COV +OH → R+H2O
R+O2 +M → RO2 +M (A.4)
Ce peroxy-radical assure la conversion de NO en NO2 en produisant un composé carbo-
nylé R’CHO :
RO2 +NO → NO2 +RO
RO +O2 → R′CHO +HO2 (A.5)
De plus, le radical HO2 permet la conversion d’une autre molécule de NO en NO2 et
régénère un radical OH, disponible pour l’oxydation d’un autre COV :
HO2 +NO → NO2 +OH (A.6)
Le bilan des réactions précédentes permet donc la conversion de deux molécules de NO
en NO2 :
COV + 2NO + 2O2 → 2NO2 +H2O +R′CHO (A.7)
Le cycle n’est pas terminé puisque le composé R’CHO peut être oxydé par OH et produire
un HO2 disponible pour une seconde réaction A.6. L’exemple simple du formaldéhyde
(HCHO) donne :
HCHO +OH → CHO +H2O
CHO +O2 → CO +HO2 (A.8)
Les radicaux OH, RO2 et HO2 sont constamment recyclés. La production d’ozone est
donc d’autant plus importante que le COV en jeu peut subir un grand nombre de cycles
d’oxydation. Une molécule de méthane permet la formation de quatre molécules d’ozone
mais une molécule de C5H12 permet la formation de 12 molécules d’ozone. La production
d’ozone dépend donc de la quantité de NO disponible et de la présence des radicaux.
A.2.2 Sources et puits pour les radicaux
La principale source de production de radicaux OH est la photolyse de l’ozone par des
rayonnements de longueur d’onde comprise entre 290 et 310 nanomètres :
O3 + hν → O2 +O1D
O1D +H2O → 2OH (A.9)
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La photolyse de composés carbonylés est une source de radicaux HO2 ; par exemple avec
le formaldéhyde, on obtient :
HCHO + 2O2 + hν +M → 2HO2 + CO +M (A.10)
Deux puits de radicaux très différents existent. Les radicaux peuvent réagir entre eux :
RO2 +HO2 → ROOH
RO2 +RO2 → peroxyde (A.11)
Ils peuvent aussi réagir avec NO ou NO2, notamment pour former de l’acide nitrique
(HNO3) qui peut contribuer à l’acidification des précipitations et des nitrates organiques
(RONO2) qui contribuent au transport du NO2 à longue distance :
OH +NO +M → HONO +M
OH +NO2 +M → HNO3 +M
HO2 +NO +M → RONO2 +M
RO2 +NO2 +M → RO2NO2 +M
(A.12)
A.2.3 Les régimes chimiques
Dans un environnement pauvre en NO, par exemple en milieu rural, le puits de radicaux
dominant est l’ensemble de réactions A.11. Une augmentation des émissions de NOx
permet donc d’augmenter porportionnellement la production d’ozone en fournissant des
molécules de NO à la réaction A.5 avant que RO2 ne disparaissent avec d’autres radicaux.
Dans un environnement riche en NO, par exemple en milieu urbain, le puits de radicaux
dominant est l’ensemble ds réactions A.12. Une augmentation des émissions de NOx
augmente donc la perte des radicaux et limite le cycle : la formation d’ozone est réduite,
tant que les émissions de COV n’augmentent pas elles aussi, la réaction limitante étant
A.4.
La production d’ozone est donc sensible au rapport COV/NOx des émissions plutôt qu’à
leur intensité. Différents régimes chimiques peuvent être observés selon le milieu. On
parle de régime NOx limité quand, pour des émissions de COV constantes, une augmen-
tation des émissions de NOx conduit à une augmentation de la production d’ozone. On
parle de régime COV limité quand, pour des émissions de COV constantes, une augmen-
tation des émissions de NOx conduit à une diminution de la production d’ozone. Cette
sensibilité particulière de la production d’ozone aux émissions de précurseurs explique
que les pics de concentrations d’ozone sont observés non pas près des sources mais dans
le panache des agglomérations. Pour une étude des différents régimes chimiques selon les
concentrations de COV et de NOx, voir Sillman (1999) ; pour une étude de la sensibilité




Toutes les informations concernant la campagne ESQUIF sont disponibles dans ESQUIF
(2001) ainsi que dans plusieurs articles de synthèse dont Vautard et al. (2003, Menut et al.
(2000). Les caractéristiques générales de la campagne et les situations rencontrées lors
des Périodes d’Observations Intensives (POI) sont brièvement rappelées ici.
B.1 La campagne de mesure
En plus des mesures de routine effectuées par le réseau AIRPARIF pour les concentrations
de polluants et par METEO-FRANCE pour les paramètres météorologiques, un dispositif
expérimental particulier a été mis en œuvre pour la campagne ESQUIF. Il comportait :
– des mesures aéroportées portant sur :
• la structure tridimensionnelle des champs de polluants
• les concentrations de fond
• l’étude de la production photochimique d’ozone
• l’étude des aérosols urbains.
Tous les détails des mesures aéroportées effectuées au cours des POI sont disponibles
dans (Vautard et al., 2001 ; Beekman et Derognat, 2003).
– des mesures fixes au sol en un site urbain et deux sites péri-urbains. Celles-ci compre-
naient :
• des mesures de la dynamique atmosphérique (par LIDAR)
• des mesures de concentrations de polluants (par spectrométrie DOAS)
• des mesures de rayonnement et de taux de photolyse
• des mesures du contenu en aérosols et de la granulométrie et de la composition chi-
mique ceux-ci.
– des mesures mobiles au sol permettant de cartographier les champs de polluants et de
déterminer les concentrations aux limites du domaine de certains COV.
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B.2 Caractéristiques des POI
Nous reprenons un tableau de synthèse (Tableau B.1), tiré de ESQUIF (2001), qui présente
toutes les périodes de mesure de la campagne et donne quelques indications sur le type de
situation rencontrée.
POI Dates Origine de la masse
d’air
Remarques (sur toute la POI)
Été 1998
1 25→ 26/07/1998 Continentale 1-2 jours
de stagnation
Période nuageuse (moyens et hauts), vent
faible
2 07→ 09/08/1998 Continentale 2-5 jours
de stagnation
Ciel clair, fortes températures et vent faible
Été 1999
3 16→ 17/06/1999 Continentale 3-4 jours
de stagnation
Vent dominant de Nord-Est < 3 m.s−1
4 25→ 26/06/1999 Continentale 3-4 jours
de stagnation
Ciel clair, vent venant souvent de l’Est ≈ 5
m.s−1
5 01→ 02/07/1999 Maritime Ciel clair, vent de Sud-Est≈ 4 m.s−1
6 16→ 18/07/1999 Maritime puis stagnant Ciel clair
7 24→ 25/07/1999 Continentale 2-3 jours
de stagnation
Expérience de suivi du panache parisien au-
dessus de la Bretagne. Période ventée.
8 28→ 31/07/1999 Continentale 3-4 jours
de stagnation
Vent très faible < 2 m.s−1
Hiver 1999-2000
9 07→ 08/10/1999 Continentale 2-3 jours
de stagnation
Conditions anticycloniques. Expéreinces
pour la qualifi cation de la conversion
NO→NO2
10 26→ 28/01/2000 Continentale Expérience pour l’observation de situations
à très fortes [NOx]. Panache parisien vers
l’Ouest.
Été 2000
11 19→ 20/07/2000 Épisode photochimique
modéré sans stagnation
continentale
Expérience sur les aérosols
12 30→ 31/07/2000 Conditions sèches, pas
de stagnation
Expérience sur les aérosols
TAB. B.1 – Récapitulatif des douze POI d’ESQUIF. La colonne «origine de la masse
d’air» indique l’origine continentale ou maritime de celle-ci. Les «remarques» mettent en





Le principal objectif du modèle adjoint est le calcul du gradient ∇H(X) de la fonction
scalaire H(X). Cette fonction, dans le cas de l’inversion, est la fonction coût soit une
somme comprenant les concentrations chimiques de certaines espèces à certains instants
et en certains lieux. Ce gradient dépend des variables pronostiques du modèle par rap-
port aux paramètres météorologiques (vent, température) et chimiques (émissions, taux
de réactions).
On considère un ensemble de variables X évoluant spatialement et temporellement sui-
vant le système d’équations suivant :
dX
dt
= F (X, Y ), (C.1)
X représente donc les concentrations et est le «vecteur d’état» du système photochimique.
Puisque le temps est discret dans le modèle, on peut noter ce vecteur d’état Xn à l’ins-
tant t = ndt. Le vecteur Y contient l’ensemble des paramètres. Enfin, F est la fonc-
tion (non linéaire) donnant la tendance instantanée de Xn, c’est-à-dire contenant toute la
physico-chimie du modèle mais aussi ses approximations numériques. L’équation discré-
tisée d’évolution des variables du modèle s’écrit :
Xn+1 = F (Xn, Y ) (C.2)
Soit le gradient S de la fonction scalaire H(X) de X à un instant donné t :
S = ∇Y (H(X(t))). (C.3)
S est aussi appelé sensiblité de H(Xn) par rapport à Y .
En se donnant un produit scalaire (< . >) dans l’espace des paramètres, le gradient S de
H(Xn) par rapport à Y est tel que toute perturbation infinitésimale δY de Y va créer une
perturbation infinitésimale δH(Xn) de H(Xn), telle que :
δH(Xn) =< S, δY > . (C.4)
















En faisant l’hypothèse qu’il n’y a pas de perturbation initiale sur δX0, on obtient, par
remplacement successif dans (C.5), une expression pour la perturbation finale δXn :
δXn = AδY, (C.6)
où A est une matrice composée des sommes successives des itérations des dérivées par-
tielles de la fonction G, par rapport à X et Y .















Dans ce cas, on notera que l’opérateur d’adjonction est identique à une transposition car
le produit scalaire choisi est canonique. Cette dernière relation, eq. (C.8) montre en parti-







L’intégration «à rebours» dans le temps des équations adjointes du système (C.2) peut















la valeur finale du calcul δ∗X0 représentera le gradient (ou la sensibilité) de H par rapport
aux conditions initiales. Le gradient S par rapport aux paramètres sera alors donné par la
condition finale du système, c’est-à-dire :

δ∗Yn = 0









En pratique, les modèle adjoints relatifs aux systèmes C.10 et C.11 sont intégrés simul-





C.2.1 Principe d’écriture d’un code adjoint
Le modèle adjoint de CHIMERE a été développé «ligne à ligne» de code. Pour chaque
«instruction» représentant un processus physique, l’équation est différenciée au premier
ordre, linéarisée. On obtient donc le modèle «linéaire tangent». Le passage du code «li-
néaire tangent» au code «adjoint» reste dans notre cas une transposition des opérations.
Pour fixer les idées, la procédure est décrite sur un exemple simple ci-dessous.
 Code direct
result = val1 + val2× val3 + val4
avec val1, val2 et val3 des paramètres du modèle que l’on souhaite «adjointiser» et val4
une constante.
On linéarise autour des valeurs de val1, val2 et val3 pour obtenir le linéaire tangent. V al4
étant une constante, sa dérivée est nulle et n’apparaîtra donc pas dans la suite du calcul.
Les variables val1, val2 et val3 sont donc des variables directes d’entrée et result est
le résultat, i.e. la variable directe de sortie de la procédure de calcul.
 Code linéaire tangent
dresult = dval1 + val2× dval3 + dval2× val3
Pour finalement passer du code linéaire tangent au code adjoint, on utilise la propriété
qu’une ligne de l’opérateur linéaire direct devient par transposition (hypothèse précédente
sur le produit scalaire canonique), une colonne de l’opérateur adjoint. On prend donc
le coefficient devant chacune des variables d’entrée (i.e. dval1, dval2 et dval3) pour le
mettre en facteur de la variable de sortie du linéaire tangent (i.e. dresult).
 Code adjoint 

aval3 = aval3 + aval2× aresult
aval2 = aval2 + aval3× aresult
aval1 = aval1 + aresult
Dans ce cas, on a aresult la variable adjointe d’entrée et aval1, aval2 et aval3 les
variables adjointes de sortie. Pour respecter l’ordre d’actualisation des variables (extrê-
mement important puisque l’on cumule les valeurs des variables adjointes), on notera que
l’ordre des relations précédentes a été inversé par rapport à la formulation directe. Cela
est particulièrement important lorsque, au sein de la même procédure, une variable voit sa
valeur réaffectée plusieurs fois.
La validation de ces codes linéaire tangent et adjoint peut se faire de manière automa-
tique, en utilisant les propriétés des résidus d’écart. Le premier d’entre eux se calcule
entre le code direct et le code linéaire tangent. Pour une perturbation donnée δx de la va-
riable d’état, ce résidu est calculé comme l’écart entre la valeur du code direct au point de
perturbation et la valeur du code direct au point sans perturbation augmenté de l’approxi-
mation par le code linéaire tangent. Symboliquement, avec des notations naturelles :
Residu = H(x+ δx)−H(x)− 〈LTH(x), δx〉
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Ce résidu doit évidemment être du premier ordre par rapport aux variations des pertur-
bations dval1, dval2, dval3 et dval4. Le second résidu se calcule entre le code
linéaire tangent et le code adjoint, qui placés à la suite dans un ordre ou dans l’autre,
donnent le même résultat, à la précision machine utilisée. Cela exprime le fait que les
deux opérateurs sont adjoints. Le troisième résidu provient de la même comparaison que
dans le second, mais cette fois entre le code direct et le code adjoint. Le résidu sur le




C.2.2 Gestion du temps dans l’adjoint





































FIG. C.1 – Schéma de principe de la gestion du temps dans l’adjoint
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ac = p x ap x ε
Cumul résultats adjoints








FIG. C.2 – Schéma de principe de la vérification du codage du modèle adjoint
Une méthode simple est mise en place pour vérifier la validité du code adjoint (Figure C.2).
Cette méthode s’apparente à un développement de Taylor au premier ordre. Au premier
ordre car, de toute façon, l’adjoint est construit à partir du linéaire tangent, qui est lui-
même une dérivée du premier ordre seulement.
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C.3 Schéma de transport de Van Leer : codes direct et
adjoint
Le schéma de transport de Van Leer permet de calculer le transport d’une espèce chimique







print *,’*** CFL > 1 IN VANLEER scheme’












minmod = cdo - cup
else
minmod = cup - cupup
endif





La variable directe vanleer est une concentration dépendant des variables d’entrée di-
rectes cupup (var.eq.1), cup (var.eq.2) et cdo (var.eq.3). On cherche donc à
obtenir les variables de sortie adjointes δcupup∗, δcup∗ et δcdo∗ en fonction de la variable
adjointe d’entrée δvanleer∗ .
Traitons le cas monotone dans lequel on a |cdo− cup| < |cup− cupup|. On obtient alors
pour la variable directe vanleer :
vanleer = cup+ 0.5× (1.− cfl)× (cdo− cup), soit :
vanleer = cup × −0.5 × (1. + cfl) + 0.5 × (1. − cfl) × cdo Le code linéaire tangent
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correpondant, obtenu en linéarisant autour de chacune des trois variables, est donc :
δvanleer = δvanleercupup× δcupcup+ δvanleercup× δcup+ δvanleercdo × δcdo avec :
– δvanleercupup = 0
– δvanleercup = −0.5× (1.+ cfl)
– δvanleercdo = 0.5× (1.− cfl)
On obtient donc le code adjoint suivant :
– δcupup∗ = δvanleercupup × δvanleer∗
– δcup∗ = δvanleercup × δvanleer∗










print *,’*** CFL > 1 IN VANLEER scheme’










































Le modèle CHIMERE V200211K direct compte environ 3500 lignes de programme ; les
routines de l’adjoint même correspondent à environ 2000 lignes ; l’optimiseur N1QN3
comporte un peu plus de 1300 lignes de code ; enfin, les routines propres à l’inverse (qui
font appel à toutes les autres) représentent environ 4200 lignes de code.
L’algorithme de l’inverse est représenté sur la Figure D.1. Le krigeage et l’agrégation
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Le matériel et les notations de cette annexe sont tirés de Blond (2002a) pp. 38 à 52.
E.1 Le krigeage
E.1.1 Principe
Le krigeage permet d’obtenir en chaque point de l’espace sa la concentration estimée
Za(sa) grâce à une combinaison linéaire de p observations Y 0 effectuées aux points






où wk(sa) est le poids de l’observation Y 0(sk) dans l’estimation de la concentration vraie
Zt(sa).
E.1.2 Les poids
On suppose que l’on cherche à estimer un champ de concentration uniforme en moyenne
sur le domaine consiéré mais prenant des valeurs aléatoires en chaque point. On a donc
E(Zt) = m où E() indique la moyenne et m est une constante. On suppose de plus que
les observations ne sont pas biaisées. On a donc : E(Y 0(sk)) = E(Zt(sk)) = m.












Pour obtenir une estimation Za(sa) de Zt(sa) non biaisée, il faut donc que les poids
satisfassent la condition :
p∑
k=1
wk(sa) = 1 (E.2)
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Si cette condition est remplie, Za(sa) est la meilleure estimation possible de Z t(sa) si la













0(sk)− Zt(sa))(Y 0(sl)− Zt(sa))] (E.4)
En notant :
– Ck,l les covariances du champ réel entre deux points sl et sk
– Rk,l = Rk,lδk,l les covariances entre les erreurs d’observations, non corrélées entre elles
pour des observations effectuées avec des instruments différents (réseau de mesure)
l’équation E.4 devient :
















avec µ multiplicateur de Lagrange. La minimisation de J(sa) par rapport aux poids et au
paramètre µ conduit donc finalement au système :
∀k = 1, . . . , p
p∑
l=1
wl(sa)(Ck,l +Rk,lδk,l) + µ = Ck,a. (E.6)
Pour résoudre le système E.6, il est donc nécessaire de connaître les covariances Ck,l.
Comme cela n’est pas possible, elles devront être modélisées.
Enfin, si l’on dispose des poids optimaux, on obtient la variance de l’erreur d’analyse en
remplaçant les solutions de E.6 dans E.5 :
σ2a(sa) = Ca,a −
p∑
k=1
wk(sa)Ca,k − µ (E.7)
E.2 Le krigeage des innovations
E.2.1 Principe
L’interpolation statistique permet d’obtenir en chaque point de l’espace sa la concen-
tration analysée Za(sa) en ajoutant à la concentration simulée Z b(sa) une combinaison
linéaire des différences entre les p observations Y 0 effectuées aux points sk, k = 1, p et
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où wk(sa) est le poids de l’observation Y 0(sk) dans l’estimation de la concentration vraie
Zt(sa).
L’équation de l’interpolation statistique E.8 peut être vue comme une équation de krigeage
de la forme E.1 estimant le champ d’erreur du modèle Z t − Zb grâce aux «observations»
X0(sk) = Y
0(sk)−Zb(sk). Les X0(sk) sont appelées innovations et l’analyse Xa(sa) =







Si l’on admet que les erreurs d’observation et les erreurs du modèle sont décorrélées
(observations et simulations sont des estimations indépendantes), les poids du krigeage
des innovations sont solutions du système :
∀k = 1, . . . , p
p∑
l=1
wl(sa)(Bk,l +Rk,lδk,l) = Bk,a. (E.10)
où les Bk,l sont les covariances d’erreur du modèle. On a également :
σ2a(sa) = Ba,a −
p∑
k=1
wk(sa)Ba,k − µ (E.11)
E.3 Krigeage intrinsèque
Cette technique suppose que la variable à analyser X t est intrinsèquement stationnaire
c’est-à-dire que :
∀(sk, sl), E(X t(s1)−X t(s2)) = 0
∀(sk, sl), 1
2
var(X t(s1)−X t(s2)) = γ(s1 − s2)
où γ(s1 − s2) est la semi-variance des différences entre X t(s1) et X t(s2).
On utilise γk,l = 12var(X
t(sk) − X t(sl)) pour modéliser Bk,l (E.10). Pour cela, on
construit un variogramme des γk,l. Pour une fonction de covariance γ isotrope, pour J
classes de distance Nj définies par l’ensemble des couples de stations éloignées de la












(Rk,k +Rl,l − 2Rl,kδlk)
Si l’on suppose que les variances d’erreur d’observation sont homogènes et égales à σ20 ,
on obtient d’une part, à distance nulle, γo(0) = γk,l = 0 et d’autre part, à distance non
nulle, γo(0) = γk,l + σ20 . Le variogramme expérimental donne une estimation de γk,l à σ20
près. Il est donc modélisé par une fonction de la variance de l’erreur d’observation, ici :
γ(h) = c(1− exp(−h
a
)) + σ20 avec a et c deux paramètres.
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Méthode itérative et optimalité
F.1 Défi nitions générales
– M modèle, supposé parfait et inversible de taille m×m
– Y vecteur des concentrations de taille m
– Y0 vecteur des observations de taille mo
– R0 matrice contenant les variances des analyses diagonale de taille mo×mo
– X vecteur des émissions de taille m
→ Y = MX et X = M−1Y
– J fonction coût : J(X)
– H opérateur permettant de ramener les concentrations simulées aux points d’obser-
vation (poids prenant en compte les quatre valeurs simulées autour de l’observation :
hij = 0∀j /∈ {1, 2, 3, 4}hij 6= 0∀j ∈ {1, 2, 3, 4}) taille mo×m
– W matrice des poids du krigeage de taille m×mo
– Ya vecteur des analyses de taille m×m tel que : Ya = Y +W (Y0 −HY )
– Ra matrice contenant les variances des analyses diagonale de taille m×m
On suppose que le problème est bien posé c’est-à-dire qu’on dispose d’autant d’observa-
tions que de flux à inverser, soit m = mo. Pour simplifier, on considère de plus que les
observations et les points de grille coïncident. Ainsi a-t-on H = I .
F.2 Approche classique
La fonction coût J(X) est de la forme : J(X) = (Y (X)− Y0)TR0(Y (X)− Y0).
La solution exacte Xˆ à J(X) = 0 est donnée par : Xˆ = M−1Y0.
F.3 Développement : méthode itérative
F.3.1 Krigeage des concentrations
Soient Y fg les concentrations simulées a priori avec les émissions a priori X fg. Le kri-
geage donne le champ analysé Y fga tel que : Y fga = Y fg +W (Y0 − Y fg).
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F.3.2 Inversion des émissions
La fonction coût J(X) est de la forme : J(X) = (Y (X)− Ya)TRa(Y (X)− Ya).
Ici, on cherche les émissions optimisées X1opt telles que
J(X1opt) = (Y (X
1
opt) − Y fga )TRfga (Y (X1opt) − Y fga ) soit minimale. Le modèle M étant
inversible, on peut écrire la solution exacte X1opt telle que J(X1opt) = 0. On a alors :
Y (X1opt) = Y
fg
a soit X1opt = M−1Y fga .
F.3.3 Deuxième cycle krigeage-optimisation
Le krigeage est effectué avec les observations et les concentrations Y 1 simulées avec les
émissions X1opt soit : Y 1a = Y 1 +W (Y0 − Y 1) = MX1opt +W (Y0 −MX1opt) ou encore,
en fonction des résultats du précédent krigeage : Y 1a = Y fga +W (Y0 − Y fga ).
Les émissions optimisées X2opt sont données par : Y (X2opt) = Y 1a soit X2opt = M−1Y 1a .
F.3.4 N-ième cycle krigeage-optimisation
On a, pour les concentrations analysées : Y na = Y n +W (Y0−Y n) ou encore, en fonction
des résultats du précédent krigeage,
Y na = Y
n−1
a +W (Y0 − Y n−1a )





Y na = WY0 + (I −W )Y n−1a
On note G = I −W soit gi,j = δij − wi,j. En posant Zn = Y na − Y0, on obtient :
Zn = (I −W )Zn−1 = (I −W )nZfg = GnZfg.
La convergence de la méthode est donc liée à celle de la suite de matrices (Gn).
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Abstract
Accurate estimations of the emissions of primary pollutants are crucial for the modeling of photo-oxidants’
concentrations. For a majority of chemistry-transport models (CTMs), these emissions are taken into account near the
surface only. They are expressed as surface fluxes and represent surface activities such as traffic, industries or biogenic
processes. However, in the vicinity of large cities, commercial aircraft emissions represent a nonnegligible source,
located both at the surface and at altitude, including landing and take-off of aircraft within the boundary layer. This is
the case of Paris where one national airport (Le Bourget) and two international airports (Roissy-Charles-de-Gaulle and
Orly) are located less than 30 km away from the city center. This study presents the first-model analysis of the impact of
aircraft emissions on photo-oxidant concentrations over the Paris area. Using a three-dimensional aircraft emission
inventory, we compare ozone surface concentrations obtained with and without these emissions by running the CTM
CHIMERE during the second Intensive Observation Period of the ESQUIF project. The simulated differences enable
us to estimate the impact of aircraft traffic emissions on ozone surface concentrations in and around the city. The results
showed that the maximum impact, which consists in a fast ozone titration by NO near the airports within the surface
layer, occurs during the night. In remote areas and at altitude, adding new emissions enhanced photo-chemistry during
the afternoon. In order to estimate the impact of the uncertainty of our inventory, aircraft emitted masses of volatile
organic compounds (VOCs) and NOx are perturbed. The results showed that NOx air traffic emissions have a more
important impact than VOC emissions, particularly during the night and near the sources. Nevertheless, these
variations of air traffic emissions do not change previous conclusions.
r 2003 Elsevier Ltd. All rights reserved.
Keywords: Urban air pollution; Three-dimensional modeling; Regional chemistry-transport model; Ozone sensitivity; Emission
inventory
1. Introduction
Within the low troposphere, high ozone concentra-
tions are a problem for public health. Ozone is formed
by complex photo-chemistry involving primary pollu-
tants such as nitrogen oxides ðNOxÞ and volatile organic
compounds (VOCs). These primary pollutants are
directly emitted at the surface by anthropogenic
activities (traffic, solvents, industries and other activity
sectors) and biogenic sources (such as cultivated fields
and forests).
To understand the behavior of this photo-chemistry,
chemistry-transport models (CTMs) are now widely
used. Most of them are able to reproduce surface ozone
concentration fields, which are then used for the analysis
of high pollution events, scenarios on surface emissions
and forecast. But these ozone concentration fields are
not always as accurate as it is needed to help to air
policy elaboration. This is due to (i) the fact that ozone
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concentrations correspond to a budget involving numer-
ous factors such as emissions, meteorology and (ii) the
nonlinear interactions of all these factors.
Among all these factors, it was previously shown that
the emissions of primary pollutants over urban areas are
the most important as well as the most uncertain. For
most CTM, these emissions are taken into account near
the surface only. They are expressed as surface fluxes
due to surface activities such as traffic, industries or
biogenic processes. However, surface emissions are not
the only primary source in the neighborhood of large
cities: commercial aircraft emissions represent a non-
negligible source, located both at the surface and at
altitude, including landing and take-off of aircraft
within the boundary layer. Moreover, the activity of
international airports increases every year, which leads
to a continuous increase of the emissions due to aircraft.
Numerous studies have been made to estimate the
impact of air traffic emissions in the troposphere but
only within its upper part (Gardner et al., 1997; Meijer
et al., 2000; Colvile et al., 2001). These studies showed,
for example, that about 60% of aircraft NOx are emitted
between 10 and 12 km at altitude, 93% of which in the
Northern Hemisphere. It was also shown that aircraft
emissions may represent up to 60% of NOx emissions in
the upper troposphere and could lead to an increase of a
few percent of ozone global concentrations in this
atmospheric layer (Derwent, 1982).
Studies concerning the lower troposphere, including
the atmospheric boundary layer (ABL), are rare. Colvile
et al. (2001) showed that the impact of aircraft emissions
is poorly known but is mainly due to aircraft movements
at the ground and related activities (buses on airports,
taxi ways, etc.) rather than to the flights themselves.
Moussiopoulos et al. (1997) showed that NOx emissions
are the most important contribution of aircraft emis-
sions but high concentrations are only observed very
close to the sources, i.e. to the airports. Finally, Perl et al.
(1997) showed that the critical point for aircraft
emissions is not the landing and take-off phases but all
the stages during which aircraft wait at the ground (the
‘‘taxi’’ or ‘‘idle’’ phase). During this phase, engines do
not work at their optimum conditions thus emitting
significant amounts of carbon monoxide and hydro-
carbons. However, none of these previous papers
precisely quantified the impact of aircraft emissions on
photo-oxidant concentrations within the ABL.
As a complement to these studies, we propose in this
paper a verification and a direct quantification of the
impact of aircraft traffic emissions in the ABL on ozone
concentrations. This quantification is done using a new
emission inventory specifically dedicated to air traffic
around the large urban area of Paris. In this area, three
major commercial airports are located less than 30 km
from the city center, one national (Le Bourget) and
two international airports (Roissy-Charles-de-Gaulle,
hereafter called CdG, and Orly). The methodology may
nonetheless apply to any large city with suburban
airports. The air traffic emission inventory is added to
surface emissions fluxes usually taken into account in a
regional CTM. For a real fully documented pollution
event, we evaluate how much aircraft emissions during
landing, take-off and taxi affect ozone concentrations in
the Paris area.
2. Methodology
The Paris area is an urban area surrounded by three
airports including two international ones. To study the
impact of these airports, a real pollution event was
selected; this corresponds to the second Intensive
Observation Period (IOP2) of the ESQUIF campaign
(Menut et al., 2000). To add new emissions in
CHIMERE, a new air traffic emission inventory was
elaborated. To understand all these steps, we first
present the CHIMERE model, the usual surface
emissions used, the studied case to finally explain how
the new inventory was built.
2.1. The chemistry-transport model: CHIMERE
2.1.1. General description of the model
CHIMERE is a CTM designed for the simulation of
photo-oxidant concentrations within the ABL. Its
applications concern the analysis and the real-time
forecast of pollution events (the PIONEER project) as
well as ozone climatology (Schmidt et al., 2001; Vautard
et al., 2001). The model is developed over two domains,
a macroscale one and a mesoscale one, and it is also
suitable for pollution event analysis (Schmidt and
Martin, 2003; Beekmann and Derognat, 2003).
For this study, the mesoscale version is used and
chemical boundary conditions are ensured by one-way
nesting within the continental version (see Vautard et al.
(2001) and Schmidt and Martin (2003) for a complete
description of the model and the whole set of
parameterizations). Horizontally, the 150 150 km
domain is centered on Paris (see Fig. 1) and the model
mesh is constituted by 25 25 cells. Vertically, the mesh
is composed by five levels, thicknesses of which increase
with increasing altitude (0–50–650–1280–2030–3100 m)
so as to be as accurate as possible within the surface
layer. Despite this limited number of levels, the model
was proved relevant over long periods, including the
studied case (Vautard et al., 2001).
2.1.2. Chemistry and surface emissions
CHIMERE uses MELCHIOR chemical mechanism,
which counts 44 model species reacting through 116
chemical reactions (Lattuati, 1997). Emissions are taken
into account as surface fluxes that are available hourly in
I. Pison, L. Menut / Atmospheric Environment 38 (2004) 971–983972
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each grid cell. They are based on two data sources: (i)
the CITEPA 1993 inventory, which provides annual
total emissions of NOx; SO2; CO, CH4 and nonmethane
VOCs (not speciated), and (ii) the 1994 Generation for
European Emission Data for Episodes (GENEMIS)
project database, which provides VOC speciation and
time distribution of annual total masses into hourly
values. Note that these surface inventories already take
surface emissions due to airport activity (e.g. road
traffic) into account but do not include emissions due to
aircraft. The two steps of the construction of model
emission inventory are briefly described here. Supple-
mentary information can be found in Vautard et al.
(2001).
The first step consists of speciation and temporal de-
aggregation of annual total emissions. The GENEMIS
VOC speciation is used to obtain a speciation in 32
NAPAP classes (Middleton et al., 1990) for each
activity. Temporal variations are calculated on the basis
of GENEMIS data for three typical days (weekdays,
Saturday and Sunday), for each calendar month, each
hour and each activity sector. Only the weekday diurnal
profile for traffic is not taken from the GENEMIS
database but from a recent publication of the emission
profile of CO in the Paris area (Sall"es et al., 1996).
Once the de-aggregation is performed, an aggregation
step to lump VOCs into model species is achieved
(Middleton et al., 1990). A time-integrated OH concen-
tration (INTOH) of 1.0 ppt.min is used as a control
parameter value. Simulations were done to test this
value of INTOH and concentrations appeared quite
insensitive to INTOH changes. Hourly values of surface
anthropogenic emissions are available for 15 primary
pollutants: NO, NO2; CO, SO2; CH4; and the 10
nonmethane VOCs: ethane, n-butane, ethene, propene,
o-xylene, formaldehyde, acetaldehyde, methyl ethyl
ketone, methanol and ethanol. Isoprene is considered
as the only primary biogenic VOC. Its emission
parameterization follows the model of Guenther et al.
(1993).
2.2. The studied pollution event: ESQUIF IOP2
The period selected for this study is the second
Intensive Observation Period (hereafter called IOP2) of
the ESQUIF project (Menut et al., 2000; Vautard et al.,
2003), extending from 7 August 1998 to 11 August 1998
(hereafter called 7A98 and 11A98, respectively). The
IOP2 is a fully documented pollution event with both
surface measurements and aircraft flights above the
Paris area. Moreover, different situations were observed
during this period: a pure local production on 7A98 (see
Fig. 1) shifted to a mixing of local production with a
long-range transport of ozone on 9A98, 10A98 and
11A98. IOP2 was extensively studied and more details
on dynamics and chemistry can be found, e.g. in Honor!e
et al. (2000), Derognat et al. (2003), Menut (2003) and
Beekmann and Derognat (2003). In particular, it was
shown that CHIMERE accurately reproduces the whole
event. Comparisons with ground measurements done by
AIRPARIF, the air quality network over the Paris area,
showed a good agreement with the simulated concentra-
tion fields. For two selected surface stations, compar-
isons are displayed in Fig. 2. Even if some discrepancies
occurred, CHIMERE exhibits good scores over long
periods and is now the forecast model used over Paris.
Daily results and scores may be viewed at http://
euler.lmd.polytechnique.fr/pioneer/.
3. Elaboration of the air traffic emission inventory
3.1. Available data
The air traffic inventory used for this work was first
elaborated by the AIRPARIF network. This inventory
was built in a research context and the chosen year was
1998 for the three major commercial airports in the Paris
area, that are CdG, Orly and Le Bourget (Fig. 1).
The total masses of VOCs, CO, NOx; CO2 and SO2
were distributed by AIRPARIF among the four LTO
phases. The standard landing an take-off (LTO) cycle is
defined by the International Civil Aviation Organization
(ICAO). Since pollutant concentrations and noise
emissions vary with engine speed (and therefore with










































Fig. 1. Ozone concentrations (ppb) at the first level [0–50] m on
7 August 1998 at 3 p.m. The wind was very regular, coming in
the domain from northeast and going out to northeast–east.
Are also shown the locations of the three airports (CdG, Orly
and Le Bourget), two selected points in rural areas, northeast
(RUR-NE) and southwest (RUR-SW) from the town, and a
point in the urban area, Paris southeast.
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phases (EPA, 1999): approach, idle or taxi, take-off and
climbing. ICAO defined climbing as the interval between
the end of take-off and the moment the plane exits the
ABL and approach between the moment the plane
enters the ABL and landing. ICAO’s norms therefore
take air traffic emissions into account from the surface
to the top of the ABL, which height is defined at 915 m
ð3000 ftÞ by default. The altitude at which the motor
power changes between take-off (maximum power) and
climbing is also defined by default at 152 m ð500 ftÞ: For
each phase, the emitted masses are spatially distributed
among punctual sources, which cover the whole ground
surface of the airports and represent aircraft trajectories,
from the surface (5 m above ground) up to 915 m:
Time distribution of emissions at CdG and Orly was
described by monthly, daily and hourly coefficients,
which depend on the activity of each airport (and are
considered as constant at Le Bourget).
Air traffic emission data were actually available as an
inventory of punctual sources (reproducing trajectories)
defined by total annual emitted masses (tons per year) of
CO, CO2; NOx; total VOCs and SO2:
3.2. Adjusting annual emitted masses
Since the uncertainty on the provided estimated total
masses was not available, they were compared to known
uncertainties of some others emission data. The only
other available and comparable data set we found in the
literature provides a quantification of SO2; VOCs and
NOx emitted masses for the year of 1990 and a forecast
for 2010 for North-American airports of various sizes
(EPA, 1999). These masses were established by a
‘‘bottom-up’’ inventory, which takes into account the
various plane and motor types and the number of
completed rotations. This data set makes it possible to
compare total masses emitted by Paris and American
airports as a function of the number of LTOs, assuming
differences between fleets are not too important. The
results of this comparison are displayed in Fig. 3 for
VOCs and NOx: The increase in emitted masses is not a
linear function of the number of LTOs because queuing
time (during which engines are in idle phase) increases
rapidly with aircraft traffic. Best-fitting polynomials for
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Fig. 3. NOx and VOC emissions as functions of the number of
LTOs. Circle, square and diamond: 1998 data for the three









































































Fig. 2. Time series of ozone concentrations (ppb) simulated at
[0–50] m and measured at surface in Paris southeast (13th
district station) and in a rural area south-west of the domain
(RUR-SW, Rambouillet station) from 5 to 11 August 1998.
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American data were thus computed. Since we can rely
on the ‘‘bottom-up’’ method, multiplicative coefficients
that bring the provided masses on the best-fitting curve
for the same number of LTO cycles were deduced
(detailed in Table 1) and applied to the provided emitted
masses.
3.3. Spatial extension of the inventory
Since the top of the model reaches 3100 m; and since
the boundary layer evolved from a few hundred meters
to 2800 m during the studied case, the LTO standard
altitude of 915 m has to be adapted for a satisfactory
description of 3D emissions within our simulation
domain. The inventory was thus extended from 915 up
to 3100 m: We analyzed trajectories of commercial
aircraft instrumented by the AMDAR project (AM-
DAR, 2003) above the Paris area. This showed that a
linear extension of trajectories is a satisfactory approx-
imation. Since engine speed does not change during a
whole phase, masses provided for climbing or approach
were allocated to the extended trajectories.
3.4. Speciation
Through lack of information regarding aircraft, the
speciation of NOx in order to retrieve NO and NO2
masses was made using the usual ‘‘traffic’’ profile with
5% to NO2 and 95% to NO in NOx mass. Because
aircraft engine power differs during the landing and
take-off, VOC speciation should not be constant during
the whole LTO cycle. However, since no data on this
point are available in the literature as confirmed by EEA
(2001), it was impossible to specify different speciations
for the various LTO cycle phases. VOC speciation was
therefore based upon the only available average specia-
tion provided by EEA (2001) for one commercial
aircraft LTO cycle (Table 2). These species were
distributed among the matching model species, retaining
total VOC mass. Since the structure of the two siliceous
compounds (13.3% of total mass) is unknown, they were
assigned (according to their chemical formula only) to
species that seem to reproduce at most their reactivity
(i.e. alkanes/aromatics).
3.5. Air traffic emissions compared to anthropogenic
surface emissions
The contributions of aircraft emissions of our
inventory are compared to anthropogenic surface
emissions over the whole domain. Values are displayed
in Table 3. The relative contribution of aircraft
emissions to the total emitted mass in the domain is of
+15.3% in NOx and +2.1% in VOCs, three of which
are only emitted by aircraft (glyoxal, methyl glyoxal and
acrolein).
Since there is a competition between VOCs and NOx
for reacting with OH radicals, the VOC-to-NOx ratio of
emissions is an indicator of their possible influence on
ozone formation. When VOC-to-NOx ratio is high,
radicals mainly react with VOCs and ozone production
is finally sped up; when VOC-to-NOx ratio is low,
radicals mainly react with NO2 and ozone production is
finally delayed (Seinfeld and Pandis, 1998).
In addition to their particular spatial distribution and
in order to know whether air traffic emissions may have
a different chemical influence on ozone concentra-
tions, VOC-to-NOx ratios were computed. For air
traffic emissions, they were estimated as averages for
the three airports at each level for each hour during a
weekday.
Thus, hourly VOC-to-NOx ratios at [0–50] m are
displayed in Fig. 4(a). Since air traffic VOC-to-NOx
ratio is an average, it varies with the relative activities of
the three airports. Before 6 a.m. only Le Bourget airport
has an important activity with aircraft that are very
different from those of the other two airports.
Table 1
Multiplying coefficients applied to the emitted masses provided
for Paris airports to be coherent with American airport
emissions
VOCs NOx SO2
CdG 1.78 1.57 0.51
Orly 1.65 1.68 0.51
Le Bourget 0.07 2.9 0.62
Table 2
Average speciation of VOC emissions for a commercial aircraft
during one LTO cycle (EEA, 2001)
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VOC-to-NOx ratios of air traffic emissions above
50 m are displayed in Fig. 4(b). At these altitudes, they
are the only emissions taken into account in the modeled
domain.
4. Results
To estimate the impact of aircraft emissions on photo-
oxidant pollution, two simulations of ESQUIF IOP2
were run:
* A first simulation hereafter called ‘‘the reference
case’’ or CREF; corresponding to the ‘‘classical’’
modeling of this situation (i.e. excluding aircraft
emissions) as it was extensively explained by Vautard
et al. (2003) for the same period and strictly the same
model version.
* A second simulation including air traffic emissions
hereafter called CAT and corresponding to the new
parameterization built for this work.
In this paper, we compare CAT to CREF and discuss
the influence of air traffic emissions in terms of impact
on ozone concentrations, which is the classical indicator
for photo-oxidant pollution.
In order to make the comparison between the two
simulations easier, the contribution of air traffic emis-
sions to ozone concentrations in the nth grid cell was
calculated as the difference Dcn between concentration
values obtained for the case with air traffic emissions






Emitted masses during a weekday ð24 hÞ in the whole area (tons). The label ‘‘VOCsaircraft’’ correspond to the emissions of the three
VOCs emitted only by aircraft, i.e. glyoxal, methylglyoxal and acrolein
Emissions (in tons/24 h) CO SO2 NOx VOCs
Total VOCsaircraft
Anthropogenic 2D 1798 117.5 275.5 776.6
Aircraft 3D at [0–50] m 16.3 0.8 8.7 14.6 1
Aircraft 3D above 50 m 2.8 1.3 33.4 1.7 0.1
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Fig. 4. VOC-to-NOx ratio for surface and air traffic emissions at [0–50] m (a) and average VOC-to-NOx ratios for air traffic emissions
from 50 to 3100 m (b) during a weekday.









A positive difference indicates that ozone concentrations
are higher when air traffic emissions are taken into
account.
4.1. Maximum impact
To estimate the maximum impact of air traffic
emissions, horizontal maps of the extreme differences
are displayed in Fig. 5. The results indicate, in each
horizontal grid cell, the maximum and minimum
differences in ozone concentrations during the whole
simulated period and for all levels. Thus, these are not
‘‘instantaneous’’ maps but composite results. Negative
differences are located close around the airports. This
decrease of ozone concentrations near the sources is due
to the fast titration of ozone by NO. Positive differences
are located in remote areas, mainly in the northwest part
of the domain, far from the most intense sources such as
Paris or the airports. This increase in ozone concentra-
tions, which reaches up to 10 ppb; is due to the intakes
of NOx in areas where the chemical system is NO-
limited. The ozone net budget increases rapidly with
moderate increases of NO (typically less than 1 ppb for
the final concentration).
4.2. Time distribution of maximum impact
To study the time occurrence of the maximum
impacts of air traffic emissions on ozone concentrations,
time series of Dcn were examined at three locations,
named rural area northeast (RUR-NE), rural area
southwest (RUR-SW) and Paris southeast. These sites
were chosen so that there is an urban area (Paris
southeast) and two rural areas east and west of the
domain. Moreover, previous studies showed that these
sites, which correspond to AIRPARIF surface stations,
are representative of their environment in terms of
surface emitted fluxes and recorded ozone concentra-
tions. Time series are displayed in Fig. 6 for three layers
at [0–50], [50–650] and [650–1280] m.
In CREF; at [0–50] m, an almost complete ozone
titration is simulated during the night in Paris but not in
RUR-NE and RUR-SW, which are representative of
suburban environment with no significant local emis-
sions of NO during the night (Fig. 6(a-1)). Peaks of
concentration are observed in RUR-SW on 7A98 and
9A98, when this location is within the ozone plume
flowing from Paris, and in RUR-NE on 10A98 and
11A98, when ozone is advected in the domain.
The strongest negative impact of air traffic emissions
on ozone concentrations, which is due to ozone titration
by NO, happened at night when photo-chemistry has no
effect (Fig. 6(a-2)). At [0–50] m, for example, the
decrease reaches 5:3 ppb in Paris southeast on 11A98
at 2 a.m. and 6:5 ppb in RUR-SW on 9A98 at 11 p.m.
The strongest positive impact of air traffic emissions
on ozone concentrations happened during daylight, on
9A98, 10A98 and 11A98 (Fig. 6(a-2)). At [0–50] m, the
increase reaches þ3:8 ppb at 4 p.m. on 9A98 in RUR-
SW and +6.5 ppb at 5 p.m. on 11A98 in RUR-NE.
On 7A98 only ozone concentrations are decreased in
Paris during daylight (hours 55 to 68 in Fig. 6), when the
town is downstream CdG, with a maximum at 3 p.m. of
8 ppb at [0–50] m and 9:5 ppb at [50–650] m. This
decrease is associated with increases of þ8 ppb over
Paris and þ6:5 ppb over RUR-SW at [650–1280] m at
the same time (Fig. 6(c)). As indicated in Section 2.2, on
7A98 the pollution event was due to pure local
production of ozone. This allows us to get a better view
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 Maximum negative differences
(b)
(a)
Fig. 5. Composite maps of differences in ozone concentrations
between CAT and CREF: For each grid cell, the extreme
difference (positive and negative) over the whole simulated
period is represented in ppb.
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boundary conditions do not add noise. The case of 7A98
is therefore discussed hereafter in detail.
4.3. Focus on 7A98
On this day a very particular pollution event took
place: a well-marked ozone plume situation (Fig. 1
shows the situation at [0–50] m at 3 p.m.) was coupled to
low wind speeds and a moderate maximum boundary
layer height (BLH) (800 m at 3 p.m.). This episode is
extensively described in Menut et al. (2000) and Menut
(2003).
Since the wind direction was constant, the three
particular locations are in the same situation during the
whole day: a rural area upstream from the airport
(RUR-NE), the urban area downstream two airports
(Paris southeast) and a rural area downstream the three
airports and the town (RUR-SW).
To get a better view of the vertical distribution of the
impact of air traffic emissions during the daytime, the
minimum and maximum differences at each level and at
the three locations were retained (Fig. 7).
In opposition to the other days, the maximum impact
of air traffic emissions near the surface (below 650 m) is
a decrease in ozone concentrations: up to 3 ppb in
rural areas and 9:5 ppb in urban areas. Since the BLH
reaches 800 m at most on 7A98, the intense emissions
due to aircraft moving at the ground are more
concentrated than on other days. NOx concentrations
are then important enough to contribute to ozone
titration downstream the airports. As an example, the
decrease in ozone concentrations in Paris at [50–650] m
corresponded to an increase in NO concentrations from
3 ppb in CREF to 4:9 ppb in CAT:
In altitude, the maximum impact is an increase in
ozone concentrations downstream from the airports, in
RUR-SW and in Paris where it reaches þ8:5 ppb at
950 m: Since the BLH is very low, surface emissions are
not mixed above 800 m and there are no other sources
but aircraft. Thus, aircraft NOx emissions take place in a
layer that is not saturated in NO and contribute to
ozone production, as previously seen in Section 4.1.
The 2:2 ppb decrease in ozone concentrations ob-
tained in RUR-NE at 1650 m is due to the presence of a
heavy traffic point where several plane trajectories cross
in a small volume. Thus, at 8 p.m., when the decrease
occurs, NO concentrations are not nil in CAT as they
were in CREF: Since this is the end of the daytime,
aircraft NOx emissions are too important and contribute
to ozone titration.
Since air traffic emissions decrease ozone concentra-
tions near the surface, it is interesting to focus on
what happens to the ozone peak that reaches 92 ppb in
RUR-SW at 3 p.m. (see Fig. 1). To illustrate the
situation better, Fig. 8 displays isoline of Dcn at





























































































































































Fig. 6. Time evolution of Dcn (difference in ozone concentra-
tions between CAT and CREF) over the whole simulated period
in RUR-SW, Paris and RUR-NE (see Fig. 1 for location) at
[0–50], [50–650] and [650–1280] m.
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differences: ozone concentrations in the plume are
decreased by 4 to 2 ppb: However, since concentra-
tions are higher than 100 ppb in the core of the plume
(Fig. 1), the variations due to air traffic emissions are too
small to change the alert status of the event.
In the upper layers that were never mixed within the
ABL during the day, photo-chemistry has acted on
aircraft emissions only to produce ozone during the
afternoon. Since the atmosphere was very stable,
changes in ozone concentrations are only due to local
chemistry. As a consequence, isolines in Fig. 9 show the
accumulation of ozone produced during the afternoon
and the titration of ozone in areas where aircraft emit
through this layer. At this time, after blowing from
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Fig. 7. Vertical profile of mean and extreme differences in ozone concentrations between CAT and CREF on 7A98 during daylight (from
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Fig. 8. Isolines of differences in ozone concentrations between CAT and CREF (a) and NOx aircraft emission fluxes
(109 molecules s1 cm2) (b) at [0–50] m on 7A98 at 3 p.m.
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northeast the whole day, the wind just turned southeast
and picked up west of Paris, which explains why the
decrease due to the emissions is blown north.
4.4. Summary of results
The maximum negative impact of air traffic emissions
on ozone concentrations happens during the night and
consists in a decrease of the already low ozone
concentrations due to fast ozone titration by NO.
Spatially, it is most important close to the sources, i.e.
the airports, in the surface layer. The maximum positive
impact of air traffic emissions on ozone concentrations
happens during the daytime in remote areas and at
altitude, where the chemical system is not saturated
in NO.
On 7A98, when a pollution event took place, air
traffic emissions have a negative impact on ozone
concentrations in the ABL and a positive impact in the
upper layers during the daytime. When the ABL remains
very low, the intense emissions due to aircraft ground
movements at the airports are more concentrated than
on other days, which enhances ozone titration. In the
upper layers, the atmosphere is relatively clean and does
not naturally contain significant NOx and VOC
concentrations. Adding new emissions then enhanced
photo-chemistry during the afternoon.
5. Relative impact of VOC and NOx aircraft emissions
As seen in the Section 3.2, the uncertainty on the
specifically built emissions inventory was not available.
Since this study is (to our knowledge) the first tentative
performed over a large urban area, it is necessary to
study whether variations of air traffic emissions, within a
reasonable range, could change the conclusions of the
previous sections. In this last section, we thus examine
the maximum variability of our results within the range
uncertainties of the emissions, with the hypothesis that
the uncertainty on air traffic emissions is of the same
order of magnitude than the uncertainty estimated for
surface emissions.
Since the relative impact of NOx and VOCs has to be
decoupled to be really understood (due to nonlinear
chemical effects and chemical regimes occurring near
urban areas), air traffic emitted masses of NOx and
VOCs were varied independently by more or less 30%
and 40%, respectively, as it was done by Sillman et al.
(2003) for surface emissions. Four new distincts simula-
tions are therefore performed and compared to the
previously described results. They have the same
characteristics as CAT with, respectively:
* air traffic VOC emissions reduced by 40%: case here-
after named CVOC
* air traffic VOC emissions increased by 40%: case
hereafter named CVOCþ
* air traffic NOx emissions reduced by 30%: case here-
after named CNOx
* air traffic NOx emissions increased by 30%: case
hereafter named CNOxþ
Differences in ozone concentrations were calculated
for each case as in Section 4.
The effects of varying air traffic emissions are
qualitatively predictable. In areas where the chemical
system is saturated in NO, an increase of NOx
accentuates the decrease of ozone concentrations due
to air traffic emissions, whereas a decrease of NOx
accentuates the increase of ozone concentrations. The
evolution is opposite in nonsaturated areas. Since VOCs
favor ozone production, ozone concentration decrease is
accentuated when VOC emissions decrease and ozone
concentration increase is accentuated when VOC emis-
sions increase (Sillman et al., 2003).
We focus again on 7A98 to get a better view on what
happens during the daytime, when ozone concentrations
are high. The variations of minimum and maximum
differences between CAT and CREF due to the perturba-
tions of VOC or NOx emissions were retained at each
level at the three particular locations (Fig. 10(a) and (b),
respectively).
Variations in VOC emissions only have an influence
on the maximum impact downstream, in Paris southeast
and RUR-SW near the surface (below 650 m).
The influence of variations in NOx emissions is most
important near the surface in Paris southeast, i.e.
downstream CdG. Variations in NOx emissions also
have an influence on the maximum impact at altitude:
downstream, the increase of 30% is small enough
to keep the areas nonsaturated in NO; upstream, in























































Fig. 9. Isolines of differences in ozone concentrations between
CAT and CREF and NO aircraft emission fluxes
(109 molecules s1 cm2) at [2030–3100] m on 7A98 at 10 p.m.
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the small volume where aircraft trajectories intersect
saturated in NO.
Finally, variations of air traffic emissions within a
range of uncertainty that is satisfactorily for surface
emissions do not change the conclusions of the previous
sections.
6. Conclusion
In this paper, we estimated the impact of air traffic
emissions on simulated ozone concentrations. An air
traffic emission inventory was elaborated and simula-
tions were carried out for the Paris area using
CHIMERE CTM (reference CREF without air traffic
emissions and CAT with air traffic emissions).
The maximum negative impact of air traffic emissions
on ozone concentrations happens during the night and
consists in a decrease of the already low ozone
concentrations due to fast ozone titration by NO.
Spatially, it is most important in the vicinity of the
sources, i.e. the airports, in the surface layer. The
maximum positive impact of air traffic emissions on
ozone concentrations happens during the daytime in
Fig. 10. Vertical profiles of mean and extreme differences in ozone concentrations between CAT and CREF with extreme variations of
differences due to the perturbations of CNOxþ; CNOx; CVOCþ; CVOC (gray shades) on 7A98 during daylight (from 7 a.m. to 8 p.m.).
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remote areas and at altitude, where the chemical system
is not saturated in NO.
On 7A98, during a pollution event, air traffic
emissions have a negative impact on ozone concentra-
tions in the ABL and a positive impact in the upper
layers during the daytime. In the low ABL, the intense
emissions due to aircraft ground movements at the
airports are more concentrated than on other days. In
the upper layers, the atmosphere is relatively clean and
does not naturally contain significant NOx and VOC
concentrations. Adding new emissions thus enhanced
photo-chemistry during the afternoon. The produced
ozone is vertically blocked within these stable layers and
may be long-range transported.
The relative impact of VOC and NOx air traffic
emissions was studied by varying independently VOC
and NOx emitted masses. NOx air traffic emissions have
the most important impact, particularly near the air-
ports during the night, i.e. when ozone concentrations
are very low. Increase of VOC air traffic emissions only
have a significant impact during the 7A98 pollution
event in the ABL. Nevertheless, variations of air traffic
emissions within the same range of uncertainty as
surface emissions do not change previous conclusions.
Our results suggest that aircraft emissions within the
ABL have a nonnegligible impact on ozone concentra-
tions in large urban areas. The net impact is negative,
showing that airports induce an enhanced titration of
ozone by NO. This impact is restricted to the close
environment of the airports, certainly because of a fast
chemistry combined to low wind speed (the most
common case when a pollution event is observed in
the Paris area).
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Modélisation inverse pour l’optimisation des sources primaires de pollution
atmosphérique à l’échelle régionale
La pollution atmosphérique à l’échelle régionale est le bilan des interactions entre des processus
très différents : les émissions , la chimie, le transport, le mélange et le dépôt des espèces gazeuses.
La prévision de la qualité de l’air nécessite donc l’utilisation de modèles, qui prennent en compte
les émissions par le biais de cadastres. Les concentrations de polluants simulées dépendent forte-
ment des émissions utilisées. Or, les cadastres utilisés pour les représenter comportent de grandes
incertitudes. Comme il est difficile actuellement d’affiner leurs méthodes de construction, il reste
la possibilité d’ajouter de l’information aux cadastres existant. L’optimisation des émissions utilise
l’information contenue dans les mesures pour obtenir le cadastre qui minimise la différence entre
les concentrations simulées et mesurées.
Une méthode d’inversion des émissions anthropiques à l’échelle régionale, utilisant les mesures de
routine et basée sur le modèle CHIMERE et son adjoint, a été élaborée et validée. Une technique
de krigeage permet d’utiliser de façon optimale les informations disponibles dans l’espace des
concentrations. L’enchaînement de cycles krigeage-optimisation améliore la qualité des résultats.
Une technique d’agrégation spatiale dynamique est utilisée pour réduire la dimension du problème.
Les émissions de NOx du cadastre élaboré par AIRPARIF pour l’Île-de-France ont été inversées
pendant les étés 1998 et 1999, les épisodes de la campagne ESQUIF étant étudiés en détail. L’op-
timisation corrige des écarts importants entre concentrations mesurées et simulées. Cependant,
d’une façon générale, le niveau de fiabilité des résultats diminue avec la densité du réseau de me-
sure. Les résultats présentant le plus haut niveau de confiance concernent donc les flux d’émission
les plus intenses d’Île-de-France. Les corrections apportées à la masse moyenne émise dans l’en-
semble du domaine et aux profils temporels correspondant sont en accord avec l’estimation de
l’incertitude sur le cadastre pour les NOx (15%) obtenue lors de la campagne ESQUIF.
Inverse modeling for the optimization of primary sources of atmospheric pollution at a
regional scale
Atmospheric pollution at a regional scale is the result of various interacting processes : emissions,
chemistry, transport, mixing and deposition of gaseous species. The forecast of air quality is then
performed by models, in which the emissions are taken into account through inventories. The
simulated pollutant concentrations depend highly on the emissions that are used. Now inventories
that represent them have large uncertainties. Since it would be difficult today to improve their
building methodologies, there remains the possibility of adding information to existing inventories.
The optimization of emissions uses the information that is available in measurements to get the
inventory that minimizes the difference between simulated and measured concentrations.
A method for the inversion of anthropogenic emissions at a regional scale, using network mea-
surements and based on the CHIMERE model and its adjoint, was developed and validated. A
kriging technique allows us to optimize the use of the information available in the concentration
space. Repeated kriging-optimization cycles increase the quality of the results. A dynamical spatial
aggregation technique makes it possible to further reduce the size of the problem.
The NOx emissions from the inventory elaborated by AIRPARIF for the Paris area were inverted
during the summers of 1998 and 1999, the events of the ESQUIF campaign being studied in detail.
The optimization reduces large differences between simulated and measured concentrations. Ge-
nerally, however, the confidence level of the results decreases with the density of the measurement
network. Therefore, the results with the higher confidence level correspond to the most intense
emission fluxes of the Paris area. On the whole domain, the corrections to the average emitted
mass and to the matching time profiles are consistent with the estimate of 15% obtained during the
ESQUIF campaign.
