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Introduction 
The metric structure of an analytic geometry is firmly 
definied and thoroughly investigated. Inner products 
unambiguously define a metric structure of the Euclidean 
space. The purpose of this thesis is to review how one 
can generalize the concepts of metric structure of a 
Euclidean space to cover more general spaces and to discuss 
the properties of these spaces. 
We will deal with finite dimensional spaces over 
commutative fields. The metric structures are defined 
as products of pairings of spaces into commutative fields. 
Orthogonal and symplectic geometries are introduced as 
especially important metric structures. These geometric 
structures are studied in association with bilinear and 
quadratic forms. On the basis of an abstract argument 
over spaces, coordinate systems and canonical forms of 
metric structures over orthogonal and symplectic geometries 
are discussed. 
The transformations ol these spaces are then reviewed. 
Calling the transformation which preserves a metric 
structure of a vector space an isometry, we define two 
types of isometries, rotations and reflexions1 in association 
with their matrix representations. The properties of 
isometries are discussed on two- and three-dimensional 
orthogonal geometries. An ~pplication of these arguments 
iii 
to the Euclidean spaces shows that metric st~uctures defined 
here and isometries on them can in fact be regarded as the 
generalization of those on the Euclidean space. As an 
example or isometries on non-Euclidean spaces, the two-
dimensional Lorentz transformation is discussed. Some 
discussions or metric structures over finite fields and 
their isometries conclude this thesis. 
Chapter I. N-dimensional spaces. 
1. Metric structure of n-dimensional vector space. 
In this paper we will deal exclusively with vector spaces 
V of finite dimension n over a commutative field k. The scalar 
multiplication from the left and right sides are defined on 
V so that aX = Xa for any a e k and X e:v 0 This makes V 
canonically into a two-sided space, and we can define a 
product of vectors unambiguously. 
Definition. The pairing of V and V into k is defined as 
a product XY E k for all X, Y E V, which satisfies: 
(1.1) (X1 + x2 )Y = X1Y + X2Y 
(aX)Y = a(XY) 
X(Y1+ Y2 ) = XY1 + XY2 
X(aY) = a(XY) 
for X, Y E V and a E k 0 
On the two-dimensional vector space over a real field, the 
standard inner {dot) product XY defined as XY = x1y1 +x2y2 , 
where X= {x1 ,x2 ) andY= (y1,y2 ), satisfies (1.1). In this 
special space the length of a vector X is expressed as 
\Xl = /x2 and if 8 is the angle between vectors X and Y, 
cos &=xY!WR. In a general vector space, a field may 
not be ordered and it may be impossible to measure a length 
of a vector or an angle between vectors. However, we can 
still intuitively think of x2 = XX as something like "length" 
of the vector X, and of XY as something related to the 
11angle 11 between X andY. In &Lgeneral vector space, we define 
their "metric structure" by a pairing of vectors which satis -
fies {1.1). 
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Examples. l. V is a two-dimensional vector space over a real 
field. The standard inner product XY = x1Y1 t x2y2 for 
X= {x1 ,x2 ), Y = (y1 ,y2 ) defines a metric structure of V. 
2. V is the space of all n~n matrices with the complex 
elements, V is then n2 -dimensional vector space over a 
comple~ field. The product AB = 
structure of V. 
n. 
s=AjkBjk defines a metric 
J,/f.•l 
3. V is the space of all polynomials of degree ~ n-1 with 
a real coefficients. V is then ~n-dimensional vector space 
over a real field and the product 
PQ = l~ P(t) Q(t) dt 
defines a metric structure of V. 
4. V is a two-dimensional vector space over a real field. 
The product XY =x1Y2 - y 1x2 , for X= {x1 ,~2 ), Y = {y1,y2 ) 
defines a metric structure of V. 
We note that Examples l, 2, and 3 satisfy 
(*) x2 2 0 and x2 = 0 if and only if X = 0, 
(~~) XY = YX, 
but the last example does not. A vector space which satisfies 
(*)and {**) besides (l.l) is called an inner product space. 
Furthermore, Examples l and 3 satisfy 
(***) XY = YX. 
The space over a real field which satisfies (*) and (***) 
besides (1.1) is called a Euclidean space. 
We will investigate how such a metric sturcture can be 
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described in terms of a basis A1 , A2 , ... , An of V. First, 
we set the product of basis elements such as 
(1.2) AiAj = gij E k i,J = 1,2, ... , n. 
"( 
Let X and Y be arbitr~y vectors in V whose coordinates with 
respect to this basis are (x1 , x2 , .. , xn) and (y1 , y2 , ... 
• • ' Y n) : 
X= x1A1 + x2A2 + ..... + xnAn 
y = ylAl + y2A2 + ..... + YnAn. 
"" 
n. From (1.2), we get XY = .~ xiyjAiAj 
.. ~-· = ~ xiyjgij' ~~J:I 
which shows that, if gijis known, we can find a product 
XY for all vectors in V. 
Conversely we select arbitrary elements gij from k and 
define XY as 
7'1. (1.3) XY = ~ xiy."gij 
"IJ::: I t.l • 
It is then clear that this product satisfies (1.1) and 
hence it is a pairing. By substituting Ai' Aj into X, Y 
respectively, we get, from (1.3), AiAJ = gij" 
In this way a product XY is unambiguously determined if and 
11. 
only if products between vectors in~basis are given. 
We will next find how gij for a fixed pairing depends on 
Wi II 
the choice of a basis. In other words, howAgij ~ be 
changed when a new basis is taken? Let a new basis B1 , B2 , 
cVl 
, Bn be expressed in terms ofAold basis 
Bl = P11A1 + P21A2 + ..... + PnlAh 
B2 = P12A1 + P22A2 + ..... + Pn2An 
........................ 
4 
Bn = PlnAl + P2nA2 + ..... + PnnAn' 
where pij E k and det(pij) = I PI I= 0. Let gij = BiBj, then 
gij = BiBj = (pliAl + p2iA2 + .•. +pniAn)(pljAl + p2jA2 
1'L 
+ · · · + PnjAn) = .,~1 P.,z g~~j · 
This is the term which is in the i-th row and j-th column 
of a matrix; 
..... 
Hence the metric structure with respect to a new basis is 
written in a matrix form as; 
(1.4) G = P' G P, 
where P = (pij)' G = (gij) and P' is a transpose of matrix P. 
The left kernel of V is defined as the subspace which 
consists of the vectors X such that X is orthogonal to all Y 
in V, that is, XY = 0 for all Y E V. Similarly, the right 
kernel of V is defined. Let u0 and v0 be left and right kernel 
of V respectively. Then we can prove that dim V/U0 = dim V/V0 . 
This implies that the left and right kernel of V have the 
same dimension. 
Let X= x1A1 + x2A2 + .... +xnAn ~e in the left kernel of 
V, where A1 , A2 , .. . . , An is an arbitrary basis of V. 
XY = 0 for allY E V implies that XAi = 0 fori= 1,2, .. , n. 
Conversely let XAi = 0 fori= 1,2, ... ,nand Y = y1A1 
+ Y2A2 + .... + YnAn be any vector in V. Then we get 
XY = X(ylAl + y2A2 + + YnAn) 
=y1 (XA1 ) + y2 (XA2 ) + ... + yn(XAn) = 0. 
Therefore X is in the left kernel of V if and only if 
XAi = 0 fori= 1,2, ... ,n. In terms of gij' this relation 
is stated as that the necessary and sufficient condition 
for X being in the left kernel of V is 
xlgll + x2g21 + ..... + xngnl = 0 
xlgl2 + x2g22 + ..... + xngn2 = 0 (1. 5) 
....................... 
xlgln + x2g2n + ···· + xngnn = 0 · 
We are especially interested in the question: when is u0 
merely the 0 subspace of V? Since uo and v0 have the same 
dimension, this question also means: when is v0 the 0 subspace 
of V? When this is the case, the equation (1. 5) has only a 
trivial solution x1 = x2 = ...... = xn = 0 and therefore 
det(gij) = IGI * o. 
We call a vector space V with a metric structure non-singular 
5 
if the kernels of the pairing are 0. The determinant I GJ is 
called the discriminant of V. Then the above result is stated as 
"the necessary and sufficient condition for V being singular 
is that the discriminant of V is 0". From (1.4), we get 
\al = IGI IPI 2 where IGi = det(gij). This shows that the 
fixed metric structure determines the discriminant up to the 
6 
square factors. 
2. Definition of orthogonal and symplectic ;geometry. 
We have discussed a vector space with a general metric 
structure. Corresponding to an anti-symmetric matrix {gij), 
we may have a pairing such that AiAJ = gij = 0 * gj~ = AjA1 . 
In a general vector space, therefore, XY = 0 does not always 
imply YX = 0. However, if we think of XY as something like 
an "angle" between X and Y, it is desirable intuitively 
that XY = 0 (X is orthogonal to Y) implies that YX = 0 (Y is 
orthogonal to X). Here we are going to find a metric structure 
in which XY = 0 implies YX = 0. 
It is obvious that XY = 0 always implies YX = 0 if a given 
pairing has the property YX = XY for any X,Y E V. Is this 
only a vector space which has our property? Is there any 
vector space which contains some vectors X and Y such that 
XY * YX and still XY = 0 implies YX = 0? Before proceeding 
to answer this question, we give a following assertion. 
Assertion. Given a pairing of V and V into k such that 
XY = 0 implies YX = 0 for any X,Y E V. Then for arbitrary 
vectors X,Y,Z in V, we will prove 
(1. 6) (xz)(YX) = (zx)(xY), 
and x2 ~ 0, Y2 ~ 0 implies XY = YX. In the other words, 
if XY * YX then x2 = 0 and Y2 = o. 
Proof: Since XZ and XY~e elements of a commutative field, 
we have 
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X((XZ)Y - (XY)Z) = X(XZ)Y - X(XY)Z 
= (XZ)(XY) - (xY)(XZ) = (XZ)(XY) - (XZ)(XY) = 0, 
Hence, by assumption 
' 
0 = ((XZ)Y - (XY)Z)X = (XZ)(YX) - (XY}(ZX) 
• (XZ) (YX) = (ZX }(XY) . . . 
Setting X = Z, we get x2 (YX) = x 2 (XY), 
interchanging X and Y, it follows Y2 (XY) = y2(YX). 
Hence, if x2 f 0 or Y2 + 0, we must have XY = YX. q.e.d. 
Let V be a vector space where XY = 0 implies YX = 0 ~nd 
let there be vectors A and B with which AB + BA. Take an 
arbitrary vector C E V. By assertion, A2 = B2 = 0. If 
AC f CA, we get c2 = 0 by assertion. Now we assume AC = CA. 
Setting X = A, Y = B and Z = C in (1.6), we have 
(AC)(BA) = (CA)(AB). 
Since BA + AB, this implies AC = CA,= 0. Similarly1 setting 
X= B, Y =A, Z = C in (1.6), we get 
(BC)(AB) = (CB)(BA), 
and AB + BA implies BC = CB = 0. Mow consider (A+C)B and 
B(A+C). 
(A+C)B = AB + CB = AB f BA•BA+BC =-B(A+C), 
therefore, by ~sertion we get (A + C)2 = 0. Substituting 
A2 = 0 and AC = CA = 0, this impties c2 = 0. This shows that, 
if V contains vectors A, B such that AB ~ BA, the square of 
every vector of V is equal to zero. 
We see that there are two types of metric structures with 
our property: 
1.) The vector space which contains A, B such that AB = BA. 
The symplectic geometry is defined as a pairing which 
satisfies that 
(1.7) x2 = o for all X ~ V. 
Replacing X by X+Y in (1. 7), we get 
x2 + XY+ YX + y2 = 0. 
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Since x2 = Y2 = 0 1 this implies that XY = -YX. In terms of 
gij' we obtain in a symplectic geometry gii = AiAi = Ai2 = 0 
and gij = AiAj = -AjAi = -~i' that is, 
(1.8) gii = 0 and gij = -gji. 
Conversely, if (1.8) is satisfied, 
XY = 
YX= 
Hence, we 
rC. 2 
.Z: g X + ~=-· ii i 
"' ~ giixiyi + 
t?.' gii xi Y i + 
get x2 = o and 
This proves that (1.8) is a necessary and sufficient condition 
for a symplectic geometry. 
2.) Let V not be a symplectic geometry but still have our 
2 property. Then X i 0 for some X ~ V. As we have seen, 
YZ :f ZY implies x2 = 0 for every X ~ V in this space, it is, 
therefore, necessary that 
(1.9) XY = YX for all X,Y 'i: V. 
The geometry with {1.9) is called the orthogonal geometry. 
It is clear that a necessary and sufficient condition for 
an orthogonal geometry is gij = gji' that is, the pairing 
is symmetric. A Euclidean space has this type of geometry. 
3. Bilinear and quadratic forms. 
Definition. Let V and W be two vector spaces of the same 
dimension n over a field k. B{X,Y) is said to be a bilin~ar 
function (bilinear form) of the vectors 
(*) 
B(X1 + x2 ,Y) = B(X1, Y) + B(X2 , Y) 1 
B(X,Y1 + Y2 ) = B(X,Y1 ) + B(X,Y2 ) 1 
where X E V and Y e W. 
X and Y if 
B(aX,Y) = aB{X,Y) 
B{X,aY) = aB(X,Y) 
Definition. A bilinear function is called symmetric if 
B(X,Y) = B{Y,X) and skew symmetric if B(X,Y) = -B{Y,X), for 
arbitrary vector.s X and Y. 
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If we restrict our attention to a bilinear function of one 
vector space V, it is easily seen that any bilin'ear function 
in n-dimensional space can be written as 
(**) B{X,Y) = .. ~gijxiyJ' 
.. ,, .. 
relative to a given basis A1, A2 , •.... , An of _v, where 
"' ' "" gij= B(Ai,Aj) and X= ~ xiAi' Y = ~ yiAi. 
The comparison of the definition (*) and the expression 
(**) with {1.1) and {1,3) suggests that a study of a metric 
structure is equivalent with a study of bilinear forms. A 
metric structure of aqprthogonal geometry is determined by 
a symmetric bilinear function and a metric structure of a 
symplectic geometry is determined by a skew symmetric bilinear 
form. 
The matrix G = (gij) in (**) is called the matrix of the 
bilinear form. B(X,Y) relative to the basis A1, A2 , .•. , An. 
Using th<is· terminology we can restate {1.4) as follows: 
"If G is tne matrix of a bilinear form B{X,Y) relative to 
- - ttl~ the basis A1, A2 , ... , An and G isAmatrix relative to the 
basis B1 , B2 , ...• ; Bn' then G= P' G P where P = {pij) is 
the matrix of transition from A1, A2 , ... ,An to B1 , B2 , .. 
.. , Bn and P' is the transpose of P. Hence, if matrices of 
t:o 
bilinear forms are congruentAeach other, they are the 
different expressions of one bilinear function relative to 
different bases. 
' 
Definition. Let B{X,I, be a symmetric bilinear form. 
The function Q(X) = B(X,X) obtaine~ from B(X,Y) by putting 
Y = X is called a quadratic form. 
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We will see that a symmetric bilinear form B{X,Y) is unique-
ly determined by its quadratic form, if the characteristic of 
k is not 2. The definition of a bili:near form implies that 
Q(X + Y) = B(X+Y,X+Y) = B(X,X) + B(X,Y) + B(Y,X) + B(Y,Y) 
= Q(X) + 2B(X,Y) + Q(Y), 
(*) 2B(X,Y) = Q(X+Y) - Q(X) - Q(Y). 
Since the right side of the above equation involves only 
values of the quadratic form Q(X), it follows that B(X,Y) 
is indeed uniquely determined by Q(X), if the char~teristic 
of k is not equal to 2, The symmetric requirement of a 
bilinear form in a definition of a quadratic form is essential 
in the above result. Because, if B(X,Y) is any (not 
necessarily symmetric) bilinear form, then B(X,Y) as well 
as the symmetric bilinear form B1{X,Y) such that 
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B1(X,Y) = ~[B(X,Y) + B(Y,X)] 
gives rfse to the same quadratic form Q(X). ftelative to 
a given basis, every quadratic form Q(X) can be expressed 
as J 
"' Q(X) = ~1 gijxixj where gij = gji. 
In an orthogonal geometry, we have x2 = T; g x v '" 
:..j::l ij i~j 
relative to a fixed basis A1 , A2 , ... ,An' where gij = AiAj 
and gij = gji' This. shows that a metric structure of an 
orthogonal geometry is uniquely determined by a quadratic 
form if the characteristic of k is not equal to 2. If a 
characteristic of k is equal to 2, B(X,Y) can not be deter~: 
mined by 2B{X,Y) = Q(X+Y) - Q(X) - Q(Y). Therefore the metric 
structure, which is equivalent to a bilinear form, can not 
be uniquely determined by a quadratic form. For the sake 
of simplicity we shall always assume that the field has 
a characteristic * 2 if we deal with an orthogonal geometry. 
Under this restriction, we see that a study of an orthogonal 
geometry is equivalent with a study of a quadratic form. 
(1.4) suggests that a change of basis replaces a quadratic 
form with matrix G by a quadratic form with matrix P' G P, 
where P is non-singular. 
We define a quadratic form Q(X) to be positive definite 
if Q(X) > 0 for every X +: 0. A metric structure of a Euclidean 
space is uniquely determined by a positive definite 
quadratic form. 
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4. Orthogonal and hyperbolic bas~s. 
In an analytic geometry a rectangular coordinate system 
plays an important role. In a Euclidean geometry the basis, 
which corresponds to a rectangular system in an analytic 
geometry, is an orthogonal basis. The following two theorems 
hold in a Euclidean space. 
Theorem. Every n-dimensional Euclidean space contains ~n 
orthogonal basis. 
Theorem. All Euclidean spacesof dimension n are isomorphic. 
What are the statements corresponding to these theorems in 
more general vector space? Before proceeding to find out 
the answer, we will look at more details of a structure of 
a vector space. 
Here we are dealing with a space V with an orthogonal or 
symplectic geometry. In either cases, XY = 0 implies YX = 0. 
Hence the left and right kernel of V coincide with each 
* other and we call it simply a kernel of V and denote it by V 
* Definition. The kernel V of V is called the radical of V 
and denoted by rad V. If U is a subspace of V, U itself has 
* a radical consisting of those vectors of U which are in U, 
where 
* U = t X E V: XY = 0 
~n the other words, 
( 1.10) * rad U = U 1"'\ U , 
for all Y E U J . · 
u c v • 
Definition. If V is the direct sum, 
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v = u1 (!) u2 e> •••.•• $ ur 
of subspaces which are mutually orthogonal, then we shall 
say that ~s the orthogonal sum of the Ui and use the symbol 
v = u1 .1. u2 .1. • • • • • • .l ur. 
It is clear that the geometry of a subspaceiUi of V is 
unambiguously defined since a pairing of Ui is induced by 
restriction from a pairing of V. It will be the same type:, 
as the one of V. 
The following theorems, which will not be proved here, 
summarize some simple properties of subspaces. 
Theorem 1.1. Let the subspace U of V be a supplementary 
subspace of rad V, then 
(1.11) V = rad V .L U 
and rad U = 0, in other words U is non-singular. 
Theorem 1.2 '. Suppose that V is non-singular and let U 
be any subspace of V. The following relations always hold. 
(1.12) ** * u- = U, dim U + dim U = dim V 
(1.13) * * rad u = rad U = u"u 
The subspace U will be non-singular if and only if u 
non-singular. Should U be non-singular, then we have 
(1.14) * V=U.l.U. 
* is 
Finally, if V = U J.. W, then U and W are non-singular and 
* w = u . 
Definition. A space is called isotropic if all products 
between vectors of the space are o. A vector A is called 
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isotropic if A2 = 0. 
Obviously the zero subspace of a space is isotropic. 
A subspace W of V is isotropic if W = rad V, because every 
vector of W is orthogonal to all vectors in V and, therefore, 
orthogonal to all vectors in W. A non-ztr.~.. . ' isotropic 
space is necessarily singular because a space itself is its 
own kernel. We have seen that, if V is a vector space 
with symplectic geometry, x2 = 0 for all X e V. Therefore 
every vector in a symplectic geometry is isotropic. {The 
space is not necessarily isotropic, however). 
Theorem 1.3. Let V be a space with orthogonal geometry 
and suppose that every vector of V is isotropic. Then V is 
isotropic. In other words, if V is non-isotropic, then V 
contains at least one non-isotropic vector. 
Proof: If X andY are elements of V, then X+ Y EV. By 
assumption, X, Y and X + Y are isotropic, that is, 
(X+Y)2 = x2 + XY + YX + y2 = XY + YX = 0. 
Therefore, we get XY = -YX. Since V is an orthogonal geometry, 
we also have XY = YX. This implies that YX = -YX and 
"thllt' 
XY = YX = 0, because we are assuming~~characteristic of k 
is not equal to 2. This proves that V is an isotropic 
space• q~e.d. 
We, next consider a two-dimensional non-singular vector 
space which contains at least one isotropic vector. This 
plane is called a hyperbolic plane. Does this plane have 
any "standard basis" like rectangular coordinates in 
an analytic geometry? 
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Theorem 1.4. A two-dimensional space V is a hyperbolic 
plane if and only if it·> is spanned by a pai'r N, M of vectors 
which satisfy 
~ = ~ = 0, NM=l. 
Proof: Assume that V is a hyperbolic plane, that is, V is 
non-singular and contains an isotropic vector N ~ 0. Let 
A be any non-zero vector which is not contained in the line 
< N> . V is then spanned by N and A, V = < N,A > . We are 
going to find another isotropic vector M such that NM = 1. 
Take any vector X in V such that X = xN + yA then 
NA =. o 
NX = x~ + yNA = yNA. Since N2 = OAimplies N ~ rad V and 
this contradicts with our assumption that V is non-singular. 
Therefore we get NA * 0 and we can uniquely determine y such 
that yNA = 1, hence NX = 1. If V ~ a symplectic geometry, 
the square of every vector is 0 by definition, that is, 
x2 = 0 for all X E V. Therefore in this case we can take 
M = xN + yA provided that yNA = l. If vha.s an orthogonal 
geometry, it follows 
x2 = x2~ + xyNA + yxAN + y2A2 = 2xyNA + y2A2 . 
Since y has been determined already so that yNA ~ 0. we 
can determine x uniquely such that 2xyNA + y2A2 = 0. 
Hence x2 = o. Therefore in this case we can take 
M = xN + yA, provided that yNA = 1 and 2xyNA.+ y2A2 = 0. 
Since y • 0, M is not contained in < N> . Hence we have 
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V = < N, M :> , where ~ = .,(1- = 0 and NM = 1. 
Conversely, we assume that V = < N, M > where K2 = M2 = 0 
and NM = 1. V contains isotropic vectors N and M, therefore 
only thing we have to prove is that V is non-singulari 
Suppose X= xK + yM is in rad V, then 
XM = xNM + yM2 = x = 0, 
2 XN = xN + yMN = yMN = 0, 
this implies -y = 0 or y = 0 depending on whether V is 
symplectic or orthogonal. In either case, we get x = 0 
and y = 0, that is, X = 0. This implies that rad V contains 
0 vector only and V is non-singular. q.e.d. 
We shall call any such ordered pair N, M a hyperbolic pair. 
We already know that all vectors are isotropic in a 
symplectic geometry. Let a hyperbolic plane V = < N, M > 
hase an orthogonal geometry. Then X = xN + yM will be 
isotropic if 
2 2-2 2 2 X = x N- + 2xyNM + y M = 2xy = 0; 
hence either x = 0 or y = 0. This means that X is isotropic 
if and only if X = xN or X = yM. There exist precisely two 
linearly independent isotropic vectors xN and yM in V, 
if a hyperbolic plane V has an orthogonal geometry. 
An example of a hyperbolic plane with an orthogonal 
geometry is a vector space over a real field whose metric 
structure is g11 = 1, g22 = -1, g12 = g21 = 0 with respect 
a. 
toAbasis A1 , A2 . Here we see that M = A1 + A2 
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and N = ~(Al - A2) is a hyperbolic pair, because: 
M2 A 2 + AlA2 2 = + A2Al + A2 = gll + gl2 + g21 + g22 = O 1 
.2 
= 
l(A 2 4 1 - AlA2 - A2Al + A2
2 ) = ~(gll - gl2 - g21 + g22) 
= 0 
NM = ~(Al2 - A22) = ~(gll -g22) = 1. 
In this space, only x(A1 * A2 ) are tne isotropic vectors. 
Reducing a vector space into an orthogonal sum of proper 
subspaces is a useful mean for investigating the properties 
of the geometry and also the trasformations between spaces. 
For instance, if V is a vector space which is an orthogonal 
sum of subspaces Ui, then we get an unique metric structure of V 
extending from that of Ui's, and the radical of Vis a sum 
of radicals of Ui. Vis non-singular if and only if all Ui 
are non-singular. 
We call a space irreducible if it can not be written as 
an orthogonal sum of proper subspaces. We will now find the 
structure of a vector space V which is irreducible with an 
orthogonal or symplectic geometry. 
Let V be an irreducible vector space. By (1.11) we then 
have either rad V = 0 or U = 0, where U is a supplementary 
subspace of rad V. 
If U = 0, V = rad V and this implies that V is isotropic. 
Since any direct splitting of an isotropic space is also an 
orthogonal splitting, the dimension of V is one for both 
orthogonal and symplectic geometries. 
If rad V = 0, V is non-singular. In this case we disauss 
an orthogonal and a symplectic geoaetry separately. 
Case I) Orthogonal geometry. From Theorem 1.3, V must 
contain a non-isotropic vector A. A subspace U = (A)of V 
is then non-singular. Since Vis irreducible, (1.14) shows 
* that U = 0, hence dimension of V is one. 
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Case II) Symplectic geomet'ry. In this case V does not contain 
any non-isotropic vector and therefore non-singular subspace 
<X> , where X e V. Hence we can not apply the same argument 
here as that applied in case I. Let N t 0 be any vector 
of V. Since V is non-singular, rad V = 0 and this implies 
that there exists a vector A in V such that NA + 0. Take 
a subspace U = < N, A> . U is then non-singular and (1.14) 
* shows again that U = 0. Therefore, if V is irreducible, 
V = U = <N,A> and V is a hyperbolic plane. 
From the argument above we get that, if a geometry is 
orthogonal, any space whose dimension is greater than 
one can be expressed as an orthogonal sum of irreducible 
subspaces.~;"' Mon-singular symplectic geometry whose dimension 
be 
is greater than two can~expressed as an orthogonal sum of 
irreducible subspaces. Since there is no one-dimensional 
non-singular symplectic geometry, the dimension of V is 
necessarily even in latter case. Summing up, we state: 
Theorem 1.4. A space with orthogonal geometry is an 
orthogonal sum of lines 
.l<A>. 
n 
~ 
~e Ai are called an orthogonal basis of V. V is non-
singular if and only if none of Ai are isotropic. 
A non-singular symplectic space is an orthogonal sum of 
hyperbolic planes. rts dimension is always even. 
Let B1 , B2 , .... , Bn be an orthogonal basis of an non-
singular orthogonal geometry and be expressed in terms of 
an original basis A1 , A2 , .•.. ,An as Bi = "' :::C pjiA • . j•l ,_ 
fhe metric structure relative to an orthogonal basis 
is that 
gii ~ 0 for i = 1,2' .•.. , n 
-gij = 0 for all i :f j, 
that is, a = (giJ > = rl dJ = D, lienee we get d2 
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P' G P = G = D, where G = (gij) is a symmetric matrix which 
expresses a metric structure relative to an original basis. 
Therefore, we see that for a symmetric matrix, there always 
exists a non-singular matrix P such that P' G P is a diagonal 
matrix. This implies also that a quadratic form can be 
always reduced to a diagonal quadratic form 
2 2 2 d1Y1 + d2y2 + .....• + dnyn by non-singular linear 
transformation of the variables. 
As an example of an orthogonal basis in an orthogonal 
geometry, we will consider a vector space over a real field. 
In this special field , the following theorem holds. 
Theorem. For any real symmetric matrix S = (sij), there 
is a real orthogonal matrix Q = (qij) such that 
Q S Q' = Q S Q-l is diagonal. Let an arbitrary basis of an 
orthogonal geometry over a real field be A1 , A2 , ... ,An 
and the matrix ~xpressing the metric structure relative to 
this basis be G = (gij), where G is real symmetric. By the 
above theorem, we can find an orthogonal matrix P = (pij) 
such that 
P' G P = P' G (P' )-l = 
c J = D. d2 
n 
11. 
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Take a new basis B1 , B2 , • • • • J Bn such that Bi = ~ pjiA!. 
The metric structure G = (gij) with respect 'to this new 
basis is then 
G = P' q p = D, 
that is, gij = BiBj = 0 if i * j and gii = BiBi = di * 0 
fori= 1,2, ..... ,n. This implies that B1 , B2 , ..• , Bn is 
an orthogonal basis. Since G and Dare similar and 
characteristic vectors of D are (1, 0, 0, 
. . ' o), (o, 1' 0' 
. . . . , 0), ..... ' (o, 0, 0, ... , 1), it is obvious that 
., Pni) fori= 1,2, ... ,n are characteristic 
vectors of G. This shows that the characteristic vectors 
of G can be an orthogonal basis of an orthogon~geometry 
if the field is real. 
Theorem 1.4 states that every non-singular symplectic 
space is an orthogonal sum of hyperbolic planes: 
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l. pr = < Nl, Ml, N2' M2' 
The hyperbolic pair Ni' Mi satisfies 
NiNj = MiMj = 0 
NiMi = 1, 
We call a basis N1, M1, 
NiMj 
MiNi 
N2" 
= 0 
= -1 
M2, . • • • . , 
.... , Nr' M~> 
for i f= J 
for i = 1,2, ... ,n. 
l'lr' Mr of V a symplectic 
basis of V. The metric structure of V relative to a symplectic 
basis is then; 
G = El 0 • ' ••••• 0 
0 E2 ..... 0 
......... where Ei = c :] 0 0 ...... o· 
This shows that, relative to a symplectic basis, the metric 
non-sin,rda.'1' 
structures of all n-dimensionalAsymplectic space.over 
a fixed field are equivalent, that is, these spaces are 
isomorp:Qic. 
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Chapter II. Isometries of n-dimensional vector spaces. 
In this chapter the mapping of spaces, on which metric 
structures are defined, will be studied. 
1. Homomorphisms and isomorphisms. 
Definition. Let V and W be two vector spaces over k. 
A map f: V-+ W is called a homomorphism (linear transformation) 
of V into W if 
f(X + Y) = f(X) + f(Y) 
f(ax) = a f(X) 
X E V andY E V 
(2.1) 
a E k. 
If f is a one-to-one correspondence, we call f an isomorphism 
of V into W. 
Let A1 , A2 , ..... ,An be a basis of V and set a homomorphism 
f: V-+V such that f(Ai) = Bi. If we take any vector X in V 
such as X= A1x1 + A2x2 + •.•... + Anxn' we then get 
( *) f (X) = B1 x1 + B2x2 + • . . ·. + Bnxn. 
Conversely, we choose any set of vectors B1 , B2 , .... , Bn ~ V 
and define a map of an element X in V by {*). We can then 
verify that f satisfies (2.1) and f is a homomorphism of 
V into V. By substituting xi = 1 and xj = 0 for J • i into 
(*), we get f(Ai) = Bi. Consequenty f is completely determined 
by the images Bi of the basis elements Ai' where Bi can be 
any system of n vectors of v. If we express each Bj in 
terms of a basis A1 , A2 , ...• ,An such as 
.j = 1,2, .. ,n, 
we see that f is completely described by an n-by-n matrix 
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A= (aij). lhis homomorphism f is an isomorphism if and only 
if vectors B1 , B2 , ..... , B0 are linearly independent, that 
is , det (aij) = IAI + 0. We note that a homomorphism of V :_ 
into V is also called an endomorphism. 
Examples. l.Let V be a three-dimensional analytic geometry 
and f be the homomorphism which projects every ~ector on 
the XY-plane. We choose as basis elements of V unit 
( 2 2 2 orthogonal vectors A1 , A2 , A3 , A1 = A2 = A3 = 1, 
AiAj = 0 for i + J), directed along the coordinate axis. 
Then, f(A1 ) = A1 , f(A2 ) = A2 , f(A3 ) = 0. 
That is, relative to this basis the homomorphism f is 
described by the matrix, (: 0 : ] 1 0 0 
This homomorphism is not an isomorphism, because vectors 
x1A1 + x2A2 and x1A1 + x2A2 + x3A3 have a same image 
x1A1 + x2A2 under f, that is, f is not one-to-one. 
2. Let V be the same space as in Example 1, and f be the 
homomorphism which moves each vector radially to a vector 
whose length is k * 0 times as its original length. 
Relative to a basis Al' A2' A3 as defined in Example 1, 
r is described as 
[: 
0 :] k 
0 k . 
Since f is a one-to-one map, it is an isomorphism. 
3. Let V be the space of polynomials of degree~ n-1. Let 
f be the differentiation mapping, that is f(P{t)) = P'(t). 
We choose the following basis in V: 
A1 = 1, A2 = t, A3 = t
2 I 2! , ...• , An = tn.-l I {n-1 )! 
Then f(A1 ) = 0, f(A2 ) = 1 = A1 , f(A3 ) = t = A2 , ... 
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. . . . , f(An) = tn-2 I {n-2) ! = An-l. 
Relative to this basis, therefore, a mapping f is described 
by the matrix, 0 
0 
0 
0 
0 
1 
0 
0 
0 0 
1 0 
0 1 
............. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
Here f is not an isomorphism because a vector P(t) = a has 
an image 0 for all a E k. 
By the product of two homomorphisms f and g, we mean the 
mapping h defined by the equation h(X) = f(g{X)) for all 
X E V. It can be verified that the product of homomorphisms 
is itself a homomorphism. If the homomorphism f is described 
by the matrix A= (aij) and the homomorphism g by the matrix 
c. B = {bij), then their product is des~ibed by the matrix 
C = (cij) which is the product of two matrices A and B. That 
is, 
(2 .2) C = A B. 
The matrices which represent a homomorphism of V relative 
to different bases are usually different. We now show how 
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the matrix of a homomorphism changes under a change of basis. 
Let A1 , A2 , 
such that 
... ,A and B1 , B2 , ••••J B be two bases in V, n n 
(*) 
Bl = P11A1 + P21A2 + .... + PnlAn 
B2 = P12A1 t ~22A2 + •·•·• + Pn2An 
. . . . . . . .............. . 
Bn = PlnAl + P2nA2 + .•.•• + PnnAn. 
Take a homomorphism f of V into V and let A and B be its matrix 
representation relative to A1 , A2 , ... ,An and B1 , B2 , ... 
.. , Bn respectively. In other words 
(**) f(AJ) = *' aijAi 
f(Bj) = irbijBi. 
Substituting (*) into (**), it follows: 
( ) -1 -1 2.3 P A P = B or A = PB P • 
To sum up, (2.3) gives the connection between the matrix B 
of a homomorphism f relative to a basis B1 , B2 , .... , Bn 
and the matrix A which describes f relative to the basis'· 
A1 , A2 , . ... , An. The matrix Pin (2.3) is the matrix 
transition from the basis A1, A2 , .... ,An to the basis 
Bl' B2, •. ' Bn. 
2. Definition of isometry. 
In a Euclidean geometry the length plays an essential 
role. Hence we seek the linear transformations of Euclidean 
spaces which preserve the length of all vectors. As we have 
seen in the previous chapter, a metric structure.of a vector 
space is defined by products of a pairing. Our special 
interest here is, therefore, in seeking the isomorphisms 
of vector spaces which preserve products of a pairing. 
Definition. Let V and W be vector spaces over k, and 
6 : V ~ W be an isomorphism of V into W. Suppose that the 
metric structures are defined on both V and W. We shall 
call fS an isometry of V into W if e- preserves products: 
{2 .4) XY = ( S X~ ( 5'Y) . for all X,Y E V. 
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As we have already mentioned, a length lXI of a vector X 
in a Euclidean space is defined as \Xl = ~ and an angle 
0 A n ~ between two vectors X and Y is defined as cos Q = JXI IYI 
( )2 2 If 5 is an isometry, we get 6 X = X , by putting X = Y 
in (2.4). This implies that lXI = I ~Xl , that is, an 
isometry preserves the length of every vector in a Euclidean 
space. Conversely, we assume that lXI = I~XI holds. 
Substituting X+Y ;Jore> X, we have IX+Yl = I~(X+Y)j. This 
implies that (X+Y)2 = ( ~ (X+Y) )2 • By the definition of a 
pairing, we get 
( 6' (X+ Y )) 2 = ( 0" X+ ~ Y ) 2 = ( ~X ) 2 + 2 ( lS" X )( o Y ) + ( 15'Y) 2 
(*) 
(X+Y)2 = x2 + 2XY + y2. 
Since IXl =I ~Xl holds for all vectors in V, it is obvious 
that X2 = (<5" X)2 1 Y2 = ( OY)~ Putting these relation into 
(*), we get 2XY = 2( 6"X)( 6"Y). Noting that the characteristic 
of k is - in a Euclidean vector space, we get XY = ( <rX)( 0" Y). 
6 is an isometry. Consequently, in a Euclidean space, an 
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isomorphism ~ is an isometry if and only if <S preserves 
the length or every vector. Furthermore neither the numerator 
XY 
nor the denominator or tXI,YI is changed under an isometry. 
This means that an isometry preserves the angle between two 
vectors. In a Euclidean geometry, an isometry is also called 
an orthogonal transformation. 
The following theorem characterizes an isometry in terms 
or basis elements or v. 
Theorem 2 .1. Let f5' be an endomorphism V-4V, A1 , A2 , : . 
.• , An a basis of V and ~Ai = Bi; ~is an isometry if 
and only if AiAj = BiBJ for all i,J = l,2, ... ,n and if the 
C.ft kernel of 5 is 0. This last condition is unn~sary if V is 
non-singular. 
Proof: First we suppose that ~ is an isometry. We have then 
XY = ( 6"X)(c:sY) for any vectors X,Ye V, by definition. 
Substituting X = Ai' Y = Aj into the above relation, we get 
AiAj = ( ~Ai)(6'Aj) = BiBj. Conversely, we suppose that 
any two vectors in V. Then we get 
*' {xiAi) ~xi (6"" Ai) "' ~X = = = t;: xi Bi 
csY = ;:cyJAJ> = f;;yJ( CS'AJ) = ??;yjBJ. 
'Ill ,_ 
It follows that 
(*) "' XY = ~ xiyjAiAJ = ~·J-' 
If we assume that the kernel of <S is 0, (SX - tSY = 
6(X - Y) * 0 for any two distinct elements X andY in v. 
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This shows that X i: Y implies ~x :#= o- Y, that is, tS is an 
isomorphism. Together with (*), we can see that ~ is an 
isometry. If V is non-singular the assumption AiAj = BiBj 
automatically implies that the kernel of ~ is 0. This is 
because, if X is in the kernel of <S, 6 X = 0, then certain-
ly ( 6 X)( cs Y) = 0 for all Y E V. However the assumption 
AiAJ = BiBj implies XY = ( 6X)( CSY). Therefore we get XY = 0 
for all Y t£ V. '!'his means that X is in 1;he kernel of V, that 
is, X = 0 if V is non-singular. q.e.d. 
We will apply this theorem to show that an isomorphism f 
in Example 2 in section 1 is not an isometry unles~ k2 = 1. 
Since A1 , A2 , A3 is a unit orthogonal basis of a Euclidean 
geometry, A1
2 
= A2
2 
= A3
2 
= 1. On the other hand (f(A1 ))
2 
= (kA1 )
2 
= k2 , (f(A2 ))
2 
= (kA2 )
2 
= k2 and (f(A3 ))
2 
= (k:A3 )
2 
= k2 . Ai2 =t: {f(Ai))2 implies by Theorem 2.1, that f is not 
an 1som~t~y~ 
Let us write 
seen that the matrix A is the one which describes the 
endomorphism 6 • Let G = (gij) and G = (gij) be matriees 
which describe. the metric structure of V relative to bases 
A1 , A2 , .... , An and B1 , B2 , . ..• , Bn respectively. If ~ 
is an isometry such that ~(Ai) = Bi' Theorem 2.1 shows that 
gij = BiBJ = AiAj= gij, We also have seen in the previous 
chapter that G = A' GA. Therefore we get G =A' GA. 
In a determinant form, this implies lGl = IAI 2 1G~ If Vis 
" 
non-singular, then I G I =1: 0 and we get det G' = I A l = ±1. 
It follows: 
Theorem 2.2. If V is non-singular and ~ an isomety of V 
onto v~ then det 6 = ±1. 
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Here we see that there are two types of isometries of V onto 
V. We call an isometry e; a rotation if det C'S = +1. e is called 
a reflexion if det tS = -1. 
We note that det ~ = ±1 is a necessary condition for an 
isometry of the fixed geometry but not a sufficient condftion. 
For example, we consider a two-dimensional Euclidean vector 
space. Let f be an isomorphism such that f(A1 ) = A1 sinh u 
+ A2cosh u and f(A2 ) = A1 cosh u + A2 sinh u, where Al' A2 
is a unit orthogonal basis and u * 0. We can then verify 
det{f) = sinh2 u cosh2 u I that = -1. However, 
(f(Al))2 = sinh2 u + cosh2 u = 1 - 2 sinh2 u * 1 = A 2 1 
(f (A2 ))2 = cosh2 u + sinh2 u = 1 - 2 sinh2 u f: 1 = A 2 2 
do not satisfy the condition stated in Theorem 2.1. 
Consequently the isomorphism f, whose determinant is -1, is 
not an isometry of a Euclidean space. We can prove that the 
f isomorphism" defined above is an isometry of some other ,. · 
geometry. 
From {2.4), we see that the images of orthogonal vectors 
under an isometry are also orthogonal. It is then suggested 
that if we know the images U1 ', u2 ', ..... , Ur' of orthogonal 
subspaces u1 , u2 , •...• , Ur of V, we may them compose an 
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isometry of V onto V' which is an orthogonal sum of Ui'· 
Definition. Let V = u1 J. u2 J. •.•• J. Ur and 
V1 = U1
1 J. U2
1 L •.•• ~ Ur 1 be orthogonal splittings of two 
spaces V and V 1 • Let us suppose that an isometry ~i 
of Ui into Ui 1 is given for each i. If X= ~A with ;.., i 
Ai e Ui is a vector of V, then we can define a map 0' of V 
into V' by 
csX = cs-1 Al + cr2A2 + . . . . . . . . + IS'rAr. 
It can be proved that a map ~ defined above is an isometry. 
6 shall be denoted by 
<S = 61 .l 6'2 .i. • • • • • • J. e>r • 
The following theorems, which will not be provedhere, state 
the important properties of an isometry. 
Theorem 2. 3. Let V = u1 J. u2 .i. • • • • • • .l Ur and each 
of 
6i an isometryAUi onto Ui. Then the orthogonal sum 
<S = 5 1 J. ~ 2 .1. ••••• J. 5 r is an isometry of V onto V and 
we have 
det 6 = det CS'l deto2 det 63 . . . . . det6r. 
Theorem ,) ;.. (Witt 1 s Theorem). Let V and V 1 be non-singular 
spaces which are isometric under some isometry f. Let cs be an 
isometry of a subspace U of V into V 1 • Then e> can be 
extended to an isometry of V onto V 1 • 
We may want to construct an isometry t:S of V onto V, whose 
into V 
effect on a subspace U of VAis known. The Witt's Theorem 
guarantees the existence or such an isometry 6 , though 
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~ may not be always uniquely determined. 
3. Definition of involutions. 
Definition. An isometry ~ of a non-singular vector space 
V is called an involution if 6 2= 1. 
In a two-dimensional analytic geometry, it is well known 
that an identity mapping results from a ''symmetry" or 
a "180 degree ro:tation" when it is applied twice. Therefore 
these mappings are involutions in a two-dimensional 
analytic geometry. What kind of mapping then can be an 
involution in a more general vector space? Is there any 
mapping which corresponds to a "symmetry" or a "180 degree 
rotation 11of an analytic geometry in general vector spaces? 
Theorem 2.4. Let V be a non-singular vector space. If the 
characteristic of k is not equal to 2, then every involution 
is of the form -lu ~ lw (resulting from a splitting V= u ~ W). 
Proof: Let cs be an involution of a space V. Since 6' is an 
isometry we have XY = t5 X· e> Y. From the definition of an 
involution, 62X =X for any vector X in V. Take two vectors 
X andY, then we get 
0" X· Y = <S ( ~ X ) · <S Y = <S2X · 0" Y = X · ~ Y • 
Consequently 
(*) (tSX- X)( 6Y + Y) = ~X· ~y + \SX•Y- X• cs-y- XY 
= (csX· ~y- XY) + ( <1X·Y- X· 6Y) = 0. 
'!'his implies that two vectors cS X - X and tSY + Y are 
orthogonal regardless of the choice of X andY. We also have, 
~ ( CS' X - X) = cs2x - ~X = X - o-X = -( cs-X - X) 
5 ( \S y + y) = ~2y + cs y = y + ~ y. 
'!'his shows that <:; leaves a vector 5Y + Y fixed, where.<ZS 
it reverses a vector aX - X. 
Next, we take two subspaces of V 1 U = ( fS' -1 )V and 
W = (~ + l)V. U and W consist of vectors in the form 
(E) - 1 )X and { <5 +1 )X respectively for all vectors X in V. 
We shall show that V is an onthqgonal sum of subspaces U 
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and W. (*)shows that any vectors of-U and Ware orthogonal to 
each other, therefore subspaces U and W are orthogonal. We 
assume that U and W have a commom vector Z. Z must then be 
expressed as both ( ~ - l)X and { <5 + l)Y for some vectors 
X, Yin V. By(**), we have ~Z = {( 5- l)X) = -Z and 
6 Z = C5 ( { 6 +1 )X) = Z. '!'his implies that Z = 0 and consequently 
U 1'\W = 0. Finally it is seen that any vector X E V can be 
written as X = -~ { cs X - X) + ~ ( 6 X + X). Consequently we get 
V :;=if U J. W. Since ( **) shows that f!r leaves all vectors of U 
fixed and reverses all vectors of W, we get 6 = -lu ~ lw 
resulting from a splitting V == U J. W. q.e.d. 
We note that in the above theorem U and W must be non-
singular. Because if one of them, say U, has a vector X in 
its ker~el, t"en X is orthogonal to all vectors of u. Since 
U and W are orthogonal, X is also orthogonal to all vectors 
of W. This implies that X is in a kernel of a non-singular 
space V, therefore, X= 0. 
Definition. Suppose the characteristic of k is * 2. If 
6 = -lu J.. lw and p = dim U, then we call p the type of 
the involution ~ • 
Obviously det 6 = (-l)P. Since U has to be non-singular 
the type p must be an even number if V is symplectic; if V 
has an orthogonal geometry, then p might be any number~ n 
= dim v. An involution of type p = 1 shall be called a 
symmetry with respect to the hyp'erplane W. An involution 
of type 2 shall be called a 180 degree rotation. 
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We know that a "symmetry" of a two-dimensional analytic geo-
metry is an isometry which keeps all vectors on one line fixed 
and reverses another line which is perpendicular to the 
former. In a three-dimensional analytic geometry, it is an 
isometry which leaves all vectors in some plane fixed and 
reverses all vectors in the line which is perpendicular to 
the former plane. Since a line in a two-dimensional space 
and a plane in a three-dimensional space are their hyper-
planes respectively, it is natural to call an isometry, which 
keeps all vectors in a hyperplane fixed and reverses a line 
which is orthogonal to this hyperplane, a symmetry in more 
general vector space. If we take a non-singular line U = <A> , 
* then U = W is a non-singular hyperplane. If we choose any 
1:he 
vector B in W, thenAimage of a vector xA + B under a symmetry 
respect to W is -xA + B. This precisely matches the definition 
of a "symmetry" in a conventional meaning. Therefore a, :. , .>. ~ 
syiR.metrywhich we have defined here is an extention of 
a "symmetry" defined in an analytic geometry to that in 
a general space. 
we 
The following theorem:.·, whichAwill state without proof, 
characterizes the isometry +ly· 
Theorem 2.5. Let V be non-singular and ~ an isometry 
of V which keeps all lines of V fixed. Then ~ = ±ly· 
4. Some properties of orthogonal geometr1es. 
E. Artin investigated many important features of or-
thogonal and sympletic geometries in his book. We will 
mention some theorems here so that we may apply them later 
in exploring the properties of some simple spaces. The 
proofs of these theorems will not be given here. We will 
limit our attention to finite dimensional non-singular 
spaces with orthogonal geometries. From hereon V denotes 
a non-singular space with an orthogon~geometry and its 
dimension is n unless otherwise mentioned. 
Definition. The group of all isometries of V onto V i.s 
called the orthogonal group of V and is denoted by 0. The 
subgroup of all rotations is denoted by¢+. In case where 
it is necessary to be more specific in these symbols , we 
shall put n as a subscript and inclose in a parenthesis 
any further information. For instance On(k,f) denotes 
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the orthogonal group of a n-dimensional space over a field 
k whose geometry is based on the quadratic form f. The 
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index of o+ in 0 is 2 since reflexions are present if n ~ 1. 
Let H be a hyperplane of a space V and ~H denotes an 
identity map of H onto H. What is, then, an isometry 5 of V 
onto V which is an extention of 6'H? We know the existence 1• 
of an isometry 6 by the Witt's Theorem. Is 6 then unique-
ly determined? Or if 6H is an arbitrary isometry of H into 
V, how is tS determined as an extention of 5H? The following 
theorem answers these questions. 
Theorem 2. 6. Let <5 be an isometry of V which leaves 
every vector of a hyperplane H fixed. If H is singular, 
the 
then cs = 1. If H is non-singular, then 6 is either"identity 
or tbe symmetry with respect to H. The effect of an isometry 
on a hyperplane H determines the isometry completely if H 
is singular, and up to a symmetry with respect to H if H 
is non-singular. 
We have seen by Theorem 2.5 that if ~ keeps all lines of 
V fixed then (5 = :ily. Next two theorems characterize the 
isometry which keeps all non-isotropic lines or all isotropic 
lines fixed separately. {We note that "to keep line fixed 
does not necessaril}':i mean "to keep vector fixed". The 
isometry <S , whose effect on a vector X is r:s X = aX for 
a :j: 1, can leave the line -<X> fixed but can not leave any 
vector on a line <X> fixed. ) 
~heorem 2.7. Suppose that n ~ 3 and that V contains 
isotropic lines. If ~ keeps every isotropic line _fixed, 
then \S = ±lv. 
~heorem 2.8. Suppose that e leaves every non-isotropic 
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line of V fixed but omit the single case where V is a hyper-
plane over a field with 3 elements. ~hen ~ = ~lv. 
In the following theorem, each isometry of V is expressed 
as a product of symmetries with respect to hyperplanes. This 
"' theorem, due to E. Cart«n and J. Dieudonne, is very useful 
for investigating properties of an isometry. 
~heorem 2.9. Let V be non-singular and dim V = n. Every 
isometry of V onto V is a product of at most n symmetries with 
respect to non-singular hyperplanes. 
In connection with this theorem, we can derive following 
remarks on an isometry of V onto V. 
Remark 1. An isometry, which does not keep any -non.;.,zero ·. 
vector fixed, can not be written as a product of less than 
n symmetries. 
Remark 2. If an isometry ~ can not be written by less than 
n symmetries, the first factor in the product for ~ can be 
an arbitrarily chosen symmetry. 
5. Examples of two-dimensional vector spaces. 
Let V be a two-dimensional space and <S be an isometry of 
V onto V. Theorem 2. 9 states that any isometry <S is a , ·· ... 
product of at most two symmetries. If we denote symmetry 
as -z: , then cs = r or cr= r1 ~. The remark 2 shows that we 
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may choose either one of symme·tries r 1 and c2 arbi trart ly. 
Since a determinant of a symmetry is -1, we get det~ 
= det t: = -1 in the former case, and d~t tS = det t: 1det z: 2 
= 1 in the latter. In this space, therefore, every reflexion 
is a symmetry and every rotation is a product of two 
symmetries in which the first factor can be chosen in 
advance. 
Let cs be any rotation of V. We suppose that e5 keeps 
a non-zero vector X fixed, namely, <S X = X. Any vector on a 
line <X> has a form eX for c ce: k and its image under IS' is 
~(eX) = c•6X = eX. This indicates that every vector in a 
hyperplane <X> is fixed under an isometry IS • Referring 
to Theorem 2. 6, this implies that ~ is an identity map. 
In other words, any rotation which is not an identity 
map can not leave any non-zero vector fixed. 
We will show next that an image of one non~zero vector 
can determine a rotation uniquely. Suppose we have two 
rotations cs and cs"' which bring a vector X into a vector 
Y. Then, every vector on a line ~X> has the same image 
, 
under isometries ~ and <S • However Theorem 2. 6 states 
that the effect of an isometry on a hyperplane <: X>determines 
the isometry completely if -<X> is singular, and up to 
symmetry with respect to <.X>, if <X> is non-singular. 
Since both tS and <5" are rotations we must have 6 = cs' 
Let -c be a symmetry and fS = 1:· r: 1 be a rotation. Then 
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r cn:-1 
= t( t. tl) t -1 = z::2 ! l: -1 1 Since z:.2 = 1, that 
is, Z:= 't -1 
' 
it follows that 
1:2 r z: -1 r z: -1 c. -lz: -1 ( t. )-1 cs -1; 1 = = = cl = 1 1 
We have, therefore 
(2. 5) 
If ~l = r z: 2 is another rotation, we have 
61 ~ ~1 -1 = ( c c2) ~ ( t: z:2) -1 = r ( z:2 5 !2 -1) c. -1. 
From (2.5), it follows ~l ~ "'l-l = Z: \\-l r - 1 = fi". 
Mu 1 t1p lying ~ 1 on both sides, we get ~ 1 ~ = 5 ~ 1 . This 
indicates that rotations form a commutative group o2+, and 
the interaction with the coset of symmetries is given by 
(2.5). The following question will then be raised. Is o2 
itself commutative? The answer to this question is "no" with 
one exception. We can prove that if V is not a hyperbolic 
plane over a field with three elements, o2 is not commutative. 
As to an involution of this space, Theorem 2.4 indicates 
that every involution 5 has one of the following forms: 
+lv, -lv, 1 <A" .l -l<B> resulting from a splitting v = <A> J.(B). 
If 6 = l('A> .1. -1<B>, det <5'" = -1, therefore cs is a symmetry. 
the 
HenceAonly involutions among the rotations are ±Iv· 
Here we will take some examples and show how the above 
arguments may be applied to these cases. 
Examples 1. Let V be a two-dimensional Euclidean space. In 
order to find all isometries in V, we take an orthogonal basis 
A1 , A2 such that A1A2 = A2A1 = 0 and A1
2 
= A2
2 
= 1. Let f 
be a homomo1rph1Jsm 1suclf'tnat 
f(A1 ) = a 1A1 + a2A2 
f(A2 ) = b1A1 + b2A2. 
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Since Vis non-singular, by Theorem 2.1, f is an isometry if 
and only if 
A1
2 
= (f(A1 ))
2
, A2
2 
= (f(A2 ))
2 and A1A2 = f(A1 )•f(A2 ). 
rt is seen from the metric structure of V that 
(f(Al))2 {alAl + a2A2)2 2 2 = = al + a2 
(f(A2) )2 = (blAl + b2A2)2 = b 2 + b 2 1 2 
f(A1 ) f(A2 ) = {a1A1 + a2A2 )(b1A1 + b2A2 ) = albl'+ a2b2. 
Therefore: we get the following equation: 
(*) al2 + a22 = 1, bl2 + b22 = 1 
(**) a 1b 1 + a2 b2 ~ o. 
By (*), there is an angle 8 with cos 6 = a 1 , sin 8 = a2 . 
Then by (**) - ~~= !~= tan8, whence by (*), b2 = ±cos8 
b1 = fsin9 . The two choices of sign gives exactly two 
isometries, whose matrix expressions are 
5, c [cos 8 
sin& 
-sin9 J 
cos& , 
r, :c [cos8 
sin9 
sin 91 
-cos 9 . 
Here det 6e = 1 and det r, = -1 imply that 6"6 is a rotation 
two 
and L• is a symmetry. TheseAtypes of isometries are the only 
isometries in V. 
By changing a basis of V to an orthogonal basis B1 , B2 such 
that 
\ 
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' 6 B1 = A1cos 2 + A2sin 2 
9 9 B2 = -A1sin 2 + A2cos2 
we obtain a new matrix expression for ~ . From (2.3), a 
matrix representation relative to this basis is: l cos ! sin! 1[ cos G 9 e -sin~ sin& J [cos ! -sin i r cos! sin~ cos! 
l 2. -cos 9 sin I' .2. 
= [: 
_: 1 
. 
This shows that !'1 = l<B,) J. -l<B~ ,that is, any reflexion 
r, is a symmetry with respect to a line < Al cos I + A2 sin ~). 
It can be also shown that ~. = r1 t'ar-•· '!'hat is_. every 
rotation is a product of two symmetries, whose first factor 
can be chosen arbitrarily. We have seen that a symmetry r. 
leaves. a vector B1 fixed-. Does a rotation keep any vector 
fixed? We suppose that a rotation 6~ leaves a vector 
X = x1A1 + x2A2 fixed. Then (x1, x2 } must be, a characteristic 
vector of a matrix 
r 
cos& 
sin9 
-si? 8]. However this matrix is 
cos 9 
not similar to any real diagonal matrix at all if e :i: n 7t 
and, therefore, does not have any characteristic vector 
(x1 , x2 ) for real values x1 and x2 . If 8 = 2n 1t , <5, is 
an identity map and leaves all vectors fixed. If 6 = (2m+l)~ , 
G8 = -lv and c:5' does not leave any vector fixed though it 
keeps all lines fixed. This shows that a rotation which is 
not an identity map does not leave any non-zero vector fixed. 
Furthermore, from the above consideration, it is shown that 
a rotation does not leave any line in V fixed unless 
6 = *lv· Next we suppose that an effect of a rotation Gg 
on a vector X = x1A1 + x2A2 is given as follows; 
(*) 6,X = ylAl + y2A2 where xl2 + x22 = Yl2 + Y22. 
By the definition of <Se , we get 
{**) ~&X= ~9 {x 1A1 + x2A2 ) = x 1 ( ~,A1 ) + x2 ( ~,A2 ) 
= x1 {A1 cos 8 + A2 sin 6 ) + x2 { -A1 sin 8 + A2 cos8 ) . 
Equating right sides of (*) and {**), we get 
x2 sine = yl 
x2 cos 9 + x1 sin 9 = y 2 . 
Solutions of above equations are, 
sin 9 = (xly2 - x2yl)/(xl2 + x22) 
cos e = (xlyl .. x2y2)/(xl2 + x22). 
'rhis indicates that any rotation 5 9 is uniquely determined 
by an image of one non-zero vector. 
If we take any two arbitrary rotations <S 61 and <S' •~, then 
the following relations hold~ 
cSt,~h= <rea ere, = 6"e,-te~ 
<S"e,<S-e,= cr_,, (5' •• = lv· 
Interaction between a set of rotations and a set of symmetries 
is, 
(*) .... ... .... _, 
"•• .... .. '"' "' I = 
_, 
<S'_, = ~, 
Since an identity map is a rotation, the above result shows 
that rotations form a commutative subgroup o2+ of a group 
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o2 (R, x1
2+x2
2 ). o2+ is normal and has an index 2. The cosets 
of o2+ are o2+ itself and a set consisting of all symmetries. 
From the relations, 
o2 itself is shown to be a non-commutative group. If a rotation 
is an involution, we must have 
[ 
cos 2 e 
sin 2& 
This implies that & = nrt 
therefore, ~. = [ ~ 
-the 
-sin 
cos 
for any integer n. We get, 
: 1 or [ -~ _: l. 
This proves thathonly involutions among rotations are :t:lv. 
2. Let V be a two-dimensional vector space over a real 
field whose geometry is based on a quadratic form x1
2 
- x2
2
• 
We choose an orthogonal basis A1 , A2 such that A1
2 
= 1, 
2 ( )2 2 2 A2 = -1 and A1A2 = A2A1 = 0. Then A1 + A2 = A1 + A2 = 0 
and (A1 ·~: A2 )2 = A12 + A2 2 = 0 show. that V is a hyperbolic 
plane. Let X = x1A1 + x2A2 be any vector in V and 6 be an 
isometry such that cs X = y1 A1 + y2A2 . From the metric 
structure of V we have, 
2 ( )2 2 2 X = x1A1 + x2A2 = x1 - x2 
( 6X)2 = (ylAl + y2A2)2 = yl2 - y22. 
2 2 From the definition of an isometry, we write x1 - x2 
= y1
2 
- y2
2
. This states that an isometry in this space 
leaves x 1
2 
-x2
2 invariant. This isometry is also termed as 
a two-dimensional Lorentz transformation. 
" 
~ 
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In order to find all isometries, we take a homomorphism 
f such that 
f(A1 ) = alAl + a2A2 
f(A2 ) = blAl = b2A2. 
Applying the similar argument 
thot ;. is an i so met ry i.f aJ1d o"l y it 
to that in Example 1, we $ee~ 
b 2 - b 2 = -1 1 2 
2 2 
a 1 - a2 = 1 
(*) a1b1 - a2 b2 = 0. 
2 2 The relation a 1 - a2 = 1 indicates that a1 ~ 1 or a1 S -1. 
We consider each case separately. 
Case 1). al !!: 1. al 2 2 a2 = 1 implies that there is 
a real number u such that a 1 ,= cosh u, a2 = sinh u. Then by 
(*}, b, a.a. h - =- = tan b1 a, u, whence b1
2 b 2 
- 2 = -1, we get 
b2 = ~ cosh u, b1 = ± sinh u. The two choices of sign gives 
two types of isometries whose matrix expressions are; 
Au = l cosh u sinh u] /u = [ cosh u -sinh 
sinh u cosh sinh u ~cosh u 
det( .Xu) = 1 and det(,.P u> = -1 show that Au is a rotation 
and ~u is a reflexion. 
Case 2). a 1 ~ -1. a 12 - a22 = 1 implies that there 
is a real number u such that a 1 = - cosh u, a2 = sinh u. 
b b, Then y b.:r.= a,~.= -tanh u a, and b1
2 
- b2
2 
= -1, we get 
u, b2 = ± cosh u. '!'he two choices of sign give. 
two types of isometries A I 
u 
and JLu' such that, 
Au = [-cosh u sinh 
sinh u -cosh 
cosh u -sinh 
sinh u cosh 
:1. 
·Since det{ A~) = 1 and det{ jU~) = -1, we see that 
a rotation and ~u is a reflexion. 
l" 
"' is u 
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Summing up cast. 1) and cas! 2), we conclude that four types 
/ I 
of mappings ). , A , / and jJ' defined above are the only 
isometr~es in V. We note that the relations between ~and ~~ 
I 
and./' and /" are as follows; 
A~ = - ..\ -u ' .)'~ = -P-u · 
Take two pairs of orthogonal vectors B1 , B2 and B1 •, B2 • 
such that 
Bl Al 
u 
A2 sinh 
u 
= cosh 2 + 2 
B2 Al sinh .!:!.+ A2 cosh 
u 
= 2 2 
B' =-Al sinh u A2 cosh 
u 
1 2 + 2 
u u B2 = A1 cosh 2 - A2 sinh 2 . 
Then we can see that 
Jlu(Bl) = Bl 
and , (B I) 
..)lu 1 = B' 1 
These relations 
uu' 1 .L /. = <B~> 
yield 
Therefore, reflexions 
to hyperplanes 
-<: Bl> 
symmetry whose matrix 
h 
__,au 
and 
is 
A(B2) = - B2. 
A(B2) = - B' 2. 
= l~B.> J. -l<Ba> and 
with 
and ~~ are symmetriesArespect 
<::B'> 1 respectively. Denoting a 
r~ I 0] by JJ-o , it is seen 1 
that Au = )l~ .)'~ and >.1u = .)#-~ /u · Each rotation then 
can be written as a produc~of ;' an arbitrarily chosen ~0 
and another symmetry which is determined by each rotation. 
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We will find an invariant line under a rotation. By finding 
characteristic vectors of matrices which correspond to Au 
and Xu , we get 
Au(Al + A2) = (A1+A2 )(cosh u + sinh u) = ( Al+A2)eu 
Au(Al A2) = (Af+-A2 ){cosh u - sinh u) = (A1 - A2 )e~u 
( *) ).' (A 
u 1 + A2) = (A1 +A2 )( sinh u- cosh u) =-(A1 +A2 )e -u 
Ab(Al - A2 ) =-(A1~A2 )(cosh u + sinh u) =-(A1 - A2)eu. 
'l'hese relations show that isotropic lines < A1 + A2 '> and 
<A1 - A2 > are left fixed under any isometries of types 
)a and .>:' • Since < A1 + A2 > ' and < A1 - A2 '> are the 
only isotropic lines in·V, this implies that a rotation 
keeps every isotropic line fixed. This kind of situation 
can not .: ; happe~> if tie dimension of a vector space is 
greater than 2, because, 'l'heorem 2.7 states that only 
isometries which keep all isotropic lines fixed are ~ly in 
a space with n ~ 3. Any rotation, which is not an identity 
map, can not keep any non-zero vector fixed. '!'his is 
because the relations, A u(A1 + A2 ) = A1 + A2 and 
Au(A1 - A2 ) = A1 - A2 hold only when u = 0, and because 
, 
the relations A'u(A1+ A2 ) = (A1 + A2 and ~u(A1 - A2 ) 
= Al - A2 do not hold at all. 
Next we assume that an image of any nOn-zero vector 
X = xlAl + x2A2 is known under a rotation ,\ or X' as 
follows; 
A~x> = Y!A1 + y2A2 
where x 2 - x 2 = y 2 y 2 1 2 1 - 2 
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When x1
2 
• x2
2
, it is proved that ·A and A' are-uniquely 
determined in a matrix form; 
xly2 - x2yl x2y2 - xlyl 
X 2 - X 2 X 2 X 2 
1 2 1 2 
This isometry is of a type A if (x2y2 - x1y1 )/(x1
2 
- x2
2 ) ~ 1 
and is of a type A' if (x2y2 - x1y1 )/(x1
2 
- x2 
2 ) ~ -1. 
When x1 = x2 , we see from (*) that y1 = y2 . For a rotation 
A v. ..\,, we then get u = ln d. For a rotation we get , ~ . 
u = - ln (- ~). Therefore we can determine a rotation 
uniquely in this case also. Similarly we can prove that this is 
true when x1 = -x2 . Summarizing these results, it is concluded 
that a rotation can be uniquely determined by an image of one 
non-zero vector of V. 
Following relations, 
.A .. , ~lb =-Alb A~t, = Aua+".a 
A c&; Ar4 =..\~ A:. = >.. _,,- u~ 
Au~ ;..~~..~. = >.. "" ).U, •A 'u.-w~ 
.A "'• .X - "• -a >/u, >.'- u. • I v 
shows that all rotations of V form a commutative group o2+. 
As in the Euclidean space, o2+ h~s an index 2 and is a normal 
subgroup of o2 (R, x1
2
-x2
2 ). By using a similar argument as 
in a Euclidean space, we can also prove that ±1v are the onl1 
"' 
involution among rotations and o2 itself is not an Abelian 
group. 
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We will mention that o2 (R, x1
2 
- x2
2 ) has another subgroup 
whose index is 2. Let L be a set which consists of all 
isometries of type A and ..)!. • In other words, elements 
of L are isometries with a 1 ~ 1. We denote a set of isometries 
with a 1 ~ -1 by K. Choosing elements A"• , Au.a , ..).<u, and_)(u~ 
of L, we get interactions between these elements as follows; 
Au, A tU = A Ul Au, = A U 1 +UJ. 
)Lua ,JI-u2. = Au, -u2 )J- u,~ .}-' ua = A u.z. -u' 
Au, jtu1 = }J- u, +U2 Jl-u1 Au, = )lu.z. -u1 
Au, A -u, := .flu, P. -u1 = lv· 
These relations show that L is a non-commutative subgroup 
( 2 2) of o2 R, x1 -x2 . The index of L is 2, because every 
element in K is expressed as a products of an element of 
L and -Iy, which is in K. 
6. Examples of three-dimensional spaces. 
In three-dimensional spaces , there are three types of 
isometries and they are written as product of one, two or 
three symmetries. The determinant of an isometry is +1 if 
and only if it is expressed as a product of two symmetries. 
All rotations must, therefore, be written in this form. 
Take a rotation ~ such as <S = -r 1 -z:2 , where r 1 and t: 2 
are symmetries with respect to hyperplan~H1 and H2 res-
pect! ve ly, If <S 4: 1, then H11'\ H2 = < A> for some non-zero 
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vector A of V, Since both r 1 and t 2 keep ~e:ctor A fixed, 
6 keeps every -vector on a line <A> fixed. Is ·another vector, 
B.,·_ which is independent of A, kept fixed by a rotation? The 
answer is "no", because if any isometry leaves two vectors 
-fixed, it leaves a hyperplane of V which~_is spanned by A 
and B fixed. By Theorem 2.6, this is the case if and only 
if an isometry is +lv or a symmetry (if a plane is non-
singular). Therefore any rotation ~ 1v leaves all vectors 
on one and only one line <A> fixed. We call <A> the axis 
of the rotation <S' • 
Let us consider all rotations around a fixed. axis< A> c. 
where A is a non-singular vector. V is then written as 
* * an orthogonal sum of <A> and <A> , that is, V = < A>.L <A> • 
' * * There exists an isometry IS of <A> onto <A> such that 
, 
<S = 1 J.. fS ~ for any rotation ~ with an axis <A> . By <A'> <A') 
Theorem 2.3, it is seen that det( ~) = det(l<A> )det( ~,.<A~' ), 
therefore we get det(o1 ) = 1. That is, ~,is a rotation in a 
* two dimensional space <A'> . This indicates that a rotation 
which leaves a non-singular vector A fixed is written as an 
orthogonal sum of an identity map on <A> and a rotation of 
* * <A> onto <A> . Hence a set of rotations with the fixed 
axis is isomorphic to a group of rotations on a hyperplane 
of V and forms a commutative subgroup of o3+. 
Next we consider an isometry 6 which leaves one non-zero 
vector A fixed and reverses some other vector B. The 
" 
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vectors A and B are assumed to be independent. Since 
det{ cs 2 ) = {det{ (5' ))2 = 1, ~ 2 is a rotation which keeps 
every vector of the hyperplane spanned by A and B fixed. 
By Theorem 2. 6, we have <S' 2 = 1. <S is an involution. However 
6 :t=.tl by an assumption. Therefore 6 must be written as 
.if! -1 J. 
"' - <A> = -1 .L. ~B> l<Bf· This implies that 
6 is a 180 0 rotation if it is a rotation, and a symmetry 
if it is a reflexion. 
If an isometry -z: ;: -1 is a reflexion, then - l: is 
a rotation different from an identity. This means that ~ 
reverses precisely one line <A>. If a non-zero vector B is 
independent of A and -r keeps it fixed, -r is then a symmetry 
as we have seen earlier. Therefore the reflexion which 
reverses one line and does not keep any vector fixed is a J 
type of isometry which can not be written as a product of less 
than three symmetries. 
Example. Let V be a three-dimensional Euclidean space and 
A 2 = 1 3 . . 
Then any line in V is denoted by <X> such that 
X = A1 cos cl + A2 cosf + A3 cos 1 where cos
2ot + cos;o 
+ cos2t = 1. We will find a rotation ~ which leaves a line 
<X'> fixed. First we assume d" :t: n7t , and choose a new basis 
Bl' B2, B3 such that 
Bl = Al cos. + A2 cos~ + A3 cos l 
B2 Al 
cos p 
A2 co sal = sine}' sin~ 
B3 = Al cos at cos~ + A2 cos~ cos( sin~ - A3 sin~ sind" 
Here we denote/P = 
f 
COScl 
cos~ 
cos( 
cose 
sinl 
coso/ 
- Sii1/ 
0 
cos cJ. cos~ ] 
sini 
cos£ cos/ 
s n 4 
- sinl 
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.L \S/ , Then ~ is written as ~ = l<B,> <B
2
,:s.,y where tS is a 
rotation on a plane <B2 , B3>. A basis B2 , B3 on this 
plane is 
B 2 
2 
B 2 
3 
a unit orthogonal basis because, 
= 
cos
2 ~ 
sin2t 
1 ( = 
sin2r 
+ 
cos2a 
= 1 
sin2 r 
cos2~ cos2K + cos2f 
cos r1 cos p cosl' 
sin2d' 
cos
2f ) + sin2( 
cos« cos! cos I 
sin2( 
= 1 
= o. 
As seen in section 5, a matrix representation of a rotation 
~~ on a Euclidean plane relative to a unit orthogonal basis 
is fcos8 
sin9 
- sin61 for some angle 8 . This implies that 
cos6 
a matrix representation of ~ relative to a basis B1 , B2 , B3 
is; 
B = 
[ ~ 
0 
0 
cos e 
sin& 
Applying (2.3) and remembering that PP' = I~ we get a matrix 
representation of tr relative to a basis A1 , A2 , A3 
as follows; 
() - PBP-l ~.,,,,&-
= 
2 2 . 
cos ol +sin Ol cos8, cos- cosp ( 1-cos&), 
-co~ sinS 
cosolcosp(l-co_s9), cos2p+sin2~ cose , 
+COS( sin8 
cosal.cost(l-cos&) 
+cosrasin~ 
cos ~cos I ( 1-cos&) 
-co Sci sin9 
(*) cos~cosd(l-cos8), cos~cos((l-cos&), cosi+sin2rcos8 
-cos~sin8 +cosctsin9 
If 6 = 2nlt , cos6 = 1. cos2 ot + cos2[i + cos2q = 1 
implies that cos ol = co sf = 0. Namely, X = A3 and a is 
written as ~ I .-t~ / "' = 1 ..a.. v where a is a rotation <AI> <A, , Aa> 
~ 
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on the plane < A1 , A2 > . Hence (5 has a matrix representation 
[
cos a 
sin9 
-sin8Jrelati ve to a basis A1 , A2 . Therefore rs is 
cos& 
written, relative to a basis A1 , A2 , A3 as follows; 
[
cosO 
sin 9 
0 
-sin 9 
cos & 
0 
This form is obtained from (*) by substituting cos~= 0, 
cos p = 0 and d' = 2n lt • Similarly we can prove that { *) gives 
the expression of 6 when l" = {2n + 1 }7t also. Therefore the 
general matrix representation of a rotation with an arbitrary 
axis <X> is given by (*). When 8 = Tt , {*) becomes 
r 
l-2sin2tl 2coscl cos(J 2coscl cosi] 
2cosdcos~ l-2sinl 2cos~cosb 
2cosfcosd 2cosfcos6 l-2sin1 . 
It is easily verified that this rotation reverses a line 
.c::A1 coscA. + A2 cos~> and that it is therefore a 180° 
rotation. We can also show that, 
~-~~·~~e, s tl.,fl·d~'~ = ~.'f'·a,(trt-h) 
In other words, a product of two rotations with the axis 
~X> is the same type of rotation with an angle of rotation 
which is a sum of angles of two rotations. This implies 
that a set of rotations with the fixed axis form a 
commutative subgroup of o3, and it is isomorphic to 
+( 2 2) o2 R, x 1 +x2 · . 
Every reflexion "t' in this space is described as - 6' for 
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some rotation <S • Let <5 be a rotation which keeps all vectors 
on <X> fixed, where X = A1 cos c1. + A2 cos~ + A3 cos~ 
and cos2ol + cos2 ~ + cos2t = 1. Then r re ~erses a line <X> 
(. 
and is de~ibed in a matrix form relative to a basis B1 , B2 , 
B3, defined as before, as follows; 
0 
-cos9 
-sinO 
·~ 0 
cos(n:+e) 
sin{7(+8) 
-sin(:+ 8)] 
cos{ll+S) 
If we take 8 = TC + 9 , a ma:trix representation of r then 
becomes; 
-s:n 9] 
sin 9 cos & • 
0 
cos8 
oil ve~tor• on 
We suppose that l: keep sA one line fixed. Then the above 
matrix must have a characteristic value 1. Therefore we 
get -2(( cos9- 1)2 + sin2 8 ) = 0. Solving 
this equation, we have cos & = 1, sin 9 = 0. This proves 
that a symmetry which reverses <X'> has a form; 
0 
1 
0 
relative to a basis B1 , B2 , B3 . Relative to an original 
basis, this symmetry is written as follows; 
f 
l-2cos2~ -2cosc{co8(3 -2cosjcosd 1 
-2eoScl cosp l-2cos2,a -2cos~cos( 
-2COSICOS~ -2COS~COSi l-2cos2a . 
The reflexion which reverses every vector in <X> and can 
not be written as a product of less than three symmetries 
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has a following matrix repersentation relative to A1, A2 , A3 . 
-cos2ct + sin2ot cos & -coscLcos ~(l+cos9} -costcoscl{l+cos9} 
-cos~ sin9 +cos psin 9 
-cosclcos~{l+cos 9) 
+COSc)' sin£1 
-cosJcos~{l+cosS} 
-cosfsin 8 
where 6 t 2nrt . 
-cos2~+ sin2,e cosB -cos~cosa {l+cos8} 
-coscl sin6 
-cos~os~{l+cos9} 
+co Sot sin 8 
7. Two-dimensional spaces over a finite field. 
Let V be a vector space over a field k whose characteristic p 
is finite and not equal to 2. If we take a field k = F q 
n 
which has q = p elements, non-zero elements of Fq form 
* * a multiplicative group Fq . Squaring the elements of Fq is 
* * * a homomorphism from Fq into Fq . An image H of Fq under 
this homomorphism is a multiplicative group whose order is 
(q - 1}/ 2. If g E k is a fixed non-square element of k, 
" 
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cosets of H are H and gH. Therefore every element of a coset 
'gH has the form gy2 for y E F q *. 
Let V be a two-dimensional space over Fq which is spanned 
by vectors A and B. Then a plane V over Fq contains q + )-
lines, which are <B> and <A+ xB> for x E k. If V contains 
no isotropic line, the number of non-isotropic lines is q + 1. 
On the other hand, if v/eontains one isotropic line, an 
orthogonal geometry V contains precisely 2 isotropic lines. 
Therefore the number of non-isotropic lines in this space 
is q- 1. We attach to V a sign ~ = ±1 such that 6= -1, 
if V does not have an isotropic line and ~ = +1 if V is a 
hyperbolic plane. We can then treat both cases together 
and state that the number of non-isotropic lines in V is 
q - ~ The number of symmetries in o2 (v) is, therefore~ 
q - e We have seen in section 5 that all reflexions are 
symmetries in a two-dimensional space and these symmetries 
form the coset of a group o2 + (v) of all rotations. It ' ' , ·. 
follows that there are q - £rotations in this geometry. 
Since each of the q - e non-isotropic lines contain q - 1 
non-zero vectors, the total number of non-isotropic vectors 
in V is (q - 1 )(q - e,). The q - £. rotations produce q - 1 
equivalence classes among the non-isotropic vectors of V. 
An equivalence class consists of the vectors with equal 
* squares. Therefore we see that every element of F must q 
appear as square of some vector of V. 
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0 The non-singular vector space with an ort~onal geometry 
is expressed as V = < A1> 1 < Az , by Theorem 1. 4, where A1 , A2 
are non-isotropic. Therefore the possible metric structures 
of V are; 
(1) A 2 1 = a2' A 2 2 = - b2 
(2) A·2 = a2, 
.:r 
A 2 = - gb2 2 
(3) A 2 = ga2, 1 A 2 = - gb2 2 
(4) A 2 1 = ga2 A 2 2 = - b2. 
Choosing an appropriate new basis B1 , B2 in V, we shall reduce 
quadratic forms of the above metric structures into ca~nical 
forms. We note that there are c and d in a field k such that 
a2c2 = 1, b2d2 = 1. As a new basis we choose B1 = cA1 , 
B2 dA2 • Then we get 
2 B 2 
= -1 and B1B2 B2Bl 0, = B1 = 1, = = 2 
if a metric structure is (1), 2 ' and B1 = 1, B 2 2 = - g and 
BlB2 = B2Bl = 0, if a metric structure is (2). Therefore 
the quadratic forms attached to the metric structures (1} and 
(2} are reduced to x1
2 
- x2
2 and x1
2 
- gx2
2 respectively. 
By choosing the basis B1 , B2 as before, we get B1
2 
= g, 
B2
2 
= -g, B1B2 = B2B1 = 0 for (3) .. Moreover we have seen 
* previously that every element of Fq appears as square of 
some vector in V. That is, there are e and f in k such that 
1 = (eB1 + fB2 }
2 
= e
2B1
2 + f 2B2
2 
= {e2 - f 2 }g. We define 
a new basis o1 , c2 as o1 = eB1 + fB2 , o2 = fB1 + eB2 . Then 
2 2 
we can get c1 = 1, o2 = -1 and o1c2 = o2c1 = o. A quadratic 
form of the geometry is reduced to a can-onical form x1
2 ~x22 , 
if V has a metric structure (3}. For the metric structure 
(4}, 
relative to the basis B1 , B2 defined above. We can see 
also that there exist m, n in k such that 1 = (mB1 + nB2 }
2 
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= m
2g- n2 . Choosing vectors n1 = mB1 + nB2 , n2 = nB1 + mgB2 , 
we have n1
2 
= 1, n2
2 
= -g and n1n2 = n2n1 = 0. Therefore 
the quadratic form of the metric structure (4} is reduced 
to x1
2 
- gx2
2
. We summarize that there are precisely two 
types of metric structures on a space V. One has a quadratic 
form x1
2 
- x2
2 and the other has a quadratic form x1
2 
- gx2
2 
' 2 2 e 2 2 It is seen that x1 - x2 = 0 if x1 = x2 whe~as x1 - gx2 
can never be equal to 0 for x1 , x2 £: k. That is, if V is 
a hyperbolic plane, every quadratic form attached to this 
space is reduced to the form x1
2 
.- x2 
2 whe:rfa,s if V does not 
contain any isotropic vector, x1
2 
- gx2
2 is its quadratic 
form. 
Example. Let V be a two-dimensional space with an orthogonal 
geometry over a field J 3 which consists of integers modulo 
3. This field has 3 elements 0, 1 and .2. 1 is an element 
which is written as square of elements of k and 2 is 
a non-square element. Therefore all possible metric structures 
of V are; x1
2 
- x2
2 and x1
2 
- 2x2
2 : x1
2 + x2
2 (mod 3}. 
1. Mow suppose that V has a geometry based on a quadratic 
2 2 form x1 x2 • Let us take an orthogonal basis A1 , A2 .so 
2 2 that A1 = 1, A2 = -1 and A1A2 = A2A1 = 0. All lines contained 
in V are < A1> ,< A2>, < A1 + A2> and "'A1 + 2A2>. Only non-
isotropic lines are < A1> and< A2>. This is because 
( )2 2 2 ( )2 2 2 A1 + A2 = A1 + A2 = 0 and A1 +2A2 s A1 + A2 = 0 
imply that< A1 + A2> and <A1 + 2A2 > are isotropic lines. 
V is, therefore, a hyperbolic plane. Take a homomorphism f 
such that f(A 1 ) = a 1A1 + a2A2 , f(A2 ) = b1A1 + b2A2 . Then 
f is an isometry if 
1 = A 2 = 1 
-1 = A 2 = 2 
and only if 
(f(Al))2 = 
(f(A2) )2 = 
a 2 
1 
b 2 
1 
- a 2 2 
2 
- b2 . 
The following sets of values of a 1 , a2 , b1 , b2 satisfy 
the above relations: 
al 
1 
1 
-1 
-1 
0 
0 
-1 
1 
-1. 
All isometries in this space are described in matrix 
form as; 
"·=c :J ia=r: _:] c J c t, = 0 l:.z = 0 :1. 
Here 6' 1' 62 are rotations and "'1' r: 2 are reflexions. 
We notice that L- 1 and -r2 are symmetries with respect 
to hyperplanes<A1> and <A2> respectively~ The following 
table shows the .interaction among these isometries. 
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5 cS t z: 1 2 1 2 
~ (51 ~ (. t 1 2 1 2 
6'2 62 6' t2 rl 1 
z:l £.1 t2 <fl ($ 2 
!2 r2 !1 cs-2 6'1 
We see that all isometries in this space are involutions. 
The special feature of the group o2(J3, xl2-x22) is that 
not only o2+(v) is Abelian but also o2 (v) itself is Abelian. 
We have mentioned in section 5 that a hyperbolic plane with 
a field of 3 elements is the only space on which a group 
On(V) is commutative. Furthermore, since L1 and ! 2 leave 
all non-isotropic lines < A1>, < A2> fixed, here we find 
isometries + 1y which leave all non-isotro~ic lines fixed. 
This is again an exceptional case stated in Theorem 2.8 . 
. Since -r 1 and t: 2 do not keep isotropic lines < A1 + A2 > 
and < A1 - A2 >fixed, the only isometries which keep every 
isotropic line fixed are ±lv. 
2. Let V have a geometry based on a quadratic form 
2 We take an orthogonal basis A1 , A2 such that A1 = 
The metric structure of V implies that {A1 + A2 )
2 
= A1
2 
+ A2
2 
= 2 $ 0 {mod 3) and (A1 + 2A2 )
2 
= A1
2 
+ 4A 2 2 
= 5 t 0 {mod 3). Therefore V does not contain any isotropic 
vector. We take a homomorphism f such that f(A1 ) = a 1A1 + a2A2 , 
f(A2 ) = b1A1 + b2A2 . Then f is an isometry if and only if 
" 
the following equations hold. 
2 2 b 2 + b 2 al + a2 = 1, 1 2 = 1, 
Solving tnese equation, we find that all isometries of 
V are; 
r, = rJ. =r-1 
0 
CS'~ = [ 0 
-1 
Z:"'= [ 0 
-1 
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Here <r 1 to ~ 4 are rotations and z: 1 to z:. 4 are reflexions. 
It can be seeJH: that these reflexions are symmetries with 
respect to the non-singular lines <Ar, <A2>, <A1 + A2) and 
<A1 + 2A2> respectively. The characteristic values of the 
matrix which corresponds to ~2 are -1. The matrices of 
cS 3 , <S' 4 can not be reduced to diagonal matrices at all 
in J 3 . This implies that any rotation t lv does not leave 
any non-zero vector fixed. It can be also proved that o2+(v) 
is a commutative group but r 2 0"'3 = z: 3 , (J' 3 r 2 = r 4 show 
( 2 2) that 02 J 3 , x1 +x2 is not commutative. The relations 
\52 2 2 2 1 = c:S'l' (f2 = <ll' ()3 = 0"2 and 6'"4 = <f2 show 
the 
thatAonly involutions among rotations are *lv· 
:I 
lJ 
0 . 
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Abstract 
This thesis treats metric structures and transformations 
of finite dimensional spaces over commutative fields. The 
definition of metric structures of spaces is given in the 
first section of the chapter I. How such metric structures 
can be described in terms of bases and how the expressions 
depend upon the choices of bases are then studied. The 
geometries where XY = 0 implies YX = 0 for any elements 
X,Y of the space are sought in section 2. The orthogonal 
and symplectic geometries are introduced as the only two 
types of geometries which satisfy this condition. In 
connection with metric structures of spaces, bilinear and 
quadratic forms are discussed in section 3. Metric structures 
of orthogonal geometries are shown to be determined by 
symmetric bilinear forms and those of symplectic geometries 
are determined by skew symmetric bilinear forms. A study 
of orthogonal geometries is shown·to be equivalent to 
a study of quadratic forms. Irreducible subspaces of 
orthogonal and symplectic· geometries are discussed in 
section 4, by considering the properties of kernels, radicals 
and singularities of spaces and defining isotropic spaces 
and vectors. As a result one can see that an orthogonal 
geometry is an orthogonal sum of lines and that a non-
singular symplectic space is an orthogonal sum of hyperbolic 
planes. For example, a Euclidean space is an orthogonal sum 
of lines generated by the characteristic vectors of the 
matrix describing its metric structure. Reducing bilinear 
forms to its canonical forms, one can see that there 
exists only one non-singular symplectic space, if a dimen-
sion and a field are given. 
The subject of chapter II is mappings of spaces on which 
metric structures are defined. The definition of homo-
morphisms and isometries are first given in section_l and 
2, together with their matrix representations relative 
to bases of spaces. Rotations and reflexions are then 
introduced as two types of isometries. In section 3, the 
definition of involutions is given. It then follows that 
every involution has a form -10 ~ lw, where U and W are 
mutually orthogonal subspaces. Some important properties 
of isometries on orthogonal geometries are stated in section 
4. As examples, isometries on two- and three-dimensional 
Euclidean spaces and Lorentz transformations on two-
dimensional space are discussed in section 5 and 6. Finally 
orthogonal geometries of n-dimensional spaces over finite 
fields are discussed, together with an example of geometric 
structures and isometries of a two-dimensional orthogonal 
space over a field J 3 . 
