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Abstract
This paper is concerned with the computation of the high-dimensional zero-norm
penalized quantile regression (QR) estimator, which is defined as a global minimizer
of the zero-norm penalized check loss minimization. To seek a desirable approxima-
tion to this estimator, we reformulate this NP-hard lower semi-continuous problem
as an equivalent augmented Lipschitz optimization problem, and exploit its coupled
structure to propose a multi-stage convex relaxation approach (MSCRA_PPA). The
MSCRA_PPA solves inexactly in each step a weighted ℓ1-regularized check loss min-
imization problem with a proximal dual semismooth Newton method. Under a mild
restricted strong convexity condition, we provide the theoretical guarantee for the
MSCRA_PPA by establishing the error bound of each iterate to the true estimator
and achieving the rate of linear convergence in a statistical sense. Numerical com-
parisons on some synthetic and real data with MSCRA_IPM and MSCRA_ADMM
(two MSCRAs with the subproblems solved by an interior point method and a semi-
proximal ADMM, respectively) show that MSCRA_PPA has comparable estimation
performance with the latter two methods and requires only half (respectively, one-
third) of the time required by MSCRA_ADMM (respectively, MSCRA_IPM).
Keywords: High-dimensional; Zero-norm penalized quantile regression; Variable selec-
tion; Proximal dual semismooth Newton method
1 Introduction
With the advent of modern technology, collecting high-dimensional data becomes easier
in a host of research areas such as genomics, tomography, medical imaging, astrophysics,
economics and finance. However, analysis of high-dimensional data poses great challenges
since, on one hand, the number of covariates greatly exceeds the number of observations
and the associated optimization problems become ill-conditioned, and on the other hand
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heterogeneity is common in high-dimensional data. This also has attracted great interests
in a number of fields such as applied mathematics, engineering and statistics.
Sparse penalized regression has become a popular approach for high-dimensional data
analysis. In the past two decades, many classes of sparse penalized regressions have been
developed by imposing a suitable penalty term on the least squares loss such as the
bridge penalty [14], Lasso [37], SCAD [10], elastic net [43], adaptive lasso [44], and so
on. We refer to the survey papers by Bickel and Li [3] and Fan and Lv [11] for the
relevant references. These penalties, as a convex surrogate (say, ℓ1-norm) or a nonconvex
approximation (say, the bridge penalty) to the zero-norm, essentially try to capture the
performance of the zero-norm, which is first used in the best subsect selection by Breiman
[6]. The sparse least squares regression approach is useful, but it only focuses on the
central tendency of the conditional distribution. It is known that a certain covariate may
not have significant influence on the mean value of the response variable but may have a
strong effect at the upper quantile of the conditional distribution due to the heterogeneous
nature of the data. It is likely that a covariate has different effects at different segments of
the conditional distribution. As illustrated in [19], for non-Gaussian error distributions,
the least squares regression is substantially out-performed by the quantile regression.
Motivated by this, many researchers recently have considered the quantile regression
introduced by Koenker and Bassett [19] for high-dimensional data analysis, owing to its
robustness to outliers and its ability to offer unique insights into the relation between
the response variable and the covariates (see, e.g., [39, 1, 40, 41, 12, 13]). Among others,
Belloni and Chernozhukov [1] focused on the theory of the ℓ1-penalized QR and showed
that this estimator is consistent at the near-oracle rate and provided the conditions under
which the selected model includes the true model; Wang [41] studied the ℓ1-penalized
least absolute derivation (LAD) regression and verified that the estimator has near oracle
performance with a high probability; and Fan et al. [12] studied the weighted ℓ1-penalized
QR and established the model selection oracle property and the asymptotic normality for
this estimator. For nonconvex penalty-type QRs, Wu and Li [39] under mild conditions
achieved the asymptotic oracle property of the SCAD and adaptive-Lasso penalized QRs,
andWang et al. [40] showed that with probability approaching one, the oracle estimator is
a local optimal solution to the SCAD or MCP penalized QRs of ultra-high dimensionality.
Notice that the above results are all established for the asymptotic case n→∞.
Besides the above theoretical works, there are some works concerned with the com-
putation of (weighted) ℓ1-penalized QR estimators which, compared to the (weighted)
ℓ1-least-squares estimator, requires more sophisticated algorithms due to the piecewise
linearity of the check loss function. Since the ℓ1-penalized QR model can be transformed
into a linear program (LP) by introducing additional p + 2n variables, where p and n
denote the dimension and the sample size, respectively, it is natural to use the interior
point method (IPM) softwares such as SeDuMi [34] to solve it, but this is limited to the
small or medium scale case; see Figure 1-2 in Section 6.2. Inspired by this, Wu and Lange
[38] proposed a greedy coordinate descent algorithm for the ℓ1-penalized LAD regression,
Yi and Huang [42] proposed a semismooth Newton coordinate descent algorithm for the
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elastic-net penalized QR, and Gu et al. [18] recently developed a semi-proximal alter-
nating direction method of multipliers (sPADMM) and a combined version of ADMM
and coordinate descent method (which is actually an inexact ADMM) for solving the
weighted ℓ1-penalized QR. In addition, for nonconvex penalized QRs, Peng and Wang
[27] developed an iterative coordinate descent algorithm and established the convergence
of any subsequence to a stationary point, and Fan et al. [13] provided a systematic study
for folded concave penalized regressions, including the SCAD and MCP penalized QRs
as special cases, and showed that with high probability, the oracle estimator can be ob-
tained within two iterations of the local linear approximation (LLA) approach proposed
by Zou and Li [45]. We notice that Peng and Wang [27] and Fan et al. [13] did not
establish the error bound of the iterates of algorithm to the true solution.
In this work we are interested in the computation of the high-dimensional zero-norm
penalized QR estimator, a global minimizer of the zero-norm regularized check loss min-
imization. To seek a high-quality approximation to this estimator, we reformulate this
NP-hard lower semi-continuous (lsc) optimization problem as a mathematical program
with equilibrium constraints (MPEC), and from a global exact penalty of this MPEC ob-
tain an equivalent augmented Lipschitz optimization problem. This augmented problem
not only has a favorable coupled structure but also implies an equivalent DC (difference
of convex function) surrogate for the zero-norm regularized check loss minimization; see
Section 3. By solving the augmented Lipschitz problem in an alternating way, we propose
in Section 4 an MSCRA to computing a desirable surrogate for the zero-norm penalized
QR estimator. Similar to the LLA method owing to Zou and Li [45], this MSCRA solves
in each step a weighted ℓ1-regularized check loss minimization, but the subproblems are
allowed to be solved inexactly. Under a mild restricted strong convexity condition, we
also provide its theoretical guarantee by establishing the error bound of each iterate to
the true estimator and achieving the rate of linear convergence in a statistical sense.
Motivated by the recent work [35], in Section 5 we also develop a proximal dual semis-
mooth Newton method (PDSN) for solving the subproblems involved in the MSCRA.
Different from the semismooth Newton method in [42], this is a proximal point algo-
rithm (PPA) with the subproblems solved by applying the semismooth Newton method
to their dual problems, while the semismooth Newton method in [42] is applied to a
smooth approximation to the elastic-net penalized check loss minimization problem. In
Section 6, we make numerical comparisons among MSCRA_PPA, MSCRA_IPM and
MSCRA_ADMM on some synthetic and real data. The three methods are the MSCRA
for which the subproblems are solved with the PDSN, the IPM software SeDuMi [34]
and the semi-proximal ADMM (see Appendix C), respectively. Among others, the semi-
proximal ADMM has a little difference from the one proposed by Gu et al. [18] in the
semi-proximal operator and the stopping criterion. The comparison results indicate that
MSCRA_IPM and MSCRA_ADMM have very similar performance except that the for-
mer requires more computing time, while MSCRA_PPA not only has a comparable esti-
mation performance with the other two methods but also requires only half (respectively,
one-third) of the time required by MSCRA_ADMM (respectively, MSCRA_IPM).
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2 Notation and preliminaries
Throughout this paper, for a given vector x, ‖x‖1, ‖x‖ and ‖x‖∞ respectively denote
the l1-norm, l2-norm and l∞-norm of x. For a given matrix A, ‖A‖, ‖A‖max and9A91
respectively denote the spectral norm, elementwise maximum norm, and maximum col-
umn sum matrix norm of A. For a given set S, conv(S) means the convex hull of S, and
IS means the characteristic function on S, i.e., IS(z) = 1 if z ∈ S, otherwise IS(z) = 0.
For given vectors a, b ∈ Rp with ai ≤ bi for i = 1, . . . , p, [a, b] denotes the box constraint.
The notation I and e denotes an identity matrix and a vector of all ones, respectively,
whose dimensions are known from the context.
2.1 Generalized subdifferentials
Next we recall from [32, Definition 8.45 & 8.3] the concepts of the proximal, regular and
limiting subdifferentials of an extended real-valued function at a finite-valued point. For
an extended real-valued f : Rp → (−∞,+∞], write dom f := {x ∈ Rp | f(x) <∞}.
Definition 2.1 Consider a function f : Rp → (−∞,+∞] and a point x ∈ domf . The
proximal subdifferential of f at x, denoted by ∂˜f(x), is defined as
∂˜f(x) :=
{
v ∈ Rp ∣∣ ∃α, δ > 0 s.t. f(x′) ≥ f(x) + 〈v, x′ − x〉 − α
2
‖x′ − x‖2 ∀x′ ∈ B(x, δ)
}
;
the regular subdifferential of f at x, denoted by ∂̂f(x), is defined as
∂̂f(x) :=
{
v ∈ Rp ∣∣ lim inf
x′→x
x′ 6=x
f(x′)− f(x)− 〈v, x′ − x〉
‖x′ − x‖ ≥ 0
}
;
and the (limiting) subdifferential of f at x, denoted by ∂f(x), is defined as
∂f(x) :=
{
v ∈ Rp | ∃xk → x with f(xk)→ f(x) and ∂̂f(xk) ∋ vk → v as k →∞
}
.
Remark 2.1 (i) At each x ∈ domf , the above three kinds of subdifferentials of f are all
closed and satisfy ∂˜f(x) ⊆ ∂̂f(x) ⊆ ∂f(x), and the sets ∂˜f(x) and ∂̂f(x) are convex but
∂f(x) is generally nonconvex. When f is convex, ∂˜f(x) = ∂̂f(x) = ∂f(x) and is precisely
the subdifferential of f at x in the sense of convex analysis [31]. When f is nonconvex,
there may be a big difference among the three generalized subdifferentials. For example,
for the function f(t) = −|t| for t ∈ R, we have ∂˜f(0) = ∂̂f(0) = ∅, while ∂f(0) = {−1, 1}.
(ii) The point x at which 0 ∈ ∂f(x) (respectively, 0 ∈ ∂˜f(x) and 0 ∈ ∂̂f(x)) is called
a limiting (respectively, proximal and regular) critical point of f . It is easy to verify
that a local minimizer of f is necessarily a proximal critical point, and then is a regular
and limit critical point. However, the converse may not hold; for example, the function
f(t) = −|t|+ t for t ∈ R satisfies 0 ∈ ∂f(0), but 0 is not a local minimizer of mint∈R f(t).
(iii) Recall that a function f : Rp → (−∞,+∞] is semiconvex of modulus γ > 0 if the
function x 7→ f(x) + γ2 ‖x‖2 is convex. By [25, Remark 1.5], if f is semiconvex, then at
every x ∈ domf it holds that ∂˜f(x) = ∂̂f(x) = ∂f(x).
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2.2 Clarke Jacobian of two proximal operators
For a lsc convex function f : Rp → R and a parameter γ > 0, we denote by Pγf and eγf
the proximal mapping and Moreau envelope of f , respectively, defined as
Pγf(x) := argmin
z∈Rp
{
f(z) +
1
2γ
‖z − x‖2
}
and eγf(x) := min
z∈Rp
{
f(z) +
1
2γ
‖z − x‖2
}
.
From [21], Pγf : Rp → Rp is a globally Lipschitz mapping with modulus 1, and eγf is a
a continuously differentiable convex function with ∇eγf(x) = γ−1(x − Pγf(x)). Next,
we recall the definition of Clarke Jacobian for a locally Lipschitz mapping.
Definition 2.2 [8, Definition 2.6.1] Let H : Ω → Rm be a locally Lipschitz continuous
mapping defined on an open set Ω ⊆ Rp. Denote by DH ⊆ Ω the set of points where H
is Fréchet differentiable and by H ′(z) ∈ Rm×p the Jacobian of H at z ∈ DH . Let z ∈ Ω
be given. The Clarke (generalized) Jacobian of H at z is defined as
∂CH(z) := conv
{
lim
k→∞
H ′(zk) | {zk} ⊆ DH with lim
k→∞
zk = z
}
.
Generally, it is not easy to characterize the Clarke Jacobian of a locally Lipschitz
mapping. The following two lemmas provide an exact characterization for the Clarke
Jacobian of the proximal mapping to the weighted ℓ1-norm and the check loss function.
Lemma 2.1 For a given w ∈ Rp+, let h(x) := ‖w ◦ x‖1 for x ∈ Rp. Then, it holds that
Pγ−1h(z) = sign(z)max
(|z| − γ−1w, 0) ∀z ∈ Rp,
∂C(Pγ−1h)(z) =
{
Diag(v1, . . . , vn) | vi = 1 if |γzi| > wi, otherwise vi ∈ [0, 1]
}
.
Lemma 2.2 For any given τ ∈ (0, 1), let θτ and fτ be the function defined as in (3).
Then, for any given γ > 0 and z ∈ Rp, it holds that
[Pγ−1fτ (z)]i =

zi − τnγ if zi ≥ τnγ
0 if τ−1nγ ≤ zi ≤ τnγ
zi − τ−1nγ if zi ≤ τ−1nγ
for i = 1, . . . , p;
and moreover, ∂C(Pγ−1fτ )(y) =
{
Diag(v1, . . . , vn) | vi ∈ ∂C
[Pγ−1(n−1θτ )](zi)} with
∂C
[Pγ−1(n−1θτ )](t) =

{1} if t > τnγ or t < τ−1nγ ;
[0, 1] if t = τnγ or
τ−1
nγ ;
{0} if τ−1nγ < t < τnγ .
(1)
2.3 Semismoothness of two proximal operators
Semismoothness was originally introduced by Mifflin [24] for functionals, and Qi and Sun
[28] later introduced the class of vector semismooth functions.
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Definition 2.3 (see [24, 28, 29]) Let F : O ⊆ Rn → Rm be a locally Lipschitz continuous
function on the open set O. The function F is said to be semismooth at a point x ∈ O if
F is directionally differentiable at x and for any ∆x→ 0 and V ∈ ∂CF (x+∆x),
F (x+∆x)− F (x)− V∆x = o(‖∆x‖);
and F is said to be strongly semismooth at x if F is semismooth at x and for any ∆x→ 0,
F (x+∆x)− F (x)− V∆x = O(‖∆x‖2).
The function F is said to be a semismooth (respectively, strongly semismooth) function
on O if it is semismooth (respectively, strongly semismooth) everywhere in O.
By [9, Proposition 7.4.7] every piecewise affine mapping is strongly semismooth. Note
that Pγ−1fτ and Pγ−1h are piecewise affine. Hence, they are strongly semismooth.
3 Zero-norm penalized QR and equivalent DC model
Quantile regression is a popular method for studying the influence of a set of covariates
on the conditional distribution of a response variable, and has been widely used to handle
heteroscedasticity [20, 40]. For a univariate response Y ∈ R and a vector of covariates
X ∈ Rp, the conditional cumulative distribution function of Y is defined as
FY (t|x) := Pr(Y ≤ t | X = x)
and the τth conditional quantile of Y is given by QY (τ |x) := inf
{
t : FY (t|x) ≥ τ
}
. Let
X= [x1 · · · xn]T be an n×p design matrix on X. Consider the linear quantile regression
y = Xβ∗ + ε (2)
where y = (y1, . . . , yn)
T ∈ Rn is the response vector, ε = (ε1, . . . , εn)T is the noise vector
whose components are independently distributed and satisfy Pr(εi ≤ 0|xi) = τ for some
known constant τ ∈ (0, 1), and β∗ ∈ Rp is the true but unknown coefficient vector. In
other words, the above linear quantile regression model assumes that
QY (τ |xi) = xTi β∗ for i = 1, 2, . . . , n.
We are interested in the high-dimensional case where p > n and the model is sparse in
the sense that only s∗(≪ p) components of the true vector β∗ are nonzero.
For τ ∈(0, 1), we denote by fτ : Rn → R the check loss function [19] of the model (2):
fτ (z) := n
−1∑n
i=1θτ (zi) with θτ (u) := (τ − I{u≤0})u. (3)
To estimate the true sparse β∗ in (2), we consider the zero-norm regularized problem
β̂(τ) ∈ argmin
β∈Rp
{
νfτ (y −Xβ) + ‖β‖0
}
(4)
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where ν > 0 is the regularization parameter, and ‖β‖0 denotes the zero-norm of β (i.e.,
the number of nonzero entries of β). By the expression of fτ , it is immediate to check
that fτ is nonnegative and fτ (β
k) → +∞ whenever ‖βk‖ → ∞, i.e., the function fτ is
nonnegative and coercive. By Lemma 1 in Appendix A, the estimator β̂(τ) is well defined.
Since β̂(τ) depends on τ , there is a great possibility for the model (4) to monitor different
“locations” of the conditional distribution, and consequently, the heteroscedasticity of the
data, when existing, can be inspected by solving the problem (4) with different τ ∈ (0, 1).
For the simplicity of notation, in the sequel we always use β̂ to replace β̂(τ) and for a
given τ ∈ (0, 1), write τmin := min(τ, 1− τ) and τmax := max(τ, 1− τ).
Due to the combination of the zero-norm, the computation of β̂ is NP-hard. To design
an algorithm for computing a high-quality approximation to β̂ in the next section, the rest
of this section derives from a primal-dual viewpoint an equivalent augmented Lipschitz
optimization problem which implies an equivalent DC (difference of convex functions)
surrogate for the zero-norm regularized problem (4). This needs the following function
φ(t) :=
a− 1
a+ 1
t2 +
2
a+ 1
t (a > 1) for t ∈ R. (5)
Notice that φ(1) = 1 and t∗ = 0 is the unique minimizer of φ over [0, 1] with φ(t∗) = 0.
It is easy to check that the zero-norm ‖z‖0 is the optimal value function of the problem
min
w∈Rp
{∑p
i=1φ(wi) s.t. (e− w)T|z| = 0, 0 ≤ w ≤ e
}
,
which has a parametric equilibrium constraint |z| ≥ 0, e − w ≥ 0 and 〈e − w, |z|〉 = 0.
This variational characterization shows that the problem (4) is equivalent to the problem
min
β∈Rp,w∈Rp
{
νfτ (y −Xβ) +
p∑
i=1
φ(wi) s.t. 〈e− w, |β|〉 = 0, 0 ≤ w ≤ e
}
(6)
in the following sense: if β is globally optimal to (4), then (β, sign(|β|)) is a global opti-
mal solution of the problem (6), and conversely, if (β,w) is a global optimal solution of
(6), then β is globally optimal to (4). The problem (6) is a mathematical program with
equilibrium constraint e − w ≥ 0, |β| ≥ 0, 〈e − w, |β|〉 = 0, abbreviated as MPEC. The
equivalence between (4) and (6) shows that the difficulty of the zero-norm regularized
problem (4) arises from the hidden equilibrium constraint. It is well known that the han-
dling of nonconvex constraints is much harder than the handling of nonconvex objective
functions. It is natural to consider the following penalized version of the MPEC (6):
min
β∈Rp,w∈[0,e]
{
νfτ (y −Xβ) +
p∑
i=1
φ(wi) + ρ〈e− w, |β|〉
}
(7)
where ρ > 0 is the penalty parameter. Since β 7→ fτ (y −Xβ) is globally Lipschitz
continuous with modulus τmax‖X‖, by [23, Section 3.2] the following conclusion holds.
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Theorem 3.1 The penalty problem (7) associated to every ρ > ρ := 4aντmax‖X‖a+1 has the
same global optimal solution set as the MPEC (6) does.
Theorem 3.1 states that the problem (7) is a global exact penalty of (6) in the sense
that there is a threshold ρ > 0 such that the former associated to every ρ > ρ has the
same global optimal solution set as the latter does. Along with the equivalence between
(4) and (6), the problem (4) is equivalent to the problem (7). Notice that the objective
function of (7) is globally Lipschitz over its feasible set and its nonconvexity is owing to
the coupled term 〈e−w, |β|〉 rather than the combination. So, the problem (7) provides
an equivalent augmented Lipschitz optimization reformulation for the zero-norm problem
(4). In fact, the problem (7) associated to every ρ > ρ implies an equivalent DC surrogate
for (4). To illustrate this, define the extended real-value ψ : R→ (−∞,+∞] by
ψ(t) :=
{
φ(t) if t ∈ [0, 1];
+∞ otherwise. (8)
Then, with the conjugate ψ∗(s) := supt∈R{st − ψ(t)} of ψ, it is not hard to check that
the problem (7) is equivalent to the following minimization problem with λ = ρν−1:
min
β∈Rp
{
Θλ,ρ(β) := fτ (y −Xβ) + λ‖β‖1 − λρ−1
p∑
i=1
ψ∗(ρ|βi|)
}
. (9)
By the definitions of the functions φ and ψ, an elementary calculation yields that
ψ∗(s) =

0 if s ≤ 2a+1 ;
((a+1)s−2)2
4(a2−1) if
2
a+1 < s ≤ 2aa+1 ;
s− 1 if s > 2aa+1 .
(10)
Clearly, ψ∗ is a nondecreasing finite convex function in R, which implies that the function
s 7→ ψ∗(ρ|s|) is convex, and consequently the problem (9) is a DC program. To sum up
the above discussions, the problem (9) associated to every ρ > ρ and λ = ρν−1 provides
an equivalent DC surrogate for the difficult zero-norm regularized problem (4).
Now we present some desirable properties of Θλ,ρ; see Appendix A for their proofs.
Proposition 3.1 For any given λ, ρ > 0, the following statements hold for Θλ,ρ and
gρ(β) := −
∑p
i=1ψ
∗(ρ|βi|) for β ∈ Rp. (11)
(i) The function gρ is continuously differentiable with gradient ∇gρ globally Lipschitz
continuous of modulus ρ2max(a+12 ,
a+1
2(a−1) ), and hence is semiconvex.
(ii) Θλ,ρ is a lower bounded, globally Lipschitz, coercive, semiconvex function on R
p.
(iii) For any given β ∈ Rp, the subdifferential set ∂Θλ,ρ(β) takes the following form
∂˜Θλ,ρ(β) = ∂̂Θλ,ρ(β) = ∂Θλ,ρ(β) = −XT∂fτ (y −Xβ) + λ∂‖β‖1 − λρ−1∇gρ(β).
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4 MSCRA for zero-norm regularized QR
From the last section, in order to compute the estimator β̂, we only need to solve a
single penalty problem (7) which is much easier than the original zero-norm regularized
problem (4), since its nonconvexity only arises from the coupled term 〈w, |β|〉. Observe
that this penalty problem becomes a convex program when either of w and β is fixed.
Therefore, it is natural to apply the alternating minimization method to solving it.
4.1 MSCRA for computing the estimator β̂
Now by solving the penalty problem (7) in an alternating way, we propose the following
multi-stage convex relaxation approach (MSCRA) to seek a desired approximation of β̂.
Algorithm 1 (MSCRA for computing β̂)
Initialization: Fix a τ ∈ (0, 1). Choose λ, ρ0 > 0 and an initial w0 ∈ [0, 12e]. Set k := 1.
while the stopping conditions are not satisfied do
1. Seek an approximate optimal solution to the weighted ℓ1-regularized problem
βk ≈ argmin
β∈Rp
{
fτ (y −Xβ) + λ
∑p
i=1(1−wk−1i )|βi|
}
. (12)
2. When k = 1, select a suitable ρ1 ≥ max(1, ρ0) in terms of ‖β1‖∞. If k = 2, 3, select
ρk such that ρk ≥ ρk−1; otherwise, set ρk = ρk−1.
3. For i = 1, 2, . . . , p, compute the following minimization problem
wki = argmin
0≤wi≤1
{
φ(wi)− ρkwi|βki |
}
. (13)
4. Let k ← k + 1, and then go to Step 1.
end while
Remark 4.1 (i) Step 1 of Algorithm 1 is solving the penalty problem (7) with w fixed
to be wk−1, while Step 3 is solving this problem with β fixed to be βk. That is, Algorithm
1 is solving the nonconvex penalty problem (7) in an alternating way. In the first stage,
since there is no any information on estimating the nonzero entries of β∗, it is reasonable
to impose an unbiased weight on each component of β. Motivated by this, we restrict the
initial w0 in [0, 1/2e], a subset of the feasible set of w. When w0 = 0, the first stage is
precisely the minimization of the ℓ1-penalized check loss function. Although the threshold
ρ is known when the parameter ν in (4) is given, we select a varying ρ in the problem (13)
since it is just a relaxation of (7). By the optimality condition of (7), ρk|βki | ∈ ∂ψ(wki )
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which by [31, Theorem 23.5] and the expression of ψ∗ is equivalent to requiring that
wki = (ψ
∗)′(ρk|βki |) = min
[
1,max
(
0,
(a+ 1)ρk|βki | − 2
2(a− 1)
)]
. (14)
Thus, the computation cost of Algorithm 1 in each iteration is to seek an approximate
solution to the weighted ℓ1-penalized check loss minimization problem (12).
(ii) Algorithm 1 is actually an inexact majorization-minimization (MM) method [22] for
solving the equivalent DC surrogate (9) with a special starting point. Indeed, for a given
β′ ∈ Rp, the convexity and smoothness of ψ∗ implies that the following inequality holds
p∑
i=1
ψ∗(ρ|βi|) ≥
p∑
i=1
ψ∗(ρ|β′i|) + ρ〈w, |β| − |β′|〉 ∀β ∈ Rp (15)
with wi = (ψ
∗)′(ρ|β′i|) for i = 1, 2, . . . , p. Clearly, wi ∈ [0, 1] for i = 1, 2, . . . , p by the
expression of ψ∗. Hence, the following function is a majorization of Θλ,ρ at βk−1:
fτ (y −Xβ) + λ
∥∥(e−wk−1) ◦ β∥∥
1
− λ
p∑
i=1
ψ∗(ρ|βk−1i |) + ρ〈wk−1, |βk−1|〉,
and the subproblem (12) is the inexact minimization of this majorization function. Also,
for any given ρ0 > 0, when ‖β0‖∞ ≤ 2(a+1)ρ0 , by (10) we have w0i = (ψ∗)′(ρ0|β0i |) = 0.
Thus, the first stage of Algorithm 1 with w0 = 0 is precisely the inexact MM method for
(9) with β0 satisfying ‖β0‖∞ ≤ 2(a+1)ρ0 . In addition, Algorithm 1 can be regarded as an
inexact inversion the LLA method proposed by Zou and Li [45] for (9), but it is different
from the difference convex algorithm proposed by Wu and Liu [39] since the latter depends
on the majorization of gρ(β) at β
k and the obtained approximation is lack of symmetry.
(iii) Consider that there is always a certain deviation in practical computation. We allow
the problem (12) to be solved inexactly. Among others, the inexact accuracy of βk in Step
2 is measured in the following way: ∃ξk ∈ Rp and rk ≥ 0 with ‖ξk‖ ≤ rk such that
ξk ∈ ∂
[
fτ (y −Xβ) + λ‖(e −wk−1) ◦ β‖1
]
β=βk
= −XT∂fτ (y −Xβk) + λ
[
(1−wk−11 )∂|βk1 | × · · · × (1−wk−1p )∂|βkp |
]
(16)
where the equality is due to [31, Theorem 23.8]. Clearly, when rk ≡ 0, βk becomes an
exact solution to the problem (12). In addition, by using Proposition 3.1(iii) and noting
that ∇gρk(βk) = ρk
(
(ψ∗)′(ρk|βk1 |), . . . , (ψ∗)′(ρk|βkp |)
)T
= ρk(w
k
1 , . . . , w
k
p)
T, we have
∂Θλ,ρk(β
k) = −XT∂fτ (y −Xβk) + λ∂|βk1 | × · · · × ∂|βkp | − λwk
= −XT∂fτ (y −Xβk) + λ
[
(1− wk1)∂|βk1 | × · · · × (1− wkp)∂|βkp |
]
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where the second equality is since wki = 0 if β
k
i = 0 and ∂|βki | = {sign(βki )} if βki 6= 0. By
comparing with (16), 0 ∈ ∂Θλ,ρk(βk)+λ
[
(wk1−wk−11 )∂|βk1 |× · · ·× (wkp−wk−1p )∂|βkp |
]−ξk.
Since each ∂|βki | ⊆ [−1, 1], the following stopping criterion is suggested for Algorithm 1
Errk :=
√
λ2‖wk −wk−1‖2 + ‖ξk‖2
1 + ‖y‖ ≤ tol. (17)
This guarantees that the obtained βk is an approximate regular critical point of Θλ,ρk.
4.2 Theoretical guarantees of Algorithm 1
For convenience, we denote by S∗ the support of the true vector β∗, and define the set
C(S∗) :=
⋃
S∗⊂S,|S|≤1.5s∗
{
β ∈ Rp : ‖βSc‖1 ≤ 3‖βS‖1
}
.
Recall that the matrix X is said to have the κ-restricted strong convexity on C(S∗) if
κ > 0 and
1
2n
‖X∆β‖2 ≥ κ‖∆β‖2 for all ∆β ∈ C(S∗). (18)
The RSC is equivalent to the restricted eigenvalue condition of the Gram matrix 12nX
TX
due to van de Geer et al. [16] and Bickel et al. [4]. Notice that C(S∗) includes the closed
convex cone
{
β ∈ Rp : ‖β(S∗)c‖1 ≤ 3‖βS∗‖1
}
. This RSC is a little stronger than the one
used by Negahban et al. [26] for the ℓ1-regularized smooth loss minimization. In this
section, we shall provide the deterministic theoretical guarantees for Algorithm 1 under
this RSC, including the error bound of the iterate βk to the true β∗ and the decrease
analysis of the error sequence. The proofs of all results are included in Appendix B. We
need to make the following assumption on the approximate optimality tolerance of βk:
Assumption 4.1 There exists ǫ > 0 such that for each k ∈ N, rk ≤ ǫ.
First of all, by Lemma 2 in Appendix B, we have the following error bound result.
Theorem 4.1 Suppose that X has the κ-RSC over C(S∗) and the noise ε is nonzero.
If λ and ρ3 are such that λ ∈
[
16τmax9X91+8nǫ
n ,
τ2
min
κ−c−1−τmax‖X‖max(2n−1τmax9X91+ǫ)
√
6s∗
τmax‖X‖max
√
6s∗
]
and ρ3 ≤ 89√3cτmaxλ‖ε‖∞ for some constant c ≥
1
τ2
min
κ−9√6τmax‖X‖max(2n−1τmax9X91+ǫ)
√
s∗
,
then under Assumption 4.1 the following inequality holds for each k ∈ N
‖βk − β∗‖ ≤ 9cτmaxλ
√
1.5s∗
8
‖ε‖∞.
Remark 4.2 (i) Different from the error bound in [26, Theorem 1] for the ℓ1-regularized
smooth loss estimator, the error bound in Theorem 4.1 involves the infinite norm of noise
‖ε‖∞, but it still has the same order O(λ
√
s∗) as established in [26, Theorem 1].
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(ii) Similar to the ℓ1-regularized squared-root loss in [2], the regularization parameter λ
is required to belong to an interval depending on the sparsity s∗ of the true β∗, which is
stronger than the restriction imposed by [26, Theorem 1] since the latter requires that the
parameter λ is greater than a certain bound depending on the noise vector ε only.
(iii) To ensure that the constant c > 0 exists, the inexact accuracy ǫ of βk needs to
satisfy 0 ≤ ǫ < nτ2minκ−18
√
6τ2max‖X‖max9X91
√
s∗
9
√
6nτmax
√
s∗
. Clearly, as the sample size n increases,
the requirement on ǫ becomes looser and there is a wide range for choosing c, which means
that the choice interval of λ becomes larger and the corresponding value becomes smaller.
Theorem 4.1 establishes an error bound for every iterate βk, but it does not tell us if
the error bound of the current βk is better than that of the previous βk−1. To seek the
answer, we study the decrease of the error bound sequence by bounding maxi∈S∗(1−wki ).
We write F 0 := S∗ and Λ0 := {i : |β∗i | ≤ 4a(a+1)ρ0 }, and for each k ∈ N define
F k :=
{
i :
∣∣|βki | − |β∗i |∣∣ ≥ 1ρk
}
and Λk :=
{
i : |β∗i | ≤
4a
(a+1)ρk
}
. (19)
From Lemma 4 in Appendix B, it follows that the valuemaxi∈S∗(1−wki ) is upper bounded
by maxi∈S∗ max(IΛk(i), IF k(i)). By this, we have the following error bound result.
Theorem 4.2 Suppose that X has the κ-RSC over C(S∗), the noise vector ε is nonzero
and Assumption 4.1 holds. If the parameter λ is chosen as in Theorem 4.1 and the
parameter ρ3 satisfies ρ3 ≤ 1cτmaxλ‖ε‖∞(√4.5s∗+√3/8) , then for each k ∈ N
‖βk− β∗‖ ≤ (3 +
√
3)cτ2max
√
s∗9X91‖ε‖∞
n
+
(3 +3
√
3)cτmax
√
s∗‖ε‖∞
2
√
2
max
i∈S∗
IΛ0(i)
+ cτmax‖ε‖∞
√
s∗
k−2∑
j=0
rk−j
( 1√
3
)j
+
( 1√
3
)k−1∥∥β1− β∗∥∥ (20)
where we stipulate that
∑k−2
j=0 rk−j(
1√
3
)j = 0 for k = 1.
Remark 4.3 (i) The error bound in Theorem 4.2 consists of three parts: the statistical
error induced by the noise ε, the identification error maxi∈S∗ IΛ0(i) related to the choice
of a and ρ0, and the computation errors
∑k−2
j=0 rk−j(
1√
3
)j and ( 1√
3
)k−1‖β1− β∗‖.
(ii) By the definition of Λ0, when ρ0 and a are chosen such that
(a+1)ρ0
4a >
1
mini∈S∗ |β∗i | ,
the identification error becomes zero. If mini∈S∗|β∗i | is not too small, it would be easy to
choose such ρ0. Clearly, when ρ0 and a are chosen to be larger, the identification error
is lower. However, when ρ0 and a are larger, ρ1 becomes larger and each component of
w1 is close to 1 by the formula (14). Consequently, it will become very conservative to
cut those smaller entries of β2 when solving the second subproblem. Hence, there is a
trade-off between the choice of a and ρ0 and the computation speed of Algorithm 1.
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(iii) If the subproblem (12) could be solved exactly, the computation error
∑k−2
j=0 rk−j(
1√
3
)j
vanishes. If the subproblem (12) is solved with the accuracy rk satisfying rk ≤ ( 1√3 )k
1
kν
for ν > 1, this computation error will tend to 0 as k → +∞. Since the third term on
the right hand side of (21) is the combination of the noise and
∑k−2
j=0 rk−j(
1√
3
)j , it is
strongly suggested that the subproblem (12) is solved as well as possible.
To close this section, we take a closer look at the conclusion of Theorem 4.2 under
the following assumption on the noises. This assumption is first used by Wang [41] for
studying the ℓ1-penalized LAD estimator for high-dimensional linear regression, which is
a weak condition for the noise vector ε and the Cauchy distribution even satisfies it.
Assumption 4.2 The noises ε1, . . . , εn have the independent identical symmetric dis-
tribution and there is a constant α > 0 (depending on the distribution of εi) such that
Pr(|ε1| > t) ≤ 2
2 + αt
∀t ≥ 0.
Under Assumption 4.2, there exist constants α > 0 and M > 0 such that ‖ε‖∞ ≤M
with probability at least 1− 22+αM . By Theorem 4.2, the following corollary holds.
Corollary 4.1 Suppose that X has the κ-RSC over the set C(S∗), the noise vector ε is
nonzero, and Assumption 4.1 and Assumption 4.2 hold. If the parameters λ and ρ3 are
chosen as in Theorem 4.2, then there exist constants α > 0 and M > 0 such that
‖βk − β∗‖ ≤ (3 +
√
3)cτmax
√
s∗M
2
(2τmax9X91
2
+
1√
2
max
i∈S∗
IΛ0(i)
)
+ cτmaxM
√
s∗
k−2∑
j=0
rk−j
( 1√
3
)j
+
( 1√
3
)k−1∥∥β1− β∗∥∥ (21)
with probability at least 1− 22+αM , where we stipulate that
∑k−2
j=0 rk−j(
1√
3
)j = 0 for k = 1.
For the RSC assumption in Theorem 4.1-4.2 and Corollary 4.1, from [30] it follows
that if X is from the Σx-Gaussian ensemble (i.e., X is formed by independently sampling
each row xTi ∼ N(0,Σx), there exists a constant κ > 0 (depending on Σx) such that the
RSC holds on C(S∗) with probability greater than 1−c1 exp(−c2n) as long as n > c0s log p,
where c0, c1 and c2 are absolutely positive constants. From [5], for some sub-Gaussian
design matrix X, the RSC holds on C(S∗) with a high probability when the sample size
n is over a certain threshold depending on the Gaussian width of C(S∗).
5 Proximal dual semismooth Newton method
The pivotal part of Algorithm 1 is the solution of the following minimization problem
min
β∈Rp
{
fτ (y −Xβ) + hk(β)
}
(22)
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where hk(β) := ‖ωk ◦ β‖1 with ωk ≡ λ(e − wk) for k ∈ N. In this section, we develop a
proximal dual semismooth Newton method (PDSN) for solving (22). This is a proximal
point algorithm (PPA) with the subproblems solved by applying the semismooth Newton
method to their dual problems. The iterate steps of the PPA are described as follows.
Algorithm 2 PPA for solving the problem (22)
Initialization: Choose γ1,0 > 0, γ2,0 > 0, γ > 0 and ̺ ∈ (0, 1). Set β0 = βk and j = 0.
while the stopping conditions are not satisfied do
(S.1) Find an approximate minimizer βj+1 to the following problem
min
β∈Rp
{
fτ (y −Xβ) + hk(β) + γ1,j
2
‖β − βj‖2 + γ2,j
2
‖Xβ −Xβj‖2
}
. (23)
(S.2) If βj+1 satisfies a prescribed condition, stop; otherwise, update γ1,j and γ2,j by
γ1,j+1 = max(γ, ̺γ1,j) and γ2,j+1 = max(γ, ̺γ2,j).
(S.3) Set j ←− j + 1, and return to Step (S.1).
end while
Remark 5.1 (i) Since fτ (y−Xβ) and hk(β) are convex but nondifferentiable, we follow
the same line as in [35] to introduce a proximal term
γ2,j
2 ‖Xβ−Xβj‖2 except the common
γ1,j
2 ‖β − βj‖2. As will be shown later, this lends a leverage to handle fτ (y −Xβ).
(ii) Since βj+1 is an approximate minimizer of the convex program (23), by its first-order
optimality condition there exists an error vector ζj ∈ Rp such that
ζj ∈ ∂[fτ (y −Xβ) + hk(β)]|β=βj+1 + γ1,j(βj+1− βj) + γ2,jXTX(βj+1 − βj),
and then the approximate optimality of the iterate βj+1 to (22) can be measured by
Err
j+1
PPA :=
‖γ1,j(βj+1− βj) + γ2,jXTX(βj+1 − βj)− ζj‖
1 + ‖y‖ .
Motivated by this, for the subsequent testing, we terminate Algorithm 2 at βj whenever
j > jmax or Err
j
PPA < ǫ
j
PPA or max
{
Err
j
PPA, . . . ,Err
j−10
PPA
}
< ǫ˜PPA for j > 10.
The efficiency of Algorithm 2 depends on the solution of its subproblem (23), which
by introducing an additional variable z ∈ Rn can be equivalently written as
min
β∈Rp,z∈Rn
{
fτ (z) + hk(β) +
γ1,j
2
‖β − βj‖2 + γ2,j
2
‖z − zj‖2
}
s.t. Xβ + z − y = 0 with zj = y −Xβj . (24)
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After an elementary calculation, the dual of the problem (24) has the following form
min
u∈Rn
{
Ψk,j(u) :=
‖u‖2
2γ2,j
− eγ−1
2,j
fτ
(
zj − u
γ2,j
)
− eγ−1
1,j
hk
(
βj − X
Tu
γ1,j
)
+
‖XTu‖2
2γ1,j
}
. (25)
By Section 2.2 we know that Ψk,j is a continuously differentiable convex function in R
n.
Hence, seeking an optimal solution of (25) is equivalent to finding a root to the system
Φk,j(u) := −Pγ−1
2,j
fτ
(
zj − u
γ2,j
)
−XPγ−1
1,j
hk
(
βj−X
Tu
γ1,j
)
+ y = 0. (26)
Since Pγ−1fτ and Pγ−1hk are strongly semismooth by Section 2.3 and the composition
of strongly semismooth mappings is strongly semismooth by [9, Proposition 7.4.4], the
mapping Φk,j is strongly semismooth. Motivated by this, we use the semismooth Newton
method to solve the system (26). By [8, Proposition 2.3.3 & Theorem 2.6.6],
∂CΦk,j(u) ⊆ γ−12,j ∂C
[Pγ−1
2,j
fτ
](
zj− u
γ2,j
)
+ γ−11,jX∂C
[Pγ−1
1,j
hk
](
βj−X
Tu
γ1,j
)
XT
= γ−12,jUj(u) + γ−11,jXVj(u)XT ∀u ∈ Rm (27)
where the equality is by Lemma 2.1 and 2.2, and Uj(u) and Vj(u) are the sets defined by
Uj(u) :=
{
Diag(v1, . . . , vn) | vi ∈ ∂C
[Pγ−1
2,j
(n−1θτ )
]
(zji − γ−12,jui)
}
,
Vj(u) :=
{
Diag(v1, . . . , vn) | vi = 1 if |(γ1,jβj −XTu)i| > ωki , otherwise vi ∈ [0, 1]
}
.
For each U j ∈ Uj(u) and V j ∈ Vj(u), the matrix γ−12,jU j+γ−11,jXV jXT is positive semidef-
inite, and moreover, it is positive definite when {i | τ−1nγ < zji − γ−12,j ui < τnγ } = ∅ or the
matrix XJ has full row rank with J := {i | |(γ1,jβj −XTu)i| > ωki }. In view of this, we
apply the following semismooth Newton method to seeking a root of the system (26),
which by [28] is expected to have a superlinear even quadratic convergence rate.
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Algorithm 3 A semismooth Newton-CG algorithm
Initialization: Fix k and j. Choose µ, η, ς, δ∈ (0, 1), c ∈(0, 12) and u0 = 0. Set l = 0.
while the stopping conditions are not satisfied do
1. Choose U l ∈ Uj(ul) and V l ∈ Vj(ul) and set W l = γ−12,jU l + γ−11,jXV lXT. Solve
(W l + µlI)d = −Φk,j(ul)
with the conjugate gradient (CG) algorithm to find an approximate dl such that
‖(W l + µlI)dl‖ ≤ min(η, ‖Φk,j(ul)‖1+ς), where µl = min(µ, ‖Φk,j(ul)‖).
2. Set αl = δ
ml , where ml is the first nonnegative integer m satisfying
Ψk,j(u
l + δmdl) ≤ Ψk,j(ul) + c δm〈∇Ψk,j(ul), dl〉.
3. Set ul+1 = ul + αld
l and l← l + 1, and then go to Step 1.
end while
Remark 5.2 Fix j ∈ N. Let u∗ be a root to the system (26). Set β∗ = Pγ−1
1,j
hk(β
j−XTu∗γ1,j )
and z∗ = Pγ−1
2,j
fτ (z
j − uγ2,j ). Clearly, Xβ
∗
+ z∗ − y = 0. Also, one may calculate that
fτ (z
∗)+hk(β
∗
)+
γ1,j
2
‖β∗−βj‖2+γ2,j
2
‖z∗−zj‖2+Ψk,j(u∗) = 〈zj−z∗, u∗〉+〈βj−β∗,XTu∗〉.
That is, β
∗
is a feasible solution to (24) and the gap between its objective value and the
dual optimal value is 〈zj − z∗, u∗〉+ 〈βj −β∗,XTu∗〉. So, the following stopping criterion
‖Φk,j(ul)‖
1 + ‖y‖ ≤ ǫSNCG and
|〈zj − zl, ul〉+ 〈βj − βl,XTul〉|
1 + ‖y‖ ≤ ǫSNCG (28)
is suggested for Algorithm 3, where zl = Pγ−1
2,j
fτ (z
j − ulγ2,j ) and β
l
= Pγ−1
1,j
hk(β
j−XTulγ1,j ).
6 Numerical experiments
In the last section we propose the PDSN method for solving the subproblem (12) or the
problem (22). Recently, Gu et al. [18] developed a semi-proximal ADMM (sPADMM)
for solving this problem. In Appendix C, we describe the iterate steps of the sPADMM,
which has a little difference from the one owing to Gu et al. [18] in the semi-proximal
operator and the stopping criterion. In addition, as illustrated in [38, Section 4.1], by
introducing 2n+ p additional variables, the subproblem (12) can be recast as the LP
min
β+,β−,ζ+,ζ−
〈ωk, β+〉+ 〈ωk, β−〉+ τ
n
〈ζ+, e〉+ 1− τ
n
〈ζ−, e〉
s.t. Xβ+ −Xβ− − ξ+ + ξ− = b, (29)
β+ ≥ 0, β− ≥ 0, ζ+ ≥ 0, ζ− ≥ 0
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so that the state-of-art IPM software can be directly applied to it. We always choose the
SeDuMi [34] to solve the LP for the subsequent numerical tests. In this section, we shall
test the performance of Algorithm 1 with the subproblems solved by PDSN, SeDuMi
and sPADMM, respectively, on some synthetic and real data, and call the three solvers
MSCRA_PPA, MSCRA_IPM and MSCRA_ADMM, respectively. All numerical results
are computed by a laptop computer running on 64-bit Windows Operating System with
an Intel(R) Core(TM) i7-8565 CPU 1.8GHz and 8 GB RAM.
6.1 Implementation of three solvers
We first focus on the implementation of SeDuMi, sPADMM and PDSN. For SeDuMi,
we adopt the default setting, and for sPADMM we choose the initial penalty parameter
σ = 1 and the step-size ̺ = 1.618 and adopt the stopping criterion given in Appendix D
with jmax = 3000 and ǫsPADMM = 10
−5. For PDSN, unless otherwise stated, we choose
γ1,0 = 10, γ2,0 =
1
max(1, ‖y‖) , γ = 10
−8 and ̺ = 0.95,
and adopt the stopping criterion described as in Remark 5.1(ii) with
jmax = 10
3, ǫjPPA = max
(
10−8,
10−3 × 0.5j−1
max(1, ‖y‖)
)
and ǫ˜PPA = 10
−8,
where Algorithm 3 uses the rule (28) with ǫSNCG = max(ǫ
j
PPA, 0.5
l−1min(0.1,ErrjPPA)).
For MSCRA_IPM, MSCRA_ADMM and MSCRA_PPA, we choose a = 6.0 for φ
and w0 = 0, and terminate them at the iterate βk whenever k > 5 or Errk ≤ 10−10 or
Errk ≤ 10−4 and |Nnz(βk−j)−Nnz(βk−j−1)| ≤ 3 for j = 0, 1, 2,
where Errk is the measure error defined by (17) for β
k to be a critical point of Θλ,ρk , and
Nnz(β
k) :=
∑p
i=1 I
{|βki | >10−6max(1, ‖βk‖∞)} denotes the number of nonzero entries of
βk. For the three solvers, we update the penalty parameter ρk by the following rule:
ρ1 = max
(
1,
1
3‖β1‖∞
)
and ρk = min
(5
4
ρk−1,
108
‖βk‖∞
)
for k = 2, 3.
In addition, during the implementation of three solvers, we run SeDuMi, sPADMM and
PSDN to solve the k (k > 1)th subproblem with the optimal solution of the (k−1)th
subproblem yielded by them as the starting point. When k = 1, we choose β0 = 0 to
be the starting point of MSCRA_IPM and MSCRA_ADMM, and use an approximate
solution of the following problem as the starting point for MSCRA_PPA:
min
β∈Rp
{
fτ (y −Xβ) + hk(β) + γ1,0
2
‖β‖2 + γ2,0
2
‖Xβ − y‖2
}
. (30)
Clearly, one may apply Algorithm 3 directly to this problem and obtain such a solution.
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6.2 Time comparisons of the subproblem solvers
In this part we conduct time comparison for SeDuMi, sPADMM and PDSN for solving
the problem (12) with k = 1, i.e., the ℓ1-regularized check loss minimization problem.
Inspired by the work owing to Gu et al. [18], we consider the simulation model from [15]
to generate data, i.e., we obtain the n observations from the following linear model
yi = x
T
i β
∗ + κεi for i = 1, . . . , n (31)
where xTi ∼ N(0,Σ) for i = 1, . . . , n with Σ = (α+(1−α)I{i=j})p×p, β∗j =(−1)j exp(−2j−120 ),
ε ∼ N(0,Σ) and κ is chosen such that the signal-noise ratio of the data is 3.0. We focus
on the high-dimensional situation where p = 5000 and n = 100 and n = 500, respectively,
with the choice α = 0 and α = 0.95. Figure 1 and 2 below plot the computing time (in
seconds) of three solvers spent on the solution of the problem (12) with k = 1 over the
same sequence of 50 values of λ. By the theoretical results in Section 4.1, the choice of
λ depends on9X91/n. Motivated by this, we select the 50 values of λ by the formula
λi = max
(
0.01,
γi 9X91
n
)
with γi = γmin +
(γmax − γmin)(i− 1)
49
(32)
for i = 1, 2, . . . , 50, where γmin = 0.02 and γmax = 0.25 for α = 0 and γmax = 0.38 for
α = 0.95, respectively. Such γmax is such that Nnz(β
f ) attains the value 0, where βf
represents the final output of the solvers. The parameters involved in SeDuMi, sPADMM
and PDSN are set as described in Section 6.1 except γ1,0 = 1, γ2,0 = 0.01 for PDSN.
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Figure 1: Time comparisons of three solvers for the sample size n = 100
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Figure 2: Time comparisons of three solvers for the sample size n = 500
The two columns of Figure 1 indicate that the three solvers have the similar time
performance for for τ = 0.5 and τ = 0.75, respectively, except that the three solvers
require more time when τ = 0.75. Among others, PDSN requires the least time, while
SeDuMi needs the most time. Since, when λ is over some value, the output βf of three
solvers becomes the zero vector, PDSN and sPADMM almost do not need time when
λ > 0.23, but SeDuMi still needs some time. Comparing the second row of Figure 1
with the first row, we find that for a larger α, PDSN and sPADMM do not spend more
time, while SeDuMi needs more time, and hence the three solvers have the similar time
performance for α = 0 and α = 0.95, respectively. Figure 2 shows that when n = 500,
SeDuMi and sPADMM have the similar performance for α = 0 and α = 0.95 except that
they require a little more time for α = 0.95, but PDSN has a different performance for
α = 0 and α = 0.95. When α = 0, the computing time of PDSN has a notable decreasing
as λ increases and still requires the least computing time among the three solvers except
several very small λ, and SeDuMi requires comparable time as sPADMM does since now
the latter almost always attains the maximum iterate steps jmax = 3000. We observe
that for n = 500 the time gap between PDSN and sPADMM becomes larger. Although
PDSN requires less time, Figure 3 shows that the objective value of βf yielded by PDSN
is close to even better than that of the output given by SeDuMi and sPADMM.
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Figure 3: The objective values for the outputs of the three solvers with n = 100
6.3 Performance and time comparisons of three MSCRAs
In this part we investigate the performance of the solvers MSCRA_IPM, MSCRA_ADMM
and MSCRA_PPA for computing the estimator β̂ under the setup as in Fan et al. [12] and
Gu et al. [18]. Specifically, we get the n observations from the model (2) with the true co-
efficient vector β∗ fixed to be (2, 0, 1.5, 0, 0.8, 0, 0, 1, 0, 1.75, 0, 0, 0.75, 0, 0, 0.3, 0Tp−16)
T,
and the noise vector ε coming from those distributions considered by Gu et al. [18], which
include the following six cases: (1) the normal distribution N(0, 2); (2) the mixture nor-
mal distribution 0.9N(0, 1) + 0.1N(0, 25), denoted by MN1; (3) the mixture normal
distribution N(0, σ2) with σ ∼ Unif(1, 5), denoted by MN2; (4) the Laplace distribution
with density d(u) = 0.5 exp(−|u|); (5) the scaled Student’s t-distribution with 4 degrees
of freedom
√
2 × t4; and (6) the Cauchy distribution with density d(u) = 1π(1+u2) . For
the covariance matrix Σx, we also consider those scenarios from Gu et al. [18], including
the independence structure Σx = I; the autoregressive structures Σx = (0.5
|i−j|)ij and
Σx = (0.8
|i−j|)ij , denoted by AR0.5 and AR0.8; and the compound symmetric structures
Σx = (α + (1 − α)I{i=j}) with α = 0.5 and α = 0.8, denoted by CS0.5 and CS0.8. We
test the estimation and selection performance of the estimators computed with the three
solvers under each scenario in terms of the L2-error ‖β̂f − β∗‖, the number of false
positives and false negatives, denoted by FP and FN respectively, and the time.
As mentioned by Fan, Fan and Barut [12], the cross-validation is not suitable for
choosing the best tuning parameter λ due to the instability of the L2-error under heavy
tails. We choose the best λ by the formula (32) by seeking optimally the constant γ.
Inspired by the choice strategy of λ proposed in [12], we choose optimally the constant γ
based on 100 validation data-sets. Specifically, for each of these data-sets, we ran a grid
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Table 1: Estimation and selection performance of three solvers for Σx = I
ε Method γopt L2-error FP FN Time(s) γopt L2-error FP FN Time(s)
τ = 0.5 τ = 0.75
N (0, 2)
IPM 0.104 0.459(0.111) 5.200(2.015) 0.720(0.473) 1.661 0.110 0.533(0.150) 7.480(2.866) 0.670(0.493) 1.664
ADMM 0.104 0.460(0.111) 5.290(2.041) 0.710(0.478) 1.086 0.110 0.535(0.151) 7.690(3.017) 0.670(0.493) 1.178
PPA 0.116 0.440(0.109) 2.090(1.288) 0.770(0.446) 0.366 0.119 0.544(0.172) 4.030(2.181) 0.840(0.420) 0.391
MN1
IPM 0.104 0.349(0.070) 5.160(2.014) 0.410(0.494) 1.669 0.110 0.384(0.081) 6.810(2.639) 0.500(0.503) 1.549
ADMM 0.104 0.349(0.070) 5.270(2.054) 0.410(0.494) 1.107 0.110 0.384(0.082) 7.010(2.672) 0.500(0.503) 1.097
PPA 0.110 0.346(0.065) 3.350(1.822) 0.510(0.502) 0.391 0.116 0.377(0.063) 5.240(2.358) 0.580(0.496) 0.369
MN2
IMP 0.104 1.276(0.305) 5.840(2.577) 1.880(0.924) 1.856 0.122 1.612(0.419) 3.730(2.093) 2.680(0.994) 1.569
ADMM 0.104 1.282(0.312) 5.920(2.432) 1.880(0.935) 1.145 0.122 1.619(0.433) 3.830(2.142) 2.720(0.996) 1.085
PPA 0.116 1.336(0.325) 2.690(1.674) 2.260(1.001) 0.373 0.134 1.595(0.384) 2.150(1.553) 2.860(0.921) 0.347
Laplace
IPM 0.098 0.328(0.077) 7.790(2.844) 0.230(0.423) 1.623 0.110 0.379(0.110) 6.530(2.634) 0.410(0.494) 1.638
ADMM 0.098 0.328(0.077) 7.870(2.891) 0.230(0.423) 1.005 0.110 0.380(0.112) 6.600(2.640) 0.400(0.492) 1.160
PPA 0.104 0.317(0.078) 4.980(2.441) 0.290(0.456) 0.353 0.116 0.389(0.106) 5.180(2.447) 0.480(0.502) 0.405
√
2× t4
IPM 0.104 0.527(0.156) 5.180(2.258) 0.750(0.479) 1.738 0.110 0.670(0.261) 7.430(2.618) 0.810(0.563) 1.689
ADMM 0.104 0.526(0.155) 5.380(2.377) 0.740(0.485) 1.123 0.110 0.671(0.264) 7.630(2.740) 0.840(0.545) 1.197
PPA 0.110 0.497(0.153) 3.570(1.833) 0.770(0.489) 0.382 0.122 0.696(0.273) 3.300(1.888) 1.000(0.620) 0.406
Cauchy
IPM 0.098 0.551(0.214) 7.950(2.683) 0.670(0.604) 1.694 0.110 0.711(0.329) 6.770(2.420) 0.910(0.698) 1.685
ADMM 0.098 0.554(0.219) 8.470(2.783) 0.680(0.601) 0.710 0.110 0.717(0.331) 6.850(2.552) 0.940(0.694) 0.834
PPA 0.116 0.599(0.272) 2.310(1.468) 0.890(0.650) 0.407 0.125 0.928(0.407) 3.540(1.925) 1.310(0.800) 0.470
Table 2: Estimation and selection performance of three solvers for AR0.5
ε Method γopt L2-error FP FN Time(s) γopt L2-error FP FN Time(s)
τ = 0.5 τ = 0.75
N (0, 2)
IPM 0.104 0.501(0.130) 4.580(2.123) 0.720(0.473) 1.567 0.110 0.611(0.204) 6.850(2.812) 0.790(0.498) 1.580
ADMM 0.104 0.501(0.129) 4.640(2.130) 0.720(0.473) 1.372 0.110 0.613(0.207) 7.080(2.946) 0.800(0.492) 1.020
PPA 0.110 0.474(0.130) 2.820(1.766) 0.740(0.485) 0.456 0.122 0.565(0.182) 3.290(1.713) 0.860(0.403) 0.349
MN1
IPM 0.098 0.368(0.067) 7.080(2.755) 0.380(0.488) 1.783 0.110 0.406(0.078) 6.370(2.707) 0.550(0.500) 1.593
ADMM 0.098 0.368(0.066) 7.300(2.852) 0.380(0.488) 1.602 0.110 0.406(0.078) 6.460(2.717) 0.540(0.501) 1.043
PPA 0.098 0.358(0.072) 7.130(2.699) 0.400(0.492) 0.522 0.122 0.406(0.116) 3.440(1.961) 0.610(0.490) 0.360
MN2
IPM 0.104 1.302(0.343) 5.120(2.544) 2.030(0.846) 1.910 0.122 1.554(0.423) 3.700(2.077) 2.680(0.886) 1.878
ADMM 0.104 1.292(0.345) 5.230(2.518) 2.000(0.865) 1.634 0.122 1.553(0.413) 3.720(2.184) 2.660(0.890) 1.258
PPA 0.119 1.258(0.321) 2.010(1.527) 2.060(0.802) 0.507 0.131 1.498(0.390) 2.520(1.573) 2.430(0.868) 0.426
Laplace
IPM 0.098 0.355(0.091) 7.180(2.455) 0.370(0.485) 1.799 0.110 0.399(0.111) 6.360(2.773) 0.550(0.500) 1.684
ADMM 0.098 0.355(0.091) 7.410(2.503) 0.370(0.485) 1.563 0.110 0.399(0.111) 6.370(2.729) 0.550(0.500) 1.134
PPA 0.104 0.342(0.096) 4.590(2.161) 0.400(0.492) 0.522 0.116 0.407(0.154) 4.720(2.230) 0.520(0.541) 0.386
√
2× t4
IPM 0.104 0.566(0.170) 4.560(2.100) 0.820(0.458) 1.850 0.110 0.718(0.270) 6.970(3.076) 0.970(0.577) 1.774
ADMM 0.104 0.566(0.172) 4.720(2.188) 0.820(0.479) 1.595 0.110 0.719(0.271) 7.190(3.084) 0.980(0.586) 1.180
PPA 0.110 0.551(0.195) 3.070(1.713) 0.840(0.487) 0.534 0.122 0.684(0.258) 3.390(1.769) 1.020(0.492) 0.396
Cauchy
IPM 0.101 0.578(0.234) 5.950(2.162) 0.790(0.537) 1.747 0.104 0.690(0.288) 9.820(3.186) 0.950(0.609) 1.811
ADMM 0.104 0.587(0.244) 5.170(2.089) 0.850(0.539) 0.984 0.104 0.690(0.287) 10.290(3.340) 0.920(0.631) 0.840
PPA 0.116 0.624(0.294) 2.460(1.708) 0.960(0.567) 0.599 0.122 0.933(0.467) 3.940(2.049) 1.420(0.934) 0.486
search to find the best γ and consequently the best λ (with the lowest L2-error of β) for
the particular setting. This optimal γ was recorded for each of the 100 validation data-
sets. The median of these 100 optimal γ, denoted by γopt, was used for the simulation
studies, i.e., we choose the tuning parameter λ by the formula λ = max
(
0.01,
γopt9X91
n
)
for the simulation studies. Among others, the best γ is searched from γ1, . . . , γ51 with
γi defined as in (32) for γmin = 0.08 and γmax = 0.38. Such γmax is such that Nnz(β
f )
attains or is close to 0 except for Σx = CS0.8 and ε from the Cauchy distribution.
Table 1-5 report the average of the performance measures L2-error, FP and FN for
τ = 0.5 and 0.75 based on 100 simulations. For almost all test problems, MSCRA_PPA
requires less than half (respectively, one-third) of the time required by MSCRA_ADMM
(respectively, MSCRA_IPM), and the L2-error of MSCRA_PPA is comparable with
that of MSCRA_ADMM and MSCRA_IPM. In addition, for most of test problems
except for CS0.8, the FP of MSCRA_PPA are lower than that of MSCRA_ADMM and
MSCRA_IPM although its FN is a little higher than that of the latter two methods.
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Table 3: Estimation and selection performance of three solvers for AR0.8
ε Method γopt L2-error FP FN Time(s) γopt L2-error FP FN Time(s)
τ = 0.5 τ = 0.75
N (0, 2)
IPM 0.095 0.871(0.340) 7.010(2.615) 1.140(0.697) 1.602 0.098 1.005(0.381) 10.620(3.813) 1.370(0.837) 1.734
ADMM 0.092 0.845(0.319) 9.040(2.899) 1.120(0.700) 1.392 0.098 1.006(0.373) 11.230(3.992) 1.340(0.807) 1.188
PPA 0.110 0.801(0.361) 3.280(1.965) 1.210(0.591) 0.523 0.110 0.898(0.358) 5.990(2.787) 1.310(0.662) 0.484
MN1
IPM 0.098 0.567(0.197) 5.300(2.456) 0.770(0.489) 1.715 0.098 0.643(0.242) 9.760(3.916) 0.810(0.526) 1.693
ADMM 0.092 0.549(0.178) 8.700(3.170) 0.690(0.506) 1.600 0.098 0.643(0.247) 10.220(3.986) 0.820(0.539) 1.177
PPA 0.104 0.517(0.186) 4.100(2.091) 0.790(0.498) 0.642 0.110 0.670(0.355) 5.490(2.801) 0.980(0.710) 0.485
MN2
IPM 0.104 1.730(0.625) 4.390(2.059) 2.600(0.943) 1.833 0.122 2.202(0.714) 3.180(2.134) 3.220(1.060) 1.652
ADMM 0.104 1.695(0.611) 4.530(2.307) 2.560(0.935) 1.615 0.116 2.143(0.659) 4.270(2.335) 3.060(1.003) 1.210
PPA 0.140 1.598(0.467) 1.970(1.210) 2.210(0.729) 0.509 0.152 1.768(0.551) 2.170(1.288) 2.460(0.846) 0.398
Laplace
IPM 0.098 0.534(0.257) 5.640(2.607) 0.690(0.598) 1.806 0.104 0.670(0.358) 7.030(3.252) 0.910(0.653) 1.771
ADMM 0.098 0.523(0.250) 5.910(2.793) 0.660(0.607) 1.602 0.104 0.674(0.359) 7.320(3.327) 0.920(0.692) 1.199
PPA 0.104 0.508(0.241) 4.120(2.071) 0.740(0.562) 0.654 0.116 0.671(0.374) 4.370(2.423) 1.020(0.666) 0.493
√
2× t4
IPM 0.095 0.985(0.379) 7.250(2.848) 1.390(0.650) 1.872 0.098 1.099(0.402) 10.420(3.849) 1.530(0.784) 1.839
ADMM 0.092 0.950(0.379) 8.740(3.234) 1.320(0.649) 1.633 0.098 1.123(0.429) 11.010(4.051) 1.550(0.809) 1.226
PPA 0.110 0.945(0.399) 3.070(1.777) 1.420(0.669) 0.651 0.110 1.167(0.486) 5.800(2.590) 1.610(0.852) 0.507
Cauchy
IPM 0.104 0.951(0.438) 3.450(2.185) 1.380(0.663) 1.798 0.110 1.186(0.548) 4.950(2.661) 1.760(0.922) 1.897
ADMM 0.098 0.886(0.416) 6.010(2.751) 1.230(0.694) 1.352 0.110 1.182(0.535) 5.220(2.673) 1.760(0.900) 1.078
PPA 0.116 0.986(0.444) 2.320(1.614) 1.500(0.785) 0.713 0.122 1.163(0.515) 3.690(2.282) 1.650(0.880) 0.621
Table 4: Estimation and selection performance of three solvers for CS0.5
ε Method γopt L2-error FP FN Time(s) γopt L2-error FP FN Time(s)
τ = 0.5 τ = 0.75
N (0, 2)
IPM 0.092 0.724(0.249) 2.200(2.229) 1.110(0.447) 1.662 0.092 0.914(0.329) 4.400(3.108) 1.260(0.661) 1.626
ADMM 0.092 0.697(0.243) 2.400(2.179) 1.060(0.468) 1.437 0.098 0.935(0.345) 3.680(2.937) 1.290(0.656) 1.101
PPA 0.104 0.734(0.276) 1.130(1.228) 1.210(0.537) 0.582 0.116 0.966(0.328) 1.820(1.381) 1.480(0.594) 0.453
MN1
IPM 0.092 0.462(0.117) 1.600(1.550) 0.800(0.402) 1.772 0.098 0.525(0.165) 2.450(2.231) 0.850(0.359) 1.588
ADMM 0.098 0.461(0.117) 1.080(1.390) 0.810(0.394) 1.614 0.098 0.518(0.160) 2.640(2.008) 0.790(0.409) 1.071
PPA 0.104 0.452(0.116) 0.430(0.624) 0.900(0.333) 0.628 0.116 0.535(0.201) 0.720(1.064) 0.990(0.333) 0.436
MN2
IPM 0.110 1.908(0.505) 2.250(1.888) 3.090(0.877) 1.797 0.122 2.237(0.518) 2.480(1.605) 3.540(0.758) 1.832
ADMM 0.122 1.951(0.477) 2.820(2.143) 3.120(0.868) 1.605 0.143 2.259(0.454) 3.220(1.899) 3.580(0.699) 1.311
PPA 0.152 1.925(0.428) 3.030(2.106) 3.070(0.820) 0.592 0.155 2.274(0.502) 4.100(2.190) 3.410(0.830) 0.479
Laplace
IPM 0.086 0.472(0.150) 2.860(2.789) 0.810(0.394) 1.734 0.098 0.594(0.231) 2.600(2.287) 1.000(0.426) 1.648
ADMM 0.086 0.463(0.142) 3.170(2.814) 0.790(0.409) 1.588 0.092 0.572(0.207) 4.080(2.863) 0.900(0.389) 1.140
PPA 0.098 0.473(0.176) 1.060(1.229) 0.920(0.442) 0.654 0.104 0.627(0.271) 1.850(1.473) 1.050(0.479) 0.499
√
2× t4
IPM 0.092 0.875(0.318) 2.640(2.338) 1.370(0.646) 1.781 0.092 1.143(0.428) 4.690(3.152) 1.660(0.781) 1.736
ADMM 0.086 0.882(0.305) 4.480(2.904) 1.210(0.498) 1.583 0.095 1.168(0.403) 4.910(3.059) 1.680(0.803) 1.137
PPA 0.110 0.984(0.376) 1.770(1.601) 1.540(0.717) 0.644 0.116 1.227(0.391) 2.650(1.684) 1.840(0.775) 0.478
Cauchy
IPM 0.086 0.815(0.340) 3.310(2.232) 1.260(0.613) 1.936 0.092 1.163(0.498) 4.650(2.524) 1.760(0.854) 2.037
ADMM 0.092 0.888(0.394) 3.120(2.560) 1.410(0.621) 1.556 0.095 1.274(0.490) 5.020(3.260) 1.870(0.872) 1.306
PPA 0.101 1.118(0.437) 3.480(2.200) 1.640(0.732) 0.721 0.113 1.585(0.532) 4.680(2.474) 2.370(0.895) 0.613
Table 5: Estimation and selection performance of three solvers for CS0.8
ε Method γopt L2-error FP FN Time(s) γopt L2-error FP FN Time(s)
τ = 0.5 τ = 0.75
N (0, 2)
IPM 0.092 1.580(0.417) 0.920(1.061) 2.610(0.803) 1.650 0.098 1.825(0.529) 1.350(1.282) 2.940(0.908) 1.640
ADMM 0.131 1.645(0.369) 1.510(1.374) 2.870(0.787) 1.465 0.116 1.906(0.456) 2.620(1.884) 2.990(0.823) 1.187
PPA 0.140 1.687(0.390) 2.640(1.851) 2.820(0.821) 0.572 0.140 1.908(0.390) 3.800(2.160) 2.900(0.847) 0.472
MN1
IPM 0.086 1.011(0.320) 0.500(1.078) 1.720(0.637) 1.781 0.086 1.120(0.376) 0.900(1.202) 1.860(0.752) 1.747
ADMM 0.086 0.932(0.352) 0.960(1.136) 1.530(0.611) 1.639 0.098 1.214(0.359) 1.420(1.312) 1.950(0.730) 1.286
PPA 0.110 1.077(0.372) 1.370(1.276) 1.840(0.775) 0.687 0.110 1.335(0.384) 2.460(1.789) 2.080(0.849) 0.557
MN2
IPM 0.134 3.147(0.712) 3.270(2.183) 4.620(0.930) 1.717 0.125 3.481(0.639) 4.070(2.446) 5.050(0.845) 1.499
ADMM 0.137 2.907(0.523) 6.270(3.168) 4.320(0.898) 1.628 0.134 3.223(0.501) 7.330(3.361) 4.680(0.984) 1.127
PDSN 0.158 2.892(0.484) 7.820(4.024) 4.180(0.833) 0.575 0.149 3.160(0.512) 8.790(4.295) 4.450(0.914) 0.410
Laplace
IPM 0.086 1.100(0.406) 0.480(0.882) 1.910(0.793) 1.829 0.086 1.362(0.473) 1.320(1.523) 2.320(0.931) 1.703
ADMM 0.098 1.133(0.440) 1.200(1.576) 1.980(0.804) 1.631 0.104 1.487(0.481) 2.090(2.060) 2.460(0.892) 1.195
PPA 0.110 1.287(0.395) 2.370(1.878) 2.150(0.730) 0.674 0.128 1.563(0.423) 3.410(2.156) 2.500(0.835) 0.508
√
2× t4
IPM 0.101 1.809(0.427) 1.170(1.295) 2.980(0.778) 1.779 0.104 2.184(0.538) 1.970(1.623) 3.330(0.766) 1.603
ADMM 0.128 1.847(0.421) 2.670(2.142) 2.970(0.784) 1.634 0.110 2.174(0.473) 4.550(3.173) 3.250(0.833) 1.091
PPA 0.146 1.895(0.419) 3.760(2.602) 2.960(0.790) 0.616 0.152 2.209(0.452) 4.680(3.001) 3.260(0.860) 0.413
Cauchy
IPM 0.095 1.989(0.630) 1.430(1.519) 3.290(0.832) 1.939 0.113 2.504(0.743) 2.130(1.756) 3.870(1.031) 1.716
ADMM 0.128 2.186(0.572) 3.420(2.388) 3.530(0.858) 1.608 0.116 2.437(0.600) 4.660(2.879) 3.720(1.016) 1.144
PPA 0.158 2.351(0.578) 5.710(3.173) 3.740(0.949) 0.639 0.134 2.628(0.576) 7.050(3.517) 4.040(0.994) 0.480
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6.4 Performance on a real data example
Now we focus on a real data set from https://www.ncbi.nlm.nih.gov, which is used
by Scheetz et al. [33] to illustrate the gene regulation in mammalian eyes and to gain
insight into genetic variation related to human eyes. This microarray data comprises gene
expression levels of 31, 042 probes on 120 twelve-week-old laboratory rats. For the 31, 042
probes, as suggested by Scheetz et al. [33], we first carry out the following preprocessing
steps:
1. to remove each probe for which the maximum expression among the 120 rats is less
than the 25th percentile of the entire expression values;
2. to remove any probe for which the range of the expression among the 120 rats is
less than 2.
After the preprocessing steps, there are 18, 986 probes left. Among those probes, there is
one probe, 1389163_at, corresponding to gene TRIM32, that was found to be associated
with the Bardet-Biedl syndrome [7], a human genetic disorder that affects many parts
of the body and primarily the retina. We are interested in how the expression of this
gene depends on the expressions of all other 18,985 genes. To achieve this goal, we select
3,000 probes with the largest variances and then standardize the selected 3,000 probes
such that they have mean 0 and standard deviation 1, as Gu and Zou [17] and Wang [40]
did. Thus, we obtain an n × p sample matrix X ′ with n = 120 and p = 3000, and then
use X = [e X ′] ∈ Rn×(p+1) to test the performance of the solvers.
We first analyze the data on all 120 rats by MSCRA_PPA and MSCRA_ADMMwith
quantile indices τ = 0.25, 0.5 and 0.75. Since the numerical results in the previous two
subsections show that MSCRA_IPM and MSCRA_ADMM have very similar estimation
performance, here we only use MSCRA_PPA and MSCRA_ADMM to analyze the real
data. The parameter λ is given by the formula λ = max
(
0.01, γ9X91n
)
with the parameter
γ selected by using five-fold cross-validation. The test results are reported on the third
and fourth columns of Table 6, where the third column is the number of relevant genes
and the fourth one is the computing time. The difference in the number of selected genes
by different quantile indices is a sign of heteroscedasticity in the data, as explained in
Wang et al. [40]. Table 7 lists the probs selected by the two solvers with different τ .
We see that for τ = 0.25 and τ = 0.75, the probs selected by MSCRA_ADMM and
MSCRA_PPA are completely different, while for τ = 0.5 there are 26 common probs.
We also conduct 50 random partitions on the data. Each partition has 80 rats in
the training set and 40 rats in the validation set. We apply MSCRA_ADMM and
MSCRA_PPA to the training set with λ chosen as above and evaluate its prediction
error on the validation set by calculating 140
∑
i∈validation θτ (yi − β0 − xTi β̂f ), where xTi
means the ith row of X ′. The average number of selected genes, prediction errors and
times over the 50 partitions are reported in the last three columns of Table 6. We see
that the average number of the genes selected by MSCRA_PPA is less that that of the
genes selected by MSCRA_ADMM, the average prediction error of the former is lower
than that of the latter, and the average time of the former is about half of the latter.
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Table 6: Analysis of the microarray data by MSCRA_PPA and MSCRA_ADMM
Method τ
All data Random partition
#genes Time(s) Ave.#genes Pre_error Time(s)
ADMM
0.25 18 2.726 17.180(1.987) 0.050(0.009) 2.399(0.172)
0.5 27 1.965 21.180(4.429) 0.029(0.005) 1.996(0.336)
0.75 18 3.025 21.220(2.393) 0.040(0.005) 1.713(0.230)
PPA
0.25 19 0.738 16.380(3.901) 0.023(0.006) 0.749(0.120)
0.5 24 0.741 19.700(4.287) 0.029(0.005) 0.730(0.083)
0.75 17 1.023 11.720(2.907) 0.025(0.004) 0.859(0.171)
Table 7: Probs selected by MSCRA_PPA and MSCRA_ADMM with different τ
τ = 0.25 τ = 0.5 τ = 0.75
ADMM PPA ADMM PPA ADMM PPA
1390238_at 1387060_at 1394689_at 1394689_at 1387060_at 1390238_at
1398594_at 1380070_at 1372975_at 1398594_at 1380311_at 1398594_at
1368304_at 1380311_at 1398594_at 1395772_at 1397489_at 1368304_at
1378861_at 1397489_at 1395772_at 1377950_at 1376693_at 1385325_at
1385325_at 1398736_at 1377950_at 1368853_at 1370429_at 1387776_at
1387776_at 1376693_at 1368853_at 1390409_at 1380033_at 1383110_at
1383110_at 1370429_at 1380311_at 1397489_at 1389584_at 1382263_at
1382263_at 1380033_at 1390409_at 1376693_at 1395076_at 1374469_at
1374469_at 1389584_at 1397489_at 1389584_at 1377944_at 1387329_at
1387329_at 1395076_at 1376693_at 1394399_at 1385687_at 1379971_at
1379971_at 1391039_at 1389584_at 1395076_at 1380978_at 1383901_at
1383901_at 1377944_at 1394399_at 1375566_at 1390569_at 1390401_at
1390401_at 1385687_at 1395076_at 1385687_at 1383673_at 1387247_at
1387247_at 1384466_at 1375566_at 1390401_at 1379495_at 1384466_at
1384466_at 1380978_at 1368558_s_at 1371194_at 1391885_at 1382743_at
1382743_at 1390569_at 1385687_at 1374106_at 1383749_at 1393543_at
1393543_at 1373699_at 1390401_at 1393543_at 1393817_at 1379597_at
1379597_at 1378935_at 1371194_at 1395342_at 1383996_at
1383996_at 1374106_at 1382835_at
1393543_at 1393817_at
1395342_at 1395415_at
1382835_at 1383996_at
1393817_at 1379597_at
1395415_at 1370551_a_at
1383996_at
1379597_at
1370551_a_at
7 Conclusions
We have proposed a multi-stage convex relaxation approach, MSCRA_PPA, for com-
puting a desirable approximation to the zero-norm penalized QR, which is defined as
a global minimizer of an NP-hard nonsmooth optimization. Under the common RSC
condition and a mild restriction on the noises, we established the error bound of every
iterate to the true estimator and the linear rate of convergence of the iterate sequence
in a statistical sense. Numerical comparisons with MSCRA_IPM and MSCRA_ADMM
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show that MSCRA_PPA achieves a comparable estimation performance within less time.
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Appendix A
The following lemma states that under a mild condition, the zero-norm regularized
composite minimization problem has a nonempty global optimal solution set.
Lemma 1 Let A ∈ Rn×p and b ∈ Rn be the given matrix and vector, and let g : Rn → R
be an lsc coercive function with infz∈Rn g(z) > −∞. Then, for any given ν > 0, the
following problem has a nonempty global optimal solution set:
min
x∈Rp
{
νg(b−Ax) + ‖x‖0
}
. (33)
Proof: By the given assumption, the objective function of (33) is lower bounded, and
hence has an infimum, to say α∗. Then, there exists a sequence {xk} ⊂ Rp such that
νg(b−Axk) + ‖xk‖0 ≤ α∗ + 1
k
∀k. (34)
If the sequence {xk} is bounded, then by letting x be an arbitrary limit point of {xk}
and using the lower semicontinuity of x 7→ g(b−Ax) and ‖ · ‖0, it follows that
νg(b−Ax) + ‖x‖0 ≤ α∗.
This shows that x is a global optimal solution of the problem (33). Next we consider the
case that the sequence {xk} is unbounded. Define the disjoint index sets J and J by
J :=
{
i ∈ {1, . . . , p} | {xki } is unbounded
}
and J := {1, . . . , p}\J.
Together with inequality (34), it immediately follows that for all sufficiently large k,
νg(b−Axk) + |J |+ ‖xk
J
‖0 ≤ α∗ + 1
k
. (35)
This, along with the coerciveness of g, means that there is a bounded sequence {zk} ⊂ Rn
such that zk = b−Axk. Clearly, AJxkJ = b− zk −AJxkJ . Notice that {zk} and {xkJ} are
bounded. We may assume (taking a subsequence if necessary) that {zk} and {xk
J
} are
convergent, say, zk → z∗ and xk
J
→ ξ∗ ∈ R|J|. Notice that for each k, xkJ is a solution of
the system AJy = b − zk − AJxkJ , that is, {b − zk − AJxkJ} ⊂ AJ(R|J |). Together with
the closedness of the set AJ(R
|J |), it follows that b− z∗−AJξ∗ ∈ AJ(R|J |). Hence, there
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exists u∗ ∈ R|J | such that AJu∗ = b−z∗−AJξ∗, i.e., AJu∗+AJξ∗−z∗ = b. Now, taking
the limit to the both sides of (35) and using b−Axk = zk, we obtain
νg(z∗) + |J |+ ‖ξ∗‖0 ≤ α∗.
Together with νg(b−AJu∗−AJξ∗) + ‖u∗‖0 + ‖ξ∗‖0 ≤ νg(z∗) + |J |+ ‖ξ∗‖0, we conclude
that (u∗; ξ∗) is a global optimal solution of (33). Thus, we complete the proof. ✷
Proof of Proposition 3.1 (i) Let ϕρ(t) := ψ
∗(ρ|t|) for t ∈ R. Together with (10),
ϕ′ρ(t) =

0 if |t| ≤ 2ρ(a+1) ;
ρ((a+1)ρ|t|−2)sign(t)
2(a−1) if
2
ρ(a+1) < |t| ≤ 2aρ(a+1) ;
ρsign(t) if |t| > 2aρ(a+1) .
(36)
By the expression of ϕ′ρ, an elementary calculation shows that ϕ′ρ is Lipschitz continuous
on R with Lip-constant ρ2max(a+12 ,
a+1
2(a−1) ). So, ∇gρ is globally Lipschitz on Rp with the
same Lip-constant. This implies that gρ is semiconvex of modulus ρ
2max(a+12 ,
a+1
2(a−1) ).
(ii) The lower boundedness and global Lipschitz continuity of Θλ,ρ follows by using
the expressions of ψ∗ and fτ , while its semiconvexity is immediate by part (i) and the
convexity of the function β 7→ fτ (y −Xβ) + λ‖β‖1. Notice that β 7→ fτ (y −Xβ) is
coercive, while β 7→ λ‖β‖1−λρ−1gρ(β) is bounded. Hence, the function Θλ,ρ is coercive.
(iii) From part (ii), we know that Θλ,ρ is semiconvex. The first two equalities follows
by Remark 2.1(iii). Thus, it suffices to establish the last equality. From the convexity of
the function β 7→ fτ (y −Xβ) + λ∂‖β‖1 and [31, Theorem 23.8], it follows that
∂[fτ (y −Xz) + λ∂‖z‖1]|z=β = −XT∂fτ (y −Xβ) + λ∂‖β‖1.
By part (i), the function gρ is smooth, which along with [32, Exercise 8.8] implies that
∂Θλ,ρ(β) = ∂
[
fτ (y −Xz) + λ∂‖z‖1
]
|z=β − λρ−1∇gρ(β).
The result directly follows from the last two equations. The proof is completed ✷
Appendix B
Throughout this part, for each k ∈ N we write vk = e− wk. In order to present the
proof of Theorem 4.1, we need the following technical lemma.
Lemma 2 Suppose for some k ≥ 1 there exists Sk−1 ⊇ S∗ with mini∈(Sk−1)c wk−1i ≤ 12 .
Then, when λ ≥ 16n−1τmax 9X91 +8rk, it holds that
∥∥∆βk
(Sk−1)c
‖1 ≤ 3‖∆βkSk−1‖1.
Proof: By the approximate optimality of βk to (12) and Remark 4.1(iii), it follows that
fτ (y −Xβ∗) + λ〈vk−1, |β∗|〉 ≥ fτ (y −Xβk) + λ〈vk−1, |βk|〉+ 〈ξk, β∗ − βk〉
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which, after a suitable rearrangement, takes the following form
fτ (y −Xβk)− fτ (y −Xβ∗) + 〈ξk, β∗ − βk〉 ≤ λ〈vk−1, |β∗| − |βk|〉. (37)
For each k, write zk := y −Xβk. Recall that ε = y −Xβ∗. Since ‖ε‖∞ > 0, we define
I := {i ∈ {1, . . . , n} : εi 6= 0} and Jk := {i /∈ I : zki 6= 0}. (38)
By the expression of fτ and θτ (0) = 0, with the index sets I and Jk, it holds that
fτ (y −Xβk)− fτ (y −Xβ∗) = 1
n
n∑
i=1
[θτ (z
k
i )− θτ (εi)]
=
1
n
[ ∑
i∈Jk
θ2τ (z
k
i )− θ2τ (εi)
θτ (z
k
i ) + θτ (εi)
+
∑
i∈I
θ2τ (z
k
i )− θ2τ (εi)
θτ (z
k
i ) + θτ (εi)
]
≥ 1
n
[ ∑
i∈Jk
θ2τ (z
k
i )− θ2τ (εi)
τmax‖zk‖∞ +
∑
i∈I
θ2τ (z
k
i )− θ2τ (εi)
θτ (z
k
i ) + θτ (εi)
]
. (39)
Notice that θ2τ is smooth and strongly convex of modulus 2τ
2
min. So, it holds that
θ2τ (z
k
i )− θ2τ (εi) ≥ 2(τ − IR−(εi))2εi(zki − εi) + τ2min(zki − εi)2 for i = 1, . . . , p. (40)
This implies that θ2τ (z
k
i )− θ2τ (εi) ≥ τ2min(zki − εi)2 for each i ∈ Jk, and consequently,∑
i∈Jk
θ2τ (z
k
i )− θ2τ (εi)
τmax‖zk‖∞ ≥
τ2min
τmax
∑
i∈Jk
(zki − εi)2
‖zk‖∞ . (41)
For each i ∈ I , write z˜ki :=
2(τ−IR−(εi))2εi
θτ (zki )+θτ (εi)
. From (40), it immediately follows that
∑
i∈I
θ2τ (z
k
i )− θ2τ (εi)
θτ (zki ) + θτ (εi)
≥
∑
i∈I
z˜ki (z
k
i − εi) + τ2min
∑
i∈I
(zki − εi)2
θτ (zki ) + θτ (εi)
≥ −‖z˜k‖∞‖X(βk− β∗)‖1 + τ2min
∑
i∈I
(zki − εi)2
τmax(‖zk‖∞ + ‖ε‖∞)
≥ −2τmax
∥∥X(βk− β∗)∥∥
1
+
τ2min
τmax
∑
i∈I
(zki − εi)2
‖zk‖∞ + ‖ε‖∞ (42)
where the second inequality is by θτ (z
k
i ) ≤ τmax‖zk‖∞ for i ∈ I , and the last one is since
|z˜ki | ≤
2(τ−IR−(εi))2|εi|
θτ (εi)
≤ 2τmax for each i ∈ I . Substituting (41)-(42) into (39) yields that
fτ (y −Xβk)− fτ (y −Xβ∗) ≥ −2τmax
n
‖X(βk− β∗)‖1 + τ
2
min
nτmax
∑
i∈Jk∪I
(zki − εi)2
‖zk‖∞ + ‖ε‖∞
= −2τmax
n
‖X(βk− β∗)‖1 + τ
2
min‖X(βk− β∗)‖2
nτmax(‖zk‖∞+‖ε‖∞) . (43)
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Combining this inequality and (37) and recalling that ‖ξk‖ ≤ rk, we obtain
τ2min‖X(βk − β∗)‖2
nτmax(‖zk‖∞+‖ε‖∞) ≤ λ〈v
k−1, |β∗| − |βk|〉+ 2τmax
n
∥∥X(βk− β∗)∥∥
1
+ 〈ξk, βk− β∗〉
≤ λ〈vk−1, |β∗| − |βk|〉+ (2n−1τmax 9X91 +rk)∥∥βk− β∗∥∥1
≤ λ
(∑
i∈S∗v
k−1
i |∆βki | −
∑
i∈(Sk−1)cv
k−1
i |∆βki |
)
+
(
2n−1τmax 9X91 +rk
)‖βk− β∗‖1
= λ
(∑
i∈S∗v
k−1
i |∆βki | −
∑
i∈(Sk−1)cv
k−1
i |∆βki |
)
+
(
2n−1τmax9X91 +rk
)(‖∆βkSk−1‖1 + ‖∆βk(Sk−1)c‖1). (44)
Since Sk−1 ⊃ S∗ and vk−1i ∈ [0.5, 1] for i ∈ (Sk−1)c, from the last inequality we have
τ2min‖X(βk− β∗)‖2
nτmax(‖zk‖∞+‖ε‖∞) ≤
∑
i∈Sk−1
(
λvk−1i + 2n
−1τmax 9X91 +rk
)∣∣∆βki ∣∣
+
∑
i∈(Sk−1)c
(
2n−1τmax 9X91 +rk − λ/2
)∣∣∆βki ∣∣
≤ (λ+ 2n−1τmax9X91 +rk)∥∥∆βkSk−1∥∥1
+
(
2n−1τmax 9X91 +rk − λ/2
)∥∥∆βk(Sk−1)c∥∥1.
From the nonnegativity of the left hand side and the given assumption on λ, we have∥∥∆βk(Sk−1)c∥∥1 ≤ λ+ 2n−1τmax 9X91 +rk0.5λ − 2n−1τmax 9X91 −rk ∥∥∆βkSk−1∥∥1 ≤ 3∥∥∆βkSk−1∥∥1.
The desired result follows. The proof is then completed. ✷
Lemma 3 Suppose that X satisfies the κ-RSC over C(S∗) and for some k ≥ 1 there exists
an index set Sk−1 with |Sk−1| ≤ 1.5s∗ such that Sk−1 ⊇ S∗ and mini∈(Sk−1)c wk−1i ≤ 12 .
If 16n−1τmax 9X91 +8rk ≤ λ < τ
2
min
κ−2τmax‖X‖max(2n−1τmax9X91+rk)|Sk−1|
2τmax‖X‖max‖vk−1S∗ ‖∞|Sk−1|
, then
∥∥∆βk∥∥ ≤ τmax(λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk)√|Sk−1|‖ε‖∞
τ2minκ− 2τmax‖X‖max
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)|Sk−1| .
Proof: Notice that ‖zk‖∞ + ‖ε‖∞ = ‖ε−X∆βk‖∞ + ‖ε‖∞ ≤ ‖X∆βk‖∞ + 2‖ε‖∞. So,
τ2min‖X(βk − β∗)‖2
nτmax(‖zk‖∞ + ‖ε‖∞) ≥
τ2min‖X∆βk‖2
nτmax(‖X∆βk‖+ 2‖ε‖∞) .
Together with the inequality (44) and vk−1i ∈ [0.5, 1] for i ∈ (Sk−1)c, it follows that
τ2min‖X∆βk‖2
nτmax(‖X∆βk‖∞+2‖ε‖∞) ≤ λ
∑
i∈S∗
vk−1i |∆βki | −
λ
2
∑
i∈(Sk−1)c
|∆βki |
+
(
2n−1τmax9X91 +rk
)(‖∆βkSk−1‖1 + ‖∆βk(Sk−1)c‖1)
≤
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)
‖∆βkSk−1‖1
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where the last inequality is due to λ > 16n−1τmax9X91+8rk. By Lemma 2, we know that
‖∆βk
(Sk−1)c
‖1 ≤ 3‖∆βkSk−1‖1, which by the given assumption means that ∆βk ∈ C(S∗).
From the κ-RSC property of X on C(S∗), ‖X∆βk‖2 ≥ 2nκ‖∆βk‖2. Then, it holds that
2τ2minκ‖∆βk‖2
τmax
(‖X∆βk‖∞+ 2‖ε‖∞) ≤
(
λ‖vk−1S∗ ‖∞ +
2τmax9X91
n
+ rk
)∥∥∆βkSk−1∥∥1.
Multiplying the both sides of this inequality by τmax
(‖X∆βk‖∞+ 2‖ε‖∞) yields that
2τ2minκ‖∆βk‖2 ≤ τmax
(‖X∆βk‖∞+ 2‖ε‖∞)(λ‖vk−1S∗ ‖∞ + 2τmax9X91n + rk)∥∥∆βkSk−1∥∥1
≤ τmax‖X∆βk‖∞
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)∥∥∆βkSk−1∥∥1
+ 2τmax‖ε‖∞
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)∥∥∆βkSk−1∥∥1.
Notice that ‖X∆βk‖∞ ≤ ‖X‖max‖∆βk‖1. Together with ‖∆βk(Sk−1)c‖1 ≤ 3‖∆βkSk−1‖1,
it follows that ‖X∆βk‖∞ ≤ 4‖X‖max‖∆βkSk−1‖1. Thus, from the last inequality, we have
2τ2minκ‖∆βk‖2 ≤ 4τmax‖X‖max
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)∥∥∆βkSk−1∥∥21
+ 2τmax
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)∥∥∆βkSk−1∥∥1‖ε‖∞
≤ 4τmax‖X‖max
(
λ‖vk−1S∗ ‖∞ +
2τmax9X91
n
+ rk
)
|Sk−1|∥∥∆βkSk−1∥∥2
+ 2τmax
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)√
|Sk−1|∥∥∆βkSk−1∥∥‖ε‖∞
≤ 4|Sk−1|τmax‖X‖max
(
λ‖vk−1S∗ ‖∞ +
2τmax9X91
n
+ rk
)∥∥∆βk∥∥2
+ 2τmax
(
λ‖vk−1S∗ ‖∞ +
2τmax9X91
n
+ rk
)√
|Sk−1|∥∥∆βkSk−1∥∥‖ε‖∞.
After a suitable rearrangement, the last inequality is equivalent to saying that[
2τ2minκ− 4τmax‖X‖max
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)|Sk−1|]‖∆βk‖2
≤ 2τmax
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)√
|Sk−1|∥∥∆βk∥∥‖ε‖∞,
which by λ <
τ2
min
κ−2τmax‖X‖max(2n−1τmax9X91+rk)|Sk−1|
2τmax‖X‖max‖vk−1S∗ ‖∞|Sk−1|
implies the desired result. ✷
Proof of Theorem 4.1: For each k ∈ N, define Sk−1 := S∗ ∪ {i /∈ S∗ : wk−1i > 12}.
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If |Sk−1| ≤ 1.5s∗, by invoking Lemma 3 and using the given assumption, we have
∥∥βk− β∗∥∥ ≤ τmax(λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk)√|Sk−1|‖ε‖∞
τ2minκ− 2τmax‖X‖max
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)|Sk−1|]
≤ τmax
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)√|Sk−1|‖ε‖∞
τ2minκ− 2τmax‖X‖max
(
λ+ 2n−1τmax9X91 +ǫ
)√
1.5s∗
≤ cτmax
(
λ‖vk−1S∗ ‖∞ + 2n−1τmax9X91 +rk
)√|Sk−1|‖ε‖∞ (45)
where the second inequality is by the nondecreasing of t 7→ c2+tc1−t for constants c1, c2 > 0,
and the last one is by the restriction on λ. Since 2n−1τmax9X91+rk ≤ λ8 and ‖vk−1S∗ ‖∞ ≤ 1,∥∥βk − β∗∥∥ ≤ 9cτmaxλ‖ε‖∞
8
√
1.5s∗,
and the desired result holds. So, it suffices to argue that |Sk−1| ≤ 1.5s∗ for all k ∈ N.
When k = 1, the statement holds trivially since w0 = 0 implies S0 = S∗. Assuming that
|Sk−1| ≤ 1.5s∗ holds for k = l with l ≥ 1, we prove that it holds for k = l + 1. Indeed,
since Sl \ S∗ = {i /∈ S∗ : wli > 12}, we have wli ∈ (12 , 1] for i ∈ Sl \ S∗. Together with the
formula (14), we deduce that ρl|βli| ≥ 1, and hence the following inequality holds:√
|Sl \ S∗| ≤
√ ∑
i∈Sl\S∗
ρ2l |βli |2 =
√ ∑
i∈Sl\S∗
ρ2l |βli − β∗i |2.
Since the statement holds for k = l, it holds that ‖βl − β∗‖ ≤ 9cτmaxλ‖ε‖∞8
√
1.5s∗. Thus,√
|Sl \ S∗| ≤ ρl‖βl − β∗‖ ≤ 9cτmaxρlλ‖ε‖∞
8
√
1.5s∗ ≤
√
0.5s∗ (46)
where the last inequality is due to ρlλ ≤ ρ3λ ≤ 89√3cτmax‖ε‖∞ . The inequality (46) implies
that |Sl| ≤ 1.5s∗. This shows that the statement follows. The proof is completed. ✷
To present the proof of Theorem 4.2, we need the following lemma which upper
bounds ‖vkS∗‖∞. Since its proof is implied by that of [36, Lemma 3], we here omit it.
Lemma 4 Let F k and Λk be the index sets defined by (19). Then, for each k ∈ {0}∪N,
‖vkS∗‖∞ ≤ max
i∈S∗
IΛk(i) + max
i∈S∗
IF k(i).
Proof of Theorem 4.2: For each k ∈ N, define Sk−1 := S∗ ∪ {i /∈ S∗ : wk−1i > 12}.
Since the conclusion holds for k = 1, it suffices to consider the case k ≥ 2. From the
proof of Theorem 4.1, |Sk−1| ≤ 1.5s∗ for all k ∈ N. Moreover, by using (46) and ρk ≥ 1,√
|Sk−1| =
√
|S∗|+ |Sk−1 \ S∗| ≤
√
s∗ +
√
|Sk−1 \ S∗|
≤
√
s∗ +
(
2n−1τmax9X91 +rk
)−1λρk−1
8
∥∥βk−1 − β∗∥∥ (47)
33
where the first inequality is due to
√
a+ b ≤ √a+√b for a, b ≥ 0, the last one is due to
λ ≥ 16n−1τmax 9X91 +8rk. From the inequality (45) and Lemma 4, it follows that
‖βk − β∗‖ ≤ cτmax‖ε‖∞
√
|Sk−1|
[
λ
(
max
i∈S∗
IΛk−1(i) + max
i∈S∗
IF k−1(i)
)
+ 2n−1τmax9X91 +rk
]
≤ cτmax‖ε‖∞
[
λ
√
1.5s∗max
i∈S∗
IΛ0(i) + λ
√
1.5s∗ρk−1‖βk−1 − β∗‖
+
(
2n−1τmax9X91 +rk
)√|Sk−1|]
where the last inequality is since maxi∈S∗ IF k−1(i) ≤ maxi∈S∗ ρk−1
∣∣|βk−1i | − |β∗i |∣∣ ≤
ρk−1‖βk−1 − β∗‖. Substituting the inequality (47) into this inequality, we obtain
‖∆βk‖ ≤ cτmax‖ε‖∞
√
s∗
(
2n−1τmax9X91 +rk
)
+ cτmaxλ‖ε‖∞
√
1.5s∗max
i∈S∗
IΛ0(i)
+ cτmax‖ε‖∞ρk−1λ(
√
1.5s∗ + 1/8)‖βk−1 − β∗‖
≤ 2cn−1τ2max‖ε‖∞
√
s∗9X91 +cτmax‖ε‖∞
√
s∗rk
+ cτmaxλ‖ε‖∞
√
1.5s∗max
i∈S∗
IΛ0(i) +
√
3
3
‖∆βk−1‖
where the second inequality is due to ρk−1λ ≤ ρ3λ ≤ [
√
3cτmax‖ε‖∞(
√
1.5s∗ + 1/8)]−1.
The desired result follows by using the last recursion inequality. ✷
Appendix C
In this part, we recall the semi-proximal ADMM proposed by Gu et al. [18] for solving
the subproblem (12). Notice that the subproblem (12) can be equivalently written as
min
β∈Rp,z∈Rn
fτ (z) + ‖ωk−1 ◦ β‖1
s.t. Xβ − z − y = 0 with ωk−1= λ(e− wk−1) (48)
whose dual problem, after an elementary calculation, takes the following form
min
u∈Rn
{
f∗τ (u) + 〈u, y〉 s.t. |(XTu)i| ≤ ωk−1i , i = 1, . . . , p
}
. (49)
For a given σ > 0, the augmented Lagrangian function of (48) takes the following form
Lσ(β, z, u) := fτ (z) + ‖ωk−1 ◦ β‖1 + 〈u,Xβ − z − y〉+ σ
2
‖Xβ − z − y‖2.
The iteration steps of the semi-proximal ADMM in [18] are described as follows.
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Algorithm 4 Semi-proximal ADMM for solving (48)
Initialization: Choose the parameters σ > 0, γ = σ‖XTX‖ and ̺ ∈ (1,
√
5+1
2 ), and an
initial point (β0, z0, u0) ∈ Rp × Rn × Rn with β0 = βk−1. Set j = 0.
while the stopping conditions are not satisfied do
1. Compute the following convex minimization problem
βj+1 = argmin
β∈Rp
Lσ(β, z
j , uj) +
1
2
‖β − βj‖2γI−σXTX . (50)
2. Compute the following convex minimization problem
zj+1 = argmin
z∈Rn
Lσ(β
j+1, z, uj). (51)
3. Update the multiplier by the formula
uj+1 = uj + ̺σ(Xβj+1 − zj+1 − y). (52)
4. Set j ← j + 1, and then go to Step 1.
end while
Remark 1 (i) Algorithm 4 has a little difference from Algorithm 1 of [18] since here
the semi-proximal term 12‖β−βj‖2γI−σXTX , rather than 12‖β−βj‖2σ(γI−XTX), is used. As
shown in [18], the subproblems (50) and (51) have a closed form solution, that is,
βj+1 = sign
(
γ−1hj
)
max
(
|γ−1hj | − γ−1ωk−1, 0
)
zj+1 = Pσ−1fτ (Xβj+1 − y + σ−1uj)
where hj =γβj + σXT(y + zj −Xβj − uj/σ).
(ii) During our implementation of Algorithm 4, we adjust σ dynamically by the ratio
of the primal and dual infeasibility. By comparing the first-order optimality conditions
of (50) and (51) with those of (48) and using the multiplier updating step (52), we
measure the primal infeasibility, the dual infeasibility and the dual gap at the current
iterate (βj , zj , uj) in terms of ǫjpinf , ǫ
j
dinf and ǫ
j
gap, respectively, defined by
ǫjdinf :=
√‖ζj‖2 + ‖(̺−1− 1)(uj−uj−1)‖2
1 + ‖y‖ , (53a)
ǫjpinf :=
‖uj − uj−1‖
̺σ(1 + ‖y‖) , ǫ
j
gap :=
|ωjprim + ωjdual|
max
(
1, 0.5(ωjprim + ω
j
dual)
) (53b)
where ζj := XT(uj−uj−1−σ(Xβj−1−y−zj−1))−γ(βj−βj−1), and ωjprim and ωjdual are
the objective values of the problems (48) and (49) at (βj , zj , uj). Different from [18], we
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terminate Algorithm 4 whenever max(ǫjpinf , ǫ
j
dinf , ǫ
j
gap) ≤ ǫADMM. By comparing with the
optimality conditions of (50)-(51) with those of (48), such a stopping criterion ensures
that the obtained (βj , zj , uj) is an approximate primal-dual solution pair of (48).
36
