ABSTRACT. The affine synthesis operator Sc = P j>0
P
k∈Z d c j,k ψ j,k is shown to map the mixed-norm sequence space
Here ψ j,k (x) = | det aj| 1/p ψ(ajx − k), and the dilation matrices aj expand, for example aj = 2 j I. Affine synthesis further maps a discrete mixed Hardy space
Therefore the H 1 -norm of a function is equivalent to the infimum of the norms of the sequences representing the function in the affine system:
where z = {z } is a discrete Riesz kernel sequence.
Introduction
The affine synthesis operator c = {c j,k } → j>0 k∈Z d c j,k ψ j,k = Sc arises naturally in applied harmonic analysis, when discretizing convolutions. Here
rescales the synthesizer ψ to scale a −1 j and translates it to location a −1 j bk. We will show that the synthesis operator S maps surjectively onto L p and the Hardy space H 1 = {f ∈ L 1 : f * (x/|x| d+1 ) ∈ L 1 }. Indeed, Theorems 1 and 3 explain how to affinely synthesize every function in L p and H 1 . Our synthesizer ψ is rather general, except that its integral must be nonvanishing, and so we conclude that the ability to decompose arbitrary functions into linear combinations of the translates and dilates ψ j,k does not require any special properties of ψ. (The efficiency of decomposition does depend on special properties, as is clear from Strang-Fix theory [41] and its L 2 -refinements due to de Boor, DeVore and Ron [5, 6] .) Further, our proofs reveal how such decompositions can be achieved explicitly by scale-averaged approximation.
Surjectivity of affine synthesis onto L p was proved earlier with non-constructive (duality) methods by Terekhin [43, 44] . Surjectivity onto H 1 seems not to have been addressed previously.
Before studying the range of synthesis, though, we must ask: what is the domain? For synthesis into L p , the domain is the mixed-norm space of coefficient sequences that are p with respect to the translation index k and are 1 with respect to summation over the dilation scales j. In other words, S : 1 ( p ) → L p .
For synthesizing into H 1 , the correct domain is less easily guessed. The synthesizer ψ does not belong to H 1 , because ψ has nonzero integral. Hence to ensure the linear combination Sc belongs to H 1 we must impose some kind of cancelation properties on the coefficient sequence c. These requirements suggest synthesis could be defined on a discrete analogue h 1 of the Hardy space. The core task of the paper, then, is to prove boundedness of S : 1 (h 1 ) → H 1 , and to prove the affine analysis operator maps in the reverse direction, from H 1 into h 1 . (Sections 4 and 6 give precise statements and proofs.) Armed with these tools, we can then show how to synthesize all H 1 functions in terms just of the data provided by affine analysis.
Surjectivity of synthesis leads immediately to the coefficient norm equivalence
in Corollary 4. Clearly the coefficient sequence c and its norm encode all the H 1 information in the function f .
Other recent affine system work. Surjectivity and coefficient norm results for L p with 0 < p < 1 have been developed by the second author [35] , showing S : p ( p ) → L p is surjective. The affine-atomic structure of Hardy space has been elaborated by Abu-Shammala, Shiu and Torchinsky [1, 2] , using synthesizers that belong (unlike here) to H 1 .
Spanning results using only discrete translations, and no dilations, have been discovered in recent years by Atzmon, Bruna, Olevskiȋ and Ulanovskii [4, 9, 10, 37] . Their synthesizers must satisfy rather special conditions.
Overview of the paper. Surjectivity of affine synthesis onto the Hardy space is a qualitatively new result. Surjectivity onto L p has been proved before, but even here our constructive approach is new: it builds on our recent explicit method of "scale-averaged approximation".
The paper is structured as follows. Section 2 establishes notation and definitions. Sections 3 and 4 present our synthesis results on Lebesgue and Hardy spaces, and the proofs are in Sections 5 and 6.
Related literature on affine systems is described in Section 7: the phi-transforms of Frazier and Jawerth, the orthonormal wavelet theory, the Gausslet and quarkonial theory of Triebel, and some p-frame work of Aldroubi, Sun and Tang.
Section 8 treats open problems when ψ has zero integral, especially the Mexican hat spanning problem for L p and its counterpart for the Hardy space.
The appendices examine the discrete Hardy space in more detail, and make connections to Gröchenig's theory of Banach frames.
Definitions and notation
1. The dimension d ∈ N is fixed throughout the paper, as is the exponent p. 2. The dilation matrices a j are invertible d × d real matrices that are expanding:
(Here · denotes the norm of a matrix as an operator from the column vector space R d to itself.) For example, one could take a j = 2 j I.
3. The translation matrix b is an invertible d × d real matrix, for example the identity matrix.
4. We use doubly-indexed sequences c = {c j,k } j>0,k∈Z d of complex numbers, normed by
which has L p -norm ψ j,k p = ψ p . 6. The affine synthesis operator is
(Our work will make clear the sense in which the sums over j and k converge.) Occasionally we will synthesize at a fixed scale j by writing
The periodization of a function f (with respect to the lattice bZ d ) is
8. Write T = [0, 1) d for the unit cube in R d , and T 0 = (−1/2, 1/2) d for the centered open unit cube. We regard elements of T as column vectors and of T 0 as row vectors, as the context will always make clear. 4 
L p results
We show the affine synthesis operator is surjective onto L p , when 1 ≤ p < ∞. 
Theorem 1 (Synthesis onto
Here and throughout the paper, q denotes the conjugate exponent of p, that is,
Section 5.4 has the proof of Theorem 1, which proceeds by explicit construction. Terekhin [43, Theorem 2] , [44] , proved the theorem nonconstructively, by duality methods based on his proof of the analysis result in Corollary 8 below.
Regarding the hypotheses of the theorem, note the integral of ψ is indeed well defined, because the periodization of |ψ| is assumed to be locally in L p , and hence is locally integrable, so that ψ is globally integrable. The hypothesis P |ψ| ∈ L p loc is rather weak, and is easily verified in many cases. For example when p = 1 it holds for all ψ ∈ L 1 . For p > 1 it holds when ψ ∈ L p has compact support or when ψ has a bounded, radially decreasing L 1 -majorant, or when ψ equals a sum of such functions. On the other hand, P |ψ| ∈ L p loc can hold even when ψ does not decay at infinity. See [11, §3.1] for all these observations. Remember in the theorem that the synthesis operator depends implicitly on the value of p, through the renormalization factor | det a j | 1/p in the definition of ψ j,k .
The motivation for our work, and the work of Terekhin, was the construction by Filippov and Oswald of "representation systems" [23, Theorems 1 and 3], [24] , by which every f ∈ L p can be written as a convergent series Sc = f . This result looks like surjectivity, but the drawback is that their result yields no control over the size of coefficients in the sequence c, and thus it is unclear what the domain of S really is. Further, Filippov and Oswald worked only with isotropic dilation matrices.
Other motivations include the density results coming from Strang-Fix theory, discussed in [11, §3] (although Theorem 1 holds whether or not ψ satisfies the Strang-Fix conditions).
Remark on non-injectivity. The synthesis operator is surjective, but is certainly not injective. For example, we could discard the dilation a 1 (in other words, discard all terms with j = 1 in the sum defining Sc) and still show S maps onto L p , by applying Theorem 1 with the remaining dilations a 2 , a 3 , a 4 , . . ..
Equivalence of the L p and 1 ( p ) norms follows immediately from Theorem 1:
or more explicitly,
For p = 1, the corollary was proved by Bruna [10, Theorem 4] . His duality methods apply without needing our assumption that the translations be restricted to a lattice. Note when p = 1 that the periodization condition P |ψ| ∈ L p loc is superfluous, holding automatically for all ψ ∈ L 1 .
The inequalities in Corollary 2 hold with equality if in addition ψ is nonnegative and either p = 1 or else 1 < p < ∞ and P ψ ≡ 1. This constant periodization condition P ψ ≡ 1 says that the collection {| det b|ψ( 
Hardy space results
Our Hardy space results assume the dilation matrices are isotropic and expanding. To be precise, we assume in this section that a j = α j I for some "dilation" sequence α = {α j } j>0 of nonzero real numbers with |α j | → ∞ as j → ∞.
We will remind readers of the basic properties of the Hardy space H 1 , and then construct a discrete Hardy space on which the synthesis operator can act. Then we will state our synthesis result.
Hardy space H 1 . Define the Fourier transform with 2π in the exponent:
for the (vector-valued) Riesz kernel, so that the Riesz transform of f ∈ L 1 is
Then Rf is finite a.e., and is a measurable
Recall the Hardy space is
where 
The Riesz transform commutes with dilations and translations, meaning: R(f (αx− x 0 )) = sign(α)(Rf )(αx − x 0 ) when α ∈ R \ {0}, x 0 ∈ R d . Dilation invariance fails when α is an arbitrary matrix, which explains why we restrict to isotropic dilations in this section.
All these facts about Riesz transforms and H 1 can be found in [39, 40] .
Discrete Hardy space h 1 . Take a smooth, compactly supported cut-off function ν supported in the centered unit cube T 0 , with ν ≡ 1 near the origin. Then define a "discrete Riesz kernel" sequence z = {z k } k∈Z d ∈ 2 by specifying its Fourier series:
where ξk denotes the dot product (recall ξ is a row and k is a column vector) and where for later convenience we use −ξ rather than +ξ in the exponent of the Fourier series. The sequence z is vector-valued (since z k ∈ C d ), and belongs to 2 because (−iξb −1 /|ξb −1 |)ν(ξ) is bounded and hence belongs to L 2 (T 0 ). Thus the series for the periodic function ζ converges unconditionally in L 2 (T 0 ). When b = I, observe from (2) that ζ is simply a cut-off version of the Fourier transform of the Riesz kernel.
Naturally s * z ∈ 2 whenever s ∈ 1 . We define a "discrete Hardy space" by requiring that s * z belong to the smaller space 1 :
with a norm
that makes h 1 a Banach space. Appendix B investigates some properties of h 1 , including its independence from the cut-off function ν, and its relation to the atomic sequence space H 1 (Z d ) studied by several authors. The appendix also points out that sequences in h 1 have vanishing mean:
The mixed-norm Banach space we will need is
where the convolution is taken with respect to the k-index and the norm is
Surjectivity of the synthesis operator. Now we state our main result: surjectivity of synthesis from 1 (h 1 ) to H 1 . Notice
in this section, because implicitly p = 1 in what follows.
Then S :
bounded, open and surjective. Indeed if f ∈ H 1 and ε > 0 then a sequence c ∈ 1 (h 1 ) exists with Sc = f and
See Section 6.4 for the proof. The constant C could be evaluated if desired. Assumption (3) holds, for example, if ψ ∈ L r for some r > 1 and ψ has compact support, or if ψ is a Schwartz function (see [12, §3.3 
]).
The theorem generates a norm for H 1 in terms of coefficients in affine expansions:
The norm equivalence in the corollary is reminiscent of the atomic and molecular decompositions of the Hardy space H 1 (cf. [1, 15, 40] ). One difference is that our "atoms" ψ j,k display affine structure, being generated from a single function ψ by affine transformations. More significantly, the ψ j,k do not belong to H 1 . Thus the synthesized function Sc belongs to H 1 due to properties of the coefficients c j,k (which belong to 1 (h 1 )) rather than to properties of the ψ j,k ; the opposite holds in the usual atomic decomposition.
L p proofs
The section is organized as follows. First we show boundedness of the affine synthesis operator, and then of the analysis operator. Together these operators yield "scale-averaged approximation", which enables us to prove surjectivity of affine synthesis.
Synthesis
We prove boundedness of the synthesis operator when the periodization of the synthesizer belongs locally to L p . Such boundedness was observed already by Jia and Micchelli [33, Theorem 2.1], building on earlier boundedness results as far back as [31, 41] . We give a proof in order to keep the paper self-contained. 
The periodization hypothesis on ψ can be weakened when p = 2 to P (| ψ| 2 ) ∈ L ∞ , for that is exactly the condition for the integer translates of ψ to form a Bessel sequence, that is, to satisfy an upper frame bound [14, Theorem 7.2.3] .
Proof of Proposition 5. First assume
We will synthesize at a fixed scale j > 0, by taking s ∈ p and defining
Then Proposition 5 follows easily, by summing over the dilation scales.
We have
by Hölder's inequality on the sum. Integrating with respect to x yields that
by changing x → x + bk and then periodizing the integral. We conclude that the sum over k in (4) converges pointwise absolutely a.e. to an L p function, and that
It remains to prove the proposition when p = ∞. So assume p = ∞ and ψ ∈ L ∞ with P |ψ| ∈ L ∞ loc . Then P |ψ| is bounded, since it is locally bounded and
for almost every x, from which the proposition follows.
Is 1 ( p ) the correct domain for synthesis?
We have proved S is bounded from 1 ( p ) into L p . Could S be bounded on an even larger domain? The natural candidate would be r ( p ) with r ≥ 1, p ≥ p, but we will show by example that S need not be bounded on this domain unless r = 1 and p = p.
Work in one dimension with b = 1 and dyadic dilations a j = 2 j , and choose ψ to be supported in the unit interval [0, 1). Then for any sequence s ∈ p we have
Further, if t = {t j } j>0 is any nonnegative sequence in r then the sequence
belongs to r ( p ), and if ψ = 1 [0,1) is the indicator function of the unit interval then Sc = t 1 1 [0,1) . Thus for Sc to belong to L p it is necessary that t ∈ 1 .
Hence r = 1, as claimed. Therefore we cannot expect to enlarge the domain 1 ( p ), in general, when
There exists a loophole relevant to wavelets, though, because if the synthesizer integrates to zero, R ψ dx = 0, then the ψ j,k might possess some cancelation between different dilation j-scales that invalidates our "t" example above and allows us to take r > 1. For example, if p = 2 and ψ is a wavelet (meaning the functions ψ j,k are orthonormal and complete in L 2 ) then S is not only bounded but is an isometry from 2 (Z × Z) to L 2 . Thus the natural domain in the wavelet case has r = 2. Recall integrable wavelets satisfy R ψ dx = 0 by [32, p. 348] .
Continuing in the special case p = 2, the ψ j,k form a frame (which is more general than an orthonormal basis) if and only if the synthesis operator is bounded and surjective from 2 (Z × Z) to L 2 . This fact is a special case of Christensen's Hilbert space result [14, Theorem 5.5.1]. Thus the natural domain for frame synthesis has r = 2. This observation agrees with the preceding paragraph, because integrable frame generators are known to have integral R ψ dx = 0.
Analysis
Recall we always assume p and q are Hölder conjugate exponents:
Given a function φ ∈ L q , called the analyzer, we define
Note this rescaling φ j,k of the analyzer preserves the L q norm, whereas the earlier rescaling ψ j,k of the synthesizer preserves the L p norm. The proof of Theorem 1 will rely on boundedness of the analysis operator at scale j, defined by
That is, T j maps a function f to its sequence of sampled φ-averages at scale j. The full analysis operator simply combines these sequences as
The proposition is known from Aldroubi, Sun and Tang [3, formula (2.2)]. The proof below is adapted from [11, p. 537] (with the normalizations changed to be consistent with this paper).
The hypothesis that |φ| have bounded periodization means φ is bounded and its integer translates "do not overlap too often". Boundedness of the analysis operator can also be proved when φ ∈ L q has compact support [43, Proposition 1] .
by Hölder's inequality on the inner product. Hence
When p = ∞, the proof is straightforward.
Weakening the hypotheses. When p = 2, boundedness of analysis is known whenever P (| φ| 2 ) ∈ L ∞ , since this condition guarantees the translates of φ form a Bessel sequence, or satisfy an upper frame bound [14, Theorem 7.2.3].
The following approximation result will be used in proving Theorem 1 (surjectivity of the synthesis operator). The result is interesting in its own right too, due to its explicit nature: we simply analyze with φ, then synthesize with ψ, and then average over all dilation scales to recover f .
Say that the dilations expand exponentially if
for some 0 < δ < 1. In one dimension, this means |a j | is a lacunary sequence.
Theorem 7 ([11, Theorem 1 and Lemma 2])
.
The scale averaged approximation in part (b) can be written in full as
Aside. Part (a) of the theorem has a long history, summarized in [11, §3]. j+r ≤ 1/2 provided we choose r sufficiently large. By iterating this argument we arrive at a subsequence of dilations that expands exponentially (with δ = 1/2). It is enough to use only this subsequence of dilations, when proving openness and surjectivity of the synthesis operator.
Consider f ∈ L p and J ∈ N, and define a sequence c J = {c J;j,k } j>0,k∈Z d by 
Weakening the hypotheses? When p = 2, the weaker hypothesis P (| ψ| 2 ) ∈ L ∞ implies boundedness of synthesis, as we remarked after Proposition 5. We suspect this condition also implies surjectivity of synthesis from 1 ( 2 ) onto L 2 , provided | ψ| is continuous near the origin and ψ(0) = 1. These hypotheses certainly guarantee that the ψ j,k span L 2 , by a result of Daubechies [17, Proposition 5.3.2] , and hence S has dense range. One would like to improve the conclusion to full range. The analysis operator also yields a coefficient norm; this next result is due to Terekhin [43, Corollary 1], [44] , who used Riemann-Lebesgue type methods. We do not need the result elsewhere in the paper.
The corollary says the analysis operator is linear, bounded and injective from L p onto its range in the mixed norm sequence space ∞ ( p ). To explain the appearance of ∞ ( p ) in the corollary, note the analysis and synthesis operators are adjoints, with T φ : L p → ∞ ( p ) being the adjoint of S φ : 1 ( q ) → L q , at least when 1 We will prove this L 2 surjective synthesis result in a forthcoming paper with N. Kaiblinger.
1 < p ≤ ∞. Thus the injectivity of analysis in Corollary 8 is equivalent to the surjectivity of synthesis in Theorem 1. We prove the corollary anyway, for the sake of concreteness and to handle p = 1.
Proof of Corollary 8. By boundedness of the analysis operator in Proposition 6,
To prove the other direction of the norm equivalence, choose a function ψ that satisfies the hypotheses of Theorem 7(a) with γ = 1. Then by that theorem,
Therefore it follows from Proposition 5 (bounded synthesis) that
which proves the corollary.
Hardy space proofs
We will show boundedness of the synthesis operator, and then of the analysis operator. Then we prove "scale-averaged approximation", which leads to surjectivity of affine synthesis. The key is to show that the Riesz transform "almost commutes" with analysis and synthesis, meaning it commutes provided the analyzers and synthesizers are suitably convolved on one side of the identities.
Throughout this section we assume the dilations are isotropic and expanding, so that a j = α j I for some nonzero real numbers α j with |α j | → ∞ as j → ∞.
Synthesis
First we show boundedness of synthesis.
Proposition 9 (Synthesis into H 1 ). Assume ψ ∈ L 1 and
Then S : 1 (h 1 ) → H 1 is linear and bounded. More precisely, if c ∈ 1 (h 1 ) then the series Sc = j>0 k∈Z d c j,k ψ j,k converges in H 1 in the sense that the sum over k converges absolutely in L 1 to a function belonging to H 1 and the sum over j converges absolutely in
and furthermore
The proof is developed below. To understand why we so carefully describe the convergence of Sc in H 1 , in (8), just recall that ψ j,k / ∈ H 1 when R d ψ dx = 0. Many functions ψ satisfy the finite supremum assumption in (7), for example if ψ ∈ L p for some p > 1 and ψ has compact support, or if ψ is a Schwartz function; see [12, §3.3-3.4] . Incidentally, the supremum in (7) can equivalently be taken over any other ball of y-values, by [12, Lemma 6] .
Proposition 9 was proved for synthesizers ψ ∈ L 2 having compact support by S. Boza and M. J. Carro in [7, Proposition 3.11] , [8, Theorem 3.1]. Their methods are very different from ours, involving a maximal characterization of H p (Z d ), 0 < p ≤ 1. Proposition 9 was also proved earlier in one dimension for synthesizers ψ ∈ L 1 (R) having compact support and locally integrable Hilbert transform Rψ ∈ L 1 loc (R), by Q. Sun [42, Theorem 13] . Note that Sun's assumptions on ψ imply the condition (7). Interestingly, Sun proved a converse for compactly supported ψ, saying that bounded synthesis implies Rψ must be locally integrable.
We begin the proof of the proposition by showing that the Riesz transform "almost" commutes with affine synthesis. This fact will be the key step in proving boundedness of the synthesis operator.
Lemma 10 (Riesz transforms commute with synthesis). Suppose ψ ∈ L 1 . Take ν to be the smooth, compactly supported cut-off function used to define z in formula (2) . Let µ be the Schwartz function with µ(ξ) = ν(ξb), and let λ be a Schwartz function with λ supported in T 0 b −1 and with λ(0) = 1.
We can rephrase the lemma (after rescaling x → α j x and using the dilation invariance of the Riesz transform) as saying
where on the lefthand side R denotes the continuous Riesz transform (convolution with the Riesz kernel Z) and on the righthand side R denotes the discrete Riesz transform (convolution with the discrete Riesz kernel z). Thus we see Lemma 10 is a discrete analogue of the formula R(ψ * f ) = ψ * (Rf ), once we remember that affine synthesis is a discrete analogue of convolution with a synthesizer.
Proof of Lemma 10. Define f
. This sum converges absolutely in L 1 , because
Our task is to show f ∈ H 1 , with its Riesz transform being as stated in the lemma.
Consider the periodic functions
which are well defined since s ∈ 1 and z ∈ 2 . We have
by definition of the Riesz kernel sequence z in (2), using here that λ(ξ) = 0 when ξb / ∈ T 0 .
, by computing Fourier coefficients of the two sides in L 2 (T 0 ) and using z ∈ 2 , s ∈ 1 , z * s ∈ 2 . Therefore (9) says
where we note that z * s ∈ 1 by the hypothesis s ∈ h 1 . Thus
Proof of Proposition 9. . Fix j > 0 and take s ∈ h 1 . Define
We will show that f ∈ H 1 with f H 1 ≤ C s h 1 , where C = C(ψ, b) is independent of j. Then Proposition 9 follows by summing over j.
It is enough to show that the function
and so f H 1 = g H 1 (using here that the dilation is isotropic). Obviously g 1 ≤ s 1 ψ 1 , and so our task is to show Rg 1 ≤ C s h 1 .
To understand Rg, take ν, µ and λ as in Lemma 10, and decompose g = g 1 + g 2 where
Lemma 10 implies
(Thus we see Lemma 10 is used to push the Riesz transform onto the coefficient sequence s, which belongs to h 1 , rather than onto the synthesizer ψ * λ * µ, which does not belong to H 1 .) The sum defining g 2 converges absolutely in H 1 , because s ∈ h 1 ⊂ 1 by assumption and ψ − ψ * λ * µ ∈ H 1 by Lemma 11 below (which is where we use the hypothesis (7)). Hence
These bounds prove Proposition 9.
We must still prove Lemma 11, needed to treat g 2 in the "smoothing" step of the proof above. We use the translation operator τ y ψ = ψ(· − y).
Lemma 11.
Suppose ψ ∈ L 1 and R(ψ − τ y ψ) 1 ≤ C < ∞ for all |y| ≤ 1, and λ ∈ L 1 with |y|λ(y) ∈ L 1 and R d λ(y) dy = 1. Then
The assumption that R(ψ − τ y ψ) 1 ≤ C for |y| ≤ 1 is a restatement of hypothesis (7).
Proof of Lemma 11. The first step is to show the Hardy norm of a difference grows at most linearly with the difference step, that is
For this, let m be the integer satisfying |y| < m ≤ |y| + 1. After writing y as a sum of m vectors each having norm less than 1, we can prove (10) with Cm on the righthand side by telescoping the differences and using the triangle inequality, noting the Riesz transform is translation invariant. Now observe the function
belongs to H 1 and has Riesz transform
by [12, Lemma 10] . That is, one can take the Riesz transform through the integral. Thus
by (10), as desired.
Incidentally, we do not know whether h 1 is the "natural" domain for the synthesis operator in Proposition 9. Can one prove it is natural, in the sense that
For the proof of Theorem 3 we want boundedness of the analysis operator T j from H 1 to h 1 , which we state in Proposition 13 below. 
where on the lefthand side R denotes the discrete Riesz transform (convolution with the discrete Riesz kernel z) and on the righthand side R denotes the continuous Riesz transform (convolution with the Riesz kernel Z).
Recall α j denotes the isotropic dilation factor in a j = α j I.
Proof of Lemma 12.
Observe φ j,k (x) = φ(a j x − bk) in what follows, because we implicitly assume p = 1, q = ∞, wherever we deal with the Hardy space. The k-th term of the sequence RT j f is
by Plancherel and the compact support of φ. Substituting in the definition of ζ from (2) and then using the definition of µ j , we find
by Plancherel, and this is the k-th term of sign(α j )T j R(µ j * f ), as desired.
Proposition 13 (Analysis into h 1 ). Take φ and ν as in Lemma 12. Then for each j,
by Proposition 6 with p = 1, while
by combining Lemma 12 and Proposition 6. Add these two estimates and observe
Aside. Our compact support assumption on the Fourier transform of the analyzer φ, in Lemma 12 and Proposition 13, seems rather strong. Perhaps it can be weakened. But notice it ensures that φ( b −1 ) = 0 for all row vectors ∈ Z d \ {0}, which implies P φ ≡ const. This constant periodization condition is necessary, as follows. If T j maps H 1 into h 1 , then for all f ∈ H 1 we have
by the zero-mean property of T j f ∈ h 1 (see Appendix B). Taking f ∈ H 1 to approach a difference of delta functions implies P φ is constant.
6.3. Scale-averaged approximation in H 1 .
In this section we prove scale-averaged convergence in H 1 , which we need for the proof of Theorem 3.
which is hypothesis (3) . Assume φ is a Schwartz function with φ supported in
The theorem was proved in our earlier paper [12, Theorem 1] for analyzers φ with compact support and P φ ≡ const., by comparing S j T j f with an approximate identity formula. The new proof below is more conceptually satisfying, as it is based on "almost commuting" the Riesz transform through the analysis and synthesis operators.
Proof of Theorem 14. Convergence in L 1 , for parts (a) and (b), follows immediately from our L p result Theorem 7, with p = 1.
To prove convergence in H 1 , we want to show
To begin, suppose µ(ξ) = ν(ξb) and λ are as in Lemma 10, and decompose
where we write S j,ψ and so on to emphasize the synthesizer being used, in each part of the formula. We have
We estimate C j by
by Propositions 5 and 6 → 0 as j → ∞,
is an approximation to the identity (recalling a j = α j I with |α j | → ∞).
, and implies in part (b) that j=1 into two pieces, where α j > 0 and α j < 0 respectively). In part (a) of the theorem we deduce that RA j → 0, by using (14) and Theorem 7(a), and the following observation. If P ψ = 1 a.e., then by computing the Fourier coefficients of P ψ we find ψ( b −1 ) = 0 for all ∈ Z d \ {0}, and thus
Of course (15) holds for = 0 too, as observed in the preceding paragraph. Hence P R(ψ − ψ * λ * µ) = 0 a.e., by computing the Fourier coefficients of this periodic function. The proof is finished.
Proof of Theorem 3 -synthesis onto H 1 .
Synthesis is linear and bounded by Proposition 9, where we note that the hypothesis (7) of that proposition is guaranteed by assumption (3) (see the discussion in [12, §3.4 
]).
When proving surjectivity, we can assume the dilations expand exponentially, like we did in the proof of Theorem 1.
Analysis norm for H 1 .
The analysis operator also provides a coefficient norm for H 1 , though we will not need this result anywhere else in the paper:
Corollary 15 (Analysis norm for H 1 ). Take an analyzer φ ∈ L 1 with R d φ dx = 1, and suppose φ is a Schwartz function with φ supported in
The corollary says the analysis operator T is linear, bounded and injective from H 1 onto its range in ∞ (h 1 ).
Proof of Corollary 15. Take ν as in the definition of h 1 in Section 4. Then by boundedness of the analysis operator in Proposition 13,
To prove the other direction of the equivalence, choose ψ to be a Schwartz function with P ψ ≡ 1. Then S j T j f → f in H 1 as j → ∞ by Theorem 14(a), noting that hypothesis (11) is known to hold for the Schwartz function ψ (see [12, §3.3] ). Therefore it follows from Proposition 9 (bounded synthesis) that
where C is independent of f .
Related literature
The decomposition or representation of function spaces by means of an affine system generated by a single function (or collection of functions) is a well-established technique in harmonic analysis. Important examples include orthonormal wavelet expansions, and the phi-transforms of Frazier and Jawerth (developed further with Weiss, Gilbert et al.) .
Phi transform theory applies to Triebel-Lizorkin spaces, and in particular to H 1 and L p for 1 < p < ∞. Some highlights are:
(i) [Surjective Synthesis] The Triebel-Lizorkin norm of an element f is equivalent to the infimum (over all representations f = Sc) of the sequence space norm of c. This sequence space norm involves an integration with respect to the continuous variable on R d . Note the synthesizing ψ must satisfy some moment conditions (in particular R d ψ dx = 0), and all scales j ∈ Z must be used in synthesis.
(ii) [Injective Analysis] For a suitable analyzing function φ (or collection of functions), the Triebel-Lizorkin norm of f is equivalent to the sequence space norm of T f = { f, φ j,k }, and f is represented by f = j,k S j T j f , again using all scales j ∈ Z.
See [13, 25, 26, 27] for a complete account of phi-transform theory. For analogous results in wavelet theory, see [14, 17, 32, 36] and the references therein.
This paper provides norm-equivalence and representation results of a similar flavor, when both the analyzer φ and the synthesizer ψ have non-zero integral (that is, no vanishing moments). The sequence space norm here is simpler, for it does not involve integration with respect to a continuous variable and it uses only the small scales j > 0. On the other hand, our affine systems possess no orthogonality between different dilation scales. (Such orthogonality is the defining feature of wavelets!) Thus the reconstruction procedure for finding a coefficient sequence c with Sc = f is more complicated here than in phi-transform and wavelet theory, where one just takes inner products with the analyzers.
Versions of such representation results have also been proved for affine systems generated by multi-parameter families of functions, for example, Triebel's "Gausslet" and "Quarkonial" analysis [45] .
We close the section with Aldroubi, Sun and Tang's work on p-frames [3] , which is close in subject matter to this paper but has little direct overlap. They study the shift invariant range space V j = S j ( p ) of the synthesis operator at a single scale j (whereas our results combine all scales j > 0). Roughly, they show that the reconstruction formula S j T j = identity on V j (which says functions in V j can be synthesized from their sampled average values at scale j) holds if and only if V j is closed in L p , if and only if T j is injective on V j when φ = ψ, if and only if ψ satisfies a certain "bracket product" condition. They observe that the range V j need not be closed, for example when ψ = 1 [0,1) − 1 [1, 2) .
Note. Topics we do not pursue in this paper include Gabor systems (modulations and translations) and wavepacket decompositions (modulations, translations and dilations). For some recent work in these areas one can consult [16, 21, 22, 30, 34] .
Open problems
The affine synthesizer has been assumed to have nonvanishing integral, throughout this paper. When it has vanishing integral, R d ψ dx = 0, much less is known about conditions under which one can synthesize surjectively onto L p or Hardy space. Substantial classes of synthesizers are known for which surjectivity holds, for example the class of orthonormal wavelets [17, 32, 36] (provided one includes large scales j ≤ 0 in the affine system), but we believe that some more general surjectivity criterion should hold when ψ has vanishing integral.
As an important example of what is not known, consider the "Mexican hat" ψ(x) = (1 − x 2 )e −x 2 /2 . This synthesizer equals the negative of the second derivative of the Gaussian, and so it integrates to zero. Y. Meyer [36, p. 137 ] has asked whether the full affine system {ψ(2 j x − k) : j, k ∈ Z} spans L p (R) for each 1 < p < ∞. In other words, does the synthesis operator have dense range?
When p = 2, the range equals all of L 2 because the Mexican hat system forms a frame. The spanning question remains open for all other p-values. It is apparently also open to determine whether the system spans H 1 (R). We ask: does the Mexican hat synthesis operator S : 1 ( 1 ) → H 1 (R) have dense range (when all scales j ∈ Z are used)? is it surjective? Surjectivity would imply an elegant atomic decomposition of H 1 (R) in terms of the Mexican hat affine system.
Two partial results in the literature deal with the Mexican hat problem. First, if the dilations and translations are sufficiently oversampled, then the Mexican hat system spans L p and H 1 , by Gilbert et al. [27] . Second, Bui and Paluszyński [13] showed by a different method that if just the translations are sufficiently oversampled, then the system spans L p and also H r for 1/2 < r ≤ 1. Recent L 2 work of Gilbert et al. [28, Theorem G] is another step in the right direction, for it assumes only that ψ(0) = 0 and ψ has some cancelation properties. Unfortunately the result suffers from oversampling of both dilations and translations.
In the negative direction, note the Haar system does not span Hardy space: its closed span in H 1 (R) is the proper subspace {f ∈ H 1 (R) : 
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APPENDIX A. The open mapping theorem
The open mapping theorem in the following form helps prove surjectivity of our synthesis operator. 
APPENDIX B. Discrete Hardy spaces
In this appendix we study properties of the discrete Hardy space h 1 , which was defined in Section 4. We will show h 1 is independent of the cut-off function used in its definition, and that it coincides (when b = I) with the discrete Hardy space H 1 (Z d ) studied by Q. Y. Sun [42] and C. Eoff [19] in dimension 1, and later by S. Boza and M. J. Carro [7, 8] in all dimensions.
We will need the following result on Riesz transforms of Schwartz functions. Recall Z(x) = C d x/|x| d+1 for x = 0, and Z(0) = 0. 
Lemma 17. If θ is a Schwartz function then
where K is the singular integral operator with kernel
Thus by definition of the sequence z in Section 4, we have z k = ζ(−k) = Kµ(k).
Next, observe that for each x ∈ R d , for all k = 0. Hence z − θ(0)z b ∈ 1 , so that z and z b define identical h 1 spaces with equivalent norms.
The proposition and its proof yield a large class of kernel sequences that generate h 1 , for they show that if µ is any Schwartz function with µ(0) = 0, then we can replace the sequence {z k } by {Kµ(k)} in the definition of h 1 . Now we can show independence of h 1 from the cut-off function.
Corollary 19.
The space h 1 does not depend on the cut-off function ν used to define it, and different cut-off functions produce equivalent norms.
Proof of Corollary 19. The corollary follows from Proposition 18, because z b does not depend on ν. Alternatively, consider two different cut-off functions ν 1 and ν 2 , giving rise to periodic functions ζ 1 and ζ 2 as in Section 4. Then ζ 1 − ζ 2 is smooth and compactly supported in T 0 and hence has Fourier coefficients in 1 . Therefore the kernel sequences associated with ν 1 and ν 2 differ by only an 1 sequence, and so they define the same h 1 space, with comparable h 1 norms. This corollary simply restates Proposition 18 with b = I, because the discrete Hardy space H 1 (Z d ) is defined (following [8] ) by the kernel sequence z I = {Z(k)}; in other words,
with a norm s H 1 (Z d ) = s 1 + z I * s 1 . Note that in dimension 1, the sequence z I = {1 {k =0} /πk} is called the Hilbert kernel sequence. Edwards and Gaudry [18] proved boundedness of s → z I * s on p (Z), for 1 < p < ∞. S. Boza and M. J. Carro [8] proved the space H 1 (Z d ) admits a characterization by maximal functions in the sense of Fefferman-Stein [20] , and an atomic decomposition in the sense of Coifman-Weiss [15] . The atomic decomposition in one dimension was also stated in [15] . It is an interesting problem to investigate these characterizations for our space h 1 when b is not the identity matrix.
Remark on vanishing means in h 1 . If s ∈ h 1 then k∈Z d s k = 0. Proof: Writing σ(ξ) = k∈Z d s k e −2πiξk we see that σ(ξ)ζ(ξ) = k∈Z d (s * z) k e −2πiξk in L 2 (T 0 ). This last series is continuous because s * z ∈ 1 , and σ(ξ) is continuous too. But ζ(ξ) is not continuous at the origin and so σ(0) must equal zero, as claimed.
Conversely if b = I and s ∈ 1 is finitely supported with k∈Z d s k = 0, then s ∈ h 1 ; see [8, Theorem 3.3] . In other words, atoms belong to H 1 (Z d ).
We end this appendix with a question: is h 1 independent of the choice of "translation" matrix b? We suspect not. Of course there is a trivial result: one can always replace b by a multiple of b without affecting the resulting space h 1 .
APPENDIX C. Banach frames
We will indicate how Banach frames arise from the analysis norms earlier in the paper.
Let Y be a Banach space, and let Z be a Banach space whose elements are complex sequences indexed by a countable set I. Let {g i } i∈I be a subset of Y * , the dual space of Y , and let S * : Z → Y be a bounded linear operator. We say that ({g i }, S * ) is a Banach frame for Y with respect to Z if the following three conditions are satisfied:
(i) { f, g i } ∈ Z, for all f ∈ Y , (ii) f Y ≈ { f, g i } Z , for all f ∈ Y , (iii) S * ({ f, g i }) = f for all f ∈ Y . In other words, "analyzing" with the {g i } maps Y to Z with comparable norms, and then "synthesizing" with S * recovers the identity map on Y . The above definition is due to K. Gröchenig [29] ; see the treatment in [14, §17.3] .
The next result reformulates our L p -analysis norm in Corollary 8 as a Banach frame result. We omit the proof. One can similarly reformulate the Hardy space result Corollary 15, for isotropic dilations a j = α j I.
