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Abstract
We prove sharp embeddings of Besov spaces B,bp,r (R) involving both the classical smoothness  and a slowly varying smooth-
ness b into Lorentz–Karamata spaces. Our methods are quite elementary, we use neither the interpolation theory nor the atomic
decomposition of spaces in question. We cover both sub-limiting and limiting cases and we determine growth envelopes of spaces
B
,b
p,r (R).
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1. Introduction
The aim of this paper is to present an elementary approach to sharp embeddings of Besov spaces B,bp,r (Rn) with
the classical smoothness  and a slowly varying smoothness b into Lorentz–Karamata spaces both in sub-limiting and
limiting cases. As consequences of our results, we establish growth envelopes of spaces B,bp,r (Rn). In this manner, we
answer in the afﬁrmative the question whether methods of the paper [14] can be used in a more general setting.
Our results extend those of [10,18,19] (where b ≡ 1) and [14] (where b(t) = (1 + | log t |), t ∈ (0,∞),  ∈ R). On
the other hand, growth envelopes of Besov spaces B,bp,r (Rn) with b being an admissible function (that is, b : (0,∞) →
(0,∞) is monotone on (0, 1) and satisﬁes b(x2) ≈ b(x) for all x ∈ (0, 1)) have been determined in [6,7]. First, note
that there are slowly varying functions b which violate the condition b(x2) ≈ b(x) for all x ∈ (0, 1). Second, note that
the authors of works [6,7] (as well as [10,18,19]) have used a quite different approach based on the interpolation theory
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and atomic decompositions of spaces in question. In contrast to these works, we make use of neither the interpolation
theory (to prove embeddings) nor atomic decompositions of spaces B,bp,r (Rn) (to prove the sharpness of embeddings).
Our paper is organized as follows. In Section 2 we give basic deﬁnitions and auxiliary assertions. Main results
are presented in Section 3. These are Theorems 3.1 and 3.3 (concerning the sub-limiting case), Theorems 3.5 and
3.7 (dealing with the limiting case when r > 1) and Theorems 3.9 and 3.11 (treating the limiting case when r = 1).
Section 3 is concluded with Theorems 3.13–3.15. These theorems (correspondingg to Theorems 3.1, 3.5 and 3.9) are
given without proofs and show that the monotonicity assumption on the auxiliary function  describing the sharpness
of embeddings can be removed from Theorems 3.1, 3.5 and 3.9. In subsequent sections (Sections 4–6) proofs of main
results are presented. Finally, in the Appendix we deliver proofs of assertions mentioned in remarks of Section 3.
2. Preliminaries
Given two (quasi-)Banach spaces X and Y, we write X ↪→ Y if X ⊂ Y and the natural embedding of X in Y is
continuous. By X = Y we mean that X ↪→ Y and Y ↪→ X.
We write AB (or AB) if AcB (or cAB) for some positive constant c independent of appropriate quantities
involved in the expressions A and B. For p ∈ [1,∞], the conjugate number p′ is deﬁned by 1/p + 1/p′ = 1 with the
convention that 1/∞ = 0. Moreover, throughout the paper we also adopt the convention a0 = 1 for a0.
Let  be a measurable subset of Rn (with respect to n-dimensional Lebesgue measure); by ||n we mean its n-
volume while  stands for the characteristic function of . The volume and the surface area of the unit ball Bn(0, 1)
in Rn is denoted by n and by sn, respectively. The symbol M() is used to denote the family of all scalar-valued
(real or complex) measurable functions on the set . By M+() we mean the subset of M() consisting of those
functions which are non-negative a.e. on . If  = (a, b) ⊆ R, we write simply M(a, b) and M+(a, b) instead of
M((a, b)) andM+((a, b)). Finally,M+(a, b; ↓) orM+(, ; ↑) stands for the collection of all f ∈M+(a, b) which
are non-increasing or non-decreasing on (a, b), respectively.
Let q ∈ (0,∞]. By the symbol ‖f ‖q;(a,b) we denote the Lq -(quasi-) norm of a measurable function f on the interval
(a, b) ⊆ R.
If I ⊆ R is an interval, the symbol AC(I) is used to denote the collection of all functions f on I which are absolutely
continuous on any compact sub-interval of I.
2.1. Slowly varying functions
Let (, ) be one of the intervals (0,∞), (0, 1) or (1,∞). A function b ∈ M+(, ), 0 /≡ b /≡ ∞, is said to
be slowly varying on (, ), notation b ∈ SV(, ), if, for each > 0, there are functions g ∈ M+(, ; ↑) and
g− ∈M+(, ; ↓) such that
tb(t) ≈ g(t) and t−b(t) ≈ g−(t) for all t ∈ (, ). (2.1)
Here we follow the deﬁnition of SV(0,∞) ≡ SV given in [13]; for other deﬁnitions see, for example, [3,8]. The
family SV includes not only powers of iterated logarithms and the broken logarithmic functions of [11], but also such
functions as t → exp(| log t |a), a ∈ (0, 1). (The last mentioned function has the interesting property that it tends to
inﬁnity more quickly than any positive power of the logarithmic function.)
We shall need some basic properties of slowly varying functions.
Lemma 2.1. Let b, b1, b2 ∈ SV(0,∞) ≡ SV.
(i) Then br ∈ SV for each r ∈ R; b1b2 ∈ SV; b(1/t) ∈ SV.
(ii) If 	 ∈M+(0,∞;↑) and t/	
 ∈M+(0,∞;↑) for some 
> 0, then b ◦ 	 ∈ SV.
(iii) If  and  are positive numbers, then there are positive constants c, C such that
c min{−, }b(t)b(t)C max{, −}b(t) for every t > 0.
(iv) If > 0 and q ∈ (0,∞], then, for all t > 0,
‖−1/qb()‖q;(0,t) ≈ tb(t) and ‖−−1/qb()‖q;(t,∞) ≈ t−b(t).
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(v) Let q ∈ (0,∞]. Then the functions
B0(t) := ‖−1/qb()‖q;(0,t), B∞(t) := ‖−1/qb()‖q;(t,∞), t ∈ (0,∞),
belong to SV.
(vi) Let q ∈ (0,∞]. Then the function
B(t) := ‖−1/qb()‖q;(t,2), t ∈ (0, 1),
belongs to SV(0, 1).
(vii) There exists a positive constant C such that b(t)C ∫ 2
t
−1 b() d for all t ∈ (0, 1).
(viii) Assertions (iii) and (ii) remain true on (0, 1) when b ∈ SV(0, 1).
Proof. For the proof of properties (i)–(iv) see [13, Proposition 2.2].
First, we prove (v) for B∞. Given > 0, there is a function g ∈ M+(0,∞;↑) such that the ﬁrst estimate in (2.1)
holds. We claim that
tB∞(t) ≈ t‖−1/q−g()‖q;(t,∞) =: G(t) ∈M+(0,∞;↑) (2.2)
and
t−B∞(t) ∈M+(0,∞;↓), (2.3)
which imply that B∞ ∈ SV. The property (2.3) and the ﬁrst equivalence in (2.2) are obvious. Thus, it remains to verify
that
G ∈M+(0,∞;↑). (2.4)
If 0< t1 < t2 <∞, then, using the change of variables = st1/t2 and the fact that g ∈M+(0,∞;↑), we obtain
G(t1) = t1‖−1/q−g()‖q;(t1,∞) = t1‖s−1/q(st1/t2)−g(st1/t2)‖q;(t2,∞)
= t2‖s−1/q−g(st1/t2)‖q;(t2,∞) t2‖s−1/q−g(s)‖q;(t2,∞) = G(t2)
and (2.4) follows.
To prove that B0 ∈ SV, we make use of the fact that B∞ ∈ SV. Given b ∈ SV, put b˜(t) := b(1/t), t > 0. Then,
after the change of variables = 1/s, we obtain
B0(t) = ‖−1/qb()‖q;(0,t) = ‖s−1/q b˜(s)‖q;(1/t,∞) =: B∞(1/t; b˜), t > 0. (2.5)
Since b˜ ∈ SV (cf. (i)), we have that B∞(t; b˜) ∈ SV, and so B∞(1/t; b˜) ∈ SV . The result then follows from (2.5).
To prove (vi), put
b1(t) := b(t)(0,1)(t) + [1,2](t) + (log t)−2/q(2,∞)(t), t > 0.
Then, for all t ∈ (0, 1),
B(t) ≈ ‖−1/qb1()‖q;(t,∞) =: B1(t).
Since b1 ∈ SV, B1 belongs to SV by (v), which immediately implies that B ∈ SV(0, 1).
To prove (vii), take =1 and ﬁnd a function g1 ∈M+(0,∞;↑) such that tb(t) ≈ g1(t) for all t ∈ (0,∞) (cf. (2.1)).
Then, for all t ∈ (0, 1),∫ 2
t
−1b() d=
∫ 2
t
−2b() d ≈
∫ 2
t
−2g1() dg1(t)
∫ 2
t
−2 dg1(t)/(2t) ≈ b(t)
and the result follows.
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A proof of (viii) can be done by extending the function b ∈ SV(0, 1) to a function from SV (cf. the proof of (vi))
and applying (iii) or (iv). Details are left to the reader. 
2.2. Lorentz–Karamata spaces
Let p, q ∈ (0,∞], b ∈ SV(0,∞) and let  be a measurable subset of Rn (with respect to n-dimensional Lebesgue
measure). The Lorentz–Karamata space Lp,q;b() consists of all measurable (real or complex) functions f on  such
that the quantity
‖f ‖p,q;b := ‖t1/p−1/qb(t)f ∗(t)‖q;(0,∞)
is ﬁnite. Here f ∗ denotes the non-increasing rearrangement of f given by
f ∗(t) = inf{> 0; |{x ∈ ; |f (x)|> }|n t}, t0.
Particular choices of b give well-known spaces. Obviously, when b is the function identically equal to 1, the corre-
sponding Lorentz–Karamata space coincides with the Lorentz space Lp,q . Moreover, if m ∈ N and
b(t) =
m∏
i=1

i
i (t) for t > 0, where 1, . . . , m ∈ R,
and, for t > 0,
1(t) = 1 + | log t |, i(t) = 1(i−1(t)) if i > 1,
then the Lorentz–Karamata space Lp,q,b is the generalized Lorentz–Zygmund space Lp,q,1,...,m of [9], which in turn
becomes the Lorentz–Zygmund space Lp,q(logL)1 of Bennett and Rudnick [1] when m = 1.
2.3. Differences
For each h ∈ Rn, the ﬁrst difference operator, h ≡ 1h, is deﬁned on functions f on Rn by
hf (x) = f (x + h) − f (x), x ∈ Rn,
and higher order differences of f are deﬁned inductively by
k+1h f (x) = h(khf ), k ∈ N.
2.4. Modulus of continuity
The k-th order modulus of continuity of a function f ∈ Lp(Rn), 1p<∞, or f ∈ L∞(Rn) ∩ C(Rn), is given by
k(f, t)p = sup|h| t ‖
k
hf ‖p for all t > 0.
Each modulus k(f, t)p, 1p∞, is a non-negative non-decreasing function of t > 0. Furthermore,
k(f, t)p2k‖f ‖p. (2.6)
2.5. Besov spaces
Let 1p, r∞, > 0 and b ∈ SV(0,∞). Let M be a positive integer such that M > . The Besov space B,bp,r (Rn)
(with the classical smoothness  and the slowly varying smoothness b) consists of those functions f ∈ Lp(Rn) (if
p<∞) or f ∈ L∞(Rn) ∩ C(Rn) (if p = ∞) for which the norm
‖f ‖
B
,b
p,r
= ‖f ‖p + ‖t−−1/rb(t)M(f, t)p‖r;(0,∞) (2.7)
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is ﬁnite. (Note that the classical Besov space Bp,r (Rn) is obtained on putting b ≡ 1.) It is easy to show that an
equivalent norm results on B,bp,r (Rn) if the range (0,∞) of t in (2.7) is replaced by (0, 1). Equivalent norms also result
from different choices of integers M > . This is a corollary of Marchaud’s inequality [2, Theorem 4.4, Chapter 5].
2.6. Averaging operator
In what follows we shall make use of the averaging operator A deﬁned onM+(0, 1) by
(Af )(t) = 1
t
∫ t
0
f () d, t ∈ (0, 1). (2.8)
3. Main results
Ourﬁrst results concern the sub-limiting situationwhen the classical smoothness satisﬁes the condition0< <n/p.
Theorem 3.1. Let  ∈M+(0, 1; ↓), 1rs∞, 1p<∞, 0< <n/p, 1/q =1/p−/n and let b ∈ SV(0,∞).
Then the following two statements are equivalent:
(i) There is a positive constant C such that
‖t1/q−1/sb(t1/n)(t)f ∗(t)‖s;(0,1)C‖f ‖B,bp,r (Rn) for all f ∈ B
,b
p,r (R
n). (3.1)
(ii) The function  is bounded on (0, 1).
Remarks 3.2. (i) Checking the proof of Theorem 3.1, one can see that in Theorem 3.1 the assumption  ∈M+(0, 1; ↓)
can be replaced with  ∈ SV(0, 1).
(ii) It follows from the proof of the implication (ii) ⇒ (i) in Theorem 3.1 that (3.1) holds if  ≡ 1 and the interval
(0, 1) is replaced by (0,∞). Thus Theorem 3.1 implies that
B,bp,r (R
n) ↪→ Lq,s,b(t1/n)(Rn) (3.2)
provided that 1rs∞, 1p<∞, 0< <n/p, 1/q=1/p−/n and b ∈ SV(0,∞). Moreover, by Theorem 3.1,
embedding (3.2) is sharp with respect to the third parameter of the target space in (3.2). (That is, given s ∈ [r,∞], the
slowly varying function b(t1/n) in (3.2) is optimal.) Note that this also implies that the ﬁrst parameter q of the target
space in (3.2) is optimal.
(iii) Let 0<q <∞, a ∈ SV(0,∞), 0<s0 <s1∞, 0< ∞ and let  ∈ M+(0, ; ↓). Then (cf. Lemma A.1 in
the Appendix)
‖t1/q−1/s1a(t)(t)f ∗(t)‖s1;(0,)‖t1/q−1/s0a(t)(t)f ∗(t)‖s0;(0,) for all f ∈M(Rn). (3.3)
This has some consequences: ﬁrst, this shows that among the target spaces Lq,s,b(t1/n)(Rn), s ∈ [r,∞], in (3.2) that
one with s = r is optimal (that is, the smallest one). Second, this also shows that to prove the implication (ii) ⇒ (i) in
Theorem 3.1, it is sufﬁcient to verify that (ii) implies (3.1) with s = r .
(iv) By Theorem 3.1, the inequality
‖t1/q−1/sb(t1/n)f ∗(t)‖s;(0,1)C‖f ‖B,bp,r (Rn) (3.4)
holds for all f ∈ B,bp,r (Rn) provided that sr . Thus, it is natural to ask what is the smallest s ∈ (0,∞] such that
inequality (3.4) is satisﬁed for all f ∈ B,bp,r (Rn). The answer is given in the following theorem which implies that
inequality (3.4) with s ∈ (0, r) does not hold.
Theorem 3.3. Let 1r∞, 1p<∞, 0< <n/p, 1/q = 1/p − /n and let b ∈ SV(0,∞). Let 0<s∞. Then
the inequality
‖t1/q−1/sb(t1/n)f ∗(t)‖s;(0,)‖f ‖B,bp,r (Rn)
holds for all f ∈ B,bp,r (Rn) if and only if sr .
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Remark 3.4. Following [15,19,6,7], one can introduce the following deﬁnition: Let 1p, r∞, > 0 and b ∈
SV(0,∞). Assume that B,bp,r (Rn) L∞(Rn). Then the growth envelope function EG|B,bp,r of the space B,bp,r (Rn) is
given by
EG|B,bp,r (t) := sup{f ∗(t); ‖f ‖B,bp,r 1}, t ∈ (0, ), (3.5)
where  is a ﬁxed number from the interval (0, 1].
Now, we can see from Theorem 3.1 that the function
t → t−1/qb(t1/n)−1, t ∈ (0, ), (3.6)
where  ∈ (0, 1] is a given number, dominates the growth envelope function EG|B,bp,r of the space B,bp,r (Rn) if
1r∞, 1p<∞, 0< <n/p, b ∈ SV(0,∞) and 1/q = 1/p − /n. (3.7)
Moreover, using the test function h := f/‖f ‖
B
,b
p,r (R
n)
with f from Lemma 4.7, one can prove the reverse estimate
(see Lemma A.7 in the Appendix). Consequently,
EG|B,bp,r (t) ≈ t−1/qb(t1/n)−1, t ∈ (0, ) (3.8)
provided that (3.7) is satisﬁed. Together with Theorem 3.3, this implies that the couple
(t−1/qb(t1/n)−1, r) (3.9)
is the growth envelope of the space B,bp,r (Rn) when (3.7) holds. (We refer to [15,19,6,7] for the deﬁnition of the growth
envelopes.)
In the case when b ∈ ADS, the fact that couple (3.9) is the growth envelope of the space B,bp,r (Rn) was proved by
Caetano and Moura in [6]. Here the symbol ADS stands for the set of all functions  : (0,∞) → (0,∞) which are
monotone on (0, 1) and satisfy
(x) ≈ (x2) for all x ∈ (0, 1). (3.10)
Note that (cf. [19, pp. 333–334])
 ∈ ADS ⇒ (x)−
(x)(x)
 for all x ∈ (0, 1),
where 
 ∈ (0,∞) is a convenient number. On the other hand, it is worth to mention that there are slowly varying
functions which do not satisfy (3.10). A typical example is the function b(t) := exp(| log t |), t ∈ (0, 1),  ∈ (0, 1).
Now, we turn our attention to the limiting situation when = n/p. First, we consider the case when r > 1.
Theorem 3.5. Let  ∈M+(0, 1; ↓), 1<rs∞, 1<p<∞ and let b ∈ SV(0,∞) be such that
‖t−1/r ′b(t)−1‖r ′;(0,1) = ∞. (3.11)
Put
bsr (t) := b(t1/n)−r ′/s
(∫ 2
t1/n
−1b()−r ′ d
)−1/r ′−1/s
, t ∈ (0, 1). (3.12)
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Then the following two statements are equivalent:
(i) There is a positive constant C such that
‖t−1/sbsr (t)(t)f ∗(t)‖s;(0,1)C‖f ‖Bn/p,bp,r (Rn) for all f ∈ B
n/p,b
p,r (R
n). (3.13)
(ii) The function  is bounded on (0, 1).
Remarks 3.6. (i) Note that condition (3.11) in Theorem 3.5 means that the space Bn/p,bp,r (Rn) is not continuously
embedded into L∞(Rn) (cf. Lemma A.5 in the Appendix).
(ii) When b ≡ 1 in Theorem 3.5, we obtain the result of Edmunds and Triebel [10].
(iii) If  ⊂ Rn, ||n = 1, and  ≡ 1, then Theorem 3.5 implies that
B
n/p,b
p,r (R
n) ↪→ L∞,s,bsr () (3.14)
provided that 1<rs∞, 1<p<∞ and b ∈ SV(0,∞) satisﬁes (3.11). Moreover, by Theorem 3.5, embedding
(3.14) is sharp with respect to the third parameter of the target space in (3.14).
For example, if
b(t) = 1(t)
+1/r ′ , t ∈ (0,∞), 
< 0, r > 1, (3.15)
then (3.14) with s = r yields that
B
n/p,b
p,r (R
n) ↪→ L∞,r,
−1/r1 (). (3.16)
In particular, if 
= −1/r ′, r > 1, then (3.16) gives the well-known result
B
n/p
p,r (R
n) ↪→ L∞,r,−11 () = L
∞,r (logL)−1(), (3.17)
cf. [19], which is an analogue of Brézis–Wainger embedding from [5]. Using (3.14) with s=∞ (and with b still deﬁned
by (3.15)), we arrive at
B
n/p,b
p,r (R
n) ↪→ L∞,∞,
1() = EXPL
−1/
() := L1(), (3.18)
where L1() is the Orlicz space whoseYoung function 1 is given by
1(t) = exp t−1/
 for large t
((3.18) is an analogue of Trudinger-type embedding). Note that (3.18) also follows from (3.16) since
L∞,r,
−1/r1
() ↪→ EXPL−1/
().
If
b(t) = 1(t)1/r ′2(t)
+1/r ′ , t ∈ (0,∞), 
< 0, r > 1 (3.19)
(compare with (3.15)), then (3.14) with s = r implies that
B
n/p,b
p,r (R
n) ↪→ L∞,r,−1/r1 
−1/r2 (). (3.20)
Using (3.14) with s = ∞, we arrive at
B
n/p,b
p,r (R
n) ↪→ L∞,∞,
2() = EXP2 L
−1/
() := L2(), (3.21)
where L2() stands for the Orlicz space whoseYoung function 2 satisﬁes
2(t) = exp(exp t−1/
) for large t .
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Note that (3.21) also follows from (3.20) since
L∞,r,−1/r1 
−1/r2
() ↪→ EXP2 L−1/
().
In particular, if 
= −1/r ′, r > 1, then b = 1/r ′1 and
B
n/p,b
p,r (R
n) ↪→ EXP2 L1/r ′()
(compare with (3.18)). (We refer to [17] for the equalities between spaces mentioned in (3.18) and (3.21).)
(iv) Deﬁne the function bsr ∈ SV(0, 1), s ∈ (0,∞] and r ∈ (1,∞], by (3.12). Assume that (3.11) holds. Let
0<s0 <s1∞, 0< 1 and let  ∈M+(0, ; ↓). Then (cf. Lemma A.2 in the Appendix)
‖t−1/s1bs1r (t)(t)f ∗(t)‖s1;(0,)‖t1/s0bs0r (t)(t)f ∗(t)‖s0;(0,) for all f ∈M(Rn). (3.22)
First, this shows that among the target spaces L∞,s,bsr (), s ∈ [r,∞], in (3.14) that one with s = r is optimal (that
is, the smallest one). Second, this also shows that to prove the implication (ii) ⇒ (i) in Theorem 3.5, it is sufﬁcient to
verify that (ii) implies (3.13) with s = r .
(v) By Theorem 3.5, the inequality
‖t−1/sbsr (t)f ∗(t)‖s;(0,1)C‖f ‖Bn/p,bp,r (Rn) (3.23)
holds for all f ∈ Bn/p,bp,r (Rn) provided that sr . Thus, when we assume that the functions bsr , s ∈ (0,∞] and
r ∈ (1,∞], are given by (3.12), it is natural to look for the smallest s ∈ (0,∞] such that inequality (3.23) is satisﬁed
for all f ∈ Bn/p,bp,r (Rn). The answer is given in the next assertion which implies that inequality (3.23) with s ∈ (0, r)
does not hold.
Theorem 3.7. Let 1<r∞, 1<p<∞ and let b ∈ SV(0, 1) satisfy (3.11). Deﬁne functions bsr , 0<s∞ and
1<r∞, by (3.12). If 0<s∞, then the inequality
‖t−1/sbsr (t)f ∗(t)‖s;(0,1)C‖f ‖Bn/p,bp,r (Rn)
holds for all f ∈ Bn/p,bp,r (Rn) if and only if sr .
Remark 3.8. We can see from Theorem 3.5 that the function
t → b∞r (t)−1, t ∈ (0, ), (3.24)
where  ∈ (0, 1] is a given number, dominates the growth envelope function EG|Bn/p,bp,r of the space Bn/p,bp,r (Rn) if
1<r∞, 1<p<∞ and b ∈ SV(0,∞) satisﬁes (3.11). (3.25)
Moreover, using the test function h := f/‖f ‖
B
n/p,b
p,r (R
n)
with f from Lemma 5.6, one can prove the reverse estimate
(cf. the proof of Lemma A.7 in the Appendix). Consequently,
EG|Bn/p,bp,r (t) ≈ b∞r (t)−1 = ‖−1/r ′b()−1‖r ′;(t1/n,2), t ∈ (0, ), (3.26)
provided that (3.25) holds. Together with Theorem 3.7, this implies that the couple
(b∞r (t)−1, r) = (‖−1/r ′b()−1‖r ′;(t1/n,2), r) (3.27)
is the growth envelope of the space Bn/p,bp,r (Rn) when (3.25) is satisﬁed. In the case that b ∈ ADS this was proved
by Caetano and Moura in [7].
Now, we treat the limiting case when =n/p provided that r =1. To this end, we make use of the averaging operator
A deﬁned by (2.8).
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Theorem 3.9. Let  ∈ M+(0, 1; ↓), 1s∞, 1<p<∞ and let b ∈ SV(0,∞) ∩M+(0, 1; ↑) satisfy b(0+) = 0.
Put
bs1(t) :=
{
b(t1/n) if s = ∞,
[b(t1/n) − (Ab)(t1/n)]1/sb(t1/n)1−1/s if 1s <∞, t ∈ (0, 1). (3.28)
(i) Then there is a positive constant C such that
‖t−1/sbs1(t)(t)f ∗(t)‖s;(0,1)C‖f ‖Bn/p,bp,1 (Rn) for all f ∈ B
n/p,b
p,1 (R
n) (3.29)
provided that  is bounded on (0, 1).
(ii) Moreover, if b − Ab ∈ SV(0, 1) and (3.29) holds, then  is bounded on (0, 1).
Remarks 3.10. (i) Note that the assumption b(0+) = 0 in Theorem 3.9 implies that Bn/p,bp,1 (Rn) L∞(Rn) (cf.
Lemma A.6 in the Appendix).
(ii) If the function b satisﬁes
b ∈ SV(0,∞) ∩M+(0, 1; ↑), b(0+) = 0 (3.30)
and
b ∈ AC((0, 1)), tb′(t) ∈ SV(0, 1), (3.31)
then, by integration by parts,
b(t) − (Ab)(t) = tb′(t) ∈ SV(0, 1). (3.32)
Thus, instead of the assumption b − Ab ∈ SV(0, 1) in Theorem 3.9(ii), one can assume (3.31). Note that slowly
varying functions that are powers of iterated logarithms satisfy (3.31). The same is true for the slowly varying function
t → exp(| log t |a), t ∈ (0, 1), a ∈ (0, 1). It is an open question whether our approach can be modiﬁed in such a way
that the assumption b −Ab ∈ SV(0, 1) (or some of its modiﬁcations) is superﬂuous (in the setting of (3.30)). We hope
to return to this problem in another paper.
(iii) If  ⊂ Rn, ||n = 1, and  ≡ 1, then Theorem 3.9 yields
B
n/p,b
p,1 (R
n) ↪→ L∞,s,bs1() (3.33)
provided that 1s∞, 1<p<∞ and b ∈ SV(0,∞) ∩M+(0, 1; ↑) satisﬁes b(0+) = 0. If, in addition b − Ab ∈
SV(0, 1), then, by Theorem 3.9(ii), embedding (3.33) is sharp with respect to the third parameter of the target space in
(3.33).
For example, if (cf. (3.15))
b(t) = 1(t)
, t ∈ (0,∞), 
< 0, (3.34)
then (3.33) with s = 1 yields that (3.16) with r = 1 holds since, by (3.28) and by (3.31), (3.32),
b11(t) = b(t1/n) − (Ab)(t1/n) = t1/nb′(t1/n) ≈ 1(t)
−1 for all t ∈ (0, 1).
Using (3.33) with s = ∞, we arrive at (3.18) since
b∞1 = b(t1/n) ≈ 1(t)
 for all t ∈ (0, 1).
If (cf. (3.19))
b(t) = 2(t)
, t ∈ (0,∞), 
< 0, (3.35)
then (3.33) with s = 1 implies that (3.20) with r = 1 holds since, by (3.28) and by (3.31), (3.32),
b11(t) = t1/nb′(t1/n) ≈ 1(t)−12(t)
−1 for all t ∈ (0, 1).
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Using (3.33) with s = ∞, we arrive at (3.21) since
b∞1(t) = b(t1/n) ≈ 2(t)
 for all t ∈ (0,∞).
Note also that all embeddings mentioned here are sharp since, by (3.31) and (3.32),
b(t) − (Ab)(t) = tb′(t) ∈ SV(0, 1)
when b is given by (3.34) or (3.35).
(iv) Deﬁne the functions bs1, s ∈ (0,∞] by (3.28). Let 0<s0 <s1∞, 0< ∞ and let  ∈ M+(0, ; ↓). Then
(cf. Lemma A.3 in the Appendix)
‖t−1/s1bs11(t)(t)f ∗(t)‖s1;(0,)‖t−1/s0bs01(t)(t)f ∗(t)‖s0;(0,) for all f ∈M(Rn). (3.36)
This shows that among the target spaces L∞,s,bs1(), s ∈ [1,∞], in (3.33) that one with s = 1 is optimal (that is, the
smallest one). Inequality (3.36) also shows that to prove Theorem 3.9(i), it is sufﬁcient to verify that (3.29) holds with
s = 1.
(v) By Theorem 3.9(i), the inequality
‖t−1/sbs1(t)f ∗(t)‖s;(0,1)‖f ‖Bn/p,bp,1 (Rn) (3.37)
holds for all f ∈ Bn/p,bp,1 (Rn) provided that s1. Assuming that the functions bs1, s ∈ (0,∞], are given by (3.28), we
can see from the next theorem that inequality (3.37) with s ∈ (0, 1) does not hold.
Theorem 3.11. Let 1<p<∞ and let b ∈ SV(0,∞) ∩M+(0, 1; ↓) be such that b(0+) = 0 and b − Ab ∈ SV(0, 1).
Assume that the functions bs1, 0<s∞, are given by (3.28). Then there is a positive constant C such that
‖t−1/sbs1(t)f ∗(t)‖s;(0,1)C‖f ‖Bn/p,bp,1 (Rn) (3.38)
holds for all f ∈ Bn/p,bp,1 (Rn) if and only if s1.
Remark 3.12. We conclude from Theorem 3.9(i) that the function
t → b∞1(t)−1, t ∈ (0, ), (3.39)
where  ∈ (0, 1] is a given number, dominates the growth envelope function EG|Bn/p,bp,1 of the space Bn/p,bp,1 (Rn) if
1<p<∞, b ∈ SV(0,∞) ∩M+(0, 1; ↑), b(0+) = 0. (3.40)
Moreover, assuming also that
b − Ab ∈ SV(0, 1) (3.41)
and using the test function h := f/‖f ‖
B
n/p,b
p,1 (R
n)
with f from Lemma 6.7, one can prove the reverse estimate (cf. the
proof of Lemma A.7 in the Appendix). Consequently,
EG|Bn/p,bp,1 (t) ≈ b∞1(t)−1 = b(t1/n)−1, t ∈ (0, ), (3.42)
provided that (3.40) and (3.41) hold. Together with Theorem 3.11, this implies that the couple
(b∞1(t)−1, 1) = (b(t1/n)−1, 1) (3.43)
is the growth envelope of the space Bn/p,bp,1 (R
n) when (3.40) and (3.41) are satisﬁed. In the case when
1<p<∞, b ∈ ADS ∩M+(0, 1; ↑), b(0+) = 0,
this was proved by Caetano and Moura in [7].
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Note also that Theorems 3.1, 3.5 and 3.9 are particular cases of more general theorems, where the monotonicity of
 is replaced with the assumption that  is bounded away from 0. We mention these assertions without proofs here
(proofs will be given elsewhere).
Theorem 3.13. Let  ∈ M+(0, 1) be bounded away from 0. Suppose that 1rs∞, 1p<∞, 0< <n/p,
1/q = 1/p − /n and b ∈ SV(0,∞). Then the following two statements are equivalent:
(i) There is a positive constant C such that
‖t1/q−1/sb(t1/n)(t)f ∗(t)‖s;(0,1)C‖f ‖B,bp,r (Rn) for all f ∈ B
,b
p,r (R
n).
(ii) The function  satisﬁes
lim sup
R→0+
‖t1/q−1/sb(t1/n)(t)‖s;(0,R)
R1/qb(R1/n)
<∞. (3.44)
In particular, if  ∈M+(0, 1; ↓) or  ∈ SV(0, 1), then (ii) is equivalent to:
(iii) The function  is bounded on (0, 1).
Theorem 3.14. Let  ∈ M+(0, 1) be bounded away from 0. Suppose that 1<rs∞, 1<p<∞ and let b ∈
SV(0,∞) satisfy (3.11). Deﬁne the functions bsr by (3.12). Then the following two statements are equivalent:
(i) There is a positive constant C such that
‖t−1/sbsr (t)(t)f ∗(t)‖s;(0,1)C‖f ‖Bn/p,bp,r (Rn) for all f ∈ B
n/p,b
p,r (R
n).
(ii) The function  satisﬁes
lim sup
R→0+
‖t−1/sbsr (t)(t)‖s;(0,R)
(
∫ 2
R1/n t
−1b(t)−r ′ dt)−1/r ′
<∞. (3.45)
In particular, if  ∈M+(0, 1; ↓) or  ∈ SV(0, 1), then (ii) is equivalent to:
(iii) The function  is bounded on (0, 1).
Theorem 3.15. Let ∈M+(0, 1)beboundedaway from0.Suppose that1s∞, 1<p<∞and letb ∈ SV(0,∞)∩
M+(0, 1; ↑) satisfy b(0+) = 0. Deﬁne the functions bs1 by (3.28).
(i) Then there is a positive constant C such that
‖t−1/sbs1(t)(t)f ∗(t)‖s;(0,1)C‖f ‖Bn/p,bp,1 (Rn) for all f ∈ B
n/p,b
p,1 (R
n) (3.46)
provided that
lim sup
R→0+
‖t−1/sbs1(t)(t)‖s;(0,R)
b(R1/n)
<∞. (3.47)
(ii) Moreover, if b − Ab ∈ SV(0, 1) and (3.46) holds, then (3.47) is satisﬁed.
In particular, if  ∈M+(0, 1; ↓), then (3.47) is equivalent to
(iii) The function  is bounded on (0, 1).
Remark 3.16. One can see from (3.8) that condition (3.44) can be rewritten as
lim sup
R→0+
(EG|B,bp,r )(R)‖t1/q−1/sb(t1/n)(t)‖s;(0,R) <∞.
Similarly, using (3.26) or (3.42), one can rewrite condition (3.45) or (3.47) as
lim sup
R→0+
(EG|Bn/p,bp,r )(R)‖t−1/sbsr (t)(t)‖s;(0,R) <∞,
where r > 1 or r = 1, respectively.
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4. Proofs of Theorems 3.1 and 3.3
First, to prove the inequality (3.1), we shall make use of the following lemma which gives a relationship between
the non-increasing rearrangement and the modulus of continuity.
Lemma 4.1 (Bennett and Sharpley [2, Theorem 4.19, Chapter 5]). Let 1p<∞. Then, for all f ∈ Lp(Rn) and
every t > 0,
f ∗∗(t)
∫ ∞
t1/n
n(f, y)p
yn/p
dy
y
. (4.1)
Furthermore, we shall use a convenient version of the Hardy inequality.
Lemma 4.2 (Gogatishvili et al. [12, Lemma 4.1(ii)]). Let 1rs∞,  ∈ R\{0}, and let b, b˜ ∈ SV(0,∞). Then
the inequality∥∥∥∥t−1/s b˜(t) ∫ ∞
t
g(u) du
∥∥∥∥
s;(0,∞)
‖t+1/r ′b(t)g(t)‖r;(0,∞) (4.2)
holds for all g ∈M+(0,∞) if and only if > 0 and b˜b on (0,∞).
Proof of the implication (ii) ⇒ (i) of Theorem 3.1. Clearly, it is enough to prove (3.1) with  ≡ 1. To this end,
assume that f ∈ B,bp,r (Rn). Applying the inequality f ∗f ∗∗, (4.1), the change of variables  = t1/n, (4.2) (with
= n/q, b˜ ≡ b, g(t) = t−1−n/pn(f, t)p) and the equality 1/q = 1/p − /n, we obtain
‖t1/q−1/sb(t1/n)f ∗(t)‖s;(0,∞)
∥∥∥∥t1/q−1/sb(t1/n) ∫ ∞
t1/n
n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,∞)
≈
∥∥∥∥n/q−1/sb() ∫ ∞

n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,∞)

∥∥∥∥n/q+1/r ′b()n(f, )pn/p+1
∥∥∥∥
r;(0,∞)
= ‖−−1/rb()n(f, )p‖r;(0,∞)‖f ‖B,bp,r (Rn).
The inequality (3.1) with  ≡ 1 is a consequence of the previous estimate. 
Remark 4.3. In fact, we have proved that
B,bp,r (R
n) ↪→ Lq,s;b(t1/n)(Rn)
provided that 1rs∞, 1p<∞, 0< <n/p and 1/q = 1/p − /n.
Now, we turn our attention to the proof of the converse implication. To this end, we make an appropriate choice of
a test function f. Assume that
1p<∞, 0< <n/p, M ∈ N, M ∈ [n/p, 1 + n/p) and  ∈ (−n/p, − n/p). (4.3)
Take a ﬁxed R ∈ (0, 1) and put
g(t) = gR(t) = t−M(R,1)(t), t ∈ R, (4.4)
F() = FR() = 1
(M − 1)!
∫ ∞

(t − )M−1g(t) dt,  ∈ [0,∞), (4.5)
f (x) = F(|x|) = FR(|x|), x ∈ Rn. (4.6)
To obtain an upper bound of the right-hand side of inequality (3.1) with the test function f given by (4.4)–(4.6), we
need the following lemmas. The ﬁrst one gives an upper estimate of the modulus of continuity M(f, )p.
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Lemma 4.4 (Gurka and Opic [14, Lemma 3.6]). Suppose that (4.3) holds. Let the function f be deﬁne by (4.4)–(4.6).
Then there is a positive constant C = C(,M, n, p) such that, for all  ∈ (0, 1),
M(f, )pC[Rn/p(0,R]() + +n/p(R,1)()]. (4.7)
The estimate (4.7) follows from (4.3)–(4.6) and the next lemma (cf. [14, Lemma 3.3 and Remark 3.4(i)]).
Lemma 4.5. Let 1p∞ and M ∈ N ∩ [1, 1 + n/p). Let F : [0,∞) → [0,∞) be a function whose (M − 1)-th
derivative F (M−1) is absolutely continuous on any sub-interval [0, b] ⊂ [0,∞) and, if M > 1, all k-th derivatives
F (k), k ∈ {1, . . . ,M − 1}, satisfy
lim
→∞F
(k)() = 0.
Put f (x) = F(|x|), x ∈ Rn. Then there is a positive constant c0 = c0(M, n, p) such that, for all h ∈ Rn\{0},
‖Mh f ‖p;Rnc0[‖F()(n−1)/p‖p;(0,3M|h|) + |h|M‖F (M)()(n−1)/p‖p;(M|h|,∞)].
As a consequence of Lemma 4.4 we obtain the following estimate.
Lemma 4.6. Suppose that (4.3) holds, 1r∞ and b ∈ SV(0,∞). Let f be given by (4.4)–(4.6). Then there is
a positive constant c independent of R such that, for all R ∈ (0, 1),
‖f ‖
B
,b
p,r
cR−+n/pb(R). (4.8)
Proof. Since
|F()| 1
(M − 1)!
∫
(,∞)∩(R,1)
t−1 dt,  ∈ [0,∞),
and < 0 by (4.3), there is a positive constant c such that, for all  ∈ [0,∞) and R ∈ (0, 1),
F()c[R[0,R)() + [R,1)()].
Therefore, using spherical coordinates and the conditions + n/p> 0 and − + n/p< 0 (cf. (4.3)), we arrive at
‖f ‖p = s1/pn ‖F()(n−1)/p‖p;(0,∞)
s1/pn [‖F()(n−1)/p‖p;(0,R) + ‖F()(n−1)/p‖p;(R,1)]
s1/pn c[R‖(n−1)/p‖p;(0,R) + ‖+(n−1)/p‖p;(R,1)]
s1/pn c[n−1/pR+n/p + ‖+(n−1)/p‖p;(0,1)]
s1/pn c[n−1/p + (p + n)−1/p]cR−+n/pb(R) (4.9)
for all R ∈ (0, 1), where c is a positive constant independent of R.
Furthermore, putting
I1 = (0, R] and I2 = (R, 1),
we get
‖t−−1/rb(t)M(f, t)p‖r;(0,1)N1 + N2, (4.10)
where
Ni := ‖t−−1/rb(t)M(f, t)p‖r;Ii , i = 1, 2.
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Using (4.7), the inequality n/p − > 0 and Lemma 2.1(iv), we arrive at
N1CR‖t−−1/rb(t)tn/p‖r;I1 ≈ R−+n/pb(R) (4.11)
for all R ∈ (0, 1). Similarly, we obtain
N2C‖t−−1/rb(t)t+n/p‖r;I2R−+n/pb(R) (4.12)
for all R ∈ (0, 1). The estimate (4.8) is a consequence of (4.9)–(4.12). 
The next lemma gives an estimate from below of the left-hand side of inequality (3.1) with f from (4.4)–(4.6).
Lemma 4.7. Suppose that (4.3) holds. Let f be given by (4.4)–(4.6). Let  ∈M+(0, 1; ↓), 1/q=1/p−/n, 1s∞
and let b ∈ SV(0,∞). Then there are constants R0 ∈ (0, 1) and C > 0 such that, for all R ∈ (0, R0),
‖t1/q−1/sb(t1/n)(t)f ∗(t)‖s;(0,1)CR−+n/pb(R)(nRn). (4.13)
Proof. By [14, (51)],
f (x)cR(0,R)(|x|) for all x ∈ Rn and R ∈ (0, R1),
where R1 = 2−1+1/(−M+1) and c = c(,M) is a positive constant. This implies that
f ∗(t)cR(0,nRn)(t) for all t ∈ (0,∞) and R ∈ (0, R1). (4.14)
Hence, using the fact that  ∈M+(0, 1; ↓), Lemma 2.1(iv) and (iii), and the identity 1/q = 1/p − /n, we obtain, for
all R ∈ (0, R0), R0 = min{R1, −1/nn },
‖t1/q−1/sb(t1/n)(t)f ∗(t)‖s;(0,1)R‖t1/q−1/sb(t1/n)(t)‖s;(0,nRn)
R(nRn)‖t1/q−1/sb(t1/n)‖s;(0,nRn) ≈ R(nRn)Rn/qb(1/nn R)
≈ R−+n/pb(R)(nRn),
and (4.13) is veriﬁed. 
Now, we are able to prove the implication (i) ⇒ (ii) in Theorem 3.1.
Proof of the implication (i) ⇒ (ii) of Theorem 3.1. Let f = fR , R ∈ (0, R0), be the function from Lemma 4.7.
Then inequality (3.1) and estimates (4.8) and (4.13) imply that, for all R ∈ (0, R0),
CR−+n/pb(R)(nRn)CcR−+n/pb(R).
Consequently,
(nR
n)Cc/C for all R ∈ (0, R0)
and (ii) follows. 
Proof of Theorem 3.3. In view of Theorem 3.1, it remains to show that the inequality
‖t1/q−1/sb(t1/n)f ∗(t)‖s;(0,1)‖f ‖B,bp,r (4.15)
does not hold for all f ∈ B,bp,r (Rn) if 1r∞, 1p<∞, 0< <n/p, 1/q = 1/p − /n, b ∈ SV(0,∞) and
s ∈ (0, r). To this end, deﬁne f by
f (x) = F(|x|), x ∈ Rn, (4.16)
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with
F() =
∫ ∞

(t − )M−1
(0,2−1/nn )
(t)t−n/q−Mb(t)−1(t)−1/s dt ,
where  ∈ [0,∞) and M ∈ N ∩ [n/p, 1 + n/p). Then
f (x) ≈ |x|−n/qb(|x|)−1(|x|)−1/s if |x|< −1/nn
and
f ∗(t) ≈ t−1/qb(t1/n)−1(t)−1/s for all t ∈ (0, 1).
Consequently, the left-hand side of (4.15) is inﬁnite, since
‖t1/q−1/sb(t1/n)t−1/qb(t1/n)−1(t)−1/s‖s;(0,1) = ‖t−1/s(t)−1/s‖s;(0,1) = ∞.
Thus, it is sufﬁcient to prove that the right-hand side of (4.15) is ﬁnite, that is,
‖f ‖B,p,r <∞. (4.17)
Let h ∈ Rn, 0< |h|<(3M)−1. Then, Lemma 4.5, the identity = n/p − n/q and the inequality − M < 0 imply
that
‖Mh f ‖p‖F()(n−1)/p‖p;(0,3M|h|) + |h|M‖F (M)()(n−1)/p‖p;(M|h|,∞)
 ‖−n/qb()−1()−1/s(n−1)/p‖p;(0,3M|h|) + |h|M‖−n/q−Mb()−1()−1/s(n−1)/p‖p;(M|h|,∞)
= ‖−1/pb()−1()−1/s‖p;(0,3M|h|) + |h|M‖−M−1/pb()−1()−1/s‖p;(M|h|,∞)
≈ |h|b(|h|)−1(|h|)−1/s + |h|M |h|−Mb(|h|)−1(|h|)−1/s
≈ |h|b(|h|)−1(|h|)−1/s .
Therefore,
M(f, t)p  tb(t)−1(t)−1/s for all t ∈ (0, (3M)−1),
which, since 1/r − 1/s < 0, implies that
‖t−−1/rb(t)M(f, t)p‖r;(0,(3M)−1)‖t−1/r(t)−1/s‖r;(0,(3M)−1) <∞. (4.18)
Moreover,
‖f ‖p;Rn = ‖f ∗‖p;(0,∞)‖t−1/qb(t1/n)−1(t)−1/s‖p;(0,2n) <∞.
Together with (4.18), this implies (4.17). 
5. Proofs of Theorems 3.5 and 3.7
Now, we turn our attention to Theorem 3.5. To prove (3.13) with  bounded on (0, 1), we shall need the following
estimate.
Lemma 5.1. Let 1<rs∞, let b ∈ SV(0, 1) satisfy condition (3.11) and let bsr be the function deﬁned by (3.12).
Then the inequality∥∥∥∥t−1/s(t) ∫ 1
t
g(u) du
∥∥∥∥
s;(0,1)
‖t1/r ′b(t)g(t)‖r;(0,1) (5.1)
holds for all g ∈M+(0, 1) if
(t)bsr (tn) for all t ∈ (0, 1). (5.2)
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Proof. The assertion follows by verifying criteria for the Hardy-type inequality (5.1) (cf. [16]). 
Proof of the implication (ii) ⇒ (i) of Theorem 3.5. As in the sub-limiting case, it is enough to prove (3.13) with
 ≡ 1. Let f ∈ Bn/p,bp,r (Rn). Applying the inequality f ∗f ∗∗, (4.1) and the change of variables = t1/n, we obtain
‖t−1/sbsr (t)f ∗(t)‖s;(0,1)

∥∥∥∥t−1/sbsr (t) ∫ ∞
t1/n
n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,1)
≈
∥∥∥∥−1/sbsr (n) ∫ ∞

n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,1)

∥∥∥∥t−1/sbsr (n) ∫ 1

n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,1)
+
∥∥∥∥−1/sbsr (n) ∫ ∞
1
n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,1)
=: N1 + N2. (5.3)
Using Lemma 5.1 (with g(t) = t−1−n/pn(f, t)p) and (3.12), we arrive at
N1‖1/r ′b()n(f, )p
n/p+1
‖r;(0,1) = ‖−n/p−1/rb()n(f, )p‖r;(0,1)‖f ‖Bn/p,bp,r . (5.4)
Since
‖−1/sbsr (n)‖s;(0,1) =
(
r ′
s
)1/s(∫ 2
1
−1b()−r ′ d
)−1/r ′
,
we have
‖−1/sbsr (n)‖s;(0,1) ≈ 1.
Together with (2.6), this implies that
N2‖f ‖p
∥∥∥∥t−1/sbsr (n) ∫ ∞
1
dy
y1+n/p
∥∥∥∥
s;(0,1)
≈ ‖f ‖p‖−1/sbsr (n)‖s;(0,1) ≈ ‖f ‖p‖f ‖Bn/p,bp,r . (5.5)
Combining estimates (5.3)–(5.5), we obtain (3.13) with  ≡ 1. 
To prove the converse implication, we need an appropriate test function f. Assume that
1<p<∞, M ∈ N, M ∈ (n/p, 1 + n/p],
and  ∈ (1,∞) is such that 1/′ <min{n/p,M − n/p}. (5.6)
Take a ﬁxed R ∈ (0, 12 ) and deﬁne f by
f (x) = fR(x) = F(|x|), x ∈ Rn, (5.7)
with the function F given on [0,∞) by
F() :=
{∫∞
 
−1B()(R,1)() d if M = 1,∫∞
 R(t)
∫∞
t
(− t)M−2−MB()(R,1)() d dt if M2,
(5.8)
where
B ∈ SV(0, 1) and B(t) = 1 if t1, (5.9)
R is a C∞(R) cut-off function such that 0R1,
R(t) = 0 for tR, R(t) = 1 for t2R, (5.10)
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∣∣∣∣  c˜R−k(R,2R) if k ∈ N, (5.11)
and the constant c˜ is independent of R.
In the whole paragraph we mean by AB that AcB, where c is a positive constant which may depend only on the
parameters , , M, n and p ( is introduced in (5.35) below). Similarly for AB and A ≈ B.
We shall need some auxiliary assertions.
Lemma 5.2 (Gurka and Opic [14, Lemma 4.2, Remark 4.3]). Let 1p∞, M ∈ N, M1 + n/p, and  ∈ [1,∞).
Let F : [0,∞) → [0,∞) and assume that the derivative of F of order (M − 1) is absolutely continuous on any
sub-interval [0, b] ⊂ [0,∞). Let
lim
→∞F
(k)() = 0 for all k ∈ {1, . . . ,M − 1} when M > 1. (5.12)
Put f (x) = F(|x|), x ∈ Rn. Then there is a positive constant c0 = c0(M, n, p) such that, for all h ∈ Rn\{0},
‖Mh f ‖p;Rnc0[|h|1/
′
∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,3M|h|)
+ |h|M(‖F ′()1−M+(n−1)/p‖p;(M|h|,∞) + ‖F (M)()(n−1)/p‖p;(M|h|,∞))] (5.13)
(here F ′ is the ﬁrst derivative of F and F (k) stands for the derivative of F of order k).
Lemma 5.3. Suppose that (5.6) holds. Let F be given by (5.8) (with B satisfying (5.9). Then there is a positive constant
c = c(,M, n, p) such that∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,t)
cR−1/′B(R)tn/p, (5.14)
‖F ′()1−M+(n−1)/p‖p;(t,∞)cR−M+n/pB(R), (5.15)
‖F (M)()(n−1)/p‖p;(t,∞)cR−M+n/pB(R) (5.16)
for all t ∈ (0, R], and∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,t)
cmin{tn/p−1/′B(t), 1}, (5.17)
‖F ′()1−M+(n−1)/p‖p;(t,∞)ct−M+n/pB(t)(R,1)(t), (5.18)
‖F (M)()(n−1)/p‖p;(t,∞)ct−M+n/pB(t)(R,1)(t) (5.19)
for all t ∈ (R,∞).
Proof. Observe that
|F (m)()|−mB()(R,1)() for all > 0 and for m ∈ {1,M}. (5.20)
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Indeed, the estimate is obvious when M = 1 (cf. (5.8)). If M2 and m = 1, then, by (5.8)–(5.10) and Lemma 2.1(iv),
we obtain, for all > 0,
|F ′()| = R()
∫ ∞

(− )M−2−MB()(R,1)() d
(R,1)()
∫ ∞

−2B()(R,1) d  −1B()(R,1)().
If M2 and m = M , then, using (5.8)–(5.11) and Lemma 2.1(iv), we arrive at
|F (M)()| =
∣∣∣∣ dM−1dM−1
(
R()
∫ ∞

(− )M−2−MB()(R,1)() d
)∣∣∣∣
=
∣∣∣∣∣
M−1∑
k=0
(
M − 1
k
)
dk
dk
R()
dM−1−k
dM−1−k
(∫ ∞

(− )M−2−MB()(R,1)() d
)∣∣∣∣∣
 −MB()(R,1)() +
M−1∑
k=1
R−k(R,2R)()
∫ ∞

(− )k−1−MB()(R,1)() d
 −MB()(R,1)() +
M−1∑
k=1
−k(R,2R)()
∫ ∞

k−1−MB()(R,1)() d
 −MB()(R,1)(), > 0,
and (5.20) is veriﬁed.
Since  ∈ (1,∞), (5.20) and (5.9) imply that(∫ ∞

|F ′()| d
)1/

{ 0 if  ∈ [1,∞),
−1/′B() if  ∈ [R, 1),
R−1/′B(R) if  ∈ [0, R).
(5.21)
Assume now that t ∈ (0, R]. Then, by (5.21),∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,t)
R−1/′B(R)‖(n−1)/p‖p;(0,t)
≈ R−1/′B(R)tn/p,
which gives (5.14). Furthermore, since M >n/p (cf. (5.6)), (5.20), (5.9) and Lemma 2.1(iv) yield
‖F ′()1−M+(n−1)/p‖p;(t,∞) = ‖F ′()1−M+(n−1)/p‖p;(R,1)
 ‖−M+n/p−1/pB()‖p;(R,1)R−M+n/pB(R),
and (5.15) is proved. Using (5.20), the inequality n/p − M < 0, (5.9) and Lemma 2.1(iv), we get
‖F (M)()(n−1)/p‖p;(t,∞)‖−MB()(n−1)/p‖p;(R,1)R−M+n/pB(R), (5.22)
and (5.16) is veriﬁed.
Suppose that t ∈ (R, 1). Then∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,t)

∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,R)
+
∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;[R,t)
. (5.23)
P. Gurka, B. Opic / Journal of Computational and Applied Mathematics 208 (2007) 235–269 253
By (5.14),∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,R)
Rn/p−1/′B(R). (5.24)
Moreover, applying (5.21) and the condition n/p − 1/′ > 0 (cf. (5.6)), (5.9) and Lemma 2.1(iv), we obtain∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;[R,t)
‖−1/′B()(n−1)/p‖p;[R,t)
 ‖n/p−1/′−1/pB()‖p;(0,t) ≈ tn/p−1/′B(t). (5.25)
Estimate (5.17) (with t ∈ (R, 1)) is a consequence of (5.23)–(5.25). Furthermore, (5.20), the inequality n/p −M < 0,
(5.9) and Lemma 2.1(iv) imply that
‖F ′()1−M+(n−1)/p‖p;(t,∞) = ‖F ′()1−M+(n−1)/p‖p;(t,1)
 ‖−M+n/p−1/pB()‖p;(t,1)  t−M+n/pB(t)
and (5.18) (with t ∈ (R, 1)) follows. The estimate (5.19) can be proved similarly as (5.16).
Finally, let t ∈ [1,∞). Then, since suppF ⊂ [0, 1],∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,t)
=
∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,1)
1
(cf. (5.23)–(5.25)) and
‖F ′()1−M+(n−1)/p‖p;(t,∞) = 0, ‖F (M)()(n−1)/p‖p;(t,∞) = 0. (5.26)
Thus (5.17)–(5.19) again hold. 
Lemma 5.4. Suppose that (5.6) holds. Let f (x) = F(|x|) = FR(|x|), x ∈ Rn, where the function F is given by (5.8)
(with B satisfying (5.9)).Then there is a positive constantC=C(,M, n, p) such that, for all  ∈ (0, 1) andR ∈ (0, 12 ),
M(f, )pC[R−1/′B(R)n/p+1/′(0,R]() + n/pB()(R,1)()]. (5.27)
Moreover,
‖f ‖p1 (for all R ∈ (0, 1/2)). (5.28)
Proof. Let h ∈ Rn, 0< |h|< 1. By (5.13),
‖Mh f ‖p;RnN1(|h|) + N2(|h|), (5.29)
where
N1() := 1/′
∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,3M)
,
N2() := M(‖F ′()1−M+(n−1)/p‖p;(M,∞) + ‖F (M)()(n−1)/p‖p;(M,∞)) (5.30)
for  ∈ (0, 1). Moreover, by Lemma 5.3,
N1()
{
R−1/′B(R)n/p+1/′ if 0R/(3M),
n/pB() if R/(3M)< < 1 (5.31)
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and
N2()
{
R−M+n/pB(R)M if 0R/M,
n/pB() if R/M < < 1. (5.32)
These estimates immediately imply that
N1() + N2()n/pB() for all  ∈ (R, 1). (5.33)
Observe that
N1() + N2()R−1/′B(R)n/p+1/′ for all  ∈ (0, R]. (5.34)
Indeed, it is clear from (5.31), (5.32) whenR/(3M)< R. If  ∈ (0, R/(3M)), then (5.34) follows again from (5.31),
(5.32) due to the inequality n/p + 1/′ <M (cf. (5.6)).
The estimate (5.27) is a consequence of (5.29), (5.33) and (5.34) and the fact that the function t → R−1/′B(R)
tn/p+1/′(0,R)(t) + tn/pB(t)(R,1)(t) is equivalent to an increasing function on (0, 1).
One can easily derive from (5.8) that, for  ∈ [0,∞),
|F()|
∫
(,∞)∩(R,1)
t−1B(t) dt .
Consequently,
|F()|
⎧⎨⎩
0 if  ∈ [1,∞),∫ 1
 
−1B() d if  ∈ [R, 1),∫ 1
R
−1B() d if  ∈ [0, R).
Thus, using (5.7), spherical coordinates, (3.11), Lemma 2.1(i) and (vi), we obtain
‖f ‖p = s1/pn ‖F()(n−1)/p‖p;(0,∞)
 ‖F()(n−1)/p‖p;(0,R) + ‖F()(n−1)/p‖p;(R,1)

(∫ 1
R
−1B() d
)
‖(n−1)/p‖p;(0,R) +
∥∥∥∥(∫ 1

−1B() d
)
(n−1)/p
∥∥∥∥
p;(0,1)
≈ Rn/p
(∫ 1
R
−1B() d
)
+ 11
and (5.28) follows. 
Now we make a convenient choice of the function B in (5.9). Namely, we take
< − 1/r ′, b ∈ SV(0,∞) (5.35)
and put
B(t) := b(t)−r ′
(∫ 2
t
−1b()−r ′ d
)−1−
if t ∈ (0, 1). (5.36)
Then (cf. Lemma 2.1(vi)) B ∈ SV(0, 1) and in the following lemma we give an estimate (from above) of the norm of
the test function f = fR (deﬁned by (5.7)) in the space Bn/p,bp,r (Rn).
Lemma 5.5. Suppose that 1r∞ and that (5.6) and (5.35) hold. Let f (x) = F(|x|) = FR(|x|), x ∈ Rn, where
the function F is given by (5.8) with B from (5.36). Then there is a positive constant c independent of R such that,
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for all R ∈ (0, 12 ),
‖f ‖
B
n/p,b
p,r
c
(∫ 2
R
−1b()−r ′ d
)−−1/r ′
. (5.37)
Proof. Applying (5.27), Lemma 2.1(i) and (5.9), we arrive at
‖t−n/p−1/rb(t)M(f, t)p‖r;(0,1)
R−1/′B(R)‖t−n/p−1/rb(t)tn/p+1/′ ‖r;(0,R) + ‖t−n/p−1/rb(t)tn/pB(t)‖r;(R,1)
R−1/′B(R)R1/′b(R) +
∥∥∥∥∥t−1/rb(t)−r ′/r
(∫ 2
t
−1b()−r ′ d
)−1−∥∥∥∥∥
r;(R,1)
 b(R)1−r ′
(∫ 2
R
−1b()−r ′ d
)−1−
+
(∫ 2
R
−1b()−r ′ d
)−−1/r ′
for all R ∈ (0, 1/2). (5.38)
By Lemma 2.1(i) and (vii),
b(R)1−r ′
(∫ 2
R
−1b()−r ′ d
)−1/r
=
[
b(R)−r ′
(∫ 2
R
−1b()−r ′ d
)−1]1/r
1 for all R ∈ (0, 1/2).
Moreover,∫ 2
R
−1b()−r ′ d
∫ 2
1
−1b()−r ′ d ≈ 1 for all R ∈ (0, 1/2),
and −− 1/r ′ > 0. Consequently, we obtain from (5.38) that
‖t−n/p−1/rb(t)M(f, t)p‖r;(0,1)
(∫ 2
R
−1b()−r ′ d
)−−1/r ′
for all R ∈ (0, 1/2). (5.39)
Together with (5.28), this yields (5.37). 
The next lemma gives an estimate (from below) of the left-hand side of inequality (3.13) with the test function f
considered in Lemma 5.5.
Lemma 5.6. Suppose that the assumptions of Theorem 3.5 are satisﬁed and that (5.6) and (5.35) hold. Let f (x) =
F(|x|)=FR(|x|), x ∈ Rn, where the function FR is given by (5.8) with B from (5.36). Then there is a positive constant
C independent of R such that
‖t−1/sbsr (t)(t)f ∗(t)‖s;(0,1)C
(∫ 2
R
−1b()−r ′ d
)−−1/r ′
(nR
n) (5.40)
for all R ∈ (0, R0), where R0 = min{4−2, −1/nn }.
Proof. First, we prove that
f (x)
(∫ 2
R
−1b()−r ′ d
)−
for all x ∈ Rn, |x|<R, and all R ∈ (0, 4−2). (5.41)
Indeed, if M = 1, then (5.7)–(5.9), the inequality <− 1/r ′, condition (3.11), Lemma 2.1(i), (vi), (iii) and (viii) imply
that, for all x ∈ Rn, |x|<R, and all R ∈ (0, 4−2),
f (x)
∫ 1
2R
t−1b(t)−r ′
(∫ 2
t
−1b()−r ′ d
)−1−
dt ≈
(∫ 2
2R
−1b()−r ′ d
)−
≈
(∫ 2
R
−1b()−r ′ d
)−
.
256 P. Gurka, B. Opic / Journal of Computational and Applied Mathematics 208 (2007) 235–269
If M2, then, using (5.7)–(5.10) and the condition < − 1/r ′, (3.11) and Lemma 2.1(i)–(vi) and (viii), we arrive at
f (x)
∫ ∞
|x|
(2R,∞)(t)
∫ ∞
t
(− t)M−2−MB()(R,1)() d dt

∫ 1/4
2R
∫ ∞
2t
(− /2)M−2−MB()(R,1)() d dt = 22−M
∫ 1/4
2R
∫ 1
2t
−2B() d dt ≈
∫ 1/4
2R
t−1B(t) dt
≈
(∫ 2
2R
−1b()−r ′ d
)−
≈
(∫ 2
R
−1b()−r ′ d
)−
for all x ∈ Rn, |x|<R, and all R ∈ (0, 4−2),
and (5.41) again follows.
Estimate (5.41) yields
f ∗(t)
(∫ 2
R
−1b()−r ′ d
)−
(0,nRn)(t) for all t ∈ (0,∞) and R ∈ (0, 4−2). (5.42)
Consequently, for all R ∈ (0, R0),
‖t−1/sbsr (t)(t)f ∗(t)‖s;(0,1)
(∫ 2
R
−1b()−r ′ d
)−
‖t−1/sbsr (t)(t)‖s;(0,nRn)

(∫ 2
R
−1b()−r ′ d
)−
(nR
n)‖t−1/sb(t1/n)−r ′/s
×
(∫ 2
t1/n
−1b()−r ′ d
)−1/r ′−1/s
‖s;(0,nRn)
≈
(∫ 2
R
−1b()−r ′ d
)−
(nR
n)
(∫ 2
R
−1b()−r ′ d
)−1/r ′
=
(∫ 2
R
−1b()−r ′ d
)−−1/r ′
(nR
n),
and (5.40) is veriﬁed. 
Proof of the implication (i) ⇒ (ii) of Theorem 3.5. Let f = fR , R ∈ (0, R0), be the function from Lemma 5.6.
Then inequality (3.13) and estimates (5.37) and (5.40) imply that
C
(∫ 2
R
−1b()−r ′ d
)−−1/r ′
(nR
n)Cc
(∫ 2
R
−1b()−r ′ d
)−−1/r ′
for all R ∈ (0, R0).
Consequently,
(nR
n)Cc/C for all R ∈ (0, R0)
and (ii) follows. 
Proof of Theorem 3.7. In view of Theorem 3.5, it remains to show that the inequality
‖t−1/sbsr (t)f ∗(t)‖s;(0,1)‖f ‖Bn/p,bp,r (5.43)
does not hold for all f ∈ Bn/p,bp,r (Rn) if 1<r∞, 1<p<∞, b ∈ SV(0,∞) is such that (3.11) is satisﬁed and
0<s < r . To prove this, take s ∈ (0, r),  ∈ (−1/s,−1/r), set
B(t) :=
∫ 2
t
−1b()−r ′ d if t ∈ (0, 1) and B(t) := 1 if t1 (5.44)
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and deﬁne the function f by
f (x) = F(|x|), x ∈ Rn, (5.45)
with
F() =
∫ ∞

(t − )M−1
(0,2−1/nn )
(t) t−Mb(t)−r ′B(t)−1/r(B(t)) dt , (5.46)
where  ∈ [0,∞) and M ∈ N ∩ (n/p, 1 + n/p]. Then
f (x) ≈ B(|x|)1/r ′(B(|x|)) if |x|< −1/nn
and
f ∗(t) ≈ B(t1/n)1/r ′(B(t1/n)) for all t ∈ (0, 1).
Consequently, the left-hand side of (5.43) is inﬁnite, since
‖t−1/sbsr (t)f ∗(t)‖s;(0,1)
≈
∥∥∥∥∥t−1/sb(t1/n)−r ′/s
(∫ 2
t1/n
−1b()−r ′ d
)−1/s

(∫ 2
t1/n
−1b()−r ′ d
)∥∥∥∥∥
s;(0,1)
≈
∥∥∥∥∥t−1/sb(t)−r ′/s
(∫ 2
t
−1b()−r ′ d
)−1/s

(∫ 2
t
−1b()−r ′ d
)∥∥∥∥∥
s;(0,1)
≈ ‖t‖s;(c,∞) = ∞
(
here c = 
(∫ 2
1
−1b()−r ′ d
)
; recall that > − 1/s
)
.
Thus, it is sufﬁcient to verify that the right-hand side of (5.43) is ﬁnite, that is,
‖f ‖
B
n/p,b
p,r
<∞. (5.47)
Relation (5.46) implies that
F ′() = 0 if  ∈ (2−1/nn ,∞),
and
|F ′()| ≈
∫ ∞

(t − )M−2
(0,2−1/nn )
(t) t−Mb(t)−r ′B(t)−1/r(B(t)) dt

∫ ∞

t−2b(t)−r ′B(t)−1/r(B(t)) dt ≈ −1b()−r ′B()−1/r(B()) for all > 0.
Hence, if  ∈ (1,∞), then(∫ ∞

|F ′(t)| dt
)1/
−1/′b()−r ′B()−1/r(B()) for all > 0.
Using (5.13) with  ∈ (1,∞) such that n/p − 1/′ > 0, we obtain, for all h ∈ Rn, 0< |h|<(3M)−1,
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‖Mh f ‖p
|h|1/′
∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,3M|h|)
+ |h|M(‖F ′()1−M+(n−1)/p‖p;(M|h|,∞) + ‖F (M)()(n−1)/p‖p;(M|h|,∞))
|h|1/′ ‖−1/′+(n−1)/pb()−r ′B()−1/r(B(|h|)‖p;(0,3M|h|)
+ |h|M‖−M+(n−1)/pb()−r ′B()−1/r(B())‖p;(M|h|,∞)
≈ |h|1/′ |h|−1/′+n/pb(|h|)−r ′B(|h|)−1/r(B(|h|)) + |h|M |h|−M+n/pb(|h|)−r ′B(|h|)−1/r(B(|h|))
≈ |h|n/pb(|h|)−r ′B(|h|)−1/r(B(|h|)).
Thus, M(f, t)ptn/pb(t)−r
′
B(t)−1/r(B(t)) for all t ∈ (0, (3M)−1). Since < − 1/r , the last estimate yields
‖t−n/p−1/rb(t)M(f, t)p‖r;(0,(3M)−1)‖t−1/rb(t)1−r
′
B(t)−1/r(B(t))‖r;(0,(3M)−1)
= ‖[−B′(t)B(t)−1]1/r(B(t))‖r;(0,(3M)−1) <∞.
Together with the estimate
‖f ‖p;Rn = ‖f ∗‖p;(0,∞)‖B(t1/n)1/r ′(B(t1/n))‖p;(0,2n)
≈ n1/p‖t (n−1)/pB(t)1/r ′(B(t))‖p;(0,2) <∞,
this implies (5.47). 
6. Proofs of Theorems 3.9 and 3.11
Now, we turn out attention to Theorem 3.9. To prove (3.29) with  bounded on (0, 1), we shall need some auxiliary
assertions. We shall start with Hardy’s inequality.
Lemma 6.1. Let 1s∞ and let b ∈ M+(0, 1; ↑) be positive on (0, 1). Moreover, assume that b ∈ AC((0, 1))
when 1s <∞. Put
s(t) :=
{
b(t), t ∈ (0, 1), if s = ∞,
[tb′(t)/b(t)]1/sb(t) for a.a. t ∈ (0, 1) if 1s <∞. (6.1)
Then the inequality∥∥∥∥t−1/ss(t) ∫ 1
t
g(u) du
∥∥∥∥
s;(0,1)
‖b(t)g(t)‖1;(0,1) (6.2)
holds for all g ∈M+(0, 1).
Proof. The result follows on verifying criteria for the Hardy-type inequality (6.2) (cf. [4,16]). 
Remark 6.2. Let 1s <∞. It can happen in Lemma 6.1 that the weight functions appearing on the left-hand side of
the Hardy inequality (6.2) satisﬁes s = 0 on some sub-interval (, ) ⊆ (0, 1). (This is the case when b is constant on
(, ).) We shall need a modiﬁcation of Lemma 6.1 with b ∈ SV(0, 1) (cf. Theorem 6.5) for which the corresponding
weight on the left-hand side of the Hardy inequality is positive on (0, 1). To this end, we assume additionally that
b(0+) := limt→0+ b(t)=0 and we apply Lemma 6.1 with Ab instead of b. Since Ab ≈ b (cf. Lemma 6.3(i)) we arrive
at the desired result.
In the next lemma we present some properties of the averaging operator A.
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Lemma 6.3. (i) If b ∈ SV(0, 1), then b ≈ Ab on (0, 1) and Ab ∈ SV(0, 1) ∩ AC([0, 1)).
(ii) If b ∈ SV(0, 1) ∩M+(0, 1; ↑), then Ab ∈ M+(0, 1; ↑) and Abb on (0, 1). Moreover, if b(0+) = 0, then
(Ab)(0+) = 0.
(iii) If b ∈ SV(0, 1)∩M+(0, 1; ↑) and b(0+)= 0, then b −Ab> 0 on (0, 1) and Ab is strictly increasing on (0, 1).
(iv) If b ∈ SV(0, 1) ∩M+(0, 1; ↑), then b − Ab ∈M+(0, 1; ↑).
Proof. (i) ByLemma 2.1(iv) (with =1 and q=1) and (viii), b ≈ Ab on (0, 1). Togetherwith the fact that b ∈ SV(0, 1),
this implies that Ab ∈ SV(0, 1). The assertion that Ab ∈ AC([0, 1)) is clear.
(ii) Let b ∈ SV(0, 1) ∩M+(0, 1; ↑). If 0< t1 < t2 < 1, then
(Ab)(t1)(Ab)(t2) ⇔ t2
∫ t1
0
b() d t1
∫ t2
0
b() d,
which, in turn is equivalent to
t1
∫ t1
0
b() d+ (t2 − t1)
∫ t1
0
b() d t1
∫ t1
0
b() d+ t1
∫ t2
t1
b() d.
The last inequality can be rewritten as
1
t1
∫ t1
0
b() d 1
t2 − t1
∫ t2
t1
b() d. (6.3)
Since b ∈ M+(0, 1; ↑),
1
t1
∫ t1
0
b() db(t1)
and
1
t2 − t1
∫ t2
t1
b() db(t1),
and inequality (6.3) follows. Moreover, if b(0+) = 0, then the equality (Ab)(0+) = 0 is a consequence of the estimate
0(Ab)(t) = 1
t
∫ t
0
b() db(t) for all t ∈ (0, 1).
(iii) As b ∈ SV(0, 1), we have b /≡ 0. Together with Lemma 2.1(iii), this implies that b(t)> 0 for all t ∈ (0, 1).
Let t ∈ (0, 1) be ﬁxed. Since b(0+) = 0, there exists 
= 
t ∈ (0, t/2) such that
0<b()< b(t)/2 for all  ∈ (0, 
].
Using also the fact that b ∈M+(0, 1; ↑), we arrive at∫ t
0
b() d=
∫ 

0
b() d+
∫ t


b() d
b(t)/2 + (t − 
)b(t) = (t − 
/2)b(t)< tb(t),
which implies that b(t) − (Ab)(t)> 0. Consequently, b − Ab> 0 on (0, 1).
Since Ab ∈ AC([0, 1)) ∩M+(0, 1; ↑) and
(Ab)′(t) = [b(t) − (Ab)(t)]/t for a.a. t ∈ (0, 1), (6.4)
Ab is strictly increasing on (0, 1).
(iv) First, by part (ii), b − Ab0 on (0, 1). Let 0< t1 < t2 < 1. We need to prove that
b(t1) − (Ab)(t1)b(t2) − (Ab)(t2).
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One can easily see that it is equivalent to(
1
t2
− 1
t1
)∫ t1
0
b() d+ 1
t2
∫ t2
t1
b() db(t2) − b(t1).
Since b ∈M+(0, 1; ↑), we obtain(
1
t2
− 1
t1
)∫ t1
0
b() d+ 1
t2
∫ t2
t1
b() d
(
1
t2
− 1
t1
)
t1b(t1) + 1
t2
(t2 − t1)b(t2).
Consequently, it is sufﬁcient to prove that(
1
t2
− 1
t1
)
t1b(t1) + 1
t2
(t2 − t1)b(t2)b(t2) − b(t1),
which can be rewritten as
b(t1)
t1
t2
− b(t2) t1
t2
0.
However, the last inequality holds since b ∈M+(0, 1; ↑). 
Remark 6.4. One can easily check that parts (ii) and (iv) of Lemma 6.3 remain to hold if the assumption b ∈ SV(0, 1)
is replaced by∫ t
0
b() d<∞ for all t ∈ (0, 1). (6.5)
Moreover, part (iii) of Lemma 6.3 remains true if the assumption b ∈ SV(0, 1) is replaced by (6.5) and the condition
b> 0 on (0, 1). Finally, it is also clear that Ab ∈ AC([0, 1)) provided that b ∈M+((0, 1)) and satisﬁes (6.5).
Theorem 6.5. Let 1s∞ and let b ∈ SV(0, 1)∩M+(0, 1; ↑). Moreover, if 1s <∞, assume that b(0+)= 0. Put
s(t) :=
{
b(t) if s = ∞,
[b(t) − (Af )(t)]1/sb(t)1−1/s if 1s <∞, t ∈ (0, 1). (6.6)
Then s > 0 (1s∞) on (0, 1) and the inequality∥∥∥∥t−1/ss(t) ∫ 1
t
g(u) du
∥∥∥∥
s;(0,1)
‖b(t)g(t)‖1;(0,1) (6.7)
holds for all g ∈M+(0, 1).
Proof. If s = ∞, the assertion follows from Lemma 6.1.
Suppose that 1s <∞. Then, by Lemma 6.3(i) and (ii),
Ab ∈ SV(0, 1) ∩ AC([0, 1)) ∩M+(0, 1; ↑), Ab ≈ b on (0, 1) and (Ab)(0+) = 0.
Using these properties of Ab and (6.4), we can show that
s(t) ≈
(
b(t) − (Ab)(t)
(Ab)(t)
)1/s
(Ab)(t) =
(
t (Ab)′(t)
(Ab)(t)
)1/s
(Ab)(t) for a.a. t ∈ (0, 1).
Thus, Lemma 6.1 (with Ab instead of b) implies that the inequality∥∥∥∥t−1/ss(t) ∫ 1
t
g(u) du
∥∥∥∥
s;(0,1)
‖(Ab)(t)g(t)‖1;(0,1) (6.8)
holds for all g ∈M+(0, 1). However, since Ab ≈ b on (0, 1), (6.8) is equivalent to (6.7). Finally, by Lemma 6.3(iii),
s > 0 on (0,1). 
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Remarks 6.6. (i) It follows from (6.6) that if 1s1 <s2∞, then
0<b − Ab =1s1 <s2∞ = b on (0, 1).
(ii) Let b(t) = 
1(t), t ∈ (0, 1), where 
< 0. Using the integration by parts, one can show that
b(t) − (Ab)(t) = (−
)
−11 (t) ≈ 
−11 (t) for all t ∈ (0, 1).
Consequently,
[b(t) − (Ab)(t)]1/sb(t)1−1/s ≈ 
−1/s1 (t) for all t ∈ (0, 1).
Therefore, Theorem 6.5 implies: Let 1s <∞ and 
< 0 or s = ∞ and 
0. Then∥∥∥∥t−1/s
−1/s1 (t) ∫ 1
t
g(u) du
∥∥∥∥
s;(0,1)
‖
1(t)g(t)‖1;(0,1)
for all g ∈M+(0, 1), which is the well-known inequality—cf. [14, Lemma 4.1].
Proof of (i) in Theorem 3.9. It is enough to prove (3.29) with  ≡ 1. As in (5.3), we obtain for all f ∈ Bn/p,bp,1 (Rn)
that
‖t−1/sbs1(t)f ∗(t)‖s;(0,1)

∥∥∥∥−1/sbs1(n) ∫ 1

n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,1)
+
∥∥∥∥−1/sbs1(n) ∫ ∞
1
n(f, y)p
yn/p
dy
y
∥∥∥∥
s;(0,1)
=: N1 + N2. (6.9)
Using (3.28) and Theorem 6.5 (with g(t) = t−1−n/pn(f, t)p) , we arrive at
N1‖−n/p−1b()n(f, )p‖1;(0,1)‖f ‖Bn/p,bp,1 . (6.10)
By (3.28),
‖−1/sbs1(n)‖s;(0,1) = b(1)<∞ if s = ∞. (6.11)
When 1s <∞, then (3.28), (6.4), a change of variables and Lemma 6.3(i), (ii) yield
‖−1/sbs1(n)‖s;(0,1) = ‖−1/s[b() − (Ab)()]1/sb()1−1/s‖s;(0,1)
≈
(∫ 1
0
(Ab)′()(Ab)()s−1 d
)1/s
≈ (Ab)(1) ≈ b(1)<∞. (6.12)
Therefore, when 1s∞, together with (2.6), estimates (6.11)–(6.12) imply that
N2‖f ‖p
∥∥∥∥−1/sbsr (n) ∫ ∞
1
dy
y1+n/p
∥∥∥∥
s;(0,1)
≈ ‖f ‖p‖−1/sbs1(n)‖s;(0,1) ≈ ‖f ‖p b(1) ≈ ‖f ‖p‖f ‖Bn/p,bp,1 . (6.13)
Combining estimates (6.9), (6.10) and (6.13), we obtain (3.29) with  ≡ 1. 
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Lemma 6.7. Suppose that (5.6) holds. Let f (x) = F(|x|) = FR(|x|), x ∈ Rn, R ∈ (0, 1/2), where the function F is
given by (5.8), (5.9) with
B(t) := [b(t) − (Ab)(t)](Ab)(t)−2+, t ∈ (0, 1), < 0 (6.14)
and
b ∈ SV(0,∞) ∩M+(0, 1; ↑) (6.15)
satisfying
b(0+) = 0, b − Ab ∈ SV(0, 1). (6.16)
Then there is a positive constant c independent of R such that, for all  ∈ (0, 1) and R ∈ (0, 1/2),
‖f ‖
B
n/p,b
p,1
cb(R). (6.17)
Proof. First, note that B ∈ SV(0, 1) (since Ab ∈ SV(0, 1) and b − Ab ∈ SV(0, 1)). Thus, by Lemma 5.4, for all
R ∈ (0, 1/2) and  ∈ (0, 1),
M(f, t)pR−1/
′
B(R)tn/p+1/′(0,R](t) + tn/pB(t)(R,1)(t) and ‖f ‖p1.
Together with the fact that b ≈ Ab (cf. Lemma 6.3(i)), (6.14) and (6.4), this implies that
‖f ‖
B
n/p,b
p,1
≈ ‖f ‖
B
n/p,Ab
p,1
= ‖f ‖p + ‖t−n/p−1(Ab)(t)M(f, t)p‖1;(0,1)
 1 + R−1/′B(R)‖t1/′−1(Ab)(t)‖1;(0,R) + ‖t−1(Ab)(t)B(t)‖1;(R,1)
≈ 1 + B(R)(Ab)(R) + ‖t−1[b(t) − (Ab)(t)](Ab)(t)−1+‖1;(R,1). (6.18)
As (cf. (6.4) and Lemma 6.3(i), (ii))
‖t−1[b(t) − (Ab)(t)](Ab)(t)−1+‖1;(R,1) =
∫ 1
R
(Ab)′(t)(Ab)(t)−1+ dt(Ab)(R) ≈ b(R)
and (cf. Lemma 6.3(ii), (i))
B(R)(Ab)(R) = [b(R) − (Ab)(R)](Ab)(R)−1+b(R)(Ab)(R)−1+ ≈ b(R),
we obtain from (6.18) that
‖f ‖
B
n/p,b
p,1
1 + b(R),
and the result follows since < 0 and b(0+) = 0. 
Lemma 6.8. Suppose that all the assumptions of Lemma 6.7 are satisﬁed. Let 1s∞ and  ∈ M+(0, 1; ↓). Then
there are R0 ∈ (0, 1/2) and a positive constant C independent of R such that
‖t−1/sbs1(t)(t)f ∗(t)‖s;(0,1)Cb(R)(nRn) (6.19)
for all R ∈ (0, R0).
Proof. Since (Ab)(R) → 0 as R → 0+ (cf. Lemma 6.3(ii)), there exists R0 ∈ (0,min{4−2, −1/nn }) such that
(Ab)(R)−1+ − (Ab)(1)−1+(Ab)(R)−1+/2 (6.20)
and
(Ab)(2R)−1+ − (Ab)(1/4)−1+(Ab)(2R)−1+/2 (6.21)
for all R ∈ (0, R0).
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First, we prove that
f (x)b(R)−1+ for all x ∈ Rn, |x|<R, and all R ∈ (0, R0). (6.22)
Indeed, if M = 1, then (5.7)–(5.9), (6.14), (6.4) and (6.20) imply that, for all x ∈ Rn, |x|<R, and all R ∈ (0, R0),
f (x) =
∫ 1
|x|
−1B()(R,1)() d=
∫ 1
R
−1B() d=
∫ 1
R
−1[b() − (Ab)()](Ab)()−2+ d
=
∫ 1
R
(Ab)′()(Ab)()−2+ d= [(Ab)(R)−1+ − (Ab)(1)−1+]/(1 − )
(Ab)(R)−1+/[2(1 − )] ≈ b(R)−1+.
If M2, then, using (5.7)–(5.10), (6.14), (6.4), (6.21), Lemma 2.1(i)–(iv) and (viii), and Lemma 6.3(i), we arrive at
f (x)
∫ ∞
|x|
(2R,∞)(t)
∫ ∞
t
(− t)M−2−MB()(R,1)() d dt

∫ 1/4
2R
∫ ∞
2t
(− /2)M−2−MB()(R,1)() d dt = 22−M
∫ 1/4
2R
∫ 1
2t
−2B() d dt
≈
∫ 1/4
2R
t−1B(t) dt ≈
∫ 1/4
2R
t−1[b(t) − (Ab)(t)](Ab)(t)−2+ dt =
∫ 1/4
2R
(Ab)′(t)(Ab)(t)−2+ dt
= [(Ab)(2R)−1+ − (Ab)(1/4)−1+]/(1 − )(Ab)(2R)−1+/[2(1 − )]
≈ (Ab)(R)−1+ ≈ b(R)−1+,
and (6.22) again follows.
Estimate (6.22) yields
f ∗(t)b(R)−1+(0,nRn)(t) for all t ∈ (0,∞) and R ∈ (0, R0).
Consequently, for all R ∈ (0, R0),
‖t−1/sbs1(t)(t)f ∗(t)‖s;(0,1)  b(R)−1+‖t−1/sbs1(t)(t)‖s;(0,nRn). (6.23)
Using the relation  ∈M+(0, 1; ↓) and the fact that
‖t−1/sbs1(t)‖s;(0,nRn) ≈ b(1/nn R) ≈ b(R),
we conclude that
b(R)−1+‖t−1/sbs1(t)(t)‖s;(0,nRn) b(R)(nRn) for all R ∈ (0, R0).
Together with (6.23), this implies (6.19). 
Proof of (ii) in Theorem 3.9. Let f = fR , R ∈ (0, R0), be the function from Lemma 6.7. Then inequality (3.29) and
estimates (6.17) and (6.19) imply that
Cb(R)(nR
n)Ccb(R) for all R ∈ (0, R0).
Consequently,
(nR
n)Cc/C for all R ∈ (0, R0)
and (ii) follows. 
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Proof of Theorem 3.11. In view of Theorem 3.9, it remains to show that (3.38) does not hold provided that s ∈ (0, 1).
To prove this, take s ∈ (0, 1),  ∈ (−1/s,−1), put
B(t) := [b(t) − (Ab)(t)](Ab)(t)−2((Ab)(t)) if t ∈ (0, 1) and B(t) := 1 if t1, (6.24)
and deﬁne the function f by (5.45) with
F() =
∫ ∞

(t − )M−1
(0,2−1/nn )
(t) t−MB(t) dt , (6.25)
where  ∈ [0,∞) and M ∈ N ∩ (n/p, 1 + n/p]. Then
f (x) ≈ (Ab)(|x|)−1((Ab)(|x|)) if |x|< −1/nn
and
f ∗(t) ≈ (Ab)(t1/n)−1((Ab)(t1/n)) for all t ∈ (0, 1).
Consequently, the left-hand side of (3.38) is inﬁnite since (recall that s ∈ (0, 1))
‖t−1/sbs1(t)f ∗(t)‖s;(0,1) =
(∫ 1
0
t−1[b(t1/n) − (Ab)(t1/n)]b(t1/n)s−1f ∗(t)s dt
)1/s
≈
(∫ 1
0
(Ab)′()(Ab)()s−1f ∗(n)s d
)1/s
=
(∫ 1
0
(Ab)′()(Ab)()−1s((Ab)()) d
)1/s
≈ ‖y‖s;(c,∞) = ∞
(where c ∈ (0,∞) is a convenient number). Thus, it is sufﬁcient to verify that the right-hand side of (3.38) is ﬁnite,
which is equivalent to
‖f ‖
B
n/p,b
p,1
<∞. (6.26)
Relation (6.25) implies that
F ′() = 0 if  ∈ (2−1/nn ,∞),
and
|F ′()| ≈
∫ ∞

(t − )M−2
(0,2−1/nn )
(t) t−MB(t) dt

∫ ∞

t−2B(t) dt ≈ −1B() for all > 0.
Hence, if  ∈ (1,∞), then(∫ ∞

|F ′(t)| dt
)1/
−1/′B() for all > 0.
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Using (5.13) with  ∈ (1,∞) satisfying n/p − 1/′ > 0, we obtain, for all h ∈ Rn, 0< |h|<(3M)−1, that
‖Mh f ‖p;Rn|h|1/
′
∥∥∥∥∥
(∫ ∞

|F ′|
)1/
(n−1)/p
∥∥∥∥∥
p;(0,3M|h|)
+ |h|M(‖F ′()1−M+(n−1)/p‖p;(M|h|,∞) + ‖F (M)()(n−1)/p‖p;(M|h|,∞))
 |h|1/′ ‖−1/′+(n−1)/pB()‖p;(0,3M|h|) + |h|M‖−M+(n−1)/pB()‖p;(M|h|,∞)
≈ |h|1/′ |h|−1/′+n/pB(|h|) + |h|M |h|−M+n/pB(|h|) ≈ |h|n/pB(|h|).
Thus, M(f, t)p  tn/pB(t) for all t ∈ (0, (3M)−1). Since < − 1, the last estimate yields
‖t−n/p−1b(t)M(f, t)p‖1,(0,(3M)−1)‖t−1b(t)B(t)‖1,(0,(3M)−1)
=
∫ (3M)−1
0
t−1b(t)[b(t) − (Ab)(t)](Ab)(t)−2((Ab)(t)) dt
≈
∫ (3M)−1
0
(Ab)′(t)(Ab)(t)−1((Ab)(t)) dt
∫ ∞
c
y dy <∞
(here c ∈ (0,∞) is a convenient constant). Together with the estimate
‖f ‖p;Rn = ‖f ∗‖p;(0,∞)‖(Ab)(t1/n)−1((Ab)(t1/n))‖p;(0,2n)
≈ n1/p‖(n−1)/p(Ab)()−1((Ab)())‖p;(0,2) <∞,
this implies (6.26). 
Appendix A.
The aim of this section is to give proofs of assertions mentioned in remarks of Section 3.
Lemma A.1. Let 0<q <∞, a ∈ SV(0,∞), 0<s0 <s1∞, 0< ∞ and  ∈M+(0, ; ↓). Then
‖t1/q−1/s1a(t)(t)f ∗(t)‖s1;(0,)‖t1/q−1/s0a(t)(t)f ∗(t)‖s0;(0,) for all f ∈M(Rn). (A.1)
Proof. If 0<s0 <∞, then, by Lemma 2.1(iv), t1/qa(t) ≈ ‖1/q−1/s0a()‖s0;(0,t) for all t ∈ (0, ). Consequently, for
all f ∈M(Rn) and every t ∈ (0, ),
t1/qa(t)(t)f ∗(t)‖1/q−1/s0a()()f ∗()‖s0;(0,t)‖1/q−1/s0a()()f ∗()‖s0;(0,),
which immediately yields (A.1) with s1 = ∞.
Assume now that 0<s0 <s1 <∞. Then, for all f ∈M(Rn),∫ 
0
[1/q−1/s1a()()f ∗()]s1 d

∫ 
0
[1/q−1/s0a()()f ∗()]s0 d ‖1/qa()()f ∗()‖s1−s0∞;(0,).
Raising this inequality to 1/s1 and then estimating the last term in the resulting inequality by (A.1) with s1 = ∞, we
arrive at
‖1/q−1/s1a()()f ∗()‖s1;(0,)
‖1/q−1/s0a()()f ∗()‖s0/s1
s0;(0,)‖1/qa()()f ∗()‖
1−s0/s1
∞;(0,)
‖1/q−1/s0a()()f ∗()‖s0;(0,)
and the proof of (A.1) is complete. 
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Lemma A.2. Let 1<r∞ and let b ∈ SV(0,∞) satisfy (3.11). Deﬁne the function bsr ∈ SV(0, 1), s ∈ (0,∞] and
r ∈ (1,∞], by (3.12). Let 0<s0 <s1∞, 0< 1 and let  ∈M+(0, ; ↓). Then
‖t−1/s1bs1r (t)(t)f ∗(t)‖s1;(0,)‖t−1/s0bs0r (t)(t)f ∗(t)‖s0;(0,) for all f ∈M(Rn). (A.2)
Proof. If 0<s∞, then one can easily verify that
‖−1/sbsr ()‖s;(0,t) ≈
(∫ 2
t1/n
−1b()−r ′ d
)−1/r ′
= b∞r (t) for all t ∈ (0, 1). (A.3)
Thus, using (A.3) with s = s0 ∈ (0,∞), we obtain for all f ∈M(Rn) and every t ∈ (0, ),
b∞r (t)(t)f ∗(t) ≈ (t)f ∗(t)‖−1/s0bs0r ()‖s0;(0,t)
‖−1/s0bs0r ()()f ∗()‖s0;(0,),
which immediately yields (A.2) with s1 = ∞.
Suppose now that 0<s0 <s1 <∞. Then, for all f ∈M(Rn),∫ 
0
[−1/s1bs1r ()()f ∗()]s1 d
∫ 
0
[−1/s0bs0r ()()f ∗()]s0 d · V , (A.4)
where
V :=
∥∥∥∥bs1r ()s1bs0r ()s0 [()f ∗()]s1−s0
∥∥∥∥∞;(0,)
=
∥∥∥∥∥
(∫ 2
1/n
x−1b(x)−r ′ dx
)−(s1−s0)/r ′
[()f ∗()]s1−s0
∥∥∥∥∥∞;(0,)
= ‖b∞r ()()f ∗()‖s1−s0∞;(0,).
Hence, using (A.2) with s1 = ∞, we arrive at
V‖t−1/s0bs0r (t)(t)f ∗(t)‖s1−s0s0;(0,).
Together with (A.4), this implies that∫ 
0
[−1/s1bs1r ()()f ∗()]s1 d

∫ 
0
[−1/s0bs0r ()()f ∗()]s0 d ‖t−1/s0bs0r (t)(t)f ∗(t)‖s1−s0s0;(0,).
Raising the last inequality to 1/s1, (A.2) follows. 
Lemma A.3. Let 1<p<∞ and let b ∈ SV(0, 1)∩M+(0, 1; ↑) satisfy b(0+)=0.Deﬁne the functions bs1 ∈ SV(0, 1),
s ∈ (0,∞], by (3.28). Let 0<s0 <s1∞, 0< 1 and let  ∈M+(0, 1; ↓). Then
‖t−1/s1bs11(t)(t)f ∗(t)‖s1;(0,)‖t−1/s0bs01(t)(t)f ∗(t)‖s0;(0,) for all f ∈M(Rn). (A.5)
Proof. If 0<s∞, then
‖−1/sbs1()‖s;(0,t) ≈ b∞1(t) for all t ∈ (0, 1). (A.6)
Indeed, if s = ∞, then, using (3.28) and the fact that b ∈M+(0, 1; ↑),
‖−1/sbs1()‖s;(0,t) = ‖b(1/n)‖∞;(0,t) = b(t1/n) = b∞1(t) for all t ∈ (0, 1),
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and (A.6) is veriﬁed. If s ∈ (0,∞), then, using (3.28), the change of variables 1/n = y, (6.4) and the facts that b ≈ Ab
on (0, 1) and (Ab)(0+) = 0, we arrive at
‖−1/sbs1()‖s;(0,t) =
(∫ t
0
[b(1/n) − (Ab)(1/n)] b(1/n)s−1 d

)1/s
≈
(∫ t1/n
0
[b(y) − (Ab)(y)] b(y)s−1 dy
y
)1/s
=
(∫ t1/n
0
(Ab)′(y) b(y)s−1 dy
)1/s
≈
(∫ t1/n
0
(Ab)′(y)(Ab)(y)s−1 dy
)1/s
≈ (Ab)(t1/n)
≈ b(t1/n) = b∞1(t) for all t ∈ (0, 1),
and (A.6) is again veriﬁed.
Applying (A.6) with s = s0 ∈ (0,∞), we obtain for all f ∈M(Rn) and every t ∈ (0, ),
b∞1(t)(t)f ∗(t) ≈ (t)f ∗(t)‖−1/s0bs01()‖s0;(0,t)‖−1/s0bs01()()f ∗()‖s0;(0,),
which immediately yields (A.5) with s1 = ∞.
Suppose now that 0<s0 <s1 <∞. Then, for all f ∈M(Rn),∫ 
0
[−1/s1bs11()()f ∗()]s1 d
∫ 
0
[−1/s0bs01()()f ∗()]s0 d · V , (A.7)
where
V :=
∥∥∥∥bs11()s1bs01()s0 [()f ∗()]s1−s0
∥∥∥∥∞;(0,)
= ‖b(1/n)()f ∗()‖s1−s0∞;(0,∞)
= ‖b∞1()()f ∗()‖s1−s0∞;(0,∞).
The rest of the proof is the same as that of Lemma A.2. 
Lemma A.4. Let 1r∞ and let b ∈ SV(0, 1). Then the inequality∥∥∥∥∫ 1
t
g(u) du
∥∥∥∥∞;(0,1)‖t1/r ′b(t)g(t)‖r;(0,1) (A.8)
holds for all g ∈M(Rn) if and only if
‖t−1/r ′b(t)−1‖r ′;(0,1) <∞. (A.9)
Proof. The result follows from the well-known characterization of the Hardy inequality (A.8) (cf. [16]). 
Lemma A.5. Let 1<p<∞, 1<r∞ and let b ∈ SV(0,∞). Then
B
n/p,b
p,r (R
n) ↪→ L∞(Rn) (A.10)
if and only if
‖t−1/r ′b(t)−1‖r ′;(0,1) <∞. (A.11)
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Proof. (i) Assume that (A.11) holds. As in (5.3), we obtain for all f ∈ Bn/p,bp,r (Rn) that
‖f ∗‖∞;(0,1)
∥∥∥∥∫ 1

n(f, y)p
yn/p
dy
y
∥∥∥∥∞;(0,1) +
∥∥∥∥∫ ∞
1
n(f, y)p
yn/p
dy
y
∥∥∥∥∞;(0,1) =: N1 + N2. (A.12)
Using Lemma A.4 (with g(t) = t−1−n/pn(f, t)p) and (A.11), we arrive at
N1
∥∥∥∥1/r ′b()n(f, )pn/p+1
∥∥∥∥
r;(0,1)
= ‖−n/p−1/rb()n(f, )p‖r;(0,1)‖f ‖Bn/p,bp,r . (A.13)
Moreover, by (2.6),
N2‖f ‖p
∥∥∥∥∫ ∞
1
dy
yn/p+1
∥∥∥∥∞;(0,1) ≈ ‖f ‖p‖f ‖Bn/p,bp,r . (A.14)
Combining estimates (A.12)–(A.14), we obtain
‖f ∗‖∞;(0,1)‖f ‖Bn/p,bp,r for all f ∈ B
n/p,b
p,r (R
n),
and (A.10) follows.
(ii) Assume now that
‖t−1/r ′b(t)−1‖r ′;(0,1) = ∞. (A.15)
Consider the functions f = fR from Lemma 5.6. Then, by (5.42),
f ∗R(0)‖−1/r
′
b()−1‖−r ′
r ′;(R,2) for all R ∈ (0, 4−2), (A.16)
and, by (5.37),
‖f ‖
B
n/p,b
p,r
‖−1/r ′b()−1‖−r ′−1
r ′;(R,2) for all R ∈ (0, 1/2). (A.17)
Put hR := fR/‖fR‖Bn/p,bp,r , R ∈ (0, 4
−2). Then S := {hR;R ∈ (0, 4−2)} is a subset of the unit ball in the space Bn/p,bp,r
(Rn) (and hence bounded in Bn/p,bp,r (Rn)). However, S is not bounded in L∞(Rn), since, by (A.15)–(A.17),
sup
R∈(0,4−2)
‖hR‖∞;Rn = sup
R∈(0,4−2)
hR(0) = sup
R∈(0,4−2)
fR(0)/‖fR‖Bn/p,bp,r
 sup
R∈(0,4−2)
‖−1/r ′b()−1‖r ′;(R,2) = ‖−1/r ′b()−1‖r ′;(0,2) = ∞.
This shows that (A.10) does not hold. 
Similarly, we can prove the following lemma.
Lemma A.6. Let 1<p<∞ and let b ∈ SV(0,∞) ∩M+(0, 1; ↑) satisfy b − Ab ∈ SV(0, 1). Then
B
n/p,b
p,1 (R
n) ↪→ L∞(Rn)
if and only if
‖b(t)−1‖∞;(0,1) <∞.
Consequently, if b(0+) = 0, then Bn/p,bp,1 (Rn) L∞(Rn).
Lemma A.7. Let 1r∞, 1p<∞, 0< <n/p, b ∈ SV(0,∞) and let 1/q = 1/p − /n. Then the growth
envelope function EG|B,bp,r of the space B,bp,r (Rn) satisﬁes
EG|B,bp,r (t) ≈ t−1/qb(t1/n)−1 for all t ∈ (0, ),
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where  ∈ (0, 1] is a convenient number.
Proof. In view of Remark 3.4, it remains to verify that
EG|B,bp,r (t) t−1/qb(t1/n)−1 for all t ∈ (0, ). (A.18)
To prove it, take h = hR := fR/‖fR‖B,bp,r with f = fR from Lemma 4.7. Then, cf. (4.14),
f ∗(t)cR(0,nRn)(t) for all t ∈ (0,∞) and R ∈ (0, R1).
In particular,
f ∗(nRn/2)cR for every R ∈ (0, R1).
This estimate and (4.8) imply that
h∗R(nRn/2) =
f ∗R(nRn/2)
‖fR‖B,bp,r
 cR

cR−+n/pb(R)
≈ R−n/pb(R)−1 = R−n/qb(R)−1
≈ (nRn/2)−1/qb((nRn/2)1/n)−1 for all R ∈ (0, R1).
Thus, taking = nRn1/2, we can see that
h∗R(t) t−1/qb(t1/n)−1 for all t ∈ (0, ),
and (A.18) follows since ‖hR‖B,bp,r = 1 for all R ∈ (0, R1). 
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