The capacity of an arbitrary ad-hoc network is difficult to estimate due to interference between the links. We use a conflict graph that models this interference relationship to determine if a set of flow rates can be accommodated. Using the cliques (complete subgraphs) of the conflict graph, we derive constraints that are sufficient for a set of flow rates to be feasible, yet are guaranteed to be within a constant bound of the optimal. We also compute an alternate set of sufficient constraints that can be easily derived from the rows of the matrix representation of the conflict graph. These two sets of constraints are particularly useful because their construction and verification may be distributed across the nodes of a network. We also extend the ad-hoc network model to incorporate variations in the interference range, and obstructions in the network.
Introduction
Determining the capacity of an arbitrary ad-hoc network is difficult because neighboring links using the same channel interfere, and the interference relationships between all of the links in a network can be quite complex.
Several researchers interested in the capacity of adhoc networks have modelled the ad-hoc network using randomized models, and evaluated asymptotic bounds on the capacity. Other work has addressed the question of whether a given flow vector is feasible on a particular adhoc network, where "feasible" means that a global scheduler with access to all the information in the network * This work was supported by the Defense Advanced Research Project Agency under Grant N66001-00-C-8062.
could find a link scheduling policy that would achieve the desired rates. In this work, we are also interested in methods for determining whether a flow vector is feasible, but we are particularly interested in methods that are suitable for distributed control in an ad-hoc network.
As in [1] and [2] , we make use of a "conflict graph" that models the interference relationships between the different links of a network. Every link in the connectivity graph G = (V, E) is represented by a node in the conflict graph CG = (V C , E C ). Two nodes in CG are connected by an edge if the nodes correspond to links in G that interfere. In Fig. 1 , we show an example of a connectivity graph in which the interference between links is marked using dotted lines. The corresponding conflict graph is shown on the right. The authors of [1, 2] show that a set of necessary and sufficient conditions to whether a set of flows is feasible is found by a computationally expensive process of finding all of the independent sets of the conflict graph, and then writing constraints in terms of the independent sets. (We review the details of the "independent set" method, as we call it, in Sec. 2.2.) Because the independent set constraints are computationally expensive and require global information, they are not suitable to be used in a distributed scheme. We therefore look to find a different set of conditions that can be computed in a distributed way and that are at least sufficient, though perhaps not necessary, for a flow vector to be feasible.
One such set of constraints we refer to are the "row" constraints, because they are derived by using the rows of the matrix representation of the conflict graph. While they are sufficient conditions that are relatively easy to compute, they are much more restrictive than is necessary in many cases.
This motivates us to develop a different set of sufficient conditions using cliques (complete subgraphs) of the conflict graph. While previous work [2] has used cliques to find necessary conditions for a set of flow rates to be feasible, we find sufficient conditions. We refer to our sufficient clique constraints as "scaled" clique constraints because they are constructed by modifying the necessary clique constraints by a constant scaling factor. Unlike the row constraints, the scaled clique constraints are within a constant bounded factor of being necessary; a factor that is independent of the structure of the network, or the flows on it.
One potential drawback of a scheme based on cliques is that the number of cliques in a graph can grow exponentially with the number of nodes. However, we discuss a technique for identifying approximate cliques that can be implemented distributedly, and that grows only polynomially with the number of nodes. We discuss how the sufficiency of the clique constraints is maintained when using this approximation.
At first, we model the nodes having a constant interference range, and utilize the resulting unit disk structure (defined in Sec. 4.4) of the graph. However, to consider more realistic ad-hoc network scenarios, we augment the network model to allow for variances in the interference range, and evaluate its effect on the scaling factor. We also incorporate obstructions in the network, and extend the proof of sufficiency to include this.
Finally, we attempt to validate our theoretical constraint-based approach by simulating various ad-hoc networks, and comparing the achieved rates in the simulation to the theoretical limits predicted by our model. The results are encouraging at first sight, as the networks appear to satisfy our constraint-based approach. However, a deeper study reveals that in some cases, large inefficiencies in the underlying MAC protocol may be the primary cause for the limited throughput achieved; our constraints are satisfied as a corollary of this effect. We conclude that the constraint-based framework presented here becomes universally practicable only when used in conjunction with an efficient MAC protocol.
This paper does not try to present a new architecture to achieve QoS in ad-hoc networks. What we propose is a theoretical framework that allows us to answer questions about the feasibility of a specific set of flows on an arbitrary ad-hoc network. However, this framework may indeed be used as tools to develop new and improved protocols for QoS routing in ad-hoc networks, as we discuss in Sec. 9.
The rest of the paper is organized as follows. In Sec. 2, we describe the related work in the field. Sections 3 and 4 are used to present the row and clique constraints, and prove sufficiency and bounds on these. In Sec. 5, we compare these two sets of constraints. The application of these constraints in distributed algorithms are described in Sec. 6 . Simulation results are presented in Sec. 7, before we conclude with Conclusion and Future Works.
Related Work
Many researchers have looked at modelling the capacity of ad-hoc networks. In [4] , Gupta and Kumar study how the capacity of an ad-hoc network scales asymptotically with the number of nodes n in the network. The authors study the problem under two different models of interference: the protocol model and the physical model. In the protocol model, a receiver can successfully receive a sender's transmission if the sender is geographically closer, by some margin, than any other node that is actively transmitting. In contrast, the physical model models the transmissions of other nodes as noise, and assumes a receiver successfully receives a sender's transmission if the signal to interference (SIR) power ratio is above a threshold. The authors show that under both the protocol and physical models, the maximum capacity is Θ(1/ √ n)
per node, assuming optimal node placement in a disk of unit area. They also show that under random node placement, and under the protocol interference model, the capacity is Θ(1/ √ nlogn). In [5] , the authors extend this result to show that randomly scattered nodes can in fact achieve the same Θ(1/ √ n) per-node transmission rate of arbitrarily located nodes. Other researchers have also extended the work of [4] by considering the effects of node mobility [6] , and throughput-delay trade-offs [7] . Li, Blake, et. al. analyze the capacity of specific network topologies, and run packet level simulations of both the specific topologies and of random graphs [8] . With a packet level simulator, the authors show that the maximum throughput achieved in the simulation, where the link schedule is determined by a distributed MAC protocol (802.11), is somewhat less than that predicted by the analytical capacity model which assumes an ideal schedule. For example, for a network consisting of a chain of nodes relaying a single flow, analysis suggests that a rate of up to 1 4 the channel capacity should be feasible, but with nodes using the 802.11 MAC, a rate of only Luo, Lu, and Bhargavan [1] as well as Jain, Padhye, et. al. [2] study the problem of finding rate constraints on a set of flows in an ad-hoc network, modelling what would be possible if there were a global scheduler. Both works model the interference between links in an ad-hoc network using conflict graphs and find capacity constraints by finding the independent sets of the conflict graph. The concepts of conflict graph and independent sets are discussed in more detail in the next section. In [9] , Kodialam and Nandagopal model the routing and scheduling of flows in an ad-hoc network as a graph edge coloring problem, and find necessary and sufficient conditions for the achievability of a rate vector. The caveat is that this model only considers conflicts between links incident at the same node, and does not take into account interference due to all other neighboring links.
Determining the Conflict Graph
We consider a wireless ad-hoc network with N stations. Each station is equipped with a radio having communications range ρ, and a potentially larger interference radius ω. Our model of interference is similar to that of the protocol model introduced in [4] . A transmission from station i to station j is successful if both of the following conditions are satisfied:
for every other station k that is simultaneously transmitting. Here d ij denotes the distance between i and j. The connectivity graph G is a directed graph whose vertices correspond to wireless stations and the edges correspond to the wireless links. There is a directed link from vertex i to vertex j iff d ij < ρ. The nodes of the conflict graph represent links in the connectivity graph. A pair of nodes, l ij and l kl in the conflict graph are connected by an edge if they cannot have simultaneous transmissions according to the protocol interference model. This is similar to the model of the conflict graph as presented in [1] , [2] .
To avoid confusion in the rest of the paper, we adopt the convention of using the prefix 'CG' (e.g. CG-node, CGedge) when referring to the conflict graph. Additionally, a wireless device participating in the ad-hoc protocol is sometimes referred to as an ad-hoc station.
We envision the following technique for computing the conflict graph. We assume each station knows its position (e.g. using GPS) and disseminates its position information to other stations in the local neighborhood. Each station then geometrically computes which stations are within an interference radius; we call such stations interfering neighbors.
However, the transmission and interference footprints are not perfect circles in reality, due to factors such as obstacles, multi-path fading, etc. A better scheme would use measurements, as well as any available position information from GPS, to determine which stations interfere. In sections 4.5 and 4.6, we attempt to augment our model to incorporate more realistic interference patterns.
In cases where the network's MAC protocol uses RTS/CTS (Request to Send / Clear to Send) or acknowledgements, such as 802.11 [10] , one might choose to use stricter rules for identifying conflicting links than the conditions presented in (1) . For a successful transmission to occur, these stricter conditions require that d kj > ω and d ki > ω, for every other station k that is simultaneously transmitting or receiving. This is because a receiving sta-tion will be sending acknowledgements or will have sent a CTS message that silences other stations in the vicinity.
An alternate approach to constructing a conflict graph, is to compare the geometric centers of each link, i.e. the midpoint of a line segment connecting receiver and transmitter. This is in contrast to comparing distances between the stations themselves [11] . A sufficient condition for a pair of links, l ij and l kl not to conflict would be |c ij − c kl | > (ω + ρ), where c ij is the position of the geometric center of link l ij . Note that this is sufficient whether one uses the conditions (1) or the stricter RTS/CTS rules, for a link transmission to be successful. One may then construct a conflict graph by assuming that pairs of links that do not satisfy these link-center conditions conflict. However, this approximation would lead to some pairs of links being modelled as conflicting, even though they do not conflict in reality, and thus would result in a conservative view of network capacity.
Independent Set Method
One can find a set of necessary and sufficient conditions for a proposed set of flow rates to be feasible, by looking at the independent sets in CG [1, 2] . An independent set in the CG is a set of CG-nodes that have no edges between them. The idea is to identify all of the maximal independent sets of CG, calling them I 1 , I 2 ,... I z . Then, the independent set constraints say that a set of flow rates F 1 , F 2 ,...F n is feasible iff there exists non-negative
where C is the capacity of the channel.
Unfortunately, computing all of the independent sets in a conflict graph is exponential in the number of CGnodes [2] , so using this method in a large CG is not practical. Furthermore, the method requires global information about the entire graph. For these reasons, we look for methods that require less computation, and that can be done with local information at each CG-node.
Row Constraints
We describe here one set of sufficient conditions for a set of flow rates to be feasible. We represent a set of flow rates as the vector F of size n × 1, where n is the number of links in the network and F i is simply the flow rate assigned to link i. We also make use of a conflict graph incidence matrix M defined as follows:
1 if links j and k are connected by an edge 0 otherwise
Theorem 1 A set of flow rate assignments F has a feasible schedule if
where C is a n × 1 vector, with all entries equal to the channel capacity C. We refer to expression (3) 
Proof:
We assume that the entries of the flow rate vector F are rational multiples of each other. Let T be the smallest integer such that flow rates F i are integer multiples of C T for all i ∈ {1, ..., n}, and let K be the vector of integers such that
We will construct a periodic schedule with period T .
We begin by transforming the conflict graph CG by replacing a CG-node i by a clique consisting of K i nodes. Each of the new nodes in the replacement clique needs to be connected to every neighbor of the replaced CG-node.
Let this transformed graph be called CG f . Observe that a coloring of CG f implies a schedule for CG. This is because each node in the clique replacing i has a unique color. Further, if CG-nodes i and j were adjacent in CG, all the components of their replacement cliques are adjacent in CG f , and hence have unique colors. Consequently, by letting each color correspond to a slot, we can ensure that CG-nodes i and j are scheduled for appropriate durations, which are disjoint.
Next we observe that MF ≤ C implies MK ≤ T , where T is a n × 1 vector, with all entries equal to T . This in turn implies that each CG f -node has strictly less than T neighbors. We may now color the graph with the greedy coloring algorithm that follows. Label the CG f -nodes with indices {1, ..., N } and begin coloring 
., T }. For
CG f -node i, we assign it the lowest indexed color not already assigned to a neighbor. We can always find such a color with index in {1, ..., T }, simply because CG f -node i has less than T neighbors. Thus we have a valid coloring for CG f , which implies the existence of a feasible schedule for the flow vector F.
The row constraints may be evaluated in a localized and distributed manner by evaluating
where F i and C i are the flow vector and capacity vector representing only the neighbors of link i. Since all the non-zero elements of the i th row of M lies in the interference neighborhood of CG-node i, we only need to consider those relevant entries of F and C. Each CGnode only needs local information from all its neighbors to check the validity of these constraints.
While the row constraints are sufficient, they are not necessary constraints. Indeed, in some examples they can be much more restrictive than is necessary. Fig. 2 shows a conflict graph that illustrates such an example. The row constraints imply that
However, expression (5) is much stronger than what is necessary to be feasible. For example, one could achieve the rates
off. Yet, if we used expression (5) as our guide (with F X = 0), we would have to set all the rates to C/4. Thus, in this case, obeying the row constraints would lead us to rates that are only 1/4 of actually feasible rates. In theory, the row constrained solution could be arbitrarily far from optimal, as in the case if the star had many rays instead of 4.
Because the row constraints could possibly be overly conservative, we are motivated to develop a different set of constraints using cliques. We describe the method in the next section.
Clique Constraints

Cliques: Definition and Background
We begin with a few definitions well-known in graph theory. Consider a bi-directional graph with nodes and edges. An induced subgraph is a subset of the nodes together with any edges whose endpoints are both in this subset. An induced subgraph that is a complete graph is called a clique. A maximal clique of a graph is a clique such that it is not contained in any other clique. In the conflict graph in Fig. 1 , ABC, ACD and ADE are all maximal cliques.
A clique in a conflict graph is closely related to the capacity of ad-hoc networks. CG-nodes that form a clique are all connected to each other -consequently only one CG-node in a clique may be active at once.
There are two main reasons to utilize cliques in place of independent sets. First, cliques in a CG are inherently local structures and therefore amenable to localized algorithms. Second, as we describe in Section 6.1, we can approximate the maximal cliques around a link in a computationally simple and distributed fashion.
Specifying Clique Constraints
Assume that each CG-node (i.e., link in the connectivity graph) is aware of all the maximal cliques that it belongs to. This information may be described by an incidence matrix Q i , which is of order q × n. Here, q is the number of maximal cliques that this link i belongs to, and n is the total number of links. In this matrix,
Note that this matrix Q i does not include information about the entire network -it covers only the interference neighborhood of link i. The union of the clique matrices across all the links gives the global clique matrix Q.
Since a network must satisfy the capacity constraints for all cliques, we can write the 'clique constraints' in a matrix form. As in Section 3, we denote the flow vector F and the capacity vector C. Hence we have,
Consider the conflict graph as shown in Fig. 1 . Let the allocated flow on each CG-node be denoted by F A , F B etc. Then, the clique constraints Q F ≤ C are:
Insufficiency of Clique Constraints
The clique constraints provide a necessary condition for a realizable schedule to exist, since there cannot be a feasible schedule over links that form a violated clique constraint. One might hope that these constraints would also be sufficient conditions for a realizable schedule. Unfortunately, that is only true for a special sub-class of graphs called Perfect Graphs [12] . Perfect graphs are those whose chromatic number (least number of colors required to color the graph, such that every adjacent node has a separate color) and clique number (size of the largest clique) are equal for all induced subgraphs.
As noted in [2] , the simplest example of an imperfect graph where the clique constraints are insufficient is the conflict graph shaped like a pentagon, shown in Fig. 3 . Although the clique constraints suggest a valid flow allocation of 0.5C on each link, in reality only 0.4C on each link is achievable since at most two out of the five CGnodes may be active simultaneously.
Sufficiency using Scaled Clique Constraints
In Sec. 3, we proved the sufficiency of row constraints for a schedule to exist. In this section, we demonstrate When modelling a link by its mid-point (Sec. 2.1), the resulting CG has an unit disk graph structure. A graph is said to be a unit disk graph (UDG) [13] when there is an edge between two nodes if and only if their Euclidean distance is at most 1 (or a constant value ω). We then use properties of UDG to prove the following theorem.
Theorem 2 When the conflict graph is modelled as a UDG, a set of flow rate assignments F has a feasible schedule if
QF ≤ C × 0.46.
Proof: Following in the lines of the proof of Theorem 1, we impose an integer flow rate vector K by assuming a T -periodic slotted time schedule, where
T . Next, we transform the conflict graph CG by replacing a CG-node i by a clique consisting of K i nodes. Let this transformed graph be called CG f . As we observed in the proof of Theorem 1, a coloring of CG f implies a schedule for CG.
Denote χ(CG f ) as the chromatic number of CG f , and let κ(CG f ) be the clique number of the graph. Then it is well known that χ(CG f ) ≥ κ(CG f ), since we at least need to use a different color for every member of the largest clique.
We would have a feasible schedule for CG if we could color CG f using at most T colors (i.e., χ(CG f ) ≤ T ). This would ensure that all CG-nodes in a clique are scheduled for disjoint slots, yet the number of available slots in the periodic schedule is not exceeded.
In [3] , the authors define the imperfection ratio imp(G) of a transformed weighted graph (e.g. CG f ) as the supremum of the ratio between its chromatic number and its clique number. They further show bounds on imp(G) if the graph belongs to the class of UDG. For a UDG,
We sketch the proof of this result in Sec. 4.6. To complete our proof, we observe that QF ≤ C ×0.46 implies that QK ≤ 0.46T . This in turn implies that κ(CG f ) ≤ 0.46T , since the clique number κ(CG f ) is simply the largest element of QK. Now applying expression (8), we have
Thus we have a sufficient condition for the existence of a feasible schedule.
Consider the scaled clique constraints of expression (7): In addition to being sufficient, they are within a bounded factor of the necessary conditions of expression (6) . Consequently, we are assured that flow vectors satisfying the scaled clique constraints are no further than a factor of 0.46 from an optimally feasible flow vector.
It is also worth noting that the clique constraints may be evaluated in a distributed fashion by checking
where F i and C i are the flow vector and capacity vector as known to link i. The only non-zero elements of the clique matrix Q i lie in the interference neighborhood of CG-node i, and so the only affected elements of F i and C i are the corresponding ones.
Obstructions in Ad-Hoc Network
Typically, interference regions in a real ad-hoc network are not shaped like perfect disks, due to the presence of obstructions. In such situations, the underlying CG may not be a UDG. Thus, condition (7) may not be sufficient to guarantee the existence of a feasible schedule, as the proof of Theorem 2 depends on the UDG property. One solution to this problem is to construct what we call a "virtual" conflict graph, where links that lie within an interference range of each other are always modelled as conflicting, even if in reality an obstacle prevents the links from interfering each other. Note that the virtual-CG is a UDG by construction, even if the underlying CG is not. Using the virtual-CG we may state and prove the following.
Theorem 3 A set of flow rate assignments F has a feasible schedule if
where Q V is the clique incidence matrix of the virtual-CG, as defined above. This is valid even if the "true" CG is not UDG.
Proof:
Note that the virtual-CG has the same set of CG-nodes (corresponding to links in the connectivity graph) as the true-CG, while the set of CG-edges of the virtual-CG are a superset of the edges of the true-CG. We may define integer flow rates K i where
T , a virtual-CG f , and a true-CG f in the same way that we did in the proof of Theorem 1. By Theorem 2, condition (10) implies that there exists a coloring of the virtual-CG f with at most T colors. However, a valid coloring of the virtual-CG f is a valid coloring of the true-CG f as well, because each node in the true-CG f has a subset of the neighbors it has in the virtual-CG f . Thus, there exists a valid coloring of the true-CG f , which in turn implies the existence of a feasible schedule to achieve the flow rate vector F.
Variance in Interference Range
Often, the interference region may not be shaped like a perfect disk, but be uneven near the edges, due to fading effects. Such an interference region may be modelled as being bounded between two disks. Two CG-nodes cannot interfere if their distance > 1, and two CG-nodes will always interfere if their distance ≤ x ≤ 1. But if two CG-nodes are separated by a distance between x and 1, they may or may not interfere. We would like to take this variance into account while employing our constraintbased approach.
In order to present the proof of our extension, it is useful to sketch the proof of the original imperfection theorem, as given in [3] .
Theorem 4 [3] For a UDG,
Proof: The proof uses the 'Stripe Lemma' from [13] which implies that in a UDG, stripes of width √ 3/2 are perfect. The technique used in the proof is to cover the UDG with a large number of randomly positioned stripe-graphs. A stripe-graph consists of stripes of width √ 3/2 separated by a distance of 1. Since each stripe is perfect, and their separation is greater than 1, the entire stripe-graph is perfect. Then, the probability p that any node is covered by a particular stripe-graph is
. Extending a probability argument, the authors show that the imperfection of the graph is bounded above, by the reciprocal, i.e., imp(G) ≤ We define the 'connectivity band' of a node in a stripe in the CG. In Fig. 4 , it follows from geometry that a node A will necessarily be connected to all other nodes in the stripe which lie within a connectivity band of height 1/2 in either direction (shaded region in the figure). So if two nodes are not connected to each other, their Y coordinates must be separated by at least 1/2.
The following theorem now follows from Theorem 4.
Theorem 5 When the interference range ω in a CG varies between
Proof: In [13] , the authors show that the Stripe Lemma holds if for all nodes located within the stripe, two nodes on either side of a third node, but not adjacent to the third node (e.g. nodes B and C in Fig. 4 ) are never connected themselves. This is a corollary of having a connectivity band of width 1/2 on either side of a node -B and C on either side of A are necessarily separated by a distance greater than 1. When the interference range varies between x and 1, a modification of the Stripe Lemma using triangle geometry ensures that the stripe is always perfect provided 
where z is the width of the stripe. Consider Figure 4 again: We need to ensure that the band of height 1/2 on either direction of A is within its range of connectivity, i.e. the diagonal of the connectivity band ≤ x. At the limit, we get z = x 2 − (1/2) 2 . Note that since x ≤ 1, we have z ≤ √ 3/2.
Following the proof technique of Theorem 4 [3], the imperfection ratio in this case is bounded by imp(CG)
Hence, existence of a feasible schedule is guaranteed provided QF ≤ C × z 1+z . Table 1 tabulates the values of the bound on imperfection ratio as a function of the unevenness in the interference region. As seen, the imperfection can grow as the interference range varies more.
This extension can also account for the approximation error introduced by representing a link by its mid-point (Section 2.1). To account for this, we can model the interference range as lying between two discs of radius ω and ω + ρ.
Once again it is important to realize that the clique constraints applied to a virtual conflict graph akin to the one described in Sec. 4.5 will also imply a feasible schedule. In this case, the virtual CG corresponds to the maximum 
Row vs. Clique Constraints
We have presented two sets of constraints, both of which may be evaluated in a distributed fashion. In this section, we discuss the efficacy of using one set of constraints versus the other.
Relating Row and Clique Constraints
We have seen that the row constraints are sufficient, but may be arbitrarily far from being necessary, as we observed in Sec. 3. On the other hand, the scaled clique constraints are not only sufficient, but also within a bounded factor of the necessary constraints (Sec. 4.4). We present a schematic of the relationship between the various sets of constraints discussed earlier. Each of the constraint sets defines a polytope in R n + , describing the feasible range of values for the flow vector F. We show a two dimensional representation of these regions in Fig. 5 .
The independent set (I.S.) polytope corresponds to the necessary and sufficient condition for a feasible schedule to exist, and is therefore the benchmark. The outer clique polytope is derived from necessary conditions and so contains the I.S. polytope. Scaling this by a factor of 0.46 gives us the scaled clique polytope. This corresponds to sufficient conditions for feasibility, and is hence entirely (Fig. 3) , where row constraints allow a flow rate of C/3 = 0.33C is possible on each link, while scaled clique constraints only allow a flow rate of 0.46 × C/2 = 0.23C. However, as the number of flows increases, we are likely to get situations where a CG-node has many neighbors, which do not all form a single clique. Such topologies make the row constraints too restrictive, as is often the case in realistic ad-hoc networks.
Using Both Row and Clique Constraints
Because the row constraints may be less restrictive in some circumstances than the clique constraints, we would like to give each station in the network the flexibility to choose to use either the row constraints or the scaled clique constraints, depending on which are less restrictive for the situation. However, we need to be sure that in a network where some stations use clique constraints, and others use row constraints, the union of the constraints be-ing checked across the network constitute sufficient conditions for a flow rate vector to be feasible. We show that this is indeed the case in the theorem that follows. The flow rate vector F is feasible if
As in the proof of Theorem 1 we define integer flow rates K i where
T , and we define the graph CG f by replacing each node i of CG with a clique of K i "children" nodes. Recall that a coloring of graph CG f using at most T colors implies the existence of a feasible schedule. Let CG A f denote the subgraph of CG f restricted to CG f -nodes whose parents are in A. Theorem 2 implies the existence of a coloring for CG A f . We color the nodes of CG A f using such a coloring, and now we seek to color the remaining nodes of CG f .
We observe that M B F ≤ C implies M B K ≤ T which in turn implies that each node in CG B f has less than T neighbors. It is worth emphasizing that each node in CG B f has less than T neighbors in total, including neighbors in CG B f and neighbors in CG A f . We may now color the remaining nodes of CG f by using the same greedy coloring algorithm as in Theorem 1. Because the remaining nodes each have less than T neighbors, we can always find a color with index in {1, ..., T }. Thus we have found a coloring for all of CG f , and therefore there exists a feasible schedule to accommodate flow rate vector F.
Distributed Algorithms
Computing Cliques
For our purposes, we would like to compute maximal cliques in a computationally simple, distributed and localized manner. General algorithms to generate cliques (e.g. [14] , [15] , [16] ) are centralized in nature. Also, these are exponential algorithms since the number of maximal cliques in a graph (even in a UDG) is exponential. So we aim for a polynomial approximation algorithm.
The essence of the approximation is to use slightly 'super-maximal' cliques. When the number of cliques grows large, several nearby cliques will have a significant intersection, i.e., their membership will differ only at a few nodes. In this case, the approximation algorithm generates the union of these as the super-maximal clique. The exact set of maximal cliques generated depends upon the location of the nodes.
By using approximate cliques, the constraints are only strengthened further as multiple individual constraints are replaced by their union. Thus, the sufficiency of the approximated clique constraints implies the sufficiency of the actual set of clique constraints.
The heuristic algorithm presented by authors of this paper in [17] distributedly approximates all maximal cliques that a CG-node belongs to. The algorithm in fact works on any UDG, a more general class of graphs than conflict graphs alone. It makes use of certain key geographic structures of these graphs. For each edge, we limit the set of vertices that may form cliques with this as the longest edge. We then consider several characteristic shapes determined by that edge, and prove that all cliques involving this edge are included in one of the sets of vertices contained in these shapes. The evaluation of the vertices located within these shapes may be done in polynomial time, enabling us to limit the running time of the algorithm.
The algorithm works in O(m∆ 2 ) time and generates O(m∆) cliques, where m is the number of edges in the graph and ∆ is its maximum degree. We also provide a modified version of the algorithm which improves the performance in many cases, albeit without affecting the worst case running time.
Capacity Estimation
We can use the clique constraints to estimate the capacity of an ad-hoc network, in a localized and distributed way. Assume that each CG-node is aware of all its interference neighbors, and their allocated flows. Using this localized information, each CG-node can estimate its available capacity Γ i as
Γ i is the available bandwidth on link i, taking into account flows allocated on i, as well as interference from neighboring links. We consider all maximal cliques that i belongs to, and take the worst case available capacity over all the cliques. This ensures that the available capacity satisfies the conditions for sufficiency, as described earlier in the paper.
The value Γ i is a vital commodity for algorithms involving quality or rate guarantees in a network. In a wired network, the width or available bandwidth of a path is determined by the remaining bandwidth on the bottleneck link in the path. In the case of an ad-hoc network, it is the bandwidth available on the bottleneck clique that offers a parallel metric of comparison. We therefore expect our methods of computing Γ i to be utilized frequently, in distributed algorithms for admission control and QoS routing.
Admission Control
A distributed admission control scheme may now be overlaid on the capacity estimation framework. We assume as above that the CG-nodes in the conflict graph are aware of all their interference neighbors, and their allocated flows.
Using the approximation algorithm described in [17] , each CG-node (in reality, the node at one end of this link) keeps track of the maximal cliques it is part of, and the available bandwidth on them. The admission control algorithm is effected when a new flow request {src, dest, path, bw} is received by the network. The new flow description is sent out along the path of the flow. Every station that receives the flow request updates its flow vector F i with the new flow parameters. And then it recomputes
We assume that the route for the flow is known ahead of time. This allows us to accept or reject flow requests based on the ad-hoc bandwidth available in the network. We can further incorporate routing techniques that make use of the knowledge of interference -we discuss more about the routing issue in Future Work (Sec. 9).
Simulation Results
We present simulation results to test the various ideas discussed earlier in the paper. We perform simulations using OPNET [18] , which implements detailed packet level simulation models of channels, interference, as well as the 802.11 MAC and ad-hoc routing protocols.
Feasible vs. Actual Schedule
In sections 3 and 4, we have shown that a feasible schedule exists when the row constraints or the scaled clique constraints are satisfied. However, it is important to note that the mere existence of a feasible schedule does not imply our being able to find it, let alone impose it on all the ad-hoc stations. The task of finding a distributed scheduling mechanism that achieves the feasible schedule is a well-known open question, and is beyond the scope of this paper.
Instead, we compare our theoretical models with a practical MAC protocol -the default 802.11b. We make no changes to the existing 802.11b, and simply use it to check against the capacity limits predicted by our model.
Row Constraints
First, we evaluate the row constraints presented in Sec. 3. The conflict graph evaluated here is shaped like a star, as shown earlier in Fig. 2 . All the links A, B, C, and D interfere with link X, but none of these interfere with each other. Assuming the effective capacity of the channel to be 5M bps, satisfying the row constraints (at CG-node X) requires
In fact, each of the links A, B, C, and D should be able to achieve close to the 5M bps capacity.
The results of this simulation are presented in Table 2 . All rates are in M bps, and the notation 3 × p + q in the table implies that three of the outer links are all generating/receiving p M bps, while link X at the center gets q M bps.
As seen from the first set of rows of the table, all four of the outer links can indeed achieve 4.5M bps each -so these rates exceed the row constrained rates by a large Fig. 2 is perfect, and so the unscaled clique constraints of expression (6) should be sufficient [2] . The clique constraints for this graph look like F A + F X ≤ 5, F B + F X ≤ 5 etc. Indeed, as seen from the received rates in Table 2 , the clique constraints are always satisfied.
We also observe the unfair nature of the sharing of links. The second set of rows show that link X is starved when multiple of its neighbors are transmitting simultaneously. Only by rate limiting the neighboring traffic (third set of rows) can link X hope to achieve its share.
Clique Constraints and Scaling
In order to observe the insufficiency of the unscaled clique constraints, we need to simulate an imperfect CG -the pentagon in Fig. 3 . The unscaled clique constraints on this conflict graph suggests that a rate of 2.5M bps should be achievable on each link (assuming a 5M bps channel capacity); although analysis confirms that each link is limited to 2M bps at most (Sec. 4.3).
The simulation results presented in Table 3 support the analysis quite well. When the traffic on each link is shaped to the predicted limit of 2M bps, all links are able to achieve 2M bps each. Increasing the offered rates further, to 2.5M bps on each link, only makes matters worse -the links get saturated and the throughput is reduced to only 1.8M bps per link. The row constraints would only allow 5/3 = 1.67M bps per link, and so they are again too restrictive.
Randomly Generated Network
We generate a random ad-hoc network consisting of 50 ad-hoc stations in a 2.5km × 2.5km area. The locations of the stations are fed into OPNET. Transmission range is set to 500m, and the interference range is 1km. These numbers roughly correspond to a battalion of tanks in a battlefield, with powerful radios. We pick five pairs of stations at random and set up video flows between them (running for 5 minutes), and alter these rates in order to change the load on the network. We use the DSR routing protocol [19] to determine the routes, and measure the amount of traffic received at each of the receiving stations in the OPNET simulation. In parallel, we feed the routes generated into the theoretical model implemented in MATLAB [20] . Using equation (13), we calculate the minimum spare capacity Γ i on each link i, to compare against the actual rates received by the flows. The minimum spare capacity Υ in the network is calculated by taking the minimum of Γ i over all the links.
We run simulations involving three, four and five flows. In many of the simulations, the calculated spare capacity on the network is negative, which predicts that some of the flows may be losing traffic. Each simulation run yields a single point on the plot, with the rates and the routes of all the flows together determining the Γ i values for each link, and thereby Υ for the network. A summary of the simulation results is shown in Fig. 6 . For an individual simulation run, we assign the same video rate to each of the three, four or five flows. On the X-axis, we plot the rate of video traffic sent out on each of these flows; while the Y-axis plots the average rate received over all the flows.
By looking at the routes, and interpolating between the various video rates, we can also determine the exact transmitted rate at which Υ = 0, as predicted by our model. We determine this limit for each of the three, four and five flow cases, and plot these using the dotted vertical lines. As seen from the figure, the flows appear to receive almost all their traffic until the predicted limit. In each case, the flows experience a sharp loss of quality soon after the theoretical limit is crossed. 
MAC Inefficiencies and Graph Imperfection
Our simulation results indicate that the achieved throughput in an ad-hoc network is often limited to a point close to the scaled clique limits. However, the bound of 1 0.46 = 2.155 on the imperfection ratio may be significantly larger than the typical case imperfection ratio. In fact, [3] states a conjecture that the imperfection ratio is in fact bounded above by 3 2 . Recall that the imperfection ratio is the ratio between the chromatic number χ(CG f ) and the largest clique size κ(CG f ), maximized across all possible flow vectors. Consequently, for the random networks generated in our simulations, it is not possible to analytically determine that imperfection ratio. At best, we can find
for particular flow vectors.
On the other hand, there are several inefficiencies in the distributed nature of the MAC protocol (e.g. [8] , [21] ). When graph imperfection is significantly less than 2.155, our observation that the throughput falls off soon after the offered load exceeds the scaled clique constraints, must be because MAC inefficiency in addition to any graph imperfection is limiting the achievable rates. In fact, given an ideal scheduler, the unscaled clique constraints ought to be necessary and sufficient in Fig. 6 , since we find that
κ(CG f ) = 1 in this specific case. Thus, in this example, the limits on the throughput is primarily due to the inefficiency of the MAC. We are not violating the clique constraints here -they are merely being superseded by the inefficiencies in the MAC protocol. The scaling factor of 0.46 is required, to account for the worst case imperfection in a CG, since we cannot predict the flow vectors ahead of time. In simple networks and/or few flows (e.g. Sec. 7.3), the effect of the graph imperfection is easily visible. In some other situations however, the effects of MAC inefficiency, rather than graph imperfection, might be the dominating cause for the gap between a flow vector satisfying the unscaled clique constraints and one that is actually achievable with a distributed MAC. Thus, the constraint-based framework presented here becomes universally practicable only when used in conjunction with an efficient MAC protocol. constraints is that they are localized in nature and amenable to distributed approximation algorithms. Our third contribution is to propose distributed algorithms for capacity estimation that utilize these constraints. The estimated capacity may then be utilized by other algorithms to implement admission control and QoS routing schemes in ad-hoc networks. While this paper does not claim to propose an implementable protocol for distributed ad-hoc QoS routing, it provides the underlying theoretical framework that makes it possible to develop such schemes.
Extensions and Future Work
This work may logically be extended on several fronts. First, the conflict graph that we have used models each link by its mid-point -a more accurate representation would consider the specific locations of source and destination, (e.g. [11] ). Furthermore, in a real ad-hoc network, interference occurs as a result of the cumulative signalto-noise ratio at the destination, and not due to a single interferer; it would be more appropriate to have a conflict graph that models this physical characteristic. However, it is useful to note that the discussions about row and clique constraints presented in this paper are not dependent on the way the CG is calculated, a more accurate CG is still amenable to the same analysis as presented here.
On a more practical direction, we would like to utilize the clique-based framework to propose realistic admission control or QoS routing mechanisms for ad-hoc networks. Preliminary steps have already been taken in this regard. In [22] , we propose a distributed Ad-hoc Shortest Widest Path (ASWP) routing algorithm, which transforms the well-known Shortest Widest Path paradigm to the adhoc domain by taking interference into account, and addresses its limitations. We further propose IQRouting [23] -a source-based heuristic mechanism that is able to select QoS routed paths in a dynamic manner, using only localized state information. Each of these algorithms relies on the computation of available bandwidth (Sec. 6.2), and utilizes cliques as the central unit of QoS.
Finally, we wish for a distributed scheduling mechanism which is able to achieve the feasible schedule, when we have sufficient conditions for its existence. While the solution to this may be too difficult to achieve, it is fair to hope for approximate mechanisms which are able to approach the feasible network throughput to within a bounded factor of the optimal.
