We show sufficient conditions under which the BallWalk algorithm mixes fast in a bounded connected subset of R n . In particular, we show fast mixing if the space is the transformation of a convex space under a smooth incompressible flow. Construction of such smooth flows is in turn reduced to the study of the regularity of the solution of the Dirichlet problem for Laplace's equation.
Here vol denotes the n-dimensional volume, 1 D Ω denotes the diameter of Ω obtained by D Ω = max x,y∈Ω |x − y| where |x − y| is the Euclidean distance between x, y ∈ R n , and d(Ω 1 , Ω 2 ) = min x∈Ω1,y∈Ω2 |x − y|. The only isoperimetric inequality for a non-convex space is shown by Chandrasekaran et al. (2010) that obtains an inequality for star-shaped bodies.
2 In this paper, we show that an isoperimetic inequality holds for any non-convex space, as long as there exists a smooth measure-preserving mapping from a convex space to that non-convex space. We also show a construction for such mappings by constructing appropriate smooth incompressible flows. Given such mapping, we show a polynomial mixing rate for BallWalk.
The BallWalk algorithm is a simple random walk procedure and is defined as follows. Let B(x, r) denote the n-dimensional Euclidean ball of radius r centered around x. At time t, we pick a point uniformly at random from B(x t , r). Let this point be y t . If the new point is outside Ω ′ , the move is rejected and x t+1 = x t . Otherwise, x t+1 = y t . Kannan et al. (1997) show a polynomial mixing rate for the BallWalk algorithm when Ω ′ is convex. The next theorem shows a more general result under an embedding assumption. Before giving more details, let us define some notation. Let Ω be a convex space with boundary ∂Ω, and let Ω ′ be a bounded connected subset of R n . Assume Ω ′ is the image of Ω under a Lipschitz measure-preserving mapping g : R n → R n :
Here D x g is an n × n matrix whose (i, j)-th element is ∂g i /∂x j , also known as the Jacobian matrix evaluated at point x. Mapping g is called measure-preserving if det(D x g) = 1 for all x ∈ Ω. Let R Ω ′ be an upper bound on the isoperimetric ratio of Ω ′ , i.e. vol n−1 (∂Ω)/vol(Ω) ≤ R Ω ′ .
Theorem 1. Consider the BallWalk algorithm. Let σ 0 be the distribution of the initial point, σ t be the distribution after t steps of the random walk, and σ be the uniform distribution on Ω ′ . Suppose there exist
Here, d tv denotes the total variation distance, and big-O notation hides constants and polynomial terms in
Here we show a proof sketch for Theorem 1. First we show that an isoperimetric inequality can be obtained from the embedding assumption. We will discuss existence of such embeddings in the next section.
. By the embedding assumption,
Thus,
It can be shown that if an isoperimetric inequality holds for Ω ′ , the Markov process induced by the BallWalk algorithm has large conductance. This step of the proof is omitted and is based on standard techniques from the literature on random walk analysis (Vempala, 2005 , Chandrasekaran et al., 2010 . Next we show the relationship between conductance and mixing rates. Let P x (A) be the probability of being in set A ⊂ Ω ′ after one step of the process that starts from x. The ergodic flow of Markov process is defined by Φ(A) = A P x (Ω ′ \ A)dx. Define the s-conductance (for 0 ≤ s ≤ 1) of the Markov process by
The following standard result relates the s-conductance to the mixing rate.
Lemma 2 (Corollary 1.5 of Lovász and Simonovits (1993) ). Let 0 < s ≤ 1/2 and H s = sup σ(A)≤s |σ 0 (A) − σ(A)|. Then for every measurable A ⊂ R n and every t ≥ 0,
The lemma shows that the mixing time of the Markov process is directly related to its s-conductance. The rest of the paper is devoted to construction of Lipschitz measure-preserving mappings. First we define some notation.
Notation
We use ∇f , ∇ 2 f , ∇ · v, to denote the gradient of function f , Laplacian of f , and divergence of vector field v, respectively. For integer k ≥ 0 and 0 < α ≤ 1, we use C k,α (K, K ′ ) to denote the Höolder space, i.e. the space containing mappings from K to K ′ that have continuous derivatives up to order k and such that the kth partial derivatives are Hölder continuous with exponent α. Further, we use . k,α to denote the C k,α norm. For integer k ≥ 0 and p ≥ 1, we use W k,p (K, K ′ ) to denote the Sobolev space.
Lipschitz Measure-Preserving Mappings
We want to find a mapping u ∈ C 0,1 (Ω, Ω ′ ) such that
When Ω = B(0, 1) is the Euclidean unit ball and Ω ′ is star-shaped, Fonseca and Parry (1992, Theorem 5 .4) construct a mapping u ∈ W 1,∞ (B (0, 1) , Ω ′ ). They first construct a ∈ W 1,∞ (B (0, 1) , Ω ′ ) such that for any x ∈ B(0, 1), det(D x a) = λ(x) for some λ(x) > 0. Then using results of Dacorogna and Moser (1990) , a map b ∈ C 1,α (B(0, 1), B(0, 1)) with 0 < α < 1 is constructed such that
we get that
We get the desired embedding by setting u = z −1 . We show a more general approach to construct such mappings by using divergence-free (incompressible) vector fields. Consider velocity field
and the ordinary differential equation
where ∂ t denotes partial derivative with respect to time. Assume that v is Lipschitz with respect to the spatial variable with Lipschitz constant L, uniformly with respect to the time variable. Under these conditions, by Picard-Lindelöf theorem (Hartman, 2002) the above ODE has a unique and Lipschitz solution. Further, the classical flow of v, i.e. the flow
We want to choose v and Φ such that Ω 1 = Ω ′ and
is a solution for (2). Let Ω t be a subset of R n such that Ω 0 = Ω and Ω t = Φ(t, Ω). To ensure that the flow is volume-preserving, we require that v is divergence-free
where boundary values (f t ) are such that Ω 1 = Ω ′ . By Divergence Theorem, we must have
where n is the outward pointing unit normal field of the boundary ∂Ω t . By chain rule,
We know that if Ψ(t)
Thus, det ∇Φ(t, x) = det ∇Φ(0, x) = 1 for any t ∈ [0, 1]. Thus, u(x) = Φ(1, x) is a solution for (2). By (3), Φ (and hence u) inherits the smoothness of v. Thus it only remains to show a Lipschitz solution for (4). Problem (4) does not necessarily have a unique solution. Here we describe a solution based on a reduction to a Dirichlet problem. Assume v(t, .) = ∇h t for some potential h t : R n → R. Let c t (R n ; R) be such that ∇c t = f t on ∂Ω t . Thus we want to solve the following Dirichlet problem for Laplace's equation
Extend c t to the whole Ω t and let m t = ∇ 2 c t . Solve
Then h t = c t − w t is a solution for (6). This holds because h t = 0 on ∂Ω t and ∇ 2 h t = ∇ 2 c t − ∇ 2 w t = 0 in Ω t . Thus v(t, .) = ∇h t = ∇c t − ∇w t is a solution for (4). Lipschitzness of v(t, .) can be shown by bounding second derivatives of w t and c t .
Regularity results for the solution of the Dirichlet problem for Laplace's equation exist. For example, we can use results of Gilbarg and Trudinger (2001, Chapter 6) to show Hölder continuity of the second derivatives of solution of (7) given that ∂Ω t and m t are sufficiently smooth.
