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ABSTRACT. In the Gaussian white noise model, we study the estimation of an unknown
multidimensional function f in the uniform norm by using kernel methods. The perfor-
mances of procedures are measured by using the maxiset point of view: we determine the
set of functions which are well estimated (at a prescribed rate) by each procedure. So, in
this paper, we determine the maxisets associated to kernel estimators and to the Lepski
procedure for the rate of convergence of the form (logn=n)
¯=(2¯+d). We characterize the
maxisets in terms of Besov and Hölder spaces of regularity ¯.
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1 Introduction
We consider the maxiset point of view in the classical Gaussian white noise model
dYt = f(t)dt +
¾
p
n
dWt; t 2 [0;1]d; (1)
where f : Rd ! R is an unknown function, W is the Brownian sheet in [0;1]d, ¾ > 0 is known
and n 2 N¤. We take a level of noise of the form ¾=
p
n to refer to the equivalence between the
model (1) and the regression model with n observations and noise level equal to ¾. In this paper,
we study the estimation of f on [0;1]d from the observations fYt;t 2 [0;1]dg. For this purpose,
we assume that f belongs to L
per
1 (Rd) the set of 1-periodic functions that belong to L1(Rd).
The quality of an estimator ^ fn is characterized by its risk in sup-norm
Rn( ^ fn) = E
³
k ^ fn ¡ fkp
1
´
;
where kgk1 = esssupt2[0;1]d jg(t)j and p ¸ 1.
In a general way, for non parametric framework, there are three steps for the statistician when
he faces the problem of estimating f: the choice of the method (kernel, Fourier series, wavelet,...),
the determination of parameters of the method (the bandwidth, the number of coeﬃcients that
have to be estimated,...) and the evaluation of the quality of his procedure ^ f = ( ^ fn)n (the
word "procedure" sets the couple method-parameters) by computing the rate of convergence of
Rn( ^ fn). In the non-parametric setting, the minimax theory is the most popular point of view: it
consists in choosing a functional space F ½ L
per
1 (Rd) and ensuring that ^ f achieves the best rate
on F. But, at ﬁrst, the rate could be unknown, secondly, the choice of F is arbitrary (what kind
of spaces has to be considered: Sobolev spaces? Besov spaces? why?), thirdly, F could contain2 K. Bertin and V. Rivoirard
very bad functions g (in the sense that g is diﬃcult to estimate). Since the unknown quantity
f could be easier to estimate, the used procedure could be too pessimistic and not adapted to
the data. More embarrassing in practice, several minimax procedures may be proposed and the
practitioner has no way to decide if he has no practical experience. To answer these practical
questions, an other point of view has recently appeared: the maxiset point of view (see for
instance Kerkyacharian & Picard (2000)). It consists in deciding the accuracy of the estimate
by ﬁxing a prescribed rate ½ and to point out all the functions f such that f can be estimated
by the procedure ^ f at the target rate ½. The maxiset of the procedure ^ f for this rate ½ is the set
of all these functions. So, in our framework, we set the following deﬁnition.
Deﬁnition 1. Let 1 · p < 1, ½ = (½n)n a decreasing sequence of positive real numbers and
let ^ f = ( ^ fn)n be an estimation procedure. The maxiset of ^ f associated with the rate ½ and the
k:k
p
1-loss is:
MS( ^ f;½;p) =
½
f 2 Lper
1 (Rd) : sup
n
h
½¡p
n E
³
k ^ fn ¡ fkp
1
´i
< 1
¾
:
The maxiset point of view brings answers to the previous questions. Indeed, there is no a
priori functional assumption and then, the practitioner does not need to restrict his study to
an arbitrary functional space. The practitioner states the desired accuracy and then, knows the
quality of the used procedure. Obviously, he chooses the procedure with the largest maxiset since
the larger the maxiset the better the procedure. Previous results concerning the maxiset approach
are the following. Maxisets of linear procedures are Besov spaces B
¯
q;1 when investigated under
the Lq-norm (1 < q < 1) and with polynomial rates of convergence (see Kerkyacharian &
Picard (1993)). These results have been generalized by Rivoirard (2004) who proved that linear
procedures are outperformed by non linear ones from the maxiset approach. Maxisets for adaptive
local and global thresholding rules and Bayesian rules have been investigated in diﬀerent settings
(in the white noise model, in density estimation, in inverse problems or for integrated quadratic
functionals estimation). See Kerkyacharian & Picard (2000), Cohen et al (2001), Kerkyacharian
& Picard (2002), Rivoirard (2005), Autin (2006), Autin et al (2006) and Rivoirard & Tribouley
(2006). All these results based on wavelet procedures have been derived for the L2-norm or for
the Lq-norm (1 < q < 1). Furthermore, most of these maxiset results are also established for
one-dimensional functions and with the rate Ã(¯) = (Ãn(¯))n where
Ãn(¯) =
µ
logn
n
¶¯=(2¯+d)
and the maxisets are not Besov spaces B
¯
q;1 but Lorentz spaces that can be viewed as weak
versions of Besov spaces and are strictly larger than Besov spaces. So, the framework of this paper
is quite diﬀerent since, for estimating multidimensional functions, we consider kernel estimators
and the L1-norm.
In the non-adaptive minimax framework, estimation in sup-norm has been studied by Ibrag-
imov & Hasminskii (1981) for one-dimensional Hölder functions and by Stone (1982) for mul-
tidimensional isotropic Hölder functions. They proved that the minimax rate of convergence is
Ã(¯) for estimation of functions with known regularity ¯. In the adaptive case, Lepski (1992)
and Bertin (2005) obtained the same rate for estimation of Hölderian functions for the one- and
multidimensional case. Most of these results are based on kernel rules. Considering HölderianMaxiset in sup-norm for kernel estimators 3
functions is a very classical choice in this minimax setting. Results using kernels for estimation
in sup-norm are reviewed in Tsybakov (2004).
As explained before, our goal in this paper is to investigate maxisets in sup-norm for kernel
procedures and we consider the rate Ã(¯). Note that it is of interest in using the sup-norm in
estimation since it provides a band of conﬁdence around the estimator. When the Lq-norm is
considered with q < 1, maxisets of classical wavelet estimators for the rate Ã(¯) are not classical
Besov spaces (see previously). So the question is the following. Are the maxisets obtained in
the framework of this paper classical Besov spaces? Roughly speaking, the answer is yes, as
shown by the following precise description of our results. To derive maxisets for classical kernel
estimators, we have to prove two inclusions. In Theorem 1, we ﬁrst prove that the maxiset of
a very general class of kernel estimators deﬁned in (2) is included in the set of functions that
satisfy Condition (4). Then, in Theorem 2, under this condition, the converse inclusion is proved
for a more speciﬁc class of kernel estimators deﬁned in (6). Theorem 3 gathers the two previous
results giving exactly what is the maxiset of this speciﬁc class of estimators. Actually, using the
smoothing operator f 7! Khn ¤ f where Khn is the kernel from which our procedure is deﬁned,
the maxiset is the set of the functions f that can be approximated by Khn ¤f at the rate Ãn(¯)
(see (10) for a precise deﬁnition of this set). In Theorem 4, under some conditions on the kernel,
we prove that this set is in fact the Besov space B
¯
1;1 when ¯ is not an integer. Since, in this
case, B
¯
1;1 is equal to the set of ¯-Hölder functions, this result justiﬁes the classical choice of
Hölder spaces to study minimax properties of procedures under the k ¢ k1-loss. When ¯ is an
integer, the maxiset contains the ¯-Hölder functions and is included in B
¯
1;1. In fact, it was
already known that ¯-Hölder functions can be estimated at the rate Ãn(¯) (see previously), but,
roughly speaking, we prove that these functions are the only ones and this result is new.
For the previous results, our kernel procedures depend on ¯ (see (6)). In the minimax
approach, as said previously, an adaptive estimation procedure has been proposed by Lepski
(1992) that achieves the same minimax properties as non-adaptive kernel procedures when Hölder
functions are considered. Naturally, our next goal is to compare the maxiset performance of the
Lepski procedure with previous kernel procedures from the maxiset point of view. In Theorem 5,
we prove that, for all ¯ = 2 N, the maxiset associated to the Lepski procedure is the Besov space
B
¯
1;1. So, the adaptive Lepski procedure achieves exactly the same maxiset performance as
estimators deﬁned in (6).
The paper is organized as follows. Section 2 contains results described previously. More
precisely, in Subsection 2.1, we introduce kernel estimators. In Subsection 2.2, maxisets of
these estimators are derived. Their characterizations in terms of functional spaces are given
in Subsection 2.3. The Lepski procedure is introduced in Subsection 2.4 and its maxisets are
pointed out. Section 3 is devoted to the proofs.
2 Main results
2.1 Kernel estimators
We consider the classical class I of kernel estimators.
Deﬁnition 2. The class I is the class of kernel estimators
³
~ fK;hn
´
n2N¤ of the form:
~ fK;hn(t) =
1
hd
n
Z
Rd
K
µ
t ¡ u
hn
¶
dYu; t 2 [0;1]d (2)4 K. Bertin and V. Rivoirard
where (hn)n2N¤ is a sequence of positive numbers that tends to 0 and K is a function K : Rd ! R
that satisﬁes the two following conditions:
(A1) K has a compact support,
(A2) kKk2
2 =
R
Rd K2(u)du < 1.
Note that since we consider some K compactly supported and that in the sequel, the so-
called bandwidth parameter hn will be small, the estimator ~ fK;hn(t) is well deﬁned when t is
far from the boundary of [0;1]d (because K
³
t¡u
hn
´
= 0 when u is outside of [0;1]d). However,
some border problems arise when we want to deﬁne ~ fK;hn(t) for t close to the boundary of
[0;1]d. To answer this issue, for any j = (j1;:::;jd) 2 Zd and any function g 2 L2(Rd), if
J = [j1;j1 + 1] £ ¢¢¢ £ [jd;jd + 1], we set
Z
J
g(u)dWu =
Z
[0;1]d
g(u + j)dWu: (3)
Since f is 1-periodic, this implies that
Z
J
g(u)dYu =
Z
[0;1]d
g(u + j)dYu:
This trick allows to deﬁne integrals of the form
R
Rd g(u)dYu by decomposing Rd as a union of
compact intervals of the form [j1;j1 +1]£¢¢¢£[jd;jd +1]. Using again the periodicity of f, we
obtain the classical form for E
h
~ fK;hn(t)
i
:
8 t 2 [0;1]d; E
h
~ fK;hn(t)
i
=
1
hd
n
Z
Rd
K
µ
t ¡ u
hn
¶
f(u)du = Khn ¤ f(t)
where for any t 2 Rd,
Khn(t) =
1
hd
n
K
µ
t
hn
¶
and for any functions f1 and f2, f1¤f2 denotes the standard convolution product on Rd between
f1 and f2.
Note that these border eﬀects can also be dealt with folded kernels. See for instance, Bertin
(2004).
Most of the functions we consider are 1-periodic (in particular since f is 1-periodic, Khn ¤ f
is also 1-periodic) and in this case the sup-norm on [0;1]d is identical to the sup-norm on Rd.
2.2 Maxiset of kernel estimators
Before deriving maxisets for classical kernel estimators, let us point out the following theorem.
Theorem 1. Let ¯ > 0 and let us consider ( ~ fK;hn)n 2 I. If the function f satisﬁes
sup
n
h
Ã¡p
n (¯) £ Ek ~ fK;hn ¡ fkp
1
i
< 1;
then we have
sup
n
h
h¡¯
n kE ~ fK;hn ¡ fk1
i
< 1 (4)Maxiset in sup-norm for kernel estimators 5
and there exists a positive constant C such that 8 n 2 N¤,
h¡1
n · C
µ
log(n)
n
¶¡1=(2¯+d)
: (5)
This result shows that for the rate Ã(¯), the maxiset of the very classical family of estimators
I cannot be larger than the set of functions that satisﬁes (4). Furthermore, the bandwidth
parameter hn cannot go to 0 too quickly. Theorem 1 is proved in Section 3 but let us give the
main tools that allow to prove this result.
In the minimax setting for an estimator f¤
n and p ¸ 1, we usually use the classical decomposition
of the risk in bias and variance terms:
Ekf¤
n ¡ fkp
1 · 2p¡1 (kEf¤
n ¡ fkp
1 + Ekf¤
n ¡ Ef¤
nkp
1):
In the maxiset setting, and in particular to prove Theorem 1, we use the following converse result
that shows that controlling the risk allows to control the bias and the variance terms.
Lemma 1. For any estimator f¤
n, we have:
kEf¤
n ¡ fkp
1 · Ekf¤
n ¡ fkp
1;
Ekf¤
n ¡ Ef¤
nkp
1 · 2pEkf¤
n ¡ fkp
1:
The proof of Theorem 1 also relies on the following proposition concerning the variance term
that actually provides the lower bound for the bandwidth parameter.
Proposition 1. Let us consider ( ~ fK;hn)n 2 I. For any ± > 0, there exists n0 2 N such that for
any n ¸ n0,
Ek ~ fK;hn ¡ E ~ fK;hnkp
1 ¸ (1 ¡ ±)
µ
2d¾2kKk2
2jlog(hn)j
nhd
n
¶p=2
:
Now, our goal is to build a procedure achieving the rate Ã(¯) under the constraints (4) and
(5). Such a procedure is built in Theorem 2. In particular (7) provides the optimal choice for
the bandwidth parameter.
Theorem 2. Let ¯ > 0. We consider the estimator ^ fn;¯ deﬁned for t 2 [0;1]d by
^ fn;¯(t) =
1
hd
n;¯
Z
Rd
K
µ
t ¡ u
hn;¯
¶
dYu; (6)
with
hn;¯ = C
µ
logn
n
¶ 1
2¯+d
(7)
where C is a positive constant. We suppose that K satisﬁes (A1), (A2) and the following condi-
tion:
(A3) for all t 2 Rd such that ktk · 1,
R
Rd(K(t+u)¡K(u))2du · Cktk2°; where k¢k is a norm
of Rd, C is a positive constant and ° 2 (0;1].6 K. Bertin and V. Rivoirard
Then if f satisﬁes
sup
n
h
h
¡¯
n;¯kE ^ fn;¯ ¡ fk1
i
< 1; (8)
we have
sup
n
h
Ã¡p
n (¯)E
h
k ^ fn;¯ ¡ fkp
1
ii
< 1: (9)
Now, Theorems 1 and 2 easily imply the following maxiset result.
Theorem 3. For any ¯ > 0, let us set
^ f¯ = ( ^ fn;¯)n;
where for any n, ^ fn;¯ is deﬁned by (6) with the bandwidth parameter deﬁned in (7) and such that
the kernel K satisﬁes (A1), (A2) and (A3). Then,
MS( ^ f¯;Ã(¯);p) =
½
f 2 Lper
1 (Rd) : sup
n
h
h
¡¯
n;¯kKhn;¯ ¤ f ¡ fk1
i
< 1
¾
: (10)
Note that MS( ^ f¯;Ã(¯);p) does not depend on the parameter p. But this maxiset depends on
the kernel K and on the bandwidth parameter hn;¯. Furthermore, MS( ^ f¯;Ã(¯);p) does not look
like a classical functional space. In the following subsection, by adding some mild conditions, we
characterize this maxiset by classical functional spaces.
2.3 Characterization of the maxiset in terms of functional spaces
2.3.1 Functional classes
Let us recall the deﬁnition of some classical functional spaces that will play a capital role in
the maxiset setting of this paper. First, let us adopt Meyer’s point of view to introduce Besov
spaces viewed as approximation spaces (see Meyer (1990) p. 49). This approach is natural in
the context of this paper.
Deﬁnition 3. For ¯ > 0, the Besov space B
per;¯
1;1 is the set of functions f that belong to L
per
1 (Rd)
and satisfy the following property: for any integer N > ¯, there exists a sequence of functions
(fj)j2N¤ belonging to L
per
1 (Rd) such that
sup
j2N¤
2j¯kf ¡ fjk1 < 1
and
sup
j2N¤
2¡(N¡¯)j
° ° °
°
@®1
@t
®1
1
¢¢¢
@®d
@t
®d
d
fj
° ° °
°
1
< 1;
where ® = (®1;:::;®d) 2 Nd satisﬁes
Pd
i=1 ®i = N.
Now, let us introduce Hölder spaces.
Deﬁnition 4. For ¯ 2 (0;1], the Hölder space §per(¯) is the set of continuous functions f that
belong to L
per
1 (Rd) and satisfy:
sup
x6=y
jf(x) ¡ f(y)j
kx ¡ yk¯ < 1:
For ¯ > 1, the Hölder space §per(¯) is the set of functions f of class Cm that belong to L
per
1 (Rd)
and such that all the derivatives of order m belong to §per(®) where m = b¯c = maxfl 2 N;l < ¯g
and ¯ = m + ®.Maxiset in sup-norm for kernel estimators 7
When ¯ = 2 N¤ the Hölder space §per(¯) and the Besov space B
per;¯
1;1 are identical (see for
instance Meyer (1990) p. 52–53). This is not true when ¯ is an integer and §per(¯) is strictly
included in B
per;¯
1;1. We have the following result proved by Meyer (1990) (cf. p. 53).
Proposition 2. For ¯ 2 (0;1], a continuous function f 2 L
per
1 (Rd) belongs to the Besov space
B
per;¯
1;1 if and only if
² when 0 < ¯ < 1,
sup
x6=y
jf(x) ¡ f(y)j
kx ¡ yk¯ < 1;
² when ¯ = 1,
sup
x2Rd;y6=0
jf(x + y) + f(x ¡ y) ¡ 2f(x)j
kyk
< 1:
For ¯ > 1, the Besov space B
per;¯
1;1 is the set of functions f of class Cm that belong to L
per
1 (Rd)
and such that all the derivatives of order m belong to B
per;®
1;1 where m = b¯c = maxfl 2 N;l < ¯g
and ¯ = m + ®.
In the following sections, to avoid tedious notations, we note B
¯
1;1 instead of B
per;¯
1;1 and §(¯)
instead of §per(¯). Besov spaces and Hölder spaces will naturally characterize maxisets of the
kernel procedures.
2.3.2 Hypothesis on the kernel estimators
Before characterizing maxisets for kernel estimators, we need to restrict the class I. For this
purpose, let us introduce I(N) deﬁned as follows.
Deﬁnition 5. For N 2 N¤, K(N) is the set of the functions K : Rd ! R that satisfy conditions
(A1), (A2), (A3) and
(A4)
R
Rd K(u)du = 1,
(A5) for any (®1;:::;®d) 2 Nd, such that
Pd
i=1 ®i · N, we have
Z
Rd
¯
¯ ¯ ¯
@®1
@t
®1
1
¢¢¢
@®d
@t
®d
d
K(t)
¯
¯ ¯ ¯dt < 1;
(A6) for all polynom P of degree inferior to N such that P(0) = 0,
Z
Rd
P(u)K(u)du = 0:
The set H is the set of sequences (hn)n2N¤ of the form hn = 2¡mn, n 2 N¤, with a sequence
(mn)n2N¤ that satisﬁes
1. (mn)n2N¤ is non decreasing,
2. limn!+1 mn = +1,8 K. Bertin and V. Rivoirard
3. supn(mn+1 ¡ mn) < 1.
For N 2 N¤, I(N) is the class of kernel estimators
I(N) =
½³
~ fK;hn
´
n2N¤ : ~ fK;hn(t) =
1
hd
n
Z
Rd
K
µ
t ¡ u
hn
¶
dYu; t 2 [0;1]d;K 2 K(N);(hn)n2N¤ 2 H
¾
:
Conditions for belonging to H are very mild and are for instance satisﬁed by the sequence
(hn;¯)n introduced in Theorem 2. Furthermore, the sets K(N) contain most of the kernels used
in estimation:
² K(x) = 1[¡1=2;1=2](x) for N = 1.
² K(x) = c¯(1 ¡
Pd
i=1 jxij¯)+ with ¯ ¸ 1 for N = 1, with ¯ ¸ 2 for N = 2 where for any
x 2 R, x+ = max(0;x).
² K(x) = d¯(1 ¡
Pd
i=1 jxij¯)2
+ with ¯ ¸ 1 for N = 1.
² For N > 2, see the construction of higher order kernels by Tsybakov (2004) §1.2.2 for
instance.
So, the class I(N) is a very general class of kernel estimators. Note that in Condition (A5) the
kernel K only needs to be diﬀerentiable almost everywhere.
2.3.3 Characterizations of maxisets for kernel estimators
Using the class I(N), we prove the following result. For ¯ > 0, we note
d¯e = minfl 2 N : l > ¯g:
Theorem 4. Consider the procedure ^ f¯ = ( ^ fn;¯)n deﬁned in Theorem 2 with K 2 K(d¯e) and
hn;¯ = C
³
logn
n
´ 1
2¯+d.
1. If ¯ is not an integer
MS( ^ f¯;Ã(¯);p) = B¯
1;1;
2. if ¯ is an integer
§(¯) ½ MS( ^ f¯;Ã(¯);p) ½ B¯
1;1:
Theorem 4 is proved in Section 3 as a consequence of Theorem 3. This result establishes
that the set of functions that can be estimated at the classical rate Ã(¯) is exactly the functions
that belong to B
¯
1;1 when ¯ is not an integer. When ¯ is an integer, there is a slight ambiguity
resulting from the strict inclusion of §(¯) in B
¯
1;1.
Until now, we have investigated maxisets for kernel procedures depending on ¯ through the
bandwidth parameter. Now, in view of adaptation, the question is the following. Can we build
a kernel procedure ^ f such that for any ¯ > 0, ^ f achieves the same maxiset properties as the
procedure ^ f¯ built in Theorem 2?
This problem is answered in the next section by considering the Lepski procedure. And
we prove as previously that, roughly speaking, Besov spaces are maxisets of adaptive kernel
procedures.Maxiset in sup-norm for kernel estimators 9
2.4 Maxisets for the Lepski procedure
In this subsection, we determine the maxiset associated to Lepski procedure (Lepski (1992)).
Let B = f¯1;:::;¯Lg a ﬁnite subset of (0;+1)d such that ¯i < ¯j if i < j and the ¯i’s are
non-integer. For each ¯ 2 B, we consider the procedure ^ f¯ = ( ^ fn;¯)n deﬁned in Theorem 2 with
K 2 K(d¯e) and hn;¯ = C
³
logn
n
´ 1
2¯+d. We set
^ ¯ = max
n
u 2 B : k ^ fn;u ¡ ^ fn;°k1 · ´n(°); 8 ° · u
o
;
with
´n(°) = C1Ãn(°);
and C1 is a constant assumed to be large enough (cf. Lepski (1992) and Bertin (2005) for a
precise choice of the constant C1). Denote this procedure ^ f = ( ^ fn;^ ¯)n. The Lepski procedure is
based on the fact that while ° · ¯ · ± and f is of regularity ±, the bias of ^ fn;¯ ¡ ^ fn;° is bounded
from above by a term of order Ãn(°). We have the following theorem.
Theorem 5. Let ¯ 2 B. We have
MS( ^ f;Ã(¯);p) = B¯
1;1:
This result proves that the adaptive kernel procedure ^ f achieves the same performance as ^ f¯
from the maxiset point of view. But ^ f does not depend on ¯ and automatically adapts to the
unknown regularity of the function to be estimated. To prove Theorem 5, we ﬁrst use arguments
of Bertin (2005) to derive the inclusion B
¯
1;1 ½ MS( ^ f;Ã(¯);p): The inclusion MS( ^ f;Ã(¯);p) ½
B
¯
1;1 is expected since we guess that the maxiset performances of ^ f cannot be stronger than
those of ^ f¯. Technical details of this proof are given in Section 3.
3 Proofs
3.1 Proof of Lemma 1
The ﬁrst inequality is a simple consequence of Jensen inequality. Now,
Ekf¤
n ¡ Ef¤
nkp
1 · 2p¡1 (kEf¤
n ¡ fkp
1 + Ekf¤
n ¡ fkp
1)
· 2pEkf¤
n ¡ fkp
1;
that gives the result.
3.2 Proof of Proposition 1
We set
8 t 2 [0;1]d; Zn(t) = ~ fK;hn(t) ¡ E( ~ fK;hn(t)) =
¾
p
nhd
n
Z
Rd
K
µ
t ¡ u
hn
¶
dWu
and
8 t 2 [0;1]d; »t =
p
nhd
n
¾
Zn(t) =
1
h
d=2
n
Z
Rd
K
µ
t ¡ u
hn
¶
dWu:10 K. Bertin and V. Rivoirard
Let A > 0 such that the support of K is included in [¡A;A]d. We set,
m =
¹
1
2Ahn
º
¡ 1;
and
8 i = (i1;i2;:::;id) 2 f1;:::;mg
d ; ti = (2i1Ahn;2i2Ahn;:::;2idAhn):
Since the support of K is included in [¡A;A]d, then (»ti)i2f1;:::;mgd are independent centered
Gaussian variables with common variance s2 = kKk2
2: We also have for any r > 0,
P
Ã
sup
t2[0;1]d
j»tj > r
!
¸ P
Ã
sup
i2f1;:::;mgd
»ti > r
!
= 1 ¡ P
Ã
sup
i2f1;:::;mgd
»ti · r
!
= 1 ¡ P(»t1 · r)
md
= 1 ¡ (1 ¡ Á(r=s))md
= 1 ¡ exp(md log(1 ¡ Á(r=s)))
¸ 1 ¡ exp
³
¡mdÁ(r=s)
´
where for any x 2 R+,
Á(x) =
1
p
2¼
Z +1
x
exp
µ
¡
v2
2
¶
dv ¸
1
p
2¼
exp
µ
¡
x2
2
¶
x
1 + x2:
So, there exists h0 such that if hn · h0,
P
Ã
sup
t2[0;1]d
j»tj > s
q
(1 ¡ ±)1=p2djlog(hn)j
!
¸
p
1 ¡ ±:
Finally, for hn · h0,
Ek»kp
1 ¸ Ek»kp
11
k»k1>s
p
(1¡±)1=p2djlog(hn)j
¸
³
(1 ¡ ±)1=p2dkKk2
2jlog(hn)j
´p=2
£ P
Ã
sup
t2[0;1]d
j»tj > s
q
(1 ¡ ±)1=p2djlog(hn)j
!
¸
³
(1 ¡ ±)1=p2dkKk2
2jlog(hn)j
´p=2
£
p
1 ¡ ±
¸ (1 ¡ ±)
¡
2dkKk2
2jlog(hn)j
¢p=2
and
Ek ~ fK;hn ¡ E ~ fK;hnkp
1 = EkZnkp
1 ¸ (1 ¡ ±)
µ
2d¾2kKk2
2jlog(hn)j
nhd
n
¶p=2
:Maxiset in sup-norm for kernel estimators 11
3.3 Proof of Theorem 1
Let us ﬁrst prove that (5) is true. Using Proposition 1 and the inequality
Ek ~ fK;hn ¡ E ~ fK;hnkp
1 · 2pEk ~ fK;hn ¡ fkp
1
(see Lemma 1), we have for n large enough,
p
jlog(hn)j
p
nhd
n
· C
µ
logn
n
¶¯=(2¯+d)
;
where C is a constant. It yields
djlog(hn)j + logjlog(hn)j · 2log(C) +
d
2¯ + d
logn +
2¯
2¯ + d
log(logn): (11)
If we set
un = jlog(hn)j ¡
logn
2¯ + d
;
then (11) yields that for n large enough,
dun + log
µ
logn
2¯ + d
+ un
¶
· 2log(C) +
2¯
2¯ + d
log(logn)
and
un +
1
d
log
µ
1 +
(2¯ + d)un
logn
¶
· ¡
log(logn)
2¯ + d
+
1
d
log((2¯ + d)C2): (12)
This inequality yields that for n large enough, un < 0. Now, let us assume that (5) is not true.
So, there exists an increasing function Á such that (hÁ(n))n satisﬁes
h¡1
Á(n)
µ
log(Á(n))
Á(n)
¶1=(2¯+d)
n!+1 ¡! +1:
So,
uÁ(n) +
1
2¯ + d
log(log(Á(n)))
n!+1 ¡! +1: (13)
Since uÁ(n) < 0 for n large enough, uÁ(n) = O(log(log(Á(n)))) = o(log(Á(n))). So Inequalities
(12) and (13) are contradictory and (5) is true.
Now, we have for any n 2 N¤,
h¡p¯
n kE ~ fK;hn ¡ fkp
1 · h¡p¯
n Ek ~ fK;hn ¡ fkp
1
· h¡p¯
n C1
µ
logn
n
¶p¯=(2¯+d)
· C2;
where C1 and C2 denote two constants. So, for any n 2 N¤,
sup
n
h
h¡¯
n kE ~ fK;hn ¡ fk1
i
< 1:12 K. Bertin and V. Rivoirard
3.4 Proof of Theorem 2
The result of this theorem is obtained by doing a balance between the bias and the variance of
the estimator ^ fn;¯. Denote for t 2 [0;1]d the bias term
8 n 2 N¤; bn(f;t) = E( ^ fn;¯(t)) ¡ f(t)
and its stochastic term
8 n 2 N¤; Zn(t) = ^ fn;¯(t) ¡ E( ^ fn;¯(t)) =
¾
hd
n;¯
p
n
Z
Rd
K
µ
t ¡ u
hn;¯
¶
dWu:
By (8), the bias satisﬁes
8 n 2 N¤; kbn(f;¢)k1 · C1h
¯
n;¯; (14)
where C1 is a constant. Let A such that the support of K is included in [¡A;A]d. We consider n
large enough to have Ahn;¯ < 1 ¡ Ahn;¯. Here we consider ﬁrst the case d = 1. Since for d = 1,
8 t 2 [0;1]; Khn;¯(t ¡ :) is supported by [t ¡ Ahn;¯;t + Ahn;¯] ½ [¡1;2], using Deﬁnition (3), we
can write Zn of the form
Zn(t) = Z1
n(t) + Z2
n(t) + Z3
n(t) (15)
with
Z1
n(t) =
¾
hn;¯
p
n
Z
[¡1;0]
K
µ
t ¡ u
hn;¯
¶
dWu =
¾
hn;¯
p
n
Z
[0;1]
K
µ
u + 1 ¡ t
hn;¯
¶
dWu;
Z2
n(t) =
¾
hn;¯
p
n
Z
[0;1]
K
µ
t ¡ u
hn;¯
¶
dWu;
Z3
n(t) =
¾
hn;¯
p
n
Z
[1;2]
K
µ
t ¡ u
hn;¯
¶
dWu =
¾
hn;¯
p
n
Z
[0;1]
K
µ
u ¡ 1 ¡ t
hn;¯
¶
dWu:
Since K satisﬁes conditions (A3), we have for any j 2 f1;2;3g and for all (s;t) 2 [0;1]2
E
£
(Zj
n(t) ¡ Zj
n(s))2¤
·
C¾2
nhd
n;¯
° °
° °
t ¡ s
hn;¯
° °
° °
2°
; (16)
where C is a constant. Moreover we have
E
£
(Zj
n(t))2¤
·
¾2kKk2
2
nhd
n;¯
: (17)
Following the same lines of the proof of Lemma 4 in the Appendix of Bertin (2004), using (16)
and (17), we have for r > 0 and n large enough
P
"
sup
t2[0;1]d
jZj
n(t)j ¸ r
s
2d¾2kKk2
2jloghn;¯j
nhd
n;¯
#
·
C2jloghn;¯jd=(2°)
hd
n;¯
expf¡r2djloghn;¯jgexpfC3rg;
with C2 and C3 positive constants. Then using that for a positive variable X we have E[X] = R +1
0 P[X ¸ t]dt, we deduce that for any j 2 f1;2;3g,
8 n 2 N¤; E
¡
kZj
nkp
1
¢
· C4
Ã
jloghn;¯j
nhd
n;¯
!p=2
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with C4 a positive constant. Then,
8 n 2 N¤; E(kZnkp
1) · C5
Ã
jloghn;¯j
nhd
n;¯
!p=2
;
with C5 a positive constant.
For d > 1, as in (15), Zn can be decomposed as the sum of 3d terms that satisfy (16) and
(17) and consequently
8 n 2 N¤; E(kZnkp
1) · C6
Ã
jloghn;¯j
nhd
n;¯
!p=2
; (18)
with C6 a positive constant that depends on d.
Then with hn;¯ = C
³
logn
n
´1=(2¯+d)
, (14) and (18) imply (9).
3.5 Proof of Theorem 4
First, let us establish the following result concerning the class I(d¯e):
Proposition 3. Let ( ~ fK;hn) 2 I(d¯e). If f 2 L
per
1 (Rd) such that
sup
n
n
h¡¯
n kKhn ¤ f ¡ fk1
o
< 1; (19)
then f 2 B
¯
1;1.
Remember that for any n, hn = 2¡mn. Without loss of generality, we assume that m1 = 1
and supn(mn+1 ¡ mn) · 1. We have
~ fK;hn(t) =
1
hd
n
Z
Rd
K
µ
t ¡ u
hn
¶
dYu
with K 2 K(d¯e) and (hn)n 2 H. We denote for t 2 [0;1]d,
bhn(f;t) = E ~ fK;hn(t) ¡ f(t) = Khn ¤ f(t) ¡ f(t):
So,
kbhn(f;¢)k1 · Ch¯
n;
where C is a constant. For k 2 N¤, we set
Nk =
n
n : 2¡k¡1 < hn · 2¡k
o
=
n
n : 2¡k¡1 < 2¡mn · 2¡k
o
= fn : k · mn < k + 1g
For any k 2 N¤, Nk 6= ;, and we denote nk = max(Nk) and h¤
k = hnk so 2¡k¡1 < h¤
k · 2¡k: We
set
u0 = Kh¤
1 ¤ Kh¤
1 ¤ f;14 K. Bertin and V. Rivoirard
and for k 2 N¤,
uk = Kh¤
k+1 ¤ Kh¤
k+1 ¤ f ¡ Kh¤
k ¤ Kh¤
k ¤ f:
Using (19), we have
kKh¤
k ¤ Kh¤
k ¤ f ¡ fk1 · kKh¤
k ¤ Kh¤
k ¤ f ¡ Kh¤
k ¤ fk1 + kKh¤
k ¤ f ¡ fk1
= kKh¤
k ¤ bh¤
k(f;¢)k1 + kbh¤
k(f;¢)k1
· kbh¤
k(f;¢)k1 £
Z
jK(u)jdu + kbh¤
k(f;¢)k1
· C1(h¤
k)¯
· C12¡k¯
where C1 is a constant. So, we have
lim
k!+1
kKh¤
k ¤ Kh¤
k ¤ f ¡ fk1 = 0
since limn!+1 hn = 0 and then X
k¸0
uk = f:
Furthermore, for k ¸ 1, since (hn)n 2 H
kukk1 · kKh¤
k ¤ Kh¤
k ¤ f ¡ fk1 + kKh¤
k+1 ¤ Kh¤
k+1 ¤ f ¡ fk1
· C1(h¤
k)¯ + C1(h¤
k+1)¯
· 2C1(h¤
k)¯
· 2C12¡k¯:
Let N = d¯e and (®1;:::;®d) 2 Nd, such that
Pd
i=1 ®i = N. Using the properties of the
convolution operator and condition (A5) on the kernel, we have for k ¸ 1,
°
° ° °
@®1
@t
®1
1
¢¢¢
@®d
@t
®d
d
uk
°
° ° °
1
=
°
° ° °
@®1
@t
®1
1
¢¢¢
@®d
@t
®d
d
³
Kh¤
k+1 ¤ Kh¤
k+1 ¤ f ¡ Kh¤
k ¤ Kh¤
k ¤ f
´°
° ° °
1
=
°
° ° °
@®1
@t
®1
1
¢¢¢
@®d
@t
®d
d
³
Kh¤
k+1 + Kh¤
k
´
¤
³
Kh¤
k+1 ¡ Kh¤
k
´
¤ f
°
° ° °
1
·
¡
(h¤
k+1)¡N + (h¤
k)¡N¢
kKh¤
k+1 ¤ f ¡ Kh¤
k ¤ fk1
Z ¯ ¯
¯ ¯
@®1
@t
®1
1
¢¢¢
@®d
@t
®d
d
K(t)
¯ ¯
¯ ¯dt
· C2(h¤
k)¡N
³
kbh¤
k+1(f;¢)k1 + kbh¤
k(f;¢)k1
´
· C3(h¤
k)¡N+¯
· C32(k+1)(N¡¯);
where C2 and C3 are constants. We have used (hn)n 2 H.
Now, by setting for any j ¸ 1, fj =
Pj¡1
k=0 uk, we have
sup
j2N¤
2j¯kf ¡ fjk1 < 1Maxiset in sup-norm for kernel estimators 15
and
sup
j2N¤
2¡(N¡¯)j
° °
° °
@®1
@t
®1
1
¢¢¢
@®d
@t
®d
d
fj
° °
° °
1
< 1:
These inequalities prove that f belongs to f 2 B
¯
1;1 (see Deﬁnition 3). ¤
Now, let us prove Theorem 4. Theorem 3 and Proposition 3 imply that
MS( ^ f¯;Ã(¯);p) ½ B¯
1;1:
Now, let us consider f 2 §(¯). This implies
jf(b) ¡ Pm(f)(b ¡ a;a)j · Lkb ¡ ak¯;
with L > 0, for all a = (a1;:::;ad);b = (b1;:::;bd) 2 Rd where Pm(f)(x;a) is the Taylor
polynom of order m associated to the function f in the neighborhood of a and m = b¯c. For
t 2 [0;1]d and n large enough, we have, since K satisﬁes (A4)
Khn;¯ ¤ f(t) ¡ f(t) =
1
hd
n;¯
Z
Rd
K
µ
t ¡ u
hn;¯
¶
(f(u) ¡ f(t))du
=
1
hd
n;¯
Z
Rd
K
µ
t ¡ u
hn;¯
¶
[f(u) ¡ Pm(f)(u ¡ t;t)]du;
where the last line comes from that K satisﬁes (A6). We have, for n large enough,
jKhn;¯ ¤ f(t) ¡ f(t)j · Lh
¯
n;¯
1
hd
n;¯
Z
Rd
K
µ
t ¡ u
hn;¯
¶
kt ¡ uk¯
h
¯
n;¯
du
= Lh
¯
n;¯
Z
Rd
K(u)kuk¯du
and the last line comes from a change of variables. Using Theorem 3, this implies that
§(¯) ½ MS( ^ f¯;Ã(¯);p):
3.6 Proof of Theorem 5
Here we emphasize on the fact that since for all ° 2 B, ° is not an integer, we have for all ° 2 B
§(°) = B
°
1;1. Consider the following proposition:
Proposition 4. Let ¯ 2 B. If f 2 B
¯
1;1, then
sup
n
n
(Ãn(¯))
¡p E
h
kf ¡ ^ fn;^ ¯kp
1
io
< 1: (20)
Proof. The proof of (20) is the same as the proof of Theorem 2 of Bertin (2005) but for kernels
more general and regularities larger than 1.
Proposition 4 proves that
B¯
1;1 ½ MS( ^ f;Ã(¯);p):16 K. Bertin and V. Rivoirard
Now, here we prove the inclusion
MS( ^ f;Ã(¯);p) ½ B¯
1;1: (21)
Let f 2 MS( ^ f;Ã(¯);p): This implies that
sup
n
n
(Ãn(¯))
¡p E
h
kf ¡ ^ fn;^ ¯kp
1
io
< 1: (22)
Moreover, we have
8 ° · ^ ¯; k ^ fn;° ¡ ^ fn;^ ¯k1 · ´n(°): (23)
Let us establish some preliminary results.
Lemma 2. If f 2 B
°
1;1, then P(^ ¯ < °) ! 0, when n goes to +1.
Proof. The proof is the same as the proof of Lemma 7 of Bertin (2005) and we have for any
° 2 B, if f 2 B
°
1;1, then P(^ ¯ < °) ! 0 with a polynomial rate when n goes to +1.
Lemma 3. Let f 2 MS( ^ f;Ã(¯);p). Under the assumptions of Theorem 5, we have f 2 B
¯1
1;1.
Proof. Since ¯1 · ^ ¯ and ¯1 · ¯, using (22) and (23), we have that
Ek ^ fn;¯1 ¡ fkp
1 · 2p¡1
³
Ek ^ fn;¯1 ¡ ^ fn;^ ¯kp
1 + Ekf ¡ ^ fn;^ ¯kp
1
´
· 2p¡1 ((´n(¯1))p + C(Ãn(¯))p)
· ~ C(Ãn(¯1))p;
where C and ~ C are two positive constants. Theorem 4 implies that f 2 B
¯1
1;1.
Now, here we prove by induction on ± 2 f¯1;¯2;:::;¯g that f 2 B±
1;1.
- By Lemma 3, we have that f 2 B
¯1
1;1:
- Now, let ± 2 f¯2;¯3;:::;¯g. We assume that f 2 B±¡
1;1; where
±¡ = maxf° 2 B : ° < ±g:
Now, to obtain that f 2 B±
1;1, it is enough to prove that there exists a constant C such that
for all n large enough,
kE ^ fn;± ¡ fkp
1 · C(Ãn(±))p
(see Proposition 3). We have 8 n 2 N¤;
¡
Ãn(±¡)
¢p · C1Ek ^ fn;±¡ ¡ E ^ fn;±¡kp
1
· 2pC1Ek ^ fn;±¡ ¡ fkp
1
· 2pC1
³
E
h
k ^ fn;±¡ ¡ fkp
11^ ¯=±¡
i
+ E
h
k ^ fn;±¡ ¡ fkp
11^ ¯6=±¡
i´
· 2pC1
µ
Ek ^ fn;^ ¯ ¡ fkp
1 +
³
Ek ^ fn;±¡ ¡ fk2p
1
´1=2
P1=2(^ ¯ 6= ±¡)
¶
· C2
³
(Ãn(¯))
p +
¡
Ãn(±¡)
¢p P1=2(^ ¯ < ±¡) + (Ãn(±¡))pP1=2(^ ¯ > ±¡)
´
· C2
¡
Ãn(±¡)
¢p P1=2(^ ¯ > ±¡) + o
¡¡
Ãn(±¡)
¢p¢
· C2
¡
Ãn(±¡)
¢p P1=2(^ ¯ ¸ ±) + o
¡¡
Ãn(±¡)
¢p¢
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with C1 and C2 two positive constants, where the ﬁrst two lines are a consequence of Lemma 1
and Proposition 1, the ﬁfth line comes from (22) and the sixth line is a consequence of Lemma
2 and ± · ¯. This implies that for n large enough,
P(^ ¯ ¸ ±) ¸
1
4C2
2
:
Now we have for n large enough
kE ^ fn;± ¡ fkp
1 · 4C2
2P(^ ¯ ¸ ±)kE ^ fn;± ¡ fkp
1
· 4C2
2E
h
1f^ ¯¸±gkE ^ fn;± ¡ fkp
1
i
· C3E
h
1f^ ¯¸±g
³
kE ^ fn;± ¡ ^ fn;±kp
1 + k ^ fn;± ¡ ^ fn;^ ¯kp
1 + k ^ fn;^ ¯ ¡ fkp
1
´i
;
where C3 is a positive constant. Using properties (22) and (23) and (3.4), we deduce that
kE ^ fn;± ¡ fkp
1 · C4 (Ãn(±))
p ;
with C4 a positive constant.
Then using that the induction is for ± 2 f¯1;¯2;:::;¯g, we deduce that f 2 B
¯
1;1 and we obtain
the inclusion (21).
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