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The paper is devoted to questions of an analysis of the large-time solutions to a 
class of two-phase Stefan problems with delay in the source terms of the governing 
equations. The case of one space dimension is considered. Results on the asymptotic 
behaviour of the solutions at t + cc are established. 0 iwz Academic PICSS. IIIC. 
1. INTRODUCTION 
The classical Stefan problem was formulated for parabolic equations, in 
general non-linear. Global in time solvability of the problems in their 
classical formulations was established in the case of one space dimension. 
On the contrary, in multidimensional settings, the classical solutions of the 
Stefan problem can be constructed only locally in time, as demonstrated by 
the available counter-examples [4]. In the multidimensional case, any non- 
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local in time analysis of the Stefan problems can be performed solely for 
their weak formulations, with free boundaries eliminated from the explicit 
setting. In this connection, due to the structural lack of regularity (except 
for one-phase problems), no localization of free boundaries is possible. 
But, since just the free boundary is the primary component of the Stefan 
problem, introduced as an idealized approximation of the critical region 
separating different phases, a possibly complete knowledge of its evolution 
is of obvious interest. In particular, a question arises concerning the struc- 
ture of problems for which an asymptotic localization of the free boundary 
in the interior of a given domain is possible. Results of such type have been 
obtained for the classical Stefan problems, cf. [ 11. 
In real systems, however, some non-local effects are observed. An effect 
typical for real control systems is related to a delay with which controllers 
and the state of system react on appearance of noises or any other distur- 
bances. For the feedback control of Stefan problems (and diffusive systems, 
in general), a natural way of implementing the control action is either via 
distributed source terms or via the boundary of the geometric domain (cf. 
[S]). An assumption that postulates the possibility of an instantaneous 
reaction of the system without any delay at all is often rather illusoric. This 
observation has led us to stating the question on what would happen if a 
genuinely delayed action enters the system, for instance via the source 
terms (treated as controllers). 
We shall confine our discussion to the two-phase Stefan problems 
formulated over one-dimensional domains. We prove the global in time 
unique solvability of such problems in the case of finite delays and establish 
results on the asymptotic behaviour of the solutions at t + co. 
The results we have obtained contribute to a discussion of more general 
stabilization problems, of natural interest in applications including the 
control of systems (cf. [3]). 
2. TWO-PHASE STEFAN PROBLEM WITH DELAY SETTING 
Let us introduce the following notations (see Fig. 1): 
Sz = (0, 1) c [WI-the domain, 
x = I(t), t > O-free boundary: 1(O) = lo E Q-given; 
Q: = ((t,x): t>O, O<x<Z(t)}, 
Q; = ((t,x): t>O, I(t)<x< l}, 
Q:=(O, 00)x52. 
cO, cl-given positive constants. 
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FIGURE 1 
We introduce the delay functionals 
O gitt, x, := s fi( s, x, 46 xl, u(t + 3, xl) 4 i=o, 1, (2.1) --r 
where r > 0 is prescribed. 
We shall consider the following two-phase Stefan problem with delay in 
the source terms: 
PROBLEM (P,). Determine a pair {u, I} of functions u = u(t, x) defined 
on Q and I= I(t) defined on R + that satisfy: 
(i) the system of parabolic equations over non-cylindrical domains, 
c(ju, - u,, = go(t, x) in Q:, (2.2) 
Cl ut - u.xx = g,(t, x) in Q; ; (2.3) 
(ii) initial conditions, 
44 x) = uo(t, x) for (t,x)E[-r,O]xQ, (2.4) 
l(t) = lo(t) for tE [-r,O]; (2.5) 
(iii) conditions on the free boundary, 
u(t, l(t))=0 for t >O, (2.6) 
l’(t)= -u,(i, I(t)-)+u,(t,Z(t)+) for a.a. t > 0; (2.7) 
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(iv) Dirichlet conditions on the lateral boundary, 
u(t, 0) = b,(t) for t>O, (2.8) 
46 1) = b,(t) for t >O. (2.9) 
Problem (P,) will be studied under the following hypotheses: 
(Al) the delay functionals fi =fi(s, x, U, a): (-r, 0) x R x R x R + R, 
i = 0, 1, satisfy that 
(i) fi have the Caratheodory property, i.e., they are continuous in 
(u, u) for a.a. (s, x), and measurable in (s, x) for all (u, u), 
(ii) fi(s, x, 0,O) = 0, 
(iii) there exists a finite constant M> 0 such that 
o<(-l)‘fi<M, 
(iv) fi are Lipschitz continuous in (u, u), i.e., there exists a finite 
constant C,> 0 such that 
Ifi(s,x,~,~)-~((s,x,~,~)I~c~(Iu--l+Iu--l); 
(A2) the Dirichlet data b, are in W~$R +), i = 0, 1, and there exist 
positive finite constants b, 6 such that 
&(-l)‘b,(+&; 
(A3) the initial data u,, and 1, are continuous, 
uOe CCC-r, 01; W)), ~oEC(C--r,O1), 
and satisfy the conditions 
(i) O<l,(t)<l for tE[-r,O], 
(ii) u,(O, .) E W’,*(Q), 
(iii) u,(O, x) > 0 for x E [0, r,(O)], u,(O, lo(O)) = 0, u,(O, x) < 0 for 
XE t-lo(O), 11. 
3. MAIN RESULTS 
Problem (Pl) admits a unique global in time solution. This has been 
established in the following theorem. 
THEOREM 3.1. Under hypotheses (Alk(A3), Problem (P,) has a unique 
solution (u, I} such that: 
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(i) UE W~;,‘(lR+ ; L*(Q)) n LEc(lR+ ; W’~*(s2)), 
(ii) 1E W~;$X+), 
(iii) there exists 6 > 0 such that 
6 <l(t) < 1 - 6 for all tE[W+, 
(iv) uEL”(lR+ XQ). 
Let us now assume, in addition to (A2), that the Dirichlet data are 
bounded in the W’,2-norm in the following sense: 
(A4) SUPt>o IIbiII wl.zct,r+l)< +a, i=O, 1. 
THEOREM 3.2. Let us assume that, in addition to (Alk(A3), also (A4) 
holds. Then the unique solution {u, I} of Problem (P,) satisfies: 
(i) uEL”([w+; W’*2(Q)), 
(ii) suplao j:” In uf(r, x) dx dT < + 00. 
Higher regularity of the solution to Problem (P,) will follow, provided 
that we assume more regular Dirichlet data, namely: 
(A5) bjEL’(DB+)nL’(IW+), i=O, 1. 
THEOREM 3.3. Let, in addition to (Al)-(A4), also (A5) hold. Then, for 
time delays r small enough: 
(i) u,EL2(IW+;L2(Q)), ueLm(IW+; W’,‘(Q)); 
(ii) 1’~ L3(IW+). 
Remark. A sufficient condition for r to ensure that Theorem 3.3 holds 
is given by the inequality 
Cfr2 < min(c,, cl}. 
DEFINITION 3.1. o(u)= {WE L*(Q): 3t,f co such that u(t,)+ w in 
L*(a) as n + co } is called the o-limit set of function u as t + co. 
The notion of the o-limit set is useful in contructing an asymptotic 
steady-state counterpart of Problem (P,). 
THEOREM 3.4. Let hypotheses (Al)-(AS) be fulfilled and r be small 
enough. Let u* be any element in o(u) where {u, l} is the solution of 
Problem (P,). Then u* is a solution of the stationary Problem (P,)“: 
-Z&= 
I O f(~,x,~*(~),~*(~))~ in Q, (3.1) --I 
u*(O) = bo,, , u*(l)=bl,,, (3.2) 
409/170/2-10 
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f(s, x, z, z) = fo(s, 4z, z), c 
if z>o 
1 (ST x, z, z), if ZbO’ (3.3) 
bi,m= lim hi(t), i=o, 1. 
t-cc 
As a direct consequence of the above results, we conclude the following 
theorem on an asymptotic behaviour of the solution to Problem (P,). 
THEOREM 3.5. Let hypotheses (Alb(A5) be satisfied, r be suf$ciently 
small, as in Theorem 3.4, and suppose that the solution u* of Problem (P,)” 
is unique. Then 
0) lim,,, u(t, .) = u*( .) in C(n), 
(ii) there exists I* E (0, 1) such that lim,,, l(t) = I*. 
4. PROOF OF THEOREM 3.1 
The existence of a local in time solution to Problem (P,) and its unique- 
ness have been proved in a more general framework in [2, Theorems 3.1 
and 3.21. 
In proving the global in time existence, we shall make use of the 
following auxiliary standard Stefan problems (without delay): 
PROBLEM (P) (resp. Problem (_P)). 
tout - uxx =M (resp., 0) in Q:, 
ClUr---U,x- -0 (resp., -M) in Q; , 
u(0, x) = To(x) (resp., 0) for x e Q, 
40) = lo(O), 
u( t, 0) = 6 (rev., b) 
u(t, 1) = -h (resp., - 6) 
u(t, l(t))=0 for t>O, 
Z’(t)= -u,(t, I(t)-)+u,(t, l(t)+) 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
for a.a. t > 0, (4.8) 
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with initial data Z,, _z, chosen so that 
To E w’-2(q, Z,>O on CO, lo(O)], Zo<O on Cl,(O), 11, 
Z,(O) = 6, Z,(l)= -b, (Bl) 
Tot. 12 uo(O,. ) on 0; 
g, E W2@2), _zo20 on CO, MO)l, z. G 0 on Clo(0), 1I, 
z,(O) = b, go(l)= -6, W) 
zo( .I G uo(Q. ) on 8. 
Since both (P) and (_P) are standard two-phase Stefan problems, the 
global existence and uniqueness of solutions follow from the classical 
theory (cf. [7-91). We shall denote the appropriate solutions by {U, 0 and 
{ zj, j}, respectively. 
Furthermore, also the following asymptotic characterizations of the 
solutions are known (cf. [S, 6, 9, lo]): 
LEMMA 4.1. (i) There exists r* E B such that 
lim r(t) = t*. 
t-m 
(ii) The following asymptotic representation holak: 
lim zT(t,.) = U*( .) in C(D), 
t-00 
where ti* is the solution of the problem 
-jj* = xx 
{ 
M in (0, I*) 
0, in (L*, l), 
u*(o) = 6, ii*(l) = -b, 
with i&~ L2(L2). 
LEMMA 4.2. (i) There exists I* E Q such that 
lim j(t) =I*. 
t-cc 
(ii) The following representation holdr: 
(4.9) 
(4.10) 
lim _u(t,.) = zj*( .) in C(D), 
t-cc 
440 HOFFMANN, KENMOCHI, AND NIEZCibDKA 
where g* is the solution of the problem 
-u* = 
{ 
0, in (O,l*) 
--xx 
-M, in U*, 11, 
(4.11) 
with _u& E L*(Q). 
i!*(o) = 6, u*(l)= -6, (4.12) 
Let us now denote by [0, T*), 0 < T* 5 co, the maximal time interval 
on which a solution {u, Z} to Problem (P,) exists. Then, by the comparison 
of solutions we can conclude that 
g<u<ii on [0, T*) x a, (4.13) 
j<rd on [0, T*). (4.14) 
By Lemmas 4.1 and 4.2, it follows from (4.13), (4.14) that there exists 
6 > 0 for which 6 < 1(. ) G 1 - 6 over [0, T* ). According to Theorem 3.3 of 
[2], this yields T* = co, hence also completes the proof of Theorem 3.1. 
5. PREPARATORY LEMMAS 
Before passing to the proofs of Theorems 3.3 and 3.4, we show a number 
of preparatory lemmas. Throughout this section, the pair of functions (u, I} 
will denote the solution of Problem (Pl). 
LEMMA 5.1 (cf. Cl]). For any O<SG t, 
min{c,,c,}~‘l u:(r,~)dxd~+~~‘[l’(~)1)dz+~~~u:(t,x)dx 
s n s 
+ i* 6, 
g,(z, xl u,(T, x) dx dz. 
For the moment, let us assume the functions g, and b, (i= 0, 1) to be 
smooth. Then also 1 will be smooth on Iw + and u smooth on Q*, 
respectively. 
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Proof: Let us note that 
I 47) 
CO SI uf (7, x) dx d7 s 0 
I l(T) 
= 
1s 
1 47) 
uxx4 + s 0 II 
gou, :=I, +z* (5.2) s 0 
and, further, observe that 
- 
I 
’ u,(z, 0 + ) b;(t) dz 
s 1 40 = -- s 1 4s) 
20 
u;(t,x)dx+- s 
20 
u;(s, x) dx 
+; s’ u:(T, l(z) - ) l’(r) dz + j’ u,(z, l(z) - ) u,(z, l(z) - ) dt 
s s 
- I ’ u,(z, 0 + ) b;(z) dz s 
1 J l(r) 1 u;(t, x) dx + - J 4s) = -- 20 20 u: (s, x) dx 
; 1’ z&z, l(z) - ) l’(z) dz - j-’ u,(T, 0+ ) b;(z) dz, -- 
s s (5.3) 
because u,(?, r(t)& ) = -u,(t, r(t) + ) I’(t) due to the identity 0 = 
(dldt) 46 4t)). 
Similarly, we get the representation 
f 1 
Cl ss u; (T, x) dx dz s NT) 
1 1 = -- 2~,,,,U:(1dd~+f~1 u; (s, x) dx 
4s) 
+; j-’ u;(T, l(z) + ) l’(z) dz + j’ uX(z, 1 - ) b;(t) dT 
s s 
(5.4) 
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Taken together, (5.3) and (5.4) yield the inequality 
- I ; {u,(z, O+)b;(r)-u,(z, 1 -)b;(r)} dz 
+; j; { -u:(z, Z(z) - ) + uf(~, Z(z) + )) Z’(z) dz. (5.5) 
In order to complete the proof, let us note that (5.5) admits a further 
upper estimate because of the inequality 
=; j’ [Z’(T)]’ {u,(z, Z(z) - ) + u,(z, Z(z) + )} dz 
s 
In the case of non-smooth gi or bi (i = 0, 1 ), we approximate them by the 
appropriate sequences of smooth functions and eventually arrive at the 
same estimate (cf. also Theorem 3.4 of [2]). # 
LEMMA 5.2. For each E > 0, there exists afinite constant C, > 0 such that 
IU,(t, 0 + 1 bb(t)l + IU,(t, 1 - ) b;(t)1 
G -L II%z(t, .)I1 
i Js 
L2cn) +Mr 
I 
{ lbb(t)l + Ibi(t)l > 
+#4km(n) + W&W12+ lWN21> (5.6) 
where 6 > 0 is the same as in Theorem 3.1 and M > 0 the same as in the 
hypothesis (Al ). 
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Proof: Let us denote ma(x) := 1 - x/6 for 0 Q x < 6. Then 
II 
6 
d 4,(x) u,tt, x) dx 
0 
+ r 
md (x) ~(6 xl dx 
0 
cou,(t, x) - go(t, x)ldx 
2 Il~,(~,-NI 
d 
L*(o,6) + COII~,(~~~)llL~(0,S) + dh!fr. (5.7) 
In a similar way we can conclude that 
b,(t, 1 - )I d- ll~,~~,~~11~~(~-~,,)+~~II~~(f,~)11~z(~~~,~)+~M~. 
lb 
(5.8) 
Inequalities (5.7) and (5.8), taken together, imply (5.6) via Young’s 
inequality. 1 
Let us now introduce the function F(s, x, 5): ( - r, 0) x 52 x 54 --f R defined 
by 
Due to the hypothesis (Al), function F has the properties 
f’b, x, 0 2 0, for c>O, 
F(s, x, 0) = 0, 
F(s, x, 0 G 0, for c<O, 
$f( 
fo(s, x, c-9 0
syx90= ,(s,x,[,() G 
for [>O, 
for [GO. 
(5.10) 
(5.11) 
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LEMMA 5.3. For all s, t such that r < s < t, 
f 
/I {J 
l(r) 1 
go(r, x) u, (~2 x) dx + dz 
s 0 s 
I(r) g,(z, xl u, (7, xl dx 
I I 
6 J, so, F(s, x, u(t, x)) ds dx - s, j”, F(s, x, u(s, xl) ds dx 
+ Cfr2 
0 
’ Ilu,(~,.)ll;(n,d~+~~ IIuAv)llt~(& . (5.12) 
s s-r I 
Proof: For a.a. T B 0, 
I 
47) 
o go(z, x) U~(L xl dx + i“ I( T 
) g,(z, xl u,(z, xl dx 
= fo(s, x, u(z, x), U(T + s, x)) ds 1 u,(z, x) dx 
+ fib, x, u(z, xl, 47 + s, xl) ds 1 U,(T x) dx f(r) 0 = s I fob, x, u(z, xl, 4~9 x)) ds u,(z, x) dx 0 -r 
+ j,iT, { f-)i(s, x, 4~9 xl, 4~ x)1 ds} u,(z> x) dx 
+ ji”’ { jy , Cfo( s, x, U(? xl, 47 + 5 x)1 
-fob, x, u(r, x), 47, x))l ds u,(z, x) dx 
1 
O + 
i 1s 
b-1 (s, x, 45 xl, u(z + SJ)) 
I(r) -r 
-f, (s, x, 4~ xl, u(z, x)11 ds u, (z, x) dx 
< - F(s, x, u(z, x)) ds dx 
C,(U(T +s, x) - U(T, x)1 ds Iu,(T, x)1 dx 
F(s, x, u(z, x)) ds dx 
+ C,s, {r”, lu(r+s, x)--U(G XII ds] lu,(r, XII dx. (5.13) 
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Observe that, for all z >O, the last term in (5.13) can be estimated as 
G cfr3’211u, (5. III LZ(f2) uf(r+<,x)dtdx 
Upon integration over [s, t] we get the bound 
The latter bound, combined with (5.13) integrated over [s, t], yields 
(5.12). 1 
As a direct consequence of Lemmas 5.1-5.3 we obtain the following 
estimate. 
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LEMMA 5.4. For all s, t such that r d s 6 t, 
(min{co,cl}-C~~2-~)~‘ll~,(~,~~ll~~~~~d~ 
s 
+;f IWl”dr+; IIb,W)llt~~~~ s 
Sf 
0 
- F(s, x, u( t, x)) ds dx 
52 -r 
<; Ilcu,(S,~))Iltz(,)-j i‘” F(s, x, u(s, x)) ds dx 
62 --r 
+ 
,I 
: f llkA~,.~ll~z,,,}“2 Wd~)l + l&(~)l> dr 
+~‘Mr{lb&(r)l+ Ib;(r)l} dT+j’ C,(IWz)12+ lK(~)l’) dt. (5.15) 
s s 
6. PROOFS OF THEOREMS 3.2, 3.3, AND 3.4 
Proof of Theorem 3.2. As an immediate consequence of Lemma 5.4, we 
get the estimate 
sup Il%(t~~)II.~(n,< +a> 
l>O 
and, as its consequence, 
With the latter estimate, the proof of Theorem 3.2 is complete. m 
Proof of Theorem 3.3. After taking E > 0 sufficiently small, Lemma 5.4 
implies the regularity of u, and I asserted in Theorem 3.3. It follows namely 
from (5.15) that 
vL2@+; L’(Q)), f’EL3(R+), uEL”(R+; w’,2(a)). 1 
Proof of Theorem 3.4. Let us now assume that u(t,,.)-u*(-) weakly 
in IV1~2(Q), hence strongly in L’(Q), as t,r cc. 
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We can postulate that I( t,) + I* E 52 as n -+ co. Let us denote 
%Jt,. ) = u(t, + t, xl, I,(t) = I( 2, + t). 
Then we can assume that, at least for a subsequence, for each finite 
T>O, as n+co, 
U” + w weakly in W’,*(O, T; L*(Q)), 
weakly- * in L”(0, T; W’~*(Q)), 
in C( [0, T] x !Z), (6.1) 
I, + 1 weakly in W1*3(0, T), 
in C( [0, T] ). (6.2) 
The resulting pair {w, A.} is the solution of Problem (P,) with 
b,(t) - bo, m and bl(t)=bb,,,. 
Let us note that for each T> 0, because u, E L*(R! + ; L*(Q)) and 
l’EL3(R+), 
I :Ilw,(t,.)ll:,,,~~~ lim ~f”+TIIu,(f,+~,.)ll~2~n,~~=0 (6.3) n-t’x 1. 
and 
s 711.‘(t)(3&$ lim Srnf711~(l~+t)13~~=0. 0 n-02 1. 
In view of (6.3) and (6.4), it follows that 
w(t,.)=u*(.) for all t 2 0, 
and 
A(t) = I* for all t > 0, 
and that u* is the solution of Problem (P,)“. 1 
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