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Abstract
We prove the existence of a unique local strong solution to the stochastic compressible
Euler system with nonlinear multiplicative noise. This solution exists up to a positive
stopping time and is strong in both the PDE and probabilistic sense. Based on this
existence result, we study the inviscid limit of the stochastic compressible Navier–Stokes
system. As the viscosity tends to zero, any sequence of finite energy weak martingale
solutions converges to the compressible Euler system.
Keywords: Euler system, Navier–Stokes system, compressible fluids, stochastic forcing,
local strong solutions, inviscid limit
1 Introduction
We consider a stochastic variant of the compressible barotropic Euler system describing the
time evolution of the mass density ̺ and the bulk velocity u of a fluid driven by a nonlinear
multiplicative noise. The system of equations reads
d̺+ divx(̺u) dt = 0, (1.1)
d(̺u) + [divx(̺u⊗ u) + a∇x̺γ ] dt = G(̺, ̺u)dW. (1.2)
Here γ > 1 denotes the adiabatic exponent, a > 0 is the squared reciprocal of the Mach
number (the ratio between average velocity and speed of sound). The driving process W is
a cylindrical Wiener process defined on some probability space (Ω,F,P) and the coefficient G
is generally nonlinear and satisfies suitable growth assumptions, see Section 2 for the precise
set-up. In order to eliminate the well-known difficulties related to the behaviour of fluid
flows near the boundary of the underlying domain but still consider a physically meaningful
situation, we study (1.1)–(1.2) on the whole space Rn. We complement (1.1)–(1.2) with the
far field condition
̺(x)→ ̺, u(x)→ 0, |x| → ∞, (1.3)
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for some ̺ > 0. The initial conditions are random variables
̺(0, ·) = ̺0, u(0, ·) = u0, (1.4)
with sufficient spatial regularity specified later. The main interest is the three-dimensional
case, but n = 1, 2 are also included in our theory (and obviously higher but non-physical
dimensions). We remark that in contrast to the incompressible system, the one-dimensional
situation makes sense for (1.1)–(1.2). In fact, martingale solutions to (1.1)–(1.2) for n = 1
are studied in [4].
Our main result concerning the system (1.1)–(1.4) is the existence of a unique maximal
strong pathwise solution. This solution is strong in the analytical sense (i.e., equations (1.1)–
(1.2) are satisfied pointwise) and strong in the probabilistic sense (i.e., it is defined on a
given probability space). It exists up to the hypothetical blow-up of the W 1,∞-norm of the
velocity u. The precise formulation is given in Definition 2.3. The existence of a maximal
strong pathwise solution, being defined on a maximal (random) time interval, follows from an
extension of a local strong pathwise solution, see Definition 2.2, which lives up to a suitable
stopping time. The main statement can be found in Theorem 2.4. Corresponding results in
the deterministic case are classical and we refer to [1] and [3].
As in the incompressible case, global existence and uniqueness is a famous open problem.
The presence of noise does not seem to change the situation. As solutions to nonlinear hy-
perbolic systems are known to develop singularities in finite time, the question about global
well-posedness in the class of weak solutions has been analysed extensively. This is based on
the method of convex integration which has been developed in the context of fluid mechanics
by De Lellis and Sze´kelyhidi [18]. The non-uniqueness of global-in-time weak solutions to
(1.1)–(1.2) has recently been shown in [9] proceeding similar result in the deterministic case,
cf. [21].
In contrast to the compressible system (1.1)–(1.2), its incompressible counterpart has been
studied extensively. There are numerous results about the two-dimensional situation, see
[5, 6, 13, 14, 27]. First results in three dimensions (treated on the whole space) can be found
in [35, 28]. Similar to our main theorem, the existence of a unique local strong solutions is
shown, however, only additive noise is allowed. The general three-dimensional case (with slip
boundary conditions in a bounded domain and with nonlinear multiplicative noise) has finally
been studied recently in [25].
A main idea in our existence proof is to rewrite (1.1)–(1.2) as a symmetric hyperbolic system
by formally dividing (1.2) by ̺ similarly to [8] . In order to make the general framework
from [29] for these systems available, we cut the noise in the critical range (that is, if ̺ is
large or close to zero). The main tool in the limit procedure is an abstract Cauchy lemma
from [24], see Lemma 2.1. We remark that the method from [8], used in the analysis of the
Navier–Stokes, can to a certain extend be applied to (1.1)–(1.2) at least if periodic boundary
conditions are considered. It does not, however, yield continuity of density and velocity in
time – an advantage of the approach in the present paper.
In our second main result we are concerned with the relationship between the Navier–
Stokes and Euler equations. Viscous compressible fluids subject to stochastic forcing can be
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described by the Navier–Stokes system
d̺+ divx(̺u) dt = 0, (1.5)
d(̺u) + [divx(̺u⊗ u) + a∇x̺γ ] dt = divxS(∇xu) dt+G(̺, ̺u)dW. (1.6)
Here S(∇xu) is the viscous stress tensor for which we assume Newton’s rheological law
S(∇xu) = ν
(
∇xu+∇txu−
2
n
divxuI
)
+ λdivxuI, ν > 0, λ ≥ 0. (1.7)
The study of the system (1.5)–(1.7) was first initiated in [11] where the global-in-time existence
of finite energy weak martingale solutions is shown. These solutions are weak in the analytical
sense (derivatives only exists in the sense of distributions) and weak in the probabilistic
sense (the probability space is an integral part of the solution) as well. Moreover, the time-
evolution of the energy can be controlled in terms of its initial state. The results from [11]
– limited to periodic boundary conditions – have been extended to the whole space in [32].
So, a comparison between (1.1)–(1.2) and (1.5)–(1.7) is possible. Our main result, stated in
Theorem 2.10, shows that any sequence of finite energy weak martingale solutions to (1.5)–
(1.7) converges locally in time to the unique strong solution of (1.1)–(1.2) as λ, ν → 0.
A similar strategy has been employed in [7] in order to study the inviscid-incompressible
limit (where in addition, a = 1
ε2
with ε → 0 is considered, where the limit system is the
incompressible Euler system). A major difference to [7] is the generality of the noise coefficients
we can consider now. Due to the incompressibility constraint on the target system only linear
noise can be considered in [7]. In contrast to this, in the compressible case we can allow the
full generality for the noise for which the existence theory applies.
The main tool in our proof is the relative energy inequality from [7]. It allows to compare
a finite energy weak martingale solutions to (1.5)–(1.7) with a set of smooth comparison
functions – in this case, the local solution to (1.1)–(1.2). The concept of relative energy
inequality has a long history starting with the pioneering work of Dafermos [16]. In the context
of compressible Navier–Stokes equation, it has been introduced in [23] and has also been used
to study the inviscid limit of the compresible Navier–Stokes system in the deterministic case,
cf. [36].
2 Preliminaries and main result
We start by introducing some notations and basic facts used in the text. To begin, we fix an
arbitrary large time horizon T > 0.
2.1 Analytic framework
We will define the Sobolev space W s,2(Rn) for s ∈ R as the set of tempered distributions for
which the norm
‖v‖W s,2(Rn) =
(∫
Rn
(
1 + |ξ|2)s|vˆ(ξ)|2 dξ)12 (2.1)
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defined in frequency space is finite. Here vˆ denotes the Fourier transform of v. To shorten
notation, we will write ‖ · ‖s,2 for ‖ · ‖W s,2(Rn). The following estimates are standard in the
Moser-type calculus and can be found e.g. in Majda [31, Proposition 2.1].
1. For u, v ∈W s,2 ∩ L∞(Rn) and |α| ≤ s we have
‖∂αx (uv)‖2 ≤ cs (‖u‖∞‖∇sxv‖2 + ‖v‖∞‖∇sxu‖2) . (2.2)
2. For u ∈W s,2(Rn), ∇xu ∈ L∞(Rn), v ∈W s−1,2 ∩ L∞(Rn) and |α| ≤ s we have
‖∂αx (uv)− u∂αx v‖2 ≤ cs
(‖∇xu‖∞‖∇s−1x v‖2 + ‖v‖∞‖∇sxu‖2) . (2.3)
3. Let u ∈W s,2∩C(Rn) and let F be an s-times continuously differentiable function on an
open neighborhood of the compact set G = range[u]. Then we have for all 1 ≤ |α| ≤ s,
‖∂αxF (u)‖L2(Rn) ≤ cs‖∂uF‖Cs−1(G)‖u‖|α|−1L∞(Rn)‖∂αx u‖L2(Rn). (2.4)
2.2 Stochastic framework
The driving process W is a cylindrical Wiener process on a separable Hilbert space U defined
on some stochastic basis (Ω,F, (Ft)t≥0,P) with a complete, right-continuous filtration. More
specifically, W is given by a formal expansion
W (t) =
∑
k≥1
ekβk(t),
where {βk}k≥1 is a family of mutually independent real-valued Brownian motions with respect
to (Ω,F, (Ft)t≥0,P) and {ek}k≥1 is an orthonormal basis of U. To give the precise definition
of the diffusion coefficient G, consider ρ ∈ L2(Rn), ρ ≥ 0, q ∈ L2(Rn) and define it as follows
G(ρ,q)ek = Gk(·, ρ(·),q(·)).
We suppose that the coefficients Gk : R
n × [0,∞) × Rn → Rn are Cs-functions that satisfy
uniformly in x ∈ Rn
Gk(·, 0, 0) = 0, (2.5)
|∇lGk(·, ·, ·)| ≤ αk,
∑
k≥1
αk <∞ for all l ∈ {1, ..., s}, (2.6)
with s ∈ N specified below. Finally, we assume that the Gks are compactly supported, i.e.
there is K ⋐ Rn such that
spt(Gk) ⋐ K for all k ∈ N. (2.7)
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This is also assumed in the Navier–Stokes case in view of the far field condition, cf. [32]. A
typical example we have in mind is
Gk(x, ρ,q) = ak(x)ρ+ Ak(x)q, (2.8)
where ak : R
n → Rn and Ak : Rn → Rn×n are smooth functions which are compactly
supported. However, our analysis applies to general nonlinear coefficients Gk.
Observe that if ̺, q are (Ft)-progressively measurable L
2(Rn)-valued processes such that
̺ ∈ L2
(
Ω× [0, T ];L2(Rn)
)
, q ∈ L2
(
Ω× [0, T ];L2(Rn;Rn)
)
,
and G satisfies (2.5) and (2.6), then the stochastic integral∫ t
0
G(̺, ̺u) dW =
∑
k≥1
∫ t
0
Gk(·, ̺, ̺u) dβk
is a well-defined (Ft)-martingale ranging in L
2(Rn;Rn). Finally, we define an auxiliary space
U0 ⊃ U via
U0 =
{
v =
∑
k≥1
αkek;
∑
k≥1
α2k
k2
<∞
}
,
endowed with the norm
‖v‖2U0 =
∑
k≥1
α2k
k2
, v =
∑
k≥1
αkek.
Note that the embedding U →֒ U0 is Hilbert-Schmidt. Moreover, trajectories of W are P-a.s.
in C([0, T ];U0), cf. [15].
Let us complete this section by presenting a technical tool to pass to the limit in sequences of
local strong solutions (which typically exists only up to a stopping time). It originates from
[24, Lemma 5.1] in an abstract setting. For the present form, we refer to [25, Lemma 7.1].
Lemma 2.1. Let (Ω,F, (Ft)t≥0,P) be a stochastic basis with a complete right-continuous fil-
tration. Let (uR) be a sequence of W
s,2(Rn)-valued continuous stochastic processes adapted to
(Ft). For N > 1 and T > 0, we define the sequence of stopping times
tR,N = inf
{
t ≥ 0 : ‖uR(t)‖s,2 ≥ N + ‖uR(0)‖s,2
} ∧ T.
Assume that we have
lim
R→∞
sup
L≥R
E sup
0≤t≤tR,N∧tL,N
‖uR(t)− uL(t)‖s,2 = 0, (2.9)
lim
δ→0
sup
R
P
{
sup
0≤t≤tR,N∧δ
‖uR(t)‖s,2 > ‖uR(0)‖s,2 +N − 1
}
= 0. (2.10)
Then there is a stopping time t such that t > 0 P-a.s. and aW s,2(Rn)-valued (Ft)-progressively
measurable process u satisfying
u(· ∧ t) ∈ C([0, T ];W s,2(Rn)) P-a.s.
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such that
sup
0≤t≤t
‖uR(t)− u(t)‖s,2 = 0 (2.11)
P-a.s. as R→∞ (at least for a subsequence).
2.3 Compressible Euler equations
Let us first introduce the notion of local strong pathwise solution. Such a solution is strong
in both the PDE and probabilistic sense but possibly exists only locally in time. To be more
precise, system (1.1)–(1.2) will be satisfied pointwise (not only in the sense of distributions)
on the given stochastic basis associated to the cylindrical Wiener process W .
Definition 2.2 (Local strong pathwise solution). Let (Ω,F, (Ft)t≥0,P) be a stochastic basis
with a complete right-continuous filtration. Let W be an (Ft)-cylindrical Wiener process and
let ̺ > 0. Let (̺0,u0) be a ̺+W
s,2(Rn)×W s,2(Rn)-valued F0-measurable random variable,
and let G satisfy (2.5) and (2.6) for some s ∈ N. A triplet (̺,u, t) is called a local strong
pathwise solution to the system (1.1)–(1.4) provided
(a) t is an a.s. strictly positive (Ft)-stopping time;
(b) the density ̺ is a ̺+W s,2(Rn)-valued (Ft)-progressively measurable process satisfying
̺(· ∧ t) > 0, ̺(· ∧ t) ∈ C([0, T ]; ̺ +W s,2(Rn)) P-a.s.;
(c) the velocity u is a W s,2(Rn)-valued (Ft)-progressively measurable process satisfying
u(· ∧ t) ∈ C([0, T ];W s,2(Rn)) P-a.s.;
(d) there holds P-a.s.
̺(t ∧ t) = ̺0 −
∫ t∧t
0
divx(̺u) ds,
(̺u)(t ∧ t) = ̺0u0 −
∫ t∧t
0
divx(̺u⊗ u) ds−
∫ t∧t
0
a∇x̺γ ds+
∫ t∧t
0
G(̺, ̺u) dW,
for all t ∈ [0, T ].
In the above definition, we have tacitly assumed that s is large enough in order to provide
sufficient regularity for the strong solutions. Classical solutions require spatial derivatives of
u and ̺ to be continuous P-a.s. This motivates the following definition.
Definition 2.3 (Maximal strong pathwise solution). Fix a stochastic basis with a cylindrical
Wiener process and an initial condition as in Definition 2.2. A quadruplet
(̺,u, (tR)R∈N, t)
is a maximal strong pathwise solution to system (1.1)–(1.4) provided
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(a) t is an a.s. strictly positive (Ft)-stopping time;
(b) (tR)R∈N is an increasing sequence of (Ft)-stopping times such that tR < t on the set
[t < T ], limR→∞ tR = t a.s. and
sup
t∈[0,tR]
‖u(t)‖1,∞ ≥ R on [t < T ]; (2.12)
(c) each triplet (̺,u, tR), R ∈ N, is a local strong pathwise solution in the sense of Definition
2.2.
The notion of a maximal pathwise solution has already appeared in the literature in the
context of various SPDE or SDE models, see for instance [12, 20, 26, 34]. Finally, we have all
in hand to formulate our main result.
Theorem 2.4. Let s ∈ N satisfy s > n2 + 2 and let ̺ > 0. Let the coefficients Gk satisfy
hypotheses (2.5), (2.6) and let (̺0,u0) be an F0-measurable, ̺+W
s,2(Rn)×W s,2(Rn)-valued
random variable such that ̺0 > 0 P-a.s. Then there exists a unique maximal strong pathwise
solution (̺,u, (tR)R∈N, t) to problem (1.1)–(1.4) in the sense of Definition 2.3 with the initial
condition (̺0,u0).
Remark 2.5. Starting with the pioneering work in [17], several counterexamples have been
developed showing that the (deterministic) compressible Euler system is desperately ill-posed.
Even if the initial data is smooth, the global existence and uniqueness of solutions can fail.
Similar result for the stochastic compressible Euler system have been achieved recently in [9].
The existence of global strong solutions (i.e. the stopping time t in Definition 2.2 reaches T )
is not expected.
2.4 Compressible Navier–Stokes equations
In this section, we present the concept of finite energy weak martingale solutions to (1.5)–
(1.7). It has been introduced in [11] and improved in [7] and [10]. Both papers complement
(1.5)–(1.7) with periodic boundary conditions. A corresponding version on the whole space
can be found in [32]. These solutions are weak in the analytical sense (derivatives only exists
in the sense of distributions) and weak in the probabilistic sense (the probability space is
an integral part of the solution) as well. Moreover, the time-evolution of the energy can be
controlled in terms of its initial state. They exists globally in time.
Definition 2.6 (Finite energy weak martingale solution). Let ρ > 0. Let Λ be a Borel
probability measure on Lγloc(R
n) × L2γ/γ+1loc (Rn). Then
[(
Ω,F, (Ft)t≥0,P
)
; ρ,v,W
]
is a finite
energy weak martingale solution of (1.5)–(1.7) if
(a)
(
Ω,F, (Ft)t≥0,P
)
is a stochastic basis with a complete right-continuous filtration,
(b) W is a (Ft)-cylindrical Wiener process,
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(c) the density ρ satisfies ρ ≥ 0, t 7→ 〈ρ(t, ·), φ〉 ∈ C[0, T ] for any φ ∈ C∞c (Rn) P-a.s., the
function t 7→ 〈ρ(t, ·), φ〉 is progressively measurable and
E
[
sup
t∈(0,T )
‖ρ(t, ·)‖pLγ (K)
]
<∞
for all 1 ≤ p <∞ and all K ⋐ Rn,
(d) the velocity field v is (Ft)-adapted and
E
[ ∫ T
0
‖v‖2W 1,2(K) dt
]p
<∞
for all 1 ≤ p <∞ and all K ⋐ Rn,
(e) the momentum ρv satisfies t 7→ 〈ρv,ϕ〉 ∈ C[0, T ] for any ϕ ∈ C∞c (Rn) P-a.s., the function
t 7→ 〈ρv,φ〉 is progressively measurable and
E
[
sup
t∈(0,T )
‖ρv‖p
L
2γ
γ+1 (K)
]
<∞
for all 1 ≤ p <∞ and all K ⋐ Rn,
(f) Λ = P ◦ [ρ(0), ρv(0)]−1,
(g) for all φ ∈ C∞c (Rn) and ϕ ∈ C∞c (Rn) we have
〈ρ(t), φ〉 = 〈ρ(0), φ〉 −
∫ t
0
〈ρv,∇xφ〉ds
〈ρv(t),ϕ〉 = 〈(ρv)(0),ϕ〉 −
∫ t
0
〈ρv ⊗ v,∇xϕ〉ds+
∫ t
0
〈S(∇xv) ,∇xϕ〉ds
−
∫ t
0
〈aργ ,divxϕ〉ds+
∫ t
0
〈G(ρ, ρv),ϕ〉dW
(2.13)
P-a.s. for all t ∈ [0, T ],
(h) the energy inequality∫
Rn
[1
2
̺|v|2 +H(ρ, ρ)
]
dx+
∫ t
0
∫
Rn
S(∇xv) : ∇xv dxds
≤
∫
Rn
[1
2
|ρv(0)|2
ρ(0)
+H(ρ(0), ρ)
]
dx+
∞∑
k=1
∫ t
0
(∫
Rn
Gk(ρ, ρv) · v dx
)
dWk
+
1
2
∞∑
k=1
∫ t
0
∫
Rn
ρ−1|Gk(ρ, ρv)|2 ds
(2.14)
holds for a.e. t ∈ [0, T ] P-a.s. Here ME is a real-valued square integrable martingale and
H(ρ, ρ) is the pressure potential given by
H(ρ, ρ) =
a
γ − 1
(
ργ − γργ−1(ρ− ρ)− ργ
)
. (2.15)
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The following existence theorem is shown in [32, Theorem 1] (see also [33, Ch. 3] for a
more detailed proof).
Theorem 2.7. Let ρ > 0, γ > n2 and assume that Λ is a Borel probability measure on
Lγloc(R
n)× L2γ/γ+1loc (Rn) such that
Λ
{
(ρ,q) ∈ Lγloc(Rn)× L2γ/γ+1loc (Rn) : 0 < M1 ≤ ρ ≤M2, q|{ρ=0} = 0,
}
= 1
with constants 0 < M1 < M2. Furthermore, assume that the following moment estimate∫
Lγx×L
2γ/γ+1
x
∥∥∥∥12 |q|
2
ρ
+H(ρ, ρ)
∥∥∥∥
p
L1x
dΛ(ρ,q) <∞ (2.16)
holds for all 1 ≤ p < ∞. Finally, assume that (2.5), (2.6) with s = 1 and (2.7) hold. Then
there exists a finite energy weak martingale solution of (1.5)–(1.7) in the sense of Definition
2.6 with initial law Λ.
Remark 2.8. Due to the assumptions on the initial law as well as (2.5), (2.6) with s = 1 and
(2.7) the energy inequality (2.14) implies the following moment estimates
E
[ ∫ T
0
∫
Rn
|∇v|2 dxdt
]p
<∞, E
[ ∫ T
0
∫
Rn
ρ|v|2 dxdt
]p
<∞,
E
[ ∫ T
0
∫
Rn
(
|ρ− ρ|2I|ρ−ρ|≤1 + |ρ− ρ|γI|ρ−ρ|>1
)
dxdt
]p
<∞,
for all 1 ≤ p < ∞. Note that the last integrand is a lower bound for H(ρ, ρ) due to the
elementary inequality
H(ρ, r) ≥ c(r)
{ |ρ− r|2 : if r/2 ≤ ρ ≤ 2r,
1 + ργ : else ,
(2.17)
which holds for any r > 0.
Remark 2.9. Although Theorem 2.7 was shown in [32] for n = 3, it also applies in general
dimensions replacing the bound γ > 32 by γ >
n
2 .
2.5 Inviscid limit
In this section we give the main result concerning the relation of the systems (1.1)–(1.2) and
(1.5)–(1.7). From a formal point of view, the Navier–Stokes system (1.5)–(1.7) converges
to the Euler system (1.1)–(1.2) if ν, λ → 0. In order to make this idea rigorous, we have
to analyse a singular limit. Singular limit arguments for analysing the interactions between
fluid dynamic models arises from suitable change of variables in time and space or by using
dimensional analysis. Such transformations are now standard and interested readers can refer
to [2, 30] and the references within for further information.
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To study the inviscid limit result for (1.5)–(1.7), we are interested in the transformation that
leads to the following mappings:
̺ 7→ ρε, u 7→ vε, ν 7→ εν, λ 7→ ελ.
This yields the system
dρε + div(ρεvε)dt = 0,
d(ρεvε) +
[
div(ρεvε ⊗ vε) + a∇ργε
]
dt = εdiv S(∇vε) dt+G(ρε, ρεvε)dW,
(2.18)
where the parameter ε ∈ (0, 1] corresponds to the inverse of the Reynolds number. Our aim
is to pass to the limit ε → 0. We consider the following ill-prepared data that connects the
inputs of Navier–Stokes and Euler system. We assume that the initial data (ρ0,ε,v0,ε) of the
system (2.18) satisfy the following conditions
E
∫
Rn
H(ρ0,ε, ̺) dx <∞, ρ0,ε|v0,ε|2 ∈ L1(Rn), 0 < ̺− ≤ ρ0,ε ≤ ̺+ P-a.s., (2.19)
where ̺− and ̺+ are independent of ε. The initial data (̺0,u0) of the limit system (1.1)–(1.2)
satisfy
(̺0,u0) ∈ ̺+W s,2(Rn)×W s,2(Rn), ̺0 ≥ ̺− > 0 P-a.s. (2.20)
Finally, we suppose that
E
∫
Rn
H(ρ0,ε, ̺0) dx
εց0−−−→ 0, E
∫
Rn
|v0,ε − u0|2 dx εց0−−−→ 0. (2.21)
Our main result reads as follows.
Theorem 2.10. Let ̺ > 0 be given and suppose that (2.5)–(2.7) hold with s > n2 + 2. Let
(Ω,F,P) be a complete probability space and W a cylindrical Wiener process on (Ω,F,P).
Assume that [
(Ω,F, (Ft)t≥0,P), ρε,vε,W
]
ε>0
(2.22)
is a family of finite energy weak martingale solution to the system (2.18) in the sense of
Definition 2.6 with ρ = ̺ > 0. On the same stochastic basis (Ω,F, (Ft),P), consider the unique
maximal strong pathwise solution to the Euler system (1.1)–(1.2) given by (̺,u, (tR)R∈N, t)
driven by the same cylindrical Wiener process W . Assume that the initial data (ρ0,ε,v0,ε) and
(̺0,u0) are F0-measurable and satisfies (2.19)–(2.21). Then we have
sup
t∈(0,T )
E
∫
Rn
[
1
2
ρε|vε − u|2 +H(ρε, ̺)
]
(t ∧ tR, ·) dx→ 0 (2.23)
as ε→ 0 for all R ∈ N.
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Before we proof Theorem 2.10, we remark that (2.23) implies that we have
ρε(· ∧ tR)→ ̺(· ∧ tR) in Lγ
(
Ω× (0, T );Lγloc(Rn)
)
, (2.24)
(ρεvε)(· ∧ tR)→ (̺u)(· ∧ tR) in L
2γ
γ+1
(
Ω× (0, T );L
2γ
γ+1
loc (R
n)
)
, (2.25)
where γ = min{2, γ}. The convergence (2.24) follows from inequality (2.17) whilst (2.25)
follows from the identity
ρεvε − ̺u = (ρε − ̺)u+√ρε√ρε(vε − u)
and Ho¨lder’s inequality, cf. [36].
3 Proof of Theorem 2.4
3.1 Approximation
On a formal level, it can be seen that (1.1)–(1.2) is equivalent to
dr + u · ∇xr dt+ γ − 1
2
rdivxudt = 0, (3.1)
du+ [u · ∇xu+ r∇xr] dt = F(r,u)dW, (3.2)
where
̺(r) =
(γ − 1
2aγ
r2
) 1
γ−1
, F(r,u) =
1
̺(r)
G(̺(r), ̺(r)u),
cf. [8, Sec. 2.4]. This can be made rigorous as long as r (or equivalently, ̺) is strictly
positive. As we will solve (1.1)–(1.2) with respect to far field conditions, we seek a solution
r ∈ r+W s,2(Rn), where r =
√
2aγ
γ−1̺
γ−1
2 . In order to do so, we set rˆ := r− r and aim to solve
drˆ + u · ∇xrˆ dt+ γ − 1
2
(rˆ + r)divxudt = 0, (3.3)
du+ [u · ∇xu+ (rˆ + r)∇xrˆ] dt = Fˆ(rˆ,u)dW, (3.4)
where Fˆ(rˆ,u) = F(rˆ + r,u). We remark that the left-hand side of (3.4) corresponds to a
symmetric hyperbolic system, cf. Majda [31]. In the stochastic case such system have been
studied in [29]. Unfortunately, the result from [29] does not apply to the general assumptions
on G we have in mind. In fact, the assumptions on the noise coefficient F are violated for
small (close to zero) or large values of r. Due to this we replace F by
FR(r,u) =
1
̺(r)
ϕR(̺(r))ϕR(̺(r)
−1)G(̺(r), ̺(r)u),
where ϕR : [0,∞)→ [0, 1] are smooth cut-off functions satisfying
ϕR(y) =
{
1, 0 ≤ y ≤ R,
0, R+ 1 ≤ y, (3.5)
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and similarly FˆR(rˆ,u) = FR(rˆ + r,u). We now study the system
drˆ + u · ∇xrˆ dt+ γ − 1
2
(rˆ + r)divxudt = 0, (3.6)
du+ [u · ∇xu+ (rˆ + r)∇xrˆ] dt = FˆR(rˆ,u)dW. (3.7)
We assume for the moment that
‖(̺0,u0)‖W s,2(Rn) < M, ̺0 >
1
M
P-a.s. (3.8)
for some deterministic constantM > 0. These assumptions will be relaxed later. By definition
of FR, the noise disappears if ̺(r) is larger than R+1 or smaller than
1
R+1 . Consequently, (2.5)
and (2.6) imply that FR (and FˆR) is globally Lipschitz continuous on W
s,2(Rn) ×W s,2(Rn)
for any fixed R. By [29, Thm. 1.2] (where u takes the role of (rˆ,u)), there is a unique strong
solution (rˆR,uR, tR) to (3.6)–(3.7) in the following sense:
1
(i) (rˆR,uR) is a W
s,2(Rn) × W s,2(Rn)-valued right-continuous progressively measurable
process;
(ii) tR is a stopping time with respect to (Ft) such that P-a.s.
tR = lim
N→∞
tR,N (3.9)
where
tR,N = inf
{
0 ≤ t <∞ : ‖(rˆR,uR)(t)‖s,2 ≥ N
}
(3.10)
with the convention that tR,N =∞ if the set above is empty;
(iii) there holds P-a.s.
(rˆR,uR)(· ∧ tR) ∈ C([0, T ];W s,2(Rn)×W s,2(Rn))
as well as
rˆ(t ∧ tR,N ) = r0 −
∫ t∧tR,N
0
u · ∇xrˆ ds−
∫ t∧tR,N
0
γ − 1
2
(rˆ + r)divxu ds,
u(t ∧ tR,N ) = u0 −
∫ t∧tR,N
0
u · ∇xu ds−
∫ t∧tR,N
0
(rˆ + r)∇xrˆ ds+
∫ t∧tR,N
0
FˆR(rˆ,u)dW,
for all t ∈ [0, T ] and all N ≥ 1, where r0 =
√
2aγ
γ−1̺
γ−1
2
0 − r.
1The result from [29] requires the assumption s > n
2
+ 2.
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Given (rˆR,uR) we see that (rR,uR) = (rˆR + r,uR) solves P-a.s.
drR + uR · ∇xrR dt+ γ − 1
2
rRdivxuR dt = 0, (3.11)
duR + [uR · ∇xuR + rR∇xrR] dt = FR(rR,uR)dW. (3.12)
The aim in the following is to pass to the limit R→∞ in (3.11) and (3.12). This will be done
by verifying the assumptions of Lemma 2.1. We start by showing certain a priori estimates as
a consequence of which we obtain (2.10). Eventually we show uniqueness of (3.1)–(3.2) which
implies (2.9).
3.2 A priori estimates
We immediately see that (̺R,uR) :=
((
γ−1
2aγ r
2
R
) 1
γ−1
,uR
)
solves P-a.s.
d̺R + divx(̺RuR) dt = 0 (3.13)
with ̺R(0) = ̺0 and far field ̺. The standard maximum principle (see, e.g., [19, eq. (7)] or
[22, eq. (2.8)]) applied to (3.13) yields
inf
Rn
̺0 exp
(
−
∫ tR,N
0
‖divxuR‖∞ds
)
≤ ̺R(t, x) ≤ sup
Rn
̺0 exp
(∫ tR,N
0
‖divxuR‖∞ds
)
(3.14)
P-a.s. for all (t, x) ∈ (0, tR,N ) × Rn. Consequently, the definition of tR,N , the embedding
W s,2(Rn) →֒ C1,α(Rn) (for s > n2 + 1 and some α > 0), as well as (3.8) implies that
c−1N inf
Rn
̺0 ≤ ̺R(t, x) ≤ cN sup
Rn
̺0 (3.15)
P-a.s. for all (t, x) ∈ (0, tR,N ) × Rn and for a positive constant cN = cN (̺,M) which is
independent of R. For a given N ∈ N there is RN such that (3.15) implies that
R−1N ≤ ̺RN ≤ RN (3.16)
P-a.s. in (0, tRN ,N )×Rn.
Let α be a multiindex such that |α| ≤ s. Differentiating (3.11) in the x-variable, we obtain
d∂αx rR +
[
uR · ∇x∂αx rR + γ−12 rR divx∂αxuR
]
dt
=
[
uR · ∂αx∇xrR − ∂αx (uR · ∇xrR)
]
dt
+ γ−12 [rR∂
α
x divxuR − ∂αx (rRdivxuR)] dt
=: TR1 dt+ T
R
2 dt.
(3.17)
13
Similarly, we differentiate (3.12) and deduce that
d∂αxuR + [uR · ∇x∂αxuR + rR∇x∂αx rR] dt
= [uR · ∂αx∇xuR − ∂αx (uR · ∇xuR)] dt
+ [rR∂
α
x∇xrR − ∂αx (rR∇xrR)] dt
+ ∂αxFR(rR,uR)dW
=: TR3 dt+ T
R
4 dt+ ∂
α
xFR(rR,uR)dW.
(3.18)
It follows from (2.3) that the “error” terms may be handled as∥∥TR1 ∥∥2 .
[
‖∇xuR‖∞‖∇sxrR‖2 + ‖∇xrR‖∞ ‖∇sxuR‖2
]
,∥∥TR2 ∥∥2 .
[
‖∇xrR‖∞‖∇sxuR‖2 + ‖divxuR‖∞ ‖∇sxrR‖2
]
,∥∥TR3 ∥∥2 . ‖∇xuR‖∞‖∇sxuR‖2,∥∥TR4 ∥∥2 . ‖∇xrR‖∞‖∇sxrR‖2.
(3.19)
Multiplying (3.17) by ∂αx (rR − r), we observe∥∥∂αx (rR(t)− r)∥∥22 + (γ − 1)
∫ t
0
∫
Rn
rRdivx∂
α
xuR∂
α
x (rR − r) dxdσ (3.20)
≤ ∥∥∂αx (r0 − r)∥∥22 + c
∫ t
0
(‖∇xuR‖∞‖rR − r‖s,2 + ‖∇x(rR − r)‖∞‖uR‖s,2) ‖∂αx (rR − r)‖2 dσ
provided |α| ≤ s. Here, we took into account∫
Rn
uR · ∇x∂αx rR∂αx (rR − r) dx = −
1
2
∫
Rn
divxuR|∂αx (rR − r)|2 dx
as well as (3.19). To apply the same treatment to (3.18), we apply Itoˆ’s formula to the function∫
Rn
|∂αxuR|2 dx and gain
‖∂αxuR(t)‖22 dx+ 2
∫ t
0
∫
Rn
[uR · ∇x∂αxuR + rR∇x∂αx (rR − r)] · ∂αxuR dxdσ
= ‖∂αxu0‖2 + 2
∫ t
0
∫
Rn
[
TR3 + T
R
4
] · ∂αxuR dxdσ
+ 2
∫ t
0
∫
Rn
∂αxFR(rR,uR) · ∂αxuR dW
+
∑
k≥1
∫ t
0
∫
Rn
|∂αxFR,k(rR,uR)|2 dxdσ.
(3.21)
Integrating by parts yields∫
Rn
[
uR · ∇x∂αxuR + rR∇x∂αx (rR − r)
] · ∂αxuR dx
=− 1
2
∫
Rn
|∂αxuR|2divxuR dx−
∫
Rn
rRdivx∂
α
xuR∂
α
x (rR − r) dx
−
∫
Rn
∇x(rR − r) · ∂αuR∂αx (rR − r) dx
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Now we combine (3.19)–(3.21) (and multiply (3.21) by γ − 1) and observe that the term
containing rR∂
α
x (rR − r)divx∂αxuR on the left hand side cancels out. We therefore conclude
that
‖(rR(t)− r,uR(t))‖2s,2
≤ ‖(r0 − r,u0)‖2s,2 + c
∫ t
0
‖∇uR‖∞
(
‖rR − r‖2s,2 + ‖uR‖2s,2
)
dσ
+ c
∫ t
0
‖∇(rR − r)‖∞
(
‖rR − r‖2s,2 + ‖uR‖2s,2
)
dσ
+ c
∫ t
0
∫
Rn
∂αxFR(rR,uR) · ∂αxuR dx dW
+ c
∑
k≥1
∫ t
0
∫
Rn
|∂αxFR,k(rR,uR)|2 dxdσ
= (I)0 + (I)1 + · · · + (I)4.
(3.22)
We choose R ≥ RN , where RN is chosen in a way that the cut-offs in the definition of FR are
not seen for t ≤ tR,N , recall (3.16). Now we take the supremum over 0 ≤ t ≤ tR,N ∧ δ, where
δ > 0, and apply expectations. Using the definition of tR,N we easily obtain
E sup
0≤t≤tR,N∧δ
[
(I)1 + (I)2
] ≤ c(N)E ∫ tR,N∧δ
0
‖(rR − r,uR)‖2s,2 dt ≤ c(N)δ.
In accordance with (3.16), the cut-offs in the definition of FR are not seen for t ≤ tR,N if
R ≥ RN . Moreover, the norms of ∂αFR can be controlled by N . First of all, we have by
(2.5)–(2.7)
E sup
0≤t≤tR,N∧δ
(I)4 = E
∑
k≥1
∫ tR,N∧δ
0
∫
K
|∂αxFR,k(rR,uR)|2 dxdσ
≤ cE
∫ tR,N∧δ
0
∫
K
(|∂αx rR|2 + |∂αxuR|2) dxdσ
≤ cE
∫ tR,N∧δ
0
∫
K
(1 + |∂αx (rR − r)|2 + |∂αxuR|2) dxdσ
≤ cE
∫ tR,N∧δ
0
(
1 + ‖(rR − r,uR)‖2s,2
)
dσ ≤ c(N)δ.
Using the Burkholder-Davis-Gundy inequality, we can estimate the stochastic integral in the
same fashion. After applying expectations, we gain using (2.5)–(2.7)
E
[
sup
0≤t≤tR,N∧δ
∣∣∣∣
∫ t
0
∫
Rn
∂αxF(rR,uR) · ∂αxuR dx dW
∣∣∣∣
]
. E
[∑
k≥1
∫ tR,N∧δ
0
(∫
Rn
∂αxFk(rR,uR) · ∂αxuR dx
)2
dt
]1
2
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. E
[ ∫ tR,N∧δ
0
(∑
k≥1
‖∂αxFk(rR,uR)‖2s,2
)
‖uR‖2s,2 dt
]1
2
. E
[ ∫ tR,N∧δ
0
∫
K
(|∂αx rR|2 + |∂αxuR|2) dx‖uR‖2s,2 dt
]1
2
. E
[ ∫ tR,N∧δ
0
∫
K
(
1 + |∂αx (rR − r)|2 + |∂αxuR|2
)
dx‖uR‖2s,2 dt
]1
2
. E
[ ∫ tR,N∧δ
0
(
1 + ‖rR − r‖2s,2 + ‖uR‖2s,2
)‖uR‖2s,2 dt
]1
2
≤ c(N)
√
δ.
Plugging all together, we have shown
E sup
0≤t≤tR,N∧δ
‖(rR(t)− r,uR(t))‖2s,2 ≤ E ‖(r0 − r,u0)‖2s,2 + c(N)(
√
δ + δ).
We obtain
lim
δ→0
sup
R
P
(
sup
0≤t≤tR,N∧δ
‖(rR(t)− r,uR(t))‖2s,2 > ‖(r0 − r,u0)‖2s,2 + 1
)
= 0
which is (2.10).
3.3 Pathwise uniqueness
We mimick the approach of the last subsection and have a look at the difference of two
solutions (rR,uR) and (rL,uL) which satisfies
d∂αx (rR − rL) = −∂αx
(
uR · ∇xrR + γ − 1
2
rRdivxuR
)
dt
+ ∂αx
(
uL · ∇xrL + γ − 1
2
rLdivxuL
)
dt,
(3.23)
and
d∂αx (uR − uL) = −∂αx
(
uR · ∇xuR + rR∇xrR
)
dt+ ∂αx
(
uL · ∇xuL + rL∇xrL
)
dt
+
[
∂αxF(rR,uR)− ∂αxF(rL,uL)
]
dW.
Multiplying (3.23) by ∂αx (rR − rL), we get
1
2
d |∂αx (rR − rL)|2 = −∂αx
(
uR · ∇xrR + γ − 1
2
rRdivxuR
)
∂αx (rR − rL) dt
+ ∂αx
(
uL · ∇xrL + γ − 1
2
rLdivxuL
)
∂αx (rR − rL) dt.
(3.24)
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Similarly, using Itoˆ’s product rule, we obtain
1
2
d |∂αx (uR − uL)|2
= −∂αx
(
uR · ∇xuR + rR∇xrR)
)
· ∂αx (uR − uL) dt
+ ∂αx
(
uL · ∇xuL + rL∇xrL
)
· ∂αx (uR − uL) dt
+
[
∂αxFR(rR,uR)− ∂αxFL(rL,uL)
]
· ∂αx (uR − uL)dW
+
1
2
∑
k≥1
(
∂αxFR,k(rR,uR)− ∂αxFL,k(rL,uL)
)2
dt.
(3.25)
We sum (3.24) and (3.25), integrate over the physical space, and perform the same estimates
as in the previous section. Note that the highest order terms in (3.24) read∫
Rn
(uR · ∇x∂αx rR − uL · ∇x∂αx rL) ∂αx (rR − rL) dx
+
γ − 1
2
∫
Rn
(rRdivx∂
α
xuR − rLdivx∂αxuL) ∂αx (rR − rL) dx
=
∫
Rn
(
(uR − uL) · ∇x∂αx rR∂αx (rR − rL) +
1
2
divxuL |∂αx (rR − rL)|2
)
dx
+
γ − 1
2
∫
Rn
(rR − rL)divx∂αxuL∂αx (rR − rL) dx
+
γ − 1
2
∫
Rn
rRdivx∂
α
x (uR − uL)∂αx (rR − rL) dx.
Here, the last integral cancels out after integration by parts, with its counterpart in (3.25).
Summing over all α with |α| ≤ s− 1 we deduce
d
(
‖rR − rL‖2W s−1,2 + ‖uR − uL‖2W s−1,2
)
≤ c(R,L)
[(
1 + ‖(rR,uR)‖2W s,2 + ‖(rL,uL)‖2W s,2
) (‖rR − rL‖2W s−1,2 + ‖uR − uL‖2W s−1,2)] dt
+
[
∂αxFR(rR,uR)− ∂αxFL(rL,uL)
]
· ∂αx (uR − uL)dW
+
1
2
∑
k≥1
(
∂αxFR,k(rR,uR)− ∂αxFL,k(rL,uL)
)2
dt, (3.26)
where s > n2 + 2. As the initial data coincide, we obtain by Gronwall’s lemma for R,L large
enough
E sup
0≤t≤tR,N∧tL,N
(
‖rR − rL‖2W s−1,2 + ‖uR − uL‖2W s−1,2
)
= 0.
This certainly yields
E sup
0≤t≤tR,N∧tL,N
(
‖rR − rL‖2W s,2 + ‖uR − uL‖2W s,2
)
= 0.
which implies (2.9).
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3.4 Conclusion
As shown in the last two subsections, we are in the position to apply Lemma 2.1. We infer
the existence of a P-a.s. positive stopping time t and a predictable process (t, r,u) such that
E sup
0≤t≤t
(
‖rR − r‖2W s,2 + ‖uR − u‖2W s,2
)
= 0 (3.27)
as R → ∞. By (3.27), it is easy to pass to the limit in (3.11) and (3.12). By Itoˆ’s formula,
we conclude that (t, ̺,u) :=
(
t,
(
γ−1
2aγ r
2
) 1
γ−1
,u
)
is a solution to (1.1)–(1.2) in the sense of
Definition 2.2.
Assume that [̺1,u1, t1] and [̺2,u2, t2] are two local strong solutions with the same initial
datum. Then we obtain that [̺1,u1] and [̺2,u2] coincide a.s. as a direct consequence of
(3.26) (note that the systems (1.1)–(1.2) and (3.1)–(3.2) are equivalent up to the stopping
time). This also implies that the blow-up time for two maximal strong solutions (in the
sense of Definition 2.3) coincide. So, maximal strong solutions are unique. So far, we have
assumed (3.8) which is quite restrictive. This assumption can be removed as in [8, Sec. 4.3].
Finally, it is standard to extend the local strong solution to a maximal strong solution, cf.
[12, 20, 26, 34]. For our purposes, the method from [8, Sec. 4.4] can be used. The proof of
Theorem 2.4 is complete.
4 Proof of Theorem 2.10
Let [
(Ω,F, (Ft)t≥0,P), ρε,vε,W
]
ε>0
be a sequence of finite energy weak martingale solutions to (2.18), existence of which is
guaranteed by Theorem 2.7. Our aim is to pass to the limit ε→ 0.
4.1 Relative energy inequality
The relative energy inequality is a tool which enables us to compare ρε,vε with some smooth
comparison functions. Let
(
f , U
)
be a pair of stochastic processes which are adapted to the
filtration (Ft)t≥0 and which satisfies
df = Ddt f dt+ D
s
tf dW,
dU = DdtUdt+ D
s
tUdW.
(4.1)
In the above, Ddt f , D
d
tU are functions of (ω, t, x) and D
s
tf , D
s
tU belong to L2
(
U;L2(Rn)
)
for
a.e (ω, t) ∈ Ω× [0, T ]. For the relative energy functional
E(ρε,vε | f,U) =
∫
Rn
[
1
2
ρε|vε −U|2 +H(ρε, f)
]
dx,
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we have that for any t ∈ (0, T ),
E(ρε,vε | f,U)(t) +
∫ t
0
∫
Rn
ε
[
S(∇xvε)− S(∇xU)
]
: (∇xvε −∇xU) dxds
≤ E(ρε,vε | f,U)(0) +MRE(t) +
∫ t
0
R(ρε,vε | f,U)(s) ds
(4.2)
P-a.s., where
R(ρε,vε | f,U) =
∫
Rn
εS(∇xU) : (∇xU−∇xvε) dx
+
∫
Rn
ρε
(
DdtU+ vε · ∇xU
) · (U− vε)dx
+
∫
Rn
[
(f − ρε)P ′′(f)Ddt f +∇xP ′(f) · (fU− ρεvε)
]
dx
+
∫
Rn
[
p(f)− p(ρε)
]
divx(U) dx
+
1
2
∑
k∈N
∫
Rn
ρε
∣∣∣∣Gk(ρε, ρεvε)ρε − DstU(ek)
∣∣∣∣
2
dx.
(4.3)
Here, MRE is a real valued square integrable martingale and P (̺) =
a
γ−1̺
γ is the pressure
potential. Let us finally specify the appropriate smoothness assumptions we require for Ddt f ,
DdtU, D
s
tf and D
s
tU. We suppose that
(f − ρ) ∈ C∞c ([0, T ] × Rn), U ∈ C∞c ([0, T ] × Rn), P-a.s.,
E
[
sup
t∈[0,T ]
‖f − ρ‖2W 1,q(Rn)
]q
+ E
[
sup
t∈[0,T ]
‖U‖2W 1,q(Rn)
]q
≤ c(q) ∀ 2 ≤ q <∞, (4.4)
0 < f ≤ f(t, x) ≤ f P-a.s. (4.5)
Moreover, f , U satisfy
Ddf,DdU ∈ Lq(Ω;Lq(0, T ;W 1,q(Rn))), Dsf,DsU ∈ L2(Ω;L2(0, T ;L2(U;L2(Rn)))),(∑
k≥1
|Dsf(ek)|q
) 1
q
,
(∑
k≥1
|DsU(ek)|q
) 1
q
∈ Lq(Ω;Lq(0, T ;Lq(Rn))). (4.6)
The relative energy inequality (4.2) is a consequence of the energy inequality (2.13). The proof
relies on a sophisticated application of Itoˆ’s formula in infinite dimensions. The latter one
can be found in [7, Lemma 3.1] in case of periodic boundary conditions. For a corresponding
statement in the current setting where the underlying domain is Rn we refer to [33, Sec. 3.6].
In order to prove Theorem 2.10, we choose (f,U) = (̺(·∧tR),u(·∧tR)) where (̺,u, (tR)R∈N, t)
is the unique maximal strong pathwise solution to (1.1)–(1.2) which exists by Theorem 2.4
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(note that the C∞c -assumption in (4.4) can be relaxed by a standard approximation argument).
Recall that the stopping time tR announces the blow-up and satisfies
sup
t∈[0,tR]
‖u(t)‖1,∞ ≥ R on [t < T ];
Moreover, (f,U) = (̺,u) satisfies an equation of the form (4.1), where
Ddt f = −divx(̺u), Dstf = 0, DdtU = −u · ∇xu−
1
̺
∇xp(̺), DstU =
1
̺
G(̺, ̺u).
By Theorem 2.4 and (2.5)–(2.7), it is easy to see that (4.5) and (4.6) are satisfied for t ≤ tR.
Note in particular the lower bound for ̺ which follows from the maximum principle (3.14)
and (2.19). So, (4.2) holds and the remainder takes the form
R(ρε,vε | ̺,u) =
∫
Rn
εS(∇xu) : (∇xu−∇xvε) dx
+
∫
Rn
ρε
(
− u · ∇xu− 1
̺
∇xp(̺) + vε · ∇xu
)
·
(
u− vε
)
dx
+
∫
Rn
[− (̺− ρε)P ′′(̺)divx(̺u) +∇xP ′(̺) · (̺u− ρεvε)] dx
+
∫
Rn
[
p(̺)− p′(̺)(̺− ρε)− p(ρε)
]
divx(u) dx+
∫
Rn
p′(̺)(̺− ρε)divx(u) dx
+
1
2
∑
k∈N
∫
Rn
ρε
∣∣∣∣Gk(ρε, ρεvε)ρε −
Gk(̺, ̺u)
̺
∣∣∣∣
2
dx. (4.7)
Note that we can write
̺− ρε = (̺− ̺)−
(
ρε − ̺
)
I|ρε−̺|≤1 −
(
ρε − ̺
)
I|ρε−̺|>1,
where we have P-a.s. (
ρε − ̺
)
I|ρε−̺|≤1 ∈ L∞(0, T ;L2(Rn)),(
ρε − ̺
)
I|ρε−̺|>1 ∈ L∞(0, T ;Lγ(Rn)),
see Remark (2.8). Consequently, all terms in (4.7) are well-defined due to the regularity of
(̺,u).
4.2 Estimating the remainder
In order to estimate the remainder in (4.7) we follow ideas from [7, Sec. 4]. We tacitly assume
that t ≤ tR such that u,∇u, ̺ and ̺−1 can be bounded in terms of R. By using the identities
̺∇xP ′(̺) = ∇xp(̺), ̺∂tP ′(̺) = ∂tp(̺), −∂t̺ = divx(̺u),
it holds that∫
Rn
[
ρε
̺
∇xp(̺) · (vε − u)− (̺− ρε)P ′′(̺)divx(̺u) +∇xP ′(̺) · (̺u− ρεvε)
]
dx
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=∫
Rn
[
ρε
̺
∇xp(̺) · (vε − u) + (̺− ρε)∂t
[
P ′(̺)
]
+∇xp(̺) · u− ρε
̺
∇xp(̺) · vε
]
dx
=
∫
Rn
[
∂tp(̺)− ρε
̺
∂tp(̺) +∇xp(̺) · u− ρε
̺
∇xp(̺) · u
]
dx
=
∫
Rn
(
̺− ρε
̺
)(
∂tp(̺) +∇xp(̺) · u
)
dx.
However, since (̺,u) is a strong solution to the continuity equation, it satisfies the strong
renormalized continuity equation
∂tp(̺) +∇xp(̺) · u = −γp(̺)divx(u).
By combining this with the identity ̺ p′(̺) = γ p(̺) yields∫
Rn
(
̺− ρε
̺
)(
∂tp(̺) +∇xp(̺) · u
)
dx ≤
∫
Rn
(ρε − ̺)p′(̺) divx(u) dx
since 1/γ < 1. So, by collecting the above estimates, we can now deduce from (4.7) that for
each R ∈ N,
E(ρε,vε | ̺,u)(t ∧ tR) + ε
∫ t∧tR
0
∫
Rn
(
S(∇xvε)− S(∇xu)
)
: (∇xvε −∇xu) dxds
≤ E(ρε,vε | ̺,u)(0) +MRE(t ∧ tR) +
∫ t∧tR
0
R˜(ρε,vε | ̺,u)(s) ds,
(4.8)
where now
R˜(ρε,vε | ̺,u) = ε
∫
Rn
S(∇xu) : (∇xu−∇xvε) dx
+
∫
Rn
ρε
(
vε − u
) · ∇xu · (u− vε)dx
−
∫
Rn
[
p(ρε)− (ρε − ̺)p′(̺)− p(̺)
]
divx(u) dx
+
1
2
∑
k∈N
∫
Rn
ρε
∣∣∣∣Gk(ρε, ρεvε)ρε −
Gk(̺, ̺u)
̺
∣∣∣∣
2
dx.
(4.9)
Now we observe that∣∣∣∣
∫
Rn
ρε(vε − u) · ∇xu ·
(
u− vε
)
dx
∣∣∣∣ ≤ ‖∇xu‖L∞x
∫
Rn
ρε|vε − u|2 dx
≤ c(R) E(ρε,vε | ̺,u)
(4.10)
P-a.s. Since the identity
p(ρε)− (ρε − ̺)p′(̺)− p(̺) = (γ − 1)H(ρε, ̺)
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holds, it follows that ∣∣∣∣
∫
Rn
[
p(ρε)− (ρε − ̺)p′(̺)− p(̺)
]
divx(u) dx
∣∣∣∣
≤ c ‖divx u‖L∞x
∫
Rn
H(ρε, ̺) dx
≤ c(R) E(ρε,vε | ̺,u).
(4.11)
P-a.s. Similarly, by Young’s inequality for bilinear forms∣∣∣∣
∫
Rn
εS(∇xu) : (∇xvε −∇xu) dx
∣∣∣∣
≤ 1
2
ε
∫
Rn
(
S(∇xvε)− S(∇xu)
)
:
(∇xvε −∇xu)dx+ c ε
∫
Rn
|S(∇xu)|2 dx
≤ 1
2
ε
∫
Rn
(
S(∇xvε)− S(∇xu)
)
:
(∇xvε −∇xu) dxdt+ c(R)ε. (4.12)
P-a.s. Lastly, we rewrite
1
2
∑
k∈N
∫
Rn
ρε
∣∣∣∣Gk(ρε, ρεvε)ρε −
Gk(̺, ̺u)
̺
∣∣∣∣
2
dx
=
1
2
∑
k∈N
∫
K
χ{ρε≤̺/2} ρε
∣∣∣∣Gk(ρε, ρεvε)ρε −
Gk(̺, ̺u)
̺
∣∣∣∣
2
dx
+
1
2
∑
k∈N
∫
K
χ{̺/2<ρε<2̺} ρε
∣∣∣∣Gk(ρε, ρεvε)ρε −
Gk(̺, ̺u)
̺
∣∣∣∣
2
dx
+
1
2
∑
k∈N
∫
K
χ{ρε≥2̺} ρε
∣∣∣∣Gk(ρε, ρεvε)ρε −
Gk(̺, ̺u)
̺
∣∣∣∣
2
dx
=: I1 + I2 + I3
(4.13)
for K ⋐ R3 (recall (2.7)). We can now use the inequality ρ ≤ 1 + ργ and (2.17) to conclude
that
I1 ≤ c
∑
k∈N
∫
K
χ{ρε≤̺/2}
(
1
ρε
|Gk(ρε, ρεvε)|2 + ρε
̺2
|Gk(̺, ̺u)|2
)
dx
≤ c
∫
K
χ{ρε≤̺/2}
(
ρε + ρε|vε|2 + ρε|u|2
)
dx
≤ c(R)
∫
K
χ{ρε≤̺/2}
(
1 + ργε + ρε|vε − u|2
)
dx
≤ c(R) E(ρε,vε | ̺,u).
(4.14)
Similarly, we obtain by (2.5), (2.6), (2.17), the bounds on ̺ and the mean-value theorem
I2 ≤ 1
2
∑
k≥1
∫
Rn
χ ̺
2
≤ρε≤2̺ρε
(Gk(ρε, ρεvε)
ρε
− Gk(̺, ρεvε)
̺
)2
dx
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+
1
2
∑
k≥1
∫
Rn
χ ̺
2
≤ρε≤2̺ρε
(Gk(̺, ρεvε)
̺
− Gk(̺, ̺u)
̺
)2
dx
≤ c(R)
∫
Rn
χ ̺
2
≤ρε≤2̺
(
|ρε − ̺|2(1 + |ρεvε − ̺u|2
)
dx
≤ c(R)
∫
Rn
χ ̺
2
≤ρε≤2̺
(
|ρε − ̺|2(1 + |u|2) + |ρε(vε − u)|2
)
dx
≤ c(R)
∫
Rn
χ ̺
2
≤ρε≤2̺|ρε − ̺|2 dx+
∫
Rn
ρε|vε − u|2 dx
≤ c(R) E
(
ρε,vε
∣∣∣̺,u).
Estimating I3 in (4.13) is similar to (4.14). So, we can conclude from (4.13) that
1
2
∑
k∈N
∫
Rn
ρε
∣∣∣∣Gk(ρε, ρεvε)ρε −
Gk(̺, ̺u)
̺
∣∣∣∣
2
dx ≤ c(R) E(ρε,vε | ̺,u). (4.15)
4.3 Conclusion
Collecting the estimates (4.10)–(4.15), we have shown that
∫ t∧tR
0
R(ρε,vε | ̺,u) ds ≤ c(R)
( ∫ t∧tR
0
E(ρε,vε | ̺,u)(s) ds+ ε
)
. (4.16)
Combining (4.16) and (4.8) and applying Gronwall’s lemma yields
sup
t∈(0,T )
E
[
E(ρε,vε | ̺,u)(t ∧ tR)]+ εE [
∫ T∧tR
0
∫
Rn
[
S(∇xvε)− S(∇xu)
]
: (∇xvε −∇xu) dxds
]
≤ c(R)E
[
E(ρε,vε | ̺,u)(0) + ε]. (4.17)
Note that we have
E(ρε,vε | ̺,u)(0) =
∫
Rn
1
2
ρ0,ε
∣∣v0,ε − u0∣∣2 dx+
∫
Rn
H
(
ερ0,ε, ̺0
)
dx
which converges to zero in expectation by (2.19)–(2.21). Consequently, we obtain
E(ρε,vε | ̺,u)(0)→ 0 (4.18)
as ε→ 0. The convergence (2.23) then follows from passing to the limit ε→ 0 in (4.17). 
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