Abstract-We present an analysis of the signal properties of a position-sensitive solid-state photomultiplier (PS-SSPM) that has an integrated resistive network for position sensing. Attractive features of PS-SSPMs are their large area and ability to resolve small scintillator crystals. However, the large area leads to a high detector capacitance, and in order to achieve high spatial resolution a large network resistor value is required. These inevitably create a low-pass filter that drastically slows what would be a fast microcell discharge pulse. Significant changes in the signal shape of the PS-SSPM cathode output as a function of position are observed, which result in a position-dependent time delay when using traditional time pick-off methods such as leading edge discrimination and constant fraction discrimination. The timing resolution and time delay, as a function of position, were characterized for two different PS-SSPM designs, a continuous mm mm PS-SSPM and a tiled array of mm mm PS-SSPMs. After time delay correction, the block timing resolution, measured with a array of mm LSO crystals, was 8.6 ns and 8.5 ns, with the 10 mm PS-SSPM and 5 mm PS-SSPM respectively. The effect of crystal size on timing resolution was also studied, and contrary to expectation, a small improvement was measured when reducing the crystal size from 1.3 mm to 0.5 mm. Digital timing methods were studied and showed great promise for allowing accurate timing by implementation of a leading edge time pick-off. Position-dependent changes in signal shape on the anode side also are present, which complicates peak height data acquisition methods used for positioning. We studied the effect of trigger position on signal amplitude, flood histogram quality, and depth-of-interaction resolution in a dual-ended readout detector configuration. We conclude that detector timing and positioning can be significantly improved by implementation of digital timing methods and by accounting for changes in the shape of the signals from PS-SSPMs.
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I. INTRODUCTION

F
OR improved image spatial resolution to be realized in small animal positron emission tomography (PET), localization of annihilation photons must be improved during detection [1] . Two promising strategies to improve localization of events are the use of direct conversion materials, for example semiconductors such as CdZnTe, with finely spaced electrodes [2] - [5] , or scintillation-based detectors, where the scintillator has sub-millimeter pixelization [6] - [9] . For finely pixelated scintillator arrays it is difficult to know whether the dominant cause of mispositioning is due to inter-crystal Compton scatter, statistical limits imposed by the production and collection of scintillator light, or the spatial resolution of the photodetector. Here we present results from a novel position-sensitive photodetector, shown to have micron level spatial resolution [10] , which we use in conjunction with LSO arrays with crystal sizes of 0.5 and 1.3 mm.
Silicon photomultipliers (SiPMs) are an attractive photodetector for replacement of traditional vacuum tube photomultipliers when depth-of-interaction (DOI) estimation and magnetic field compatibility are needed [11] . Such measurements require that the detectors must be very compact for simultaneous PET and magnetic resonance imaging and also highly transparent to 511 keV photons when using a dual-ended readout for DOI estimation. Several position-sensitive SiPM designs have been proposed and evaluated [12] , [13] . To date, none of these designs have shown the ability to decode scintillation arrays mm and also the size of an individual SiPM element is typically limited to mm in area. In collaboration with Radiation Monitoring Devices, Inc. (Watertown, MA) we have been investigating a CMOS SiPM, designed and optimized for maximum spatial resolution, which we refer to as the position-sensitive solid-state photomultiplier (PS-SSPM). Table I summarizes the device parameters. In this design the output of each micro-cell is connected to an array of micro-patterned network resistors to multiplex the channel count and encode the weighted average position information by the ratio of signal energies at the four corner anode contacts (see Fig. 1 ). A common cathode signal is used for timing and triggering the data acquisition system.
Designing a large area and high spatial resolution PS-SSPM is a difficult task due to the inherent trade-offs. Capacitance and dark count rate are proportional to the active area and high spatial resolution requires the use of a large network resistor value. High capacitance and high resistance create a RC low-pass filter that results in undesirable signal properties that include: low amplitude, slow rise time, noisy signals, and a pulse shape that varies with position across the device. These effects inherently limit the timing performance, count rate capability, and cause complications for peak height data acquisition methods. However, scintillation detectors with excellent spatial resolution can be constructed using this approach. The goal of this study is to characterize the trade-off between spatial resolution and pulse shape properties for two different size PS-SSPMs and explore the use of data correction methods that may provide a pathway towards achieving improved timing performance while maintaining excellent identification of small scintillator crystal elements.
Much of this work follows, and in some cases builds upon, our knowledge of position-sensitive avalanche photodiode (PS-APD) signal properties [14] , [15] . As we will show, PS-SSPMs share the cathode signal position dependent timing shift found in PS-APD designs but with the addition of a significant position-dependent risetime shift in the four corner anode signals following a charge sensitive preamplifier. In our previous publication on PS-SSPMs [16] we optimized detector operating conditions (applied bias and temperature) by using a signal to noise analysis. Here we present a detailed characterization of the position-dependent time response of the PS-SSPM cathode signal for two PS-SSPM sizes, a mm mm PS-SSPM and a mm mm PS-SSPM. The position-dependent variation in anode signal shape is shown for a mm mm PS-SSPM coupled to a high spatial resolution scintillation array; its effect on data acquisition was analyzed by measurements of flood quality and depth of interaction resolution. For clarity, a list of the studies that were performed is presented in Table II .
II. MATERIALS AND METHODS
A. Device Readout and Signal Shape Characterization
Detectors were biased at their optimal bias voltages of 31 V for the 10 mm PS-SSPM and 30.5 V for the 5 mm PS-SSPM array, determined from previous studies [16] , using an Agilent N6700B power supply. For both detectors the same readout scheme was used, shown in Fig. 2 , where the cathode channel was fed directly into an Ortec 579 fast filter amplifier and the four corner anode channels were amplified by Cremat CR-113 preamplifiers before further amplification and shaping with a CAEN n568B spectroscopy amplifier (shaping time 100 ns). The setup for time stamp generation was similar to the publication of Wu 2009 [14] , using an Ortec 584 for constant fraction (CF) or leading edge (LE) time pick off and an Ortec 416A gate and delay generator to adjust the trigger delay for the digitization using a simultaneously sampled DAQ board (UEI, Inc., Walpole, MA) [17] . For full pulse digitization of the raw detector signals a 2.4 GHz bandwidth oscilloscope (Tectronics, DPO 7254) with 40 Gs/sec sampling rate was used. All measurements were performed with the detector andpreamplifiers inside of an aluminum enclosure. Temperature was controlled using an Air-Jet Crystal Cooler (FTS Systems, Inc., Stone Ridge, NY) and monitored with a DigiSense Type K thermocouple attached to the backside of the PS-SSPM. All measurements were made at 0 , unless specifically noted. A MBq point source was used for all measurements.
B. PS-SSPM Timing Resolution Measurements
The reference detector used to measure the PS-SSPM timing properties was composed of a polished LSO block ( mm ) coupled to a single channel Hamamatsu R6231 PMT biased at V. The timing signal from the PMT signals was generated by a CF with a delay line of 3 ns. A Tennelec TC 863 time to amplitude converter (TAC) was used to measure the time difference between the generated time stamps. Tests with two reference detectors in coincidence showed a timing resolution of 1.6 ns. Thus, the degradation in the measured PS-SSPM timing resolution due to the timing resolution of the LSO PMT reference detector is negligible. In all measurements the PMT signal was used as the start signal of the TAC and the PS-SSPM signal as the stop signal.
Flood histograms were generated using Anger equations:
(1)
A look up table (LUT) for separating individual crystals was used to study the positional dependence of the PS-SSPM time response. The LUT was generated by an automatic flood segmentation algorithm and then adjusted manually [18] . A timing spectrum for each crystal was generated and a Gaussianfit was applied to measure the timing resolution (FWHM) and time shift (peak position).
1) Characterization of 10 mm PS-SSPM and 5 mm PS-SSPM Timing Properties:
A array of polished mm crystals separated by ESR reflector (3 M, St. Paul, MN) (total array size mm ) was used to compare the measured time delay between different positions on the PS-SSPM surface and also to characterize the timing resolution as a function of position. These measurements were performed for both the 10 mm PS-SSPM and a single 5 mm PS-SSPM from the array. Initial experiments were aimed at optimizing the time pick-off method for PS-SSPMs. Timing spectra using CF and LE discrimination were generated, with delays of 40 ns, 50 ns, and 60 ns for the CF circuit and at LE thresholds of 125 keV (3 mV), 185 keV (4 mV), and 250 keV (5 mV). In order not to confuse the lower energy threshold (energy discrimination) and leading edge threshold (timing discrimination), all lower energy thresholds will be presented in keV and leading edge thresholds in mV. A threshold of 125 keV corresponds to a raw signal amplitude of mV (before any signal amplification) and is close to the noise floor for both the 5 mm PS-SSPM and 10 mm PS-SSPM. Timing spectra with an increased lower energy threshold were created by post processing of the data.
The whole array timing resolution measurements were calculated after correcting for the time shift of individual crystals by first aligning all crystal timing spectra.
2) Timing Resolution of 0.5 mm LYSO Array Coupled to a 5 mm PS-SSPM:
The high spatial resolution scintillation array is composed of unpolished LYSO crystals with individual sizes of mm (total array size mm ). Timing resolution with the 0.5 mm scintillation array was only studied for the 5 mm PS-SSPM, as these smaller crystals could not be resolved using the 10 mm PS-SSPM.
The array was designed to be readout from both ends for DOI estimation and uses a 50 μm thick Toray paper diffuse reflector. For timing measurements, only one end of the array was read out by a single 5 mm PS-SSPM, the far end of the scintillation array was covered with Teflon reflector. The scintillation array was positioned such that the surface of a single mm mm PS-SSPM was entirely covered by the scintillation array. This resulted in , of the , crystals being coupled and resolvable by the PS-SSPM. Again a LUT was derived from flood images and applied to the coincidence timing data for crystal segmentation and a lower energy threshold of 250 keV was set in post processing.
C. Digital Timing Methods
A coincidence setup consisting of two 5 mm PS-SSPMs, separated by 8 cm and each having a single mm LSO crystal coupled to the center of the detector, was used to generate signals for investigating the timing resolution using digital timing methods. The cathode signals of each detector were split using a Phillips Scientific 744 fan in/out unit with one branch fed directly into the oscilloscope with 50 ohm termination and the other branch to the previously described setup for analog discrimination; a 250 keV lower energy threshold was set during post processing. Each digitized signal contained 35k values sampled every 25 ps for a total duration of 875 ns. The raw data was then imported into MATLAB (The Mathworks, Natick, MA) for further processing; 2000 signals were saved as the coincidence data set. Signals were linearly interpolated.
Timing resolution measured by digital CF methods was found to be similar to hardware CF discrimination (data not shown). First the effects of timing resolution as a function LE threshold level were studied. Subsequently a walk correction was developed and implemented. Lastly the effect of sampling rate on digital timing was studied. The sampling rate was downsampled from the originally acquired 40 Gs/sec data to 5 Gs/sec, 500 Ms/sec, and 100 Ms/sec.
D. Position Dependence of Anode Signals
To visualize the shift in anode risetime a single mm LSO crystal wrapped in Teflon was coupled to the corner of a single 5 mm PS-SSPM. The fast oscilloscope digitized thefour corner anode signal waveforms simultaneously after being amplified byCremat CR-113 charge sensitive preamplifiers and also after shapingusing the Caen N568B spectroscopy amplifier.
As described in the beginning of Section A, and also in [15] ,the data acquisition system is based on digitizing the peak amplitude after shaping. Because of the PS-SSPM's anode signal position dependent shape we observed changes in flood histogram dynamic range and energy estimation by varying the delay between the CF generated time stampand acquisition trigger time (which we refer to as the DAQ trigger delay). To study this effect in more detail, the setup from Section B.2 was used (0.5 mm LYSO array, PMT PS-SSPM coincidence geometry) except the LSO block coupled to the PMT was replaced with a mm polished LSO slab. This enables the source to be collimated into a fan beam traversing the LSO block perpendicularly approximately 2 mm above the PS-SSPM surface allowing for the best possible flood histogram quality. The Ortec 416A gate and delay generator was used to step the DAQ trigger delay in intervals of 100 ns. Flood histograms were generated using Anger type equations (Eq. (1)). Signal amplitude was estimated by the position of the 511 keV photopeak and flood quality was calculated by an average peak to valley ratio from a horizontal line profile through the center of the flood histogram.
E. Depth-Encoding using 5 mmPS-SSPMs and Dual-Ended Readout
A array of mm crystals, each with unpolished surfaces and separated by a specular reflector (3 M, St Paul, MN, ESR) for optimal DOI response [7] , was read out at both ends with 5 mm PS-SSPMs. The same electronic collimation described in Section D was used; with the PMT placed on a linear stage to adjust the irradiation depth along the 20 mm long array. The source was placed centrally between both detectors with a source to detector distance of 6 cm. The source size was estimated to be mm FWHM by microCT. No correction for the source size or beam geometry was made. Combined flood histograms were created by averaging the X and Y event positions measured by each PS-SSPM using:
The DOI position was estimated by the ratio of the detected energy (sum of four anode channels) from the top PS-SSPM to the combined energies of the top ( ) and bottom ( ) PS-SSPMs:
The electronics setup for DOI measurement and calibrationwere similar to previously described methods [7] . Measurements were made at nine depths at 2 mm intervals and 200 k events were recorded per position. The DOI resolution measurement was performed at two DAQ trigger delays, ns relative to summed signal peak and at the summedsignal peak (see Fig. 12 for clarification of trigger delay). Energy was scaled such that a 250 keV energy lower energy threshold was used for both trigger delays. The DOI resolution was calculated as the FWHM of a Gaussian fit to the data.
A flood histogram quality metric, k, was calculated at each DAQ trigger delayusing: where and are the width (FWHM, averaged over x and yprojections) and crystal separation distancerespectively of the th crystal in the flood histogram using j number of crystal pairs. A more detailed discussion of flood histogram quality evaluation can be found in Yang et al. [19] and also Lau et al. [20] . It is expected that improvements in this metric would translate to improved intrinsic spatial resolution of the detector. Flood quality metrics for the two DAQ trigger delays were compared on combined flood histograms recorded in singles mode with 5 million counts.
III. RESULTS
A. Device Readout and Signal Shape Characterization
Using a single mm LSO crystal wrapped in Teflon coupled to the device centerthe cathode channel risetime (10% to 90%) and signal amplitudewas characterized for both the 5 mm PS-SSPM and 10 mm PS-SSPM. Using 1000 digitized pulses from each detector, the risetime was measured to be ns and ns for the 5 mm PS-SSPM and 10 mm PS-SSPM respectively (Fig. 3) . The slow signal rise time is a consequence of the high detector capacitance and integrated resistive network. PS-SSPM capacitance, for both designs, was estimated as the number of micro-cells multiplied by the capacitance per cell (in Table I ). This is not exact, as the micro-cells are connected in a grid, making the parallel and series capacitance calculation very difficult, however it does provide an upper bound. It is also expected that there is a very large parasitic capacitance component increasing the total device capacitance. The cathode channel signal amplitude, for both the 5 mm and 10 mm PS-SSPM, is mV for a 511 keV interaction. Fig. 4 shows the raw timing spectrum of the 1.3 mm LSO array coupled to the 10 mm PS-SSPM. The raw timing spectra with the 5 mm PS-SSPM and 1.3 mm LSO array show similar dispersion and asymmetry. As can be seen in Fig. 5 and Fig. 6 , the timing properties of the 10 mm and 5 mm PS-SSPM are very similar in the position dependence of the time delay and timing resolution. For the 10 mm PS-SSPM, signals from the corner crystals arrive earlier and have a time delay of ns with respect to the start signal with a timing resolution of 6.9 ns (best); center crystal signals arrive later with a time delay of ns and a timing resolution of ns (worst). For the 5 mm PS-SSPM, corner crystals have a time delay of ns and a timing resolution of ns (best); center crystals have a time delay of ns and a timing resolution of ns (worst). Aftercorrecting for the crystal specific time delays, the timing resolution was recalculated using the data from all crystals-the results are given in Table III . The reproducibility of these measurements (assuming the array isn't removed and recoupled) is estimated to be ns. There was an improvement in timing resolution for the 10 mm PS-SSPM at 0 compared to 20 . This trend was not as pronounced in measurements with the 5 mm PS-SSPM and can be attributed to the higher noise of the 10 mm PS-SSPM. There was no measureable difference in timing resolution using different CF delays of 40, 50 and 60 ns with either the 5 mm or 10 mm PS-SSPM. For the 5 mm PS-SSPM, timing was slightly improved when using a lower leading edge threshold, which is expected. This trend was not found with the 10 mm PS-SSPM, Fig. 5 . Per crystal timing results from the 10 mm PS-SSPM coupled to the 1.3 mm LSO array. Using the flood LUT (top right) a timing spectrum for each crystal in the array was generated; Timing data was generated using CF with a delay of 60 ns. The detector was cooled to 0 and a global lower energy threshold of 250 keV was applied. After crystal time shift correction, the global block timing resolution was 10.4 ns. Fig. 6 . Per crystal timing results from the 5 mm PS-SSPM coupled to the 1.3 mm LSO array. Due to the similarity of the response from each 5 mm PS-SSPM in the array, results for only one 5 mm PS-SSPM are shown. Timing data was generated using CF with a delay of 60 ns. The detector was cooled to 0 and a global lower energy threshold of 250 keV was applied. After crystal time shift correction, the global block timing resolution was 12.1 ns. as at a leading edge level of 3 mV bothsignal and noise will generate a time stamp demonstrating that LE timing with the 10 mm PS-SSPM is very susceptible to noise. Fig. 7 shows timing data from a crystal coupled to the corner of the 5 mm PS-SSPM at two different lower energy thresholds. CF and LE timing resolution with both the 5 mm PS-SSPM and 10 mm PS-SSPM improved when increasing the lower energy threshold from 250 keV to 450 keV. Fig. 8 showsthe crystal segmented timing data generated with the 5 mm PS-SSPM and 0.5 mm LYSO array. Fig. 7 . Effect of lower energy threshold on the timing resolution with the 5 mm PS-SSPM. Data is from a crystal in the 1.3 mm LSO array coupled to the corner of the device (crystal #1 see Fig. 6 ). Timing spectrum was generated using CF with a 40 ns delay.
B. PS-SSPM Timing Resolution
1) Characterization of 10 mm PS-SSPM and 5 mm PS-SSPM Timing Properties:
2) Timing Resolution of 0.5 mm LYSO Array Coupled to a 5 mm PS-SSPM:
After time shift correction, the global timing resolution measured with the 0.5 mm LYSO array was 8.7 ns,using a lower energy threshold of 250 keV. This result is better than the timing resolution of 12.0 ns obtained with the 1.3 mm array. A direct comparison of data from an individual crystal in the 1.3 mm and 0.5 mm arrays is shown in Fig. 9 . The light output of the 0.5 mm LYSO array is expected to be lower than the 1.3 mm LSO array because of the unpolished crystal surface and diffuse reflector used. However, there also will be a greater variability in the time shift within the area covered by a single 1.3 mm crystal compared with a single 0.5 mm crystal-we refer to this as an intracrystal time shift. This data suggeststhat intracrystal time shiftsare present when using larger cross-section crystal dimensions. Fig. 10 shows the dependence of the timing resolution on the threshold in a digital leading edge discriminator. An improvement of 7.5 ns was measured when lowering the LE threshold from 1.5 mV to 0.5 mV (Fig. 10) . This 1 mV difference represents a 10% drop of the leading edge threshold because of the low amplitude signals ( mV amplitude for a 511 keV event). It should be noted that the coincidence is generated by a hardware LE threshold at mV. A hardware LE at mV would not be practical as this would mainly generate a time stamp on noise pulses and therefore can only be implemented in post processing of the data.
C. Digital Timing Methods
A walk correction for PS-SSPM signals was also developed and improved timing resolution for the 1.5 mV LE threshold from 14.9 ns to 10.1 ns. The effect of time walk correction when using lower LE thresholds was less apparent; timing resolution was improved by 0.3 ns and 0.1 nsfor digital LE thresholds of 1.0 mV and 0.5 mV, respectively. The digitaltiming resolution values quoted are from a crystal positioned on the center of the device surface. The data was measuredwithtwo PS-SSPMs in coincidence. To compare with the previous measurements that were obtained with a PS-SSPM in coincidence with a PMT (which reflects an individual PS-SSPM detector measurement)the calculated individual detector timing resolution using digital timing methods at a LE threshold of 0.5 mV was 5.2 ns at the device center with a lower energy threshold of 250 keV.
To study the effect of sampling rateon timing resolution, the coincidence data set was downsampled to as low as 100 Ms/sec. The coincidence timing resolution with digital LE of 0.5 mV at 100 Ms/sec was 7.5 ns (compared to 7.4 ns at the original sampling rate), showing no significant degradation in timing resolution by downsampling the acquired data,implying that widely used free running ADCs can be used. Fig. 11 shows there is a significant change in signal shape between the four corner anode signals when thePS-SSPM is illuminated off center. This is due to the very high, and positionally dependent, RC time constant. This is a problem for data acquisition schemes that capture the peak heights of several shaped signalsusing a common trigger source. As shown here for the PS-SSPM (Fig. 11) , thepeaks of the four anode signals do not line up in time and no single time delay can be chosen. The measured time delay of the summed signal peak, however, is not position sensitive, and does not change as the illumination position on the detector surface is changed; the summed signal peak is used here as a temporal reference (see Fig. 12 ). Flood histograms derived from a common trigger (from the fast cathode signal) are shown in Fig. 13 for seven different trigger delays. The other triggers are arranged to occur at a fraction of thesummed signalpeak, with each change corresponding to roughly 100 ns in time. As the trigger point, with respect to the peak of the summed signal, is changed from ns to ns the appearance of the flood histogram changes dramatically. In particular, the dynamic range decreases with increasing trigger delay. From any other position-sensitive photodetector one would not expect this result; using Anger logic and sampling a shaped signal peak height,the flood should be smallerwhen the trigger delay is set before the signal's peak amplitude,reach a maximum size when sampled at the signal's peak amplitude and then again shrink when past the peak. The best flood quality (here defined as an average peak to valley ratio) is reached when thetrigger is ns from signal peak, however this condition does not result in largest measured signal amplitude (measured at signal peak). Because thescintillation array used in this experiment was optimized for DOI resolution, energy resolution was not quantified. Instead, to better understandthe effect of digitizing at lower signal amplitudes, DOI response and resolution was measured.
D. Positional Dependence of Anode Signals
E. 5 mm PS-SSPM Dual Ended Readout of 0.7 mm Depth of Interaction Scintillation Array
Combined flood histograms from the two PS-SSPMs at either end of the scintillator array, obtained fromtriggers at ns and summed signal peak, also showed differences in dynamic range (Fig. 14) . However, it is not so straightforward to determine which flood histogram is superior in terms of crystal Fig. 13 . Top, flood histograms acquired for different DAQ trigger delays; data generated by a single ended readout of the 5 mm PS-SSPM coupled to the 0.5 mm LYSO array. Below, peak to valley ratio for the different flood histograms and 511 keV peak position (V) measured from crystals in the center of the flood histogram. The white arrow in the ns flood histogram denotes the row used for the peak to valley calculation. Error bars indicate for the peak to valley ratio and a least square error from the Gaussian fit to the 511 keV photopeak. identification. Before applying Equation 4 to the two flood histograms, the data wasrebinned such that the array dimensions in pixels were matched. This ensured that differences in crystal identification were not due to the bin size chosen for histogramming. The average flood histogram quality metric, measured over all crystals in the array, was 2.63 and 2.38 for the ns trigger and signal peak trigger flood, respectively. The Fig. 15 . DOI response curves from a single crystal in the 0.7 mm LSO array using a dual-ended readout with 5 mm PS-SSPMs. Top: data from a trigger delay set at ns. Bottom: trigger delay set at signal peak.
improvement was most pronounced in the corner and edge crystals,resulting in a 28% improvement for the ns trigger flood. This may lead to higher intrinsic detector spatial resolution. Flood quality for the center crystals in the array was similar, however this is not surprising as the central crystals are very well resolved independent of trigger delay. Fig. 15 shows the DOI measured response for both the ns delay trigger (top) and signal peak (bottom) trigger. The DOI response was very linear, as indicated in Fig. 16 . The calculated DOI resolution for center and corner crystals is shown in Fig. 17 . Crystals in the corner of the array are most affected by changes in data acquisition settings. As expected, the FWHM of the DOI response was better at all depths when sampling the shaped anode signals at the summed signal peak. The average DOI resolution, for all crystals at all depths, was 3.14 mm sampling using the trigger delay set to signal peak and 3.76 mm sampling at a trigger delay of ns from the combined signal peak height.
IV. DISCUSSION
PS-SSPMs are being explored as a possible technology for small-animal PET and PET/MRI. The goal of this work was to explore the potential of PS-SSPMs, with close attention to timing properties given that timing been identified as the major limitation of this photodetector. Fig. 16 . DOI calibration curve used to calculate DOI resolution. The DOI ratio as a function of depth is independent of the trigger delay. Fig. 17 . Measured DOI resolution as a function of depth using the 0.7 mm LSO array readout at both ends with 5 mm PS-SSPMs. Data is shown for center and corner crystals, using a trigger delay of ns and at the signal peak. Data points represent average DOI resolution of four crystals. Four crystals in the center of the LSO array and the four corner crystals were used. Error bars indicate for the set of DOI resolution measurements.
The PS-SSPM timing results, from both the 10 mm PS-SSPM and 5 mm PS-SSPM designs studied in this work, share many similarities with timing results obtained with PS-APDs [14] , [15] . The timing shift across the surface of the PS-SSPM sensing area is of similar magnitude to that measured with PS-APDs, though it is important to note the device area; in terms of distance from center to corner the 5 mm PS-SSPM has a shift of 7.1 ns/mm, the 10 mm PS-SSPM a shift of 2.9 ns/mm, and a 14 mm PS-APD for comparison has a shift of 2.5 ns/mm. For the 5 mm PS-SSPM, the large time shift per unit distance is not limited to time shifts between crystals at different positions on the detector surface. As the crystal cross section is increased the coupled micro-cells will have wider differences in their RC constant, resulting in a significant intracrystal time shift. This is a major degrading factor for timing resolution with the 5 mm PS-SSPM when using larger crystals, and provides an improved individual crystal timing resolution when using very small crystal sizes even though the light output is typically lower.
Another similarity between PS-SSPMs and PS-APDs is the dependence of timing resolution on position; for both the 10 mm PS-SSPM and 5 mm PS-SSPM timing resolution is better at the corner of the device than at the center. A major distinction between PS-SSPMs and PS-APDs is need for a preamplifier on the cathode channel. The raw PS-APD signal cannot be visualized unless a preamplifier is used (in our PS-APD setup we use a Cremat CR-110). The PS-SSPM readout used has no preamplifier on the cathode channel. If a charge sensitive preamplifier (CR-113) is used the rise time increases from 100 ns to over 500 ns. We are exploring other preamplifier concepts, which have been investigated by other groups [21] , [22] , to improve the PS-SSPM's cathode channel timing response. Though the timing properties of PS-SSPMs are only slightly worse than PS-APDs and should be acceptable for most small animal imaging applications.
For most small-animal imaging applications a wide-open energy window (250 keV-750 keV) is often used, meaning that the detector performance at low energy thresholds must be accounted for. We thus wanted to optimize the time response of the 5 mm PS-SSPM using low energythresholds(250 keV) and digital timing techniques have produced the best results (coincidence timing resolution of 7.4 ns). To compare with other analog timing measurements, using NIM electronics to readout a mm LSO crystal coupled to the center of a 5 mm PS-SSPM,a timing resolution of 9.4 ns was reported in [10] . In our experience noise seems to be the limiting factor in obtaining good timing resolution. As shown in Fig. 10 , a very low leading edge threshold provides the best timing resolution measurement. The challenge with this approach is that a discriminator this close to the noise floor typically cannot be implement in hardware. Application of such a low leading edge threshold is only feasible in post processing, after coincidence events have been acquired based on a higher threshold applied to the shaped energy signals.
The change in flood histogram dynamic range with trigger delay is caused by the observation that PS-SSPM anode signals do not have a constant rise time and are dependent upon position. This effect is not observed for PS-APDs. For a data acquisition system that use a common trigger to digitize the peak of the four position outputs,PS-SSPM results depend on the trigger delay and the crystal location. We showed that the quality of the flood histogram (assessed using Eq. (4)) and the DOI resolution were optimized at different trigger delays, thus they cannot both be optimized simultaneously. This is a trade-off that is easily fixed if a full signal digitization DAQ system is used as two digitization points could be kept. Since the rise time is also proportional to the signal position we will investigate if a measured signal rise time could be incorporated into a modified Anger equation to further improve crystal identification.
Moving to a free running ADC sampling DAQ system PS-SSPM signals are fairly advantageous because of their shape, compared to other photodetector signal properties. As it was shown, a 100 MHz sampling rate would be sufficient to achieve the maximum intrinsic timing performance. The high anode channel count of the 5 mm PS-SSPM array could also be mitigated if a front-end readout incorporated a FPGA for calculation of the Anger position or other readout methods, such as pulse width modulation [23] .
V. CONCLUSION
We have characterized the pulse shape and timing performance of PS-SSPMs. The overall conclusion of our work is that using the signal correction techniques discussed in this paper with PS-SSPMsa timing resolution adequate for most small animal PET applications can be obtained. Compared to PS-APDs, PS-SSPMs achieve adequate timing performance at room temperature while PSAPDs typically need to be cooled to 0 . If a compact, magnetic field compatible, detector is needed to readout finely pixelated crystalarrays PS-SSPMs provide an interesting alternative.
