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Abstract
In the Euclidean setting the proximal gradient method and its accelerated variants are a
class of efficient algorithms for optimization problems with decomposable objective. In this
paper, we develop a Riemannian proximal gradient method (RPG) and its accelerated variant
(ARPG) for similar problems but constrained on a manifold. The global convergence of RPG has
been established under mild assumptions, and the O(1/k) is also derived for RPG based on the
notion of retraction convexity. If assuming the objective function obeys the Rimannian Kurdyka-
 Lojasiewicz (KL) property, it is further shown that the sequence generated by RPG converges to
a single stationary point. As in the Euclidean setting, local convergence rate can be established
if the objective function satisfies the Riemannian KL property with an exponent. Moreover, we
have shown that the restriction of a semialgebraic function onto the Stiefel manifold satisfies
the Riemannian KL property, which covers for example the well-known sparse PCA problem.
Empirical performance comparisons show that the proposed RPG and ARPG are competitive
with existing ones.
1 Introduction
We consider the problem of minimizing a sum of two functions on a Riemannian manifold,
min
x∈M
F (x) = f(x) + g(x), (1.1)
where M is a finite dimensional Riemannian manifold, f is differentiable, and g is continuous
but could be nonsmooth. This problem arises from a wide range of applications, such as sparse
principal component analysis [34, 23], sparse blind deconvolution [45], and unsupervised feature
selection [43].
In the case when the manifold constraint is dropped (i.e., M is a Euclidean space), the non-
smooth optimization problem (1.1) have been extensively investigated and many algorithms have
developed and analysed, see e.g., [18, 40, 38, 24, 7] and references therein. Among them are a family
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of simple yet effective methods known as proximal gradient method and its accelerated variants.
Starting from an initial guess x0, the proximal gradient method updates the estimate of a minimizer
via {
dk = argminp∈Rn 〈∇f(xk), p〉2 + L2 ‖p‖22 + g(xk + p), (Proximal mapping1)
xk+1 = xk + dk, (Update iterates)
(1.2)
where 〈u, v〉2 = uT v and ‖u‖22 = 〈u, u〉2. The intuition behind this method is to simplify the
objective function in each iteration by replacing the differentiable term f with its first order ap-
proximation around the current estimate. In many practical settings, the proximal mapping either
has a closed-form solution or can be solved efficiently. Thus, the algorithm has low per iteration
cost and is applicable for large-scale problems. Furthermore, under the assumptions that f is con-
vex, Lipschitz-continuously differentiable with Lipschitz constant L, g is convex, and F is coercive,
the proximal gradient method converges on the order of O(1/k) [6, 7]. Note that the convergence
rate of the proximal gradient method is not optimal and algorithms achieving the optimal O(1/k2)
[18, 40] convergence rate can be developed based on certain acceleration schemes. One of the
representative accelerated proximal gradient methods is the fast iterative shrinkage-thresholding
algorithm (FISTA, [6]):
Initial iterate: x0 and let y0 = x0, t0 = 1,

dk = argminp∈Rn 〈∇f(yk), p〉2 + L2 ‖p‖2F + g(yk + p),
xk+1 = yk + dk,
tk+1 =
1+
√
4t2
k
+1
2 ,
yk+1 = xk+1 +
tk−1
tk+1
(xk+1 − xk).
(1.3)
FISTA uses the Nesterov momentum technique to generate an auxiliary sequence {yk} and has
been proven to converge on the order of O(1/k2) [6].
With the presence of the manifold constraint, the nonsmooth optimization problem (1.1) be-
comes more challenging, and only a few optimization methods have been proposed and analyzed.
When the cost function is assumed to be Lipschitz continuous, existing methods are mostly based
on the notion of ǫ-subgradient. The ǫ-subgradient refers to the technique of using the gradients at
nearby points to estimate the subgradient at a given point, so no subgradient is computed explic-
itly. Specifically, in [25] and [26], Grohs and Hosseini come up two ǫ-subgradient-based optimization
methods using the line search and trust region strategies, respectively. It is proved that any limit
point of the sequence from the algorithms is a critical point. In [31], Huang generalizes a gradient
sampling method to the Riemannian setting. This method is very efficient for small-scale prob-
lems, but lacks convergence analysis. In [30], Hosseini and Uschmajew fill this gap and present a
Riemannian gradient sampling method with convergence analysis. In [28], Hosseini et al. propose
a new Riemannian line search method which combines the ǫ-subgradient and quasi-Newton ideas.
When the cost function is further assumed to be convex, several algorithms with convergent rate
analysis have been proposed. For example, in [44], Zhang and Sra analyze a subgradient-based
Riemannian method and show that the cost function decreases to the optimal value on the order
of O(1/
√
k). Note that the subgradient is explicitly needed in this method, which differs from the
ǫ-subgradient-based methods. In [22], Ferreira and Oliveira propose a Riemannian proximal point
1The commonly-used update expression is xk+1 = argminx〈∇f(xk), x−xk〉2+
L
2
‖x−xk‖
2
2+g(x). We reformulate
it equivalently for the convenience of the Riemannian formulation given later.
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method and the O(1/k) convergence rate of the method for the Hadamard manifold is established
by Bento et al. in [9]. However, the Riemannian proximal point method relies on the existence of
an efficient algorithm for its subproblem in [22, (24)], and no such algorithms or instances exist as
far as we know. In addition, when g = 0 and F = f is Lipschitz-continuously differentiable, an
accelerated first order method for convex functions on Riemannian manifolds has been analyzed
in [39] which shows that the optimal convergence rate O(1/k2) can be achieved.
Note that the aforementioned algorithms have not fully exploited the split structure of the
cost function in (1.1). In contrast, Chen et. al [16] recently present a Riemannian proximal
gradient method which is suitable for the case whenM is a submanifold of a Euclidean space. The
algorithm is exactly parallel to (1.2), and its global convergence has been established. The authors
show that the norm of the search direction computed from its Riemannian proximal mapping goes
to zero. Moreover, if there exists a point such that the search direction from this point vanishes,
then this point must be a critical point. Numerical experiments show that the proposed method is
more efficient than existing methods based on the conventional constrained optimization framework
such as SOC [37] and PAMAL [17]. Later on, Huang and Wei [33] show that any limit point of
the sequence generated by the Riemannian proximal gradient method in [16] is indeed a critical
point. Furthermore, they propose a Riemannian version of FISTA with safeguard which exhibits the
accelerated behavior over the Riemannian proximal gradient method. Nevertheless, no convergence
rate analysis is presented there.
The main contributions of this paper are summarized as follows. A Riemannian proximal
gradient method (RPG) and its accelerated variant (ARPG) are proposed and studied. These
methods are based on a different Riemannian proximal mapping, compared to those in [16, 33],
which allows them to work for generic manifolds. It is proved that any accumulation point of
RPG is a critical point under mild assumptions. Based on a notion of retraction convexity on
Riemannian manifolds, we show that RPG has a O(1/k) convergence rate. Furthermore, it is
shown that the sequence generated by RPG converges to a single stationary point if the objective
function satisfies the Riemannian KL property and local convergence rate can be given if the KL
exponent is known. In particular, we have proved that the restriction of a semialgebraic function
onto the Stiefel manifold satisfies the Riemannian KL property, and this result applies to the well-
known sparse PCA problem. In addition, a practical Riemannian proximal gradient method, which
shares the features of the Riemannian proximal gradient method (global convergence under mild
conditions) and the Riemannian FISTA method (fast convergence empirically), is derived. We then
examine the performance of the proposed methods through two different optimization problems for
sparse principle component analysis.
The Riemannian KL property is overall similar to the Euclidean KL, but with related notations
defined on a manifold, see Definition 3.3. To the best of our knowledge, the Riemannian KL property
was first defined by Kurdyka in [35] for analytic manifolds and analytical functions. In [36], it was
extended for analytic manifolds and differentiable C-functions in an analytic-geometric category.
In [12], a verifiable condition for a Riemannian KL property is given when the function on a
manifold is differentiable, the manifold is an embedded submanifold of Rn, and the Riemannian
metric is endowed from the Euclidean metric. In [19], the Riemannian KL property was used to
analyze a Riemannian steepest descent method for computing a Riemannian center of mass on
Hadamard manifold. The results about Riemnanian KL property for nonsmooth optimization on
manifolds are still limited. In [8], a Riemannian generalization of KL property for nonsmooth
functions is given and a Riemannian proximal point method is analyzed using the Riemannian KL
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property. In [27], the Riemannian KL property is used to analyze an abstract subgradient method
for manifold optimization.
This paper is organized as follows. Notation and preliminaries on manifolds are given in Sec-
tion 2. The Riemannian proximal gradient method together with its convergence analyses, are
presented in Section 3. The accelerated Riemannian proximal gradient method and a practical
variant is described in Section 4. Numerical experiments are reported in Section 5. This paper is
concluded with potential future directions in Section 6.
2 Notation and Preliminaries on Manifolds
The Riemannian concepts of this paper follow from the standard literature, e.g., [14, 1] and the
related notation follows from [1]. A Riemannian manifold M is a manifold endowed with a Rie-
mannian metric (ηx, ξx) 7→ 〈ηx, ξx〉x ∈ R, where ηx and ξx are tangent vectors in the tangent space
of M at x. The induced norm in the tangent space at x is denoted by ‖ · ‖x or ‖ · ‖ when the
subscript is clear from the context. The tangent space of the manifoldM at x is denoted by TxM,
and the tangent bundle, which is the set of all tangent vectors, is denoted by TM. A vector field
is a function from the manifold to its tangent bundle, i.e., η : M→ TM : x 7→ ηx. An open ball
on a tangent space is denoted by B(ηx, r) = {ξx ∈ TxM | ‖ξx − ηx‖x < r}. An open ball on the
manifold is denoted by B(x, r) = {y ∈ M | dist(y, x) < r}, where dist(x, y) denotes the distance
between x and y on M.
A retraction is a smooth (C∞) mapping from the tangent bundle to the manifold such that
(i) R(0x) = x for all x ∈M, where 0x denotes the origin of TxM, and (ii) ddtR(tηx)|t=0 = ηx for all
ηx ∈ TxM. The domain of R does not need to be the entire tangent bundle. However, it is usually
the case in practice, and in this paper we assume R is always well-defined. Moreover, Rx denotes
the restriction of R to TxM, see Figure 1 for an illustration of Rx. For any x ∈ M, there always
exists a neighborhood of 0x such that the mapping Rx is a diffeomorphism in the neighborhood.
An important retraction is the exponential mapping, denoted by Exp, satisfying Expx(ηx) = γ(1),
where γ(0) = x, γ′(0) = ηx, and γ is the geodesic passing through x. In a Euclidean space, the
most common retraction is the exponential mapping given by addition Expx(ηx) = x+ ηx.
A vector transport T : TM⊕TM→ TM : (ηx, ξx) 7→ Tηxξx associated with a retraction R is a
smooth (C∞) mapping such that, for all (x, ηx) in the domain of R and all ξx ∈ TxM, it holds that
(i) Tηxξx ∈ TR(ηx)M and (ii) Tηx is a linear map, see Figure 1 for an illustration of a vector transport
Tηx . If R−1x (y) is well-defined for x, y ∈ M, then the vector transport TR−1x (y) is also denoted by
Tx→y. An isometric vector transport TS additionally satisfies
〈TSηx ξx,TSηx ζx〉Rx(ηx) = 〈ξx, ζx〉x,
for any ηx, ξx, ζx ∈ TxM. An important vector transport is the parallel translation, denoted P.
The basic idea behind the parallel translation is to move a tangent vector along a given curve on
a manifold “parallelly”. We refer to [1] for its rigorous definition. Note that parallel translation
is an isometric vector transport. The vector transport by differential retraction TR is defined by
TRηx ξx = ddtRx(ηx + tξx)|t=0. The adjoint operator of a vector transport T , denoted by T ♯, is
a vector transport satisfying 〈ξy,Tηxζx〉y =
〈
T ♯ηxξy, ζx
〉
x
for all ηx, ζx ∈ TxM and ξy ∈ TyM,
where y = Rx(ηx). The inverse operator of a vector transport, denoted T −1, is a vector transport
satisfying T −1ηx Tηx = id for all ηx ∈ TxM, where id is the identity operator. In the Euclidean
setting, a vector transport Tηx for any ηx ∈ TxM can be represented by a matrix (the commonly-
used vector transport is the identity matrix). Then the adjoint and inverse operators of a vector
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Figure 1: (Left) Retraction; (Right) Vector transport
transport are given by the transpose and inverse of the corresponding matrix, respectively.
The Riemannian gradient of a function h : M → R, denote gradh(x), is the unique tangent
vector satisfying:
Dh(x)[ηx] = 〈ηx, gradh(x)〉x,∀ηx ∈ TxM,
where Dh(x)[ηx] denotes the directional derivative along the direction ηx. The Riemannian Hessian
of h at x, denoted by Hessh(x), is a linear operator on TxM satisfying
Hess h(x)[ηx] = ∇ηx gradh(x), ∀ηx ∈ TxM,
where Hessh(x)[ηx] denotes the action of Hess h(x) on a tangent vector ηx ∈ TxM, and ∇ denotes
the Riemannian affine connection. Roughly speaking, an affine connection generalizes the concept
of a directional derivative of a vector field and we refer to [1, Section 5.3] for its rigorous definition.
If h is Lipschitz continuous but not differentiable, then the Riemannian version of generalized
subdifferential defined in [28] is used. Specifically, since hˆx = h ◦ Rx is a Lipschitz continuous
function defined on a Hilbert space TxM, the Clarke generalized directional derivative at ηx ∈
TxM, denoted by hˆ◦x(ηx; v), is defined by hˆ◦x(ηx; v) = limξx→ηx supt↓0 hˆx(ξx+tv)−hˆx(ξx)t , where v ∈
TxM. The generalized subdifferential of hˆx at ηx, denoted ∂hˆx(ηx), is defined by ∂hˆx(ηx) =
{ηx ∈ TxM | 〈ηx, v〉x ≤ hˆ◦x(ηx; v) for all v ∈ TxM}. The Riemannian version of the Clarke
generalized direction derivative of h at x in the direction ηx ∈ TxM, denoted h◦(x; ηx), is defined
by h◦(x; ηx) = hˆ
◦
x(0x; ηx). The generalized subdifferential of h at x, denoted ∂h(x), is defined as
∂h(x) = ∂hˆx(0x). Any tangent vector ξx ∈ ∂h(x) is called a Riemannian subgradient of h at x.
A vector field η is called Lipschitz continuous if there exists a positive constant Lv such that
for all x, y ∈ M with dist(x, y) < i(M), it holds that
‖P0←1γ ηy − ηx‖x ≤ Lv dist(y, x), (2.1)
where γ is a geodesic with γ(0) = x and γ(1) = y, i(M) is the injectivity radius [1, P.148], i.e.,
i(M) = infx∈M ix and ix = sup{ǫ > 0 | Expx |B(x,ǫ) is a diffeomorphism}. A vector field η is called
locally Lipschitz continuous if for any compact subset Ω¯ of M, there exists a positive constant Lv
such that for all x, y ∈ Ω¯ with dist(x, y) < i(Ω¯), inequality (2.1) holds. A function on M is called
(locally) Lipschitz continuous differentiable if the vector field of its gradient is (locally) Lipschitz
continuous.
Let Ω˜ be a subset of M. If there exists a positive constant ̺ such that, for all y ∈ Ω˜, Ω˜ ⊂
Ry(B(0y, ̺)) and Ry is a diffeomorphism on B(0y, ̺), then we call Ω˜ a totally retractive set with
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respect to ̺. The existence of Ω˜ can be shown along the lines of [20, Theorem 3.7], i.e., given any
x ∈ M, there exists a neighborhood of x which is a totally retractive set.
In a Euclidean space, the Euclidean metric is denoted by 〈ηx, ξx〉F, where 〈ηx, ξx〉F is equal to
the summation of the entry-wise products of ηx and ξx, such as η
T
x ξx for vectors and trace(η
T
x ξx) for
matrices. The induced Euclidean norm is denoted by ‖ · ‖F. For any matrix M , the spectral norm
is denoted by ‖M‖2. For any vector v ∈ Rn, the p-norm, denoted ‖v‖p, is equal to (
∑n
i=1 |vi|p)
1
p .
3 A Riemannian Proximal Gradient Method
The Riemannian proximal gradient method proposed in this paper is stated in Algorithm 1. In
each iteration, the algorithm first computes a search direction by solving a proximal subproblem
on the tangent space at the current estimate and then a new estimate is obtained through the
application of the retraction. Steps 3 and 4 are a generalization of the proximal mapping and the
iterate update formula in (1.2), repectively. The discussion on solving the Riemannian proximal
mapping (3.1) will be deferred to Section 3.5, after the presentation of the convergence analysis.
Algorithm 1 Riemannian Proximal Gradient Method
Input: Initial iterate x0; a positive constant L˜> L;
1: for k = 0, . . . do
2: Let ℓxk(η) = 〈grad f(xk), η〉xk + L˜2 ‖η‖2xk + g(Rxk(η));
3: Find η∗xk∈ Txk M such that
η∗xk is a stationary point of ℓxk(η) on Txk M and ℓxk(0) ≥ ℓxk(η∗xk); (3.1)
4: xk+1 = Rxk(η
∗
xk
);
5: end for
3.1 Global Convergence Analysis
In the Euclidean setting, the global convergence of the proximal gradient method is established
under the assumptions that f is L-smooth and F is coercive, where a continuously differentiable
function f : Rn → R is called L-smooth if
f(x) ≤ f(y) + 〈x− y,∇f(y)〉F +
L
2
‖x− y‖2F for all x, y ∈ Rn,
and F is called coercive if F (x) → ∞ as ‖x‖ → ∞, see the definitions in e.g., [7]. Similar
assumptions will be made for the Riemannian setting, where the coercive property is replaced by
compactness of the sublevel set.
Assumption 3.1. The function F is bounded from below and the sublevel set Ωx0 = {x ∈ M |
F (x) ≤ F (x0)} is compact.
In Definition 3.1, we generalize the L-smoothness to the Riemannian setting and define a notion
of L-retraction-smooth.
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Definition 3.1. A function h : M→ R is called L-retraction-smooth with respect to a retraction
R in N ⊆M if for any x ∈ N and any Sx ⊆ TxM such that Rx(Sx) ⊆ N , we have that
h(Rx(η)) ≤ h(x) + 〈grad h(x), η〉x +
L
2
‖η‖2x, ∀η ∈ Sx. (3.2)
A stronger version of (3.2), which assumes
|h(Rx(η)) − h(x)− 〈gradh(x), η〉x| ≤
L
2
‖η‖2x, (3.3)
has been used in [15, Assumption 2.6]. In addition, if we choose the retraction to be the exponential
mapping, inequality (3.2) also implies h is geodesically L-smooth [44, 39], that is,
h(y) ≤ h(x) + 〈gradh(x),Exp−1x (y)〉x + L2 ‖Exp−1x (y)‖2x. (3.4)
Assumption 3.2. The function f is L-retraction-smooth with respect to the retraction R in the
sublevel set Ωx0.
It has been shown in [15, Lemma 2.7] that if M is a compact Riemannian submanifold of a
Euclidean space Rn, the retraction R is globally defined, f : Rn → R is L-smooth in the convex
hull of M, then the inequality (3.3) holds with N =M. By following the lines in the proofs of [15,
Lemma 2.7], one can show that the conclusion still holds if the metric of M is not endowed from
the Euclidean space.2
Lemma 3.1 shows that Algorithm 1 is a descent algorithm.
Lemma 3.1. Suppose Assumption 3.2 holds. Then the sequence {xk} generated by Algorithm 1
satisfies
F (xk)− F (xk+1) ≥ β‖η∗xk‖2xk , (3.5)
where β = (L˜− L)/2.
Proof. By the definition of η∗xk and the L-retraction-smooth of f , we have
F (xk) = f(xk) + g(xk) ≥ f(xk) +
〈
grad f(xk), η
∗
xk
〉
xk
+
L˜
2
‖η∗xk‖2xk + g(Rxk(η∗xk))
≥ L˜− L
2
‖η∗xk‖2xk + f(Rxk(η∗xk)) + g(Rxk(η∗xk)) = F (xk+1) +
L˜− L
2
‖η∗xk‖2xk ,
which completes the proof.
Lemma 3.2 will be used for the global convergence analysis in Theorem 3.1.
Lemma 3.2. Let ξ be a continuous vector field. Then limηx→0 ‖ξy−T −♯ηx ξx‖y = 0, where y = Rx(ηx).
2Such result can be obtained by noting (i) D f(x)[η] = 〈PTxM∇f(x), η〉F = 〈grad f(x), η〉x for [15, (B.2)], and (ii)
there exists a constant α > 0 such that ‖η‖F ≤ α‖η‖x for all x ∈ M by smoothness of the Riemannian metric and
compactness of M.
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Proof. Define function h : TM→ TM : ηx 7→ ξy − T −♯ηx ξx. By definition of vector transport and
its adjoint operator, we have that T −♯ ∈ C1 and T −♯0x = id, and therefore T −♯ is a vector transport,
where id denotes the identity operator. It follows that h(0x) = 0 and h is a continuous function.
Therefore, limηx→0 ‖ξy − T −♯ηx ξx‖y = 0.
We are now in the position to give a global convergence analysis of Algorithm 1.
Theorem 3.1. If η∗xk = 0, then xk is a stationary point. Suppose Assumptions 3.1 and 3.2 hold.
Then the sequence {xk} has at least one accumulation point. Let x∗ be any accumulation point of
the sequence {xk}. Then x∗ is a stationary point. Furthermore, Algorithm 1 returns xk satisfying
‖η∗xk‖xk ≤ ǫ in at most (F (x0)− F (x∗))/(βǫ2) iterations.
Proof. If η∗xk = 0, then we have 0 ∈ ∂F (xk), which is the first-order necessary condition for the
optimality of (1.1). By Assumption 3.1 and Lemma 3.1, the sequence {xk} stays in the compact
set Ωx0 , which implies the existence of an accumulation point.
In order to prove that any accumulation point is a stationary point, we will resort to [28,
Theorem 2.2(c)] which states that if {zi} ⊂ M, ξi ∈ ∂F (zi), zi → z∗, F (zi)→ F (z∗), and ξi → ξ∗
as i→∞, then ξ∗ ∈ ∂F (z∗).
By Lemma 3.1, we have that F (x0)−F (x˜) ≥ β
∑∞
i=0 ‖η∗xk‖2xk , where x˜ denotes a global minimizer
of F . Therefore,
lim
k→∞
‖η∗xk‖xk = 0. (3.6)
Let {xkj} be a subsequence satisfying
xkj → x∗ (3.7)
as j → ∞. Choose δ > 0 sufficiently small such that B(x∗, δ) is a totally retractive set, or
equivalently, there exists a positive constant ̺ such that, for all y ∈ B(x∗, δ), B(x∗, δ) ⊂ Ry(B(0y, ̺))
and Ry is a diffeomorphism in B(0y, ̺). By (3.7), there exists J1 > 0 such that xkj ∈ B(x∗, δ) for
all j > J1. By (3.6), there exists J2 > 0 such that ‖η∗xkj ‖xkj < ̺ for all j > J2.
Since Rxkj is smooth, the limit (3.6) yields Rxkj (η
∗
xkj
)→ Rxkj (0xkj ), which implies xkj+1 → xkj .
Therefore, it holds that xkj+1 → x∗.
By the definition of η∗xk in (3.1), there exists ζxk+1 ∈ ∂g(xk+1) such that
grad f(xk) + L˜η
∗
xk
+ T ♯Rη∗xk ζxk+1 = 0. (3.8)
Since for any j > max(J1, J2), Rxkj is a diffeomprohism in B(xkj , ̺) and η
∗
xkj
∈ B(xkj , ̺), the
vector transport by differentiated retraction TRηxkj is invertible. It follows that T
♯
Rηxkj
is invertible.
Therefore, we have
grad f(Rxkj (η
∗
xkj
))− T −♯Rη∗xkj
(grad f(xkj) + L˜η
∗
xkj
) = grad f(xkj+1) + ζxkj+1 ∈ ∂F (xkj+1). (3.9)
Combining (3.6) with Lemma 3.2 yields
‖ grad f(Rxkj (η
∗
xkj
))− T −♯Rη∗xkj
(grad f(xkj) + L˜η
∗
xkj
)‖Rxkj (η∗xkj )
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≤‖ grad f(Rxkj (η
∗
xkj
))− T −♯Rη∗xkj
grad f(xkj)‖Rxkj (η∗xkj ) + ‖T
−♯
Rη∗xkj
L˜η∗xkj
‖Rxkj (η∗xkj ) → 0, as j →∞.
Moreover, since F is continuous, F (xkj+1) → F (x∗). It follows from [28, Theorem 2.2(c)] that
0 ∈ ∂F (x∗), so x∗ is a stationary point.
Lastly, we show that Algorithm 1 returns xk satisfying ‖η∗xk‖xk ≤ ǫ in at most (F (x0) −
F (x∗))/(βǫ
2) iterations. If it was not true, then it would hold that ‖η∗xk‖xk > ǫ for all k =
0, 1, . . . ,K − 1, where K is the the smallest integer larger than or equal to (F (x0)− F (x∗))/(βǫ2).
It follows that F (x0) − F (x∗) ≥ F (x0) − F (xK) > Kβǫ2 ≥ (F (x0) − F (x∗))/(βǫ2) ∗ (βǫ2) =
(F (x0)− F (x∗)), which is a contradiction.
3.2 Convergence Rate Analysis Using Retraction Convexity
It is well-known that in the Euclidean setting the proximal gradient method (1.2) has O(1/k)
convergence rate for convex problems [6]. In order to establish the convergence rate of Algorithm 1
in the Riemannian setting, we use the following concept of convexity on a manifold.
Definition 3.2. A function h : M→ R is called retraction-convex with respect to a retraction R
in N ⊆ M if for any x ∈ N and any Sx ⊆ TxM such that Rx(Sx) ⊆ N , there exists a tangent
vector ζ ∈ TxM such that qx = h ◦Rx satisfies
qx(η) ≥ qx(ξ) + 〈ζ, η − ξ〉x ∀η, ξ ∈ Sx. (3.10)
Note that ζ = grad qx(ξ) if h is differentiable; otherwise, ζ is any Riemannian subgradient of qx at
ξ.
In a Euclidean space, any local minimizer of a convex function over a convex set is a global
minimizer. In the Riemannian setting, a notion of retraction-convex set is not well-defined in
general.To avoid such technical difficulties, we can assume that minimizers only appear in the
interior of the constrained set. Then it is not difficult to show that any local minimizer is a global
minimizer. The details are omitted due to the similarity with the Euclidean case.
Convexity of functions on Riemannian manifolds has already been investigated in the literature
based on geodesic, see for example [22, 44]. A function h :M→ R is called geodesic convex, if for
any x, y ∈M, there exists a tangent vector ηx ∈ TxM such that f(y) ≥ f(x)+
〈
ηx,Exp
−1
x (y)
〉
x
. It
can be verified that if a function is retraction-convex with respect to the exponential mapping, then
it is indeed geodesic-convex. This can be easily seen by setting ξ = 0 and choosing the retraction
to be the exponential mapping in (3.10). In [32], a retraction-convexity is defined for C2 functions
on manifolds which can be viewed as a Riemannian generalization of the geodesic convexity for C2
functions. The following lemma presents two sufficient conditions for a function to be locally
retraction-convex.
Lemma 3.3. Given x ∈ M and a twice continuously differentiable function h :M→ R, if one of
the following conditions holds:
• Hess h is positive definite at x, and the retraction is second order;
• The manifold M is an embedded submanifold of Rn endowed with the Euclidean metric; W
is an open subset of Rn; x ∈ W; h : W ⊂ Rn → R is a µ-strongly convex function in the
Euclidean setting for a sufficient large µ; the retraction is second order;
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then there exists a neighborhood of x, denoted by Nx, such that the function h : M → R is
retraction-convex in Nx.
Proof. First note that an equivalent condition of µ-strongly convexity for a twice continuously
differentiable function is that the smallest eigenvalue of its Hessian is greater than µ.
• Since the retraction is second order, it follows from [1, Proposition 5.5.6] that Hess h(x) =
Hess(h ◦ Rx)(0x). Therefore, Hess(h ◦ R) is positive definite at 0x. Since h and R are twice
continuously differentiable, Hess(h ◦ R) is continuous in TM. Therefore, there exists a
neighborhood of 0x, denoted by Sx ⊂ TM, such that Hess(h ◦ R)(η) is positive definite for
any η ∈ Sx . This implies that h is retraction-convex in a sufficient small neighborhood of x.
• The Riemannian Hessian of h at any point x ∈ M is (see [2])
Hess h(x)[ηx] = PTxM∇2h(x)ηx + PTxM(Dηx P )∇h(x),
where Dηx P = limt→0
PTγ(t)M−PTγ(0)M
t , γ is a curve onM such that γ(0) = x and γ′(0) = ηx.
Let ϑ = supηx∈TxM
‖PTxM(Dηx P )∇h(x)‖F
‖ηx‖F
. It holds that for all ηx ∈ TxM,
〈ηx,Hess h(x)[ηx]〉F =
〈
ηx,∇2h(x)ηx
〉
F
+ 〈ηx, PTxM(Dηx P )∇h(x)〉F ≥ (µ− ϑ)‖ηx‖2F, (3.11)
where the inequality is from the µ-strongly convexity of h. As a result, λmin(Hess h(x)) ≥ µ−
ϑ, where λmin(M) denotes the smallest eigenvalue of the linear operatorM . It follows from [1,
Proposition 5.5.6] that 〈ηx,Hess h ◦Rx(0x)[ηx]〉F = 〈ηx,Hess h(x)[ηx]〉F for any second order
retraction. Therefore, we have λmin(Hess h ◦ Rx(0x)) ≥ µ − ϑ. If µ > ϑ, then Hess h ◦
R is positive definite at 0x. It follows that h is retraction-convex in a sufficiently small
neighborhood of x.
The convergence rate analysis of the Riemannian proximal gradient methods relies on the fol-
lowing two assumptions.
Assumption 3.3. There exists an open set Ω ⊇ Ωx0 such that the function f is L-retraction-smooth
and retraction-convex with respect to the retraction R in Ω. The function g is retraction-convex
with respect to the retraction R in Ω.
Assumption 3.4. For any x, y, z ∈ Ω, there exists a constant κΩ such that 3∣∣‖ξx − ηx‖2x − ‖ζy‖2y∣∣ ≤κΩ‖ηx‖2x, (3.12)
where ηx = R
−1
x (y), ξx = R
−1
x (z), ζy = R
−1
y (z), κΩ is a constant, and Ω is defined in Assump-
tion 3.3.
Assumption 3.4 imposes an additional restriction on the retraction R. In the Euclidean setting,
this assumption naturally holds since ξx−ηx = (z−x)− (y−x) = (z− y) = ζy. In the Riemannian
setting, we find this assumption reasonable in the sense that it holds empirically on the Stiefel
manifold with the exponential mapping. As shown in Tables 1 and 2, the value
∣∣‖ξx − ηx‖2x − ‖ζy‖2y∣∣
decreases by a factor of four as ‖ηx‖x decreases by a factor of two.
The following lemma is central to the later convergence rate analysis and it is a Riemannian
version of [6, Lemma 2.3].
3The right hand side of (3.12) can be κΩmin(‖ηx‖
2
x, ‖ξx‖
2
x)‖ζy‖
2
y . We use the the form in (3.12) for simplicity.
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Table 1: Test Assumption 3.4 for the exponential mapping on the Stiefel manifold St(p, n) = {X ∈
R
n×p | XTX = Ip} with the Euclidean metric 〈ηx, ξx〉x = trace(ηTx ξx). Fix x and z, choose y such
that ‖ηx‖x decreases by half each time.
(n, p) = (10, 1) (n, p) = (10, 4) (n, p) = (10, 10)
‖ηx‖
∣∣‖ξx − ηx‖2 − ‖ζy‖2∣∣ ‖ηx‖ ∣∣‖ξx − ηx‖2 − ‖ζy‖2∣∣ ‖ηx‖ ∣∣‖ξx − ηx‖2 − ‖ζy‖2∣∣
5.00−2 7.83−5 5.00−2 1.83−5 5.00−2 2.14−6
2.50−2 1.80−5 2.50−2 4.27−6 2.50−2 4.72−7
1.25−2 4.25−6 1.25−2 1.01−6 1.25−2 1.11−7
6.25−3 1.03−6 6.25−3 2.46−7 6.25−3 2.68−8
3.12−3 2.54−7 3.12−3 6.05−8 3.13−3 6.61−9
1.56−3 6.30−8 1.56−3 1.50−8 1.56−3 1.64−9
Table 2: Test Assumption 3.4 for the exponential mapping on the Stiefel manifold St(p, n) = {X ∈
R
n×p | XTX = Ip} with the canonical metric 〈ηx, ξx〉x = trace
(
ηTx (In −XXT )ξx
)
. Fix x and z,
choose y such that ‖ηx‖x decreases by half each time.
(n, p) = (10, 2) (n, p) = (10, 4) (n, p) = (10, 9)
‖ηx‖
∣∣‖ξx − ηx‖2 − ‖ζy‖2∣∣ ‖ηx‖ ∣∣‖ξx − ηx‖2 − ‖ζy‖2∣∣ ‖ηx‖ ∣∣‖ξx − ηx‖2 − ‖ζy‖2∣∣
5.00−2 3.55−5 5.00−2 1.15−5 5.00−2 8.39−6
2.50−2 8.06−6 2.50−2 2.58−6 2.50−2 1.89−6
1.25−2 1.90−6 1.25−2 6.08−7 1.25−2 4.45−7
6.25−3 4.61−7 6.25−3 1.47−7 6.25−3 1.08−7
3.13−3 1.13−7 3.13−3 3.63−8 3.12−3 2.66−8
1.56−3 2.81−8 1.56−3 9.00−9 1.56−3 6.59−9
Lemma 3.4. Let η∗x be a stationary point of ℓx(η) = 〈grad f(x), η〉x + L˜2 ‖η‖2x + g (Rx(η)) such that
ℓx(0) ≥ ℓx(η∗x). Suppose Assumption 3.3 holds, and x and z = Rx(η∗x) are in Ω. Then for any
ξx ∈ TxM such that y := Rx(ξx) ∈ Ω, we have
F (z) ≤ F (y) + L˜
2
(‖ξx‖2x − ‖ξx − η∗x‖2x) .
Proof. By definition of η∗x, we have
0 = grad f(x) + L˜η∗x + T ♯Rη∗x ζz, (3.13)
where ζz ∈ ∂g(z) ⊂ TzM. Since g is retraction-convex and y, z are in Ω, we have
g(y)− g(z) = g(Rx(ξx))− g(Rx(η∗x)) ≥
〈
T ♯Rη∗x ζz, (ξx − η
∗
x)
〉
x
. (3.14)
Combining (3.14) with (3.13) yields
g(y) − g(z) ≥
〈
grad f(x) + L˜η∗x, (η
∗
x − ξx)
〉
x
. (3.15)
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It follows that
F (z) = F (Rx(η
∗
x)) = f(Rx(η
∗
x)) + g(Rx(η
∗
x)) = f(z) + g(z)
≤g(y) +
〈
grad f(x) + L˜η∗x, (ξx − η∗x)
〉
x
+ f(z) (using (3.15))
≤g(y) +
〈
grad f(x) + L˜η∗x, (ξx − η∗x)
〉
x
+ f(x) + 〈grad f(x), η∗x〉x +
L˜
2
‖η∗x‖2x (f is L-smooth)
=g(y) + f(x) + 〈grad f(x), ξx〉x +
〈
L˜η∗x, ξx − η∗x
〉
x
+
L˜
2
‖η∗x‖2x
≤g(y) + f(y) +
〈
L˜η∗x, ξx − η∗x
〉
x
+
L˜
2
‖η∗x‖2x (f is retraction-convex)
=F (y) +
L˜
2
(〈η∗x, 2ξx − η∗x〉x)
=F (y) +
L˜
2
(‖ξx‖2x − ‖ξx − η∗x‖2x) ,
which concludes the proof.
Theorem 3.2 shows that Algorithm 1 converges on the order of O(1/k). Note that in the
Euclidean setting, the second term on the right side of (3.16) vanishes since κΩ = 0.
Theorem 3.2. Suppose Assumptions 3.1, 3.3 and 3.4 hold. Let x∗ be any accumulation point of
the sequence {xk}. Then the sequence {xk} generated by Algorithm 1 satisfies
F (xk)− F (x∗) ≤ 1
k
(
L˜
2
‖R−1x0 (x∗)‖2x0 +
L˜κΩ
2β
(F (x0)− F (x∗))
)
, (3.16)
where κΩ is defined in Assumption 3.4 and β is defined in (3.5).
Proof. Lemma 3.4 with x = xk and y = x∗ gives
F (xk+1)− F (x∗) ≤ L˜
2
(‖R−1xk (x∗)‖2xk − ‖R−1xk (x∗)− η∗xk‖2xk) .
Furthermore, Assumption 3.4 with x = xk, y = xk+1, z = x∗ gives∣∣∣‖R−1xk (x∗)− η∗xk‖2xk − ‖R−1xk+1(x∗)‖2xk+1∣∣∣ ≤ κΩ‖η∗xk‖2xk .
Consequently,
F (xk+1)− F (x∗) ≤ L˜
2
(‖R−1xk (x∗)‖2xk − ‖R−1xk (x∗)− η∗xk‖2xk)
≤ L˜
2
(
‖R−1xk (x∗)‖2xk − ‖R−1xk+1(x∗)‖2xk+1
)
+
L˜
2
κΩ‖η∗xk‖2xk . (3.17)
Combining (3.5) and (3.17) yields
F (xk+1)− F (x∗) ≤ L˜
2
(
‖R−1xk (x∗)‖2xk − ‖R−1xk+1(x∗)‖2xk+1
)
+
L˜κΩ
2β
(F (xk)− F (xk+1)). (3.18)
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Thus, after summing (3.18) over k from 0 to s− 1 and dividing the result by s, we obtain(
1
k
k−1∑
s=0
F (xs+1)− F (x∗)
)
≤ L˜
2k
(‖R−1x0 (x∗)‖2x0 − ‖R−1xk (x∗)‖2xk)+ L˜κΩ2βk (F (x0)− F (x∗)). (3.19)
Since (3.5) implies F (xk)− F (x∗) is decreasing, (3.16) follows immediately from (3.19).
3.3 Local Convergence Rate Analysis Using Riemannian Kurdyka- Lojasiewicz
Property
The KL property has been widely used for the convergence analysis of various convex and nonconvex
algorithms in the Euclidean case, see e.g., [4, 5, 13, 38]. In this section we will study the convergence
of RPG base on the Riemannian Kurdyka- Lojasiewicz (KL) property, introduced in [35] for the
analytic setting and in [8] for the nonsmooth setting .
Definition 3.3. A continuous function f : M→ R is said to have the Riemannian KL property
at x ∈ M if and only if there exists ε ∈ (0,∞], a neighborhood U ⊂ M of x, and a continuous
concave function ς : [0, ε]→ [0,∞) such that
• ς(0) = 0,
• ς is C1 on (0, ε),
• ς ′ > 0 on (0, η),
• For every y ∈ U with f(x) < f(y) < f(x) + ε, we have
ς ′(f(y)− f(x)) dist(0, ∂f(y)) ≥ 1,
where dist(0, ∂f(y)) = inf{‖v‖y : v ∈ ∂f(y)} and ∂ denotes the Riemannian generalized
subdifferential. The function ς is called the desingularising function.
Note that the definition of the Riemannian KL property is overall similar to the KL property
in the Euclidean setting, except that related notions including U , ∂f(y) and dist(0, ∂f(y)) are all
defined on a manifold. Theorem 3.3 provides an approach to verify if a function on a manifold
satisfies the Riemannian KL property based on a chart of the manifold and the Euclidean KL
property. This theorem is a slight generalization of [8, Theorem 4.3], where we directly impose
the condition that F ◦ φ−1 satisfies the Euclidean KL property rather than first require that F
is a continuous C-function on a manifold. It enables us to establish the Riemannian KL property
of a semialgebraic function on the Stiefel manifold (see Section 3.4) without first resorting to
the discussion of the abstract manifold property of the function, but only based on the basic
semialgebraic properties of the Euclidean function. Here we include the short proof of Theorem 3.3
for the presentation to be self-contained.
Theorem 3.3. Given x ∈ M, let (φ,U) denote a chart of M covering x, i.e., x ∈ U . We assume
that F ◦φ−1 : Rd → R satisfies the Euclidean KL property at φ(x) with the desingularising function
ς˜x, then F satisfies the Riemannian KL property at x with the desingularising function ς˜x/Cx, where
Cx is a constant.
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Proof. Let F˜ denote F ◦ φ−1. Since F˜ satisfies the Euclidean KL property at any x˜ := φ(x), there
exists ε > 0, a neighborhood U˜ of x˜ and a desingularising function ς˜ : [0, ε] → [0,∞) such that for
every y˜ ∈ U˜ ∩ φ(U) ∩ {z˜ | F˜ (x˜) < F˜ (z˜) < F˜ (x) + ε}
ς˜ ′(F˜ (y˜)− F˜ (x˜)) dist(0, ∂F˜ (y˜)) ≥ 1. (3.20)
Let y denote φ−1(y˜). Since φ is a bijection in U , we have that y can be any point in φ−1(U˜)∩U∩{z |
F (x) < F (z) < F (x) + ε}. Note that ∂F (y) = [dφ(y)]♯[∂F˜ (y˜)] by [29, Proposition 2.5], where ♯
denotes the adjoint operator. Inequality (3.20) becomes
ς˜ ′(F (y)− F (x)) dist(0, [dφ(y)]−♯∂F (y)) ≥ 1.
Since φ is a diffeomorphism, there exists a positive constant c0 such that ‖[dφ(x)]♯‖ ≥ c0. Therefore,
there exists a neighborhood Wx of x such that ‖[dφ(z)]♯‖ ≥ c0/2 for all z ∈ Wx. Thus, for any
y ∈ Wx ∩ φ−1(U˜) ∩ U ∩ {z | F (x) < F (z) < F (x) + ε}, it holds that
ς˜ ′(F (y)− F (x)) dist(0, ∂F (y)) =ς˜ ′(F (y)− F (x)) dist(0, [dφ(y)]♯ [dφ(y)]−♯∂F (y))
≥c0
2
ς˜ ′(F (y)− F (x)) dist(0, [dφ(y)]−♯∂F (y)) ≥ c0
2
.
It follows that F satisfies the Riemannian KL property at x with desingularising function 2ς˜/c0.
Assumption 3.5 will be used for the convergence analysis in this subsection. When the manifold
M is the Euclidean space, such assumption has been made in e.g., [38].
Assumption 3.5. f :M→ R is locally Lipschitz continuously differentiable.
In order to study the convergence analysis of Algorithm 1 based on the Riemannian KL property,
we first give several lemmas that will be used later. Lemma 3.5 is a variant of [1, Proposition 7.4.5,
Corollary 7.4.6], and the proof is partially the same as that of [1, Proposition 7.4.5].
Lemma 3.5. Suppose Ω¯ is compact. Then for any given δT > 0, there exists a positive constant κ
such that dist(x,Rx(ηx)) ≤ κ‖ηx‖x for all x ∈ Ω¯ and for all ηx ∈ B(0x, δT ).
Proof. Since R is smooth and therefore C2, the mapping m : TM×R→ TM : (η, t) 7→ Ddt ddtR (tη)
is continuous where Ddt denotes the covariant derivative along the curve t 7→ R(tη), see definition
of covariant derivative in e.g., [20, Proposition 2.2]. In addition, since the set D = {(ηx, t) | x ∈
Ω¯, ‖ηx‖x = 1, 0 ≤ t ≤ δT } is compact, there exists a positive constant b2 such that
‖m(η, t)‖ ≤ b2 (3.21)
for all (η, t) ∈ D.
If ηx = 0x, then the conclusion holds. Otherwise, let η˜x = ηx/‖ηx‖x. Since dist(x, y) is the
shortest distance of a curve connecting x and y, we have
dist(x, y) ≤
∫ ‖ηx‖x
0
∥∥∥∥ ddtRx (tη˜x)
∥∥∥∥
Rx(tη˜x)
dt, (3.22)
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where the right side is the length of the curve Rx(tηx). Using the Cauchy-Schwarz inequality and
the invariance of the metric by the Riemannian affine connection, we have
∣∣∣∣ ddt
∥∥∥∥ ddtRx(tη˜x)
∥∥∥∥
∣∣∣∣ =
∣∣∣∣∣ ddt
√〈
d
dt
Rx(tη˜x),
d
dt
Rx(tη˜x)
〉∣∣∣∣∣ =
∣∣∣∣∣
〈
D
dt
d
dtRx(tη˜x),
d
dtRx(tη˜x)
〉∥∥ d
dtRx(tη˜x)
∥∥
∣∣∣∣∣
≤
∥∥∥∥Ddt ddtRx(tη˜x)
∥∥∥∥ ≤ b2. (by (3.21))
It follows that∫ ‖ηx‖x
0
∥∥∥∥ ddtRx(tη˜x)
∥∥∥∥
Rx(tηx)
dt ≤
∫ ‖ηx‖x
0
(1 + b2t)dt = ‖ηx‖x + b2
2
‖ηx‖2x ≤ b3‖ηx‖x, (3.23)
where b3 = 1 + b2δT /2. Combining (3.22) and (3.23) yields the result.
Lemma 3.6 will be used in Theorem 3.4 and Theorem 3.5 for the inequality (3.32).
Lemma 3.6. Let ξ be a locally Lipschitz continuous vector field on M. Given a constant a and
a compact set Ω¯ ⊂M, there exist positive constants µ and Lc such that ‖ξy − T −♯Rηx (ξx + aηx)‖y ≤
Lc‖ηx‖x for any x and ηx ∈ TxM satisfying ‖ηx‖x < µ, where y = Rx(ηx) and TR is the vector
transport by differentiated the retraction R.
Proof. For any x ∈ Ω¯, there exists a positive constant ̺x and a neighborhood Ux of x such that Ux
is a totally restrictive set with respect to ̺x. Since Ω¯ is compact, there exists finite number of xi
such that their totally restrictive sets covering Ω¯, i.e., ∪ti=1Uxi ⊃ Ω¯. Let δ = 12 min(̺xi , i = 1, . . . , t).
We have that for any x ∈ Ω¯, the retraction R is a diffeomorphism on B(x, 2δ). Therefore, T ♯Rηx is
invertible for any ηx satisfying ‖ηx‖x < 2δ.
Since T −♯Rηx is smooth with respect to ηx and the set {ηx | x ∈ Ω¯, ‖ηx‖ ≤ δ} is compact, there
exists a constant Lt > 0 such that
‖T −♯Rηx‖ ≤ Lt,∀ηx ∈ {ηx | x ∈ Ω¯, ‖ηx‖ ≤ δ}. (3.24)
By Lemma 3.5, there exists a positive constant κ such that
dist(x,Rx(ηx)) ≤ κ‖ηx‖x (3.25)
for all x ∈ Ω¯ and for all ηx ∈ B(0x, δ). Let δ˜ = min(δ, i(Ω¯)/κ). For all ηx ∈ B(0x, δ˜) it holds that
dist(x,Rx(ηx)) ≤ κ‖ηx‖x ≤ i(Ω¯). (3.26)
By the definition of locally Lipschitz continuity of a vector field, we have ‖P0←1γ ξy − ξx‖x ≤
Lv dist(x, y) for any x, y ∈ Ω¯ and dist(x, y) < i(Ω¯). Since the parallel translation is isometric,
it holds that ‖ξy − P1←0γ ξx‖y ≤ Lv dist(x, y). Using (3.25) and (3.26) yields
‖ξy − P1←0γ ξx‖x ≤ Lv dist(x, y) ≤ Lvκ‖ηx‖x, (3.27)
for all ηx ∈ B(0x, δ˜), where y = Rx(ηx).
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By [32, Lemma 3.5], for any x¯ ∈ M, there exists a neighborhood Ux¯ of x¯ and a positive number
Lx¯ such that for all x, y ∈ Ux¯ it holds that
‖P1→0γ ξx − T −♯ηx ξx‖y ≤ Lx‖ξx‖x‖ηx‖x.
Since Ω¯ is compact, there exist finite number of x¯, denoted by x¯1, . . . , x¯t, such that ∪ti=1Ux¯i ⊃ Ω.
Let Lcc denote max(Lx¯i , i = 1, . . . , t), and σ = supr
{
r ∈ R | ∃i, such that B(z, r) ⊆ Ux¯i∀z ∈ Ω¯
}
.
Since the number of x¯i is finite, we have Lcc <∞ and σ > 0. Therefore, for any x, y ∈ Ω¯ satisfying
dist(x, y) < σ, it holds that
‖P1→0γ ξx − T −♯ηx ξx‖y ≤ Lcc‖ξx‖x‖ηx‖x. (3.28)
Note that ‖ηx‖x < σ/κ implies dist(x, y) < σ by (3.25). It follows from (3.24), (3.44) and (3.28)
that for any x, y ∈ Ω¯ satisfying ‖ηx‖x < min(σ/κ, δ˜),
‖ξy − T −♯ηx (ξx + aηx)‖y ≤ ‖ξy − P1←0γ ξx‖y + ‖P1←0γ ξx − T −♯ηx ξx‖y + ‖T −♯ηx aηx‖y ≤ Lc‖ηx‖x,
where Lc = Lvκ+ Lcc supx∈Ω¯ ‖ξx‖x + aLt.
A Riemannian generalization of the uniformized Euclidean KL property [13, Lemma 6] is given
in Lemma 3.7. It shows that if the Riemannian KL property holds for every single point in a compact
set with the same function value, then there exists a single desingularising function such that the
Riemannian KL property holds for all points in the compact set. Note that this generalization also
appears implicitly in the proof of [27, Theorem 4.8].
Lemma 3.7. Let Ω¯ be a compact set in M and let σ : M→ (−∞,∞] be a continuous function.
Assume that σ is constant on Ω¯ and satisfies the Riemannian KL property at each point of Ω¯.
Then, there exist ̟ > 0, ε > 0 and a continuous concave function ς : [0, ε] → [0,∞) such that for
all u¯ in Ω¯ and all u in the following intersection:
{u ∈ M : dist(u, Ω¯) < ̟} ∩ {u ∈ M : σ(u¯) < σ(u) < σ(u¯) + ε},
one has
ς ′(σ(u)− σ(u¯)) dist(0, ∂σ(u)) ≥ 1.
Proof. Let σ∗ be the value of σ over Ω¯. Let the compact set Ω¯ be covered by a finite number of
open balls B(ui,̟i) (with ui ∈ Ω¯ for i = 1, . . . , p) on which the Riemannian KL property holds.
For each i = 1, . . . , p, we denote the corresponding desingularising function by ςi : [0, εi) → [0,∞)
with εi > 0. For each u ∈ B(ui,̟i) ∩ {u | σ∗ < σ(u) < σ∗ + εi}, we have
ς ′i(σ(u) − σ(ui)) dist(0, ∂σ(u)) = ς ′i(σ(u)− σ∗) dist(0, ∂σ(u)) ≥ 1.
Choose ̟ sufficiently small so that
U̟ :=
{
x ∈ M | dist(x, Ω¯) ≤ ̟} ⊂ ∪pi=1B(ui,̟i).
Let ε = min(εi, i = 1, . . . , p) > 0 and
ς(s) =
p∑
i=1
ςi(s), ∀s ∈ [0, ε).
16
It follows that for all u ∈ U̟ ∩ {u | σ∗ < σ(u) < σ∗ + ε}, it holds that
ς ′(σ(u)− σ∗) dist(0, ∂σ(u)) =
p∑
i=1
ς ′i(σ(u) − σ∗) dist(0, ∂σ(u)) ≥ 1,
which completes the proof.
Now, we are in position to show the convergence of the iterates {xk} generated by Algorithm 1
to a single stationary point. The structure of the proof follows the one for [13, Theorem 1].
Theorem 3.4. Let {xk} denote the sequence generated by Algorithm 1 and S denote the set of
all accumulation points. Suppose Assumptions 3.1, 3.2 and 3.5 hold. We further assume that
F = f + g satisfies the Riemannian KL property at every point in S. Then,
∞∑
k=0
dist(xk, xk+1) <∞. (3.29)
It follows that S only contains a single point.
Proof. First note that the global convergence result in Theorem 3.1 implies that every point in S
is a stationary point. Since limk→∞ ‖η∗xk‖xk = 0, there exists a δT > 0 such that ‖η∗xk‖xk ≤ δT for
all k. Thus, the application of Lemma 3.5 implies that
dist(xk, xk+1) = dist(xk, Rxk(ηx∗k)) ≤ κ‖η∗xk‖xk → 0. (3.30)
Then by [13, Remark 5], we know that S is a compact set. Moreover, since F (xk) is nonincreasing
and F is continuous, F has the same value at all the points in S. Therefore, by Lemma 3.7, there
exists a single desingularising function, denoted ς, for the Riemannian KL property of F to hold
at all the points in S.
Let x∗ be a point in S. Assume there exists k¯ such that xk¯ = x∗. Since F (xk) is non-increasing,
it must hold F (xk¯) = F (xk¯+1). By Lemma 3.1, we have η
∗
xk¯
= 0, xk¯ = xk¯+1, (3.29) holds evidently.
In the case when F (xk) > F (x∗) for all k, since F (xk) → F (x∗), dist(xk,S) → 0, by the
Riemannian KL property of F on S, there exists an l > 0 such that
ς ′(F (xk)− F (x∗)) dist(0, ∂F (xk)) ≥ 1 for all k > l.
It follows that
ς ′(F (xk)− F (x∗)) ≥ dist(0, ∂F (xk))−1 for all k > l. (3.31)
Since limk→∞ ‖η∗xk‖xk = 0, there exists a constant kˆ0 > 0 such that ‖η∗xk‖xk < µ for all k > kˆ0,
where µ is defined in Lemma 3.6. Therefore, we have
‖ grad f(Rxk(η∗xk))− T
−♯
Rη∗xk
(grad f(xk) + L˜η
∗
xk
)‖Rxk (η∗xk ) ≤ Lc‖η
∗
xk
‖xk (3.32)
for all k ≥ kˆ0. By (3.9), it holds that
grad f(Rxk(η
∗
xk
))− T −♯Rη∗xk (grad f(xk) + L˜η
∗
xk
) = grad f(xk+1) + ζxk+1 ∈ ∂F (xk+1). (3.33)
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Therefore, (3.32) and (3.33) yield
dist(0, ∂F (xk)) ≤ Lc‖η∗xk−1‖xk−1 , (3.34)
for all k > kˆ0. Inserting this into (3.31) gives
ς ′(F (xk)− F (x∗)) ≥ L−1c ‖η∗xk−1‖−1xk−1 for all k > lˆ := max(k0, l). (3.35)
Moreover, the concavity of ς yields that
ς(F (xk)− F (x∗))− ς(F (xk+1)− F (x∗)) ≥ ς ′(F (xk)− F (x∗))(F (xk)− F (xk+1)) (3.36)
≥ L−1c β
‖η∗xk‖2xk
‖η∗xk−1‖xk−1
for all k > lˆ := max(k0, l), (3.37)
where the second inequality follows from Lemma 3.1 and (3.35). Finally, the same algebra manip-
ulation as in the proof of [13, Theorem 1] yields that
∞∑
k=0
‖η∗xk‖xk <∞,
and (3.29) follows immediately due to (3.30).
Similar to the Euclidean case, if F further satisfies the Riemannian KL property with the
desingularising function being of the form4 ς(t) = Cθ t
θ for some C > 0, θ ∈ (0, 1], then the local
convergence rate can be established.
Theorem 3.5. Let {xk} denote the sequence generated by Algorithm 1 and S denote the set of all
accumulation points. Suppose Assumptions 3.1, 3.2 and 3.5 hold. We further assume that F = f+g
satisfies the Riemannian KL property at every point in S with the desingularising function having
the form of ς(t) = Cθ t
θ for some C > 0, θ ∈ (0, 1]. The accumulation point, denoted x∗, is unique
by Theorem 3.4. Then
• If θ = 1, then there exists k1 such that xk = x∗ for all k > k1.
• If θ ∈ [12 , 1), then there exist constants Cr > 0 and d ∈ (0, 1) such that for all k
dist(xk, x∗) < Crd
k;
• If θ ∈ (0, 12), then there exists a positive constant C˜r such that for all k
dist(xk, x∗) < C˜rk
1
1−2θ .
4When the desingularising function has the form ς(t) = C
θ
tθ for some C > 0, θ ∈ (0, 1], we say that F satisfies the
Riemannian KL property with an exponent θ, as in the Euclidean case.
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Proof. Applying ς(t) = Cθ t
θ to (3.37) yields
‖η∗xk‖2xk ≤ ‖η∗xk−1‖xk−1
CLc
θβ
(
(F (xk)− F (x∗))θ − (F (xk+1 − F (x∗)))θ
)
,∀k > lˆ. (3.38)
Taking square root to the both sides of (3.38) and noting 2
√
ab ≤ a+ b for all a, b ≥ 0, we have
2‖η∗xk‖xk ≤ ‖η∗xk−1‖xk−1 +
CLc
θβ
(
(F (xk)− F (x∗))θ − (F (xk+1 − F (x∗)))θ
)
,∀k > lˆ. (3.39)
Summing the both sides from p > lˆ to ∞ yields
∞∑
k=p
‖η∗xk‖xk ≤ ‖η∗xp−1‖xp−1 +
CLc
θβ
(F (xp)− F (x∗))θ. (3.40)
By (3.31), we have 1C (F (xk)− F (x∗))1−θ ≤ dist(0, ∂F (xk)). Combining this inequality with (3.34)
yields
1
C
(F (xk)− F (x∗))1−θ ≤ Lc‖η∗xk−1‖xk−1 . (3.41)
It follows from (3.40) and (3.41) that
∞∑
k=p
‖η∗xk‖xk ≤ ‖η∗xk−1‖xk−1 +
CLc
θβ
(
CLc‖η∗xk−1‖xk−1
) θ
1−θ
, ∀p > lˆ. (3.42)
Define ∆k =
∑∞
i=k ‖η∗xi‖xi . Therefore, inequality (3.42) becomes
∆k ≤ (∆k−1 −∆k) + b1(∆k−1 −∆k)
θ
1−θ ,∀k > lˆ, (3.43)
where b1 =
CLc
θβ (CLc)
θ
1−θ . Noting that (3.43) has the same form as [3, (12)], we can follow the
same derivations in [3, Theorem 2] and show that (i) if θ = 1, then Algorithm 1 terminates in finite
steps; (ii) if θ ∈ [12 , 1), then ∆k < Crdk for Cr > 0 and d ∈ (0, 1); and (iii) if θ ∈ (0, 12), then
∆k < C˜rk
1
1−2θ for C˜r > 0. It only remains to show that dist(xk, x∗) < Cp∆k for a positive constant
Cp. This can be obtained by
dist(xk, x∗) ≤
∞∑
i=k
dist(xk, xk+1) ≤ κ
∞∑
i=k
‖η∗xk‖xk = κ∆k,
where the first inequality is by triangle inequality and the second inequality is from Lemma 3.5.
This completes the proof.
3.4 Restriction of Semialgebraic Function onto Stiefel Manifold satisfies Rie-
mannian KL
It has been shown in e.g., [4, 13] that a semialgebraic function on Rn has the Euclidean KL property.
A natural question is: Given a submanifold M of Rn and a semialgebraic function F on Rn, does
the function defined by restricting F onto M have the Riemannian KL property? In this section,
we will give an affirmative answer when M is the Stiefel manifold.
The definitions of semialgebraic sets, mappings and functions are given in Definition 3.4. More
can be found in e.g., [10].
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Definition 3.4 (Semialgebraic sets, mappings and functions). 1. A subset S of Rn is called semi-
algebraic if there exists a finite number of polynomial function gij, hij : R
n → R such that
S = ∪pj=1 ∩qi=1 {u ∈ Rn | gij(u) = 0 and hij(u) < 0}.
2. Let A ⊆ Rm and B ⊆ Rn be two semialgebraic sets. A mapping : A → B is semialgebraic if
its graph is semialgebraic in Rm+n. If n = 1, then the mapping is also called a semialgebraic
function.
The following properties about semialgebraic sets and mappings will be used later. Their proofs
can be found in e.g., [10, 11, 12, 4, 13].
Proposition 3.1 (Properties of semialgebraic sets and mappings). 1. Generalized inverse of semi-
algebraic mappings are semalgebraic;
2. Composition of semialgebraic functions or mappings are semialgebraic;
3. Continuous semialgebraic functions satisfy the Euclidean KL property with desingularising
function in the form of ς(t) = Cθ t
θ, where θ ∈ (0, 1] and C > 0.
4. Let S be a semialgebraic set of Rm+n and π : Rm+n → Rm be the projection on the space of
the first m coordinates. Then π(S) is a semialgebraic set of Rm.
The Stiefel manifold is St(p, n) = {X ∈ Rn×p | XTX = Ip}. The tangent space of St(p, n) at
X is TX St(p, n) = {V ∈ Rn×p | XTV + V TX = 0}. We consider the Riemannian metric inherited
from the Euclidean metric,
〈ηX , ξX〉X = trace(ηTXξX),
where ηX , ξX ∈ TX St(p, n). The normal space, which is the orthonormal complement space of
TX St(p, n), is given by Nx St(p, n) = {XS | S = ST }. Next, we will construct a chart of St(p, n)
when St(p, n) is viewed as a submanifold of Rn×p. The construction relies on the following result.
Lemma 3.8. Let X ∈ St(p, n), BX ∈ Rnp×(np− 12p(p+1)) be an orthonormal basis of TX St(p, n), and
HX ∈ Rnp× 12p(p+1)) be an orthonormal basis of Nx St(p, n). Then there exists a positive constant
δX such that the mapping
φ˜X : B(X, δX )→ Rnp
: Y 7→ [BX HX]T (1
2
vec(X(Y TY − Ip)) + (Ip ⊗ Y )(Ip ⊕ (XTY ))−1 vec(2Ip)− vec(X)
)
is a diffeomorphism, where B(X, δX ) = {Y ∈ Rn×p | ‖Y −X‖F < δX}, ⊗ denotes the Kronecker
product, ⊕ denotes the Kronecker sum, and vec denotes the operation that stacks the columns of
its matrix arguments into a single vector.
Proof. For any V ∈ Rn×p, we have
D φ˜X(Y )[V ] =
[
BX HX
]T (1
2
vec(X(Y TV + V TY )) + (Ip ⊗ V )(Ip ⊕ (XTY ))−1 vec(2Ip)
− (Ip ⊗ Y )(Ip ⊕ (XTY ))−1(Ip ⊕XTV )(Ip ⊕ (XTY ))−1 vec(2Ip)
)
.
20
It follows that
D φ˜X(Y )[V ]|Y=X =
[
BX HX
]T
vec(V ),
which implies Jφ˜X (Y ) at Y = X is a surjective operator. Therefore, the determinant of Jφ˜X (X) is
nonzero. By the inverse function theorem, there exists a neighborhood of X, denoted by UˆX , such
that the mapping φ˜X is invertible in the neighborhood. Note that φ˜X is smooth in a neighborhood
of X and we denote this neighborhood by U˜X . Therefore, φ˜X is a diffeomorphism in UˆX ∩ U˜X . The
conclusion holds by choosing a sufficiently small δX such that B(X, δX ) ⊂ UˆX ∩ U˜X .
Lemma 3.9 (A chart of St(p, n)). The pair (WX , φX) is a chart of the embedded submanifold
St(p, n), where WX = B(X, δX ) ∩ St(p, n), φX = ET φ˜X , δX and φ˜X are defined in Lemma 3.8,
E =
[
e1 e2 . . . enp− 1
2
p(p+1))
]
∈ Rnp×(np− 12p(p+1)) with ej being the j-th canonical basis of Rnp.
In addition, the inverse of φX is
φ−1X : E → St(p, n) : v 7→ φ˜−1X Ev = RX(BXv),
where E =
{
v ∈ Rnp− 12p(p+1) |
[
v
0
]
∈ φ˜X(B(X, δX ))
}
, and RX(ηX) = (X + ηX)(Ip + η
T
XηX)
−1/2 is
the retraction by the polar decomposition [1, (4.7)].
Proof. The proof relies on the submanifold property given in [1, Proposition 3.3.2]. Note that φ˜X is
a chart of Rn×p, which is the embedding space of St(p, n). We only need to show that for any Y in
UX ∩ St(p, n), the last 12p(p+1) entries of φ˜X(Y ) are zeros. To the end, for any Y ∈ UX ∩ St(p, n),
it holds that
φ˜X(Y ) =
[
BX HX
]T (
(Ip ⊗ Y )(Ip ⊕ (XTY ))−1 vec(2Ip)− vec(X)
)
=
[
BX HX
]T
vec (Y S −X) ,
where S is the solution of the Lyapunov equation (XTY )S+S(Y TX) = 2Ip. Since X
T (Y S−X)+
(Y S −X)TX = 0, we have Y S −X ∈ TX St(p, n). Therefore, it holds that HTX vec(Y S −X) = 0,
which implies that the last 12p(p + 1) entries of φ˜X(Y ) are zeros. Lastly, it is easy to verify that
φX ◦RX(Bxv) = v for v ∈ WX . Therefore, φ−1X (v) = RX(BXv).
Theorem 3.6. If a continuous function F : Rn×p → R is semialgebraic, then the function by
restricting F onto St(p, n), F˜ : St(p, n) → R, has the Riemannian KL property at any point X of
St(p, n) with desingularising function in the form of ς(t) = CXθX t
θX , where θX ∈ (0, 1] and CX > 0.
Proof. Let ϕ˜X denote the function by restricting φ˜X onto B(X, δX ) ∩ St(p, n). The graph GX of
ϕ˜X is given by
GX = {(Y,Z) ∈ Rn×2p |[
BX HX
]T (1
2
vec(X(Y TY − Ip)) + (Ip ⊗ Y )(Ip ⊕ (XTY ))−1 vec(2Ip)− vec(X)
)
= vec(Z),
‖Y −X‖2F − δ2X < 0, Y TY = Ip},
which is equivalent to
GX = {(Y,Z) ∈ Rn×2p |
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(Ip ⊕ (XTY ))(Ip ⊗ Y T )
([
BX HX
]
vec(Z)−
(
1
2
vec(X(Y TY − Ip)) + vec(X)
))
= vec(2Ip),
(Inp − Ip ⊗ (Y Y T ))
([
BX HX
]
vec(Z)−
(
1
2
vec(X(Y TY − Ip)) + vec(X)
))
= 0,
‖Y −X‖2F − δ2X < 0, Y TY = Ip}. (3.44)
Since all the constraints in (3.44) are given by polynomials, the set GX is semialgebraic by Def-
inition 3.4. Define the projection πZ : R
n×2p → Rn×p : (Z, Y ) 7→ Z and the projection πY :
R
n×2p → Rn×p : (Z, Y ) 7→ Y . It follows from 4 in Proposition 3.1 that the set YX = πY (GX) and
ZX = πZ(GX) are semialgebraic sets. Therefore, by definition, ϕ˜X : YX → ZX is a semialgebraic
mapping. By 1 in Proposition 3.1, its inverse ϕ˜−1X : ZX → YX is also a semialgebraic mapping. By
the definition of φ−1X in Lemma 3.9, we have φ
−1
X = ϕ˜
−1
X E. Therefore, by 2 in Proposition 3.1, φ
−1
X
is a semialgebraic mapping .
Since F is a semialgebraic function by assumption, it follows from 2 in Proposition 3.1 that
F ◦φ−1X is a semialgebraic function. Since the image of φ−1X is in St(p, n) and F˜ is the restriction of
F to St(p, n), we have F ◦ φ−1X = F˜ ◦ φ−1X . It follows that F˜ ◦ φ−1X is a semialgebraic function, and
thus satisfies the Euclidean KL property at any points in the domain φX(B(X, δX )∩St(p, n)) with
a desingularising function of the form C˜θ t
θ for certain C˜ > 0 and θ ∈ (0, 1], see 3 in Proposition 3.1.
Together with Theorem 3.3, the proof is completed.
Remark 3.1. Note that the result in Theorem 3.6 can be extended to product of Stiefel manifolds.
In other words, if a continuous function F : Rn1×p1 × Rn2×p2 × . . .× Rnt×pt is semialgebraic, then
the function by restricting F onto St(p1, n1)× St(p2, n2)× . . .× St(pt, nt) has the Riemannian KL
property at any point with a desingularising function in the form of ς(t) = Cθ t
θ. The proofs follow
the same spirit and therefore are omitted here.
3.5 Solving the Riemannian Proximal Mapping
As we have mentioned already, in [16] Chen et. al propose a Riemannian proximal gradient method
based on a different proximal mapping,
η∗xk = arg minη∈TxkM
〈grad f(xk), η〉F +
L˜
2
‖η‖2F + g(xk + η), (3.45)
where the manifold M is assumed to be an embedded submanifold of a Euclidean space so that
the addition xk + η is meaningful . If g is a convex function in a Euclidean space, then (3.45)
is a constrained convex programming problem. In particular, when M is the Stiefel manifold, a
semismooth Newton method can be used to solve (3.45) efficiently [16]. In this section we present
an algorithm for solving (3.1), which is an iterative descent method starting from 0x. For notational
convenience, we first restate (3.1) as
find a stationary point η∗x of ℓx(η) on TxM such that ℓx(0) ≥ ℓx(η∗x), (3.46)
where ℓx(η) = 〈grad f(x), η〉x + L˜2 ‖η‖2x + g(Rx(η)). The following assumption will be used in the
derivation of the algorithm.
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Assumption 3.6. (i) The manifold M is an embedded submanifold of Rn or is a quotient manifold
whose total space is an embedded submanifold of Rn. (ii) The function g is Lipschitz continuous
with constant Lg and convex in the classical setting. (iii) The function g is bounded from below.
Suppose ηk is the current estimate of η
∗
x. Our goal is to find a descent direction. Towards this
end, we note that
ℓx(ηk + ξ˜k) =
〈
grad f(x), ηk + ξ˜k
〉
x
+
L˜
2
‖ηk + ξ˜k‖2x + g(Rx(ηk + ξ˜k))
=〈grad f(x), ηk〉x +
L˜
2
‖ηk‖2x +
〈
grad f(x) + L˜ηk, ξ˜k
〉
x
+
L˜
2
‖ξ˜k‖2x + g(Rx(ηk + ξ˜k))
for any ξ˜k ∈ TxM. Let yk = Rx(ηk) and ξk = TRηk ξ˜k. Since R is smooth by definition, there holds
Rx(ηk + ξ˜k) = yk + ξk + O(‖ξk‖2x), where y = x + O(z) means lim supz→0 ‖y − x‖/‖z‖ < ∞. It
follows that
ℓx(ηk + ξ˜k) =〈grad f(x), ηk〉x +
L˜
2
‖ηk‖2x
+
〈
grad f(x) + L˜ηk,T −1Rηk ξk
〉
x
+
L˜
2
‖T −1Rηk ξk‖
2
x + g(vk + ξk +O(‖ξk‖2x))
=〈grad f(x), ηk〉x +
L˜
2
‖ηk‖2x
+
〈
grad f(x) + L˜ηk,T −1Rηk ξk
〉
x
+
L˜
2
‖T −1Rηk ξk‖
2
x + g(vk + ξk) +O(‖ξk‖2x).
=〈grad f(x), ηk〉x +
L˜
2
‖ηk‖2x
+
〈
grad f(x) + L˜ηk,T −1Rηk ξk
〉
x
+
L˜
2
‖ξk‖2F + g(vk + ξk) +O(‖ξk‖2x),
where the second equation is from the Lipschitz continuity of g and the last equation is from the
equivalence between any two norms in a finite dimensional space and that both ‖T −1Rηk ξk‖
2
x and
‖ξk‖2F are second order terms. Letting ℓ˜yk(ξk) denote〈
grad f(x) + L˜ηk,T −1Rηk ξk
〉
x
+
L˜
2
‖ξk‖2F + g(yk + ξk), (3.47)
we may interpret it as a simple local model of ℓx(ηk + T −1Rηk ξk). Therefore, in order to find a new
estimate from ηk, we can first compute a search direction by minimizing (3.47) on Tyk M, denoted
ξ∗k, and then update ηk along the direction T −1Rηk ξ
∗
k; see Algorithm 2.
Let y = Rx(η) and suppose R
−1
x (y) is well defined. Then (3.46) can be rewritten as
arg min
y∈M
〈
grad f(x), R−1x (y)
〉
x
+
L˜
2
‖R−1x (y)‖2x + g(y). (3.49)
Interestingly, it is not hard to see that Algorithm 2 can be interpreted as the application of the
Riemannian proximal gradient method in [16] to the cost function in (3.49) under a proper choice of
the retraction. Specifically, the gradient of
〈
grad f(x), R−1x (y)
〉
x
+ L˜2 ‖R−1x (y)‖2x with respect to the
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Algorithm 2 Solving the Riemannian Proximal Mapping
Input: Initial iterate η0 ∈ TxM; a small positive constant σ for line search;
1: for k = 0, . . . do
2: yk = Rx(ηk);
3: Compute ξ∗k by solving
ξ∗k = arg min
ξ∈TykM
〈
T −♯Rηk (grad f(x) + L˜ηk), ξ
〉
x
+
L˜
2
‖ξ‖2F + g(yk + ξ); (3.48)
4: α = 1;
5: while ℓx(ηk + αT −1Rηk ξ
∗
k) ≥ ℓx(ηk)− σα‖ξ∗k‖2x do
6: α = 12α;
7: end while
8: ηk+1 = ηk + αT −1Rηk ξ
∗
k;
9: end for
Euclidean metric isMxT −♯Rηk (grad f(x)+L˜ηk), whereMx is the matrix expression of the Riemannian
metric at x, i.e., 〈η, ξ〉x = ηTMxξ. Thus, if we choose the retraction to be Ry(ηy) = Rx(ξx+T −1ξx ηy),
where ξx satisfies Rx(ξx) = y, one can easily see that Algorithm 2 is indeed an application of [16,
Algorithm 1].
Algorithm 2 provides a general method for solving the Riemannian proximal mapping (3.48)
under Assumption 3.6. However, it is by no means the only method to do so. For example, another
efficient algorithm can be developed when M is an oblique manifold (i.e., a Cartesian product of
unit spheres), see Section 5.2 for more details.
4 Accelerating the Riemannian Proximal Gradient Method
In this section, we attempt to develop an acceleration of Algorithm 1 based on the idea of FISTA.
The vanilla Riemannian generalization of the FISTA method (1.3) is presented in Algorithm 3,
where the Riemannian proximal mapping and the update scheme are the same as those in Al-
gorithm 1. Similarly to the FISTA method in a Euclidean space, an auxiliary sequence {yk} is
generated, see (4.1) in Algorithm 3. In the Euclidean setting, the exponential mapping and its
inverse are given by Rx(ηx) = x + ηx and R
−1
x (y) = y − x. The definition of yk+1 in (4.1) then
becomes
yk+1 = yk +
tk+1 + tk − 1
tk+1
(xk+1 − yk)− tk − 1
tk+1
(xk − yk) = xk+1 + tk − 1
tk+1
(xk+1 − xk),
which coincides with the definition in (1.3). As mentioned in the introduction, the accelerated
O(1/k2) convergence rate can be established for FISTA in the Euclidean setting. Establishing
the theoretical O(1/k2) convergence rate for the V-APRG method is very challenging since we
essentially deal with a nonconvex problem and a rigorous analysis of V-ARPG is beyond the scope
of this paper. Indeed, a simple numerical experiment shows that the V-APRG method may diverge
when the RPG method converges. Here, we test an optimization problem for the sparse principal
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component analysis in [23]:
min
X∈OB(p,n)
‖XTATAX −D2‖2F + λ‖X‖1,
where OB(p, n) denotes the oblique manifold, i.e., the product manifold of p number of n − 1
dimensional spheres. The data matrix A is generated randomly. See more details about the
problem and experiment setup in Section 5. Figure 2 reports the results of two typical random
instances. The left plot shows an instance when both RPG and V-APRG converge. In this case, it
is evident that V-ARPG has the desirable acceleration behavior, as the Euclidean FISTA. On the
other hand, RPG always converges in our tests while V-ARPG may not converge as shown in the
right plot.
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Figure 2: Comparisons of RPG and V-ARPG. The constant L˜ = 1.35‖A‖2F . RPG terminates
when the number of iterations reaches 1000. V-ARPG terminates when its function value is smaller
than that obtained by RPG. Note that in the right plot, the iterates of V-ARPG actually diverge.
The function value of V-ARPG in the right plot remains constant as we plot the minimum of the
function values with a prescribed upper bound.
The above observation motivates us to develop a practical accelerated Riemannian proximal
gradient method. To develop an empirically accelerated algorithm which enjoys the basic global
convergence rate analysis, we adopt a restarting technique by combining Algorithms 1 and 3 to-
gether, which gives the practical accelerated Riemannian proximal gradient method, see Algo-
rithm 4. Specifically, a safeguard is introduced in every N iterations to check whether there is a
sufficiently large decrease in the cost function, in contrast to the result given by one iteration of
the proximal gradient method from the current reference point. If the function value decrement is
sufficient the iteration continues, otherwise the algorithm will be restarted; see Step 3 to Step 6 of
Algorithm 4.
Since the constant L for f to be L-retraction-smooth is usually not known, an update strategy
is also introduced to find an appropriate estimation of L. The idea is to enlarge the estimation
if the line search fails (Steps 6 to 8 in Algorithm 5) or the safeguard takes effect often (Steps 10
to 12 in Algorithm 5). In Algorithm 4, solving the Riemannian proximal mapping dominates its
computational cost, and invoking the safeguard requires at least one more Riemannian proximal
mapping computation. Thus, in order to reduce the computational cost of the algorithm, an
adaptive strategy is adopted to determine the frequency of invoking the safeguard. If the safeguard
takes effect, then it will take effect more often. Otherwise, it will take effect less often, see Steps 14
and 17 in Algorithm 5.
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Algorithm 3 Vanilla Accelerated Riemannian Proximal Gradient Method (V-ARPG)
Input: A constant L˜ > L; an initial iterate x0;
1: t0 = 1, y0 = x0;
2: for k = 0, . . . do
3: Find η∗yk∈ Tyk M such that
η∗yk is a stationary point of ℓyk(η) on Tyk M and ℓyk(0) ≥ ℓyk(η∗yk);
4: xk+1 = Ryk(η
∗
yk
);
5: Let tk+1 =
1+
√
1+4t2
k
2 ;
6: Compute yk+1 ∈M by
yk+1 = Ryk
(
tk+1 + tk − 1
tk+1
η∗yk −
tk − 1
tk+1
R−1yk (xk)
)
; (4.1)
7: end for
Algorithm 4 Practical Accelerated Riemannian Proximal Gradient Method (P-ARPG)
Input: Initial iterate x0; positive integers N,Nmin, and Nmax for safeguard; an upper bound L˜
of the Lipschitz constant; a lower bound L of the Lipschitz constant; Enlarging parameter
τ ∈ (1,∞) for updating L; line search parameter σ ∈ (0, 1), shrinking parameter in line search
ν ∈ (0, 1); maximum number of iterations in line search Nls > 0;
1: t0 = 1, y0 = x0, z0 = x0, j1 = 0, and j2 = N ;
2: for k = 0, . . . do
3: if k == j2 then ⊲ Invoke safeguard
4: Invoke Algorithm 5: [zj2 , xk, yk, tk,L, N ] = Algo5(zj1 , xk, yk, tk, F (xk),L, N);
5: Set j1 = j2 and j2 = j2 +N ;
6: end if
7: Find η∗yk∈ Tyk M such that
η∗yk is a stationary point of ℓyk(η) on Tyk M and ℓyk(0) ≥ ℓyk(η∗yk);
8: xk+1 = Ryk(η
∗
yk
);
9: Let tk+1 =
1+
√
1+4t2
k
2 ;
10: Compute yk+1 ∈M by
yk+1 = Ryk
(
tk+1 + tk − 1
tk+1
η∗yk −
tk − 1
tk+1
R−1yk (xk)
)
;
11: end for
Figure 3 compares P-ARPG with RPG and V-ARPG using the same problem as Figure 2. It
can be observed that the practical APRG method converges in both of the random instances and
at the same time it can still achieve significant acceleration over the RPG method.
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Figure 3: Comparisons of RPG and V-ARPG. The constant L˜ = L = 1.35‖A‖2F . RPG terminates
when the number of iterations reaches 1000. V-ARPG and P-ARPG terminate when their function
values are smaller than that obtained by RPG. Left: the numbers of iterations of V-ARPG and
P-ARPG are, respectively, 86 and 115. The number of restarts in P-ARPG is 1. The computations
times of RPG, V-ARPG and P-ARPG are, respectively, 0.263, 0.042 and 0.056 second. Right: the
number of iterations of P-ARPG is 133. The number of restarts in P-ARPG is 2.
Algorithm 5 Safeguard for Algorithm 4
Input: (zj1 , xk, yk, tk, F (xk),L, N);
Output: [zj2 , xk, yk, tk,L, N ];
1: Find η∗zj1
such that
η∗zj1
is a stationary point of ℓzj1 (η) and ℓzj1 (0) ≥ ℓzj1 (η∗zj1 );
2: Set α = 1 and ils = 0;
3: while F (Rzj1 (αηzj1 )) > F (zj1)− σα‖ηzj1‖2 and ils < Nls do ⊲ Line search
4: α = να, ils = ils + 1; ⊲ If L > L+ 2σ, then no backtracking is performed by Lemma 3.1.
5: end while
6: if ils == Nls then ⊲ Line search fails
7: L = τL and goto Step 1; ⊲ The estimation L is too small;
8: end if
9: if F (Rzk(αηzk)) < F (xk) then ⊲ Safeguard takes effect
10: if N 6= Nmax then
11: L = τL; ⊲ L is not sufficiently large;
12: end if
13: xk = Rzk(ηzk), yk = xk, and tk = 1;
14: N = max(N − 1, Nmin); ⊲ Check safeguard more often;
15: else
16: xk, yk and tk keep unchanged;
17: N = min(N + 1, Nmax); ⊲ Check safeguard less often;
18: end if
19: zj2 = xk; ⊲ Update the compared iterate;
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5 Numerical Experiments
In this section we conduct numerical experiments on sparse principal component analysis (PCA)
to demonstrate the performance of the proposed Riemannian proximal gradient methods. PCA is
an important data processing technique which aims for linear combinations of variables that can
capture the maximal variance. In order to achieve the maximal variance, PCA tends to use a
linear combination of all the variables which typically yields a dense solution. Alternatively, sparse
PCA attempts to achieve a better trade-off between the data variance and solution sparsity by
incorporating the sparse structure into the mathematical models.
We consider two models for sparse PCA. The first one, aiming to find weakly correlated low
dimensional representations [23], considers the optimization problem on the oblique manifold
min
X∈OB(p,n)
‖XTATAX −D2‖2F + λ‖X‖1, (5.1)
where we recall that OB(p, n)= {X ∈ Rn×p | xTi xi = 1, i = 1, . . . , p, and xi is the i-th column of X}
denotes the oblique manifold, A ∈ Rm×n is the data matrix, D is the diagonal matrix whose diag-
onal entries are the dominant singular values of A. The second one is a penalized version of the
ScoTLASS model introduced in [34] and it has been used in [16, 33] to examine the performance
of the proposed algorithms. The optimization problem is
min
X∈St(p,n)
− trace(XTATAX) + λ‖X‖1, (5.2)
where St(p, n) denotes the Stiefel manifold, defined as
St(p, n) = {X ∈ Rn×p | XTX = Ip}.
5.1 Convergence of RPG for Sparse PCA
Here we verify that the above two objective functions satisfy the conditions for the global con-
vergence (Theorem 3.1), as well as the Riemannian KL property that guarantees the conver-
gence to a single stationary point with a local convergence rate (Theorems 3.4 and 3.5). Let
f1 = ‖XTATAX − D2‖2F, f2 = − trace(XTATAX), and g = λ‖X‖1. Then the objective func-
tion (5.1) is F1(X) = f1(X) + g(X) and the objective function (5.2) is F2(X) = f2(X) + g(X).
Since F1(X) ≥ 0 for all X ∈ OB(p, n), F2(X) ≥ −pσ2max for all X ∈ St(p, n) and the
oblique manifold and the Stiefel manifold are compact, Assumption 3.1 holds, where σmax denotes
the largest singular value of A. Assumption 3.2 also holds by verifying the assumptions in [15,
Lemma 2.7]: (i) the Stiefel manifold and the oblique manifold are compact, (ii) the exponential
mappings (see Sections 5.2 and 5.3) are globally defined, (iii) F1 and F2 are well-defined in R
n×p,
and (iv) F1 and F2 are, respectively, L-smooth in the convex hull of the oblique manifold and the
Stiefel manifold. Therefore, any accumulation point of the sequence generated by Algorithm 1 is a
stationary point by Theorem 3.1.
It has been shown in [1, Proposition 7.4.5 and Corollary 7.4.6] that any smooth function on a
compact manifold is Lipschitz continuously differentiable. Therefore, the f1 and f2 are, respectively,
Lipschitz continuously differentiable on the oblique manifold and the Stiefel manifold. The func-
tion g is obviously continuous. Therefore, Assumption 3.5 holds. Since f1 and f2 are polynomial
functions, they are semialgebraic. The function g is also semialgebraic by [13, Example 4]. Thus,
28
F1 and F2 are semialgebraic. Since the oblique manifold can be viewed as a product manifold of
p number of St(1, n), it follows from Theorem 3.6 that the function by restricting F1 (F2) to the
oblique (Stiefel) manifold satisfies the Riemannian KL property at any point with the desingular-
ising function in the form of ς(t) = Cθ t
θ for θ ∈ (0, 1] and C > 0. Therefore, the convergence rate
analysis given in Theorem 3.5 holds. Note that the local convergence rate is faster than O(1/k) for
any legitimate θ.
5.2 Computations Related to Oblique Manifold
Let M be a submanifold of a Euclidean space and f be a smooth function defined on M. Then
the Riemannian gradient of f at X is simply the projection of ∇f(X) onto the tangent space
TXM. Note that OB(p, n) is a submanifold of Rn×p and the tangent space of OB(p, n) at a matrix
X ∈ OB(p, n) is given by
TX OB(p, n) = {ηX | diag(XT ηX) = 0},
Thus, under the Euclidean metric, i.e., 〈ηX , ξX〉X = trace(ηTXξX), the Riemannian gradient of the
smooth term f in (5.1) is
grad f(X) = ∇f(X)−X diag(XT∇f(X)),
where ∇f(X) = 4ATAX(XTATAX −D2) is the Euclidean gradient of f .
In this section we choose the exponential mapping as the retraction. Since OB(p, n) is a prod-
uct manifold of unit spheres, the exponential mapping from TX OB(p, n) to OB(p, n) is given by
applying the exponential mapping on the unit sphere Sn−1, see e.g., [1]
Expx(ηx) = x cos(‖ηx‖2) + ηx sin(‖ηx‖2)/‖ηx‖2, x ∈ Sn−1, ηx ∈ Tx Sn−1, (5.3)
to each column of a tangent vector separately. That is, with a slight abuse of notation, we have
ExpX(ηX) = [ExpX1(ηX)1, · · · ,ExpXp(ηX)p], (5.4)
where (M)i denotes the i-th column of M . Likewise, the inverse exponential mapping can also be
computed by applying the inverse exponential mapping on the unit sphere Sn−1, see e.g., [42]
Logx(y) = Exp
−1
x (y) =
cos−1(xT y)√
1− (xT y)2 (I − xx
T )y, x, y ∈ Sn−1 (5.5)
in a column-wise manner, i.e.,
Exp−1X (Y ) = [LogX1Y1, · · · ,LogXpYp].
When using the Riemannian proximal gradient method to solve (5.1), the Riemannian proximal
mapping has the form
min
ηX∈TX OB(p,n)
L˜
2
∥∥∥∥ηX + 1L˜ grad f(X)
∥∥∥∥2
F
+ λ‖ExpX(ηX)‖1. (5.6)
Due to the separability of ExpX(ηX), one can easily see that the solution to (5.6) can be computed
with respect to each column of ηX separately. Therefore, without loss of generality, we consider (5.6)
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with p = 1. After making the following substitutions λ˜ = λ/L˜, y = Expx(η), and ξx =
1
L˜
grad f(x),
(5.6) can be rewritten as
min
y∈Sn−1
u(y), where u(y) =
1
2λ˜
‖Logx(y) + ξx‖22︸ ︷︷ ︸
h(y)
+‖y‖1. (5.7)
We will present a conditional gradient method to compute the solution of (5.7). Letting yk be
the current estimate of the minimizer of u(y) over the unit sphere, a new estimate yk+1 is then
computed by solving the following optimization problem
min
y∈Sn−1
h(yk) +∇h(yk)T (y − yk) + ‖y‖1 ⇔ min
y∈Sn−1
∇h(yk)T y + ‖y‖1. (5.8)
In other words, we approximate h(y) by its first order Taylor expansion around yk in each iteration.
It remains to see how to solve (5.8). Actually, it has a closed-form solution. To see this, note
that (5.8) is further equivalent to
min
y∈Sn−1
1
2
‖y +∇h(yk)‖22 + ‖y‖1 (5.9)
since ‖y‖2 = 1 for all y ∈ Sn−1. By Lemma B.1 in the appendix we know that the solution to (5.9)
is given by
y∗ =
{ z
‖z‖2
, if ‖z‖2 6= 0;
sign(x˜imax)eimax otherwise,
(5.10)
where imax is the index of the largest magnitude entry of ∇h(yk), ei denotes the i-th column in the
canonical basis of Rn, and z is defined by
zi =


0 if |(∇h(yk))i| ≤ 1;
−(∇h(yk))i − 1 if −(∇h(yk))i > 1;
−(∇h(yk))i + 1 if −(∇h(yk))i < −1.
Note that the gradient of h(y) is
∇h(y) = 1
λ˜
(
− cos
−1(xT y)√
1− (xT y)2 −
ξTx y
1− (xT y)2 +
cos−1(xT y)ξTx yx
T y
(1− (xT y)2) 32
)
︸ ︷︷ ︸
s(y)
x+
1
λ˜
cos−1(xT y)√
1− (xT y)2︸ ︷︷ ︸
t(y)
ξx.
Putting it all together, we obtain the algorithm for solving (5.7), see Algorithm 6. Suppose the
sequence {yk} generated by Algorithm 6 converges to a point y∗. Then by the first order optimality
condition of (5.9), it is easy to see that there exists a constant c such that cy∗ ∈ ∂u(y∗), where
∂u denotes the subdifferential of u. Hence, y∗ is a critical point of (5.7). In our experiments, two
iterations are usually sufficient for the algorithm to achieve high accuracy.
5.3 Computations Related to Stiefel Manifold
The Stiefel manifold St(p, n) is also a submanifold of Rn×p, and the tangent space of St(p, n) at a
matrix X ∈ St(p, n) is given by
TX St(p, n) = {η ∈ Rn×p | XT η + ηTX = 0}.
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Algorithm 6 Solving the Riemannian Proximal Mapping for Oblique Manifold
Input: initial iterate y0; k = 0;
1: for k = 0, . . . do
2: Compute s(yk) and t(yk);
3: Compute yk+1 via (5.9) with ∇h(yk) = [s(yk)x+ t(yk)ξx] /λ˜;
4: end for
Here we use the canonical metric
〈ηX , ξX〉X = trace
(
ηTX
(
I − 1
2
XXT
)
ξX
)
(5.11)
as the Riemannian metric. The Riemannian gradient of the smooth term f in (5.2) under the
canonical metric is
grad f(X) = ∇f(X)−X(∇f(X))TX,
where ∇f(X) = −2ATAX is the Euclidean gradient of f . In addition, the exponential mapping
with respect to the canonical metric is [21]
ExpX(ηX) =
[
X Q
]
exp
([
Ω −RT
R 0
])[
Ip
0
]
, (5.12)
where Ω = XT ηX , Q and R are from the compact QR factorization of (I −XXT )ηX . The inverse
of the exponential mapping can be computed by the algorithm proposed in [46].
In the case of the Stiefel manifold, Algorithm 2 in Section 3.5 will be used to solve the Rie-
mannian proximal mapping (3.1). Note that the subproblem (3.48) can be solved by semismooth
Newton method, which has been discussed in [16] in details. To apply Algorithm 2 it still requires
computing the inverse vector transport by differentiated retraction T −1R and the adjoint operator
of the inverse vector transport by differentiated retraction T −♯R . The computational details are
presented in Appendix A.
5.4 Experimental Setup
We will compare RPG (Algorithm 1) and ARPG (Algorithms 3 and 4) with the Riemannian
proximal gradient methods from [16] and [33]. As stated previously, the Riemannian proximal
gradient method introduced in [16] (denoted ManPG) is based on a different Riemannian proximal
mapping, namely the one in (3.45). Furthermore, a more practical variant called ManPG-Ada is
also presented in [16], which can achieve faster empirical convergence by adaptively adjusting the
weight of the quadratic term in the cost function of the Riemannian proximal mapping. In contrast,
similar to Algorithm 4, the method proposed in [33] (denoted AManPG) attempts to accelerate
ManPG using the Nesterov momentum technique. In our experiments, unless otherwise stated,
RPG and ManPG terminate when the search direction η∗xk satisfies ‖η∗xkL˜‖2 < 10−8np. The other
algorithms terminate when their function values are smaller than the minimum of the function
values obtained from RPG and ManPG. All experiments are performed in Matlab R2019a on a 64
bit Ubuntu platform with 3.5GHz CPU (Intel Core i7-7800X).
The parameters in ManPG, ManPG-Ada and AManPG are set to their default values, as in
the corresponding papers. It is worth noting that, since each column of a matrix on the oblique
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manifold is a point on the unit sphere, the Riemannian proximal mapping (3.45) for the optimization
problem (5.1) can be solved by the semismooth Newton method column by column.
The parameters in RPG and ARPG are chosen as follows. For the problem on the oblique
manifold, the constants L˜ and L are set to be 4‖A‖2F and 12‖A‖2F , respectively. The parameters N ,
Nmin and Nmax for the safeguard algorithm are set to be 5, 2, and 10, respectively. The enlarging
parameter τ , line search parameter σ, shrinking parameter ν for step size, and the maximum number
of iterations Nls in the line search are set to be 1.1, 0.0001, 0.5, and 3, respectively. Algorithm 6
terminates when the maximum value of |xT yk−xTyk+1| and |ξTx yk− ξTx yk+1| is smaller than 10−10.
For the problem on the Stiefel manifold, the constants L˜ and L are set to be 2‖A‖2 and 1.6‖A‖2F ,
respectively. The parameters N , Nmin and Nmax for the safeguard algorithm are set to be 5, 3, and
5, respectively. Algorithm 2 terminates whenever one of the following three conditions is reached:
‖ξ∗k‖ < 10−3, ‖αT −1Rηk ξ
∗
k‖ < 10−3, or the number of iterations exceeds 50. The remaining settings
are the same as those for the problem on the oblique manifold.
Two different types of data matrices A are tested:
1. Random data: Generate A such that its entries are drawn from the standard normal dis-
tribution N (0, 1). Then the matrix A is shifted and normalized such that their columns have
mean zero and standard deviation one.
2. Synthetic data: Five principal components shown in Figure 4 are used. We repeat each of
them m/5 times to obtain an m-by-n noise-free matrix. The matrix A is computed by further
adding a random noise matrix, where each entry of the noise matrix is drawn from N (0, 0.25).
Finally the matrix A is shifted and normalized such that their columns have mean zero and
standard deviation one. Such idea has been used in [41] for constructing data that are close
to real data.
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Figure 4: The five principal components used in the synthetic data.
The initial iterate is the leading r right singular vectors of the matrix A.
5.5 Comparing RPG and P-ARPG with ManPG(-Ada) and AManPG
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This sections compares the algorithms developed in this paper with those in [16]. and [33]. Even
though V-APRG is empirically slightly faster than P-APRG as can be seen from Section 4, we
choose to compare other algorithms with P-APRG here since it has the basic global convergence.
Figures 5 and 7 show the performance of the aforementioned algorithms under multiple values of
n, p and λ for the sparse PCA model on the oblique manifold with random data and synthetic
data. As illustrated from the left and middle plots of the two figures, AManPG and P-ARPG
take fewer number of iterations and less computational time to converge than the other algorithms.
Moreover, since it is more efficient to solve (3.1) than to solve (3.45), P-ARPG is slightly faster
than AManPG. Note that the solutions found by all the test algorithms have similar percentage
of non-zero entries, as shown in the right plots of Figures 5 and 7, where the sparsity level is the
portion of entries that are less than 10−5 in magnitude. The figure also suggests that compared
to ManPG and RPG the adaptive scheme used in ManPG-Ada is able to reduce the number of
iterations upon convergence. However, the Nestrerov momentum acceleration technique used in
AManPG and P-ARPG can further reduce the number of iterations without noticeably increasing
the per iteration cost when solving the sparse PCA problem (5.1).
In addition, Figures 6 and 8, respectively, display two function values versus iterations plots
from two typical random instances, of random data and synthetic data. Together with the middle
plots in Figures 5 and 7, it suggests that in the case of the oblique manifold the Riemannian
proximal mappings (3.1) and (3.45) (the one used in [16]) perform similarly in the sense that it
takes ManPG and RPG (respectively, AManPG and APRG) approximately the same number of
iterations to converge.
The comparisons are then repeated for the sparse PCA model on the Stiefel manifold, see Fig-
ures 9, 10, 11, and 12 for the computational results. In this case, it is readily observed that the
Riemannian proximal mappings (3.1) and (3.45) have different effects on the convergence of the al-
gorithms. The figures show that the Riemannian proximal gradient methods with (3.1) need fewer
number of iterations to converge than those with (3.45). However, the Riemannian proximal gra-
dient methods with (3.1) are more costly since the inverse of the exponential mapping, the inverse
of the differentiated exponential mapping and the inverse of the adjoint operator of the differenti-
ated exponential mapping do not have closed-form solutions. Instead, we must resort to iterative
methods to solve them, which dominates the computational time of the algorithms. Therefore,
for problem (5.2), using the new Riemannian proximal mapping (3.1) can reduce the number of
iterations required for the algorithms to converge, but will increase the overall computational time
due to the excessive cost for solving the new Riemannian proximal mapping.
6 Conclusion and Future Work
In this paper we propose a Riemannian proximal gradient method as well as its accelerated for
solving nonsmooth optimization problems on a Riemannian manifold. Convergence analysis has
been established for the Riemannian proximal gradient method. In particular, the convergence
analysis based on the Riemannian KL property is provided, which applies to the sparse PCA
problem. A practical Riemannian proximal gradient method is also constructed which guarantees
the global convergence under the minimum requirements, and at the same time can achieve an
empirical accleration. We compare our methods with the Riemannian proximal gradient methods
in [16] and [33] using two optimization problems from sparse PCA. Numerical results show that
our methods are superior in terms of the number of iterations for both the optimization problems,
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Figure 5: Random data: Average results of 10 random runs for the sparse PCA on the oblique
manifold (5.1). Top: multiple values n = {32, 64, 128, 256} with p = 4, m = 20, and λ = 2;
Middle: multiple values p = {1, 2, 4, 8} with n = 128, m = 20, and λ = 2; Bottom: Multiple values
λ = {0.5, 1, 2, 4} with n = 128, p = 4, and m = 20.
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Figure 6: Random data: Comparison of the tested methods using two typical instances for the
sparse PCA on the oblique manifold (5.1). n = 1024, p = 4, λ = 2, m = 20.
and they are also superior in terms of the runtime for the optimization problem on the oblique
manifold. However, for the optimization problem on the Stiefel manifold the Riemannian proximal
methods in [16] and [33] have the advantage of solving the Riemannian proximal mapping more
efficiently, hence are faster.
As suggested by the numerical experiments, the efficacy of the proposed methods hinges on
the efficient solution to the Riemannian proximal mapping. For future work we will look for new
algorithms for solving the Riemannian proximal mapping, possibly those based on different retrac-
tions and vector transports. In this paper numerical tests focus primarily on optimization problems
based on the embedded submanifolds. It is also interesting to see how the algorithms work for other
manifolds, for example the Grassman manifolds. On the theoretical side, we would like to study
the convergence behavior of the accelerated Riemannian proximal gradient methods. In addition,
Theorem 3.6 shows that the restriction of a semialgebraic function onto the Stiefel manifold satisfies
the Riemannian KL property and there exists a θ ∈ (0, 1] such that the corresponding desingular-
ising function has the form Cθ t
θ. For future work it will be interesting to calculate the exact value
of θ for typical applications problems.
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Figure 7: Synthetic data: Average results of 10 random runs for the sparse PCA on the oblique
manifold (5.1). Top: multiple values n = {32, 64, 128, 256} with p = 4, m = 20, and λ = 2;
Middle: multiple values p = {1, 2, 4, 8} with n = 128, m = 20, and λ = 2; Bottom: Multiple values
λ = {0.5, 1, 2, 4} with n = 128, p = 4, and m = 20.
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Figure 9: Random data: Average results of 10 random runs for the sparse PCA on the Stiefel
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A Operations on Stiefel Manifold under the Canonical Metric
A.1 Differentiated Retraction of Exponential Mapping
Let X ∈ St(p, n) and X⊥ be any orthogonal complement of X and define KηX = XT⊥ηX ∈ R(n−p)×p
and ΩηX = X
T ηX ∈ Rp×p. Since we have[
ΩηX −KTηX
KηX 0(n−p)×(n−p)
]
=
[
Ip
XT⊥Q
] [
ΩηX −RT
R 0p×p
][
Ip (
XT⊥Q
)T
]
,
the exponential mapping (5.12) is equivalent to
ExpX(ηX) =
[
X X⊥
]
exp
([
ΩηX −KTηX
KηX 0(n−p)×(n−p)
])[
Ip
0(n−p)×p
]
. (A.1)
The differentiated retraction based on the form (A.1) has been given in [31, Section 10.2.3],
TηX ξX =
[
X X⊥
]
Z[(ZHM2Z)⊙ Φ]ZH
[
Ip
0(n−p)×p
]
, (A.2)
where
M1 =
[
ΩηX −KTηX
KηX 0(n−p)×(n−p)
]
and M2 =
[
ΩξX −KTξX
KξX 0(n−p)×(n−p)
]
,
ZΛZH = M1 is the spectral decomposition, the superscript H denotes the conjugate transpose
operator, λi = Λii, ⊙ denotes the Hadamard product, and
Φij = Φji =
{
eλi−eλj
λi−λj
, if λi 6= λj ;
eλi , if λi = λj .
A compact form of the differentiated retraction (A.2) can be derived as follows, where the
orthogonal complement X⊥ is not required.
Lemma A.1. The differentiated retraction (A.2) is equivalent to
TηX ξX =
[
X Q
]
Z˜[(Z˜HM˜2Z˜)⊙ Φ˜]Z˜H
[
Ip
02p×p
]
, (A.3)
where
M˜1 =
[
ΩηX −RT1
R1 02p×2p
]
and M˜2 =
[
ΩξX −RT2
R2 02p×2p
]
∈ R3p×3p,
QR = (I −XXT ) [ηX ξX] is a qr decomposition, R1 = R [ Ip0p×p
]
∈ R2p×p is the first p columns of
R, R2 = R
[
0p×p
Ip
]
∈ R2p×p is the last p columns of R, Z˜Λ˜Z˜H = M˜1 is the spectral decomposition,
and
Φ˜ij = Φ˜ji =


eλ˜i−eλ˜j
λ˜i−λ˜j
, if λ˜i 6= λ˜j ;
eλ˜i , if λ˜i = λ˜j .
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Proof. The definition of R1 and R2 implies that
M1 =
[
ΩηX −KTηX
KηX 0(n−p)×(n−p)
]
=
[
Ip
XT⊥Q
] [
ΩηX −RT1
R1 02p×2p
][
Ip (
XT⊥Q
)T
]
and
M2 =
[
ΩξX −KTξX
KξX 0(n−p)×(n−p)
]
=
[
Ip
XT⊥Q
] [
ΩξX −RT2
R2 02p×2p
] [
Ip (
XT⊥Q
)T
]
.
Therefore we have
ZΛZH =
[
Ip
XT⊥Q
]
Z˜Λ˜Z˜H
[
Ip (
XT⊥Q
)T
]
.
It follows that
Z =
[([
Ip
XT⊥Q
]
Z˜
)
Z˜⊥
]
, (A.4)
where Z˜⊥ is any orthogonal complement. This leads to
ZHM2Z =
([([
Ip
XT⊥Q
]
Z˜
)
Z˜⊥
])H [
Ip
XT⊥Q
] [
ΩξX −RT2
R2 02p×2p
][
Ip (
XT⊥Q
)T
][([
Ip
XT⊥Q
]
Z˜
)
Z˜⊥
]
.
(A.5)
Noticing that the columns of Z˜⊥ are orthogonal to those of
[
Ip
XT⊥Q
]
, we have
ZHM2Z =
[
Z˜H
0(n−3p)×3p
] [
ΩξX −RT2
R2 02p×2p
] [
Z˜ 0(n−3p)×3p
]
(A.6)
Since we also have
ZH
[
Ip
0(n−3p)×3p
]
=
([([
Ip
XT⊥Q
]
Z˜
)
Z˜⊥
])H [
Ip
0(n−3p)×3p
]
= Z˜H
[
Ip
0(n−3p)×3p
]
(A.7)
and [
X X⊥
]
Z =
[([
X Q
]
Z˜
) ([
X X⊥
]
Z˜⊥
)]
, (A.8)
the final result follows from by combining them with (A.6).
A.2 Inverse Differentiated Retraction of Exponential Mapping
Lemma A.2. The inverse differentiated retraction of (A.3) is
T −1ηX ζY = XΩξX +QR2, (A.9)
where Y = ExpX(ηX), Q1R1 = (I −XXT )ηX and Q2R˜2 = (I − [XQ1][XQ1]T )ζY are qr decompo-
sitions, Q =
[
Q1 Q2
]
,
M˜1 =

ΩηX −RT1 0p×pR1 0p×p 0p×p
0p×p 0p×p 0p×p

 ,
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Z˜Λ˜Z˜H = M˜1, and ΩξX and R2 are solutions of
Z˜H
[
X Q
]T
ζY =
((
Z˜H
[
ΩξX −RT2
R2 02p×2p
]
Z˜
)
⊙ Φ
)
Z˜H
[
Ip
02p×p
]
.
Proof. This can be verified directly from (A.3).
A.3 Adjoint of the Differentiated Retraction of Exponential Mapping
Lemma A.3. The adjoint operator of (A.2) with respect to the canonical metric is
T ♯ηX ζY =
[
X X⊥
]
Z
[(
ZH ExpX(M1)
[
ΩζY −KTζY
KζY 0(n−p)×(n−p)
]
Z
)
⊙ Φ
]
ZH
[
Ip
0(n−p)×p
]
, (A.10)
where · denotes the conjugate operator,
M1 =
[
ΩηX −KTηX
KηX 0(n−p)×(n−p)
]
,
ZΛZH =M1 is the spectral decomposition, and
Φij = Φji =
{
eλi−eλj
λi−λj
, if λi 6= λj ;
eλi , if λi = λj .
Proof. In order to establish the result, we need to show that〈
T ♯ηX ζY , ξX
〉
X
= 〈ζY ,TηX ξX〉Y
holds for any ξX . To this end, lettingM2 =
[
ΩξX −KTξX
KξX 0(n−p)×(n−p)
]
and
[
Y Y⊥
]
=
[
X X⊥
]
ExpX(M1),
we have
〈ζY ,TηX ξX〉Y =
〈
ζY ,
[
X X⊥
]
Z[(ZHM2Z)⊙ Φ]ZH
[
Ip
0(n−p)×p
]〉
Y
=
〈[
Y Y⊥
] [ΩζY −KTζY
KζY 0(n−p)×(n−p)
] [
Ip
0(n−p)×p
]
,
[
X X⊥
]
Z[(ZHM2Z)⊙ Φ]ZH
[
Ip
0(n−p)×p
]〉
Y
.
Noting that
[
X X⊥
]
Z[(ZHM2Z) ⊙ Φ]ZH is in the tangent space of
[
Y Y⊥
]
, and by definition
of the canonical metric, it follows that
〈ζY ,TηX ξX〉Y =
1
2
〈[
Y Y⊥
] [ΩζY −KTζY
KζY 0(n−p)×(n−p)
]
,
[
X X⊥
]
Z[(ZHM2Z)⊙ Φ]ZH
〉
F
.
Therefore, we have
〈ζY ,TηX ξX〉Y =
1
2
〈
Z
{[
ZH
[
X X⊥
]T [
Y Y⊥
] [ΩζY −KTζY
KζY 0(n−p)×(n−p)
]
Z
]
⊙Φ
}
ZH ,M2
〉
F
=
〈[
X X⊥
]
Z
{[
ZH
[
X X⊥
]T [
Y Y⊥
] [ΩζY −KTζY
KζY 0(n−p)×(n−p)
]
Z
]
⊙ Φ
}
ZH
[
Ip
0(n−p)×p
]
, ξX
〉
X
,
which completes the proof.
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Lemma A.4. The adjoint operator with respect to the canonical metric (A.11) is equivalent to
T ♯ηX ζY =
[
X Q
]
Z˜
[(
Z˜H ExpX(M˜1)M˜2Z˜
)
⊙ Φ˜
]
Z˜H
[
Ip
02p×p
]
, (A.11)
where Q˜R˜ = (I −XXT )ηX is a qr decomposition,
ωX = XΩζY +X⊥KζY =
[
X Q˜
]
exp
([−ΩηX R˜T
−R˜ 02p×2p
]) [
X Q˜
]T
ζY+
(
I − [X Q˜] [X Q˜]T) ζY ,
M˜1 =
[
ΩηX −RT1
R1 02p×2p
]
and M˜2 =
[
ΩζY −RT2
R2 02p×2p
]
,
QR = (I −XXT ) [ηX ωX] is a qr decomposition, R1 = R [ Ip0p×p
]
, R2 = R
[
0p×p
Ip
]
, Z˜Λ˜Z˜H = M˜1
is the spectral decomposition, and
Φ˜ij = Φ˜ji =


eλ˜i−eλ˜j
λ˜i−λ˜j
, if λ˜i 6= λ˜j ;
eλ˜i , if λ˜i = λ˜j .
Proof. The proof is similar to that of Lemma A.1, and we omit the details.
A.4 Adjoint of the Inverse Differentiated Retraction of Exponential Mapping
Lemma A.5. The adjoint operator of the inverse differentiated retraction is
T −♯ηX ξX =
[
X Q1
]
exp
([
ΩηX −RT1
R1 0p×p
]) [
X Q1
]T
ωx +
(
I − [X Q1] [X Q1]T)ωx,
where ωX = XΩζY+QR2, Y = ExpX(ηX), Q1R1 = (I−XXT )ηX and Q2R˜2 = (I−[XQ1][XQ1]T )ξX
are qr decompositions, Q =
[
Q1 Q2
]
,
M˜1 =

ΩηX −RT1 0p×pR1 0p×p 0p×p
0p×p 0p×p 0p×p

 ,
Z˜Λ˜Z˜H = M˜1, and ΩζY and R2 are solutions of
Z˜H
[
X Q
]T
ξX =
((
Z˜H ExpX(M˜1)
[
ΩζY −RT2
R2 02p×2p
]
Z˜
)
⊙ Φ
)
Z˜H
[
Ip
02p×p
]
.
Proof. Noting that the adjoint operator of the inverse differentiated retraction is the same as the
inverse of the adjoint operator of differentiated retraction, this lemma can be verified directly
from (A.11).
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B Solution of a Proximal Subproblem on Unit Sphere
Lemma B.1. For any x ∈ Rn and λ > 0, the minimizer of the optimization problem
min
y∈Sn−1
1
2λ
‖y − x‖22 + ‖y‖1 (B.1)
is given by
y∗ =
{ z
‖z‖2
, if ‖z‖2 6= 0;
sign(ximax)eimax otherwise,
(B.2)
where imax is the index of the largest magnitude entry of x (break ties arbitrarily), ei denotes the
i-th column in the canonical basis of Rn, and z is defined by
zi =


0 if |xi| ≤ λ;
xi − λ if xi > λ;
xi + λ if xi < −λ.
Proof. Since ‖y‖2 = 1 for any y ∈ Sn−1, the optimization problem (B.1) is equivalent to
min
y∈Sn−1
u(y), where u(y) = − 1
λ
yTx+ ‖y‖1. (B.3)
The subdifferential of the cost function in (B.3), denoted by ∂u(y), is
∂u(y) = − 1
λ
x+ ∂‖y‖1, (B.4)
where ∂‖y‖1 is given by
(∂‖y‖1)i =


1 if yi > 0;
−1 if yi < 0;
[−1, 1] if yi = 0.
Assume y is a critical point for (B.3). By the first order optimality condition on the unit sphere,
there exists a subgradient at y, denoted ∇u(y), such that ∇u(y) is a multiple of y. In other words,
there exists a constant c such that
cy = x− λ∇‖y‖1, (B.5)
where ∇‖y‖1 denotes a subgradient of ‖ · ‖1 at y.
Case 1: ‖x‖∞ > λ, where ‖x‖∞ = maxi(|xi|).
If c = 0, then equation (B.5) can not hold due to the assumption that ‖x‖∞ > λ. If c > 0, then
the corresponding critical point y∗ is unique and can be expressed as
y∗ = z/‖z‖2, (B.6)
where
zi =


0 if |xi| ≤ λ;
xi − λ if xi > λ;
xi + λ if xi < −λ.
47
If c < 0, then there exist multiple critical points, which can be expressed as v∗ = w/‖w‖2, where
wi =


0 or (−xi + λ) or (−xi − λ) if |xi| ≤ λ;
−xi − λ if xi > λ;
−xi + λ if xi < −λ.
One can easily verify that the global minimizer y∗ of (B.1) must have the same signs as x in the
sense that (y∗)ixi ≥ 0 for all i. Otherwise, let us define
y˜∗ =
[
(y∗)1 (y∗)2 . . . (y∗)j−1 −(y∗)j (y∗)j+1 . . . , (y∗)n
]
,
where (y∗)jxj < 0. It follows that u(y˜∗) < u(y∗), which conflicts with the global minimizer
assumption of y∗. The only critical point that has the same sign as x is y∗ in (B.6). Therefore, y∗
is the global minimizer.
Case 2: ‖x‖∞ ≤ λ.
In this case we have
u(y) =− 1
λ
yTx+ ‖y‖1 ≥ − 1
λ
‖x‖∞‖y‖1 + ‖y‖1 = 1
λ
(λ− ‖x‖∞) ‖y‖1
≥1
λ
(λ− ‖x‖∞) ‖y‖2 = 1
λ
(λ− ‖x‖∞) ,
where the equality holds if y = sign(ximax)eimax . Therefore, sign(ximax)eimax is a global minimizer.
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