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Abstract
Handling interference is one of the main challenges in the design of wireless networks. In this paper we study
the application of cooperation for interference management in the weak interference (WI) regime, focusing on the Z-
interference channel with a causal relay (Z-ICR), in which the channel coefficients are subject to ergodic phase fading,
all transmission powers are finite, and the relay is full-duplex. The phase fading model represents many practical
communications systems in which the transmission path impairments mainly affect the phase of the signal, such as
non-coherent wireless communications and fiber optic channels. In order to provide a comprehensive understanding
of the benefits of cooperation in the WI regime, we characterize, for the first time, two major performance measures
for the ergodic phase fading Z-ICR in the WI regime: The sum-rate capacity and the maximal generalized degrees-
of-freedom (GDoF). In the capacity analysis, we obtain conditions on the channel coefficients, subject to which the
sum-rate capacity of the ergodic phase fading Z-ICR is achieved by treating interference as noise at each receiver,
and explicitly state the corresponding sum-rate capacity. In the GDoF analysis, we derive conditions on the exponents
of the magnitudes of the channel coefficients, under which treating interference as noise achieves the maximal GDoF,
which is explicitly characterized as well. It is shown that under certain conditions on the channel coefficients, relaying
strictly increases both the sum-rate capacity and the maximal GDoF of the ergodic phase fading Z-interference channel
in the WI regime. Our results demonstrate for the first time the gains from relaying in the presence of interference,
when interference is weak and the relay power is finite, both in increasing the sum-rate capacity and in increasing
the maximal GDoF, compared to the channel without a relay.
I. INTRODUCTION
The interference channel (IC) [1] models communications scenarios in which two source-destination pairs commu-
nicate over a shared medium. The capacity region of the IC is generally unknown, but capacity characterizations exist
for some special scenarios. For example, the capacity region of the IC with additive white Gaussian noise (AWGN),
for the scenario in which the interference between the communicating pairs is very strong, was characterized in
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2[2], and the capacity region for the case of strong interference (SI) was characterized in [3]. In both works it was
shown that in order to achieve capacity, each receiver should decode both the interfering message as well as the
desired message. Additional performance measures commonly used for characterizing the performance of ICs are
the degrees-of-freedom (DoF) and the generalized DoF (GDoF). The GDoF for the IC was first analyzed in [4],
where it was also shown that in the very strong interference regime, the maximal GDoF of the Gaussian IC is
achieved by letting each receiver decode both the interfering message as well as the intended message. It thus
follows that when interference is sufficiently strong, jointly decoding both messages at each receiver is the optimal
strategy from both the sum-rate and the GDoF perspectives.
The weak interference (WI) regime is the opposite regime to the SI regime. In this regime, since the interference is
weak, then decoding the interfering message cannot be done without constraining the rates of the desired information
at each receiver. In [4] it was shown that when interference is sufficiently weak, treating interference as noise at
the receivers achieves the maximal GDoF of the Gaussian IC in the WI regime; In [5]-[7] it was shown that this
strategy is also sum-rate optimal in the WI regime for finite SNRs. As treating interference as noise is implemented
via a low complexity, simple, point-to-point (PtP) decoding strategy, there is a strong motivation for identifying
additional scenarios in which treating interference as noise at the receivers carries optimality.
In this work, we study the impact of cooperation on the communications performance in the WI regime by
considering the IC with an additional relay node (ICR). The objective of the relay node in the general ICR is to
simultaneously assist communications from both sources to their corresponding destinations [8], [9]. The optimal
transmission strategy for the relay node in this channel is not known in general. One of the main difficulties in the
design of transmission schemes is that when the relay assists one pair, it may degrade the performance of the other
pair. In [10], the authors derived an achievable rate region for Gaussian ICRs by using the rate splitting technique
(see, e.g., [11]) at the sources, and by employing the decode-and-forward (DF) strategy at the relay. Additional
inner bounds and outer bounds on the capacity region of the ICR were derived in [12] and [13]. The capacity
region of ergodic fading ICRs in the strong interference (SI) regime was studied in [14], for both Rayleigh fading
and phase fading scenarios. In [14] it was shown that when relay reception is good and the interference is strong,
then, similarly to the IC, the optimal strategy at each receiver is to jointly decode both the desired message and
the interfering message, while the optimal strategy at the relay node is to employ the DF scheme. The sum-rate
capacity of the Gaussian IC with a potent relay in the WI regime was characterized in [15], in which it was
shown that in such a scenario, compress-and-forward (CF) at the relay together with treating interference as noise
at the destinations is sum-rate optimal. The sum-rate capacity of the ICR in the WI regime when all nodes have
finite powers remains unknown to date. The ergodic sum-rate capacity of interference networks without relays,
subject to phase fading, was studied in [16], and explicit sum-capacity expressions based on ergodic interference
alignment (which requires channel state information (CSI) at the transmitters) were derived for networks with a
finite number of users. The work [16] also derived an asymptotic sum-rate capacity expression when the number
of users increases to infinity. ICs with time-varying/frequency-selective channel coefficients, in which global CSI is
available at all nodes, and in addition, the magnitudes of all links have the same exponential scaling as a function
of the signal-to-noise ratio (SNR), were studied in [17]. Under these conditions, [17] showed that adding a relay
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3does not increase the DoF region, and that the achievable DoF for each pair in the ICR is upper bounded by
1. On the other hand, it was shown in [18] that relaying can increase the GDoF for symmetric Gaussian ICRs.
This follows since differently from the DoF analysis, in GDoF analysis the magnitudes of different links may have
different SNR scaling exponents. In [18], several GDoF upper bounds were derived for Gaussian ICRs by using
the cut-set theorem and the genie-aided approach, for the case in which the source-destination, source-relay, and
relay-destination links scale differently as a function of the SNR. Additionally, [18] showed that in the WI regime,
when the source-relay links are weaker than the interfering links in the sense that their SNR scaling exponent is
smaller, then the Han-Kobayashi (HK) scheme [11] achieves the maximal GDoF. The complementing scenario,
i.e., GDoF analysis when the interfering links are weaker than the source-relay links, was considered in [19]. The
GDoF analysis in [19] was based on deriving upper bounds on the sum-rate capacity of the linear deterministic
ICR. Lastly, we note that the GDoF of the Gaussian IC with a broadcasting relay, in which the relay-destination
links are noiseless, finite-capacity links, which are orthogonal to the other links in the channel, was studied in [20].
From the GDoF characterization, [20] concludes that in the WI regime, each bit per channel use transmitted by the
relay can improve the sum-rate capacity by 2 bits per channel use.
To date, there has been no work that characterized the sum-rate capacity and the maximal GDoF of ergodic phase
fading ICs with a causal relay in the WI regime, for scenarios in which the power of the relay is finite. In this
work, we partially fill this gap by considering a special case of the ergodic phase fading ICR, in which one of the
interfering links is missing, e.g., as a result of shadowing in the channel. Furthermore, we consider the scenario in
which the relay node receives transmissions from only one of the two sources, but is received at both destinations.
We refer to this channel configuration as Z-interference channel with a relay (Z-ICR).
Main Contributions
In this paper, we characterize for the first time the sum-rate capacity (i.e., finite-SNR performance) and the
maximal GDoF (i.e., asymptotically high SNR performance) of the ergodic phase fading Z-ICR in the WI regime,
when the relay is causal, has a finite transmission power, and operates in full-duplex mode. Performance gain from
cooperation in the WI regime is demonstrated in both the sum-rate capacity and the maximal GDoF. In contrast to
[15], which showed the optimality of CF for memoryless ICRs with AWGN and time-invariant link coefficients,
we study the ergodic phase fading (also referred to as fast phase fading) scenario and demonstrate the optimality of
DF. Throughout this paper it is assumed that the nodes have causal CSI only on their incoming links (Rx-CSI); no
transmitter CSI (Tx-CSI) is assumed. The links are all subject to i.i.d. phase fading (see, e.g., [16, Section II] and
[22, Section VII]) which can be applied to modeling many practical scenarios. One such example is non-coherent
wireless communication [23], in which phase fading occurs due to the lack of perfect frequency synchronization
between the oscillators at the transmitter and at the receiver. Phase fading channel models also apply to systems
which use dithering to decorrelate signals, as well as to optic fiber channels [23]. In this work, it is assumed
that the relay receives transmissions from only one of the sources, while relay transmissions are received at both
destinations. Thus, differently from previous works, the relay cannot forward desired information to one of the
destinations.
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4Our main contributions are summarized as follows:
• We derive an upper bound on the achievable sum-rate of the ergodic phase fading Z-ICR by using the genie-
aided approach. The upper bound requires a novel design of the genie signals as well as the introduction of
novel tools for proving that the bound is maximized by mutually independent, i.i.d., complex Normal channel
inputs.
• We derive a lower bound on the achievable sum-rate of the ergodic phase fading Z-ICR by using DF at the
relay, and by treating interference as noise at each receiver. We also identify conditions on the magnitudes
of the channel coefficients under which the sum-rate of our lower bound coincides with the sum-rate upper
bound. This results in the characterization of the sum-rate capacity of the ergodic phase fading Z-ICR in the
WI regime. This is the first time capacity is characterized for a cooperative interference network in the WI
regime, when all powers are finite.
• We derive two upper bounds on the achievable GDoF of the ergodic phase fading Z-ICR, as well, as a lower
bound on the achievable GDoF.
Note that while capacity analysis is common for fading scenarios, GDoF analysis was previously applied only
to time-invariant AWGN channels. This follows since, when the channel coefficients vary with time (e.g., a
fading channel), then the GDoF generally becomes a random variable. For the ergodic phase fading model,
however, as the squared magnitude of each channel coefficient is a constant, then GDoF analysis is relevant
despite the random temporal nature of the channel coefficients. To the best of our knowledge, this is the first
time that GDoF analysis is carried out for a fading scenario.
• We identify conditions on the scaling of the links’ magnitudes (i.e., SNR exponents) under which our GDoF
lower bound coincides with the GDoF upper bound. This characterizes the maximal GDoF of the phase fading
Z-ICR in the WI regime.
Our results show that when certain conditions on the channel coefficients are satisfied, then adding a relay to the
ergodic phase fading Z-IC strictly increases both the sum-rate capacity and the maximal GDoF of the channel in
the WI regime. We note that the sum-rate capacity analysis in this paper has two major differences from the work
of [15]: First, we consider a fading scenario while [15] considered the time-invariant AWGN case, and second, we
assume that the power of the relay is finite while [15] considered a potent relay.
In the GDoF analysis, similarly to [4], [9], [18]-[20], we consider a general setup in which the different links
scale differently as a function of the SNR, which facilitates characterizing the impact of the relative link strengthes
on the SNR scaling of the sum-rate. The GDoF analysis in this paper has several fundamental differences from the
works [18]-[20]: First, note that [18]-[20] studied the common time-invariant Gaussian channel while we consider
an ergodic fading channel; Second, unlike [18]-[20], the channel configuration studied in this work is not symmetric
and the relay cannot forward desired information to one of the destinations. We further note that, unlike [18]-[20],
GDoF optimality in the present work is achieved only in a non-symmetric scenario in which the link from the relay
to one receiver scales differently than the link from the relay to the other receiver; We also emphasize that while in
our work we consider a non-orthogonal scenario, the work [20] considered noiseless, orthogonal relay-destination
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5links, and thus, relay transmissions in [20] do not interfere with the reception of the desired signal at each receiver.
It therefore follows that the GDoF of the ergodic phase fading Z-ICR, studied in the present work, cannot be derived
as a special case of GDoF results for Gaussian ICRs derived in [18]-[20].
The rest of this paper is organized as follows: In Section II, we define the system model and describe the notation
used throughout this paper. In section III, we characterize the sum-rate capacity of the ergodic phase fading Z-ICR
in the WI regime, and in section IV, we characterize the maximal GDoF of this channel in the WI regime. Finally,
concluding remarks are provided in Section V.
II. NOTATION AND SYSTEM MODEL
We denote random variables (RVs) with upper-case letters, e.g., X,Y , and their realizations with lower-case
letters, e.g., x, y. We denote the probability density function (p.d.f.) of a continuous RV X with fX(x). Double-
stroke letters are used for denoting matrices, e.g., A, h, with the exception that E{X} denotes the stochastic
expectation of X . The element at the k’th row and l’th column of the matrix A is denoted with
[
A
]
k,l
. Bold-face
letters, e.g., X, denote column vectors, the i’th element of a vector X, i > 0, is denoted with Xi, and Xj denotes the
vector (X1, X2, ..., Xj)T . Given a complex number x, we denote the real and the imaginary parts of x with Re{x}
and Im{x}, respectively. x∗ denotes the conjugate of x, XT denotes the transpose of X, AH denotes the Hermitian
transpose of A, |A| denotes the determinant of A, and In denotes the n× n identity matrix. For a complex vector
Xn, we define an associated real vector by stacking its real and imaginary parts: X¯2n =
(
Re{Xn}T , Im{Xn}T )T .
R and C denote the sets of real and of complex numbers, respectively. Given two n×n Hermitian matrices, A,B,
we write B  A if A − B is positive semidefinite (p.s.d.) and B ≺ A if A − B is positive definite (p.d.).
A(n) (X,Y ) denotes the set of weakly jointly typical sequences with respect to fX,Y (x, y). We denote the Gaussian
distribution with mean µ and variance σ2 with N (µ, σ2), and similarly, we denote the circularly symmetric complex
Normal distribution with variance σ2 with CN (0, σ2). For a complex random vector, the covariance matrix and the
pseudo-covariance matrix are defined as in [25, Section II]. Given an RV X with E{X} = 0, XG (i.e., adding a
subscript “G” to the RV) denotes an RV which is distributed according to a circularly symmetric, complex Normal
distribution with the same variance as the indicated RV, i.e., XG ∼ CN
(
0, var{X}); similarly, subscript “G¯” is used
to denote an RV which is distributed according to a complex Normal distribution with the same variance as the
indicated RV, where the mean is explicitly specified. We emphasize that RVs with subscript “G¯” are not necessarily
circularly symmetric. We denote f(SNR) .= SNRc if limSNR→∞
log f(SNR)
log SNR = c, and given f(SNR)
.
= SNRc and
g(SNR) .= SNRd, we write f(SNR)≤˙g(SNR) if c ≤ d. Lastly, we note that all logarithms are of base 2.
The Z-ICR consists of two transmitters, Tx1, Tx2, two receivers, Rx1, Rx2 and a full-duplex relay node. Txk
sends messages to Rxk, k ∈ {1, 2}. The relay node receives only the signal transmitted from Tx1 but is received at
both destinations simultaneously. The signal received at Rx1 is a combination of the transmissions of Tx1 and of
the relay along with interference from Tx2, while the signal received at Rx2 is a combination of the transmissions
of Tx2 and of the relay without interference from Tx1. This channel model is depicted in Fig. 1. The received
signals at Rx1, Rx2 and the relay at time i are denoted with Y1,i, Y2,i, and Y3,i, respectively; the channel inputs
from Tx1, Tx2 and the relay at time i are denoted with X1,i, X2,i and X3,i, respectively. Finally, Hlk,i denotes
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6Fig. 1: The ergodic phase fading Z-ICR. The relay node receives transmissions only from Tx1, but is received at both destinations
simultaneously.
the channel coefficient for the link with input Xl,i and output Yk,i at time instance i. The relationship between the
channel inputs and its outputs can be written as:
Y1,i = H11,iX1,i +H21,iX2,i +H31,iX3,i + Z1,i (1a)
Y2,i = H22,iX2,i +H32,iX3,i + Z2,i (1b)
Y3,i = H13,iX1,i + Z3,i, (1c)
i = 1, 2, ..., n, where Z1, Z2 and Z3 are mutually independent RVs, each independent and identically distributed
(i.i.d.) over time according to CN (0, 1), and all noises are independent of the channel inputs and of the channel
coefficients. The channel input signals are subject to per-symbol average power constraints: Pk,i , E
{|Xk,i|2} ≤ 1,
k ∈ {1, 2, 3}. The receivers and the relay node have instantaneous causal Rx-CSI on their incoming links, but the
transmitters and the relay do not have Tx-CSI on their outgoing links. Under the ergodic phase fading model, the
channel coefficients are given by Hlk,i =
√
SNRlkejΘlk,i , where SNRlk ∈ R+ is a non-negative constant which
corresponds to the signal-to-noise ratio for the link Hlk,i, and Θlk,i is an RV uniformly distributed over [0, 2pi), i.i.d.
in time, independent of the other Θlk,i’s, and independent of the additive noises Zk,i as well as of the transmitted
signals, Xk,i, k ∈ {1, 2, 3}. The independence of the Θlk,i’s implies that the coefficients Hlk,i’s are also mutually
independent, and in addition they are independent in time, and independent of the other parameters of the scenario.
The channel coefficients causally available at Rx1 are represented by H˜1 =
(
H11, H21, H31
)T ∈ C3 , H˜1, at
Rx2 they are represented by H˜2 =
(
H22, H32
)T ∈ C2 , H˜2, and at the relay they are represented by H˜3 =
H13 ∈ C , H˜3. Let H˜ = (H˜T1 , H˜T2 , H˜3)T ∈ C6 be the vector of all channel coefficients, and let SNR ,(
SNR11,SNR21,SNR31,SNR22,SNR32,SNR13
)
. We now state several definitions:
Definition 1. An (R1, R2, n) code for the Z-ICR consists of two message sets, Mk ,
{
1, 2, ..., 2nRk
}
, k = 1, 2,
two encoders at the sources, e1, e2, employing deterministic mappings; ek : Mk 7→ Cn, k ∈ {1, 2}, and two
decoders at the destinations, g1, g2; gk : H˜nk × Cn 7→ Mk, k = 1, 2. Since the relay receives transmissions only
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7from Tx1, the transmitted signal at the relay at time i is generated via a set of n functions {ti(·)}ni=1, such that
x3,i = ti
(
yi−13 , h
i−1
13
) ∈ C, i = 1, 2, ..., n.
Comment 1. Note that since the messages at the transmitters are independent and there is no feedback, then
the signals transmitted from Tx1 and from Tx2 are necessarily independent as well. Additionally, since the relay
receives transmissions only from Tx1, then its transmitted signal is independent of the signal transmitted from
Tx2. Combining both observations we can write fX1,X2,X3(x1,x2,x3) = fX1,X3(x1,x3) · fX2(x2). We denote the
correlation coefficient between channel inputs X1 and X3 at time index i with υi: υi ,
E{X1,iX∗3,i}√
P1,iP3,i
, 0 ≤ |υi| ≤ 1.
Definition 2. The average probability of error on an (R1, R2, n) code is defined as P(n)e , Pr
(
g1(H˜
n
1 , Y
n
1 ) 6=
M1 or g2(H˜n2 , Y
n
2 ) 6= M2
)
, where each message is selected independently and uniformly from its message set.
Definition 3. A rate pair (R1, R2) is called achievable if, for any  > 0 and δ > 0 there exists some blocklength
n0(, δ), such that for every n > n0(, δ) there exists an (R1 − δ,R2 − δ, n) code with P(n)e < .
Definition 4. The capacity region is defined as the convex hull of all achievable rate pairs.
The objective of this work is to characterize two performance measures for the ergodic phase fading Z-ICR
in the WI regime: The sum-rate capacity, which characterizes the performance at finite SNRs, and the maximal
GDoF, which characterizes the performance at asymptotically high SNRs. As these cases are fundamentally different
in nature, the WI regime is defined for each performance measure in accordance with the relevant notions in the
literature. In the following we briefly overview the WI conditions for each performance measure, leaving the detailed
discussions to the relevant sections.
• In Section III the sum-rate capacity is characterized for the WI regime, defined in Eqns. (8). Generally speaking,
WI in this case occurs when the SNRs of the interfering links, SNR32 and SNR21, are sufficiently low compared
to the SNRs for carrying the desired information. This is in accordance with the acceptable notion of the WI
regime for sum-rate capacity analysis at finite SNRs, see, e.g., [5]-[7].
• In Section IV the maximal GDoF is characterized for the WI regime, defined in Eqn. (35a). Generally speaking,
WI in this case occurs when the exponents of the SNRs of the interfering links are sufficiently smaller than
the exponents of the SNRs of the information paths. In section IV, in the statement of Thm. 3, this condition
is expressed as λ = α ≤ 12 , where α and λ denote the exponential scalings of the Tx2-Rx1 link and of the
relay-Rx2 link, respectively. This definition is in accordance with the acceptable notion of the WI regime for
DoF and GDoF analysis, see, e.g., [4] and [18]. We note that in [4] and [18] the WI regime is characterized
by α ≤ 1, while GDoF optimality for the communications scheme described in the current paper requires a
stricter notion of WI, characterized by λ = α ≤ 12 . However, note that in [4], treating interference as noise is
GDoF optimal only for α ≤ 12 , which is in agreement with our result.
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8III. FINITE SNR ANALYSIS: THE SUM-RATE CAPACITY IN THE WI REGIME
A. Preliminaries
We begin by presenting several lemmas used in the derivation of the main result of this section. We note that
while some of the following lemmas appeared in previous works for real variables, in the following we extend
these lemmas to complex variables. Accordingly, in the appendices we include explicit proofs only for those lemmas
whose proofs do not follow directly from the original proofs for real RVs.
Lemma 1. Let Z1 and Z2 be a pair of n-dimensional, circularly symmetric, complex Normal random vectors,
and let X be an n-dimensional complex random vector whose p.d.f. is denoted by fX(x). Consider the following
optimization problem:
max
fX(x)
h(X+ Z1)− h(X+ Z2) (2)
subject to: tr
(
cov(X)
) ≤ nP.
Then, a circularly symmetric, complex Normal random vector XOptG ∼ CN (0,COptX ) is an optimal solution to the
optimization problem in (2). Additionally, if Z1 and Z2 have i.i.d. entries, i.e., Zk ∼ CN (0, γkIn), γk ∈ R+, k ∈
{1, 2}, and if it holds that γ1 ≤ γ2, then the optimal solution is distributed according to XOptG ∼ CN
(
0, P · In
)
.
Proof. The proof is based on [24, Theorem 1] and [5, Corollary 2]. A detailed proof is provided in Appendix
A.
Lemma 2. Let Z and W be a pair of n-dimensional, zero-mean, jointly circularly symmetric complex Normal
random vectors with i.i.d. entries, s.t. their joint distribution can be written as
fW,Z(w, z) =
n∏
i=1
fW,Z(wi, zi). (3)
Denote the cross-covariance matrix between Zi and Wi with
cov(Zi,Wi) =
 σ21 υ˜12
υ˜∗12 σ
2
2
 , i ∈ {1, 2, ..., n},
where σ21 > 0, and σ
2
2 > 0. Let V be an n-dimensional, zero-mean, circularly symmetric complex Normal random
vector with i.i.d. entries, whose covariance matrix is given by E{VVH} =
(
σ21 − |υ˜12|
2
σ22
)
· In. If X is independent
of (Z,W,V), then
h(X+ Z|W) = h(X+V).
Proof. The proof follows similar steps as in the proof of [5, Lemma 3]. A detailed proof is provided in Appendix
B.
November 17, 2018 DRAFT
9Lemma 3. Let Z and W be a pair of possibly correlated, zero-mean, jointly circularly symmetric complex Normal
RVs, and let HY and HS be two n× 1 complex random vectors. Additionally, let X be an n× 1 complex random
vector, and let Y and S be noisy observations of X, s.t.
Y = HTYX+ Z (4a)
S = HTSX+W. (4b)
Consider the sequence of random vectors Xn = (XT1 ,X
T
2 ...,X
T
n )
T and let QXi denote the covariance matrix of
the n × 1 vector Xi. Furthermore, let Y n and Sn be the corresponding observations when the noise sequences
(Zn,Wn) are i.i.d. in the sense of (3). Define H = (HTY ,H
T
S )
T , and let Hn = (HT1 ,H
T
2 , ...,H
T
n )
T be an i.i.d.
sequence of random vectors, in which each 2n× 1 vector element is distributed according to the distribution of the
2n× 1 random vector H. Then, we can bound
h(Y n|Sn,Hn) ≤ n · h(YG|SG,H), (5)
where YG and SG denote the RVs Y and S defined in (4), obtained with X replaced with XG ∼ CN (0, 1n
∑n
i=1QXi).
Proof. The proof follows similar steps as of the proof of [6, Lemma 1]. A detailed proof is provided in Appendix
C.
Lemma 4. Let X1, X2, Z1 and Z2 be zero mean, jointly circularly symmetric complex Normal RVs s.t. (X1, X2)
is independent of (Z1, Z2)1. Let c1 and c2 be a pair of complex constants, and let Y1 and Y2 be defined via
Y1 = c1 ·X1 + c2 ·X2 + Z1
Y2 = c1 ·X1 + c2 ·X2 + Z2.
Then, I(X1, X2;Y1|Y2) = 0 if and only if E{Z1Z∗2} = E{|Z2|2}.
Proof. The proof is provided in Appendix D.
Lemma 5. Let Zn+m ,
((
Zn1
)T
,
(
Zm2
)T)T
, where Zn1 and Z
m
2 are two mutually independent, circularly
symmetric complex Normal random vectors of lengths n and m, respectively, each with independent entries
distributed according to Z1,i ∼ CN (0, a1,iγ1), i ∈ {1, 2, ..., n} and Z2,i ∼ CN (0, a2,iγ2), i ∈ {1, 2, ...,m}, where
γ1, γ2, and ak,i, k ∈ {1, 2} are positive, real, and finite constants. Let Xn+m ,
((
Xn1
)T
,
(
Xm2
)T)T
where Xn1
and Xm2 are two complex random vectors of lengths n and m, respectively, with finite covariance matrices, and
further let Xn+m be mutually independent of Zn+m. Then, we have the following limit:
lim
γ2→∞
I
(
Xn+m;Xn+m + Zn+m
)
= I
(
Xn1 ;X
n
1 + Z
n
1
)
.
Proof. The proof is provided in Appendix E.
1Joint circular symmetry of (Z1, Z2) implies that E{Re{Z1}Im{Z2}} = −E{Im{Z1}Re{Z2}} and E{Re{Z1}Re{Z2}} =
E{Im{Z1}Im{Z2}}.
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Lemma 6. Let Z˜n1 and Z˜n2 be a pair of possibly correlated, n-dimensional circularly symmetric complex Normal
random vectors, each with independent entries, i.e., Z˜nk ∼ CN (0, D˜zk), k ∈ {1, 2}, where D˜zk, k ∈ {1, 2} are two
n × n diagonal matrices with real and positive entries on their main diagonals. Let V˜1 and V˜2 be two 2n × n
deterministic complex matrices, s.t. V˜Hk V˜k = D˜
−1
k , where D˜k, k ∈ {1, 2} are two n × n diagonal matrices with
real and positive entries on their main diagonals. Let X2n be a 2n × 1 complex random vector with distribution
fX2n(x
2n), independent of (Z˜n1 , Z˜
n
2 ), and let X¯
4n be the stacking of the real and imaginary parts of X2n, i.e.,
X¯4n ,
((
Re{X2n})T , (Im{X2n})T)T . Consider the following optimization problem:
max
f(x2n): cov(X¯4n)S
h(V˜H1 ·X2n + Z˜n1 )− h(V˜H2 ·X2n + Z˜n2 ). (6)
Then, a zero-mean complex Normal random vector, X2n
G¯
, is an optimal solution for (6).
Proof. The proof is provided in Appendix F.
B. Sum-Rate Capacity in the WI Regime
Let C(SNR) denote the capacity region of the Z-ICR, for a given SNR. The sum-rate capacity of the ergodic
phase fading Z-ICR in the WI regime is characterized in the following theorem:
Theorem 1. Consider the ergodic phase fading Z-ICR with only Rx-CSI, defined in Section II. If SNR satisfies
SNR11 + SNR31
1 + SNR21
≤ SNR13, (7)
and if there exist two real scalars β1 and β2 which satisfy 0 ≤ β1, β2 ≤ 1, and
SNR32(1 + SNR21)2 ≤ β1
(
SNR31
(
1− β2
)− 2SNR32SNR11) (8a)
SNR21(1 + SNR32)2 ≤ β2 · SNR22
(
1− β1
)
, (8b)
then, the sum-rate capacity of the channel is given by
sup
(R1,R2)∈C(SNR)
(
R1 +R2
)
= log
(
1 +
SNR11 + SNR31
1 + SNR21
)
+ log
(
1 +
SNR22
1 + SNR32
)
, (9)
and it is achieved by Xk ∼ CN (0, 1), k ∈ {1, 2, 3}, mutually independent.
Comment 2. Observe that the conditions in (8) are satisfied if SNR32 and SNR21 are small compared to SNR31
and SNR22, respectively. As SNR32 and SNR21 correspond to the strengths of the interfering links, conditions (8)
correspond to the WI regime. To make this point more explicit, note that SNR32(1 + SNR21)2 ≥ SNR32, hence
(8a) implies that SNR32 ≤ β1 · SNR31
(
1− β2
)
, and similarly (8b) implies that SNR21 ≤ β2 · SNR22
(
1− β1
)
.
Comment 3. Note that condition (7) corresponds to good reception at the relay, in the sense that decoding the
message sent by Tx1 at the relay does not constrain the information rate from Tx1 to Rx1. This condition facilitates
the sum-rate optimality of DF, as the constraints on the achievable rates are now only due to the rate constraints
for reliable decoding at the destinations.
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Comment 4. Note that in the ergodic phase fading case, the magnitudes of the channel coefficients are constants
while the phases of the channel coefficients vary i.i.d. over time and are mutually independent across the fading
links. Thus, in the ergodic phase fading model, the channel coefficients induce randomly varying phases upon the
components of the received signal arriving at each receiver after traveling across the different links. Intuitively,
having mutually independent and uniformly distributed i.i.d. phases does not allow achieving non-zero correlation
between the components of the received signal, and consequently implies that there is no loss of optimality in
transmitting uncorrelated codewords. In particular, if the optimal input distribution is complex Normal, then the
absence of correlation between the codebooks implies that the optimal codebooks are generated independently of
each other. Indeed, in the derivations in the manuscript, it is rigorously proved that the optimal channel inputs for the
ergodic phase fading Z-ICR are generated according to mutually independent complex Normal random variables.
The optimality of mutually independent channel inputs is one of the fundamental advantages of the communications
scheme we use in this manuscript, since it means that there is no need for coordinated transmission to optimally
benefit from the relay. As will be clarified later, this fact greatly simplifies both the achievability scheme as well as
the practical incorporation of cooperative transmission in interference networks. In contrast, for the no-fading case
(commonly referred to as the AWGN channel) both the magnitudes and the phases of the channel coefficients are
constants. Consequently, in the no-fading channel the correlation between the channel inputs is maintained at the
received signal components, and hence, the optimal codebooks may be correlated. This fact greatly complicates the
optimal achievability scheme as well as makes the derivations for the upper bounds significantly more complicated.
Proof. The proof of Thm. 1 consists of the following three steps:
1) We derive an upper bound on the sum-rate of the ergodic phase fading Z-ICR by letting each receiver
observe an appropriate genie signal. In particular, we show that the upper bound is maximized by mutually
independent, zero-mean circularly symmetric complex Normal channel inputs, i.i.d. in time3
2) We characterize an achievable rate region for the Z-ICR by using codebooks generated according to a mutually
independent circularly symmetric complex Normal distribution, i.i.d. in time, and by employing the DF scheme
at the relay, together with treating the interfering signal as noise at each receiver.
3) Combining the conditions for the upper bound and for the lower bound we obtain the conditions for charac-
terizing the sum-rate capacity of the ergodic phase fading Z-ICR in the WI regime, and explicitly state the
corresponding expressions.
In the following subsections, we provide a detailed proof for the above steps: Step 1 is carried out in Section
III-C, Step 2 is carried out in Section III-D, and finally, Step 3 is detailed in Section III-E.
C. Step 1 : An Upper Bound on the Sum-Rate Capacity
The upper bound on the sum-rate capacity of the ergodic phase fading Z-ICR is summarized in the following
theorem:
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Theorem 2. Consider the phase fading Z-ICR with only Rx-CSI, defined in Section II. If there are two real scalars
β1 and β2 which satisfy 0 ≤ β1, β2 ≤ 1, and
SNR32(1 + SNR21)2 ≤ β1
(
SNR31
(
1− β2
)− 2SNR32SNR11) (10a)
SNR21(1 + SNR32)2 ≤ β2 · SNR22
(
1− β1
)
, (10b)
then, the sum-rate capacity is upper bounded by
sup
(R1,R2)∈C(SNR)
(
R1 +R2
) ≤ I(X1, X3;Y1|H˜1) + I(X2;Y2|H˜2), (11)
where the mutual information expressions are evaluated with mutually independent, zero mean, circularly symmetric
complex Normal channel inputs, distributed according to Xk ∼ CN (0, 1).
Proof. We use a genie to provide additional information to the receivers. Let Wn1 and W
n
2 be two arbitrarily
correlated, circularly symmetric, complex Normal random vectors, each with i.i.d. elements distributed CN (0, 1),
such that fWn1 ,Wn2 (w
n
1 , w
n
2 ) =
∏n
i=1 fW1,W2(w1,i, w2,i). In addition, (W
n
1 ,W
n
2 ) are independent of (X
n
1 , X
n
2 , X
n
3 ).
For i ∈ {1, 2, ..., n}, and we further let Wk,i and Zk,i, k = 1, 2 be jointly circularly symmetric with correlation
matrix2:
cov(Wk,i, Zk,i) = E

Wk,i
Zk,i
 [W ∗k,i Z∗k,i]
 =
 1 υ˜k
υ˜∗k 1
 , k ∈ {1, 2}.
Note that since var(Wk) = var(Zk) = 1, k = 1, 2, then |υ˜k| ≤
√
var(Wk) · var(Zk) = 1. Define the signals
S1,i , H11,iX1,i +H31,iX3,i + η1W1,i (12a)
S2,i , H22,iX2,i + η2W2,i, (12b)
i ∈ {1, 2, ..., n}, where η1 and η2 are two complex-valued constants determined by the genie. Assume that at time
i, the genie provides the signals S1,i and S2,i to Rx1 and Rx2, respectively. For an achievable rate pair (R1, R2),
let (X1,X2,X3) be random vectors of length n representing the statistics of the achievable codebook, and define
qk,i , cov
(
Xk,i
) ≡ var(Xk,i), k ∈ {1, 2, 3}, Q(i)X , cov(X1,i, X2,i, X3,i), i ∈ {1, 2, ..., n}, (13)
and
Pk =
1
n
n∑
i=1
qk,i, k ∈ {1, 2, 3}.
It is emphasized that at this point, properness of
(
X1,X2,X3
)
is not assumed. Next, recall that in Comment 1 we
concluded that X2 is independent of (X1,X3), while X1 and X3 may be statistically dependent. It follows that the
2Joint circular symmetry of Wk,i and Zk,i implies that E{Re{Wk,i}Im{Zk,i}} = −E{Im{Wk,i}Re{Zk,i}} and
E{Re{Wk,i}Re{Zk,i}} = E{Im{Wk,i}Im{Zk,i}}.
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n-letter input distribution for (X1,X2,X3) must satisfy fX1,X2,X3(x1,x2,x3) = fX1,X3(x1,x3) · fX2(x2). From
this observation, we conclude that for i ∈ {1, 2, ..., n}
Q
(i)
X =

q1,i 0 υi
√
q1,iq3,i
0 q2,i 0
υ∗i
√
q1,iq3,i 0 q3,i
 , (14a)
QG ,
1
n
n∑
i=1
Q
(i)
X
≡

P1 0 υ
√
P1P3
0 P2 0
υ∗
√
P1P3 0 P3
 , (14b)
where
∣∣υi∣∣ ≤ 1 in (14a). Note that by the Cauchy-Schwartz inequality [32]∣∣∣∣∣ 1n
n∑
i=1
υi
√
q1,iq3,i
∣∣∣∣∣ ≤
√√√√ 1
n
n∑
i=1
∣∣υi√q1,i∣∣2
√√√√ 1
n
n∑
i=1
∣∣√q3,i∣∣2
≤
√√√√ 1
n
n∑
i=1
q1,i
√√√√ 1
n
n∑
i=1
q3,i
=
√
P1P3,
thus |υ| ≤ 1 in (14b). Lastly, define the random vector (X1G, X2G, X3G)T ∼ CN (0,QG).
Let M1 be the transmitted message at Tx1, Mˆ1 denote the decoded message at Rx1, and P
(n)
e,1 , denote the
probability of error in decoding M1 at Rx1. The rate R1 can be upper bounded as follows:
nR1 = H(M1)
= H(M1|Y n1 , H˜n1 ) + I(M1;Y n1 , H˜n1 )
(a)
≤ 1 + P (n)e,1 nR1 + I(M1;Y n1 , H˜n1 )
(b)
≤ 1 + P (n)e,1 nR1 + I(Xn1 ;Y n1 , H˜n1 )
(c)
= 1 + P
(n)
e,1 nR1 + I(X
n
1 ;Y
n
1 |H˜n1 )
(d)
≤ 1 + P (n)e,1 nR1 + I(Xn1 , Xn3 ;Y n1 , Sn1 |H˜n1 ).
Here, (a) follows from Fano’s inequality [31, Thm. 2.10.1]; (b) follows from the data processing inequality [31,
Thm. 2.8.1], since M1 − Xn1 − (Y n1 , H˜n1 ) form a Markov chain; (c) follows since the transmitted symbols Xn1
are independent of the channel coefficients H˜n1 ; and (d) follows from the chain rule of mutual information and
since mutual information is non-negative. Next, define n1n , 1 + P (n)e,1 nR1, and observe that since (R1, R2) is
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achievable, then P (n)e,1 → 0 for n→∞, and therefore 1n → 0 as n→∞. Hence, we obtain
n(R1 − 1n)≤ I(Xn1 , Xn3 ;Y n1 , Sn1 |H˜n1 )
= I(Xn1 , X
n
3 ;S
n
1 |H˜n1 ) + I(Xn1 , Xn3 ;Y n1 |Sn1 , H˜n1 )
= h(Sn1 |H˜n1 )− h(Sn1 |Xn1 , Xn3 , H˜n1 ) + h(Y n1 |Sn1 , H˜n1 )− h(Y n1 |Xn1 , Xn3 , Sn1 , H˜n1 )
(a)
≤ h(Sn1 |H˜n1 )− h(Sn1 |Xn1 , Xn3 , H˜n1 ) + n · h(Y1G|S1G, H˜1)− h(Y n1 |Xn1 , Xn3 , Sn1 , H˜n1 )
(b)
= h(Sn1 |H˜n1 )− n · h(S1G|X1G, X3G, H˜1) + n · h(Y1G|S1G, H˜1)− h(Y n1 |Xn1 , Xn3 , Sn1 , H˜n1 ), (15)
where (X1G, X2G, X3G)T ∼ CN (0,QG) with QG defined in (14b), and S1G is obtained from (12a) by replacing X1
and X3 with X1G and X3G, respectively. In the above transitions, (a) follows from Lemma 3 using the assignment
X = (X1, X2, X3)
T , HY = (H11, H21, H31)T , HS = (H11, 0, H31)T , and with QXi ≡ Q(i)X defined in (14a), and
(b) follows from the transitions detailed below:
h
(
Sn1 |Xn1 , Xn3 , H˜n1
)
= h
(
η1 · (Wn1 )|Xn1 , Xn3 , H˜n1
)
(c)
= h
(
η1 · (Wn1 )
)
(d)
= n · h(η1W1)
(e)
= n · h(η1W1|X1G, X3G, H˜1)
= n · h(S1G|X1G, X3G, H˜1),
where step (c) follows since Wn1 is independent of (X
n
1 , X
n
3 , H˜
n
1 ); step (d) follows since W
n
1 has i.i.d. entries,
and step (e) is valid for any joint distribution on (X1G, X3G) independent of W1, and thus, in this step we let
(X1G, X3G) be distributed according to the joint distribution CN (0,QG13), where
QG13 ,
 P1 υ√P1P3
υ∗
√
P1P3 P3
 .
Applying similar steps and identical arguments for R2, we obtain the upper bound:
n(R2 − 2n) ≤ I(Xn2 ;Y n2 , Sn2 |H˜n2 )
= I(Xn2 ;S
n
2 |H˜n2 ) + I(Xn2 ;Y n2 |Sn2 , H˜n2 )
= h(Sn2 |H˜n2 )− h(Sn2 |Xn2 , H˜n2 ) + h(Y n2 |Sn2 , H˜n2 )− h(Y n2 |Xn2 , Sn2 , H˜n2 )
≤ h(Sn2 |H˜n2 )− h(Sn2 |Xn2 , H˜n2 ) + n · h(Y2G|S2G, H˜2)− h(Y n2 |Xn2 , Sn2 , H˜n2 )
= h(Sn2 |H˜n2 )− n ·h(S2G|X2G, H˜2) + n · h(Y2G|S2G, H˜2)− h(Y n2 |Xn2 , Sn2 , H˜n2 ). (16)
Since the maximizing complex Normal distributions in (15) and (16) are identical and equal to (X1G, X2G, X3G)T ∼
CN (0,QG), then (15) and (16) can be combined into a single bound on the sum-rate:
n(R1 +R2 − 1n − 2n) ≤
n ·
(
h(Y1G|S1G, H˜1)− h(S1G|X1G, X3G, H˜1) + h(Y2G|S2G, H˜2)− h(S2G|X2G, H˜2)
)
+
(
h(Sn1 |H˜n1 )− h(Y n1 |Xn1 , Xn3 , Sn1 , H˜n1 ) + h(Sn2 |H˜n2 )− h(Y n2 |Xn2 , Sn2 , H˜n2 )
)
. (17)
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In the following proposition, we identify the maximizing distribution for the first brackets in the right-hand side
of (17):
Proposition 1. The expression in the first brackets in the right-hand side of (17) is maximized with mutually
independent circularly symmetric complex Normal channel inputs distributed according to Xk ∼ CN (0, 1), k ∈
{1, 2, 3}.
Proof. The proof is provided in Appendix G.
Next, we show that the expression in the second brackets in the right-hand side of (17) is also maximized by
mutually independent and i.i.d. in time channel inputs, distributed according to Xk,i ∼ CN (0, 1), k ∈ {1, 2, 3}, i ∈
{1, 2, ..., n}. Assume that there exists a pair of complex scalars υ˜1 and η2 s.t. |υ˜1| ≤ 1 and SNR21|η2|2 ≤
SNR22(1 − |υ˜1|2), and let V n1 be an n-dimensional random vector with i.i.d. elements distributed according to
V1,i ∼ CN (0, 1− |υ˜1|2), i ∈ {1, 2, ..., n}. Additionally, let H(n)hlk be an n× n diagonal matrix s.t.
[
H
(n)
hlk
]
i,i
= hlk,i.
Then
h(Sn2 |H˜n2 )− h(Y n1 |Xn1 , Xn3 , Sn1 , H˜n1 )
= EH˜n1 ,H˜n2
{
h
(
H
(n)
h22
Xn2 + η2W
n
2 |H˜n2 = h˜n2
)− h(H(n)h21Xn2 + Zn1 |Wn1 , H˜n1 = h˜n1 )}
(a)
= EH˜n1 ,H˜n2
{
h
(
H
(n)
h22
Xn2 + η2W
n
2 |H˜n2 = h˜n2
)− h(H(n)h21Xn2 + V n1 |H˜n1 = h˜n1 )}
(b)
≤ EH˜1,H˜2
{
n · h(h22X2G + η2W2|H˜2 = h˜2)− n · h(h21X2G + V1|H˜1 = h˜1)}
(c)
≤ n ·
(
h(H22X2G + η2W2|H˜2)− h(H21X2G + V1|H˜1)
)∣∣∣∣
P1=P2=P3=1
υ=0
, (18)
where (a) follows from Lemma 2; for step (b) we first use [25, Eq. (13)]3 and obtain that since h˜n1 and h˜
n
2 are
given, then we can write
h
(
H
(n)
h22
Xn2 + η2W
n
2 |H˜n2 = h˜n2
)
= h
(
Xn2 +
(
H
(n)
h22
)−1
η2W
n
2
∣∣∣H˜n2 = h˜n2)+ log ((SNR22)n)
h
(
H
(n)
h21
Xn2 + V
n
1 |H˜n1 = h˜n1
)
= h
(
Xn2 +
(
H
(n)
h21
)−1
V n1
∣∣∣H˜n1 = h˜n1)+ log ((SNR21)n).
Next, we note that since the magnitudes of channel coefficients for each link are equal, then the noise vectors(
H
(n)
h22
)−1
η2W
n
2 and
(
H
(n)
h21
)−1
V n1 , each has i.i.d. elements. Step (b) now follows from Lemma 1 which states
that if SNR21|η2|2 ≤ SNR22 · (1 − |υ˜1|2), then, subject to the trace constraint tr
(
cov(Xn2 )
) ≤ ∑ni=1 q2,i ≡ nP2,
we have that h
(
Xn2 +
(
H
(n)
h22
)−1
η2(W2)
n
∣∣∣H˜n2 = h˜n2)−h(Xn2 + (H(n)h21)−1V n1 ∣∣∣H˜n1 = h˜n1) is maximized by Xn2
distributed according to a circularly symmetric complex Normal distribution, with i.i.d. elements, each distributed
according to X2G ∼ CN (0, P2). To prove Step (c) recall that 0 ≤ P1, P2, P3 ≤ 1; Step (c) then follows since(
h(H22X2G + η2W2|H˜2) − h(H21X2G + V1|H˜1)
)
does not depend on (υ, P1, P3) and thus, we can set υ =
0, P1 = P3 = 1. Additionally, if SNR21|η2|2 ≤ SNR22(1− |υ˜1|2), then the derivative of the expression in step (b)
3For a complex random vector X and any complex matrix A it holds that h
(
A ·X) = h(X)+ 2 · log ∣∣det(A)∣∣.
November 17, 2018 DRAFT
16
with respect to P2 is non-negative4, and thus, this expression is a non-decreasing function of P2, from which we
conclude that it is maximized with P2 = 1.
Next, assume that there exists a pair of complex scalars υ˜2 and η1 s.t.
|υ˜2| ≤ 1 (19a)
and
SNR32|η1|2 ≤ SNR31
(
1− |υ˜2|2
)− 2SNR32SNR11, (19b)
and let V n2 be an n-dimensional random vector with i.i.d. elements, each distributed according to V2,i ∼ CN (0, 1−
|υ˜2|2), i ∈ {1, 2, ..., n}. It now follows that
h(Sn1 |H˜n1 )− h(Y n2 |Xn2 , Sn2 , H˜n2 )
(a)
= EH˜n1 ,H˜n2
{
h
(
H
(n)
h11
Xn1 +H
(n)
h31
Xn3 + η1W
n
1 |H˜n1 = h˜n1
)− h(H(n)h32Xn3 + Zn2 |Wn2 , H˜n2 = h˜n2 )}
(b)
= EH˜n1 ,H˜n2
{
h
(
H
(n)
h11
Xn1 +H
(n)
h31
Xn3 + η1W
n
1 |H˜n1 = h˜n1
)− h(H(n)h32Xn3 + V n2 |H˜n2 = h˜n2 )}
(c)
≤ EH˜n1 ,H˜n2
{
h
(
H
(n)
h11
Xn1G¯ +H
(n)
h31
Xn3G¯ + η1W
n
1 |H˜n1 = h˜n1
)− h(H(n)h32Xn3G¯ + V n2 |H˜n2 = h˜n2 )}
(d)
≤ n ·
(
h(H11X1G +H31X3G + η1W1|H˜1)− h(H32X3G + V2|H˜2)
)∣∣∣∣
P1=P2=P3=1
υ=0
. (20)
In the above transitions (a) follows from the fact that the relay receives transmissions only from Tx1, which makes
(Xn1 , X
n
3 ) necessarily independent of X
n
2 , and (b) follows from Lemma 2. For (c) we apply Lemma 6 by first
setting
X2n =
(
(Xn1 )
T , (Xn3 )
T
)T
, V˜H1 =
(
H
(n)
h11
,H
(n)
h31
)
, V˜H2 =
(
O(n),H
(n)
h32
)
, Z˜n1 , η1Wn1 , Z˜n2 , V n2 , (21)
where O(n) is an n×n matrix in which all entries are equal to zero. To determine the matrix S for the application of
Lemma 6 we consider the random vectors (X1,X2,X3) corresponding to the achievable code, and for k ∈ {1, 3},
we let XkR , Re{Xk} and XkI , Im{Xk} be two n × 1 real random vectors, and X¯k , (XTkR,XTkI)T be
an 2n × 1 real random vector, where k ∈ {1, 3}. Lastly, we define the random vectors X¯R ,
(
XT1R,X
T
3R
)T
,
X¯I ,
(
XT1I ,X
T
3I
)T
, and X¯ ,
(
(X¯R)
T , (X¯I)
T
)T
, all corresponding to the achievable code. The matrix S for the
application of Lemma 6 is determined via
S , cov(X¯) =
QRR QRI
QTRI QII
 , QRR = cov(X¯R), QII = cov(X¯I), QRI = cov(X¯R, X¯I).
Lastly we note that V˜H1 · V˜1 = (SNR11 + SNR31) · In and V˜H2 · V˜2 = SNR32 · In, which satisfies the conditions
of Lemma 6. It thus follows that
((
Xn
1G¯
)T
,
(
Xn
3G¯
)T)T
= X2n
G¯
is a 2n × 1 zero mean complex Normal random
4 The derivative is ∂
∂P2
log
(
SNR22P2+|η2|2
SNR21P2+(1−|υ˜2|2)
)
=
SNR21P2+(1−|υ˜2|2)
SNR22P2+|η2|2 ·
SNR22(SNR21P2+(1−|υ˜2|2))−SNR21(SNR22P2+|η2|2)
(SNR21P2+(1−|υ˜2|2))2
=
SNR22(1−|υ˜2|2)−SNR21|η2|2
(SNR22P2+|η2|2)(SNR21P2+(1−|υ˜2|2)) .
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vector whose covariance matrix satisfies cov
(((
Re{X2n
G¯
})T , (Im{X2n
G¯
})T)T)  S. Consequently, we have that
the maximizing (X1G¯, X3G¯), obtained from the optimal X2nG¯ , satisfy for k = 1, 3:
E
{|XkG¯,i|2} ≤ E{|Xk,i|2} = 1 (22a)
tr
{
cov(XnkG¯)
}
= tr
{
cov
(
Re
{
XnkG¯
} )}
+ tr
{
cov
(
Im
{
XnkG¯
} )}
≤ tr{cov(XkR)}+ tr{cov(XkI)}
=
n∑
i=1
qk,i
≤ n, (22b)
where qk,i denotes the variance of complex symbol Xk at time index i ∈ {1, 2, ..., n}, k ∈ {1, 3}, in the achievable
code. Lastly, Step (d) is proved in Appendix H using relationships (22).
Plugging (18) and (20) into the second line of (17), we conclude that if it is possible to choose υ˜1, υ˜2, η1 and
η2 s.t.
SNR32|η1|2 ≤ SNR31
(
1− |υ˜2|2
)− 2SNR32SNR11 (23a)
SNR21|η2|2 ≤ SNR22
(
1− |υ˜1|2
)
, (23b)
then the sum-rate is upper bounded by
n(R1 +R2 − 1n − 2n) ≤
n ·
(
h(Y1G|S1G, H˜1)− h(S1G|X1G, X3G, H˜1) + h(Y2G|S2G, H˜2)− h(S2G|X2G, H˜2)
)
+n ·
(
h(H22X2G + η2W2|H˜2)− h(H21X2G + V1|H˜1)
+h(H11X1G +H31X3G + η1W1|H˜1)− h(H32X3G + V2|H˜2)
)
(a)
= n ·
(
h(Y1G|S1G, H˜1)− h(S1G|X1G, X3G, H˜1) + h(Y2G|S2G, H˜2)− h(S2G|X2G, H˜2)
+h(S2G|H˜2)− h(H11X1G +H21X2G +H31X3G + Z1|X1G, X3G,W1, H˜1) + h(S1G|H˜1)
−h(H22X2G +H32X3G + Z2|X2G,W2, H˜2)
)
= n ·
(
h(Y1G|S1G, H˜1) + I(X1G, X3G;S1G|H˜1) + h(Y2G|S2G, H˜2) + I(X2G;S2G|H˜2)
−h(Y1G|X1G, X3G, S1G, H˜1)− h(Y2G|X2G, S2G, H˜2)
)
= n ·
(
I(X1G, X3G;Y1G, S1G|H˜1) + I(X2G;Y2G, S2G|H˜2)
)
,
s.t. all the expressions are evaluated with circularly symmetric complex Normal channel inputs (X1G, X2G, X3G)T ∼
CN (0,QOptG ) where
QOptG =

1 0 0
0 1 0
0 0 1
 .
November 17, 2018 DRAFT
18
In the above transitions, (a) follows from Lemma 2. It thus follows that for n large enough, the sum-rate capacity
is upper-bounded by:
sup
(R1,R2)∈C(SNR)
(R1 +R2) ≤ I(X1G, X3G;Y1G, S1G|H˜1) + I(X2G;Y2G, S2G|H˜2), (24)
where (X1G, X2G, X3G)T ∼ CN (0,QOptG ). To complete the proof of Theorem 2, note that
I(X1G, X3G;Y1G, S1G|H˜1) = I(X1G, X3G;Y1G|H˜1) + I(X1G, X3G;S1G|Y1G, H˜1)
I(X2G;Y2G, S2G|H˜2) = I(X2G;Y2G|H˜2) + I(X2G;S2G|Y2G, H˜2).
Hence, if we find conditions under which
I(X1G, X3G;S1G|Y1G, H˜1) = 0 (25a)
I(X2G;S2G|Y2G, H˜2) = 0, (25b)
then, when these conditions are satisfied, an upper bound on the sum-rate capacity is given by
sup
(R1,R2)∈C(SNR)
(R1 +R2) ≤ I(X1G, X3G;Y1G|H˜1) + I(X2G;Y2G|H˜2), (26)
where (X1G, X2G, X3G)T ∼ CN (0,QOptG ). To that aim, note that from (25a) we obtain
I(X1G, X3G;S1G|Y1G, H˜1) = 0
⇔ EH˜1
{
I(X1G, X3G;h11X1G + h31X3G + η1W1|h11X1G + h31X3G + h21X2G + Z1, H˜1 = h˜1)
}
= 0.
From Lemma 4 we conclude that this is satisfied if for all values of hlk it holds that
E
{
(η1W1)(h21X2G + Z1)
∗} = E{|h21X2G + Z1|2}
⇔ η1υ˜1 = 1 + SNR21. (27)
Applying the same arguments to (25b), we obtain
I(X2G;S2G|Y2G, H˜2) = 0
⇔ EH˜2
{
I(X2G;h22X2G + η2W2|h22X2G + h32X3G + Z2, H˜2 = h˜2)
}
= 0
(a)⇔ E{(η2W2)(h32X3G + Z2)∗} = E{|h32X3G + Z2|2}
⇔ η2υ˜2 = 1 + SNR32, (28)
where (a) follows again from Lemma 4.
Combining (27) and (28) with (23), we conclude that (26) constitutes an upper-bound on the sum-rate capacity if
it is possible to construct a genie signal with parameters υ˜1, υ˜2, η1 and η2 s.t.
SNR32|η1|2 ≤ SNR31
(
1− |υ˜2|2
)− 2SNR32SNR11
SNR21|η2|2 ≤ SNR22
(
1− |υ˜1|2
)
η1υ˜1 = 1 + SNR21
η2υ˜2 = 1 + SNR32.
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We note that this can be done if
SNR32(1 + SNR21)2 ≤ |υ˜1|2
(
SNR31
(
1− |υ˜2|2
)− 2SNR32SNR11) (29a)
SNR21(1 + SNR32)2 ≤ |υ˜2|2
(
SNR22
(
1− |υ˜1|2
))
. (29b)
In conclusion, if we can find two complex scalars υ˜1 and υ˜2 s.t. 0 ≤ |υ˜1|, |υ˜2| ≤ 1, for which (29) is satisfied, then
an upper-bound on the sum-rate capacity is given by
sup
(R1,R2)∈C(SNR)
(R1 +R2) ≤
{
I(X1G, X3G;Y1G|H˜1) + I(X2G;Y2G|H˜2)
}
, (30)
where XkG ∼ CN (0, 1), k ∈ {1, 2, 3}, mutually independent. The proof of Theorem 2 is completed by identifying
β1 ≡ |υ˜1|2 and β2 ≡ |υ˜2|2.
D. Step 2: An Achievable Rate Region
We next characterize an achievable rate region for the ergodic phase fading Z-ICR. This region is stated in the
following proposition:
Proposition 2. Consider the ergodic phase fading Z-ICR with only Rx-CSI, defined in Section II. Let the channel
inputs be generated i.i.d. in time according to Xk ∼ CN (0, 1), k ∈ {1, 2, 3}, mutually independent. If it holds that
I(X1, X3;Y1|H˜1) ≤ I(X1;Y3|X3, H˜3), (31)
then an achievable rate region for the Z-ICR is given by all the non-negative rate pairs (R1, R2) satisfying
R1 ≤ I(X1, X3;Y1|H˜1) (32a)
R2 ≤ I(X2;Y2|H˜2). (32b)
Proof. The achievability is based on the DF strategy at the relay. Fix the blocklength n and the input distribution
fX1,X2,X3(x1, x2, x3) = fX1(x1) · fX2(x2) · fX3(x3), with Xk ∼ CN (0, 1), k = 1, 2, 3. We employ a transmission
scheme in which B − 1 messages are transmitted using nB channel symbols:
a) Code Construction: For each message mk ∈ Mk, k ∈ {1, 2} select a codeword xk(mk) according to the
p.d.f. fXk
(
xk(mk)
)
=
∏n
i=1 fXk
(
xk,i(mk)
)
. For each m˜1 ∈M1 select a codeword x3(m˜1) according to the p.d.f.
fX3
(
x3(m˜1)
)
=
∏n
i=1 fX3
(
x3,i(m˜1)
)
.
b) Encoding at Block b: At block b, Txk transmits the message mk,b via the codeword xk(mk,b), k ∈ {1, 2}.
Let mˆ1,b−1 denote the decoded message at the relay at block b− 1. At block b, the relay transmits the codeword
x3(mˆ1,b−1). At block b = 1 the relay transmits the codeword x3(1), and at block b = B, Tx1 and Tx2 transmit
the codewords x1(1) and x2(1), respectively.
c) Decoding at the Relay: The decoding process at the relay is similar to the one used in [22, Section VII-D].
For decoding m1,b, the decoder at the relay looks for a unique, m1 ∈M1 that satisfies:(
x1(m1),x3(mˆ1,b−1),y3(b), h˜3(b)
)
∈ A(n) (X1, X3, Y3, H˜3).
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From [22, Eq. (15)] it directly follows that the relay can decode reliably if n is large enough, as long as
R1 ≤ I(X1;Y3, H˜3|X3) (a)= I(X1;Y3|X3, H˜3),
where (a) holds since the channel coefficients are independent of the transmitted symbols.
d) Decoding at Rx1: Rx1 uses a backward block decoding scheme as in [22, Appendix A] while treating the
signal from Tx2 as additive noise (recall that the codebooks are generated independently). Assume the relay has
correctly decoded all the messages {m1,b}B−1b=1 . Assuming that Rx1 has correctly decoded m1,b+1, then, in order
to decode m1,b, Rx1 generates the sets:
E0,b ,
{
mˆ1 ∈M1 :
(
x1(m1,b+1),x3(mˆ1),y1(b+ 1), h˜1(b+ 1)
) ∈ A(n) (X1, X3, Y1, H˜1)}.
E1,b ,
{
mˆ1 ∈M1 :
(
x1(mˆ1),y1(b), h˜1(b)
) ∈ A(n) (X1, Y1, H˜1)}.
Rx1 then decodes m1,b by finding a unique m1 ∈ E0,b ∩ E1,b. Note that since the codewords are independent of
each other, error events associated with E0,b are independent of error events associated with E1,b. Thus, by using
standard joint-typicality arguments [31, Theorem 7.6.1], it follows that decoding can be done reliably by taking n
large enough as long as
R1 ≤ I(X1;Y1, H˜1) + I(X3;Y1, H˜1|X1)
= I(X1, X3;Y1, H˜1)
= I(X1, X3;Y1|H˜1).
e) Decoding at Rx2: Rx2 treats the signal from the relay as additive noise. This can be done since the
codebooks are generated independently. The decoder at Rx2 is therefore the decoder for PtP channels: At block b
the decoder looks for a unique message m2 ∈M2 that satisfies(
x2(m2),y2(b), h˜2(b)
)
∈ A(n) (X2, Y2, H˜2).
It thus follows from [31, Thm. 9.1.1] that Rx2 can reliably decode m2,b if n is large enough, as long as
R2 ≤ I(X2;Y2, H˜2) = I(X2;Y2|H˜2).
Finally, we observe that if (31) is satisfied, i.e., if I(X1, X3;Y1|H˜1) ≤ I(X1;Y3|X3, H˜3), then the decoder at the
relay can reliably decode the signal from Tx1 whenever Rx1 can. Consequently, we conclude that any rate pair
inside the region specified in (32) is achievable.
E. Step 3: The Sum-Rate Capacity in the WI Regime
Note that when the conditions in (10) and (31) hold (corresponding to conditions (8) and (7) in Thm. 1,
respectively), then the upper bound on the sum-rate in (11) coincides with the achievable sum-rate obtained from
(32), where both sum-rate expressions are evaluated with mutually independent channel inputs, distributed according
to Xk ∼ CN (0, 1), k ∈ {1, 2, 3}. This results in a characterization of the sum-rate capacity for the ergodic phase
fading Z-ICR. The proof of Theorem 1 is completed by observing that for mutually independent channel inputs
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distributed according to Xk ∼ CN (0, 1), k ∈ {1, 2, 3}, the mutual information expressions in (11) and (31) are
explicitly written as
I(X1, X3;Y1|H˜1) = log
(
1 +
SNR11 + SNR31
1 + SNR21
)
I(X2;Y2|H˜2) = log
(
1 +
SNR22
1 + SNR32
)
I(X1;Y3|X3, H˜3) = log(1 + SNR13),
from which the explicit expressions (7) and (9) are obtained.
F. Comments
Comment 5. Consider the scenario in which the relay is off, referred to as the Z-IC [21, Theorem 2]. This scenario
can be obtained from the Z-ICR by letting SNR31 = SNR32 = 0. In this case, since decoding at the relay does
not constrain the rates, from Theorem 1 we conclude that if SNR21 ≤ SNR22, then the sum-rate capacity of the
ergodic phase fading Z-IC is given by
sup{
(R1,R2)∈C(SNR),
s.t. SNR31=SNR32=0
}(R1 +R2) = log
(
1 +
SNR11
1 + SNR21
)
+ log
(
1 + SNR22
)
, CPF-Z-ICsum (SNR), (33)
which is similar to the sum-rate capacity expression for the AWGN Z-IC in the WI regime characterized in [21,
Theorem 2] (although in the current work the channel is subject to ergodic phase fading).
Comment 6. An interesting question that arises is whether adding a relay node to the Z-IC increases the sum-rate
in the WI regime, when the interfering signal is treated as noise at each receiver. In Fig. 2 we show that the answer
to this question is positive.
Fig. 2: The sum-rates of Proposition 2 and of (33) for the scenario in which SNR11 = SNR22 = SNR31 , SNRd = 1, and SNR21 =
SNR32 , SNRc.
Fig. 2 depicts the sum-rate of (32) with and without a relay (as discussed in Comment 5, turning off the relay is
achieved by setting SNR31 = SNR32 = 0 in Eqns. (8) and (9)), for Z-ICR scenarios in which condition (31), or
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equivalently (7), is satisfied. We consider a symmetric setting by letting SNR11 = SNR22 = SNR31 = SNRd, and
SNR21 = SNR32 = SNRc. Thus, SNRc and SNRd denote the strengths of the interfering links and of the links
carrying desired information, respectively, and hence, the relative strength of the interference is given as SNRcSNRd
. It
can be seen from the figure that when the interference is sufficiently weak, the relay increases the sum-rate, which
follows as the rate increase for Tx1-Rx1 is greater than the rate decrease for Tx2-Rx2.
At interference levels, SNRcSNRd
, which correspond to the thick lines in each plot, treating the interfering signal as
noise is sum-rate optimal, and the resulting achievable sum-rates from (32) and (33) correspond to the sum-rate
capacities for the Z-ICR and for the Z-IC, respectively. Thus, it is evident from Fig. 2 that in some scenarios,
adding a relay node and employing the communications scheme described in the proof of Proposition 2, strictly
increases the sum-rate capacity of the ergodic phase fading Z-IC in the WI regime, CPF-Z-ICsum (SNR). In particular,
we observe that for the symmetric scenario of Fig. 2, adding a relay strictly increases the sum-rate capacity as long
as SNRcSNRd
< 0 [dB], and for sufficiently weak interference, e.g., SNRcSNRd
< −10 [dB], DF at the relay achieves the
sum-rate capacity of the Z-ICR.
Comment 7. Note that for the set of channel coefficients satisfying (7) and (8), the sum-rate capacity stated in (9) is
an upper bound on the sum-rate capacity of the ergodic phase fading ICR (with both interfering links active) in the
weak interference regime, when the relay node receives transmissions only from Tx1 (as is the case in Theorem 1).
If, in addition, the relay node receives the transmissions of Tx2, then a new coding strategy must be developed for
the WI regime in order to facilitate simultaneous enhancement of the desired signal at both destinations. Finding the
optimal scheme and the corresponding sum-rate capacity is currently an open issue that requires further research.
Comment 8. Fig. 3 shows the region of relay locations in the 2D-plane in which DF at the relay achieves the
sum-rate capacity of the ergodic phase fading Z-ICR in the WI regime. This figure was obtained using a channel
model in which the attenuation
√
SNRij is linked to the distance from node i to node j, dij , via SNRij = 1d4ij .
This attenuation model corresponds to the two-ray propagation model. Note that since the signal from the relay is
Fig. 3: The geographical position of the relay in a 2D-plane where the conditions of Theorem 1 are satisfied.
desired at Rx1 and is treated as noise at Rx2, then for the WI conditions to hold, the relay should be closer to Rx1
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(to strengthen the desired signal at Rx1) and farther away from Rx2 (to decrease the interference at Rx2). However,
the relay should remain relatively close to Tx1 to allow reliable decoding of the messages from Tx1 at the relay.
IV. ASYMPTOTIC SNR ANALYSIS: THE OPTIMAL GDOF IN THE WI REGIME
In this section, we characterize the maximal GDoF of the ergodic phase fading Z-ICR in the WI regime. Since
GDoF analysis characterizes the performance in the asymptotically high SNR regime, i.e., SNRlk → ∞ for all
links, then, in order to analyze the effect of different link conditions, we consider a scenario in which the magnitudes
of the channel coefficients scale differently as a function of the SNR. Letting α, β, γ and λ be four non-negative
real numbers, in this section we consider a model in which
SNR11 = SNR, SNR22 = SNR, (34a)
SNR21 = SNR
α, SNR32 = SNR
λ (34b)
SNR13 = SNR
γ , SNR31 = SNR
β . (34c)
Observe that the direct links scale as SNR, the interfering links from Tx2 to Rx1, and from the relay to Rx2 scale
as SNRα and SNRλ, respectively, and the links on the cooperation path from Tx1 to the relay, and from the relay
to Rx1 scale as SNR
γ and SNRβ , respectively. Let C(SNR) denote the capacity region of the Z-ICR for a given
value of the parameter SNR, and define Csum(SNR) , max(R1,R2)∈C(SNR)
(
R1 +R2
)
. Then, the GDoF is defined
as (see also [18, Def. 1]):
GDoF , lim
SNR→∞
Csum(SNR)
log
(
SNR
) .
In the following theorem, we characterize the maximal GDoF of the ergodic phase fading Z-ICR in the WI regime:
Theorem 3. Consider the ergodic phase fading Z-ICR with only Rx-CSI, defined in Section II. If the interference
is symmetric and weak in the sense of
λ = α ≤ 1
2
, (35a)
and it also holds that
1 + 2α < β ≤ γ + α, (35b)
then the maximal GDoF of the channel is
GDoFmax = 1 + β − 2α, (36)
and it is achieved with mutually independent, zero mean complex Normal channel inputs with positive powers
satisfying 0 < Pk ≤ 1, k ∈ {1, 2, 3}.
Comment 9. In the following we intuitively explain the conditions (35) in Thm. 3. Note that (35a) corresponds
to the weak interference regime in the sense of [4] and [18], namely, that the interfering links are exponentially
weaker than the direct links in the sense that limSNR→∞ SNR
α
SNR = 0. We note that while the results of [4] and
[18] for the symmetric scenario hold as long as the scaling exponent of the interfering links satisfies α ≤ 1, the
GDoF optimality result of Thm. 3 requires λ = α ≤ 12 , i.e., Thm. 3 requires a smaller exponential scaling of
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the interference strength, compared to the minimal exponential scaling of the interference required for WI in [4]
and [18]. It follows that the WI regime for the GDoF result of Thm. 3 corresponds to a subset of the WI regime
applicable for the results of [4] and [18]. Yet, we note that in [4], GDoF optimality of treating interference as noise
was shown to hold only for α ≤ 12 , which is in agreement with our characterization (see [4, Section V-B]). Next,
consider (35b): Observe that (35b) can be written as 1 + α < β − α ≤ γ, which is equivalent to the inequality
SNR1+α < SNR
β
SNRα ≤ SNR
γ . Note that SNR
β
SNRα ≤ SNR
γ implies that the relay reception is good enough such that
the SNR on the incoming link at the relay,
(
i.e., SNRγ
)
is higher than the SNR on the link from the relay to Rx1,
when interference is treated as additive noise at Rx1
(
i.e., SNR
β
SNRα
)
. The inequality SNR1+α < SNR
β
SNRα implies that
interference should be weak enough s.t. the SNR on the link from the relay to Rx1, achieved by treating interference
as additive noise at Rx1
(
i.e., SNR
β
SNRα
)
, will be higher than the SNR of the direct link from Tx1 to Rx1 augmented
by the interference at Rx1, (i.e., SNR
1+α). Hence, the second inequality represents an additional weak interference
condition.
Proof. The proof of Thm. 3 consists of the following steps:
1) We derive an upper bound on the GDoF of the ergodic phase fading Z-ICR by combining two bounds: A
bound derived using a genie, and a bound obtained by following the derivations of the cut-set bound theorem
[31, Thm. 15.10.1].
2) We derive a lower bound on the GDoF by considering the communications scheme used in Section III-D.
3) We derive conditions on the SNR exponents of the channel coefficients under which our lower bound coincides
with the upper bound, thereby, characterizing the maximal GDoF of the ergodic phase fading Z-ICR in the
weak interference regime, subject to these conditions.
In the following subsections, we provide a detailed proof for the above steps. Specifically, Steps 1 is carried out in
Subsection IV-A, Step 2 is carried out in Subsection IV-B, and finally, Step 3 is detailed in Subsection IV-C.
A. An Upper Bound on the Achievable GDoF
An upper bound on the achievable GDoF of the Z-ICR is stated in the following theorem:
Theorem 4. Consider the ergodic phase fading Z-ICR with only Rx-CSI, stated in Section II. If β > 2λ+ 1, then
an upper bound on the achievable GDoF is given by
GDoF+ = min
{
max
{
2, 1 + min{β, γ}},max{α+ λ, β, 1 + β − α− λ}}. (37)
Proof. The upper bound is obtained as a combination of two bounds: The first bound is derived using a genie, and
the second bound is derived by following the derivation of the cut-set theorem [31, Thm. 15.10.1].
1) An Upper Bound Using a Genie: Consider the following genie signals:
S1,i = H32,iX3,i + Z2,i
S2,i = H21,iX2,i + Z1,i,
i ∈ {1, 2, ..., n}. Suppose that a genie provides {S1,i}ni=1 to Rx1 and {S2,i}ni=1 to Rx2, i.e., the genie provides to
Rx2 an interference-free, noisy version of its desired signal as it is received at Rx1, and to Rx1 it provides a noisy
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version of the relay signal component observed at Rx2. Let Mk denote the message transmitted from Txk, and let
Mˆk denote the decoded message at Rxk. Additionally, let P
(n)
e,k denote the probability of error in the estimation of
Mk at Rxk and define nkn , 1 + P (n)e,k nRk, k ∈ {1, 2}. Then, for an achievable rate pair (R1, R2), we obtain:
nR1 = H(M1)
= H(M1)−H(M1|Y n1 , H˜n) +H(M1|Y n1 , H˜n)
(a)
≤ I(M1;Y n1 , H˜n) + n1n
(b)
≤ I(Xn1 ;Y n1 , H˜n) + n1n
= I(Xn1 ; H˜
n) + I(Xn1 ;Y
n
1 |H˜n) + n1n
(c)
= I(Xn1 ;Y
n
1 |H˜n) + n1n
(d)
≤ I(Xn1 ;Y n1 |H˜n) + I(Xn3 ;Y n1 |H˜n, Xn1 ) + I(Xn1 , Xn3 ;Sn1 |H˜n, Y n1 ) + n1n
= I(Xn1 , X
n
3 ;Y
n
1 , S
n
1 |H˜
n
) + n1n
= I(Xn1 , X
n
3 ;S
n
1 |H˜n) + I(Xn1 , Xn3 ;Y n1 |Sn1 , H˜n) + n1n
= h(Sn1 |H˜n)− h(Sn1 |Xn1 , Xn3 , H˜n) + h(Y n1 |Sn1 , H˜n)− h(Y n1 |Xn1 , Xn3 , Sn1 , H˜n) + n1n
(e)
= h(Sn1 |H˜n)− h(Zn2 ) + h(Y n1 |Sn1 , H˜n)− h(Sn2 |H˜n) + n1n, (38)
where (a) follows from Fano’s inequality [31, Thm. 2.10.1], (b) follows from the data processing inequality [31,
Thm. 2.8.1] as M1−Xn1 − (Y n1 , H˜n1 ) forms a Markov chain, (c) follows since channel inputs Xn1 are independent
of the channel coefficients H˜n1 , (d) follows since mutual information is nonnegative, and (e) follows since
h(Y n1 |Xn1 , Xn3 , Sn1 , H˜n) = h(Y n1 |Xn1 , Xn3 , Zn2 , H˜n)
= h
({H21,iX2,i + Z1,i}ni=1|Xn1 , Xn3 , Zn2 , H˜n)
(f)
= h
({H21,iX2,i + Z1,i}ni=1|H˜n)
≡ h(Sn2 |H˜n),
where (f) follows since Xn1 and X
n
3 are independent of X
n
2 , which follows since the message sets at the sources
are mutually independent, and since the relay receives transmissions only from Tx1. Similarly, for R2 we have
nR2 ≤ I(Xn2 ;Y n2 , Sn2 |H˜n) + n2n
= I(Xn2 ;S
n
2 |H˜n) + I(Xn2 ;Y n2 |Sn2 , H˜n) + n2n
= h(Sn2 |H˜n)− h(Sn2 |Xn2 , H˜n) + h(Y n2 |Sn2 , H˜n)− h(Y n2 |Xn2 , Sn2 , H˜n) + n2n
= h(Sn2 |H˜n)− h(Zn1 ) + h(Y n2 |Sn2 , H˜n)− h(Sn1 |H˜n) + n2n. (39)
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Let Rsum = R1 + R2, denote υi ,
E{X1,iX∗3,i}√
P1,iP3,i
, where |υi| ≤ 1, and define θi , arg{h11,ih∗31,iυi}. Then, by
combining (38) and (39) we obtain
n
(
Rsum − 1n − 2n
)
≤ h(Sn1 |H˜n)− h(Zn2 ) + h(Y n1 |Sn1 , H˜n)− h(Sn2 |H˜n) + h(Sn2 |H˜n)− h(Zn1 ) + h(Y n2 |Sn2 , H˜n)− h(Sn1 |H˜n)
= h(Y n1 |Sn1 , H˜n)− h(Zn1 ) + h(Y n2 |Sn2 , H˜n)− h(Zn2 )
=
n∑
i=1
h(Y1,i|Y i−11 , Sn1 , H˜n)− h(Zn1 ) +
n∑
i=1
h(Y2,i|Y i−12 , Sn2 , H˜n)− h(Zn2 )
(a)
≤
n∑
i=1
h(Y1,i|S1,i, H˜i)− h(Zn1 ) +
n∑
i=1
h(Y2,i|S2,i, H˜i)− h(Zn2 )
(b)
=
n∑
i=1
EH˜i
{
h(Y1,i|S1,i, H˜i = h˜i)
}− n · h(Z1) + n∑
i=1
EH˜i
{
h(Y2,i|S2,i, H˜i = h˜i)
}− n · h(Z2)
(c)
≤
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
h(Y1G,i|S1G,i, H˜i = h˜i)
}
− n · h(Z1)
+
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
h(Y2G,i|S2G,i, H˜i = h˜i)
}
− n · h(Z2)
=
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
log
(
2pi · cov(Y1G,i|S1G,i, h˜i)
)}− n∑
i=1
log(2pi)
+
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
log
(
2pi · cov(Y2G,i|S2G,i, h˜i)
)}− n∑
i=1
log(2pi)
(d)
=
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
log
(
var(Y1G,i|h˜i)−
∣∣E{Y1G,iS∗1G,i|h˜i}∣∣2
var(S1G,i|h˜i)
)}
+
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
log
(
var(Y2G,i|h˜i)−
∣∣E{Y2G,iS∗2G,i|h˜i}∣∣2
var(S2G,i|h˜i)
)}
=
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
log
(
1+P2,i|h21,i|2 + P1,i|h11,i|
2+P3,i|h31,i|2+P1,iP3,i|h11,i|2|h32,i|2(1−|υi|2)
1 + P3,i|h32,i|2
+
2|h11,i||h∗31,i|
√
P1,iP3,i|υi| cos(θi)
1 + P3,i|h32,i|2
)}
+
n∑
i=1
EH˜i
{
max
Pk,i≤1,k∈{1,2,3}
log
(
1 + P3,i|h32,i|2 + P2,i|h22,i|
2
1 + P2,i|h21,i|2
)}
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(e)
≤
n∑
i=1
EH˜i
{
max
Pk,i≤1,k∈{1,2,3}
log
(
1+P2,i|h21,i|2+P1,i|h11,i|
2+P3,i|h31,i|2+P1,iP3,i|h11,i|2|h32,i|2
1 + P3,i|h32,i|2
+
2|h11,i||h∗31,i|
√
P1,iP3,i
1 + P3,i|h32,i|2
)}
+
n∑
i=1
EH˜i
{
max
Pk,i≤1,k∈{1,2,3}
log
(
1 + P3,i|h32,i|2 + P2,i|h22,i|
2
1 + P2,i|h21,i|2
)}
(40)
(f)
≤
n∑
i=1
EH˜i
{
log
(
1+|h21,i|2 +
|h11,i|2+|h31,i|2+|h11,i|2|h32,i|2+2|h11,i||h∗31,i|
1 + |h32,i|2
)}
+
n∑
i=1
EH˜i
{
log
(
1 + |h32,i|2 + |h22,i|
2
1 + |h21,i|2
)}
(g)
=
n∑
i=1
log
(
1 + SNR21 +
SNR11 + SNR31 + SNR11SNR32 + 2
√
SNR11SNR31
1 + SNR32
)
+
n∑
i=1
log
(
1 + SNR32 +
SNR22
1 + SNR21
)
= n log
(
1 + SNR21 +
SNR11 + SNR31 + SNR11SNR32 + 2
√
SNR11SNR31
1 + SNR32
)
+n log
(
1 + SNR32 +
SNR22
1 + SNR21
)
,
where step (a) follows since conditioning reduces entropy, (b) follows since Z1,i and Z2,i are i.i.d. in time, (c) follows
from [8, Lemma 2], which states that given the set of channel coefficients at time i, h˜i, then h(Yk,i|Sk,i, H˜i = h˜i) is
maximized with Yk,i and Sk,i, k ∈ {1, 2} distributed according to the zero-mean, circularly symmetric jointly proper
complex Normal distribution with the covariance matrix cov(YkG,i, SkG,i|h˜i) = cov(Yk,i, Sk,i|h˜i), k ∈ {1, 2}. Note
that in this step the maximizing vi, P1,i, P2,i, P3,i, are generally functions of h˜i. Step (d) follows from the direct
application of the expression for the conditional covariance of jointly complex Normal RVs [28, Section. VI, Eq.
(6.5)], (e) follows since 0 ≤ |υi| ≤ 1 and −1 ≤ cos(θi) ≤ 1 and since the logarithm function is a monotonically
increasing function of its argument, (f) follows since both sums of logarithmic functions in (40) are maximized by
P1,i = P2,i = P3,i = 1, i ∈ {1, 2, ..., n}. To see this point we consider each of the sums separately:
1) Begin by considering the first logarithmic term in (40): We now show that the expression
P1,i|h11,i|2+P3,i|h31,i|2+P1,iP3,i|h11,i|2|h32,i|2+ 2|h11,i||h∗31,i|
√
P1,iP3,i
1 + P3,i|h32,i|2 (41)
which appears in the first summation of (40) increases monotonically with respect to both P1,i and P3,i. To
that aim we note that from inspecting the expression (41) it is evident that it increases monotonically with
respect to P1,i, for any P3,i ≥ 0. Next, for any fixed 0 ≤ P1,i ≤ 1, we differentiate (41) with respect to P3,i
and obtain:
∂
∂P3,i
{
P1,i|h11,i|2+P3,i|h31,i|2+P1,iP3,i|h11,i|2|h32,i|2+ 2|h11,i||h∗31,i|
√
P1,iP3,i
1 + P3,i|h32,i|2
}
=
|h31,i|2 + |h11,i||h∗31,i|
√
P1,i√
P3,i
− |h11,i||h∗31,i||h32,i|2
√
P1,i
√
P3,i(
1 + P3,i|h32,i|2
)2 .
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From this expression, we note that as 0 ≤ P1,i, P3,i ≤ 1, then the above derivative is positive if |h31,i|2 >
|h11,i||h∗31,i||h32,i|2, or equivalently, if SNR31 > SNR32
√
SNR11SNR31, which is satisfied if β > 2λ + 1.
We conclude that (41) increases monotonically with respect to 0 ≤ P1,i, P3,i ≤ 1. This conclusion, combined
with the facts that the expression in the logarithm in the first summation in (40) is monotone increasing in
P2,i, and that the logarithm function itself is monotone increasing, leads to the conclusion that if β > 2λ+ 1,
then the first logarithmic expression in (40) monotonically increases with respect to P1,i, P2,i and P3,i, hence
it is maximized by setting P1,i = P2,i = P3,i = 1.
2) Now consider the second term in (40): The function a1x1+b1x monotonically increases with respect to x as long
as a1, b1 > 0 and thus, letting a1 = |h22,i|2 and b1 = |h21,i|2, we conclude that P2,i|h22,i|
2
1+P2,i|h21,i|2 increases with
respect to P2,i. It also immediately follows that
log
(
1 + P3,i|h32,i|2 + P2,i|h22,i|
2
1 + P2,i|h21,i|2
)∣∣∣∣
P2,i=1
= log
(
1 + P3,i|h32,i|2 + |h22,i|
2
1 + |h21,i|2
)
is maximized by P3,i = 1.
We conclude that if β > 2λ + 1 then (40) is maximized when all nodes transmit at their maximum available
power: P1,i = P2,i = P3,i = 1, i ∈ {1, 2, ..., n}. Finally, step (g) follows since in the ergodic phase fading model,
the magnitudes of the channel coefficients are constants and do not depend on the time index, and therefore the
expectation can be omitted. Observe that as (R1, R2) is achievable, then for k ∈ {1, 2}, P (n)e,k → 0 as n→∞, and
hence, kn → 0 as n→∞. We therefore conclude that the sum-rate is asymptotically bounded by
Rsum ≤ log
(
1 + SNR21 +
SNR11 + SNR31 + SNR11SNR32 + 2
√
SNR11SNR31
1 + SNR32
)
+ log
(
1 + SNR32 +
SNR22
1 + SNR21
)
(a).
= log
(
SNRmax{α,1,β−λ}
)
+ log
(
SNRmax{λ,1−α}
)
,
where (a) follows since max{1, β} ≥ 1+β2 . We note that if β > 2λ + 1, then β − λ > 1 + λ ≥ 1, hence,
max{α, 1, β − λ} = max{α, β − λ}, and
max{α, β − λ}+ max{λ, 1− α} = max{α+ λ, β, 1, 1 + β − α− λ}.
Therefore, if β > 2λ+ 1 then the genie-aided GDoF upper bound is given by
GDoF+1 = max{α+ λ, β, 1 + β − α− λ}. (42)
2) An Upper Bound Based on the Cut-Set Theorem: We derive three rate bounds following along the lines of
the proof of the cut-set theorem [31, Thm. 15.10.1]. First, we derive an upper bounds on R1 by considering the
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cut S = {Tx1,Relay,Rx2},Sc = {Tx2,Rx1}, i.e., allowing full cooperation between Tx1 and the Relay. For this
cut we obtain
nR1 = H(M1)
(a)
≤ I(M1;Y n1 , H˜n|M2) + n1n
=
n∑
i=1
[
h(Y1,i, H˜i|Y i−11 , H˜i−1,M2)− h(Y1,i, H˜i|Y i−11 , H˜i−1,M1,M2)
]
+ n1n
=
n∑
i=1
[
h(H˜i|Y i−11 , H˜i−1,M2) + h(Y1,i|Y i−11 , H˜i,M2)
−h(H˜i|Y i−11 , H˜i−1,M1,M2)− h(Y1,i|Y i−11 , H˜i,M1,M2)
]
+ n1n
(b)
=
n∑
i=1
[
h(H˜i) + h(Y1,i|Y i−11 , H˜i,M2)
−h(H˜i)− h(Y1,i|Y i−11 , H˜i,M1,M2)
]
+ n1n
(c)
≤
n∑
i=1
[
h(Y1,i|Y i−11 , H˜i,M2, X2,i)− h(Y1,i|Y i−11 , H˜i,M1,M2, X1,i, X2,i, X3,i)
]
+ n1n
(d)
≤
n∑
i=1
[
h(Y1,i|X2,i, H˜i)− h(Y1,i|X1,i, X2,i, X3,i, H˜i)
]
+ n1n
=
n∑
i=1
I(X1,i, X3,i;Y1,i|X2,i, H˜i) + n1n
=
n∑
i=1
EH˜i
{
I(X1,i, X3,i;Y1,i|X2,i, H˜i = h˜i)
}
+ n1n
(e)
≤
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
I(X1G,i, X3G,i;Y1G,i|X2G,i, H˜i = h˜i)
}
+ n1n
(f)
≤
n∑
i=1
EH˜i
{
log
(
1 + |h11,i|2 + |h31,i|2
)}
+ n1n
=
n∑
i=1
log
(
1 + SNR11 + SNR31
)
+ n1n
= n · log
(
1 + SNR11 + SNR31
)
+ n1n, (43)
where (a) follows from Fano’s inequality [31, Thm. 2.10.1] and since the messages from Tx1 and Tx2 are drawn
independently, (b) follows since channel coefficients are i.i.d. in time and are independent of the channel inputs, of
the noise, and of the messages sent by the sources, (c) follows since X2,i is a deterministic function of M2 and
since adding conditioning decreases the differential entropy, (d) follows since adding conditioning can only decrease
entropy, and since the channel outputs at time i depend only on the channel inputs and the channel coefficients at
time i. To prove step (e) first note that
h(Y1,i|X2,i, H˜i)− h(Y1,i|X1,i, X2,i, X3,i, H˜i) = h(Y1,i|X2,i, H˜i)− h(Z1,i).
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Step (e) then follows from [8, Lemma 2] which states that the conditional entropy is maximized by jointly circularly
symmetric complex normal channel inputs with covariance matrix cov(X2,i, Y1,i). Note that we can write
(X2,i, Y1,i) =
 0 1 0 0
H11,i H21,i H31,i 1


X1,i
X2,i
X3,i
Z1,i
 .
As the pair (X2,i, Y1,i) is a linear transformation of a random vector, and as in addition, (X2,i, Y1,i) is dis-
tributed according to a zero mean, jointly complex Gaussian distribution, we conclude that the joint distribution of
(X2G,i, Y1G,i) with the covariance matrix cov(X2,i, Y1,i) is obtained by letting (X1,i, X2,i, X3,i, Z1,i) be a jointly
complex Gaussian random vector, which, in turn is obtained when (X1,i, X2,i, X3,i) is a jointly complex Normal
vector with covariance matrix cov(X1,i, X2,i, X3,i). Finally, step (f) follows from [8, Eqn. (A.10)].
Next, by using the cut S = {Tx1,Rx2},Sc = {Relay,Tx2,Rx1}, i.e., by allowing full cooperation between Rx1
and the relay, we obtain an additional upper bound on R1. This bound is expressed as:
nR1 = H(M1)
≤ I(M1;Y n1 , H˜
n|M2) + n1n
≤ I(M1;Y n1 , Y n3 , H˜
n|M2) + n1n
=
n∑
i=1
[
h(Y1,i, Y3,i, H˜i|Y i−11 , Y i−13 , H˜
i−1
,M2)− h(Y1,i, Y3,i, H˜i|Y i−11 , Y i−13 , H˜
i−1
,M1,M2)
]
+ n1n
=
n∑
i=1
[
h(H˜i|Y i−11 , Y i−13 , H˜
i−1
,M2) + h(Y1,i, Y3,i|Y i−11 , Y i−13 , H˜
i
,M2)
−h(H˜i|Y i−11 , Y i−13 , H˜
i−1
,M1,M2)− h(Y1,i, Y3,i|Y i−11 , Y i−13 , H˜
i
,M1,M2)
]
+ n1n
(a)
≤
n∑
i=1
[
h(Y1,i, Y3,i|Y i−11 , Y i−13 , H˜
i
,M2, X2,i, X3,i)
−h(Y1,i, Y3,i|Y i−11 , Y i−13 , H˜
i
,M1,M2, X1,i, X2,i, X3,i)
]
+ n1n
≤
n∑
i=1
[
h(Y1,i, Y3,i|X2,i, X3,i, H˜i)− h(Y1,i, Y3,i|X1,i, X2,i, X3,i, H˜i)
]
+ n1n
=
n∑
i=1
I(X1,i;Y1,i, Y3,i|X2,i, X3,i, H˜i) + n1n
=
n∑
i=1
EH˜i
{
I(X1,i;Y1,i, Y3,i|X2,i, X3,i, H˜i = h˜i)
}
+ n1n
≤
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
I(X1G,i;Y1G,i, Y3G,i|X2G,i, X3G,i, H˜i = h˜i)
}
+ n1n
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(b)
≤
n∑
i=1
EH˜i
{
log
(
1 + |h11,i|2 + |h13,i|2
)}
+ n1n
=
n∑
i=1
log
(
1 + SNR11 + SNR13
)
+ n1n
= n · log
(
1 + SNR11 + SNR13
)
+ n1n, (44)
where (a) follows since M2 deterministically determines Xn2 , (Y
i−1
3 , H˜
i−1
3 ) deterministically determine X3,i and
since conditioning reduces entropy, and (b) follows from [8, Eqn. (A.5)].
Lastly, we use the cut S = {Tx2,Rx1}, Sc = {Relay,Tx1,Rx2} to obtain an upper bound on R2:
nR2 = H(M2)
≤ I(M2;Y n2 , H˜
n|M1) + n2n
≤ I(M2;Y n2 , Y n3 , H˜
n|M1) + n2n
=
n∑
i=1
[
h(Y2,i, Y3,i, H˜i|Y i−12 , Y i−13 , H˜
i−1
,M1)− h(Y2,i, Y3,i, H˜i|Y i−12 , Y i−13 , H˜
i−1
,M1,M2)
]
+ n2n
=
n∑
i=1
[
h(H˜i|Y i−12 , Y i−13 , H˜
i−1
,M1) + h(Y2,i, Y3,i|Y i−12 , Y i−13 , H˜
i
,M1)
−h(H˜i|Y i−12 , Y i−13 , H˜
i−1
,M1,M2)− h(Y2,i, Y3,i|Y i−12 , Y i−13 , H˜
i
,M1,M2)
]
+ n2n
≤
n∑
i=1
[
h(Y2,i, Y3,i|Y i−12 , Y i−13 H˜
i
,M1, X1,i, X3,i)
−h(Y2,i, Y3,i|Y i−12 , Y i−13 , H˜
i
,M1,M2, X1,i, X2,i, X3,i)
]
+ n2n
≤
n∑
i=1
[
h(Y2,i, Y3,i|X1,i, X3,i, H˜i)− h(Y2,i, Y3,i|X1,i, X2,i, X3,i, H˜i)
]
+ n2n
=
n∑
i=1
I(X2,i;Y2,i, Y3,i|X1,i, X3,i, H˜i) + n2n
=
n∑
i=1
[
I(X2,i;Y3,i|X1,i, X3,i, H˜i) + I(X2,i;Y2,i|X1,i, X3,i, Y3,i, H˜i)
]
+ n2n
(a)
=
n∑
i=1
I(X2,i;Y2,i|X1,i, X3,i, Y3,i, H˜i) + n2n
=
n∑
i=1
I(X2,i;Y2,i|X1,i, X3,i, Z3,i, H˜i) + n2n
(b)
=
n∑
i=1
I(X2,i;Y2,i|X3,i, H˜i) + n2n
=
n∑
i=1
EH˜i
{
I(X2,i;Y2,i|X3,i, H˜i = h˜i)
}
+ n2n
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≤
n∑
i=1
EH˜i
{
max
0≤|υi|≤1
Pk,i≤1,k∈{1,2,3}
I(X2G,i;Y2G,i|X3G,i, H˜i = h˜i)
}
+ n2n
=
n∑
i=1
EH˜i
{
log
(
1 + |h22,i|2
)}
+ n2n
=
n∑
i=1
log
(
1 + SNR22
)
+ n2n
= n · log
(
1 + SNR22
)
+ n2n, (45)
where (a) follows since the signal X2,i is independent of (X1,i, X3,i, Z3,i, H˜i), and thus
I(X2,i;Y3,i|X1,i, X3,i, H˜i) = I(X2,i;Z3,i|X1,i, X3,i, H˜i) = 0,
and (b) follows since Y2,i is a function of only X2,i, X3,i, H22,i, H32,i, and Z2,i, and thus, given X3,i, Y2,i is
independent of (X1,i, Z3,i). Since, for n → ∞ we have kn → 0, k ∈ {1, 2}, then by combining (43)-(45) we
obtain
Rsum ≤ min
{
log
(
1 + SNR11 + SNR31
)
, log
(
1 + SNR11 + SNR13
)}
+ log
(
1 + SNR22
)
= min
{
log
(
1 + SNR+ SNRβ
)
, log
(
1 + SNR+ SNRγ
)}
+ log
(
1 + SNR
)
.
= min
{
log
(
SNRmax{1,β}
)
, log
(
SNRmax{1,γ}
)}
+ log
(
SNR
)
.
Thus, the cut-set based GDoF upper bound is given by:
GDoF+2 = 1 + min
{
max{1, β},max{1, γ}} = max{2, 1 + min{β, γ}}. (46)
Note that (46) holds for any relationship between α, β, γ and λ. We conclude that an upper bound on the GDoF
of the Z-ICR is given by the minimum of (42) and (46), which coincides with (37).
B. A Lower Bound on the Achievable GDoF
A lower bound on the achievable GDoF of the ergodic phase fading Z-ICR is stated in the following proposition:
Proposition 3. Consider the ergodic phase fading Z-ICR defined in Section II. The GDoF of this channel is lower
bounded by
GDoF− = min
{
γ,max
{
(1− α)+, (β − α)+}}+ (1− λ)+. (47)
Proof. We use a communications scheme similar to the communications scheme of Section III-D: The transmitters
use mutually independent codebooks generated according to the i.i.d. (in time) complex Normal distributions:
Xk,i ∼ CN (0, Pk), k ∈ {1, 2, 3}, i ∈ {1, 2, ..., n}, 0 < Pk ≤ 1, k ∈ {1, 2, 3}. Encoding is based on the DF scheme
at the relay, and for decoding we use a backward decoding scheme at Rx1, and a PtP decoding rule at Rx2, where
both receivers treat the additive interference as noise. Repeating the analysis in the proof of Prop. 2 it follows that
this coding scheme results in the following achievable rate region for the Z-ICR:
R1 ≤ min
{
I(X1, X3;Y1|H˜1), I(X1;Y3|X3, H˜3)
}
(48a)
R2 ≤ I(X2;Y2|H˜2). (48b)
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Explicitly evaluating the mutual information expressions in (48) for the Gaussian p.d.f. on (X1, X2, X3) specified
above, we arrive at
I(X1, X3;Y1|H˜1) = EH˜1
{
I(X1, X3;Y1|H˜1 = h˜1)
}
= EH˜1
{
log
(
1 +
P1|h11|2 + P3|h31|2
1 + P2|h21|2
)}
= log
(
1 +
P1SNR+ P3SNR
β
1 + P2SNR
α
)
.
= log
(
SNRmax{(1−α)
+,(β−α)+}
)
, (49)
I(X1;Y3|X3, H˜3) = EH˜3
{
I(X1;Y3|X3, H˜3 = h˜3)
}
= EH˜3
{
log(1 + P1|h13|2)
}
= log
(
1 + P1 · SNRγ
)
.
= log
(
SNRγ
)
(50)
I(X2;Y2|H˜2) = EH˜2
{
I(X2;Y2|H˜2 = h˜2)
}
= EH˜2
{
log
(
1 +
P2|h22|2
1 + P3|h32|2
)}
= log
(
1 +
P2 · SNR
1 + P3 · SNRλ
)
.
= log
(
SNR(1−λ)
+
)
. (51)
Combining (49)-(51), we obtain the achievable GDoF stated in (47).
C. The Optimality of Treating Interference as Noise
In this section, we derive conditions on the SNR exponents of the channel coefficients under which the lower
bound in (47) coincides with the upper bound in (37), thereby characterizing the maximal GDoF for the ergodic
phase fading Z-ICR in the WI regime. Consider (47) and note that if α ≤ 12 and 1 + 2α < β ≤ γ + α, then it
follows that γ ≥ 1, β ≥ 1, max{(1 − α)+, (β − α)+} = β − α, and min{γ, β − α} = β − α. If it additionally
holds that λ = α then (47) results in GDoF− = 1 + β − 2α.
Next, consider (37) and note that if λ = α, 1 + 2α < β, and α ≤ 12 , then
max{α+ λ, β, 1 + β − α− λ} = max{2α, β, 1 + β − 2α} = max{β, 1 + β − 2α} = 1 + β − 2α
and thus, (37) specializes to
GDoF+ = min
{
max
{
2, 1 + min{β, γ}}, 1 + β − 2α}.
Next, from (35b) we conclude that γ ≥ 1 and β > 1 + 2α ≥ 1, and hence, max{2, 1 + min{β, γ}} =
1+min{β, γ}. Lastly, the condition β ≤ γ+α implies that β ≤ min{β, γ}+2α, i.e., 1+β−2α ≤ 1+min{β, γ},
and thus, it follows that GDoF+ = 1 + β − 2α. We conclude that if (35) is satisfied, then (37) coincides with (47)
and both are equal to 1 + β − 2α, thereby characterizing the maximal GDoF for the ergodic phase fading Z-ICR
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(a) β = γ = 2 (b) β = γ = 1.2
Fig. 4: The upper bound on the GDoF of (37), and the achievable GDoF of (47) for the phase fading Z-ICR, together with the
GDoF upper bound for the Z-IC given in (52)
subject to (35). The maximizing input distribution follows directly from the input distribution used in the proof of
the lower bound in Prop. 3, namely Xk ∼ CN (0, Pk), 0 < Pk ≤ 1, k ∈ {1, 2, 3}.
D. Discussion
Comment 10. Consider the ergodic phase fading Z-IC: An upper bound on the achievable sum-rate for this channel
is obtained by applying cut-set theorem [31, Thm. 15.10.1]:
RPF-Z-ICsum (SNR) ≤ max{
f(x1)f(x2):
E
{
|Xk|2
}
≤1, k∈{1,2}
}
{
I(X1;Y1|X2, H˜)+I(X2;Y2|H˜)
}
.
= log(SNR) + log(SNR). (52)
It follows that the GDoF for this channel is upper bounded by 2. Comparing the GDoF upper bound of the
phase fading Z-IC with the lower bound on the GDoF of the phase fading Z-ICR stated in (47), we note that if
1 ≤ β ≤ γ + α, then for the ergodic phase fading Z-ICR we have GDoF−Z-ICR = (β − α)+ + (1 − λ)+. Hence,
when 2 < (β − α)+ + (1− λ)+ the relay node strictly increases the GDoF of the ergodic phase fading Z-IC even
in scenarios in which the relay receives transmissions only from one of the transmitters, and the interference is
treated as noise at both destinations. In Fig. 4, the GDoF upper bound and the GDoF lower bound for the Z-ICR,
as well as the upper bound on the GDoF of the Z-IC, are plotted vs. α for two sets of (β, γ): β = γ = 2 and
β = γ = 1.2, subject to ergodic phase fading. Observe that the GDoF for the Z-ICR is strictly greater than that of
the Z-IC for β = γ = 2, when α < 0.5 and for β = γ = 1.2, when α < 0.1. Fig. 4 also clearly demonstrates the
GDoF optimality of treating interference as noise in the WI regime.
Comment 11. Note that from Theorems 1 and 3 we conclude that mutually independent channel inputs achieve
both the sum-rate capacity and the maximal GDoF of the ergodic phase fading Z-ICR in the weak interference
regime. Hence, using the communications scheme described in Section III-D, there is no need for coordinating the
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codebooks of Tx1 and of the relay to achieve optimality in both perspectives (capacity and GDoF). This observation
suggests that when adding a relay to the interference network considered in this manuscript, the transmission scheme
at the sources should remain unchanged, and that only the receivers should be modified to take advantage of the
relay transmissions when decoding the messages from the sources, in order to improve performance. This conclusion
substantially simplifies adding relay nodes to existing wireless communications networks, and provides a strong
support for user cooperation for interference management in the weak interference regime.
Comment 12. From the derivation of the achievable GDoF in Section IV, it directly follows that the maximal
GDoF of the ergodic phase fading Z-ICR can be achieved with channel inputs generated according to mutually
independent i.i.d Gaussians with any arbitrary non-zero power, and it is not necessary to use the maximal power
Pk = 1, k = 1, 2, 3, for generating the channel inputs. Note, however, that the technical derivation of the GDoF
upper bound does require Pk = 1, k = 1, 2, 3, because we first upper bound the rate at any SNR and then take
SNR→∞. Yet, the achievability scheme can obtain the maximal GDoF when the nodes transmit with any finite
positive powers, as long as the conditions of Thm. 3 are satisfied.
V. CONCLUSIONS
In this paper, we studied the two major performance measures of the ergodic phase fading Z-ICR: The sum-
rate capacity and the GDoF. We focused on scenarios in which the interference is weak and the relay receives
transmissions only from Tx1. We first characterized the sum-rate capacity of the ergodic phase fading Z-ICR in
the WI regime. This is the first capacity result for the Z-ICR in the WI regime in which the relay power is finite.
Next, we explained why GDoF analysis is relevant for this channel model although the fading process is ergodic,
and then characterized the maximal GDoF for this channel in the weak interference regime. To the best of our
knowledge, this is the first time that GDoF analysis is carried out for a fading scenario. For both performance
measures, optimal performance was achieved by treating the interfering signal as additive noise at the destination
receivers, in combination with using the DF strategy at the relay.
Our results show that adding a relay to the Z-IC enhances both its sum-capacity and GDoF compared to
communications without a relay. Combined with our previous results on fading ICRs in the SI regime [8], [14],
and [9], we conclude that there is a very strong motivation for employing relay nodes for interference management
in both the WI regime as well as in the strong interference regime. Additionally, the fact that the optimal channel
inputs are mutually independent both in the strong interference regime and in the weak interference regime, further
motivates incorporating relay nodes into existing wireless networks. The results in this paper constitute a starting
point for studying the combination of cooperation and interference in the WI regime.
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APPENDIX A
PROOF OF LEMMA 1
The proof is based on [24, Theorem 1] and [5, Corollary 2]. Note that since Z1 and Z2 are circularly symmetric
complex Normal random vectors, then they can be written as Z˜k , (ZTkR,ZTkI)T , k = 1, 2, where ZkR and ZkI are
two mutually independent i.i.d., n-dimensional real Gaussian random vectors which represent the real and imaginary
parts of Zk, respectively. It follows that the noise vectors Z˜1 and Z˜2 are two 2n-dimensional Gaussian random
vectors with i.i.d. entries. Similarly, consider X˜ , (XTR,XTI )T where XR and XI are the real and imaginary parts
of X, respectively. Using these new definitions, we obtain
h(X+ Z1)− h(X+ Z2) = h(XR + Z1R,XI + Z1I)− h(XR + Z2R,XI + Z2I)
= h(X˜+ Z˜1)− h(X˜+ Z˜2).
It follows that the maximization problem in (2) can be rewritten in the following equivalent form:
max
f(x˜)
h(X˜+ Z˜1)− h(X˜+ Z˜2) (A.1)
subject to tr
(
cov(X˜)
) ≤ nP,
where we note that the constraint in the new maximization problem is due to the fact that tr
(
cov(X)
)
= tr
(
cov(X˜)
)
.
Next, note that in [5, Section III] it is stated that a Gaussian random vector is the optimal solution to (A.1) (see
the discussion beneath Eq. (26) in [5]). Additionally, note that from [8, Lemma. 1] it follows that for a random
vector X, the zero-mean, random vector Xzm , X − E{X} has the same entropy as X. Thus, from these two
observations, we obtain that a zero-mean complex Normal random vector is the optimal solution to the original
maximization problem in (2). Finally, note that in [5, Corollary 2], it is further stated that the optimal solution to
(A.1) should have a diagonal covariance matrix of the form P˜ I for some positive real scalar P˜ . I.e., the optimal
solution for the maximization problem in (2) should be further circularly symmetric. Finally, setting µ = 1 in [5,
Corollary 2], we have that if γ1 ≤ γ2, then, since we consider the trace constraint of the form tr
(
cov(X˜)
) ≤ nP ,
we obtain P˜ = 12nnP . Hence, we conclude that the optimal solution to (2) for the scenario where γ1 ≤ γ2 is
XOptG ∼ CN
(
0, P · In
)
. This completes the proof of Lemma 1. 
APPENDIX B
PROOF OF LEMMA 2
We follow the same steps as in the proof of [5, Lemma 3] using circularly symmetric complex Normal RVs
instead of real-valued Normal RVs. Consider a complex RV V ′ that has the same marginal distribution as V but is
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independent of (Z,W ) and X . Then, we obtain
h(Xn + Zn|Wn) =
∫
Cn
fWn(w
n)h(Xn + Zn|Wn = wn)dwn
(a)
=
∫
Cn
fWn(w
n)h(Xn + V ′n +
υ˜12
σ22
Wn|Wn = wn)dwn
=
∫
Cn
fWn(w
n)h(Xn + V ′n|Wn = wn)dwn
= h(Xn + V ′n)
= h(Xn + V n),
where (a) follows from the fact that (V ′n + υ˜12
σ22
Wn,Wn) has the same joint distribution as (Zn,Wn). This can
be shown using the fact that V ′ is independent of W , and thus, for k ∈ {1, 2, ..., n} it follows that
E
{∣∣∣V ′k + υ˜12σ22 Wk
∣∣∣2} = E{|V ′k|2}+ E{∣∣∣ υ˜12σ22 Wk
∣∣∣2} = (σ21 − |υ˜12|2σ22
)
+
|υ˜12|2
σ22
= σ21
E
{(
V ′k +
υ˜12
σ22
Wk
)
·W ∗k
}
= υ˜12.
As Zn,Wn and V ′n have i.i.d. elements, then (V ′n + υ˜12
σ22
Wn,Wn) has the same mean and the same covariance
matrix as (Zn,Wn). Since Zn, Wn, and V ′n are all complex Normal RVs, then the fact the first and the second
moments are identical implies that (V ′n+ υ˜12
σ22
Wn,Wn) has the same joint distribution as (Zn,Wn). This completes
the proof. 
APPENDIX C
PROOF OF LEMMA 3
We follow similar steps as in the proof of [6, Lemma 1], the only difference being that we use circularly symmetric
complex Normal RVs instead of real-valued Normal RVs. Let Q be a time sharing random variable taking values
from 1 to n with equal probability. Let XG ∼ CN (0, 1n
∑n
i=1QXi), and let YG and SG be the corresponding Y
and S. Then
h(Yn|Sn,Hn) =
n∑
i=1
h(Yi|Yi−1,Sn,Hn)
(a)
≤
n∑
i=1
h(Yi|Si,Hi)
= n · h(YQ|SQ,HQ, Q)
(b)
≤ n · h(YQ|SQ,HQ)
= n · EHQ
{
h(YQ|SQ,hQ)
}
(c)
= n · EH
{
h(YQ|SQ,h)
}
(d)
≤ n · EH
{
h(YG|SG,h)
}
= n · h(YG|SG,H),
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where steps (a) and (b) follow since conditioning reduces entropy, (c) follows since the distribution of HQ does
not depends on Q. To prove step (d) note that from [8, Lemma. 1] it follows that for a random vector X, the
zero-mean, random vector Xzm , X − E{X} has the same entropy as X, and hence, since h(YQ|SQ,h) =
h(YQ,SQ|h)− h(SQ|h), then
h(YQ|SQ,h) = h(YQ − E{YQ}|SQ − E{SQ},h).
Thus, we can consider only zero mean RVs to further upper bound h(YQ|SQ,h) from step (c). Step (d) then
follows from [8, Lemma 2]. 
APPENDIX D
PROOF OF LEMMA 4
The proof is based on the proof of [6, Lemma 8]. Recall that a circularly symmetric, complex Normal random
vector can be represented as a random vector with double the length, whose components are real, jointly Gaussian
RVs. It follows that, as [6, Lemma 7] is stated for real Gaussian random vectors,5 it holds also for circularly
symmetric complex Normal random vectors. Letting X , (X1, X2)T then from [6, Lemma 7] we obtain the
following equivalence for (X, Y1, Y2):
I(X;Y1|Y2) = 0⇔ E{Y1|X, Y2} = E{Y1|Y2}. (D.1)
The MMSE estimate of Y1 based on (X, Y2)is given by
E{Y1|X, Y2} = E{Y1|X, Z2}
= c1 ·X1 + c2 ·X2 + E{Z1|Z2}
(a)
= c1 ·X1 + c2 ·X2 + E{Z1Z
∗
2}
E{|Z2|2} Z2
=
E{Z1Z∗2}
E{|Z2|2} Y2 +
(
1− E{Z1Z
∗
2}
E{|Z2|2}
)
(c1 ·X1 + c2 ·X2). (D.2)
Here (a) follows from [30, Theorem 23.7.4] which states that for zero-mean, jointly Normal real random vectors
Q1 and Q2, the conditional expectation of Q1 given Q2 can be obtained as E{Q1|Q2} = E{Q1Q
T
2 }
E{Q2QT2 }
Q2. Then, the
formula E{Z1|Z2} = E{Z1Z
∗
2 }
E{|Z2|2}Z2 is obtained by letting Qk = (Re{Zk}, Im{Zk})T and noting that joint circular
symmetry of (Z1, Z2) implies that E{Re{Z1}Im{Z2}} = −E{Im{Z1}Re{Z2}} and E{Re{Z1}Re{Z2}} =
E{Im{Z1}Im{Z2}}. Computing E{Y1|Y2} explicitly we obtain
E{Y1|Y2} = E{Y1Y
∗
2 }
E{|Y2|2} Y2 =
E{(c1 ·X1 + c2 ·X2)(c1 ·X1 + c2 ·X2)∗}+ E{Z1Z∗2}
E{(c1 ·X1 + c2 ·X2)(c1 ·X1 + c2 ·X2)∗}+ E{|Z2|2} Y2. (D.3)
Comparing (D.5) and (D.6) we conclude that E{Y1|X, Y2} = E{Y1|Y2}, iff E{Z1Z∗2} = E{|Z2|2}. Hence, from
(D.1) we obtain that I(X;Y1|Y2) = 0 iff E{Z1Z∗2} = E{|Z2|2}. 
5[6, Lemma 7] states that for the real Gaussian random vectorsX,Y, and S, the following three statements are equivalent: (1) I(X;S|Y) = 0,
(2) X−Y− S form a Markov chain, and (3) Sˆ(X,Y), the MMSE estimate of S given (X,Y), is equal to Sˆ(Y) the MMSE estimate of S
given Y.
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The lemma also can be proved by explicitly using the real vector representation of complex Normal vectors
as follows: Let YkR = Re{Yk}, YkI = Im{Yk}, ZkR = Re{Zk}, ZkI = Im{Zk}, D = c1 · X1 + c2 · X2,
DR = Re{D}, and DI = Im{D}. Additionally, denote Y¯k = (YkR, YkI)T , Z¯k = (ZkR, ZkI)T , k = 1, 2,
D¯ = (DR, DI)
T , and D =
 D2R DRDI
DIDR D
2
I
. Finally, define XR = Re{X}, XI = Im{X}, X¯ = (XTR,XTI )T ,
and Z = 1var(Z2)
 2E {Z1RZ2R} 2E {Z1RZ2I}
−2E {Z1RZ2I} 2E {Z1RZ2R}
. Lastly, note that since Z1 and Z2 are jointly circularly
symmetric complex Normal, then by definition,
E
{(
Z1R + jZ1I
)(
Z2R + jZ2I
)}
= E
{(
Z1RZ2R − Z1IZ2I
)
+ j
(
Z1IZ2R + Z1RZ2I
)}
= 0,
hence,
E
{
Z1RZ2R
}
= E
{
Z1IZ2I
}
, and E
{
Z1IZ2R
}
= −E
{
Z1RZ2I
}
= 0. (D.4)
With these definitions, for the MMSE estimate of Y1 based on (X, Y2) we write
E{Y1|X, Y2} = E{Y¯1|X¯, Y¯2}
= E{Y¯1|X¯, Z¯2}
(a)
= D¯ + E{Z¯1|Z¯2}
= D¯ + E{Z¯1 · Z¯T2 }
(
E{Z¯2 · Z¯T2 }
)−1
Z¯2
= D¯ + E

Z1RZ2R Z1RZ2I
Z1IZ2R Z1IZ2I
 ·
E

 Z22R Z2RZ2I
Z2IZ2R Z
2
2I

−1 Z¯2
(b)
= D¯ + E

 Z1RZ2R Z1RZ2I
−Z1RZ2I Z1RZ2R
 ·
 12 var(Z2) 0
0 12 var(Z2)
−1 Z¯2
= D¯ +
1
var(Z2)
 2E {Z1RZ2R} 2E {Z1RZ2I}
−2E {Z1RZ2I} 2E {Z1RZ2R}
 Z¯2
= D¯ +Z · Z¯2
= D¯ (I2 −Z) +Z · Y¯2. (D.5)
Here, (a) follows from [30, Theorem 23.7.4] by using the real vector representation for the complex RVs, and (b)
follows from the conditions on the cross-correlations in the statement of the lemma.
Computing E{Y1|Y2} explicitly we obtain
E{Y1|Y2} = E{Y¯1|Y¯2}
= E
{(
D¯ + Z¯1
) · (D¯ + Z¯2)T} · (E{(D¯ + Z¯2) · (D¯ + Z¯2)T})−1 Y¯2
= E
{
D¯ · D¯T + Z¯1 · Z¯T2
} · (E{D¯ · D¯T + Z¯2 · Z¯T2 })−1 Y¯2
=
(
1
var(Z2)
2E {D}+Z
)
·
(
1
var(Z2)
2E {D}+ I2
)−1
Y¯2. (D.6)
November 17, 2018 DRAFT
40
Comparing (D.5) and (D.6) we conclude that E{Y1|X, Y2} = E{Y1|Y2}, if and only if Z = I2, namely
E {Z1RZ2R} (a)= E {Z1IZ2I} = 1
2
var(Z2)
E {Z1RZ2I} (b)= E {Z2RZ1I} (c)= 0.
Noting that relationships (a), (b), and (c) hold by joint circular symmetry, as shown in (D.4), and also that
E{|Z2|2} = var(Z2), and E{Z1 · Z∗2} = E
{
(Z1RZ2R + Z1IZ2I) + j · (−Z1RZ2I + Z2RZ1I)
}
, we conclude
that subject to the conditions of the lemma, Z = I2 is equivalent to E{|Z2|2} = E{Z1 · Z∗2}.
To complete the derivations we show that the expression E{(c1·X1+c2·X2)(c1·X1+c2·X2)
∗}+E{Z1Z∗2 }
E{(c1·X1+c2·X2)(c1·X1+c2·X2)∗}+E{|Z2|2} Y2 is equivalent
to
(
1
var(Z2)2E {D}+Z
)
·
(
1
var(Z2)2E {D}+ I2
)−1
Y¯2. First note that D = c1·X1+c2·X2 is a circularly symmetric
complex Normal scalar, hence E{D2R} = E{D2I
}
and E{DIDR} = −E{DRDI} = 0. Thus:
E{(c1 ·X1 + c2 ·X2)(c1 ·X1 + c2 ·X2)∗} = E
{(
DR + jDI
)(
DR − jDI
)}
= E
{(
D2R +D
2
I
)
+ j
(
DIDR −DRDI
)}
= 2E
{
D2R
}
.
Next, from the p.d.f. of Z1 we further have E{|Z1|2} = 1, which implies that E
{
Z21R
}
= E
{
Z21I
}
= 12 , and
E
{
Z1IZ1R
}
= −E
{
Z1RZ1I
}
= 0. Thus, we obtain
E{Z1Z∗2} = E
{(
Z1R + jZ1I
)(
Z2R − jZ2I
)}
= E
{(
Z1RZ2R + Z1IZ2I
)
+ j
(
Z1IZ2R − Z1RZ2I
)}
= 2E
{
Z1RZ2R
}
.
Combining the above derivations we can evaluate
E{(c1 ·X1 + c2 ·X2)(c1 ·X1 + c2 ·X2)∗}+ E{Z1Z∗2}
E{(c1 ·X1 + c2 ·X2)(c1 ·X1 + c2 ·X2)∗}+ E{|Z2|2} Y2 =
2E
{
D2R
}
+ 2E
{
Z1RZ2R
}
2E
{
D2R
}
+ 1
(Y2R + jY2I).
Note that plugging E
{
Z21R
}
= E
{
Z21I
}
= 12 , E
{
Z1IZ2R
}
= −E
{
Z1RZ2I
}
= 0, E{D2R} = E{D2I
}
and
E{DIDR} = −E{DRDI} = 0 in
(
1
var(Z2)2E {D}+Z
)
·
(
1
var(Z2)2E {D}+ I2
)−1
Y¯2, we obtain that both Y2R
and Y2I are multiplied with the same coefficients, which are equal to
2E
{
D2R
}
+2E
{
Z1RZ2R
}
2E
{
D2R
}
+1
, which complete the
proof of equivalence of the two approaches.
APPENDIX E
PROOF OF LEMMA 5
We follow the same approach as the proof of [24, Lemma 13]. Let X1 = Xn1 , X2 = X
m
2 , Z1 = Z
n
1 , Z2 = Z
m
2 ,
X = (XT1 ,X
T
2 )
T , and let Z = (ZT1 ,Z
T
2 )
T . By the chain rule of mutual information we have
I(X;X+ Z) = I(X1;X1 + Z1) + I(X1;X2 + Z2|X1 + Z1) + I(X2;X+ Z|X1).
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In the following, we will show that
lim
γ2→∞
I(X1;X2 + Z2|X1 + Z1) = lim
γ2→∞
I(X2;X+ Z|X1) = 0, (E.1)
which will complete the proof. Starting with I(X1;X2 + Z2|X1 + Z1), we note that
I(X1;X2 + Z2|X1 + Z1) = h(X2 + Z2|X1 + Z1)− h(X2 + Z2|X1,Z1)
= h(X2 + Z2|X1 + Z1)− h(X2 + Z2|X1,Z1)
(a)
≤ h(X2 + Z2)− h(X2 + Z2|X1,Z1)
(b)
= h(X2 + Z2)− h(X2 + Z2|X1)
= I(X1;X2 + Z2)
(c)
≤ I(X2;X2 + Z2),
where (a) follows since conditioning does not increase entropy [31, Theorem 2.6.5], (b) follows since Z1 is
independent of (Z2,X1,X2), and (c) follows since I(X1;X2 + Z2) ≤ I(X1,X2;X2 + Z2), and
I(X1,X2;X2 + Z2) = I(X2;X2 + Z2) + I(X1;X2 + Z2|X2)
= I(X2;X2 + Z2) + h(X2 + Z2|X2)− h(X2 + Z2|X1,X2)
= I(X2;X2 + Z2) + h(Z2)− h(Z2)
= I(X2;X2 + Z2). (E.2)
Next, note that
I(X2;X+ Z|X1) = I(X2;X2 + Z2|X1) + I(X2;X1 + Z1|X1,X2 + Z2)
= I(X2;X2 + Z2|X1) + h(X1 + Z1|X1,X2 + Z2)− h(X1 + Z1|X1,X2,X2 + Z2)
= I(X2;X2 + Z2|X1) + h(Z1)− h(Z1)
= I(X2;X2 + Z2|X1)
= h(X2 + Z2|X1)− h(X2 + Z2|X1,X2)
≤ h(X2 + Z2)− h(Z2)
= I(X2;X2 + Z2). (E.3)
In conclusion, from (E.2) and (E.3) we obtain that
I(X1;X2 + Z2|X1 + Z1) ≤ I(X2;X2 + Z2)
I(X2;X+ Z|X1) ≤ I(X2;X2 + Z2).
Finally, let D2 denote a diagonal matrix with {a2,i}mi=1, |a2,i| <∞,∀i, 1 ≤ i ≤ m on its diagonal, where {a2,i}mi=1
are defined in the statement of the lemma. The proof is then completed by noting that for a given input covariance
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matrix KX2 , a circularly symmetric complex Normal X2 ∼ CN (0,KX2) maximizes I(X2;X2 +Z2) [25, Theorem
2], hence
lim
γ2→∞
I(X2;X2 +Z2) ≤ lim
γ2→∞
(
log(|γ2 ·D2 +KX2 |)− log(|γ2 ·D2|)
)
= lim
γ2→∞
log(|I+ γ−12 ·D−12 ·KX2 |) = 0.
It thus follows that
lim
γ2→∞
I(X1;X2 + Z2|X1 + Z1) = lim
γ2→∞
I(X2;X+ Z|X1) = 0,
which results in the desired equality (E.1). 
APPENDIX F
PROOF OF LEMMA 6
We follow steps similar to those used in the proof of [24, Corollary 6], generalizing the derivations to hold for
complex vectors. Using the notation of [25, Section III.A], define the 4n× 2n real matrix Vkk as
Vkk ,
[
Re{V˜k} −Im{V˜k}
Im{V˜k} Re{V˜k}
]
k ∈ {1, 2}.
Next, let X = X2n, and define the 4n × 1 real-valued vector X¯ , (XTR,XTI )T , where XR and XI are the real
and the imaginary parts of X, respectively. Note that similarly to [25, Section III-A], by using this notation we
have VTkkX¯ =
(
Re{V˜Hk X}T , Im{V˜Hk X}T
)T
; also note that this notation preserves the orthogonality among the
columns of Vkk s.t. VTkkVkk = D
−1
kk =
[
D˜−1k On×n
On×n D˜−1k
]
, k ∈ {1, 2}, where D−1kk ∈ R2n×2n. Therefore, we can
find two 4n × 2n matrices V12 and V21 s.t. V1 , (V11,V12) and V2 , (V21,V22) are two 4n × 4n matrices
with orthogonal columns and hence, they can be written as Vk = Uk ·Ck, where Uk , (Uk1,Uk2), k ∈ {1, 2} is a
4n× 4n matrix with orthonormal columns, Ulk, l, k ∈ {1, 2} are four 4n× 2n matrices with orthonormal columns,
and Ck, k ∈ {1, 2} is a 4n× 4n diagonal matrix whose elements are given by:
Ck ,

√∑4n
j=1
∣∣[Vk]j,1∣∣2 0 . . . 0
0
√∑4n
j=1
∣∣[Vk]j,2∣∣2 . . . 0
...
...
. . .
...
0 0 . . .
√∑4n
j=1
∣∣[Vk]j,4n∣∣2
 . (F.1)
Let Ckk, k ∈ {1, 2} be two 2n × 2n diagonal matrices whose elements are given by
[
C11
]
i,i
=
[
C1
]
i,i
, and[
C22
]
i,i
=
[
C2
]
2n+i,2n+i
, i ∈ {1, 2, 3, ..., 2n}. With these assignments we can represent Ck =
 C1k O2n×2n
O2n×2n C2k
,
where C12 and C21 are defined to satisfy (F.1). Using the above definitions we can writeVTkk = C
T
kk·UTkk, k ∈ {1, 2}.
Recall the definition of D−1kk ∈ R2n×2n++ :
D−1kk = V
T
kkVkk = C
T
kk ·UTkk ·Ukk · Ckk = CTkkCkk = CkkCkk = C2kk, k ∈ {1, 2}.
Thus, from [27, Proposition 8.1.2 and Lemma 8.2.1] it follows that we can write D−
1
2
kk = Ckk = C
T
kk, k ∈ {1, 2}.
Using these definitions, we obtain
VTkk = C
T
kk ·UTkk = D−
1
2
kk ·UTkk, k ∈ {1, 2}. (F.2)
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Next, let D12,D21, D¯11 and D¯22 be four arbitrary 2n×2n dimensional diagonal matrices with real positive elements
and define the following 4n× 4n matrices:
D1 ,
 D11 O2n×2n
O2n×2n D12
 , D2 ,
 D21 O2n×2n
O2n×2n D22
 , (F.3a)
D¯1 ,
 D¯11 O2n×2n
O2n×2n D12
 , D¯2 ,
 D21 O2n×2n
O2n×2n D¯22
 . (F.3b)
Here, Dlk is a diagonal matrix with real positive elements defined by the vector dlk = (dlk,1, dlk,2, ..., dlk,2n), lk ∈
{12, 21, 11, 22} on its diagonal. Similarly, D¯kk is a diagonal matrix with real positive elements defined by the
vector d¯kk = (d¯kk,1, d¯kk,2, ..., d¯kk,2n), k ∈ {1, 2} on its diagonal.
For k ∈ {1, 2} set KZ¯k , Uk ·(D¯k ·Dk) ·UTk , let Z¯k be a 4n×1 real-valued random vector distributed according
to N (0,KZ¯k), and consider the following optimization problem:
max
f(x¯)
h(X¯+ Z¯1)− h(X¯+ Z¯2) (F.4)
subject to: cov(X¯)  S,
where maximization is carried out over all 4n × 1 real vectors X¯. Denote cov(X¯) ≡ KX¯ . From [24, Theorem
1] it directly follows that a Gaussian random vector X¯ is an optimal solution to this problem. Furthermore, from
[8, Lemma 1], we obtain that for any pair of complex random vectors X¯ and X¯zm , X¯ − E{X¯}, it holds that
h(X¯) = h(X¯zm). Thus, we conclude that a zero-mean Gaussian random vector is the optimal solution to (F.4).
Hence,
max
f(x¯): cov(X¯)S
h(X¯+ Z¯1)− h(X¯+ Z¯2) = max
KX¯ : 0KX¯S
{1
2
log
(|KX¯ +KZ¯1 |)− 12 log (|KX¯ +KZ¯2 |)}. (F.5)
Adding h(Z¯2)− h(Z¯1) to both sides of (F.5) we obtain
max
f(x¯): cov(X¯)S
I(X¯; X¯+Z¯1)−I(X¯; X¯+Z¯2) = max
KX¯ : 0KX¯S
{1
2
log
(|I4n+K−1Z¯1KX¯ |)− 12 log (|I4n+K−1Z¯2KX¯ |)}.
(F.6)
Next, define UTk Z¯k , Zˆk ≡ (ZˆTk1, ZˆTk2)T , where Zˆkl, (k, l) ∈ {1, 2} × {1, 2} are four 2n× 1 vectors. Note that
Uk is an orthogonal matrix, i.e., UTkUk = I4n, and thus the covariance matrix of Zˆk is given by
KZˆk = U
T
k ·KZ¯k ·Uk = UTk ·Uk · (D¯k ·Dk) ·UTk ·Uk = (D¯k ·Dk), k ∈ {1, 2}. (F.7)
Since Zˆk, is a linear transformation of a Gaussian vector Z¯k, it is a Gaussian random vector. Hence, it follows
from (F.7) that Zˆk1 and Zˆk2 are mutually independent for k ∈ {1, 2}. Next, note that for any real random vector
X and any real matrix A it holds that (see [25, Eqn. (13)]):
h
(
A ·X) = h(X)+ log ∣∣det(A)∣∣. (F.8)
Hence, since any orthogonal matrix is invertible, then we can write
I(X¯; X¯+ Z¯1) = I(U
T
1 X¯;U
T
1 X¯+U
T
1 Z¯1) (F.9a)
I(X¯; X¯+ Z¯2) = I(U
T
2 X¯;U
T
2 X¯+U
T
2 Z¯2). (F.9b)
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Using Lemma 5, it follows that
lim
d12→∞
I(X¯; X¯+ Z¯1) = lim
d12→∞
I(UT1 X¯;U
T
1 X¯+U
T
1 Z¯1) = I(U
T
11X¯;U
T
11X¯+ Zˆ11)
lim
d21→∞
I(X¯; X¯+ Z¯2) = lim
d21→∞
I(UT2 X¯;U
T
2 X¯+U
T
2 Z¯2) = I(U
T
22X¯;U
T
22X¯+ Zˆ22),
where we use dlk →∞ to imply that all the elements of dlk go to infinity, i.e., dlk,1, dlk,2, ..., dlk,2n →∞. Thus,
lim
d12→∞
d21→∞
(
I(X¯; X¯+ Z¯1)− I(X¯; X¯+ Z¯2)
)
= I(UT11X¯;U
T
11X¯+ Zˆ11)− I(UT22X¯;UT22X¯+ Zˆ22). (F.10)
Note that for an n×m matrix A and an m× n matrix B, Sylvester’s determinant theorem [29, Page 271] states
that |In +AB| = |Im + BA|, and that given two square matrices A and B, it holds that (A · B)−1 = B−1A−1,
thus, due to the continuity of log(I+A) over the semidefinite A we obtain from (F.6) (see, e.g., [24, Eq. (164)])
lim
d12→∞
d21→∞
(
log
(|I4n +K−1Z¯1KX¯ |)− log (|I4n +K−1Z¯2KX¯ |))
= lim
d12→∞
d21→∞
(
log
(|I4n +U1 · (D¯1 ·D1)−1 ·UT1 ·KX¯ |)− log (|I4n +U2 · (D¯2 ·D2)−1 ·UT2 ·KX¯ |))
= log
∣∣∣∣∣∣I4n +U1 ·
(D¯11 ·D11)−1 O2n×2n
O2n×2n O2n×2n
 ·UT1 ·KX¯
∣∣∣∣∣∣

− log
∣∣∣∣∣∣I4n +U2 ·
O2n×2n O2n×2n
O2n×2n (D¯11 ·D11)−1
 ·UT2 ·KX¯
∣∣∣∣∣∣

= log
(∣∣I4n +U11(D¯11 ·D11)−1UT11KX¯ ∣∣)− log (∣∣I4n +U22(D¯22 ·D22)−1UT22KX¯ ∣∣)
= log
(∣∣I2n + (D¯11 ·D11)−1UT11KX¯U11∣∣)− log (∣∣I2n + (D¯22 ·D22)−1UT22KX¯U22∣∣). (F.11)
Moreover, the convergence of (F.11) is uniform in KX¯ , because the continuity of log
(|I+A|) over A is uniform,
and UTk ·KX¯ ·Uk, k ∈ {1, 2} is bounded for 0  KX¯  S, in the sense that 0  UTk ·KX¯ ·Uk  UTk · S ·Uk. We
thus have6 (see e.g. [24, Eq. (165)])
lim
d12→∞
d21→∞
(
max
KX¯ : 0KX¯S
{
log
(∣∣I4n +K−1Z¯1KX¯ ∣∣)− log (∣∣I4n +K−1Z¯2KX¯ ∣∣)
})
=
max
KX¯ : 0KX¯S
{
log
(∣∣I2n + (D¯11 ·D11)−1UT11KX¯U11∣∣)− log (∣∣I2n + (D¯22 ·D22)−1UT22KX¯U22∣∣)}. (F.12)
Now, using (F.6), (F.10) and (F.12) we obtain
max
f(x¯): cov(X¯)S
I(UT11X¯;U
T
11X¯+ Zˆ11)− I(UT22X¯;UT22X¯+ Zˆ22) =
max
KX¯ : 0KX¯S
{
1
2
log
(∣∣I2n + (D¯11 ·D11)−1UT11KX¯U11∣∣)− 12 log (∣∣I2n + (D¯22 ·D22)−1UT22KX¯U22∣∣)
}
,
6For uniform convergence limy→0 fy(x) = f(x) (see http://www2.math.umd.edu/ czaja/chap1.pdf ): For any  < 0, ∃δ > 0
s.t. |fy(x) − f(x)| < , ∀y < δ, ∀x ∈ R. Hence, ∃δ > 0 s.t. maxx∈R |fy(x) − f(x)| ≤ , ∀y < δ. Thus, ∃δ > 0, s.t. ∀y < δ,
|maxx∈R fy(x)−maxx∈R f(x)| ≤ maxx∈R |fy(x)− f(x)| ≤ . Thus, limy→0maxx∈R fy(x) = maxx∈R f(x).
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or equivalently,
max
f(x¯): cov(X¯)S
h(UT11X¯+ Zˆ11)− h(UT22X¯+ Zˆ22) =
max
KX¯ : 0KX¯S
{
1
2
log
(
(pie)n
∣∣D¯11 ·D11 +UT11KX¯U11∣∣)− 12 log ((pie)n∣∣D¯22 ·D22 +UT22KX¯U22∣∣)
}
.
Recall that Dkk, k = 1, 2 is a diagonal matrix with real and positive entries. Thus, from [27, Proposition 8.1.2 and
Lemma 8.2.1] we have that D−1kk , k ∈ {1, 2} can be written as D−1kk = A2, where A is a p.d. matrix defined as
A , D−
1
2
kk . Using (F.8) once more, we obtain for k = 1, 2
h(UTkkX¯+ Zˆkk) = h(D
− 12
kk U
T
kkX¯+D
− 12
kk Zˆkk)− log(|D
− 12
kk |).
Since both Dkk and D¯kk are diagonal matrices then, D
− 12
kk · D¯kk ·Dkk ·D
− 12
kk = D¯kk ·D
− 12
kk ·Dkk ·D
− 12
kk = D¯kk, and
hence, we obtain that
max
f(x¯): cov(X¯)S
h(D
− 12
11 U
T
11X¯+D
− 12
11 Zˆ11)− h(D−
1
2
22 U
T
22X¯+D
− 12
22 Zˆ22) =
max
KX¯ : 0KX¯S
{
1
2
log
(
(pie)n
∣∣D¯11 +D− 1211 UT11KX¯U11D− 1211 ∣∣)− 12 log ((pie)n∣∣D¯22 +D− 1222 UT22KX¯U22D− 1222 ∣∣)
}
.
Recall that from (F.2) we have VTll = D
− 12
ll U
T
ll , and define Zll , D
− 12
ll Zˆll, l ∈ {1, 2}. Additionally, from (F.7) we
conclude that Zˆll ∼ N (0, D¯ll ·Dll), l ∈ {1, 2}. Hence, since D¯ll and Dll are positive and real diagonal matrices,
then Zll is distributed according to Zll ∼ N (0, D¯ll). Thus,
max
f(x¯): cov(X¯)S
h(VT11X¯+ Z11)− h(VT22X¯+ Z22) =
max
KX¯ : 0KX¯S
{
1
2
log
(
(pie)n
∣∣D¯11 +VT11KX¯V11∣∣)− 12 log ((pie)n∣∣D¯22 +VT22KX¯V22∣∣)
}
. (F.13)
The proof of Lemma 6 is completed by recalling that the elements of D¯kk, k ∈ {1, 2} are chosen arbitrarily and
thus, (F.13) holds for any p.d. D¯kk, and in particular for D¯kk ,
 12 D˜zk On×n
On×n 12 D˜
z
k
 , k ∈ {1, 2}, and by noting
that a Gaussian random vector X¯ achieves the r.h.s. of (F.13) with equality, i.e., a zero-mean complex Normal X
is an optimal solution to (6). This completes the proof of Lemma 6. 
APPENDIX G
PROOF OF PROPOSITION 1
First note that from the construction of the genie signals, it follows that the entropy expressions h(S1G|X1G, X3G, H˜1)
and h(S2G|X2G, H˜2) do not depend on υ and on (P1, P2, P3). Next, recall that (X1G, X2G, X3G)T ∼ CN (0,QG)
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and consider h(Y2G|S2G, H˜2): Defining θη∗2 υ˜∗2 , arg{η∗2 υ˜∗2} we can write:
h(Y2G|S2G, H˜2)− log(pie)
(a)
= EH˜2
{
log
(
var(Y2G)− |E{Y2GS
∗
2G}|2
var(S2G)
)}
= EH˜2
{
log
(
1 + SNR22P2 + SNR32P3 − |SNR22P2 + η
∗
2 υ˜
∗
2 |2
SNR22P2 + |η2|2
)}
= EH˜2
{
log
(
1 + SNR22P2 + SNR32P3 −
SNR222P 22 + |η∗2 |2|υ˜∗2 |2 + 2|η∗2 ||υ˜∗2 | cos(θη∗2 υ˜∗2 )SNR22P2
SNR22P2 + |η2|2
)}
, EH˜2
{
log
(
f1(P2)
)}
,
where (a) follows from a direct calculation via h(Y2G|S2G, H˜2) = h(Y2G, S2G|H˜2) − h(S2G|H˜2), followed by
applying [30, Theorem 23.7.4]. Observe that f1(P2) is independent of (υ, P1), and that it increases with respect to
P3. Additionally, since (Y2G, S2G) are jointly circularly symmetric complex Normal when H˜2 = h˜2 is given, we
note that
∂f1(P2)
∂P2
=
(
SNR22|η2|2 − 2|η∗2 ||υ˜∗2 | cos(θη∗2 υ˜∗2 )SNR22
) · (SNR22P2 + |η2|2)(
SNR22P2 + |η2|2
)2
−
(
SNR22P2|η2|2 − |η∗2 |2|υ˜∗2 |2 − 2|η∗2 ||υ˜∗2 | cos(θη∗2 υ˜∗2 )SNR22P2
) · SNR22(
SNR22P2 + |η2|2
)2
=
SNR22 ·
(
|η2|4 + |η∗2 |2|υ˜∗2 |2 − 2|η2|2|η∗2 ||υ˜∗2 | cos(θη∗2 υ˜∗2 )
)
(
SNR22P2 + |η2|2
)2
≥
SNR22
(
|η∗2 |2 − |η∗2 ||υ˜∗2 |
)2
(
SNR22P2 + |η2|2
)2
≥ 0.
We therefore conclude that h(Y2G|S2G, H˜2) is maximized with P2 = P3 = 1, and that setting υ = 0 and P1 = 1
does not affect the value of h(Y2G|S2G, H˜2).
Next, consider h(Y1G|S1G, H˜1), and define
c1 , SNR11P1 + SNR31P3 (G.1a)
c2 , 2
√
SNR11P1SNR31P3 (G.1b)
c3 , 1 + SNR21P2 (G.1c)
c4 , |η∗1 |2 (G.1d)
c5 , |η∗1 ||υ˜∗1 | (G.1e)
θ1 , arg(h11h∗31v) (G.1f)
θ2 , arg(η∗1 υ˜∗1). (G.1g)
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With these definitions we can write
h(Y1G|S1G, H˜1)− log(pie)
= EH˜1
{
log
(
var(Y1G)− |E{Y1GS
∗
1G}|2
var(S1G)
)}
=
1
2pi
∫ 2pi
θ1=0
(
log
(
2pi ·
(
c3 +
c1c4 + c2c4 cos(θ1)|v| − c25 − (c1 + c2 cos(θ1)|v|) · 2c5 cos(θ2)
c1 + c2 cos(θ1)|v|+ c4
))
− log(2pi)
)
dθ1
(a)
= log
(
2pi · c3c4 + c1(c3 + c4)− c
2
5 − c2c3|v| − c2c4|v| − 2c5(c1 − c2|v|) cos(θ2)
c1 + c4 − c2|v|
)
− log(2pi)
, log
(
f2(|v|)
)
,
where (a) follows from explicit analytical calculation7. Next, differentiating f2(|v|) with respect to |v| we obtain
∂f2(|v|)
∂|v| = −
c2 ·
(
c24 + c
2
5 − 2c4c5 cos(θ2)
)
(c1 + c4 − c2|v|)2 ,
and we note that since both c4 and c5 are non-negative real numbers, then 0 ≤ (c4−c5)2 ≤
(
c24+c
2
5−2c4c5 cos(θ2)
)
.
Thus, as c2 is positive, then the derivative of f2(|v|) with respect to |v| is non-positive, i.e., f2(|v|) is a non-increasing
function of |v|, and hence, it is maximized at |v| = 0. Next, setting |v| = 0 in f2(|v|) we obtain:
f2(|v|)
∣∣∣
|v|=0
=
c3c4 + c1(c3 + c4)− c25 − 2c5c1 cos(θ2)
c1 + c4
, f3(P1, P2, P3).
Note that f3(P1, P2, P3) is a monotonically increasing function of c3 and is independent of c2. Additionally, note
that since both c4 and c5 are nonnegative real numbers, then
∂f3(P1, P2, P3)
∂c1
=
c24 + c
2
5 − 2c4c5 cos(θ2)
(c1 + c4)2
≥ 0.
We therefore conclude that f3(P1, P2, P3) is a non-decreasing function of c1. From the definition of (c1, c2, c3) in
(G.1), we conclude that f3(P1, P2, P3) is non-decreasing with respect to P1, P2 and P3. In conclusion, h(Y1G|S1G, H˜1)
is maximized with v = 0 and P1 = P2 = P3 = 1. This completes the proof of Proposition 1. 
APPENDIX H
PROVING THE MAXIMIZING DISTRIBUTION FOR EQUATION (20) IN THEOREM 2 IS I.I.D.
The objective of this appendix is to derive the maximum value and characterize the associated maximizing
distribution, for the expectation:
EH˜n1 ,H˜
n
2
{
h
(
H
(n)
h31
Xn3G¯ +H
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)− h(H(n)h32Xn3G¯ + V n2 ∣∣H˜n2 = h˜n2)}, (H.1)
where Wn1 ∼ CN (0, In), and V n2 ∼ CN
(
0,
(
1− |v2|2
)
In
)
.
Let h(n)hkl denote a realization of H
(n)
hkl
, where (k, l) ∈ {(1, 1), (3, 1), (3, 2)}. Now, consider
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1) ,
7 See details in the Appendix on Pgs. 61–80.
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and define the 2n× 2n real matrices
h31 ,
Re{h(n)h31} −Im{h(n)h31}
Im
{
h
(n)
h31
}
Re
{
h
(n)
h31
}
 , (H.2a)
h11 ,
Re{h(n)h11} −Im{h(n)h11}
Im
{
h
(n)
h11
}
Re
{
h
(n)
h11
}
 , (H.2b)
X¯2nkG¯ =
((
Re
{
XnkG¯
})T
,
(
Im
{
XnkG¯
})T)T
, k ∈ {1, 3} .
Since Xn
1G¯
and Xn
3G¯
are two zero-mean complex jointly Gaussian random vectors, then
(
X¯2n
1G¯
, X¯2n
3G¯
)
are zero mean
real jointly Gaussian vectors. Note that since h(n)h31 is a diagonal matrix with
[
h
(n)
h31
]
i,i
= h31,i, then Re
{
h
(n)
h31
}
and
Im
{
h
(n)
h31
}
are diagonal matrices, and thus Re
{
h
(n)
h31
}
=
(
Re
{
h
(n)
h31
})T
, Im
{
h
(n)
h31
}
=
(
Im
{
h
(n)
h31
})T
, and
Re
{
h
(n)
h31
}
Im
{
h
(n)
h31
}
= Im
{
h
(n)
h31
}
Re
{
h
(n)
h31
}
. Next, define θ31,i , arg {h31,i} , and write h31,i =
√
SNR31 ·
ejθ31,i . Additionally, for k ∈ {1, 3} we define the n×n real diagonal matrices Ck1 and Sk1 whose diagonal elements
are given by [Ck1]i,i = cos (θk1,i) , [Sk1]i,i = sin (θk1,i) . With these definitions we write
Re
{
h
(n)
hk1
}
=
√
SNRk1 · Ck1, Im
{
h
(n)
hk1
}
=
√
SNRk1 · Sk1.
Lastly, we define the n× n real diagonal matrix L31, with non-negative elements via
L31 , h(n)h31 ·
(
h
(n)
h31
)H
=
(
Re
{
h
(n)
h31
})2
+
(
Im
{
h
(n)
h31
})2
= SNR31(C31)
2
+ SNR31(S31)
2
= SNR31In.
Next, recall that h31 is the realization of H31 corresponding to H
(n)
h31
. With these definitions we have:
hT31h31 =
Re{h(n)h31} −Im{h(n)h31}
Im
{
h
(n)
h31
}
Re
{
h
(n)
h31
}
T Re{h(n)h31} −Im{h(n)h31}
Im
{
h
(n)
h31
}
Re
{
h
(n)
h31
}

=

(
Re
{
h
(n)
h31
})T (
Im
{
h
(n)
h31
})T
−
(
Im
{
h
(n)
h31
})T (
Re
{
h
(n)
h31
})T

Re{h(n)h31} −Im{h(n)h31}
Im
{
h
(n)
h31
}
Re
{
h
(n)
h31
}

(a)
=
 Re{h(n)h31} Im{h(n)h31}
−Im
{
h
(n)
h31
}
Re
{
h
(n)
h31
}
Re{h(n)h31} −Im{h(n)h31}
Im
{
h
(n)
h31
}
Re
{
h
(n)
h31
}

=

(
Re
{
h
(n)
h31
})2
+
(
Im
{
h
(n)
h31
})2
On×n
On×n
(
Re
{
h
(n)
h31
})2
+
(
Im
{
h
(n)
h31
})2

≡
 L31 On×n
On×n L31

= SNR31 · I2n,
where (a) follows as h(n)h31 is a diagonal matrix. Itfollows that (L31)− 12 On×n
On×n (L31)
− 12
hT31h31
 (L31)− 12 On×n
On×n (L31)
− 12
 = (SNR31)− 12 · IT2n · hT31h31·I2n · (SNR31)− 12 = I2n.
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Letting U31 , 1√SNR31h31, the above equality can be written as U
T
31U31 = I2n, hence, we conclude that U31 is
a 2n× 2n orthogonal matrix, and that the matrix h31 can now be written as h31 =
√
SNR31 ·U31, where
U31 =
C31 −S31
S31 C31
 .
Similarly we define U11 =
C11 −S11
S11 C11
. Next, consider η1 ·Wn1 . Begin by writing:
η1 ·Wn1 =
(
Re {η1}+ j · Im {η1}
)(
Re {Wn1 }+ j · Im {Wn1 }
)
=
(
Re {η1}Re {Wn1 } − Im {η1} Im {Wn1 }
)
+ j · (Re {η1} Im {Wn1 }+ Im {η1}Re {Wn1 } ), (H.3)
and define W¯ 2nη ,
((
Re{η1 ·Wn1 }
)T
,
(
Im{η1 ·Wn1 }
)T)T
and W¯ 2n1 ,
((
Re {Wn1 }
)T
,
(
Im {Wn1 }
)T)T
. Since
Wn1 is an i.i.d. circularly symmetric complex Gaussian vector, where each element has a unit variance, then we
conclude that8 W¯ 2n1 is a real jointly Normal vector with covariance matrix [25, Lemma 5]: cov(Re {Wn1 } ,Re {Wn1 } ) cov(Re {Wn1 } , Im {Wn1 } )
cov
(
Im {Wn1 } ,Re {Wn1 }
)
cov
(
Im {Wn1 } , Im {Wn1 }
)
 (a)=
 12In On×n
On×n 12In
 = 1
2
I2n,
where (a) follows since for circularly symmetric complex Normal RVs then9
cov
(
Re {Wn1 } ,Re {Wn1 }
)
= cov
(
Im {Wn1 } , Im {Wn1 }
)
=
1
2
Re
{
cov (Wn1 ,W
n
1 )
}
cov
(
Re {Wn1 } , Im {Wn1 }
)
= −cov(Im {Wn1 } ,Re {Wn1 } ) = −12Im{cov (Wn1 ,Wn1 )},
we note that as Wn1 has i.i.d. elements then cov (W
n
1 ,W
n
1 ) = In is a real matrix, thus Im {cov (Wn1 ,Wn1 )} = On×n.
Next, recall from (H.3) that
Re {η1 ·Wn1 } = Re {η1}Re {Wn1 } − Im {η1} Im {Wn1 }
Im {η1 ·Wn1 } = Re {η1} Im {Wn1 }+ Im {η1}Re {Wn1 } .
It thus follows that Re {η1 ·Wn1 } is a zero-mean Normal RV whose covariance matrix is
E
{
Re {η1 ·Wn1 }
(
Re {η1 ·Wn1 }
)T}
=
= E
{(
Re {η1}Re {Wn1 } − Im {η1} Im {Wn1 }
)(
Re {η1}Re {Wn1 } − Im {η1} Im {Wn1 }
)T}
=
(
Re {η1}
)2
E
{
Re {Wn1 }
(
Re {Wn1 }
)T}
+
(
Im {η1}
)2 {
Im {Wn1 }
(
Im {Wn1 }
)T}
=
(
Re {η1}
)2 1
2
In +
(
Im {η1}
)2 1
2
In
= |η1|2 1
2
In,
8For complex Normal Z = X + jY, where X and Y are real vectors, define µ = E{Z},G = E{(Z − µ)(Z − µ)H}, and J =
E{(Z − µ)(Z − µ)T }. Then, (XT ,YT )T is a real jointly Gaussian vector with covariance matrix cov(X,Y) = 1
2
Im{−G + J}. For a
circularly symmetric complex Normal vector Z we have µ = 0,J = O, and cov(X) = cov(Y) = 1
2
Re{G}. When Z is circularly symmetric
complex Normal with i.i.d. elements, each has a unit variance, then G = In is real, hence, cov(X,Y) = 0, and from joint Gaussianity it
follows that the real and imaginary parts of Z are mutually independent, see http://www.rle.mit.edu/rgallager/documents/CircSymGauss.pdf .
9http://www.rle.mit.edu/rgallager/documents/CircSymGauss.pdf
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hence Re {η1 ·Wn1 } ∼ N
(
0, |η1|2 12In
)
. Repeating the derivation for Im {η1 ·Wn1 } = Re {η1} Im {Wn1 } +
Im {η1}Re {Wn1 }, it directly follows that Im {η1 ·Wn1 } ∼ N
(
0, |η1|2 12In
)
. Finally we compute
E
{
Re {η1 ·Wn1 }
(
Im {η1 ·Wn1 }
)T}
= E
{(
Re {η1}Re {Wn1 } − Im {η1} Im {Wn1 }
) · (Re {η1} Im {Wn1 }+ Im {η1}Re {Wn1 } )T}
= E
{
Re {η1}Re {Wn1 }Re {η1}
(
Im {Wn1 }
)T
+Re {η1}Re {Wn1 } Im {η1}
(
Re {Wn1 }
)T
−Im {η1} Im {Wn1 }Re {η1}
(
Im {Wn1 }
)T − Im {η1} Im {Wn1 } Im {η1} (Re {Wn1 } )T}
= E
{(
Re{η1}
)2
Re {Wn1 }
(
Im {Wn1 }
)T
+Re {η1} Im {η1}Re {Wn1 }
(
Re {Wn1 }
)T
−Im {η1}Re {η1} Im {Wn1 } (Im {Wn1 })T − (Im {η1})2Im {Wn1 } (Re {Wn1 })T
}
= E
{
Re {η1} Im {η1}Re {Wn1 }
(
Re {Wn1 }
)T − Im {η1}Re {η1} Im {Wn1 } (Im {Wn1 } )T}
= Re {η1} Im {η1}E
{
Re {Wn1 }
(
Re {Wn1 }
)T − Im {Wn1 } (Im {Wn1 } )T}
= Re {η1} Im {η1}
(
1
2
In − 1
2
In
)
= On×n,
and consequently, W¯ 2nη ∼ N
(
0, |η1|
2
2 I2n
)
. Defining V¯ 2n2 =
((
Re{V n2 }
)T
,
(
Im{V n2 }
)T)T
, we similarly conclude
V¯ 2n2 ∼ N
(
0, 1−|v2|
2
2 I2n
)
. Lastly, write
h
(n)
hk1
XnkG¯ =
(
Re
{
h
(n)
hk1
}
Re
{
XnkG¯
}− Im{h(n)hk1} Im{XnkG¯})
+j ·
(
Re
{
h
(n)
hk1
}
Im
{
XnkG¯
}
+ Im
{
h
(n)
hk1
}
Re
{
XnkG¯
})
.
From the above assignments it also follows that h(n)hk1X
n
kG¯
is statistically equivalent to hk1X¯2nkG¯, k ∈ {1, 3}, and
that h(n)h32X
n
3G¯
is statistically equivalent to h32X¯2n3G¯. Hence,
EH˜n1 ,H˜
n
2
{
h
(
H
(n)
h31
Xn3G¯ +H
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)}
= EH˜n1
{
h
(
h31X¯
2n
3G¯ + h11X¯
2n
1G¯ + W¯
2n
η
∣∣H˜n1 = h˜n1)} . (H.4)
Denote the 2n× 2n covariance matrices for X¯2n
3G¯
and X¯2n
1G¯
by KX¯3G¯ and KX¯1G¯ , respectively, and let KX¯13G¯ ,
E
{
X¯2n
1G¯
· (X¯2n
3G¯
)T}
. Next, as Xn
1G¯
and Xn
3G¯
are complex jointly Gaussian and both are independent of Wn1 , it
follows that given H˜n1 = h˜
n
1 , then h31X¯
2n
3G¯
+ h11X¯
2n
1G¯
+ W¯ 2nη is a jointly Gaussian real random vector, whose
covariance matrix, cov
(
h31X¯
2n
3G¯
+ h11X¯
2n
1G¯
+ W¯ 2nη
)
, T1, is given by:
T1 = h31KX¯3G¯h
T
31 + h11KX¯1G¯h
T
11 + h11KX¯13G¯h
T
31 + h31K
T
X¯13G¯
hT11 +
|η1|2
2
I2n,
hence, its differential entropy is given by [25, Pg. 1296]:
h
(
h31X¯
2n
3G¯ + h11X¯
2n
1G¯ + W¯
2n
η
∣∣H˜n1 = h˜n1) = 12 log det((2pi)2n T1) .
Note that the expectation over H˜n1 in (H.4):
EH˜n1 ,H˜
n
2
{
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)} =
EH˜n1
{
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)} ,
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is taken with respect to the phases of the channel coefficients, which are mutually independent over the links, i.i.d.
over time, and distributed uniformly over [0, 2pi). Since cos(x + pi) = − cos(x) and sin(x + pi) = − sin(x), then
replacing h11 with −h11 is equivalent to shifting the phases of all time realizations of H11, i.e., all coefficients in
h
(n)
h11
by pi. As the complex exponential is periodic with a period of 2pi, and the expectation spans a continuous
intervals of 2pi radians, a constant phase shift to all elements of the diagonal matrix h(n)11 does not affect the
expectation, see proof of [22, Thm. 8], and consequently:
EH˜n1
{
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)}
= EH˜n1
{
h
(
h
(n)
h31
Xn3G¯ − h(n)h11Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)}
= EH˜n1
{
h
(
h31X¯
2n
3G¯ − h11X¯2n1G¯ + W¯ 2nη
∣∣H˜n1 = h˜n1)} . (H.5)
Let the covariance matrix for h31X¯2n3G¯−h11X¯2n1G¯ + W¯ 2nη be denoted with T2 , cov
(
h31X¯
2n
3G¯
− h11X¯2n1G¯ + W¯ 2nη
)
.
T2 can be written as
T2 = h31KX¯3G¯h
T
31 + h11KX¯1G¯h
T
11 − h11KX¯13G¯hT31 − h31KTX¯13G¯h
T
11 +
|η1|2
2
I2n.
Using T1 and T2 we can write
EH˜n1
{
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)}
=
1
2
EH˜n1
{
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)}
+
1
2
EH˜n1
{
h
(
h
(n)
h31
Xn3G¯ − h(n)h11Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)}
=
1
2
EH˜n1
{
1
2
log det
(
(2pi)
2n
T1
)}
+
1
2
EH˜n1
{
1
2
log det
(
(2pi)
2n
T2
)}
(a)
≤ EH˜n1
{
1
2
log det
(
1
2
(2pi)
2n
T1 +
1
2
(2pi)
2n
T2
)}
= EH˜n1
{
1
2
log det
(
(2pi)
2n
)
+
1
2
log det
(
h31KX¯3G¯h
T
31 + h11KX¯1G¯h
T
11 +
|η1|2
2
I2n
)}
,
where the inequality (a) follows from the concavity of the logdet function in space of p.d symmetric matrices
[26, Section 3.1.5]. Observe that the inequality (a) is obtained with equality when KX¯13G¯ = O2n×2n. As X¯
2n
3G¯
and X¯2n
1G¯
, are jointly Gaussian, then zero cross-correlation implies X¯2n
3G¯
and X¯2n
1G¯
are mutually independent. Note
that EH˜n1 ,H˜n2
{
h
(
h
(n)
h32
Xn
3G¯
+ V n2
∣∣H˜n2 = h˜n2)} = EH˜n2 {h(h(n)h32Xn3G¯ + V n2 ∣∣H˜n2 = h˜n2)} is not affected by the
correlation between X¯2n
3G¯
and X¯2n
1G¯
, hence, we conclude that (H.1) is maximized by mutually independent X¯2n
3G¯
and
X¯2n
1G¯
, and henceforth we shall proceed with this assumption.
Next, define Kˆ , cov
{
h31X¯
2n
3G¯
+ h11X¯
2n
1G¯
∣∣∣H˜n1 = h˜n1} = h31KX¯3G¯hT31+h11KX¯1G¯hT11. As KX¯3G¯ and KX¯1G¯ are
both covariance matrices for real random vectors, they are both symmetric10, hence, Kˆ and cov
(
h32X¯
2n
3G¯
∣∣H˜n2 = h˜n2) ,
h32KX¯3G¯h
T
32 are both real symmetric matrices whose eigenvalues are real and non-negative. For a square real matrix
B, we use eig (B) to denote a diagonal matrix whose diagonal elements are the eigenvalues of B, when the eigenvec-
tors are orthogonal and have a unit norm, and the eigenvalues appear in ascending order in eig (B), i.e., eig (B)i,i ≤
10Note that this follows since for any two RVs, X and Y we have that E{X · Y } = E{Y ·X}.
November 17, 2018 DRAFT
52
eig (B)k,k for i ≤ k, [33, Pg. 549]. In the following we will refer only to eigenvalue decompositions of this form.
We next write the eigenvalue representations for h32KX¯3G¯h
T
32 and for Kˆ as h32KX¯3G¯h
T
32 = Uˆ32G¯Dˆ32G¯Uˆ
T
32G¯
, and
Kˆ = UˆDˆUˆT . As the determinant of an orthogonal matrix is 1, we can write
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)− h(h(n)h32Xn3G¯ + V n2 ∣∣H˜n2 = h˜n2)
=
1
2
log det
(
Kˆ+
|η1|2
2
I2n
)
− 1
2
log det
(
h32KX¯3G¯h
T
32 +
1− |υ˜2|2
2
I2n
)
=
1
2
log det
(
UˆDˆUˆT +
|η1|2
2
I2n
)
− 1
2
log det
(
Uˆ32G¯Dˆ32G¯Uˆ
T
32G¯ +
1− |υ˜2|2
2
I2n
)
=
1
2
log det
(
Dˆ+
|η1|2
2
I2n
)
− 1
2
log det
(
Dˆ32G¯ +
1− |υ˜2|2
2
I2n
)
.
Next, we state the following basic fact: For a real symmetric matrix A, and a real orthogonal matrix Q then
eig (A) = eig
(
QAQT
)
. Note that for orthogonal Q then A and QAQT are called similar and the simple fact
stated above is also referred to as “similarity preserves eigenvalues”, see [33, Pg. 508 and Pg. 549].
This fact can be easily confirmed as the eigenvalue decomposition for an n × n real symmetric matrix can be
written as A = VDVT , where V is an orthogonal matrix and D is a square real diagonal matrix, s.t. [D]i,i ≤
[D]k,k, ∀1 ≤ i ≤ k ≤ n. Then, QAQT = QVDVTQT . Since Q and V are orthogonal it immediately follows
that QV(QV)T = QVVTQT = I, thus QV is orthogonal. Hence, for QAQT , we conclude that QVD(QV)T is
the eigenvalue decomposition of QAQT , in which the eigenvectors are orthogonal and the eigenvalues appear in
ascending order, and the corresponding eigenvalues matrix is D.
As KX¯3G¯ is a real 2n×2n symmetric matrix, we can express KX¯3G¯ = A3G¯D3G¯AT3G¯, where A3G¯ is an orthogonal
matrix and D3G¯ is a diagonal matrix, whose diagonal elements are in ascending order: d3G¯,i , [D3G¯]i,i ≤
[D3G¯]k,k, ∀1 ≤ i ≤ k ≤ 2n. Next, using similarity we write
Dˆ32G¯ = eig
(
h32KX¯3G¯h
T
32
)
= eig
(√
SNR32U32A3G¯D3G¯A
T
3G¯U
T
32
√
SNR32
)
= SNR32D3G¯.
Note that
h32D3G¯h
T
32 =
√
SNR32U32D3G¯U
T
32
√
SNR32 = U32Dˆ32G¯U
T
32. (H.6)
From (H.6) we obtain that
1
2
log det
(
h32KX¯3G¯h
T
32 +
1− |υ˜2|2
2
I2n
)
=
1
2
log det
(
Dˆ32G¯ +
1− |υ˜2|2
2
I2n
)
=
1
2
log det
(
SNR32D3G¯ +
1− |υ˜2|2
2
I2n
)
. (H.7)
From (H.6) and (H.7) we conclude that given KX¯3G¯ , the same differential entropy can be achieved by replacing X¯
2n
3G¯
with an X˜2n
3G¯
∼ N (0,D3G¯ ) . We also recall that from the power constraint Pk,i , E
{|Xk,i|2} ≤ 1, k ∈ {1, 2, 3}
we have tr {D3G¯} = tr
{
KX¯3G¯
} ≤ n.
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Next, using matrix similarity we write
eig
(
Kˆ+
|η1|2
2
I2n
)
= eig
(
h31KX¯3G¯h
T
31 + h11KX¯1G¯h
T
11 +
|η1|2
2
I2n
)
= eig
(
SNR31U31A3G¯D3G¯A
T
3G¯U
T
31 + SNR11U11KX¯1G¯U
T
11 +
|η1|2
2
I2n
)
= eig
(
U31A3G¯
(
SNR31D3G¯ + SNR11A
T
3G¯U
T
31U11KX¯1G¯U
T
11U31A3G¯ +
|η1|2
2
AT3G¯U
T
31I2nU31A3G¯
)
AT3G¯U
T
31
)
= eig
(
SNR31D3G¯ + SNR11A
T
3G¯U
T
31U11KX¯1G¯U
T
11U31A3G¯ +
|η1|2
2
I2n
)
. (H.8)
Let a3G¯,i , [A3G¯](1...2n),i denote that i’th column of A3G¯. Applying Hadamard’s inequality we obtain
det
(
SNR11AT3G¯U
T
31U11KX¯1G¯U
T
11U31A3G¯ + SNR31D3G¯ +
|η1|2
2
I2n
)
≤
2n∏
i=1
(
SNR11
(
a3G¯,i
)T
UT31U11KX¯1G¯U
T
11U31a3G¯,i + SNR31d3G¯,i +
|η1|2
2
)
. (H.9)
Combining (H.7), (H.8), (H.9) and the fact that if matrices have the same eigenvalues their determinants are identical,
we obtain the following upper bound on (H.1):
EH˜n1 ,H˜
n
2
{
h
(
H
(n)
h31
Xn3G¯ +H
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)− h(H(n)h32Xn3G¯ + V n2 ∣∣H˜n2 = h˜n2)}
≤ EH˜n1 ,H˜n2
{
2n∑
i=1
1
2
(
log
(
SNR11
(
a3G¯,i
)T
UT31U11KX¯1G¯U
T
11U31a3G¯,i + SNR31d3G¯,i +
|η1|2
2
)
− log
(
SNR32d3G¯,i +
1− |υ˜2|2
2
) )}
(a)
≤
2n∑
i=1
(
1
2
log
(
SNR11
(
a3G¯,i
)T
EH˜n1 ,H˜
n
2
{
UT31U11KX¯1G¯U
T
11U31
}
a3G¯,i + SNR31d3G¯,i +
|η1|2
2
)
−1
2
log
(
SNR32d3G¯,i +
1− |υ˜2|2
2
))
(H.10)
where (a) is due to the fact that the logarithm function is a concave function and the application of Jensen’s
inequality.
Next, we define G , UT31U11KX¯1G¯U
T
11U31, and compute the expectation
G¯ = EH˜n1 ,H˜n2
{
G
}
= EH˜n1 ,H˜n2
{
UT31U11KX¯1G¯U
T
11U31
}
.
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To that aim, define
KRRX¯1G¯
= E
{
Re
{
Xn1G¯
} · (Re{Xn1G¯})T} ,
KRIX¯1G¯
= E
{
Re
{
Xn1G¯
} · (Im{Xn1G¯})T} ,
KIRX¯1G¯
= E
{
Im
{
Xn1G¯
} · (Re{Xn1G¯})T} ,
KIIX¯1G¯
= E
{
Im
{
Xn1G¯
} · (Im{Xn1G¯})T} ,
and recall the definitions U31 =
C31 −S31
S31 C31
 and U11 =
C11 −S11
S11 C11
. Using these definitions we write
UT31U11 =
 C31 S31
−S31 C31
C11 −S11
S11 C11
 =
 C31C11 + S31S11 −C31S11 + S31C11
−S31C11 + C31S11 S31S11 + C31C11
 .
Hence,
UT31U11KX¯1G¯U
T
11U31
=
 C31C11 + S31S11 −C31S11 + S31C11
−S31C11 + C31S11 S31S11 + C31C11
KRRX¯1G¯ KRIX¯1G¯
KIR
X¯1G¯
KII
X¯1G¯
 C31C11 + S31S11 −S31C11 + C31S11
−C31S11 + S31C11 S31S11 + C31C11

=
 (C31C11 + S31S11)KRRX¯1G¯ + (−C31S11 + S31C11)KIRX¯1G¯ (C31C11 + S31S11)KRIX¯1G¯ + (−C31S11 + S31C11)KIIX¯1G¯
(−S31C11 + C31S11)KRRX¯1G¯ + (S31S11 + C31C11)K
IR
X¯1G¯
(−S31C11 + C31S11)KRIX¯1G¯ + (S31S11 + C31C11)K
II
X¯1G¯

 C31C11 + S31S11 −S31C11 + C31S11
−C31S11 + S31C11 S31S11 + C31C11

Using the above derivations, we write the matrix G as a block matrix: G = UT31U11KX¯1G¯U
T
11U31 =
G11 G12
G21 G22
,
where
G11 = (C31C11 + S31S11)K
RR
X¯1G¯
(C31C11 + S31S11) + (−C31S11 + S31C11)KIRX¯1G¯ (C31C11 + S31S11)
+ (C31C11 + S31S11)K
RI
X¯1G¯
(−C31S11 + S31C11)
+ (−C31S11 + S31C11)KIIX¯1G¯ (−C31S11 + S31C11)
G22 = (−S31C11 + C31S11)KRRX¯1G¯ (−S31C11 + C31S11) + (S31S11 + C31C11)K
IR
X¯1G¯
(−S31C11 + C31S11)
+ (−S31C11 + C31S11)KRIX¯1G¯ (S31S11 + C31C11)
+ (S31S11 + C31C11)K
II
X¯1G¯
(S31S11 + C31C11)
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G21 = (−S31C11 + C31S11)KRRX¯1G¯ (C31C11 + S31S11) + (S31S11 + C31C11)K
IR
X¯1G¯
(C31C11 + S31S11)
+ (−S31C11 + C31S11)KRIX¯1G¯ (−C31S11 + S31C11)
+ (S31S11 + C31C11)K
II
X¯1G¯
(−C31S11 + S31C11)
G12 = (C31C11 + S31S11)K
RR
X¯1G¯
(−S31C11 + C31S11) + (−C31S11 + S31C11)KIRX¯1G¯ (−S31C11 + C31S11)
+ (C31C11 + S31S11)K
RI
X¯1G¯
(S31S11 + C31C11)
+ (−C31S11 + S31C11)KIIX¯1G¯ (S31S11 + C31C11)
= −C31C11KRRX¯1G¯S31C11 + C31C11K
RR
X¯1G¯
C31S11 − S31S11KRRX¯1G¯S31C11 + S31S11K
RR
X¯1G¯
C31S11
+C31S11K
IR
X¯1G¯
S31C11 − C31S11KIRX¯1G¯C31S11 − S31C11K
IR
X¯1G¯
S31C11
+S31C11K
IR
X¯1G¯
C31S11 + C31C11K
RI
X¯1G¯
S31S11 + C31C11K
RI
X¯1G¯
C31C11
+S31S11K
RI
X¯1G¯
S31S11 + S31S11K
RI
X¯1G¯
C31C11 − C31S11KIIX¯1G¯S31S11
−C31S11KIIX¯1G¯C31C11 + S31C11K
II
X¯1G¯
S31S11 + S31C11K
II
X¯1G¯
C31C11.
To compute G¯12 , EH˜n1 ,H˜n2 {G12}, where averaging is carried out over the phase variables {θ31,l, θ11,l}
n
l=1, we
note that unless a term has two identical matrices in the product, its expectation is necessarily zero. We first write
explicitly
G¯12 , EH˜n1 ,H˜n2 {G12}
= EH˜n1 ,H˜n2
{
−C31S11KIRX¯1G¯C31S11 − S31C11K
IR
X¯1G¯
S31C11 + C31C11K
RI
X¯1G¯
C31C11 + S31S11K
RI
X¯1G¯
S31S11
}
.
Next, we note that the products of the matrices Clm and Suv matrices are diagonal matrices. Thus, for l 6= m[
G¯12
]
l,m
correspond to averaging over phases from different times and are thus zero. It therefore remains to
consider the diagonal elements of G¯12:[
G¯12
]
l,l
= EH˜n1 ,H˜n2
{
− cos (θ31,l) sin (θ11,l)
[
KIRX¯1G¯
]
l,l
cos (θ31,l) sin (θ11,l)
−sin (θ31,l) cos (θ11,l)
[
KIRX¯1G¯
]
l,l
sin (θ31,l) cos (θ11,l)
+cos (θ31,l) cos (θ11,l)
[
KRIX¯1G¯
]
l,l
cos (θ31,l) cos (θ11,l)
+sin (θ31,l) sin (θ11,l)
[
KRIX¯1G¯
]
l,l
sin (θ31,l) sin (θ11,l)
}
= EH˜n1 ,H˜n2
{
− cos2 (θ31,l) sin2 (θ11,l)
[
KIRX¯1G¯
]
l,l
− sin2 (θ31,l) cos2 (θ11,l)
[
KIRX¯1G¯
]
l,l
+cos2 (θ31,l) cos
2 (θ11,l)
[
KRIX¯1G¯
]
l,l
+ sin2 (θ31,l) sin
2 (θ11,l)
[
KRIX¯1G¯
]
l,l
}
= −1
4
[
KIRX¯1G¯
]
l,l
− 1
4
[
KIRX¯1G¯
]
l,l
+
1
4
[
KRIX¯1G¯
]
l,l
+
1
4
[
KRIX¯1G¯
]
l,l
.
Lastly, we note that KIR
X¯1G¯
=
(
KRI
X¯1G¯
)T
, hence
[
KIR
X¯1G¯
]
l,l
=
[
KRI
X¯1G¯
]
l,l
, and consequently
[
G¯12
]
l,l
= 0. We
conclude that G¯12 = On×n. Similarly, we obtain G¯21 , EH˜n1 ,H˜n2 {G21} = On×n. Next, we compute G¯11 ,
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EH˜n1 ,H˜
n
2
{G11}: First, we write explicitly:
G11 = (C31C11 + S31S11)K
RR
X¯1G¯
(C31C11 + S31S11) + (−C31S11 + S31C11)KIRX¯1G¯ (C31C11 + S31S11)
+ (C31C11 + S31S11)K
RI
X¯1G¯
(−C31S11 + S31C11)
+ (−C31S11 + S31C11)KIIX¯1G¯ (−C31S11 + S31C11)
= C31C11K
RR
X¯1G¯
C31C11 + C31C11K
RR
X¯1G¯
S31S11 + S31S11K
RR
X¯1G¯
C31C11 + S31S11K
RR
X¯1G¯
S31S11
−C31S11KIRX¯1G¯C31C11 − C31S11K
IR
X¯1G¯
S31S11 + S31C11K
IR
X¯1G¯
C31C11
+S31C11K
IR
X¯1G¯
S31S11 − C31C11KRIX¯1G¯C31S11 + C31C11K
RI
X¯1G¯
S31C11
−S31S11KRIX¯1G¯C31S11 + S31S11K
RI
X¯1G¯
S31C11 + C31S11K
II
X¯1G¯
C31S11
−C31S11KIIX¯1G¯S31C11 − S31C11K
II
X¯1G¯
C31S11 + S31C11K
II
X¯1G¯
S31C11.
Again, we note that unless a term has two identical matrices in the product, its expectation is necessarily zero:
G¯11 , EH˜n1 ,H˜n2 {G11}
= EH˜n1 ,H˜n2
{
C31C11K
RR
X¯1G¯
C31C11 + S31S11K
RR
X¯1G¯
S31S11 + C31S11K
II
X¯1G¯
C31S11 + S31C11K
II
X¯1G¯
S31C11
}
.
Similarly to the computation of G¯12, we note that the products of the matrices Clm and Suv matrices are diagonal
matrices. Thus, for l 6= m [G¯11]l,m correspond to averaging over phases from different times and are thus zero.
Hence, it remains to consider the diagonal elements of G¯11:[
G¯11
]
l,l
= EH˜n1 ,H˜n2
{
cos (θ31,l) cos (θ11,l)
[
KRRX¯1G¯
]
l,l
cos (θ31,l) cos (θ11,l)
+sin (θ31,l) sin (θ11,l)
[
KRRX¯1G¯
]
l,l
sin (θ31,l) sin (θ11,l)
+cos (θ31,l) sin (θ11,l)
[
KIIX¯1G¯
]
l,l
cos (θ31,l) sin (θ11,l)
+sin (θ31,l) cos (θ11,l)
[
KIIX¯1G¯
]
l,l
sin (θ31,l) cos (θ11,l)
}
= EH˜n1 ,H˜n2
{
cos2 (θ31,l) cos
2 (θ11,l)
[
KRRX¯1G¯
]
l,l
+sin2 (θ31,l) sin
2 (θ11,l)
[
KRRX¯1G¯
]
l,l
+cos2 (θ31,l) sin
2 (θ11,l)
[
KIIX¯1G¯
]
l,l
+sin2 (θ31,l) cos
2 (θ11,l)
[
KIIX¯1G¯
]
l,l
}
=
1
4
[
KRRX¯1G¯
]
l,l
+
1
4
[
KRRX¯1G¯
]
l,l
+
1
4
[
KIIX¯1G¯
]
l,l
+
1
4
[
KIIX¯1G¯
]
l,l
=
1
2
([
KRRX¯1G¯
]
l,l
+
[
KIIX¯1G¯
]
l,l
)
≤ 1
2
,
where the last inequality follows from the per-symbol power constraint Pk,i , E
{|Xk,i|2} ≤ 1, k ∈ {1, 2, 3},
and the condition on the optimal covariance matrix of Lemma 6. Following similar steps we obtain that G¯22 is a
diagonal matrix with non-negative elements, each smaller than 12 .
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We conclude that EH˜n1 ,H˜n2
{
UT31U11KX¯1G¯U
T
11U31
}
= EH˜n1 ,H˜n2

G11 G12
G21 G22
 = G¯ is a diagonal matrix
whose diagonal elements are all non-negative and less than 12 :
0 ≤ [G¯]
k,k
, EH˜n1 ,H˜n2
{
[G]k,k
}
≤ 1
2
.
Lastly, observe that as G¯ is a diagonal matrix, we can write(
a3G¯,i
)T
EH˜n1 ,H˜
n
2
{
UT31U11KX¯1G¯U
T
11U31
}
a3G¯,i
≡ (a3G¯,i)T · G¯ · a3G¯,i
=
2n∑
k=1
(
[A3G¯]k,i
)2
G¯k,k.
Proceeding with the bounding, we define
dm,i ,
2n∑
k=1
(
[A3G¯]k,i
)2
G¯k,k.
The facts that 0 ≤ [G¯]
k,k
≤ 12 and that A3G¯ is orthogonal, imply that
dm,i ,
2n∑
k=1
(
[A3G¯]k,i
)2
G¯k,k ≤ 1
2
2n∑
k=1
(
[A3G¯]k,i
)2
=
1
2
,
and also that dm,i ≥ 0. Using the above definition of dm,i in (H.10), we can upper bound (H.1) as
EH˜n1 ,H˜
n
2
{
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)− h(h(n)h32Xn3G¯ + V n2 ∣∣H˜n2 = h˜n2)}
≤
2n∑
i=1
(
1
2
log
(
SNR11dm,i + SNR31d3G¯,i +
|η1|2
2
)
− 1
2
log
(
SNR32d3G¯,i +
1− |υ˜2|2
2
) )
,
where 0 ≤ dm,i ≤ 12 and
∑2n
i=1 d3G¯,i ≡ tr {D3G¯} ≤ n, d3G¯,i ≥ 0.
We conclude that we can write the upper bound on (H.1) as follows:
EH˜n1 ,H˜
n
2
{
h
(
H
(n)
h31
Xn3G¯ +H
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)− h(H(n)h32Xn3G¯ + V n2 ∣∣H˜n2 = h˜n2)}
≤ max{{d3G¯,i}2ni=1,
{dm,i}2ni=1
}
2n∑
i=1
1
2
(
log
(
SNR11dm,i+SNR31d3G¯,i+
|η1|2
2
)
− log
(
SNR32d3G¯,i +
1− |υ˜2|2
2
))
, (H.11)
subject to:
2n∑
i=1
d3G¯,i ≤ n, d3G¯,i ≥ 0, 0 ≤ dm,i ≤
1
2
, i = 1, 2, . . . , 2n.
Next, defining N¯1 , |η1|
2
2 and N¯2 ,
1−|υ˜2|2
2 , we can write
log
(
SNR11dm,i + SNR31d3G¯,i + N¯1
)− log (SNR32d3G¯,i + N¯2)
= log
(
SNR11dm,i + SNR31d3G¯,i + N¯1
SNR32d3G¯,i + N¯2
)
=
1
ln 2
ln
(
SNR11dm,i + SNR31d3G¯,i + N¯1
SNR32d3G¯,i + N¯2
)
.
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The function SNR11dm,i +SNR31d3G¯,i+N¯1SNR32d3G¯,i+N¯2 is a linear fractional function in
(
dm,i, d3G¯,i
)
with positive denominator,
and is thus a quasilinear function, see [26, Example 3.32]. Consequently, depending on dm,i, it is either a monotone
increasing function of d3G¯,i or a monotone decreasing function of d3G¯,i. To find this threshold, we differentiate
SNR11dm,i +SNR31d3G¯,i+N¯1
SNR32d3G¯,i+N¯2
w.r.t d3G¯,i:
∂
∂d3G¯,i
{
SNR11dm,i + SNR31d3G¯,i + N¯1
SNR32d3G¯,i + N¯2
}
=
SNR31
(
SNR32d3G¯,i + N¯2
)− SNR32 (SNR11dm,i + SNR31d3G¯,i + N¯1)(
SNR32d3G¯,i + N¯2
)2
=
N¯2 · SNR31 − SNR32SNR11dm,i − SNR32 · N¯1(
SNR32d3G¯,i + N¯2
)2 .
For SNR11dm,i +SNR31d3G¯,i+N¯1SNR32d3G¯,i+N¯2 to be monotone increasing in d3G¯,i, the derivative must be positive. This occurs
if
N¯2 · SNR31 − SNR32SNR11dm,i − SNR32 · N¯1 > 0.
As the feasible dm,i must satisfy dm,i ≤ 12 , it directly follows from (19b) that indeed for all feasible dm,i it holds
that
SNR32|η1|2<SNR31
(
1−|υ˜2|2
)−2dm,iSNR32SNR11. (H.12)
Therefore, we conclude that for all feasible dm,i, the objective increases with d3G¯,i, hence, the objective is concave
in the feasible region. It thus follows that there is a unique solution to the optimization problem (H.11) (see [26,
Chapter 3.4]), and that this solution corresponds to the global maxima. Next, in order to maximize the upper bound
(H.11), we define N2 , {1, 2, . . . 2n} and rewrite the problem as
max
{d3G¯,i}2ni=1,{dm,i}2ni=1
2n∑
i=1
1
2
(
log
(
SNR11dm,i + SNR31d3G¯,i + N¯1
) − log (SNR32d3G¯,i + N¯2) )
subject to:
2n∑
i=1
d3G¯,i − n ≤ 0, −d3G¯,i ≤ 0, −dm,i ≤ 0, dm,i −
1
2
≤ 0, i ∈ N2.
First, note that the objective is monotone increasing with dm,i, hence it is maximized by letting dm,i = 12 , i ∈ N2.
Thus, the optimization problem can be written as
max
{d3G¯,i}2ni=1
2n∑
i=1
1
2
(
log
(
SNR11
1
2
+ SNR31d3G¯,i + N¯1
)
− log (SNR32d3G¯,i + N¯2) )
subject to:
2n∑
i=1
d3G¯,i − n ≤ 0, −d3G¯,i ≤ 0, i ∈ N2.
The Lagrangian for the above optimization function is
L
({
d3G¯,i, ϕ3,i
}2n
i=1
, ψ3
)
,
2n∑
i=1
1
2
(
log
(
SNR11
1
2
+ SNR31d3G¯,i + N¯1
)
− log (SNR32d3G¯,i + N¯2)
)
−ψ3
(
2n∑
i=1
d3G¯,i − n
)
−
2n∑
i=0
ϕ1,i(−dm,i).
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To find the optimal solution, we first write the Karush-Kuhn-Tucker (KKT) necessary conditions for optimality
[26, Chapter 5.5.3], and solve for the maximizing
({
d3G¯,i, ϕ3,i
}2n
i=1
, ψ3
)
. As (H.12) guarantees concavity of the
objective function, the optimal solution is the unique maximum. The KKT conditions for the above problem are:
∂
∂d3G¯,i
L
({
d3G¯,i, ϕ3,i, ψ3
}2n
i=1
)
= 0 (H.13a)
ϕ3,i
(−d3G¯,i) = 0, ϕ3,i ≥ 0, i ∈ N2, (H.13b)
ψ3
(
2n∑
i=1
d3G¯,i − n
)
= 0, ψ3 ≥ 0. (H.13c)
Evaluating (H.13a) explicitly we obtain
∂
∂d3G¯,i
L
({
d3G¯,i, ϕ3,i
}2n
i=1
, ψ3
)
=
1
ln 2
· SNR32d3G¯,i + N¯2
SNR11 12 + SNR31d3G¯,i + N¯1
N¯2 · SNR31 − SNR32SNR11 12 − SNR32 · N¯1(
SNR32d3G¯,i + N¯2
)2 − ψ3 + ϕ3,i
=
1
ln 2
· N¯2 · SNR31 − SNR32SNR11
1
2 − SNR32 · N¯1(
SNR11 12 + SNR31d3G¯,i + N¯1
) (
SNR32d3G¯,i + N¯2
) − ψ3 + ϕ3,i
= 0
As the objective is a monotone increasing function of d3G¯,i, and the first derivative decreases as d3G¯,i increases,
then d3G¯,i > 0, and thus, from (H.13b) it follows that ϕ3,i = 0.
From Eqn. (H.12), it follows that N¯2 ·SNR31−SNR32SNR11 12−SNR32 ·N¯1 > 0. With ϕ3,i = 0 and d3G¯,i > 0,
∀i ∈ N2, we obtain
ψ3 =
1
ln 2
· N¯2 · SNR31 − SNR32SNR11
1
2 − SNR32 · N¯1(
SNR11 12 + SNR31d3G¯,i + N¯1
) (
SNR32d3G¯,i + N¯2
) > 0.
It remains to see what values of d3G¯,i can be considered. From the above equation we conclude that the denominator
has to be a positive constant:(
SNR11
1
2
+ SNR31d3G¯,i + N¯1
)(
SNR32d3G¯,i + N¯2
)
= C0.
Hence, we obtain the quadratic equation for d3G¯,i:
SNR32 · SNR31 · d23G¯,i +
(
SNR32 · N¯1 + 1
2
SNR32 · SNR11 + SNR31 · N¯2
)
d3G¯,i
+N¯2
(
1
2
SNR11 + N¯1
)
− C0 = 0,
from which we conclude that since the coefficient of d3G¯,i is positive, then the equation has at most one positive
root. It thus follows that for i ∈ N2, d3G¯,i = d3 is a constant, and hence, from the sum condition
∑2n
i=1 d3G¯,i = n
we conclude that d3G¯,i = d3 =
1
2 , i ∈ N2. The maximal objective is therefore:
2n∑
i=1
1
2
(
log
(
SNR11
1
2
+ SNR31
1
2
+ N¯1
)
− log
(
SNR32
1
2
+ N¯2
))
=
n
(
log
(
SNR11 + SNR31 + |η1|2
)
− log
(
SNR32 +
(
1− |v2|2
)))
. (H.14)
We note that the maximum of the objective can be achieved with equality by letting X¯2n
3G¯
and X¯2n
1G¯
be mutually
independent real Gaussian vectors with i.i.d. elements, each with zero mean and variance of 12 . With this assignment
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KX¯1G¯ = KX¯3G¯ =
1
2I2n. The resulting complex variables are circularly symmetric complex Normal X
n
1G¯
, Xn
3G¯
∼
CN (0, In). Accordingly the difference of entropies is
EH˜n1 ,H˜
n
2
{
h
(
h
(n)
h31
Xn3G¯ + h
(n)
h11
Xn1G¯ + η1 ·Wn1
∣∣H˜n1 = h˜n1)− h(h(n)h32Xn3G¯ + V n2 ∣∣H˜n2 = h˜n2)}
= EH˜n1 ,H˜n2
{
log det
(
h
(n)
h31
In
(
h
(n)
h31
)H
+ h
(n)
h11
In
(
h
(n)
h11
)H
+ |η1|2In
)
− log det
(
h
(n)
h32
In
(
h
(n)
h32
)H
+
(
1− |v2|2
)
In
)}
= EH˜n1 ,H˜n2
{
log det
(
SNR31 · In + SNR11 · In + |η1|2In
)
− log det
(
SNR3n · In +
(
1− |v2|2
)
In
)}
= log det
(
SNR31 · In + SNR11 · In + |η1|2In
)
− log det
(
SNR3n · In +
(
1− |v2|2
)
In
)
= n
(
log
(
SNR11 + SNR31 + |η1|2
)
− log
(
SNR32 +
(
1− |v2|2
)) )
,
which indeed coincides with the maximum of the objective in (H.14).
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Appendix : Analytic Derivation of the Integral
in Step HaL after Eqn.HG .1L via ``Mathematicaø
In the following we present the outcome of theMathematica code used for evaluating the definite
integral in Step HaL on Pg .45 of the manuscript after Eqn.HG .1L.
H*The integrand of Appendix D. Variable 'r' denotes the absolue value of the
correlation coefficient, variable 'x' denotes theta_1 and variable 'y' denotes theta_2*L
f = Log@2 * Π *Hc3 + HHc1 * c4 + c2 * c4 * r * Cos@xD - c5 * c5 - Hc1 + c2 * r * Cos@xDL * H2 * c5 * Cos@yDLL Hc1 + c2 * r * Cos@xD + c4LLLD
LogA2 Π Ic3 +Ic1 c4 - c52 + c2 c4 r Cos@xD - 2 c5 Hc1 + c2 r Cos@xDL Cos@yDM  Hc1 + c4 + c2 r Cos@xDLME
H*------------------------------------------------------*L
H*Phase 1: Calculating the indefinite
integral. HThe result was removed due its lengthL*L
Integ = Integrate@f, xD
H*------------------------------------------------------*L
H*Simplifing integral result - Used later for verification Hwritten as a sum of 15 elementsL*L
Simplify@IntegD
x Log@2 ΠD +
x LogAIc1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM 
Hc1 + c4 + c2 r Cos@xDLE + x LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF +
ä LogB c1 + c4 - c2 r I-ä + TanA x2 EM
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF -
ä LogB c1 + c4 - c2 r Iä + TanA x2 EM
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF +
x LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF +
ä LogB- c1 + c4 - c2 r I-ä + TanA x2 EM
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF -
ä LogB- c1 + c4 - c2 r Iä + TanA x2 EM
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF -
x LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF +
61
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ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
x LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF +
ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF +
ä PolyLogB2, -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F -
ä PolyLogB2, -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F -
ä PolyLogB2, -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F +
+
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ä PolyLogB2, -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F +
ä PolyLogB2,
-Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 +
c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF -
ä PolyLogB2, Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF - ä
PolyLogB2, -Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF +
ä PolyLogB2, Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
H*------------------------------------------------------*L
H* Phase 2: Checking the calcultion of the indefinite
integral. HThe result was removed due its lengthL*L
Deri = D@Integ, xD
H*------------------------------------------------------*L
H*Checking that indeed the derivative of Integ is equal to the main integrand above*L
DeriSim = FullSimplify@Deri, TimeConstraint ® InfinityD
LogAI2 Π Ic1 c3 + Hc1 + c3L c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLMM Hc1 + c4 + c2 r Cos@xDLE
H*------------------------------------------------------*L
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H*Phase 3: Calculating the value of the definite Integral
Hi.e., calculating the expected value of the entropyL*L
Integ2 = Simplify@HHInteg . x ® 2 * ΠL - HInteg . x ® 0LL  H2 ΠLD
Log@2 ΠD + LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
F + LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
F +
LogB 1
c1 + c4 + c2 r
Ic3 c4 + c1 Hc3 + c4L - c52 + c2 c3 r + c2 c4 r - 2 c5 Hc1 + c2 rL Cos@yDMF -
LogA-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMME -
LogAI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMME
H*------------------------------------------------------*L
H*This is the simplified result of the expected value*L
AA = LogB
2 Π *
1
c1 + c4 - c2 r
Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMF
H*------------------------------------------------------*L
H*The argument of the Log above*L
Integ3 =
1
c1 + c4 - c2 r
Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
1
c1 + c4 - c2 r
Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
H*------------------------------------------------------*L
H*Checking that indeed the derivative of the
integrand is indeed negative and hence rho=0 is optimal*L
Der2 = Simplify@D@Integ3, rDD
-
c2 Ic42 + c52 - 2 c4 c5 Cos@yDMHc1 + c4 - c2 rL2
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H*Phase 4:
Manual verification of the indefinite integral HSecond verificationL:
calculating the derivative of the integral and checking that indeed
it is equal to the integrand. The verification is done in 3 steps*L
H*------------------------------------------------------*L
H*Step 1: Splitting the integral result into a sum of 15 elements: f1,f2,...,f15*L
f1 = x Log@2 ΠD
x Log@2 ΠD
f2 =
+x LogAIc1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM Hc1 + c4 + c2 r Cos@xDLE
x LogAIc1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM Hc1 + c4 + c2 r Cos@xDLE
f3 = +x LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF + x LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF
x LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF + x LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF
f4 = +ä LogB c1 + c4 - c2 r I-ä + TanA x2 EM
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF +
ä LogB- c1 + c4 - c2 r I-ä + TanA x2 EM
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF
ä LogB c1 + c4 - c2 r I-ä + TanA x2 EM
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF +
ä LogB- c1 + c4 - c2 r I-ä + TanA x2 EM
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF
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f5 = -ä LogB c1 + c4 - c2 r Iä + TanA x2 EM
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF -
ä LogB- c1 + c4 - c2 r Iä + TanA x2 EM
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF
-ä LogB c1 + c4 - c2 r Iä + TanA x2 EM
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF -
ä LogB- c1 + c4 - c2 r Iä + TanA x2 EM
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF
f6 = -x
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM  I,Ic3
c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
x LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
-x LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
x LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
f7 = ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
ä LogB
K,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
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f8 = -ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
-ä LogB
K,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
f9 = ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
ä LogB
K,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
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f10 = -ä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
-ä LogB
K,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
f11 = +ä PolyLogB2, -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F -
ä PolyLogB2, -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F -
ä PolyLogB2, -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F +
ä PolyLogB2, -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F
ä PolyLogB2, -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F -
ä PolyLogB2, -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F -
ä PolyLogB2, -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F +
ä PolyLogB2, -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F
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f12 = ä PolyLogB2,
-Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 +
c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
ä PolyLogB2, -Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
f13 = -ä PolyLogB2,
Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 +
c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
-ä PolyLogB2, Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
f14 = -ä PolyLogB2,
-Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 +
c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
-ä
PolyLogB2, -Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
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f15 = ä PolyLogB2,
Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 +
c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
ä PolyLogB2, Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
H*------------------------------------------------------*L
H*Step 2: Calculating the derivative of each of 15 elements -
The results here were checked manually*L
ff1 = D@f1, xD
Log@2 ΠD
ff2 = D@f2, xD
LogAIc1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM Hc1 + c4 + c2 r Cos@xDLE +
x Hc1 + c4 + c2 r Cos@xDL - c2 r Hc3 + c4 - 2 c5 Cos@yDL Sin@xD
c1 + c4 + c2 r Cos@xD +Ic2 r Ic1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM
Sin@xDM  Hc1 + c4 + c2 r Cos@xDL2 Ic1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM
ff3 = D@f3, xD
LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF + LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF +
x SecA x
2
E2
2 K- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO +
x SecA x
2
E2
2 K -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO
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ff4 = D@f4, xD
ä LogB- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EF SecA x
2
E2
2 I-ä + TanA x
2
EM +
ä LogB -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EF SecA x
2
E2
2 I-ä + TanA x
2
EM +
ä LogB c1+c4-c2 r J-ä+TanB x2 FN
-c1-c4-c2 r -ä c1+c4-c2 r
F SecA x
2
E2
2 K- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO +
ä LogB- c1+c4-c2 r J-ä+TanB x2 FN
-c1-c4-c2 r +ä c1+c4-c2 r
F SecA x
2
E2
2 K -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO
ff5 = D@f5, xD
-
ä LogB- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EF SecA x
2
E2
2 Iä + TanA x
2
EM -
ä LogB -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EF SecA x
2
E2
2 Iä + TanA x
2
EM -
ä LogB c1+c4-c2 r Jä+TanB x2 FN
-c1-c4-c2 r +ä c1+c4-c2 r
F SecA x
2
E2
2 K- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO -
ä LogB- c1+c4-c2 r Jä+TanB x2 FN
-c1-c4-c2 r -ä c1+c4-c2 r
F SecA x
2
E2
2 K -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO
ff6 = D@f6, xD
-LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
x SecA x
2
E2
2 -
-c3 c4-c1 Hc3+c4L+c52-c2 c3 r-c2 c4 r+2 c5 Hc1+c2 rL Cos@yD
c3 c4+c1 Hc3+c4L-c52-c2 c3 r-c2 c4 r-2 c5 Hc1-c2 rL Cos@yD + TanA x2 E
-
x SecA x
2
E2
2
-c3 c4-c1 Hc3+c4L+c52-c2 c3 r-c2 c4 r+2 c5 Hc1+c2 rL Cos@yD
c3 c4+c1 Hc3+c4L-c52-c2 c3 r-c2 c4 r-2 c5 Hc1-c2 rL Cos@yD + TanA x2 E
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ff7 = D@f7, xDKLogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FF SecBx
2
F2O  K2 K1 - ä TanBx
2
FOO +
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
SecBx
2
F2O  K2 K-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r +
2 c5 Hc1 + c2 rL Cos@yDMM  I,Ic3 c4 + c1 Hc3 + c4L - c52 -
c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FOO
ff8 = D@f8, xDKLogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FF SecBx
2
F2O  K2 K1 + ä TanBx
2
FOO -
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
SecBx
2
F2O  K2 K-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r +
2 c5 Hc1 + c2 rL Cos@yDMM  I,Ic3 c4 + c1 Hc3 + c4L - c52 -
c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FOO
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ff9 = D@f9, xDKLogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FF SecBx
2
F2O  K2 K1 - ä TanBx
2
FOO +
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecB
x
2
F2O 
K2 KI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanB
x
2
FOO
ff10 = D@f10, xDKLogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FF SecBx
2
F2O  K2 K1 + ä TanBx
2
FOO -
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecB
x
2
F2O 
K2 KI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanB
x
2
FOO
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ff11 = D@f11, xD
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F SecBx
2
F2 
K2 K -c1 - c4 - c2 r - c1 + c4 - c2 r TanBx
2
FOO -
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F SecBx
2
F2 
K2 K -c1 - c4 - c2 r - c1 + c4 - c2 r TanBx
2
FOO +
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F SecBx
2
F2 
K2 K -c1 - c4 - c2 r + c1 + c4 - c2 r TanBx
2
FOO -
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F SecBx
2
F2 
K2 K -c1 - c4 - c2 r + c1 + c4 - c2 r TanBx
2
FOO
ff12 = D@f12, xDKä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 + Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
SecBx
2
F2O  K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r +
2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO
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ff13 = D@f13, xD
-Kä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 - Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
SecBx
2
F2O  K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r +
2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO
ff14 = D@f14, xDKä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 + Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
SecBx
2
F2O  K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r +
2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO
ff15 = D@f15, xD
-Kä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 - Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM +
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
SecBx
2
F2O  K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r +
2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO
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H*------------------------------------------------------*L
H*Step 3: Checking that indeed the sum of 15 derivatives is equal to the initial interand*L
Deri = ff1 + ff2 + ff3 + ff4 + ff5 + ff6 +
ff7 + ff8 + ff9 + ff10 + ff11 + ff12 + ff13 + ff14 + ff15
Log@2 ΠD +
LogAIc1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM Hc1 + c4 + c2 r Cos@xDLE +
LogB- -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF + LogB -c1 - c4 - c2 r
c1 + c4 - c2 r
+ TanBx
2
FF -
LogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF -
LogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF +
x Hc1 + c4 + c2 r Cos@xDL - c2 r Hc3 + c4 - 2 c5 Cos@yDL Sin@xD
c1 + c4 + c2 r Cos@xD +Ic2 r Ic1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM
Sin@xDM  Hc1 + c4 + c2 r Cos@xDL2 Ic1 c3 + c1 c4 + c3 c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLM +KLogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FF SecBx
2
F2O  K2 K1 - ä TanBx
2
FOO +
KLogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FF SecBx
2
F2O  K2 K1 - ä TanBx
2
FOO +
KLogB-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FF SecBx
2
F2O  K2 K1 + ä TanBx
2
FOO +
KLogBI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM 
I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FF
SecBx
2
F2O  K2 K1 + ä TanBx
2
FOO + ä LogB- -c1-c4-c2 rc1+c4-c2 r + TanA x2 EF SecA x2 E2
2 I-ä + TanA x
2
EM +
-
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ä LogB -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EF SecA x
2
E2
2 I-ä + TanA x
2
EM -
ä LogB- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EF SecA x
2
E2
2 Iä + TanA x
2
EM -
ä LogB -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EF SecA x
2
E2
2 Iä + TanA x
2
EM +
x SecA x
2
E2
2 K- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO +
ä LogB c1+c4-c2 r J-ä+TanB x2 FN
-c1-c4-c2 r -ä c1+c4-c2 r
F SecA x
2
E2
2 K- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO -
ä LogB c1+c4-c2 r Jä+TanB x2 FN
-c1-c4-c2 r +ä c1+c4-c2 r
F SecA x
2
E2
2 K- -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO +
x SecA x
2
E2
2 K -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO +
ä LogB- c1+c4-c2 r J-ä+TanB x2 FN
-c1-c4-c2 r +ä c1+c4-c2 r
F SecA x
2
E2
2 K -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO -
ä LogB- c1+c4-c2 r Jä+TanB x2 FN
-c1-c4-c2 r -ä c1+c4-c2 r
F SecA x
2
E2
2 K -c1-c4-c2 r
c1+c4-c2 r
+ TanA x
2
EO -
x SecA x
2
E2
2 -
-c3 c4-c1 Hc3+c4L+c52-c2 c3 r-c2 c4 r+2 c5 Hc1+c2 rL Cos@yD
c3 c4+c1 Hc3+c4L-c52-c2 c3 r-c2 c4 r-2 c5 Hc1-c2 rL Cos@yD + TanA x2 E
+
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM -
ä
,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF
SecBx
2
F2O  K2 K-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r +
2 c5 Hc1 + c2 rL Cos@yDMM  I,Ic3 c4 + c1 Hc3 + c4L - c52 -
- - MM + OO -
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c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FOO -
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO  I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r -
2 c5 Hc1 - c2 rL Cos@yDM + ä ,I-c3 c4 - c1 Hc3 + c4L + c52 -
c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecBx
2
F2O 
K2 K-I,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM +
TanBx
2
FOO - x SecA x2 E2
2
-c3 c4-c1 Hc3+c4L+c52-c2 c3 r-c2 c4 r+2 c5 Hc1+c2 rL Cos@yD
c3 c4+c1 Hc3+c4L-c52-c2 c3 r-c2 c4 r-2 c5 Hc1-c2 rL Cos@yD + TanA x2 E
+
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 - ä TanBx
2
FOO  I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r -
2 c5 Hc1 - c2 rL Cos@yDM + ä ,I-c3 c4 - c1 Hc3 + c4L + c52 -
c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecBx
2
F2O 
K2 KI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM  I,Ic3 c4 +
c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FOO -
Kä LogBK,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
K1 + ä TanBx
2
FOO  I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r -
2 c5 Hc1 - c2 rL Cos@yDM - ä ,I-c3 c4 - c1 Hc3 + c4L + c52 -
c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecBx
2
F2O 
K2 KI,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMM  I,Ic3 c4 +
c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDMM + TanBx
2
FOO +
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F SecBx
2
F2 
K2 K -c1 - c4 - c2 r - c1 + c4 - c2 r TanBx
2
FOO -
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r - c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F SecBx
2
F2 
K2 K -c1 - c4 - c2 r - c1 + c4 - c2 r TanBx
2
FOO +
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r - ä c1 + c4 - c2 r
F SecBx
2
F2 
-
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K2 K -c1 - c4 - c2 r + c1 + c4 - c2 r TanBx
2
FOO -
ä c1 + c4 - c2 r LogB1 - -c1 - c4 - c2 r + c1 + c4 - c2 r TanA x2 E
-c1 - c4 - c2 r + ä c1 + c4 - c2 r
F SecBx
2
F2 
K2 K -c1 - c4 - c2 r + c1 + c4 - c2 r TanBx
2
FOO +
Kä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 + Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO  I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r -
2 c5 Hc1 - c2 rL Cos@yDM - ä ,I-c3 c4 - c1 Hc3 + c4L + c52 -
c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecBx
2
F2O 
K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO -
Kä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 - Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO  I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r -
2 c5 Hc1 - c2 rL Cos@yDM + ä ,I-c3 c4 - c1 Hc3 + c4L + c52 -
c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecBx
2
F2O 
K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM -,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO +
Kä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 + Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO  I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r -
2 c5 Hc1 - c2 rL Cos@yDM - ä ,I-c3 c4 - c1 Hc3 + c4L + c52 -
c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecBx
2
F2O 
K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO -
Kä ,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
LogB1 - Kä K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +
OO 
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,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM
TanBx
2
FOO  I,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r -
2 c5 Hc1 - c2 rL Cos@yDM + ä ,I-c3 c4 - c1 Hc3 + c4L + c52 -
c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDMMF SecBx
2
F2O 
K2 K,I-c3 c4 - c1 Hc3 + c4L + c52 - c2 c3 r - c2 c4 r + 2 c5 Hc1 + c2 rL Cos@yDM +,Ic3 c4 + c1 Hc3 + c4L - c52 - c2 c3 r - c2 c4 r - 2 c5 Hc1 - c2 rL Cos@yDM TanBx
2
FOO
H*------------------------------------------------------*L
H*Simplifying the above sum*L
FullSimplify@Deri, TimeConstraint ® InfinityD
LogAI2 Π Ic1 c3 + Hc1 + c3L c4 - c52 - 2 c1 c5 Cos@yD + c2 r Cos@xD Hc3 + c4 - 2 c5 Cos@yDLMM Hc1 + c4 + c2 r Cos@xDLE
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