We discuss some problems with the indefinite integral notation and the way of teaching of integrals in Calculus. Based on the discussion, and in order to avoid mistakes, we propose another notation for indefinite integrals.
Introduction
When we teach indefinite integrals, we use the notation . But it is not clear for the students what the means. What does it means f (x)dx? Can one write F (x) = f (x)dx? Is f (x)dx a new function, or it is family of functions? Or does it depend on the context?
We use to write xdx = , but also xdx = + c, where c ∈ R is any constant. But our students don not know which one to use and why. So our notation is confusing.
Rather than that, we use this notations to teach our students some "mathemagical" manipulation of dx, du and dy. Those manipulations are useful but we do not prove them and they can lead us (or at least our students) to many mistakes. In the following lines, we will discuss some mistakes made by our students and mistakes we teach them how to make. We will also propose a (not so) new way of teaching Calculus using another notation. This paper have two sections. In the first one we show examples of how we teach and we discuss what is wrong with each example. In the second section we propose a new notation for the indefinite integral and we solve each example already discussed using the new notation.
After I had prepared this material, I learned from one of my Calculus students that a similar notation had already appeared in a series of MIT video lectures available through the Internet: the Calculus Revisited: Single
The integral 1 x dx
We teach our students that and f (x) = ln |x| + c. This example shows that the notation does not take into consideration the function's domain, just its rule. When we take the function x → 1 x and do not say nothing about its domain, we are considering that the function's domain is the biggest set where the rule makes sense. In the Calculus context, it is the set R * = R \ {0}.
The notation is misleading because it does not take into consideration the function's domain. But, in this particular case, the biggest problem is not the notation: we should take the function's domain into account and teach our students to do the same.
Changing variables and some "mathemagic"
Here we give some examples of the practical way we teach our students to calculate some integrals changing the variables. Then we discuss the problems of this approach.
Example 1.1 ( cos (x
2 ) xdx). We use the following change of variables:
dx.). Lets analyze the following triangle:
Based on the triangle above, if we call x = tan θ, we have that
At this point, if we already know sec θdθ, we can write
. Lets now use the following triangle:
Calling x = sin θ, we have that √ 1 − x 2 = cos θ and dx dθ = cos θ ⇒ dx = cos θdθ.
0 e cos(x) · sin(x)dx). Using the change of variables u = cos(x), we have that
.
Lets point some observations about our method of changing variable at calculating integrals:
1. The very good thing about this method is that it is fast and we can calculate integrals using just a feel lines.
2. One problem about this method is that we make lots of calculations multiplying and dividing by dx, du and dθ. But dx, du and dθ are (today) just symbols and we cannot add, subtract, multiply or divide by them.
3. In the change of variables in the examples above, we have used four different theorems, one for each example, and each theorem has different hypothesis. Using the traditional method, we do not check the theorems hypothesis before making calculations. Our students do not even know the theorems. So, we are tanking conclusions (calculations) based on theorems whose hypothesis we have not checked. It is a dangerous thing to take conclusions without checking the theorems hypothesis, and it is even more dangerous to teach students to do the same.
The integral
The ideas to calculate the integral 1 1−cos x+sin x dx were found in [4] . Using the identities
Therefore,
All these calculations are not entirely wrong, they are necessary. But lets take a look at both functions we have:
Its easy to see that the first function is defined in x = π, while the last one is not. That means that the domain of our solution is not the same domain of our original function, which is absurd. Using the same technique to calculate 1 − cos(x)dx, we also find a primitive whose domain is smaller than the domain of the original function.
The fundamental theorems of Calculus
The following two Theorems below be found in [5] . 
If we want to calculate
The problem here is that we use the same notation to calculate F and to calculate b a f (x)dx. But they are completely different problems. Besides that, once we get used to this calculations, we forget that f must be integrable and we start to think that if
In [2] we can find functions F and f , defined in the same closed interval, and such that F = f (x)dx but f is not integrable. See also [1].
How we should teach
The main idea to make things right is to teach our students to make calculations the same way we prove the theorems. The first part in order to prove theorems in Calculus, is to have good definitions
Definitions
We will first use a good, but not so formal, definition of function: We use the notation f (x) to denote the only element y ∈ B which is related to the element x ∈ A by the rule of the function f , ie., f (x) = y. 
we mean that g is the name of a function, A is the domain of g, B is the codomain of g and x → g(x) is the rule of the function g. In Calculus, it is common to give just the rule of some function, and the function's domain and codomain are not explicitly given. For example, lets consider the function 1 x . Here we mean the function whose rule is x → 1 x . We have not said a word about the function's domain nor its codomain, but we are considering that its domain is the biggest subset of R where the rule makes sense and that the codomain is R itself. In other words, when we say "lets consider the function 1 x ", we mean the following function:
If g is a function, D g denotes the domain of g and CD g denotes the codomain of g. The image of g is the set Im g = { g(x) | x ∈ D g }.
If we say "lets consider the function x
It is important to remark here that, in Calculus, we do not work with any kind of domain for our functions. We just work with functions whose domains are intervals or unions of intervals. Besides that, we are consider that an interval has infinity many elements, so the sets ]a, a[ = ∅ and [a, a] = {a} are not intervals to us. Definition 2.3. Let A ⊂ R be na interval or a union of intervals. In order to make things easier, lets suppose also that A have to following properties:
Now we will need a equivalence relation between differentiable functions. Definition 2.4. Let F be the set of all differentiable real functions, that is,
If f, g ∈ F , we will say that f and g are equivalent (or that f is equivalent to g) if f ′ = g ′ . If f and g are equivalent, we will write f ∼ g. If f ∈ F , the equivalence class of f will be denoted by [f ] , that is,
It is important to remark that, if f and g are differentiable, than
, for all x ∈ D f . We need some operations between the equivalence classes of F .
Lets remember here which are the functions f + g, f − g and αf .
Its easy to show the following Lemma:
Now we can talk about primitives. Definition 2.7. Let f and F be two real functions with F differentiable. We say that F is a primitive of f if F ′ = f . We will denote the set of all primitives of f by P (f ):
Lets remark two things here:
1. When we say that
It follows from Lemma 2.6 the folowing Lemma:
Lemma 2.8. Let f and g be functions such that P (f ) = ∅ and P (g) = ∅.
1. If α ∈ R and α = 0, then P (αf ) = αP (f ).
If
D f ∩ D g is standard, then P (f + g) = P (f ) + P (g) and P (f − g) = P (f ) − P (g).
The Fundamental Theorems of Calculus and others
With our new definitions and notations, we can rewrite Theorem 1.1:
Theorem 2.9 (First Fundamental Theorem of Calculus). Let I be an interval, x 0 ∈ I and f : I → R a function. If f is continuous, then function
Lets just remember here that f is continuous in [a, b] , then f is integrable in [a, b] . Thus, the function F is well defined and Theorem 2.9 makes sense.
If we just want to know if some function f has a primitive, we can use Theorem 2.9: if D f is an interval and f is continuous, then f has a primitive, that is, P (f ) = ∅.
We have to remark here that, if we want to make things easier to our students, we can limit ourselves to study primitives of functions whose domains are intervals, instead of studying primitives of functions whose domains are standard.
If D f is standard but not an interval, then D f = i∈I I i , where I is a set of indexes, each I j is an interval, and I i ∩ I j = ∅, when i = j. Considering f continuous, we know that for each i ∈ I, there exists a F i :
Then it is easy to show that F ′ = f , that is, P (f ) = ∅. Summarizing, we have the following Corollary: 
Proof. Lets first remark that,
We know that F g ∈ P ((f g) ′ ), so P ((f g) ′ ) = ∅. We know also that f and g are C 1 functions, thus f g ′ and f ′ g are continuous, and it follows from Corollary 2.10 that P (f g ′ ) = ∅ and P (f ′ g) = ∅.
Lets make some calculations.
Thus, applying Lemma 2.8, we have that
One of the most important results proved in Calculus in order to develop techniques to find primitives is the following Theorem, which can be found in [5] . Based on this, it is easy to prove the following corollary:
Corollary 2.13. Let I be an interval and f
The Corollary above is one of the main tools we use to calculate indefinite integrals. We will repeat here that, if we want to make Calculus easier, we can just study the primitives of functions whose domains are intervals, instead of functions whose domains are standard.
Lets see an example before continuing.
Example 2.1.
Let f : R → R be the function given by f (x) = x cos(x). Then f = Id · cos, where Id is the identity function on R. Thus
The first Fundamental Theorem of Calculus uses the integral to define a primitive of a continuous function f . The Second Theorem of Calculus uses the primitive of a integrable function in order to calculate its integral: 
Theorem 2.14 (Second Fundamental Theorem of Calculus
). Let f : [a, b] → R a function. If f is integrable and F ∈ P (f ), then b a f (x)dx = F (b) − F (a).
The integral
With our notation, we will find P x → 1 x , instead of 1 x dx, which is the same.
Let f, F : R * → R be the functions given by the rules f (x) = 1 x and F (x) = ln |x|. Its easy to see that
. Thus, by Corollary 2.13,
Thus,
Lets remark here that we could have used the following corollary which is very useful to work with functions whose domains are standard. 
Changing variables without "mathemagic"
In Calculus, we have 3 situations we use changing of variables:
1. When we want to calculate P ((f • g) · g ′ ) and we first calculate P (f ).
2. When we want to calculate P (f ) but it is difficult and we first calculate
where g is a convenient function we choose.
3. When we want to calculate one of the sides of the equality 
Proof. Lets suppose that F ∈ P (f ). That means that F is differentiable and that
Using the chain rule, we have that
is an interval and, by the Corollary 2.13,
Theorem 2.18. Let g be a diffeomorphism.
If Im
Therefore F ∈ P (f ) and we conclude that
If D f is an interval and
In the theorems above, we do not need to suppose that f is continuous neither that g ′ is continuous, because we are not using the First Fundamental Theorem of Calculus.
Sometimes the theorems above are not sufficient, so we have another one: 
If D f is an interval and H
Proof of Theorem 2.19. Just like it was done at Theorem 2.18, we can prove
Now, lets suppose that p ∈ D f is not an interior point, that is, p is an endpoint of one of the intervals which form D f (once D f is an interval or an union of intervals). Without loss of generality, we can suppose that p is a left end point of one of the intervals that form D f , but p is not a left accumulation point of D f . Thus,
In the above calculations, we have used the fact that F ′ (x) = f (x) if x is an interior point of D f , and we have also used the L'Hospital rules and the hypothesis that f is continuous.
Therefore
The second part of the Theorem follows form Corollary 2.13.
Proof. By the First Fundamental Theorem of Calculus 2.9, P (f ) = ∅, because f is continuous.
′ is continuous. Using the Corollary (2.15), we have that
We want to remark that we just can apply the Theorem 2.20 if f and g ′ are continuous, because we are using the First and Second Fundamental Theorems of Calculus for the functions f and (f • g) · g ′ . If we do not know if f is continuous or g ′ is continuous, then we have to assume that P (f ) = ∅, that f is integrable and that (f • g) · g ′ is also integrable. Now we can solve the examples of Section 1.2 without "mathemagic".
Example 2.2 ( cos (x
2 ) xdx). First of all, lets give names to the functions:
We want to calculate P (f ), but f (x) = cos(
. In order to calculate P (f ), we just need to find . We know g is a diffeomorphism.. By another side,
, and, if we already know P (sec | I ), we can write
where c ∈ R is constant. Taking H : I → R given by H(x) = ln | tan(x) + sec(x)|, and applying Theorem 2.18, we have that
But,
The function f is obviously continuous.
The figure of example 1.3, in the last section, gives us the idea of using the function g(θ) = sin(θ). So, let g : 
. By another side, we know that the function H : I → R, given by H(θ) = 0 e cos(x) · sin(x)dx). Lets consider the exponential function exp : R → R, given by exp(x) = e x . We know that the functions exp, cos and cos ′ = − sin are continuous and that cos 0, , then h = h 1 − h 2 and P (h) = P (h 1 − h 2 ) = P (h 1 ) − P (h 2 ).
By another side P (h 1 ) = { ϕ : J → R | ϕ(x) = ln |x| + c, ∀x ∈ I, where c is constant} ; P (h 2 ) = { ϕ : J → R | ϕ(x) = ln |x + 1| + c, ∀x ∈ I, where c is constant} .
Therefore the function H : J → R given by H(x) = ln |x|−ln |x+1| = ln
is a primitive of h and
Until here, we have that ϕ ∈ P ( f | I ) if, and only if, ϕ : I → R is given by 
