Abstract Advances in Environmental monitoring systems are making a wide range of data available at increasingly higher temporal and spatial resolution. This creates an opportunity to enhance real-time understanding of water systems conditions and to improve prediction of their future evolution, ultimately increasing our ability to make better decisions. Yet, many water systems are still operated using very simple information systems, typically based on simple statistical analysis and the operator's experience. In this work, we propose a framework to automatically select the most valuable information to inform water systems operations supported by quantitative metrics to operationally and economically assess the value of this information. The Hoa Binh reservoir in Vietnam is used to demonstrate the proposed framework in a multiobjective context, accounting for hydropower production and flood control. First, we quantify the expected value of perfect information, meaning the potential space for improvement under the assumption of exact knowledge of the future system conditions. Second, we automatically select the most valuable information that could be actually used to improve the Hoa Binh operations. Finally, we assess the economic value of sample information on the basis of the resulting policy performance. Results show that our framework successfully select information to enhance the performance of the operating policies with respect to both the competing objectives, attaining a 40% improvement close to the target trade-off selected as potentially good compromise between hydropower production and flood control.
Introduction
In a rapidly changing context, where climate change and growing populations are straining freshwater availability worldwide, using existing infrastructures more efficiently, rather than planning new ones, becomes key to balance competing objectives and performance uncertainties, while minimizing investments and financial risk [Gleick and Palaniappan, 2010] . Many large storage projects worldwide have had their operations designed in prior decades [U.S. Army Corps of Engineers, 1977; Loucks and Sigvaldason, 1982] , with operating rules often conditioned on very simple information systems, such as inflow in the current time period and previous release [Hejazi et al., 2008] . Under changing hydroclimatic and socioeconomic forcing, the reluctance to adapt reservoirs operations to the new conditions [e.g., Sheer, 2010; Fernandez et al., 2013; Giuliani et al., 2014a] has led many large-scale dams to fail in producing the level of benefits that provided the economic justification for their development [e.g., Stone, 2011; Ziv et al., 2012; Ansar et al., 2014] .
The unprecedented ''torrent of information'' [The Economist Editorial, 2011] that is becoming increasingly available to water system operators from pervasive sensor networks [e.g., Hart and Martinez, 2006] , remote sensing [e.g., Butler, 2007] , cyberinfrastructure [e.g., Minsker et al., 2006] , and crowdsourcing [e.g., Fraternali et al., 2012] , combined with the advances in data analytics and optimization techniques [e.g., Maier et al., 2014] , creates an opportunity for improving water systems operations in novel, unconventional ways, and with minor investments. However, while this information might be useful to improve our understanding and prediction of environmental processes, it also introduces observational errors and estimation biases that challenge its optimal use.
In this paper, we propose a novel information selection and assessment (ISA) framework to support the efficient use of observational data and improve water systems operations. The analysis of the value of information explicitly quantifies potential losses from limited knowledge and uncertainty of current and future
Key Points:
We select the most valuable information for water systems operation We assess the operational and economic value of this information We describe how to directly embed exogeneous information into the operating policies In the literature, numerous studies have focused on these questions by incorporating basic hydrologic information, selected on the basis of operators' experience, in a dynamic programming framework adopted for the design of water reservoirs operations. Common choices have been the observations of previous period's inflows [e.g., Bras et al., 1983; Tejada-Guibert et al., 1995] , simplified models of other hydrologic variables [e.g., Côt e et al., 2011; Desreumaux et al., 2014] , or streamflow forecasts [e.g., Stedinger et al., 1984; Karamouz and Vasiliadis, 1992; Kim and Palmer, 1997; Faber and Stedinger, 2001; Maurer and Lettenmaier, 2004; Voisin et al., 2006; Shukla et al., 2012; Oludhe et al., 2013; Li et al., 2014; . As for the latter, the use of reliable inflow forecasts is beneficial under most situations. Yet, its real value is often problem specific and depends upon the system's dominant dynamics and the objectives considered [You and Cai, 2008; Graham and Georgakakos, 2010] . For example, using short-term inflow forecasts generally improves reservoir operations for flood control, [e.g., Castelletti et al., 2008a; Pianosi and Soncini-Sessa, 2009 ]. However, this improvement increases linearly with hydrologic uncertainty and decreases logarithmically with reservoir size [Hejazi et al., 2008] . For other objectives, for instance water supply, medium and long-term streamflow forecasts would be needed. Yet, while some works [e.g., Hamlet and Lettenmaier, 1999; Sharma, 2000; Block and Goddard, 2012; successfully extended the lead time of flow forecasts by using low-frequency climate phenomena (e.g., El Nino Southern Oscillation), in regions where the influence of these global phenomena is less intense (e.g., Europe or Africa), the quality of medium-long term streamflow forecasts is still relatively low [e.g., Hansen et al., 2011; Sharma and Chowdhury, 2011; Alemu et al., 2011] and their use for improving reservoir operations less beneficial. To overcome these limitations, in this paper we adopt an alternative approach and we investigate the potential for using observational data (e.g., past and current rainfall, flow, water levels, etc., possibly at different time lags) in the operations of water resources systems by directly conditioning the operating policies on observed variables without the intermediation of forecasting models (i.e., model-free).
Besides designing improved operating policies using the selected information, the third step of our ISA framework aims also at determining quantitative approaches to estimate the EVSI by contrasting the performance Water Resources Research 10.1002/2015WR017044 of these policies with the upper and lower bound solutions. Moreover, we illustrate an approach to estimate the economic value of using additional information. Since acquiring information requires money and time [Sakalaki and Kazi, 2007] , the economic EVSI expresses the willingness to pay of a water authority, expressed as the maximum amount the water authority would pay to obtain the information required for the design and implementation of the informed operating policies [e.g., Alberini et al., 2006] . In summary, this paper provides three main methodological contributions: (i) we propose a procedure to automatically select the most valuable information to inform water systems operations; (ii) we provide metrics to quantitative and economically assess the value of this information; (iii) we describe computational tools to directly embed this information into the operating policies in a model-free fashion, i.e., with no need of a forecasting model. The paper is organized as follows: the ISA framework is described in the next section. Section 3 reviews some numerical methods that can be adopted to perform the different steps of the procedure. Section 4 introduces the Hoa Binh case study application used to demonstrate the potential for the proposed ISA framework. The Hoa Binh is a large reservoir on the Red River in Vietnam, mainly operated for hydropower production and flood control. This case study has been chosen for its medium-complexity, which means that it provides a realistic assessment of the proposed framework while also allowing for a physically meaningful interpretation of the results. Numerical results are reported in section 5, and final remarks and issues for further research are presented in the last section. 2. J(Á) is the objective function vector, which accounts for K operating objectives (to be maximized) evaluated over the horizon H. As shown in equation (1a), the objective values depends on the sequence of release decisions u ½0;H21 , the trajectory of the external drivers e ½1;H (e.g., reservoir inflows), and the resulting trajectory of the state vector x [0,H] (e.g., reservoir storage). The model used for describing the external drivers e ½1;H depends on the problem formulation as discussed in the next sections. 3. f(Á) is the transition function of the system (e.g., reservoirs' water balance and flow-routing), whose recursive application allows the dynamic simulation of the system's evolution in time. In the adopted notation, the time subscript of a variable indicates the time instant when its value is deterministically known. The reservoir storage is measured at time t and thus is denoted as x t , while inflow in the interval [t,t 1 1) is denoted as e t11 because it can be known only at the end of the time interval.
General Framework
The ISA framework is composed by the three main building blocks illustrated in Figure 1 , which are described one by one in the following sections. Note that the ISA framework should be applied in an iterative fashion until the performance of the designed operating policy meets the level of performance required by the decision makers or when adding new information does not further improve the system performance.
Quantifying the Expected Value of Perfect Information
We define the Expected Value of Perfect Information (EVPI) as the performance improvement that could be achieved under the assumption of perfect foresight on the future at the moment when operational decisions must be taken. The optimal sequence of release decisions (u POP ½0;H21 ) that an ideal operator would have followed having perfect information on the future is obtained by solving Problem (1) with the trajectory e ½1;H of the external drivers deterministically known over the entire evaluation horizon H. [Bertsekas, 1976] , along with perfect information on the future. In fact, the decision vector u t at each time t is an implicit function of the current state vector x t and of the sequence of future external drivers e ½t11;H , assumed to be perfectly known at time t (Figure 2a ). We call Perfect Operating Policy (POP) such a reconstructed optimal solution.
The POP performance (J POP ) is an absolute measure of the system performance, which is not completely meaningful as it depends on the characteristics of the system under study, for instance the reservoir capacityinflow ratio. As a consequence, the EVPI has to be estimated by comparing J POP with the value of the objective functions that could be obtained, over the same evaluation horizon, by a poorly informed operating policy (i.e., Basic Operating Policy-BOP) relying on a basic set of information. For example, we can consider the so called release plan [e.g., Soncini-Sessa et al., 2007] , which means an open loop operating policy that depends only on the day of the year (i.e., u t 5BOPðtÞ) and no information on the future external drivers. In case of a single-objective problem, the EVPI is given by the difference J POP 2J BOP between the (scalar) performance of the POP and BOP. In the multiobjective case, the objective functions J POP and J BOP are vectors and the estimation of the EVPI is more complex. Quantitative metrics to estimate the EVPI from the comparison of vector objective functions are presented in section 3.4. In both cases, a positive and sufficiently large EVPI indicates a potentially significant benefit from using more information to improve the operations of the system, whereas a small EVPI suggests that improvement of the Basic Operating Policy would have limited effect.
Information Selection
When the EVPI is large, in order to close the gap between POP and BOP, we need to identify a set of sample information I t , observable at time t, that can act as an effective surrogate of the sequence of future external To this end, we suggest to support this selection by adopting automatic methods capable of identifying the sub-set of variables I t N t that better explain the optimal sequence of release decisions u POP ½0;H21 . This sequence characterizes the optimal operations of the system in the ideal case of perfect knowledge of the future conditions. Several methods can be adopted to solve such information selection problem, such as cross-correlation or mutual information analysis, or more complex input variable selection techniques. Technical details about these methods are further discussed in section 3.2.
Assessing the Expected Value of Sample Information
Once we have selected the best surrogate I t of the future external drivers, the next step is to design the Improved Operating Policy (IOP) that uses this surrogate information to inform operational decisions. The IOP is a closed loop operating policy that provides the decision vector as a function of the information available at time t, i.e., u t 5IOPðt; x t ; I t Þ (Figure 2b ).
Two alternative approaches are available to design the IOP: (i) to identify a dynamic model describing each component of I t and use the states of these models to condition the operating policies within a dynamic programming framework [e.g., Tejada-Guibert et al., 1995; Desreumaux et al., 2014] ; (ii) to adopt approximate dynamic programming methods [see Powell, 2007, and references therein] , which allow the direct, modelfree use of exogenous information in conditioning the operating policies [e.g., Faber and Stedinger, 2001; Castelletti et al., 2010 Castelletti et al., , 2013 Giuliani et al., 2015] . The technical details about these methods are discussed in section 3.3. Notice that also the Basic Operating Policy can be designed by adopting the same approach by conditioning the decisions only on the time information.
In general, we expect the IOP to fill the performance gap between the upper and lower bound solutions (i.e., the POP and BOP) and, possibly, to produce a performance J IOP as close as possible to J POP . However, since the relative contribution of each component of I t to the IOP performance might not be equivalent to the relative contribution in explaining the optimal sequence u POP ½0;H21 , we suggest to apply the ISA procedure in an iterative fashion (see Figure 1 ). At first, we consider only the candidate variable in N t with the highest ability in explaining the optimal sequence u POP ½0;H21 , assuming that it also has the highest potential to improve reservoir operations. We design an Improved Operating Policy conditioned on this variable only, and estimate the corresponding EVSI by comparison with the POP and BOP performance. We then iterate the procedure by incrementally adding variables to the surrogate information vector I t , designing the associated IOP, and evaluating the corresponding EVSI. When either the attained performance is satisfactory or the marginal improvement in the EVSI between two consecutive iterations is negligible, the procedure ends.
Again, in case of a single-objective problems, the EVSI is simply obtained as the difference between the (scalar) performances J POP and J IOP (possibly scaled by the basic performance J BOP ). In the multiobjective case, where the objective functions J POP and J IOP are vectors, the EVSI can be estimated by means of the quantitative metrics described in section 3.4.
Methods and Tools
In this section, we provide a short overview of the methods and tools that are available to perform the main steps of the ISA framework illustrated in the previous section.
Design of the Perfect Operating Policy
The Perfect Operating Policy can be reconstructed over a historical horizon by solving Problem (1) and assuming the sequence e ½1;H is known. This is a standard nonlinear optimization problem and can be solved by either a local optimization method (e.g., gradient-based) or a global optimization method (e.g., direct search). Alternatively, if the objective function is time-separable, deterministic dynamic programming (DDP) can be used [Bellman, 1957] . Due to computational constraints, DDP can be applied only when the number of state and decision variables is sufficiently small (in the order of few units). When applicable, however, DDP provides an almost exact solution in a much more efficient fashion than other nonlinear optimization methods.
Automatic Selection of Information
The selection of the most valuable information to be used as a surrogate of the trajectory of future external drivers is reformulated here as the problem of finding the subset of variables I t N t that, together with t and x t , mostly explain the optimal sequence u POP ½0;H21 , which is obtained in the first step of our procedure. The rationale for including t and x t , which are not exogenous variables, is technical and aims to remove the part of the optimal sequence signal they explain. This facilitates the emergence of informative exogenous variables, which can be used in combination with t and x t in the design of the Improved Operating Policies.
Especially when the number of candidate input variables is high, statistical techniques may help to perform the selection process in an automatic, reproducible way. While a standard cross-correlation analysis may fail in the presence of strongly nonlinear causal relationships, input variable selection (IVS) techniques can be used. IVS problems arise every time a variable of interest (i.e., the optimal sequence u POP ½0;H21 ) has to be modeled as a function of a subset of potential explanatory variables (i.e., the exogenous variables I t N t ), but there is uncertainty about which subset to use among a number, usually large, of candidate variables available, which are often characterized by redundancy, collinearity, and highly nonlinear relationships [see Galelli et al., 2014, and references therein] .
In the choice of the appropriate IVS method, three desirable features should be considered: (i) modeling flexibility, so to approximate strongly nonlinear functions, particularly because the functional relationship between the candidate inputs and the output u POP ½0;H21 is usually unknown a priori; (ii) computational efficiency, so to deal with potentially large data sets, when considering long-time series of observations and many candidate variables; and (iii) scalability with respect to the number of candidate input variables, so to handle numerous input variables with a different range of variability.
According to the guidelines provided in Galelli et al. [2014] , in this paper, we use the hybrid model-based/ model-free Iterative Input Selection (IIS) algorithm [Galelli and Castelletti, 2013a ] combined with extremely randomized trees [Geurts et al., 2006; Galelli and Castelletti, 2013b] , which possesses all the three properties discussed above. Given the output variable to be modeled u POP t and the set of candidate exogenous variables N t , the IIS algorithm first ranks these latter with respect to a statistical measure of significance and adds
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only the best performing input I Ã t to the set of selected variables I t . This operation aims to avoid the inclusion of redundant variables, as one an input is selected, all the inputs highly correlated with it may become useless in the next iterations. Then, the algorithm identifies a model of u POP t with input I t , namely u POP t 5mðI t Þ, and computes the corresponding model performance with a suitable distance metric (e.g., the coefficient of determination) as well as the model residuals, which become the new output at the next iteration. The algorithm stops when the best variable returned by the rank is already in the set I t , or when overfitting conditions are reached. Further details on the IIS algorithm are provided in supporting information.
Design of the Improved Operating Policies
The use of traditional optimization techniques based on dynamic programming (DP) to design operating policies conditioned also on the selected information I t might be limited by the so-called curse of modeling [Tsitsiklis and Van Roy, 1996] . DP indeed requires a model-based approach, where any information used to condition the operating policy must be explicitly modeled to fully predict the one-step ahead system transition used in the estimation of the value function. This information can be described either as a state variable of a dynamic model or as a stochastic disturbance, independent in time, with an associated pdf. As a consequence, exogenous information cannot be explicitly considered in conditioning the decisions, unless a dynamic model is identified for each additional variable, thus adding to the curse of dimensionality. The computational cost of DP indeed grows exponentially with the state vector dimensionality [Bellman, 1957] and, consequently, DP is not applicable when the dimensionality of the system exceeds two or three storages [Loucks et al., 2005; Castelletti et al., 2008b] . Moreover, the more complex the relationship between the exogenous variables (e.g., spatially correlated inflows), the lower will be the accuracy of the model and therefore its contribution toward improving the operating policy's performance.
To reduce the limiting effects of both the curse of modeling and the curse of dimensionality, we therefore need an approximate dynamic programming method that: (i) is scalable with respect to the state-decision space, thus overcoming the curse of dimensionality; (ii) is able to deal with a potentially large number of variables, possibly with different ranges of variability, and (iii) allows conditioning the operating policy on any exogenous information in a model-free fashion, namely without the need of explicitly modeling the temporal dynamics of these variables (thus overcoming the curse of modeling).
In the case study application, we adopt a policy search method [see Deisenroth et al., 2011, and references therein] , as it represents a promising approach which possesses all the three properties discussed above. Policy search methods rely on a simulation-based optimization approach that first parameterizes the operating policy within a given family of functions and, then, optimizes the policy parameters (i.e., the decision variables of the problem) with respect to the operating objectives of the problem. This approach can be combined with any simulation model and allows the direct use of exogenous information available at time t to condition the decisions u t . In addition, this approach can be effectively combined with multiobjective evolutionary algorithms when the problem is characterized by high-dimensional decision spaces, noisy and multimodal objective functions, and multiple, competing operating objectives [Giuliani et al., 2015] . The mathematical formulation of the optimization problem solved by policy search is given in supporting information. In our case study application, the policy search approach was used also to design the Basic Operating Policy, by conditioning the decisions on the time information only.
Metrics to Assess the Value of Information
The quantification of the value of information for the analysis of both the EVPI and the EVSI is straightforward in single-objective problems, where it can be easily measured as the difference in the values of the (scalar) objective function considered. However, the majority of water resources management problems involves multiple competing objectives [e.g., Kasprzyk et al., 2009; Giuliani et al., 2014b] . Each operating policy is therefore associated to a vector J5½J 1 ; . . . ; J K of K different objectives, making the evaluation of the performance improvement more challenging. The solution of a multiobjective problem is indeed not unique, but rather a set of Pareto optimal (or approximate) solutions.
According to Zitzler et al. [2000] , assessing the effectiveness of multiobjective problems' solutions requires to evaluate: (i) the distance of the final solutions from the true Pareto front; (ii) the coverage of the nondominated space; and (iii) the extent of the nondominated front. Among the commonly used metrics adopted in the literature [see indicator HV as it captures both convergence and diversity [Zitzler et al., 2003] . The hypervolume measures the volume of objective space dominated by an approximation set, with HV calculated as the difference in hypervolume between the best known Pareto optimal front (i.e., the set of POPs) and the considered approximation set (i.e., BOPs or IOPs), see Figure 3a . This metric allows for set-to-set evaluations, where the Pareto front with the higher HV is deemed the better.
The evaluation of the value of information should not be limited to the analysis of the whole Pareto front by means of HV. In fact, some information may be relevant for one (or few) objectives, whereas having no influence on other objectives. For example, precipitation measurements in the upstream catchment are potentially valuable for flood protection, while their role decreases for long-term objectives such as irrigation supply. As a consequence, adding information can alter the trade-off curve by producing a limited increase of HV but a significant improvement in a single objective, reducing the gap from some target optimal solutions.
To account for the specific advance toward a prespecified target solution, we introduce two additional metrics. The first metric measures the proximity between the target solution J 
where jj Á jj stands for the (normalized) Euclidean norm, N is the number of points in the Pareto front under exam, and J i is the objective vector representing the i-th point in such Pareto front. The lower D min , the better the Pareto optimal set under exam. Since D min is a point-to-point metric, achieving a good (small) value of D min requires only a single solution in the Pareto optimal set close to the target solution.
The second metric, instead, is a set-to-point evaluation, which measures the average distance of the entire Pareto front under exam from the target POP, see Figure 3c , i.e.,
Again, the lower the value of D avg , the better the set of Pareto optimal solutions under exam. The underlying idea is that the potential changes in the trade-offs curve produced by the additional information may also modify the structure of preferences of the decision maker. In this case, he/she might be interested in obtaining not only a single solution very close to the target POP but also a set of solutions around the target so to explore the new trade-offs generated by using the additional information.
The Hoa Binh Reservoir Case Study
The Hoa Binh reservoir system (Figure 4 ) is a multipurpose regulated reservoir in the Red River basin (Vietnam). The Red River is the second largest basin of Vietnam and is shared by China (48%), Vietnam (51%), and the rest in Laos. It has three major tributaries, namely the Da River, the Thao River, and the Lo River. The Da River is the most important water source, contributing for 42% of the total discharge that enters in the downstream part of the basin, ultimately flowing through the capital city of Hanoi. The Hoa Binh reservoir, constructed on the Da River, has a surface area of about 198 km 2 and an active storage capacity of about 6 billion m 3 . Given this large storage capacity, the Hoa Binh regulation plays a key role for flood mitigation in the downstream part of the Red River catchment and, especially, in the Hanoi metropolitan area, where 6.5 million of people live. The Hoa Binh reservoir is also connected to a power plant equipped with eight turbines, for a total design capacity of 1920 MW, which corresponds to the 19% of the installed national hydropower capacity and contributes a large share of the national electricity production.
Model
The system is modeled by a combination of conceptual and data-driven models with a daily time resolution. The dynamics of the Hoa Binh reservoir is described by the mass balance equation of the water volume s t stored in the reservoir, i.e.
where s t is the reservoir storage, q Da t11 is the net inflow in the interval [t,t 1 1) (obtained by mass balance inversion), and r t11 is the volume released in the same interval. The release is defined as r t11 5f ðs t ; u t ; q Da t11 Þ, where f(Á) describes the nonlinear, stochastic relation between the decision u t , and the actual release r t11 [Piccardi and Soncini-Sessa, 1991] . The release r t11 coincides with the release decision u t unless a correction is needed in order to take into account the legal and physical constraints on the reservoir level and release, including spills when the reservoir level exceeds the maximum capacity.
The electricity production of the hydropower plant is determined by a function of the simulated reservoir release r t11 and the net hydraulic head (i.e., reservoir level minus tailwater level). The water level in Hanoi is estimated by a flow routing model consisting of a data-driven feedforward neural network fed by the Hoa Binh release (r t11 ), the discharge from the Thao River, measured at Yen Bai (q The two main objectives of the Hoa Binh regulation are hydropower production and flood control. They are formalized as follows: . The same model is used in all the steps of the framework for contrasting the performance of the Perfect, Basic, and Improved Operating Policies. Although this system represents a relatively simple problem, the presence of multiple inflows combined the lack of reliable forecasts due to the missing information on the upstream Chinese part of the catchment makes the case study particularly suitable for demonstrating the potential of our ISA framework, while being sufficiently well understood to also allow for a robust interpretation of the results. In addition, two of the three inflows are located downstream with respect to the Hoa Binh reservoir and do not impact on the reservoir dynamics and on the hydropower production. Yet, they contribute more than 50% of the flow in the downstream part of the system, thus reducing the buffer potential of the Hoa Binh reservoir during the monsoon season, ultimately increasing the risk of flood in Hanoi.
Experiment Setting
1.
Observational data: time series of rainfall, temperature, and streamflow at various locations in the catchment and rivers network are available at daily resolution starting from the 1950s. Starting from the late 1980s and following the construction of the Hoa Binh reservoir, which was completed in 1994, time series of reservoir levels, releases, and net inflows are also available. Since the full reservoir operations started only in 1995 (when it was completely filled up), we consider the time horizon 1995-2006 as in Castelletti et al.
[2012] to demonstrate and validate our framework. This time horizon is used for both the optimization and evaluation of the policy performance, thus ensuring that the Perfect Operating Policies represent the upper bound in terms of system performance. In particular, the approximate the values of J hyd and J flo , which would require to simulate the system under an infinite number of disturbance realizations, each of infinite length, by computing the sample average value using the 12 years time series of the historical disturbances [see Pianosi et al., 2011 and discussion in supporting information]. 2. Perfect Operating Policies: the set of POPs was designed via Deterministic Dynamic Programming, with an 11 years management horizon from 1995 to 2006. The weighting method [Gass and Saaty, 1955 ] is used to convert the 2-objective problem into a single-objective one via convex combination. Eleven combinations of weights were evaluated in this study as they provide a good exploration of the trade-offs curve. 3. Improved Operating Policies: the set of IOPs was designed via evolutionary multiobjective direct policy search (EMODPS), a simulation-based optimization approach which overcomes the limitations of DP family methods by combining direct policy search, nonlinear approximating networks, and multiobjective evolutionary algorithms [Giuliani et al., 2015] . In particular, it allows the direct use of exogenous information in conditioning the decisions as well as the estimation of an approximation of the Pareto front in a Water Resources Research
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single run of the optimization algorithm. The drawback of this method is that it is a heuristic approach and there is no theoretical guarantee on the optimality of the resulting solutions. Their accuracy strongly depends on the choices of the class of functions used to parameterize the operating policy and on the efficiency of the algorithm used to optimize the policy parameters. In this work, we use Gaussian Radial Basis Functions (RBFs) to parameterize the operating policy as they are capable of representing functions for a large class of problems [e.g., Mhaskar and Micchelli, 1992; Busoniu et al., 2011] and have been demonstrated to be more effective than other universal approximators [Giuliani et al., 2014c [Giuliani et al., ,2015 . The number of basis of the RBFs is set equal to N 5 M 1 1, where M is the dimension of the policy input vector I t 5ðt; x t ; I t Þ. The corresponding number of policy parameters to be optimized is n h 5Nð2M11Þ. To perform the optimization, we use the self-adaptive Borg MOEA , which has been shown to be highly robust across a diverse suite of challenging multiobjective problems, where it met or exceeded the performance of other state-of-the-art MOEAs [Hadka and Reed, 2012; Reed et al., 2013] . Since the Borg MOEA has been demonstrated to be relatively insensitive to the tuning parameters, we use the default algorithm parameterization suggested by Hadka and Reed [2013] , overcoming the limitations of tuning the algorithm parameters to the specific problem. Each optimization was run for 250,000 function evaluations, with the simulation of the system performed over the same horizon of DDP (i.e. , 1995-2006) . To improve solution diversity and avoid dependence on randomness, the solution set from each formulation is the result of 20 random optimization trials. The final set of Pareto optimal policies for each experiment is defined as the set of nondominated solutions from the results of all the optimization trials. 4. Basic Operating Policies: the set of BOPs is defined as a set of open-loop policies conditioned only on the day of the year (i.e., release plans), designed via EMODPS as the Improved Operating Policies. We do not consider the historical policy of the Hoa Binh as a benchmark for the following reasons: our model considers only two objectives, while in reality the Hoa Binh reservoir has been regulated also for irrigation supply and for ensuring navigation in the Red River delta; the historical regulation before 1995 was also conditioned by the fact that reservoir filling was not complete, while after 2005 it was also affected by the undergoing construction of Son La reservoir upstream of the Hoa Binh. 5. Automatic selection of information: the identification of the most relevant information was carried out by using the hybrid model-based/model-free Iterative Input Selection (IIS) algorithm [Galelli and Castelletti, 2013a] . The IIS was run on a sample data set comprising the day of the year (t), the Hoa Binh storage (s t ), and a set N t including 12 exogenous variables: the Hoa Binh net inflow (q 
Results
Quantifying the EVPI
The first step of the ISA framework (Figure 1 ) is the estimation of the Expected Value of Perfect Information by contrasting the Perfect Operating Policies (POPs) and the Basic Operating Policies (BOPs). Figure 5a shows the performance of the POPs (represented by black squares) evaluated over the horizon 1995-2006. In the same figure, the red points represent the performance of the BOPs, while the performance of the Improved Operating Policies (i.e., blue, green, magenta points) will be discussed later on in section 5.2. The arrows indicate the direction of increasing preference, with the best solution located in the top-left corner of the figure. Visual comparison of the Pareto fronts shows that the potential space for improvement generated by the knowledge of perfect information of the future inflows trajectories, which is available in the problem formulation of the POPs and not in the BOPs' one, is relevant in terms of both the operating objectives (see the area between the black squares and the red points).
According to the shape of the resulting Pareto front, we focus the analysis on a single target Perfect Operating Policy, which represents a potentially good compromise between J hyd and J flo . Beyond representing a good target solution, previous works have shown that this compromise solution is particularly difficult to be translated into an actual operating policy. In fact, while the two extreme policies that would optimize the two single objectives separately are relatively simple to design (hydropower
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production is easily maximized by maintaining the release equal to the turbine capacity, whereas flood protection is maximized by maintaining the reservoir level as low as possible outside flood events), designing the compromise policy that would ensure adequate flood protection while simultaneously maintaining high hydropower production is particularly challenging. This observation is confirmed in Figure 5a , where the two extremes of the red Pareto front are not far from the corresponding solutions in the POPs' set, while the maximum distance between the two fronts is located in correspondence with (Figures 5c and 5d ).
Information Selection
The second step of the ISA framework (Figure 1 ) aims at identifying the best subset of information I t N t that can be used together with the day of the year t and the state vector x t in the design of IOPs. As anticipated, we used the IIS algorithm to select the most relevant information to explain the optimal sequence of release decisions u POP ½0;H21 from a sample data set of 12 candidate exogenous variables, along with the day of the year (t) and the Hoa Binh storage (s t ). The rationale for including these latter is to avoid the selection of exogenous variables correlated with t or s t , which might be ineffective as surrogates of the future external drivers. Figure 6a reports the results of 50 runs of the IIS algorithm using a parallel axes plot. The repetition of the experiments aims at filtering the randomness associated to the construction of the extra-trees models used by the IIS algorithm [Galelli and Castelletti, 2013a] . In this representation, each variable is represented as a line (also identified by the different colors) crossing the three axes at the values of the corresponding performance in terms of frequency of selection, average position, and average relative contribution over the 50 runs. In the plot, the reported performance is normalized between their minimum and maximum values and the axes are oriented so that the direction of preference is always upward. Consequently, the most relevant variables would be represented by horizontal lines running along the tops of all of the axes, meaning variables that are selected with high frequency, in the first positions, and with the largest relative contributions.
The results in Figure 6a show limited variability over the 50 runs: the three variables providing the highest relative contributions (i.e., t, s t , and q VQ t ) are selected in all the 50 runs in the same positions. Figure 6b shows the average performance attained by the regression model in describing the optimal release decisions sequence u POP ½0;H21 , measured in terms of cumulated coefficient of variation (R2). From these results, we tentatively stop the selection of the relevant information at the first four selected variables because they allow explaining a sufficiently high percentage of the output variance (i.e., R2 5 75%). The four variables selected, namely day of the year (t), Hoa Binh storage (s t ), streamflow at Vu Quang (q VQ t ), and streamflow at Ta Bu (q TB t ), are the ones represented by solid lines in Figure 6a . Another potentially relevant variables might be the flow at Yen Bai (q YB t ), which is selected in all the runs in the fifth position (while q TB t is selected in fourth position in 46 over 50) and provides the fifth highest contribution. However, the high correlation between the flow in the Thao River with the ones in the Da (86.9%) and Lo (79.8%), and the minor contribution of the Thao River to the flow in Hanoi (i.e., around 19%, while the Da and Lo rivers account for 42% and 25.4%, respectively) are likely reducing the value of q YB t . The need to consider also q YB t to better condition the Hoa Binh operations will be determined on the basis of the resulting performance of the operating policies conditioned on the four selected inputs. Finally, it is worth noting that when q TB t is not selected, it is actually replaced by the flow at Lai Chau (q LC t ). This latter is still a measure of the flow in Da River, observed upstream with respect to Ta Bu station (see Figure 4) , and it is likely highly correlated with q TB t . The selection of this set of variables is interesting at least with two respects: (i) the Hoa Binh inflow (q HB t ) is never selected, probably because the optimal operations of the reservoir requires some forms of anticipation to effectively face the inflow dynamics, which is better captured by observations in the upstream part of the Da River catchment (e.g., flow at Ta Bu); (ii) the flow in the Lo River at Vu Quang (q VQ t ) is selected before the one in the Da River at Ta Bu (q TB t ), meaning that the information on the uncontrolled part of the system is more relevant for flood protection in Hanoi than a refined predictions of the reservoir inflow.
Improved Operating Policies and Assessment of the EVSI
In this section, we incrementally add the variables selected by the IIS algorithm to the set of policy input and we iteratively design and analyze the resulting Improved Operating Policies both in terms of their performance with respect to the two operating objectives (i.e., J hyd and J flo ) and to the associated Expected
Value of Sample Information (step 3 of the ISA framework, see Figure 1 ).
The first variable selected is the day of the year (t). This is not surprising given the strong influence of the seasonality and of the monsoon period on the system dynamics. The set of policies conditioned on the day of the year is the already discussed set of Basic Operating Policies, represented by the red points in Figure  5a . The second selected variable is the Hoa Binh storage (s t ). The associated Improved Operating Policies IOP(t,s t ) are represented by blue points. It is worth noting that the set (t,s t ) is the minimum information generally used for the design of closed loop operating policies [Bertsekas, 1976] . The comparison of the performance of BOP(t) and IOP(t,s t ) shows a large contribution associated to the Hoa Binh storage, demonstrating the advantage of closing the loop between operational decisions and evolving system conditions. A quantitative evaluation of the EVSI is given by the metrics reported in Figure 5b : HV increases from 0.38 to 0.57 (i.e., 150%) when moving from BOP(t) to IOP(t,s t ), while D min and D avg decrease from 0.53 to 0.34 (i.e., 235%) and from 0.59 to 0.46 (i.e., 222%), respectively. While the large increase of HV suggests a general improvement of the Pareto front enhancing both the objectives, the changes in the other two metrics are relatively smaller. This means that conditioning the Hoa Binh policy on the reservoir storage is not sufficient to approach the specific target POP solution (Figure 5a , black square). These results motivate for further improving the operating policy by introducing additional information to better anticipate the monsoon season and reduce flooding in Hanoi.
The third variable selected is the previous day flow in the Lo River measured at Vu Quang (q VQ t ). The resulting performance of the new set of policies IOP(t; s t ; q VQ t ) is represented in Figure 5a by green points. Results show that the marginal improvement obtained by adding q VQ t is lower than the one obtained by including the Hoa Binh storage (s t ). However, although the maximum of hydropower production is almost the same, the green solutions make a relevant step toward the target solution, with significant improvements in the left part of the Pareto front. The values of the metrics (Figures 5b-5d ) confirm this visual evaluation and the point-to-point metric D min is the one with the largest improvement (larger than 20%, while HV and D avg improvements are equal to 14% and 2%, respectively).
Finally, the last variable selected is the previous day flow in the Da River measured at Ta Bu (q TB t ). The performance of the IOPs(t; s t ; q Given the limited improvement obtained by adding q TB t , we decided to stop the policy design at this step. A large gap still remains between the best Improved Operating Policies IOP(t; s t ; q VQ t ; q TB t ) and the set of Perfect Operating Policies. However, such a gap could only be closed by using information able to ''anticipate'' floods by at least 4 days, such as observations of precipitation or streamflow in the upstream Chinese part of the Da River basin or accurate streamflow forecasts. In fact, previous studies show that this is the time needed to drawdown the Hoa Binh level and to create the storage volume for large flood events. Such information is currently not available due to the lack of hydrometeorological data in the upstream Chinese part of the Da River basin.
The values of the metrics used for assessing the EVSI can also be compared to the results of the IIS algorithm to understand whether there exists a direct relationship between the performance of the regression model in explaining the optimal sequence of release decisions and the performance of the associated operating policies. Results show that increasing information yields higher performance both in terms of R 2 and EVSI. We observe the presence of a saturation effect, which confirms that the day of the year (t) and the Hoa Binh storage (s t ) represent the most valuable information (i.e., R 2 5 0.71, D min 5 0.35, and HV 5 0.58)
while the contribution of the other two variables, namely the previous day streamflow at Vu Quang (q VQ t ) and at Ta Bu (q TB t ), is smaller (i.e., DR 2 50:04; DD min 50:07, and DHV 5 0.09). However, the relationships between the regression model's performance and the associated values of the three metrics assessing the value of information seem to be nonlinear, thus suggesting that a given improvement in explaining the optimal sequence of release decisions does not yield the same improvement in the performance of the set of operating policies.
Analysis of the Operating Policies
To better understand the contribution of each selected variable in enhancing the operations of the Hoa Binh reservoir, we analyze the dynamic behavior of the system under different operating policies conditioned over distinct information. The selected solutions, identified by the boxed points in Figure 5a , are: the target Perfect Operating Policy (black), one Basic Operating Policy selected from the set of BOPs as being closest to the target solution (red), and one Improved Operating Policy selected from each respective set according to the same criterion (blue, green, magenta). is indeed able to delay the reservoir drawdown as much as possible and to refill it as soon as possible in order to reduce the losses in hydropower generation that are encountered when the reservoir level must be kept low during the flood season. The Basic Operating Policy (red line) shows two large drawdown cycles, corresponding to the two peaks of the monsoon, with the first one operated more than 1 month early than under the target solution. This is because the BOP does not use any variable describing the current system condition and therefore is overly conservative. The trajectories obtained under the considered Improved Operating Policies become closer and closer to the ideal black one when moving from the simplest alternative (blue) to the most sophisticate one (magenta).
Figures 7b-7e show the storage trajectories in the individual years (the color tone is used to differentiate the years from 1995 (dark) to 2006 (light)). The main differences from one policy to another can be observed in the two drawdown cycles. Both the Basic and the Improved Operating Policies (Figures 7c-7f) show similar patterns during the first drawdown (i.e., from day 100 to 150) in all years. On the contrary, the target Perfect Operating Policy (Figure 7b ) generates different trajectories, and in particular different timing of the drawdown, across the years: for instance, for 2 years when no large floods occurred the reservoir is maintained full until day 130. A similar behavior is observed in the second cycle (from day 200 to 250). The Basic Operating Policy produces significant drawdowns every year (Figure 7c ), whereas the trajectories tend to differentiate across the years when additional information is considered (Figures 7d and 7e ). In particular, the IOP(t; s t ; q Figure 7a , the Improved Operating Policies become closer and closer to the target POP by incrementally adding information to condition the operating policy.
The Economic Value of Information
The earlier analysis can be integrated to provide an estimate of the economic value of the information used in conditioning the Hoa Binh operations, which can be defined by the reduction in the flood costs attained by using a larger set of information. This monetary value represents an indication about the maximum amount a decision maker might be willing to pay in order to acquire the information needed for conditioning the policy and increase the flood protection. We focus the analysis on the same four policies considered in the previous section, namely the target Perfect Operating Policy along with one Basic and one Improved Operating Policy selected from each respective set as being closest to the target solution (see Figure 5a , the boxed points).
Since the two considered operating objectives are not expressed in monetary values, the economic cost of flooding is estimated by adopting the same approach used in Giuliani and Castelletti [2013] , which relies on the a posteriori trade-off analysis of the Pareto front and the evaluation of the corresponding shadow prices, which provide an estimate of the flood damages' marginal abatement costs [Lee et al., 2002] . In the Hoa Binh problem, the definition of Pareto optimality ensures that the decrease in the hydropower production associated to a given Pareto optimal solution with respect to the hydropower extreme of the Pareto front (i.e., the solution designed assigning weight equal 1 to J hyd and equal 0 to J flo ) is compensated by the corresponding reduction in the flooding objective. For example, the difference in terms of hydropower production attained by the target Perfect Operating Policy with respect to the hydropower extreme of the POPs' Pareto front is DJ hyd 5 2153,171 kWh/d. This worsening is however balanced by a better performance in terms of J flo , namely DJ flo 5 2727.5 cm 2 /d.
By relying on this idea, the economic cost of flooding can be estimated by replacing the hydropower production with the associated revenue. In particular, we assume an average energy price equal to 0.06 US$/ kWh, which does not change during the year. Note that this is not the real energy price in Vietnam because there is no energy market. This value has been estimated on the basis of the price applied to the energy imported in Vietnam from China. The flooding cost m can be estimated as the slope of the line connecting the target solution to the hydropower extreme of the Pareto front, i.e. 
The estimated flood cost m allows an economic assessment of the flood costs' reductions potentially achievable under the different operating policies. Table 1 reports the performance attained by each policy (i.e., BOP, IOPs, and POP) in the two operating objectives, the associated economic cost of flooding, and the estimated economic value of information. The potential improvements achievable with the Perfect Operating Policy with respect to the Basic Operating Policy (i.e., 7.3% in terms J hyd and 73.9% in terms of J flo ) confirm the challenges associated to the selected target solution as well as the focus of the overall analysis on guaranteeing adequate flood protection. The results attained by the Improved Operating Policies demonstrate the effectiveness of the proposed procedure, which provides an improvement of 40% in terms of J flo with the IOP(t; s t ; q VQ t ; q TB t ). In addition, the computation of the economic value of information allows associating monetary values to the information employed in conditioning the Hoa Binh operating policy. Numerical results confirm that a major contribution is provided by the use of the Hoa Binh storage, which is associated to a 20% reduction of the flood cost and an economic value of information equal to 1098.2 US$/d. The economic value of information then increases when additional variables are considered, even though the marginal improvement tend to decrease when moving from the IOP(t,s t ) to the IOP(t; s t ; q VQ t ; q TB t ). Finally, a large gap remains between this latter and the Perfect Operating Policy (i.e., around 1700 US$/d), which further confirms that the optimal operations of the Hoa Binh would require additional information that is not currently available, such as observations of hydrometeorological data in the upstream Chinese part of the Da River basin.
Conclusions
In this paper, we propose an Information Selection and Assessment (ISA) framework to automatically select the most valuable information for informing water systems operations. We suggest several computational tools that can be used to directly embed this information into the design of reservoir operating policies and we provide quantitative metrics to assess the operational and economic value of information. The regulation of the Hoa Binh water reservoir in Vietnam is used as a case study.
Results show the effectiveness of the proposed ISA framework: by incrementally adding variables to the reservoir operating policies, the corresponding Pareto fronts move toward the set of Perfect Operating Policies (POPs) obtained under the assumption of perfect information on the future. Since in the proposed application a single target POP solution is used to select the information, we observe larger improvements close to this target solution than in other part of the Pareto front. The best Improved Operating Policies indeed attain a 3% increase in hydropower production and a 40% improvement in flood protection. This seems to be reasonable as the designed operating policies are conditioned upon information that is relevant for one specific compromise between hydropower production and flood control, while different variables might be more significant for other target solutions.
Further research efforts will focus on the application of the ISA framework to reservoir operations problems involving long-term objectives, for instance irrigation supply, along with the use of more complex data sources, such as snow information, remote sensed data, or weather forecasts. While the steps and methods employed in the ISA would remain exactly the same, we expect its value should increase given the traditional difficulties of identifying effective exogenous variables that could convey information relevant over a long lead time. This should be possible for instance in those regions where low-frequency climate phenomena, such as El Nino Southern Oscillation, seem to have a significant impact on local climate and hydrology [e.g., Hamlet and Lettenmaier, 2000; Beltrame et al., 2014] . Another next step of our research is the comparison of the model-free ISA framework and the more conventional approach where observations are used to force a flow forecasting model, and the flow forecasts are then used to inform reservoir decisions. This approach might provide a better anticipation capacity and capture information about evolving conditions (e.g., change in flow velocity linked to flood wave, optimization of choice of optimal time of observation in order to capture specific part of the rising limb, peak, and recession phase), which are not taken into consideration in the model-free ISA framework. This comparison goes beyond the scope of the present paper, which focuses on introducing and discussing the former approach. A consistent comparison of the two approaches across catchments with different characteristics (e.g., snowmelt-dominated, arid or semiarid, etc.) and management problems with different objectives (e.g., long-term or short-term) could help understanding the links between such features of a water system and the likely benefit of developing a flow forecasting system versus the direct use of information in water systems operations. These insights could help in setting priorities between the improvement of monitoring systems or, on the contrary, of flow forecasting systems. It is worth noting that the ISA framework can also be potentially used to support the identification of the most valuable forecasts (e.g., the best/maximum lead time), particularly in the case of medium-long-term forecasts.
Finally, the ISA framework can be used for improving the operations of any water system, from water distribution to groundwater pumping, and can be further extended in order to assess the value of information with respect to multiple competing objectives and to study how changing the trade-off (i.e., the target solution) requires using different information.
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