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ABSTRACT
Ages in ocean sediment cores are often inferred using either benthic δ18O or planktonic 14C of
foraminiferal calcite. Existing probabilistic dating methods infer ages in two distinct approaches:
ages are either inferred directly using radionuclides, e.g. Bacon [1]; or indirectly based on the
alignment of records, e.g. HMM-Match [2]. In this paper, we introduce a novel algorithm for
integrating these two approaches by constructing Dual Proxy Gaussian Process (DPGP) stacks, which
represent a probabilistic model of benthic δ18O change (and its timing) based on a set of cores. While
a previous stack construction algorithm, HMM-Match, uses a discrete age inference model based
on Hidden Markov models (HMMs) [3] and requires a number of records enough to sufficiently
cover all its ages, DPGP stacks with time-varying variances are constructed with continuous ages
obtained by particle smoothing [4, 5] and Markov-chain Monte Carlo (MCMC) [6] algorithms, and
can be derived from a small number of records by applying the Gaussian process regression [7]. As
an example of the stacking method, we construct a local stack from 6 cores in the deep northeastern
Atlantic Ocean and compare it to a deterministically constructed δ18O stack of 58 cores from the
deep North Atlantic [8]. We also provide two examples of how dual proxy alignment ages can be
inferred by aligning additional cores to the stack.
Keywords paleoceanography · benthic δ18O · stack · radiocarbon · alignment algorithm · Gaussian process regression ·
particle smoothing ·Markov-chain Monte Carlo · expectation propagation · variational bayesian method
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1 Introduction
In the field of paleoceanography, a well-established method for indirect age inference is based on the ratio of oxygen
isotopes in foraminiferal shells, known as δ18O. Specifically, δ18O is the ratio of stable isotopes 18O and 16O relative
to a laboratory standard. It is a common proxy for water temperature, salinity, and global ice volume. The δ18O of
benthic foraminifera, which live on the seafloor, is often used as a global climate parameter because global ice volume
accounts for approximately half the variance through time [8] and deep-water temperatures have relatively little spatial
variability. An age model is constructed by aligning the benthic δ18O record of an input core without age constraints to
a target record that has an age model. In this process, the input record indirectly adopts the age model of the target.
The target record is most commonly either an average of multiple records [9] or a probabilistic model developed from
multiple records [10]. However, local variability in benthic δ18O signals between core locations can cause significant
uncertainty in aligned age models when studying millennial scale events.
Ocean sediment cores can be directly dated with radiocarbon (14C) ages. However, this dating method is limited to
50 ka BP due to loss by radioactive decay, whereas benthic δ18O records from ocean sediment cores extend as far
back as 65 Ma. Furthermore, seafloor disturbances can sometimes result in age reversals. Additionally, the resolution
of radiocarbon measurements is frequently lower than that of δ18O. As a result, age inferences in records with low
resolution 14C data are strongly dependent on the assumptions regarding the rate of sediment accumulation in the
intervals between data points.
Benthic δ18O aligned age models can result in age model errors up to 4 kyr [11, 12] due to local effects corrupting
the inference. For example, the last glacial maximum (19-23 ka) was followed by 12 kyr of ice sheet ablation which
disrupted ocean circulation [13]. Benthic δ18O records are expected to be influenced by asynchronous temperature
changes and freshwater mixing rates which could cause bias in the age model (e.g., [14]).
In this paper, we introduce an age inference method which integrates benthic δ18O and 14C proxies. In section 2,
the existing approaches that utilize benthic δ18O or radiocarbon data are briefly described. Our methods in detail are
introduced in section 3. We then construct a dual proxy stack based on the sampled ages of African and Iberian cores
(Section 4.1) and we demonstrate benthic δ18O alignment using the stack as a target (Section 4.2). The discussion and
conclusion will be treated in section 5 and 6, respectively.
2 Existing Approaches
Radiometric dating is commonly employed for direct paleo-age inferences. For example, 14C determinations are
assumed to follow models based on radiocarbon ages, and radiocarbon ages are translated into calendar ages by
calibration curves, so we can say that 14C proxies allow us to access to the calendar ages. [15] developed an algorithm
to construct sediment core age models from radiocarbon data based on a generalized Student’s t-distribution, that is
robust to outliers. This algorithm includes the uncertainties from 14C measurements and tuning hyperparameters that
reflect reservoir effects.
Multiple studies have constructed dynamic models that simulate accumulation rates (defined as the ratio of depth to
age increments). [16] adapt a piecewise linear approach with automatic choice of sections and impose constraints
on accumulation rates while [17] use a bivariate monotone Markov process with gamma increments. [1] construct
an age-depth model, called Bacon (Baseyian Accumulation), by adapting an autoregressive gamma process for
accumulation rates and a Student’s t-distribution for radiocarbon data. An adaptive Markov-chain Monte Carlo
algorithm is implemented to sample ages.
Indirect age assignments depend on record alignments and allow a core to utilize ages from a different core or stack
that has direct age proxies. A deterministic alignment algorithm, Match, was developed using dynamic programming
[18]. [9] used Match to align benthic δ18O data from 57 globally distributed deep-sea sediment cores. These data were
averaged to calculate a stack, called LR04, which is commonly used as a standard reference for benthic δ18O change
over the past 5.32 Myr.
Ages can be inferred by alignment to the LR04 stack, similar to the way profile hidden Markov models can be
employed in biological sequence alignments (details can be found in [3]). [2] tackled the age assignment problem
using a probabilistic alignment model called HMM-Match. The emission model for δ18O data is based on Gaussian
distributions with time varying mean δ18O values from LR04 and a constant core-dependent standard deviation learned
by the Baum-Welch expectation maximization (EM) algorithm [19]. The transition model accounts for the probability
distribution of accumulation rates using a log-normal mixture based on radiocarbon observations from 37 cores. [10]
constructed a stack (named Prob-stack) from 180 globally distributed benthic δ18O records with an algorithm based on
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Figure 1: A simple diagram of the dual proxy stack construction. Each box is iterated until convergence.
HMM-Match, called HMM-Stack. Each point in Prob-stack is described by a Gaussian distribution of δ18O that varies
along the record.
HMMs define inferred ages on discrete spaces. This is problematic if the input record has a higher resolution than the
target stack or when a proportional accumulation model is employed like that one used in this work, the Match and the
HMM-Match algorithms. Increasing the resolution of the target stack cannot be an ultimate solution because the time
complexity of an HMM is quadratic to the size of its hidden space, so it soon becomes infeasible as the resolution of a
record goes higher. In the next section, we describe a probabilistic algorithm that addresses these limitations.
3 Theory and Methods
The dual proxy stack construction is an iterative algorithm with two steps: an alignment step and a stack updating step.
The alignment step iterates sampling continuous ages of each record and updating record-specific parameters until
convergence. Once parameters are learned, the stack updating step learns the stack by “summarizing” record-specific
Gaussian process (GP) models constructed by the GP regression, which is one of the nonparametric continuous
regression methods, into a dual proxy stack. This is done by minimizing the Kullback-Leibler (KL) divergence from
record-specific GP models to a local stack in the form of a Gaussian model. Figure 1 shows a diagram of the procedure
which we have described so far. Note that the δ18O alignments do depend on the stack, so an initial naïve stack is
recommended so that age inference is dominated by the 14C data.
3.1 The Alignment Step
The variables used in the procedure are as follows: C is the number of records and Ni is the number of depths in each
record i.
1. Observed States:
• D = {d(i)n }Nin=1: depths of record i, arranged from the shallower to the deeper.
• C = {C(i)n }Nin=1: 14C determinations gathered at depths d(i)n ’s. If there are no available data at some
depths, leave them as ∅’s.
• O = {O(i)n }Nin=1: δ18O observations gathered at depths d(i)n ’s. If there are no available data at some
depths, leave them as ∅’s.
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Figure 2: The graphical model of the alignment algorithm.
• G = {G(i)n }Nin=1: age guesses at depths d(i)n ’s from the publication associated with the record. When no
data are available at some depths δ18O is treated as nonexistent at these depths, ∅. This is especially
valuable for this algorithm to refine the initials guesses of ages at the beginning and end of records.
2. Hidden States:
• Z = {Z(i)n }Nin=1: states indicating whether accumulation rate experienced contraction (C), steady (M), or
expansion (E) at the transitions from depth d(i)n+1’s to d
(i)
n ’s. Z
(i)
Ni
is in addition fixed for record initiation
(I).
• A = {A(i)n }Nin=1: ages at depths d(i)n ’s.
• I = {I(i)n }Nin=1: indicator variables where I(i)n = 0 if O(i)n is an inlier and 1 if an outlier.
3. Record-specific Parameters:
• Ψ = {h(i)}C
i=1
: shift parameters translating O(i)n ’s at each record i.
• R = {r(i)}C
i=1
: depth-scale parameters rescaling d(i)n ’s to adjust for differences in average accumulation
rates.
• Φ =
{
Φ(i) =
{
φ
(i)
k,m
}
k∈{I,C,M,E},m∈{C,M,E}
}C
i=1
: transition parameters from one state to another.
4. Global Hyperparameters:
• α, β: shape and rate parameters of the gamma distribution for accumulation rates.
• q: the parameter of Bernoulli distribution of the prior for I(i)n ’s.
• a, b: parameters of the generalized robust Student’s t-distribution.
5. Calibration Curve and Stack:
• B = {µB, σB}: means and standard deviations of the 14C calibration curve.
• S = {µS, σS}: means and standard deviations of the stack.
Figure 2 shows the graphical representation of our model. It consists of transition and emission models.
3.1.1 Transition Models on the Sediment Accumulations
For each depth n ∈ {1, 2, · · · ,Ni − 1} in record i,
p
(
Z(i)n
∣∣∣Z(i)n+1) , φ(i)Z(i)n+1,Z(i)n (1)
4
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p
(
A(i)n
∣∣∣A(i)n+1,Z(i)n ) ∝ Gamma
 A(i)n+1 −A(i)n
r(i)
(
d
(i)
n+1 − d(i)n
)
∣∣∣∣∣∣α, β
 · 1{
A
(i)
n+1
−A(i)n
r(i)(d(i)n+1−d
(i)
n )
∈I
Z
(i)
n
} (2)
, where the last term in equation (2) is IC , (0, 0.9220), IM , [0.9220, 1.0850), IE , [1.0850,∞). The initial models
are given by p
(
Z
(i)
Ni
)
, 1{
Z
(i)
Ni
=I
} and p(A(i)Ni ∣∣∣Z(i)Ni) ∝ 1. Each state Z(i)n confines the transition from A(i)n+1 to A(i)n in
one of three regions, called contraction, steady, and expansion.
The transition model can be considered an AR(2) because the previous accumulation rate from A(i)n+2 to A
(i)
n+1 stored at
each Z(i)n+1 affects the choice of the current Z
(i)
n . This in turn influences the current accumulation rate from A
(i)
n+1 to
A
(i)
n . The parameters α and β are fixed in the procedure to avoid overfitting: their values are pre-learned from the same
14C dataset for learning the log-normal mixture model in [2].
The depth-scale parameter, r(i), can be considered as either a constant core-specific parameter or a core-specific function
over ages: in the former case, the resulted model remains to be a AR(2) model as originally designed. The latter case
makes the transition model more flexible so that the alignments become more loyal to the observations. Details can be
found in the supplementary note 2.
3.1.2 Two Emission Models for 14C and δ18O, and That for the Age Guesses
We adopt a model of [15] on the radiocarbon proxy. For each depth n ∈ {1, 2, · · · ,Ni − 1}, the emission model for
14C is given as follows:
p
(
C(i)n
∣∣∣A(i)n ) ,
{
T
(
C
(i)
n
∣∣∣µB (A(i)n )+ %(i)n , ba (σ2B (A(i)n )+ ς(i)n ) , 2a) , C(i)n 6= ∅
1, C
(i)
n = ∅
(3)
, where %(i)n and ς
(i)
n are input variables (assumed to be fixed) given with determinations C
(i)
n ’s a priori. Calendar ages,
A
(i)
n ’s, are translated by the mean and standard deviation functions µB and σB of the radiocarbon calibration curve.
C
(i)
n = ∅ is employed to ignore depths where there is no 14C data. In equation (3), T is equivalent to the generalized
robust Student’s t-distribution suggested in [15], which is adapted for controlling 14C outliers.
The emission model for δ18O is, on the other hand, given as follows:
p
(
I(i)n
)
, Bernoulli
(
I(i)n
∣∣∣q) (4)
p
(
O(i)n
∣∣∣A(i)n , I(i)n )
,

N
(
O
(i)
n
∣∣∣µS (A(i)n )+ h(i), σ2S (A(i)n )) , O(i)n 6= ∅, I(i)n = 0
1
2
N
(
O(i)n
∣∣∣µS (A(i)n )+ 3σS (A(i)n )+ h(i), σ2S (A(i)n ))
+
1
2
N
(
O(i)n
∣∣∣µS (A(i)n )− 3σS (A(i)n )+ h(i), σ2S (A(i)n )) , O(i)n 6= ∅, I(i)n = 1
1, O
(i)
n = ∅
(5)
Indicators I(i)n ’s are independent Bernoulli variables, which indicate whether the corresponding δ18O’s are drawn as
inliers from the Gaussian distributions of the stack or as outliers from bimodal distributions for outliers. Outliers are
removed because GP models are overly sensitive to them.
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Priors for ages can be set if one has information on the ages before seeing any data, otherwise uniform priors are
assumed, which makes p
(
G
(i)
n
∣∣∣A(i)n ) ∝ p(A(i)n ∣∣∣G(i)n ). If δ18O data are available, it is modeled based on a Gaussian
distribution; else assign 1 and thus ignore depths at which there are no such data:
p
(
G(i)n
∣∣∣A(i)n ) ,
N
(
G
(i)
n
∣∣∣∣A(i)n ,((i)n )2) , G(i)n 6= ∅
1, G
(i)
n = ∅
(6)
We assume that all observations, C(i), O(i) and G(i), are conditionally independent given ages, A(i). That is,
p
(
C(i)n ,O
(i)
n ,G
(i)
n
∣∣∣A(i)n , I(i)n ) = p(C(i)n ∣∣∣A(i)n ) p(O(i)n ∣∣∣A(i)n , I(i)n ) p(G(i)n ∣∣∣A(i)n ) (7)
This assumption could be inappropriate if proxies are correlated. Also notice that this formulation can be applied to any
tuples of proxies as long as they are believed to be conditionally independent given ages.
3.1.3 Algorithms for the Implementation
Some parameters must be learned while inferring hidden states. Unfortunately, the model is not convex with respect to
parameters and it is not easy to compute gradients for them. Instead, an EM algorithm is applied in our implementation.
After initializing parameters with an appropriate stack (e.g., LR04 [9] or the Deep North Atlantic stack [8]), posterior
distributions of hidden states given parameters are computed (E-step). Then, parameters are updated (M-step). After
iterating E and M steps until convergence, a local optimum is reached. When it is not efficient to update parameters by
computing each posterior, samples can be used to approximate them. Once transition and emission models converge,
hidden states are calculated analytically by the forward-backward algorithm in HMM-Match and HMM-Stack.
Our method assumes that the hidden states, A(i)n ’s, are defined in a continuous space to infer continuous ages. To
achieve a continuous time alignment, we first draw initial assignments by running the particle smoothing, a variational
method based on the sequential importance sampling: an HMM could be alternative at the cost of inevitably assuming
“stays” to resolve the possible lack of resolution in the stack compared to the density of input records, which might
affect the alignments thoroughly. Then, we run a Metropolis-Hastings algorithm to “refine” those initial assignments
and obtain continuous samples. All details about implementations can be found in the supplementary note 2.
3.2 The Stack-Updating Step
Before continuing the method, we should make the main assumptions and definitions of our terms more rigorous. A set
of cores is homogeneous if they share the same minor effects, e.g. water mass differences – more mathematically, no
structurally correlated variation in means and variances is expected across the cores. We assume that homogeneous
cores can be simultaneously explained by the same parameters, so it makes sense to construct a stack for them. A
sample-specific GP model of a sampled age path is a GP regression model given age sampled in the alignment step. A
record-specific GP model of a record is a Gaussian approximation of the mixture of its sample-specific GP models
constructed from multiple age samples. A local stack of a set of homogeneous records is the Gaussian model of δ18O
values of all those records.
The stack-updating step consists of three sub-steps, described in figure 3. On the first step, we capture the information
from the data in records by constructing a GP model for each sampled alignment, which is called a sample-specific GP
model. On the second step, the sample-specific GPs are merged to form the record-specific GP model. On the third step,
these record-specific GP models are combined into a local stack by minimizing the reverse KL divergence.
3.2.1 Sample-specific GP Models
From the alignment step, age samples are given with record-specific parameters. Let us first define the following terms:
• O˜ =
{
O˜(i) =
{
O
(i)
n − hˆ(i)
}Ni
n=1
}C
i=1
: shifted δ18O observations, where hˆ(i) is the shift in the mean of
record i. If there are no available data at some depths, leave them as ∅’s.
• A˜ =
{
A˜(i) =
{
A(i)m =
{
A
(i)
m,n
}Ni
n=1
}M
m=1
}C
i=1
: age samples consisting of M paths for each record.
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Figure 3: Sub-steps for the stack-updating step.
• I˜ =
{
I˜(i) =
{
I(i)m =
{
I
(i)
m,n
}Ni
n=1
}M
m=1
}C
i=1
: outlier indicator samples corresponding to the above age
samples.
First on each iteration, we discard sample ages inferred to be outliers. In other words, each sample path we discard ages
A˜
(i)
n,m’s where I˜
(i)
n,m = 1. For convenience, let us abbreviate A˜ as a set of remaining ages and define each O˜(i)m by the
shifted and inlier δ18O observations synchronized to A˜(i)m .
As mentioned earlier, each sample path consists of finite and discrete points. Thus, one must consider how to “fill in”
ages to which age samples are not assigned, or more generally, how to “generalize” finite samples to a continuous model
(often referred to as ‘regression’). We assume a Gaussian regression model on the data in record i, O˜(i)m (likelihood):
p
(
O˜(i)m
∣∣∣η(i)m , A˜(i)m ) , N (O˜(i)m ∣∣∣η(i)m , λ(i) · I) (8)
, where η(i)m is a regression vector of O˜(i)m , λ(i) is a positive hyperparameter, and I is an identity matrix. Here it is the
regression vector η(i)m that is modeled by a GP at ages A˜(i)m , which makes each sample path nonparametrically extended
to a continuous distribution of δ18O (prior):
p
(
η(i)m
∣∣∣A˜(i)m ) , GP (η(i)m ∣∣∣~0,K(A˜(i)m , A˜(i)m )) (9)
, where K is a kernel covariance function. Because both equation (8) and 9 are Gaussian, the posterior distribution of
η
(i)
m given O˜(i)m and A˜(i)m , p
(
η
(i)
m
∣∣∣O˜(i)m , A˜(i)m ), is also a Gaussian.
7
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For an arbitrary time t, let U (i)t be the unobserved shifted δ18O value at t and et be its regression, as equation (10):
p
(
U (i)t
∣∣∣et, t) , N (U (i)t ∣∣∣et, λ(i)) (10)
Then, the posterior predictive distribution of U (i)t given O˜(i)m and A˜(i)m is expressed as follows:
p
(
U (i)t
∣∣∣O˜(i)m , A˜(i)m , t)
=
∫
p
(
U (i)t
∣∣∣et, t)∫ p(et∣∣∣η(i)m , t, A˜(i)m ) p(η(i)m ∣∣∣O˜(i)m , A˜(i)m ) dη(i)m det (11)
Note that p
(
U (i)t
∣∣∣et, t) and p(η(i)m ∣∣∣O˜(i)m , A˜(i)m ) are Gaussian, as mentioned earlier. Moreover, because regression
vectors are assumed to be GP, the second term in the integrand of equation (11) is expressed as the following Gaussian:
p
(
et
∣∣∣η(i)m , t, A˜(i)m ) = N (et∣∣∣∣K(t, A˜(i)m )K(A˜(i)m , A˜(i)m )−1O˜(i)m ,
K (t, t)−K
(
t, A˜(i)m
)
K
(
A˜(i)m , A˜(i)m
)−1
K
(
A˜(i)m , t
)) (12)
Therefore, equation (11) is also a Gaussian, as all terms in the integrand are so:
p
(
U (i)t
∣∣∣O˜(i)m , A˜(i)m , t) = N (U (i)t ∣∣∣µ˜(i)m (t), ν˜(i)m (t)) (13)
, where:
µ˜(i)m (t) , K
(
t, A˜(i)m
)(
K
(
A˜(i)m , A˜(i)m
)
+ λ(i) · I
)−1
O˜(i)m
ν˜(i)m (t) , K (t, t) + λ(i) −K
(
t, A˜(i)m
)(
K
(
A˜(i)m , A˜(i)m
)
+ λ(i) · I
)−1
K
(
A˜(i)m , t
) (14)
Note that equation (14) allows variances ν˜(i)m to vary over time, though the model in equation (8) with a constant λ(i) is
homoscedastic. This comes from the marginalization of regression vector η(i)m and scalar et in equation (11): variances
on the observations are just assumed to be constant given their regression vector.
To sum up, in Bayesian terminology, for an arbitrary time t, the distribution of unobserved shifted δ18O values U(i)t
at t given all observations and ages, p
(
U (i)t
∣∣∣O˜(i)m , A˜(i)m , t), can be expressed explicitly as a Gaussian distribution by
marginalizing regressions η(i)m and et of O˜(i)m and U (i)t , respectively, out, as equation (13). We call it a ‘sample-specific
GP model’.
GP regressions are popular as a nonparametric regression method. Unlike polynomial regressions, they assume no
specific structural model and thus completely flexible in continuous time. However, GP regressions depend on their
kernel functions. We choose the Ornstein-Uhlenbeck (OU) kernel [7], defined as follows for positive hyperparameters
k
(i)
1 and k
(i)
2 :
k(i) (x, y) , k(i)1 exp
(
−k(i)2 |x− y|
)
(15)
The OU kernel is a special case of the Matérn class of covariance functions when the degree of differentiability ν is
0.5, and gives rise to a particular form of an AR(1) model, which implies that each point in the space is conditionally
independent with all other points given its nearest neighbors. For more details, see [20].
Hyperparameters are learned record-specifically by the leave-one-out cross-validation (LOO-CV). LOO-CV constructs
models neglecting observations one at a time. The hyperparameters are calculated by maximizing the sum of all such
log-likelihoods (i.e. how well the model reconstructs the left-out observation).
8
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Figure 4: GP regression at 6 steps toward convergence with the Ornstein-Uhlenbeck kernel example on a set of randomly
generated points. Red stars indicate input data and the grey area is the 95% confidence band of the regressed model
at each iteration. In this example, we initialized the algorithm with a large model variance; however, ideally the best
inference would be obtained from random initializations.
Figure 4 shows a regression example along with the steps to learn the hyperparameters. We apply a gradient descent
algorithm, which converges after only a modest number of iterations in the example. Notice that, at convergence, not
only does the model approach the data but also the continuous-time variance function changes over time.
3.2.2 Record-specific GP models
The record-specific GP model is a Gaussian model, which assumes that the δ18O distributions are available at any age.
Unfortunately, we have the following obstacles during construction:
1. δ18O observations are made in only a finite number of depths, no matter how dense they are.
2. What we can observe are the depths, not ages, of δ18O observations: ages are hidden states.
One can resolve the above issues with the following steps. For an arbitrary t, let U(i)t be the unobserved δ
18O values of
record i at continuous time t years ago. Then, the record-specific GP model of i, q(i), is to report the distribution q(i)t at
t as follows: for a mean µ˜(i)(t) and variance ν˜(i)(t),
q
(i)
t
(
U
(i)
t
)
, N
(
U
(i)
t
∣∣∣µ˜(i)(t), ν˜(i)(t)) (16)
9
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Let p(i)t be the distribution of U
(i)
t given
14C and δ18O data, C(i) and O(i), and a previous stack S. Then p(i)t can be
approximated as follows:
p
(i)
t
(
U
(i)
t
∣∣∣C(i),O(i),S) = ∫ f (U(i)t ∣∣∣A(i)) p(A(i)∣∣∣C(i),O(i),S) dA(i)
≈ 1
M
M∑
m=1
f
(
U
(i)
t
∣∣∣A˜(i)m ) (17)
, where A˜(i)m is a sampled age path drawn in the alignment step (note that alignment algorithm samples paths with respect
to the posterior distribution p
(A(i)∣∣C(i),O(i),S) and f (U(i)t ∣∣∣A˜(i)m ) = N (U(i)t ∣∣∣µ˜(i)m (t), ν˜(i)m (t)) is the Gaussian
distribution of U(i)t from the sample-specific GP model at time t.
For each t, µ˜(i)(t) and ν˜(i)(t) are found for minimizing the distance between q(i)t and the above approximation of
p
(i)
t
( · ∣∣C(i),O(i),S), which is a Gaussian mixture 1M∑Mm=1 f (U(i)t ∣∣∣A˜(i)m ) of the sample-specific GPs. By considering
the mixture as a marginalized distribution of Gaussian distributions applied to generate U(i)t , the corresponding EM
algorithm returns the following estimators of µ˜(i)(t) and ν˜(i)(t):
µ˜(i)(t) , 1
M
M∑
m=1
µ˜(i)m (t),
ν˜(i)(t) , 1
M
M∑
m=1
(
ν˜(i)m (t) +
(
µ˜(i)m (t)− µ˜(i)(t)
)2) (18)
It is an interesting fact that the EM algorithm is equivalent to minimizing the forward KL divergence
DKL
(
p
(i)
t
( · ∣∣C(i),O(i),S)∥∥∥q(i)t ). The above pair of updating formulas can also be derived by a well-known model
reduction method, the moment-matching [21]. Notice that the resulting record-specific GP model employs the mixture
of the sample-specific GPs to approximate the analytic integral in equation (17).
3.2.3 Local Stacks
As defined, a local stack q ( · |S ′) is the Gaussian model which is based on the δ18O values in the corresponding records.
Let S ′ store the mean and variance functions µS′ and σ2S′ of δ18O values for ages, i.e., for an arbitrary continuous age t,
if
{
U
(1)
t ,U
(2)
t , · · · ,U(C)t
}
is a set of unobserved δ18O values in records i = 1, 2, · · · ,C, then the means and variances
at such position in the local stack are set to be the values specified by their functions under the assumption that the
records are independent observations:
qt
(
U
(1)
t ,U
(2)
t , · · ·U(C)t
∣∣∣S ′) = C∏
i=1
qt
(
U
(i)
t
∣∣∣S ′) = C∏
i=1
N
(
U
(i)
t
∣∣∣µS′(t), σ2S′(t)) (19)
On the other hand, each U(i)t is assumed to follow the corresponding record-specific GP model:
pt
(
U
(1)
t ,U
(2)
t , · · ·U(C)t
∣∣∣C,O,S) = C∏
i=1
q
(i)
t
(
U
(i)
t
)
=
C∏
i=1
N
(
U
(i)
t
∣∣∣µ˜(i)(t), ν˜(i)(t)) (20)
To infer the local stack parameters, we minimize its KL divergence from the set of record-specific GP models.
Specifically, for each t, µS′(t) and σ2S′(t) are inferred so that the KL divergence between, the record specific model qt
and the local stack GP model, pt is minimized. Note that qt is assumed to be the true model while each q
(i)
t is only a
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provisional model of an individual record. Accordingly, we minimize the reverse KL divergence DKL (qt‖pt), which is
analytically expressed in [22]:
DKL (qt‖pt) =
C∑
i=1
DKL
(
N ( · ∣∣µS′(t), σ2S′(t))∥∥∥N ( · ∣∣∣µ˜(i)(t), ν˜(i)(t)))
=
1
2
C∑
i=1
(
σ2S′(t)
ν˜(i)(t)
+
(
µS′(t)− µ˜(i)(t)
)2
ν˜(i)(t)
− 1 + log
∣∣ν˜(i)(t)∣∣
|σ2S′(t)|
) (21)
The µS′(t) and σ2S′(t) which minimizes DKL (qt‖pt) have the following explicit forms, obtained by finding zeros of its
partial derivatives with respect to them:
µS′(t) =
C∑
i=1
µ˜(i)(t)
ν˜(i)(t)
/
C∑
i=1
1
ν˜(i)(t)
σ2S′(t) = C
/
C∑
i=1
1
ν˜(i)(t)
(22)
Each µ˜(i)m (t) and ν˜
(i)
m (t) for an arbitrary continuous t can be explicitly computed with GP regressions as µ˜(i)(t) and
ν˜(i)(t), so it is possible to obtain each µS′(t) and σ2S′(t) for any t analytically. Thus S ′ is a continuous stack. The
algorithm now iterates between the alignment steps and the stack-updating steps until convergence.
Note that, if µ˜(i)(t) = µ(t) + (i) and ν˜(i)(t) = σ2(t)
/
δ(i) where (i) and δ(i) are independent random variables such
that E
[∣∣(i)∣∣]+E [∣∣δ(i)∣∣]+E [∣∣(i)δ(i)∣∣] <∞, E [(i)] = 0 and E [δ(i)] = 1, then by the strong law of large numbers
the following convergences hold as the number of records C goes to infinity:
µS′(t) = µ(t) +
1
C
C∑
i=1
(i)δ(i)
/
1
C
C∑
i=1
δ(i)
a.s.−−→ µ(t)
σ2S′(t) = σ
2(t)
/
1
C
C∑
i=1
δ(i)
a.s.−−→ σ2(t)
(23)
, which means in spoken language that the stack constructed by minimizing the reverse KL divergence converges almost
surely to the true model whose averages and variances are the arithmetic and geometric means of the record-specific
models, respectively, as the number of homogeneous records used in the stack construction goes to infinity.
It is not a practical to estimate µS′(t) and σ2S′(t) at every time because they require large matrix inversions. Instead, we
assign the values from µS′ and σ2S′ discretely at finely spaced ages and approximate µS′(t) and σ
2
S′(t) between ages
using linear interpolation: see [23, 21] for more details on the validity of this approximation.
4 Experiments and Applications
Our method of constructing dual proxy stacks can be used to integrate and summarize the information from a set of
cores considered to be homogeneous, and to infer ages of records not used in the stack construction but believed to be
homogeneous. First, we construct a deep Northeast Atlantic (DNEA) stack from six cores (GeoB7920-2, GeoB9508-5,
GeoB9526-5, MD95-2042, MD99-2334 and ODP658C) using the algorithm described above. We then use this stack to
infer dual proxy ages of two records which are homogeneous but not used in constructing the local stack, GIK13289-2
and SU90-08.
4.1 A Deep Northeast Atlantic (DNEA) Stack
We construct a local stack for the deep Northeast Atlantic (2273-3223 m) by assuming that two cores from the Iberian
margin (MD95-2042 and MD99-2334) and four cores from the northwest African continental slope (GeoB7920-2,
GeoB9508-5, GeoB9526-5 and ODP658C) are sufficiently synchronous to be considered homogeneous. The availability
of 14C allows direct access to the calendar ages to enhance the age inferences: this is especially useful in the Holocene
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Core Latitude Longitude Depth (m) Citation
GeoB7920-2 20.75 −18.58 2278 [24, 25]
GeoB9508-5 14.5 −17.95 2384 [26]
GeoB9526-5 12.44 −18.06 3223 [27, 28]
GIK13289-2 18.07 −18.01 2485 [29]
MD95-2042 37.8 −10.17 3146 [30, 31, 32]
MD99-2334 37.8 −10.17 3146 [33, 34]
ODP658C 20.75 −18.58 2273 [35]
SU90-08 43.35 −30.41 3080 [36, 37]
Figure 5: Locations of cores GeoB7920-2, GeoB9508-5, GeoB9526-5, MD03-2698, MD95-2042, MD99-2334,
ODP658C, GIK13289-2 and SU90-08.
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Figure 6: Core alignments for stacking. The upper panel shows those to the DNA-stack, while the lower panel is our
dual proxy local DNEA stack. Stars indicate medians of data classified as inliers and dots represent outliers, after
translations. The darker and brighter gray regions are the 1-sigma and 2-sigma of the stacks, respectively. The dot-dash
line indicates their boundary.
where the δ18O signal to noise ratio is low. We used the regional deep North Atlantic (DNA) stack from [8] to initialize
the iterative algorithm, and 14C calibration curves based on [38] and [39].
The upper panel of figure 6 shows the alignment of the six records to DNA-stack, and the lower panel alignment of
these data for the local Northeast Atlantic (DNEA) stack we constructed. Variability in benthic δ18O in the DNA stack
is considerably larger than in the local DNEA stack: most of the medians are inside the 1-sigma of the DNA-stack,
which is supposed to contain about only 68% of them. High variances in the DNA stack may stem from benthic δ18O
differences within the broader North Atlantic region, record-specific mean shifts applied to the DNEA stack but not the
DNA stack, and/or the discrete nature of the algorithm used to align records in the DNA stack construction. Another
contributing factor to the tighter variance is the automatic detection and removal of outlying observations. The tighter
variance will contribute to less uncertainty in ages inferred from this stack.
The smoothness of the local stack stems from the fact that the GP model captures correlations between all the data
points with a heavier weight placed on near neighbors, thus limiting sudden large changes. Although our dual proxy
stack is far smoother than the DNA-stack, it still captures well-known millennial-scale climatic events. For example,
figure 7 shows four peaks at 24, 29, 38 and 46 kiloyears, which correspond to the Heinrich events H2 to H5 [8]. The
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Figure 7: A portion of the dual proxy local DNEA stack from 10-50 kiloyears.
ability to resolve such short-lived features will improve the accuracy of age estimates for cores with high-resolution
δ18O records.
The upper panel of figure 8 shows the histograms of normalized δ18O from the six records in the dual proxy stack with
respect to the DNA stack and that we constructed. The fact that there is only a small departure from the standard normal
distribution to the DNEA stack supports the validity of a Gaussian model approximation. The lower panel compares
inferred ages from both proxies and 14C only (analogous to Bacon [1]). Overall agreement between cores (to within
uncertainty) supports our assumption that benthic δ18O is synchronous and homogeneous among sites included in the
local stack. Some departures from the diagonal are expected, considering influences from their δ18O data.
4.2 Two Examples of Dual Proxy Age Inferences
If the δ18O record for a particular core site is believed to be homogeneous to the δ18O in the local stack, its ages can
be inferred indirectly by dual proxy alignment to the local stack or δ18O-only alignment (if 14C data are unavailable).
However, sometimes it may be difficult to ascertain whether the δ18O signal is homogenous across two or more
sites through time. Here we present two example alignments to the local DNEA stack: one δ18O signal from
GIK13289-2 which we consider homogeneous with the local stack (figure 9), and another from SU90-08 which may be
inhomogeneous (figure 10). We infer their ages from their proxies and alignment to the DNEA stack constructed in
Section 4.1.
Figure 9 and 10 show the results of GIK13289-2 and SU90-08, respectively. In each case, the left panels show that
the inferred ages mainly pass through the confidence intervals from individual 14C proxies. Because stacks with dual
proxy ages have narrower confidence intervals than single proxy stacks, they are more informative for stack alignment
and produces smaller age uncertainties. (For example, compare figure 10 with figure 4 in the supplementary note 1
that shows alignment of SU90-08 to the deterministic DNA δ18O stack. The confidence intervals for the portion of the
age model lacking 14C data are narrower when aligned to the dual proxy stack.) The lower-right panels show that the
translated and aligned δ18O data mainly fall within each stack’s confidence intervals. SU90-08 has 14C only between
10-40 kiloyears and beyond that ages are inferred only based on δ18O alignment to the stack.
When assessing whether two core sites share the same local δ18O signal as the stack, one should consider not only
whether they are located within the same water mass today but also how water mass distributions have changed through
time. We evaluate whether the cores used here are homogeneous in the supplementary note 1.
5 Discussion
There are several advantages of the new dual proxy method compared to using δ18O or 14C data only. Firstly, it gives
a direct method for age inferences in a δ18O stack. The dual proxy model can also be used for other types of direct
age constraints that can be expressed as distributions (deterministic constraints can be regarded as special cases of
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Figure 8: (Upper) Histograms of δ18O to our dual proxy stack. Each δ18O is normalized by the mean and standard
deviation of the stack at the median of its sampled ages. (Lower) The comparisons between inferred dual proxy ages
and 14C ages of records. Shaded regions indicate 95% confidence regions and the black dashed line is just a diagonal.
probabilistic constraints with point-mass distributions) given their ages, similar to 14C. Secondly, 14C determinations
act as “anchors” which stabilize the learning of transition parameters. Radiocarbon ages effectively protect the learning
procedure during the first EM iterations from ill-posed initial values. Thirdly, it should give more accurate age
estimates by using more data. High resolution δ18O measurements complement low-resolution 14C data and substantial
uncertainty bounds on 14C-only inferences where 14C data are sparse.
In addition, this GP method can construct a stack with a limited number of cores, because it uses all the data from
all the records for inference of every age in the stack. Previous methods such as HMM-Stack require enough records
reasonable resolution to estimate the mean and variance separately for each point in the stack. Also, this dual proxy
method returns means and variances in continuous time at arbitrary ages. Previous methods rely on less reliable
interpolations between discrete ages.
As mentioned in section 3.1.1, while the state-transition model is learned either record- or set-specifically, the underlying
accumulation model based on the gamma distribution is pre-trained and fixed. Gamma distributions tend to have thicker
tails than log-normal mixtures learned from the same data, so the corresponding transitions less affect to the alignments
than the emissions to the data, which makes the model more loyal to the observations. The comparison figure of
our gamma distribution inferred from the training data and that from the empirical accumulation rates of records in
constructing the DNEA stack can be found in the supplementary note 1. The transition model based on the AR(2)
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Figure 9: Dual proxy age inferences and alignments of GIK13289-2 to DNEA stack. In the upper figures, the darker
and brighter areas show the 1-sigma and 2-sigma of the stacks, red points and blue dotted bars indicate medians and
95% confidence intervals of inlier age samples for δ18O data, blue points and red dotted bars are the outliers. In the
left below figures, cyan bars indicate 95% confidence intervals obtained independently from 14C data, and blue and
red areas show the 95% confidence bands of age inferences from 14C only and both proxies, respectively. In the right
below figures, medians (dashed lines) and 95% confidence intervals of relative ages to the medians of dual proxy ages
are shown.
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Figure 10: Dual proxy age inferences and alignments of SU90-08 to DNEA stack. This figure also shows how multiple
observations at the same depths are dealt with in the alignment algorithm.
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Figure 11: A part of the DNEA stack constructed with the SE kernel.
truncated gamma distribution in equations 1 and 2 can be generalized into a matrix gamma distribution, which are not
considered in this paper due to the lack of training data.
Now we discuss more about the probabilistic model which is the basis for our method. It is natural to consider whether
a set of Gaussian distributions is the best model for a stack. On one hand, Gaussian distributions are in the exponential
family and easy to do Bayesian statistics analytically. Also, there are many theoretical justifications supporting it as a
reasonable way to represent the natural phenomena. On the other hand, however, it is susceptible to outliers. If stacks
are designed based on the generalized Student’s t-distribution, the redundancy can be cleared. Such stacks can be
constructed by the Student’s t-processes regressions, which have closed forms, however, no analytic expression exists
for reflecting observation errors [40]. Or, the infinite mixtures of GP experts [41] could provide a more robust alternative
to our model. Heteroscedastic GP regression is another option: it assumes heteroscedastic errors of observations to their
regressions. We avoid this approach for the regularization, but if δ18O observations of a given record are dense enough,
it will return a more proper model.
Let us talk more about the structural drawback of GP models. As already mentioned, they assume no structural model
but depend on the kernel functions. We also tried the squared-exponential (SE) kernel [7], which gives rise to a
particular form of a continuous-time AR(∞) Gaussian process. It has good characteristics and, thus, is widely used:
stationary and the samples drawn from a GP model with it are not only continuous but also infinitely differentiable with
probability one. However, [42] argues that the SE kernels often return regressions that are too smooth and less sensitive
to shorter term events such as Heinrich events, which are captured with the OU kernel. Consequently, the dual proxy
stack constructed with the SE kernel did not reflect Heinrich events H2 and H3 at 24 and 29 kyr respectively (figure
11), though H4 and H5 at 38 and 46 kyr are captured. To better capture these well know events we instead used the
OU kernel, which has a more local focus then the SE kernel (see figure 7). However, since there are unaccountably
infinitely many kernels some other kernel many enjoy some advantages over either of these two in future paleoclimate
applications.
Our methods have some drawbacks and challenges which we have not tackled yet. Firstly, we lack a mathematical
criterion of selecting homogeneous records, or more generally, the clustering marine sediment records. Secondly, in the
alignment algorithm we consider that δ18O observations to be conditionally independent given their ages. Introducing
autocorrelation of the proxies in the alignment algorithm could improve the stack construction, if outliers of δ18O
observations can be properly managed when doing so. In this application we appealed to domain experts’ knowledge to
well established events in our choice of kernels. However, at this point we have no general method for the choice of
kernels.
6 Conclusion
Here we present a novel dual proxy alignment stacking algorithm that aligns the benthic δ18O signal in marine sediment
cores using both direct (14C) and indirect (benthic δ18O) age proxies. We employ this algorithm to build a local stack
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from six cores in the deep Northeast Atlantic. To the best of our knowledge this is the first probabilistic algorithm
to align marine sediment records in continuous time, to construct a benthic δ18O stack using a Gaussian process
regression model, and to include both direct and indirect age proxies. In addition, the algorithm used to construct
this stack removes outliers in radiocarbon and benthic δ18O data based on standardized objective criteria. The stack
itself is a Gaussian process model, which we developed to address limitations in previous alignments of benthic δ18O
observations to discrete stacks. Also, to capitalize on the continuous stack, we supplemented the HMM model used
in the alignment step with a continuous time MCMC alignment procedure, which uses a continuous time sediment
accumulation probability distribution. The stack, which includes 14C data from every input record, is a better alignment
target than a single record. Additionally, benthic δ18O data, which are often higher resolution than 14C data, can
improve calendar age inferences of the stack between 14C ages, by reducing dependence on an assumed accumulation
model. Lastly, the inclusion of δ18O data in the stack allows for probabilistic alignment of records that have no direct
age proxies to this stack, and thus indirect age inference in such records.
The often-source software for the stack construction and core alignments algorithms in this paper is called ’DPGP-Stack’,
available at https://github.com/eilion/DPGP-Stack, runs on MATLAB. Detailed and quick manuals of the software can
be found in ’README.pdf’ and ’Quick Start Guide.pdf’ at the link, respectively.
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