Our objective is to identify and map individuals of nine tree species in a Hawaiian lowland tropical forest by comparing the performance of a variety of semi-supervised classifiers. A method was adapted to process hyperspectral imagery, LiDAR intensity variables, and LiDAR-derived canopy height and use them to assess the identification accuracy. We found that semi-supervised Support Vector Machine classification using tensor summation kernel was superior to supervised classification, with demonstrable accuracy for at least eight out of nine species, and for all combinations of data types tested. We also found that the combination of hyperspectral imagery and LiDAR data usually improved species classification. Both LiDAR intensity and LiDAR canopy height proved useful for classification of certain species, but the improvements varied depending upon the species in question. Our results pave the way for target-species identification in tropical forests and other ecosystems.
Introduction
Large-scale mapping of tree species composition is of growing interest in ecology, conservation, and ecosystem management. Imaging spectroscopy, also known as hyperspectral imaging, has proven OPEN ACCESS to be among the most useful technologies for species mapping [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . By comparison, active remote sensing instruments, such as Light Detection and Ranging (LiDAR) scanners, have played a relatively small role in efforts to detect and map tree species [11, 12] . Studies using LiDAR in conjunction with spectral data [13] [14] [15] [16] have yielded promising results, indicating the potential of combining remote sensing technologies for species mapping.
Despite the demonstrable value of combined spectral and LiDAR data for species mapping, the application of these approaches to high-diversity tropical forests presents a unique challenge. Recent work has shown that multiple species can be detected in tropical forests [2, 5] , yet accuracies and the potential for automation remain highly uncertain. Most studies have been conducted at the leaf level, and have found that species often have spectral signatures that might render them identifiable in high-resolution airborne or space-based imagery [17] [18] [19] . Other studies, however, have found substantial spectral overlap between species, either based on their chemical traits or phenology or both [20] . All studies agree that the risk of spectral confusion will rise with increased species richness. At the canopy level, a combination of chemical (leaf level) and structural (canopy level) characteristics can render species relatively distinct [11, 21] , but much more research is needed to assess the potential of this approach, and to develop methods for mapping species in tropical environments.
Because of these challenges, mapping species in high-diversity tropical forests is probably best approached on a species-by-species basis. First, in lieu of an exhaustive mapping of all species, which is technically unlikely, focusing on a limited number of ecologically important or indicator species may be more tractable. In addition, target species can be chosen that are important to ecosystem functions such as carbon and nutrient cycling [22] , or to food-web dynamics [23] .
Focusing on a limited number of target species can only improve classification accuracy, however, if species are clearly and repeatably separable. A wide range of classification methods are available to identify tropical species using hyperspectral data [2, 3, 5] , but to our knowledge only supervised classification methods have been used for this purpose. Despite relatively good performance with a moderate number of classes, supervised methods suffer from one important weakness in regards to species mapping: the classifier only learns from input training data. This is a problem because, due to the time and cost of data collection in tropical forests, training datasets may not capture the full range of spectral variability in each class (i.e., each species), resulting in an inaccurate description of each class and a poor generalization of the classification model. An alternative to supervised classification is semi-supervised classification, which uses unlabeled (i.e., unidentified) individuals to supplement the training data during the training stage. This is done by assigning randomly-selected pixels to existing classes on the basis of their spectral similarity, thus improving the representativeness of the training data. Because these unlabeled samples exist in large quantities and can improve discrimination of tropical tree species, the ability of semi-supervised classification to improve image classification needs to be explored.
Here we compare one supervised and two semi-supervised methods for target-species detection in a humid tropical forest. These classification methods belong to the Support Vector Machine (SVM) framework and the very first task is a parameter optimization. We also combine airborne imaging spectrometer and LiDAR measurements to determine which data type provides the highest accuracy for forest species mapping. Finally, we determine which combination of classifier and data type performs the best for the classification of nine tree species, with a constraint on the training data: we systematically assume that only one individual tree crown from the target species and one individual tree crown from half of the eight non-target species are available for training.
Materials

Hyperspectral Imagery and LiDAR Data
To compare the different methods for classification, we used field and remotely-sensed data from the Nanawale Forest Reserve, Hawaii. We acquired imaging spectrometer data with the Carnegie Airborne Observatory (CAO)-Alpha sensor package [24] in September 2007, flying at an altitude of 1,000 m above ground surface. For this study we used a 1,980-by-1,420 pixel image, with a spatial resolution of 0.56 m and covering an area of about 70 ha (Figure 1 ). This image has 24 spectral bands of 28 nm in width, evenly spaced between 390 nm and 1,044 nm. The image thus covers both visible (VIS) wavelengths and part of the near-infrared (NIR) domain, and spectra were radiometrically calibrated in the laboratory following the flight. Atmospheric corrections were applied using the ACORN 5LiBatch (Imspec LLC) model, and a MODTRAN look-up table was used to correct for Rayleigh scattering and aerosols [25] . LiDAR data were acquired during the same flight as the hyperspectral imagery, and the LiDAR was operated in discrete-return mode, providing up to four laser returns per shot. The LiDAR beam divergence was matched to that of the spectrometer [24] , and thus the laser spot spacing was 0.56 m both across and down-track. We additionally collected 50% overlap between adjacent flightlines, resulting in two laser shots per 0.56 m. From the LiDAR point cloud data, a physically-based model was used to estimate top-of-canopy and ground surfaces using REALM (Optech Inc., Toronto, ON, Canada) and Terrascan/Terramatch (Terrasolid Ltd., Jyväskylä, Finland) software packages. We computed vegetation height by differencing the top-of-canopy and ground surface DEMs [26] , and three intensity variables, corresponding to the first-and-only return, first-of-many returns, and first return.
Study Site and Field Data Collection
The study area contains lowland humid tropical forest, at an average elevation of 150 m above sea level, and with a mean annual precipitation and temperature of 3,200 mm·yr −1 and 23 °C, respectively. The forest emergent canopy at Nanawale is comprised of approximately 17 species, most of which are invasive, non-native trees, though some native species do remain in this forest [27] .
We did field data collection and identified a total of 791 individual tree crowns (ITCs) from 17 species in the field in November 2010 using a tablet PC with integrated, differentially-corrected Global Position System (PC-GPS). Using this system, we delineated tree crowns on the PC-GPS using the hyperspectral imagery as a guide, and tree crowns varied in size from a few pixels to several thousand pixels. For classification purposes (see Section 3 for more details), we reduced the dataset by discarding ITCs smaller than 50 pixels, and species with less than 12 ITCs. The final dataset used for this study encompassed 333 ITCs from nine different species (Table 1, Figure 1 ). Despite the 3-year time lag between the acquisition of the image (September 2007) and the collection of the ground truth (November 2010), the relationships between the pixel label and the spectral signature are still reliable because there is a slow evolution of these tropical tree species over time. Moreover, we paid particular attention to delineate sunlit parts and avoid shaded parts and edges where the risk of overlap between ITCs increases.
Methods for Classification
Generation of the Datasets Used during Classification
All of the classification methods tested required two datasets: a training dataset used to build the classification model; and a test dataset, independent from the training dataset. For each of these datasets, we defined two classes corresponding to the target species and the non-target species. Under optimal conditions, the non-target class would include samples from all species except the target species. However, often in tropical forests, only a fraction of the species can be identified during a field campaign. As such, our goal was to compare the performance of our species classification techniques using only limited information about the non-target species present in the study area, so we deliberately included only half of the non-target species in the training dataset. The typical training dataset was thus assembled by randomly selecting one ITC from the target species and one ITC from four non-target species (randomly selected among the eight available species). We then randomly selected fifty samples (i.e., pixels) from the target ITC and 30 samples from each non-target ITC. The whole training dataset for each target species thus included 170 samples. The test dataset included 99 ITCs (11 for each of the nine species). We performed the classification on a pixel-by-pixel basis, and identified each ITC using a majority vote rule. The performance of the classifier was assessed based on the successful classification of the target species and the non-target species.
Estimation of the Classification Performance
Because non-target pixels were more abundant than target pixels, a simple measure of overall accuracy would have been strongly biased to favor the non-target class and would thus have substantially over-reported the accuracy of the method. Therefore we calculated the balanced accuracy (BAC) defined as:
where sensitivity is the proportion of pixels of target species that were correctly identified as target species (i.e., the number of correctly identified target species pixels divided by the total number of target species pixels), and specificity is the proportion of pixels of non-target species that were correctly identified as non-target species (i.e., the number of correctly identified non-target species pixels divided by the total number of non-target species pixels). We maximized BAC during the optimization of the classifiers and the training stage, and used sensitivity, specificity, and BAC to compare the performance of the classifiers tested here.
General Framework for Supervised and Semi-Supervised Classification
Both the supervised and semi-supervised classifications performed in this study were based on the SVM, a popular non-parametric classifier widely used in the machine learning and remote sensing communities [28] . SVM uses decision boundaries (hyperplanes) derived from a training dataset to separate classes in the feature space. These linear boundaries between classes are generated by maximizing the margins between the hyperplane and the closest training samples (i.e., the support vectors) and minimizing the error of the training samples that cannot be differentiated. As the classes are rarely linearly separable in the original feature space, SVM projects the training dataset into a kernel feature space of higher dimensionality. This is performed nonlinearly, using the following kernel function:
where is the value of the kernel function for the pair (i, j) of training samples, and Φ is the mapping function used to project data from the original feature space to the higher-dimensionality feature space [29] [30] [31] . SVMs are highly efficient and usually produce comparable or better results than other methods (see references from [32] [33] [34] [35] ). They are known to show good generalized performance and require no prior knowledge of the problem [31] . They are also particularly useful for hyperspectral imagery classification because they can handle a large input space efficiently, and are less subject to the Hughes phenomenon than other classifiers [36] . Féret and Asner [5] have investigated the ability of these classifiers to identify tree species in tropical forests, and showed that linear (L-) SVM and radial basis function (RBF-) SVM both outperform other non-parametric classifiers such as the k-nearest neighbor or artificial neural network approaches, and have comparable or better performance than discriminant analysis. Our study focused on RBF-SVM, and all classification tasks were performed using the MATLAB interface of the LIBSVM package. The RBF function is written as follows:
where ∈ is the kernel width which controls the tradeoff between over-fitting (small values) and under-fitting (large values). A second parameter, the penalty parameter C (also called the error term), must also be optimized. This term controls the trade-off between complexity of decision rule and frequency of training error [29] . In this study, we first rescaled hyperspectral and LiDAR data between 0 and 1, and then calculated the optimal parameters using an exhaustive grid search. The optimal and C were tuned in the range from 10 −3 to 10 3 using a 3-fold cross-validation applied to a training dataset.
Characteristics Specific to the Semi-Supervised Classification
We compared two distinct classification approaches: supervised and semi-supervised classification. The main difference between these methods was the use of unlabeled samples, in addition to the training data, by semi-supervised methods. The semi-supervised classification takes advantage of complementary data corresponding to unlabeled samples in order to improve the estimation of the marginal data distribution during the training stage. To start the semi-supervised approach, we first randomly selected 500 unlabeled pixels from the total dataset. We then implemented the semi-supervised approach proposed by Tuia and Camps-Valls [37] , which is based on the local regularization of the training kernel. The information contained in these unlabeled samples is used to create a bagged kernel combined with the training kernel in order to deform its base structure through a cluster-based method. This bagged kernel is obtained after successive k-means clustering (with different initialization but the same number of clusters) are performed on the combined training/unlabeled samples. The bagged kernel accounts for the number of time two samples i and j have been assigned to the same cluster. Here we compared two different kernels: the tensor product kernel which deforms the training kernel by multiplying it with the bagged kernel, and the tensor summation kernel which deforms the training kernel by adding it with the bagged kernel. A package including MATLAB source code for this method is publicly available [37] (http://www.uv.es/gcamps/ code/bagsvm.htm).
Two parameters specific to the bagged kernels were defined prior to classification: t, the number of times running the k-means clustering and k, the number of clusters to create. We used t = 20. To determine the optimal number of clusters (k) used to create the bagged kernel we evaluated k values ranging from 5 to 40 (using an increment of 5) on the classification of target species, and selected the optimal k value for each tensor product and summation kernel. To identify this k value, we performed 100 iterations for each target species, each iteration starting with the generation of one training dataset, one test dataset, and one unlabeled dataset. Once these datasets were created, we trained a corresponding classification model for each possible combination of "data type/semi-supervised classifier/k value", resulting in 64 (4 × 2 × 8) semi-supervised classification models for each iteration and each species. We then averaged the BAC for all iterations and all possible target species in order to obtain one BAC for each value of k and each classifier. The value of k that maximized this average BAC was selected as the optimal k and used for the four different combinations hyperspectral and LiDAR data.
Comparison of the Classifiers
Once the optimal value of k was obtained, we compared the two semi-supervised approaches and one supervised classification. This experiment was similar to the one explained for the optimization of the k value. Here our aim was to assess the influence of two independent factors on the performance of the classification: (i) the type of data; and (ii) the method for classification (supervised SVM, semi-supervised SVM with tensor summation kernel, semi-supervised SVM with tensor product kernel). This results in 12 possible configurations of data type/classification method. As the results of the classification are highly dependent on the training data, we performed repetitions by generating 100 datasets (including training, test and unlabeled data) for each target species, and we created one classification model for each of the 12 configurations. We finally compared the global performance obtained for each configuration and the results specific to each species in each of the configurations. One-tailed t-tests were used to determine which configuration obtained significantly better results.
Results
Optimization of the k-Means Parameterization
We compared the influence of k on the sensitivity, specificity and BAC of the two semi-supervised classifiers, and observed several common responses. First, lower values of k resulted in decreased sensitivity, regardless of the classifier, while higher values of k resulted in higher specificity, ( Table 2) . A value of k = 10 maximized sensitivity for the tensor summation kernel, and a value of k = 5 for the tensor product kernel (Table 2) . Furthermore, for both semi-supervised methods specificity increased with k, reaching its maximum value for k = 40. Despite these similarities, the optimal BAC differed substantially for the two methods: the maximum BAC for the tensor summation and tensor product kernels were obtained for k = 35 and k = 10, respectively. This is in agreement with the results obtained by Tuia et al. [37] , who conclude that the optimal results for the tensor summation kernel are obtained for larger values of k, while the tensor product kernel performs better at small values of k. The optimal k value for the tensor product kernel was most influenced by sensitivity, which decreased faster than the increase in specificity for higher values of k; while the optimal k value for the tensor summation kernel was most influenced by specificity, which increased faster than the reduction in sensitivity for higher values of k. Strong discrepancies were also observed between the two semi-supervised methods: the most important difference was that sensitivity was 9-16 percentage points higher with the tensor summation kernel. This difference was balanced by the lower specificity of this method (3-4 percentage points). Despite this reduction in specificity, the tensor summation kernel outperformed the tensor product kernel by 3-6 percentage points based on BAC values ( Table 2 ). The average specificity exceeded 90% for the value of k selected in our experiment. This result is encouraging because it means that the number of species incorrectly identified as a target species was usually very low. Based on these results, we selected k = 35 clusters for the tensor summation kernel, and k = 10 clusters for the tensor product kernel, for all following classifications.
Classification Method and Data Type
We found that the summation-bagged kernel outperformed the product-bagged kernel of 4.2 percentage points, and the supervised SVM of 6.5 percentage points, based on BAC averaged over 100 iterations performed on the nine species. Both semi-supervised methods improved the sensitivity to target species: they outperformed the supervised method by 7-15 percentage points in terms of sensitivity (Table 3) . Among the two semi-supervised classifiers, the tensor summation kernel obtained 5-9 percentage points greater sensitivity than the tensor product kernel, depending on the data type used (Table 3) .
From these results we conclude that the tensor summation kernel offers the best performance for target species discrimination in the forests studied here. Furthermore, fusing hyperspectral measurements with LiDAR canopy height and intensity data increased classification accuracy (BAC ,  Table 3) , as averaged over all species. Combining hyperspectral data with either of the LiDAR data types alone, however, resulted in similar or slightly reduced accuracy in most of the cases, mainly due to lower sensitivity. We reviewed species-specific results throughout our analysis. First we compared the different classifiers for a given data type. As observed overall species, the individual difference in BAC between classifiers (Figure 2 ) was mainly driven by the difference in sensitivity of the classifier for all data types (Figure 3) . The increased overall sensitivity obtained with the tensor summation kernel (Table 3) was also observed when studying species separately, with the exception of Syzygium jambos which was usually classified more accurately when using a supervised method ( Figure 3 , Table 2 ). This result was observed for all four data types, but the difference in sensitivity between the three classification methods was species-dependent, with Aleurites moluccana showing the highest increase in sensitivity of all species when using semi-supervised classification. The influence of data type on the classification varied with the species targeted, and no common trend was observed. For example, Cecropia pelata was classified more accurately with hyperspectral data alone when using supervised classification. However, combining hyperspectral data with LiDAR intensity slightly improved the sensitivity obtained for this species for semi-supervised methods, but combining hyperspectral data with LiDAR canopy height reduced sensitivity. Another example is Mangifera indica, for which combining hyperspectral data and LiDAR intensity resulted in a greater than 15 percentage points improvement in sensitivity (Figure 3(a,b) ) and 8 percentage points improvement in BAC (Figure 2(a,b) ) when using a tensor summation kernel. In contrast, combining LiDAR intensity with hyperspectral data reduced the BAC for Aleurites moluccana and Syzygium jambos, but combining canopy height with hyperspectral data improved their classification accuracy (Figure 2(a,c) ).
These species-specific differences were partly explained by further examining the LiDAR canopy height and intensity values. Among the nine species studied here, some show very specific behavior in terms of intensity or height, which may help with the discrimination of these species despite their high within-species variability (Table 4) . For example, in the case of Mangifera indica, the large difference measured between the mean intensity value of the first and only returns (the highest of all species) and the mean intensity value of the first of many returns (the lowest of all species) explains the significant improvement observed for its discrimination when including LiDAR intensity to the classification (see Table 4 ). Almost no first of many returns points were recorded for Mangifera indica, leading to very low intensity values. The low mean height measured for Aleurites moluccana and Syzygium jambos also explains their improved discrimination when combining canopy height with hyperspectral data. Finally we studied which combination of data significantly improved BAC compared to any given data type (Table 5) . We tested all classifiers and data types, but the results showed here are obtained with semi-supervised classification and tensor summation kernel. The classification accuracy for Pandanus tectorius was significantly higher when LiDAR information was not used, but this species exhibits the lowest BAC of all nine species (Figure 2) , which suggests that this is an inappropriate candidate for species targeting. The classification accuracy for Cecropia peltata was also significantly improved when the LiDAR height was not used, either by itself or in combination with intensity, but LiDAR intensity did not impact the classification. This LiDAR intensity data significantly improved the classification of Mangifera indica, Trema orientalis and Psidium cattleianum; for the latter, however, adding LiDAR height did not lead to any improvement. The addition of either one or the other LiDAR variable did not improve the classification accuracy of the same species, highlighting the different discriminating capabilities related to each of these data types. Finally these results show that the accuracy obtained when using all data types was comparable to or significantly better than when the LiDAR data were not used or only partly used for six species whereas only three species were significantly better classified when not using all data types together: Cecropia peltata, Pandanus tectorius, Psidium cattleianum. Notice that these three species show a relatively low BAC, suggesting that they would not be good candidates for target species classification. These results obtained on these three species are not surprising as Féret and Asner [5] obtained particularly low producer's and user's accuracy with these species (40 to 60%) when performing multiclass discrimination including these nine species and eight other ones. These results confirm the adding of multi-sensor information combining LiDAR and hyperspectral imagery for species classification. Table 5 . Significant increase in BAC induced by the data type for each species after semi-supervised classification with tensor summation kernel. A right-tailed paried t-test is used for statistical significance (p = 0.05). The BAC obtained with the data type indicated in the column is significantly superior to the BAC obtained with the data type indicated in the line for the species reported in the corresponding box. HSI = hyperspectral imagery; Int. = LiDAR intensity; CHM = canopy height model. 
Application to a Practical Situation
We performed target species classification on the whole site for each species, using semi-supervised classification with tensor summation kernels on the 333 ITCs available, with the full data combination (Figure 4) . For each species, we used the classification model that produced the highest BAC among the 100 iterations performed in Section 4.2. All species except Pandanus tectorius showed sensitivity values greater than 80% ITCs (Table 6) . These values were surprisingly high for some species such as Pithecellobium saman, Psidium cattleianum and Trema orientalis, as they were dramatically higher than the mean sensitivity measured after 100 iterations, which is about 40% for these three species (Figure 3(d) ). These findings confirm the importance of the training dataset, and the very high variability of the discriminating capabilities of individual tree crowns from the same species. The specificity was also higher than 80% for all species, and superior to 95% for five of them, which was expected given the results obtained previously (see Figure 3(d) ). The high specificity observed here is promising for future applications targeting individual species, but these findings must be placed in the perspective of operational applications. Table 6 . Mapping sensitivity, specificity and balanced accuracy (BAC) (%) based on the correct classification among 333 ITCs using combined hyperspectral imagery, LiDAR intensity and LiDAR canopy height with tensor summation bagged semi-supervised SVM classification, for each species on the complete study site. 
Discussion
We compared different methods and data for mapping target species in a Hawaiian tropical forest, obtaining optimal results with a semi-supervised SVM using the combination of LiDAR intensity, LiDAR-derived canopy height and hyperspectral data. In this case, the balanced accuracy was superior at 80% for eight of nine species. These results are very promising from the perspective of targeting species of interest in tropical rainforest. Nonetheless, the overall approach requires additional review and work in order to bring it to an operational level. Our priority now is to validate the method on tropical forest sites with higher species richness. As the probability of spectral similarity between species increases with species richness [5, 18, 19] , the specificity of the methods proposed here may not be as high in a different context with high biodiversity. However, it may be possible to reduce confusion between species using different approaches. These approaches include the use of prior knowledge about the sites under study to choose relevant species to target, the adaptation of the classification method to finely tune the criterion to optimize the automatic tree crowns delineation with a segmentation method to determine, and also the use of a broader spectral domain including short wave infrared (SWIR).
Prior Information Used to Select the Right Species to Target
The first way to minimize confusion between species involves prior knowledge about the spectral specificity and/or physiological characteristics of a target species. A preliminary study may show very specific spectral properties associated with a species or a group of species of interest. Sanchez-Azofeifa et al. [38] found for example, promising results for the discrimination of Tabebuia guayacan. This discrimination was performed using very high spatial resolution images acquired by Quickbird, and was enabled by the inflorescence synchronization and the yellow flowers characteristic of this species. Hyperspectral imagery coupled with LiDAR may improve the species discrimination by detection of seasonal cycle or synchronized phenological processes, as well as the capacity to measure more subtle species-specific spectral and structural properties related to leaf chemistry, foliage density, and crown architecture. Several large-scale projects are currently accumulating ecological data from tropical forests using a variety of methods and approaches to better describe tree species (spatial distribution, chemical composition, spectroscopy), their interaction with the whole ecosystem, and help in deciding of their potential interest as target species. Such projects are needed for the validation of our study and its evolution to an operational level of application. These projects include Spectranomics (http://www.spectranomics.ciw.edu/) [21, 39] and the Carnegie Airborne Observatory (http://www.cao.stanford.edu/), both developed and managed by the research team from the Carnegie Institution for Science, as well as the Center for Tropical Forest Science global network (http://www.ctfs.si.edu/) led by the Smithsonian Tropical Research institute.
Metric Used for the Evaluation of Classifier's Performance
We showed that semi-supervised classifications significantly improve detection sensitivity as compared to the standard supervised SVM, but this was achieved at the cost of reduced specificity. However, the interpretation of the high BAC accuracy should be considered relative to the abundance of the target species compared to the non-target species: a low percentage of misclassified non-target individuals may represent a larger number of ITCs than the total number of target individuals. In such situations, high sensitivity and specificity may be misleading (see for example the high sensitivity and specificity of Cecropia peltata and Pithecellobium saman in Tables 6 and 7 , to compare to their spatial distribution after classification in Figure 4 ). The performance evaluation metric of the classification may need to be changed in order to favor sensitivity, specificity, precision (the proportion of true positives among trees classified as target species), or any other measures of relevance such as F-measure, receiver operating characteristic (ROC) or Cohen's Kappa statistic [40, 41] . The aim of species targeting may vary depending on the species of interest, its expected distribution, similarity with other species or any prior knowledge available. This information may help in deciding on the most suitable performance evaluation metric. In our study for example, we implicitly allowed false positives by balancing sensitivity and specificity. Including precision as an evaluation metric may help decrease the high number of false positive cases with respect to the number of true positives, as observed with Cecropia peltata and Pithecellobium saman, but may also risk decrease the number of correctly classified target individuals. Table 7 . Mapping sensitivity, specificity and balanced accuracy (BAC) (%) based on the correct pixelwise classification using combined hyperspectral imagery, LiDAR intensity and LiDAR canopy height with tensor summation bagged semi-supervised SVM classification, for each species on the complete study site. 
Individual Tree Crown Delineation
Our results are based on individual tree crowns manually delineated through extensive field work. An operational, automated version of this species targeting method thus requires an efficient tree crown segmentation method, which is extremely challenging for many forest types. To our knowledge no method has been proposed to accurately delineate individual tree crowns in very dense tropical forests. The combination of high spatial resolution hyperspectral imagery and LiDAR data for image segmentation has not been fully investigated until now, and it may help to improve tree crown delineation as compared to existing methods based on canopy height or on a limited amount of spectral bands. We are currently working on the development of such a method. The accurate tree crown delineation also has the advantage of allowing the creation of variables obtained at the tree crown scale, which may improve tree species classification. These crown-scale variables can be derived from hyperspectral or LiDAR data. LiDAR-derived variables integrated over spatial units such as land cover type or individual tree crown improve classification accuracy [11, 15] .
Improving Species Classification with Enhanced Spectral Range and Resolution
Studies show the important contribution of the shortwave-infrared domain for the characterization of vegetation, and for species differentiation at both leaf and canopy scales [2, 19, 42, 43] . The results proposed here were obtained with hyperspectral imagery covering only visible and near-infrared domains. Hence, improvements in both classification and tree crown delineation can be expected with a new generation of sensor systems including hyperspectral imagery with higher spectral range and resolution and LiDAR with better performance such as the CAO AToMS system (http://www.cao.ciw.edu), which is operational since June 2011.
Conclusion
Our study provides a comparison of several methods and data types for detecting and mapping target species in tropical forests. The results indicate that imaging spectroscopy, combined with the full suite of LiDAR variables, can provide highly accurate species identification. The newer generation of semi-supervised classification approaches appears promising for enhanced species mapping as seen in the high classification accuracy for canopy species identification in a Hawaiian tropical forest, particularly when only a limited number of tree crowns is available for the training stage. We obtained very good prediction of the spatial distribution for most of them, based on a training dataset including only one individual tree crown from the target species, and incomplete information about the non-target species included in the test dataset, limited to one individual tree crown from four species randomly selected among the eight non-target species available. We compared supervised and semi-supervised classification approaches, and found that including information from unlabeled samples during the training stage significantly improves classification sensitivity for eight tropical species out of nine. We found that semi-supervised Support Vector Machine classification using tensor summation kernel provided the highest balanced accuracy averaged over nine species, with demonstrable accuracy for at least eight out of nine species, and for all combinations of data types tested. The balanced accuracy obtained with this classifier ranged between 71.1% and 73.3% depending on the type of data used for the analysis, whereas it ranged between 64.4% and 66.8% for supervised classification, and between 68.5% and 69.1% for the semi-supervised Support Vector Machine classification using tensor product kernel. This global improvement averaged over nine species corresponded to an improvement in balanced accuracy higher than 10 percentage points compared to supervised classification for species such as Aleurites moluccana and Mangifera indica.
We also showed that the different variables derived from LiDAR with multiple returns can help to improve species discrimination. We studied the separate and combined influence of LiDAR intensity and canopy height coupled with hyperspectral data, and we concluded that each data type boosts accuracy for some species. These two types of LiDAR variables complement one another, and we recommend combining them with hyperspectral data whenever possible as the full combination of hyperspectral imagery, LiDAR intensity and canopy height outperformed any other combination tested here when averaged on the nine species studied, and showed significant improvements compared to hyperspectral data only or combined with one of the two LiDAR data types studied for six of these species.
Finally, the application of the best classifier with the optimal combination of data produced a balanced accuracy between 80% and 100% for eight of nine species. Eucalyptus robusta, Mangifera indica and Syzygium jambos were particularly well identified, with sensitivity, specificity and balanced accuracy between 98% and 100%, whereas the sensitivity obtained for Pandanus tectorius was lower than 60%, which implies a high number of false positives. These results are very promising from the perspective of applications aimed at targeting species of interest in tropical rainforest. Our next goal is to improve this method for operational applications at a larger scale.
