Abstract. We study properties of the category of modules of an algebra object A in a tensor category C. We show that the module category inherits various structures from C, provided that A is a Frobenius algebra with certain additional properties. As a by-product we obtain results about the Frobenius--Schur indicator in sovereign tensor categories. A braiding on C is not needed, nor is semisimplicity. We apply our results to the description of boundary conditions in twodimensional conformal field theory and present illustrative examples. We show that when the module category is tensor, then it gives rise to a NIM-rep of the fusion rules, and discuss a possible relation with the representation theory of vertex operator algebras.
CFT boundary conditions
Boundary conditions in conformal field theory have various physical applications, ranging from the study of defects in condensed matter physics to the theory of open strings. Such boundary conditions are partially characterized by the maximal vertex operator subalgebra A of the bulk chiral algebra A bulk that they respect [43, 75] . That A is respected by a boundary condition means that the correlation functions in the presence of the boundary condition satisfy the Ward identities for A and accordingly can be expressed through chiral blocks for A. There are then two problems to be addressed. First, for a given CFT model whose chiral algebra contains A one wishes to construct all boundary conditions that preserve (at least) A, as well as arbitrary correlation functions on surfaces with such boundary conditions. Second, for any given vertex operator algebra A one wants to know all CFT models that possess a chiral algebra A ext containing A. (In the context of boundary conditions, the task is actually quite the opposite, namely to determine all vertex operator subalgebras of a given vertex operator algebra A ext ≡ A bulk .)
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These two problems are closely related, and they should be treated simultaneously. Partial answers to both questions are known (see e.g. [45] for the classification problem, [43] for various aspects of boundary conditions, and [28] for the construction of correlation functions), but a general solution is still to be found. In general the number of conformally invariant boundary conditions is infinite. That one deals with only finitely many boundary conditions happens only in rather special circumstances where the vertex algebras involved are all rational. We emphasize that no such finiteness assumption enters our formalism; in particular we do not require semisimplicity of the relevant tensor categories. Still, special situations with only finitely many boundary conditions can be of particular interest. An example is provided by the unitary models with c < 1, for which every irreducible A ext -module is finitely fully reducible as a Virasoro module; in this case all conformal boundary conditions are known explicitly [2, 42, 7] . More generally, in any rational CFT one may wish to restrict one's attention to the subclass of 'rational' boundary conditions, for which by definition the preserved subalgebra A is a rational vertex operator algebra, such that every irreducible A ext -module is finitely fully reducible as an A-module.
In the present paper we investigate a proposal for a universal and model independent construction of all conformal boundary conditions. In fact, the construction encodes at the same time both a modular invariant for A [11] , i.e. a 'CFT in the bulk', and the conformal boundary conditions for that CFT. When combined with ideas from [27, 28] , it also opens the way to determine all correlation functions. And it sheds new light on the classification problem (both of modular invariants and of boundary conditions) as well; given a chiral algebra and hence an associated category C, what is to be classified are the 'good' algebra objects in C.
We should motivate why in the last statement we formulate the task in terms of a (representation) category rather than in purely algebraic terms. Vertex algebras constitute, at least in our opinion, a quite intricate mathematical structure. It can therefore be fruitful not to work directly with such an algebra, but rather with its category C Rep A of representations. Indeed, much of the algebraic structure of a vertex operator algebra A leads directly to interesting structure on its representation category. For instance, a chiral algebra is expected to possess coproduct-like structures, see [29] for an early discussion and [49, 47] for an approach in the context of vertex algebras. As the representation category of a chiral algebra, C Rep A is therefore expected to carry the structure of a tensor category. For rational vertex operator algebras C Rep A is expected 1 to be even modular. Another advantage of this approach is the following. Vertex algebras constitute just one particular mathematical formalization of the physical idea of a chiral algebra. Other approaches exist which use different algebraic structures (see e.g. [25, 64] ). They lead to categories that are, sometimes, equivalent to categories of representations of vertex algebras. A treatment on the level of category theory therefore allows to deal with aspects of conformal field theory that are common to all known formalizations of chiral algebras. Yet another advantage is that similar categories also arise from other algebraic objects like quantum groups. Those objects are sometimes easier to understand than vertex algebras and can serve as a source of inspiration for general constructions. (For instance, one can hope that non-compact quantum groups will improve our understanding of certain non-compact conformal field theories [68] .)
Once one adopts this point of view, one is lead to the following proposal that is based on the observations in [44, 74] , which in turn were motivated by a comparison of concrete information about boundary conditions in specific models with results from subfactor theory [58, 59, 83, 11, 12] and about the modularisation of premodular categories [15, 63] . The basic idea is to realize the elementary boundary conditions preserving A as the (absolutely) simple objects of a suitable category, which we like to call the boundary category. Non-simple objects of the boundary category correspond to 'composite' boundary conditions. These are of particular interest in string theory, where the decomposition of a semisimple object into simple subobjects specifies the so-called Chan--Paton multiplicities, which in turn are a source of gauge symmetries in space-time. According to [70] they also appear in the study of renormalization group flows on boundary conditions, even when the starting point corresponds to a simple boundary condition. (A category theoretic approach to certain specific boundary conditions in superconformal field theories has also been put forward in [22] . It is in many respects different from our proposal; roughly speaking, our categories relate to the fusion ring of a CFT in the same manner as the categories in [22] should relate to the 'chiral ring' of a superconformal field theory.)
The boundary category is a tensor category with certain additional properties. It is constructed as a category of A-modules in an underlying tensor category C, with A a suitable algebra object in C. An important technical point of our approach is that we try to minimize the assumptions about the category C. Indeed, upon a judicious choice of the relevant class of algebra objects, for some structure to be present in the resulting boundary category only that particular structure needs to be assumed for C. For instance we do not have to require C to be modular, nor to be semisimple. As is well known [20] , semisimplicity of the representation category of a vertex algebra amounts to rationality of the theory in the sense that there are only finitely many inequivalent simple modules. Thus our framework offers some elements that will be useful to go beyond rational conformal field theories, and beyond boundary conditions that preserve a rational subalgebra in rational theories.
In favorable situations the Grothendieck group of the boundary category inherits a ring structure from the tensor product. (This is certainly the case when the tensor bifunctor ⊗ is exact.) When in addition the algebra object A is commutative and has Frobenius--Schur indicator equal to one, then the structure constants of the Grothendieck ring -the fusion rules -coincide with the annulus coefficients of the CFT, i.e. with the coefficients in an expansion of the partition function on the annulus with respect to the character-like functions that are associated to the simple objects of the boundary category. Furthermore, the (quantum) dimension of an object of the boundary category gives us the 'entropy' of the corresponding boundary condition, and the 6j-symbols of the boundary category provide the operator product coefficients of the so-called boundary fields. In the present contribution we will not, however, be concerned with this type of questions, but rather deal with category theoretic aspects of the proposal. Accordingly we also include various observations that are not immediately related to the construction of the boundary category but are of independent interest. A key role will be played by the concept of haploid Frobenius algebras in abelian tensor categories, which is motivated by considerations in conformal field theory; the Frobenius property encodes s-t-duality of four-point chiral blocks in the vacuum sector (compare figure (2.15) below), while haploidity corresponds to the uniqueness of the vacuum state. (These algebras should also possess a few further properties, which implement physical requirements, too. For details, see the main text.) A conjectural picture for the moduli space of conformal field theories of given Virasoro central charge is then that over each point of the moduli space there lies a haploid Frobenius algebra. This picture is somewhat reminiscent of the role of Frobenius manifolds in the study of integrable systems [23] .
Our category theoretic results are contained in sections 2 to 5. Readers less interested in the mathematical development are invited to start a first reading in section 6, where we summarize the salient features that are relevant in the context of conformal boundary conditions. Afterwards we present, in sections 7 and 8, some details for specific situations of particular interest. We conclude by pointing out the relation of our construction with non-negative integral matrix representations (NIM-reps) of the fusion rules, obtaining in particular a criterion for a NIM-rep to correspond to consistent boundary conditions for a torus partition function of extension type (section 9), and speculate about its interpretation in terms of vertex operator algebras (section 10).
Note added:
As mentioned below, ideas similar to some of ours have been expressed a little earlier by A.A. Kirillov and V. Ostrik in [53, 52] (compare also [65] for a continuation of their work). After completing this contribution, other related work has come to our attention. Pioneering results on algebras in braided categories were obtained by B. Pareigis in [66, 67] . A. Wassermann [82] has considered, in the context of quantum subgroups, (braided-) commutative algebras in *-tensor categories. G. Moore [61] and G. Segal [76, 77] have developped an algebraic approach to two-dimensional topological field theories on surfaces with boundary that is closely related to the programme we have meanwhile pursued with I. Runkel [37, 38] for conformal field theories; roughly speaking, their results correspond to specializing the constructions in [37, 38] to the modular tensor category of finite-dimensional complex vector spaces.
Algebras in tensor categories
In order to construct the boundary category which describes boundary conditions based on the vertex operator algebra A, as well as for encoding the modular invariant torus partition function besides the representation category C = C Rep A , one other basic datum is needed: a suitable algebra object A in C. The boundary category is then the category of A-modules in C, and will accordingly be denoted by C A . Such structures appear naturally in categories. In the context of vertex algebras, algebra objects are e.g. expected to arise in the following situation. Given a subalgebra A of a vertex algebra A ext , the ambient algebra A ext may be regarded as an A-module and thereby corresponds to an object A in the tensor category C Rep A . It can be expected (see e.g. [53] ) that the 'product' v ⋆ z w := Y (v, z)w on the vertex algebra A ext induces a product on the object A that is commutative in the appropriate sense.
Eventually our desired construction will also involve module categories in categories C that are closely related to, but different from, C Rep A . Therefore in the sequel we do not restrict our attention to categories that are modular. Rather we consider, more generally, strict tensor 2 categories which are abelian and for which the tensor product of morphisms is k-additive in each factor, where k is the ground ring. For instance, C may be a boundary category itself; boundary categories do not possess, in general, a braiding in the usual sense, and their Grothendieck ring can be non-commutative. We also do not require the category C to be semisimple. Such a requirement would inevitably restrict us to categories that correspond to rational conformal field theories, since rationality of a vertex algebra amounts to requiring semisimplicity of its representation category [20] . As we do not assume semisimplicity, our setting is more general than the one in [53, 52] . Nevertheless, some of our arguments (like the use of induction and restriction functors) and results (in particular those which follow when C is semisimple, such as the decomposition (5.60) of A⊗A and proposition 5.24) are parallel to the reasoning in [53, 52] .
We use the following basic notations and concepts. The class of objects of C is denoted by Obj(C), and the morphisms from X ∈ Obj(C) to Y ∈ Obj(C) by Hom(X, Y ). The endomorphisms Hom(I, I) =: k of the tensor unit I ∈ Obj(C) form a commutative associative unital ring k, called the ground ring. We refer to the elements of k as scalars and denote the unit id I of k by 1. Each morphism set Hom(X, Y ) is a bimodule over k, with commuting left and right actions of k.
Throughout the rest of the paper C will be assumed to be a strict abelian tensor category for which the tensor product is k-additive in each factor. As usual, owing to the coherence theorems the assumption of strictness does not restrict the validity of our results; it enables us to suppress the associativity and unit constraints, the inclusion of which would make many formulas more difficult to read.
We start with the following fundamental definitions. Definition 2.1 (i) An algebra in C is a triple (A, m, η), where A ∈ Obj(C), m ∈ Hom(A⊗A, A) and η ∈ Hom(I, A), obeying
(ii) A co-algebra in C is a triple (C, ∆, ǫ), where C ∈ Obj(C), ∆ ∈ Hom(C, C⊗C) and ǫ ∈ Hom(C, I), obeying
and a co-algebra C in C is calledc-cocommutative if
The morphism m is called multiplication or product of A, and η is called the unit morphism of A, or unit, for short. ∆ and ǫ are called the coproduct and counit of C, respectively, and the property (2.1) is referred to as the associativity axiom, etc. 2. The isomorphismc used in the definition ofc-(co-)commutativity is a baby version of a swap, see definition 5.5 below. The notion of a swap is due to A. Bruguières [16] . 3. When C is the category of finite-dimensional vector spaces over a field F , a (co-)algebra in C is an F -(co-)algebra in the ordinary sense. 4. When A is both an algebra and a co-algebra, then the fact that the endomorphisms of the tensor unit I are just the ground ring implies in particular that ǫ • η = β I id I for some β I ∈ k. Also note that f := η • ǫ is non-zero (because of m • (f ⊗id A ) • ∆ = id A , which follows by the unit and counit properties) and satisfies f •f = β I f . 5. Besides with the concatenation, the endomorphisms Hom(A, A) of an object A that is both an algebra and a co-algebra can also be endowed with another product structure, via
(2.9) Due to (co-)associativity this operation is associative, and due to the (co-)unit axioms it has the endomorphism η • ǫ as a unit.
In the sequel we reserve the symbol A for an object of C that is both an algebra and a co-algebra, but for brevity still just use the term algebra. For the applications we have in mind we need to further restrict our attention to algebras A that possess some additional structure. More concretely, it makes sense to impose the following compatibility between the algebra and co-algebra structure: Definition 2.3 (i) A Frobenius algebra in a tensor category C is a quintuple (A, m, η, ∆, ǫ) such that (A, m, η) is an algebra in C, (A, ∆, ǫ) a co-algebra in C, and
(2.10) (ii) A special algebra in an abelian tensor category C is a quintuple (A, m, η, ∆, ǫ) such that (A, m, η) is an algebra in C, (A, ∆, ǫ) is a co-algebra in C, and
as well as ǫ • η = β I id I ≡ β I (2.12) for suitable invertible scalars β A , β I ∈ k. Remark 2.4 1. As already mentioned, the equality (2.12) is in fact fulfilled automatically; but we do have to require that β I be invertible. Also note that it already follows from the definition of the ground ring that
with β ∈ k. 2. Property (2.11) just says that β
−1
A ∆ is a right-inverse of m. This, in turn, tells us that A is a subobject of A⊗A. Similarly, property (2.12) implies that I is a distinguished subobject of A; later on we will consider a class of algebra objects for which in addition Hom(I, A) ∼ = k, see formula (4.8).
3. In any tensor category, the tensor unit I is a special Frobenius algebra with β A ≡ β I = 1. The product is just given by the unit constraint ℓ I ≡ r I , the coproduct is its inverse, and the unit and counit are given by id I . 4. For any finite set M, the set F M of complex functions on M is a commutative algebra in the category of finite-dimensional complex vector spaces, with the product given by point-wise multiplication and the unit being the constant function 1. In terms of a basis {δ g | g ∈ M} of F M (with δ g (h) = δ g,h for g, h ∈ M), the product reads m(δ g , δ h ) = δ g,h δ g , and the unit is 1 = g∈M δ g . By setting
and ǫ(δ g ) := 1 (2.14)
for all g ∈ M -that is, the coproduct is the diagonal and the counit the integral -F M becomes a special Frobenius algebra with β A = 1 and β I = |M|. 3 A Frobenius algebra equivalent to F G, where G is a finite group, is present [52] in the modular tensor category for a so-called holomorphic orbifold conformal field theory with orbifold group G. 5. For symmetric tensor categories a definition of Frobenius object similar to the one used here has been given in [79] . 4 The motivation in [79] is that the spectrum of any finite groupoid provides an example of such an object. In the category of vector spaces, one usually defines a Frobenius algebra as an algebra with a nondegenerate invariant pairing; in the present setting an analogue of such a pairing is supplied by the morphism ǫ • m. 6. In the framework of *-categories, a special Frobenius algebra is known as a Qsystem [57, 59] . In that case the product and coproduct, and the unit and counit, respectively, are *'s of each other, and the Frobenius axiom (2.10) can be derived from the other axioms. 7. In the vertex operator setting, where the algebra object corresponds to a pair consisting of a vertex algebra A ext and a subalgebra A ⊂ A ext , the Frobenius property is related to the fact that four-point conformal blocks for the vacuum on the sphere can be factorized in two different ways. In physics terminology, the factorizations are called the s-channel and t-channel, respectively, and the relationship between the two is known as s-t-duality. Pictorially, = = (2.15)
In this respect, the Frobenius property is thus quite similar to associativity, which may be regarded as encoding s-t-duality for a situation with three 'incoming' and one 'outgoing' state.
Lemma 2.5 For ac-commutative Frobenius algebra one has
In particular, when A is special Frobenius, then
Proof : By elementary use of the axioms. As an illustration of the type of manipulations that are involved, we nevertheless present the calculation explicitly:
byc-commutativity and functoriality ofc Note that formula (2.17) is a projective version of the defining property of a bialgebra in C.
3 Dualities and the FS indicator Definition 3.1 (i) A (right) duality on a tensor category C associates to every X ∈ Obj(C) an object X ∨ ∈ Obj(C) and morphisms 2) and to every morphism f ∈ Hom(X, Y ) the morphism
(ii) X ∨ is called the object (right-) dual to the object X, and f ∨ the morphism (right-) dual to the morphism f .
Remark 3.2 1. Up to equivalence of categories, the duality is unique. In more detail, the dual object X ∨ of X is unique up to a canonical isomorphism, and using those isomorphisms one shows that the duality morphisms are unique up to canonical isomorphism as well; these isomorphisms furnish a natural transformation. 2. The tensor unit is self-dual, I ∨∼ = I (isomorphisms are obtained by composing duality morphisms with unit constraints); but we will not assume that I ∨ = I. Also, the double dual (X ∨ ) ∨ need not coincide with, nor even be isomorphic to, X.
3. It is not required that b and d satisfy any compatibility conditions with other structures. Thus for instance in modular categories the compatibility (θ X ⊗id X ∨ )
• b X of the duality with the twist endomorphisms must be imposed as a separate axiom. On the other hand, it follows immediately that
for all X, Y ∈ Obj(C) and all f ∈ Hom(X, Y ). (Thus e.g. the compatibility axiom of a modular category just mentioned is nothing else than (θ X )
∨ for any two composable morphisms f, g, as well as (id X ) ∨ = id X ∨ for every X ∈ Obj(C).
Further, (X⊗Y )
∨ is isomorphic to Y ∨ ⊗X ∨ , and for any three objects X, Y, Z there are natural bijections
of k-bimodules. These properties imply that the operation of replacing X by X ∨ and f by f ∨ furnishes a functor from C to C op and moreover, that the functor of tensoring from the right with X is left-adjoint to tensoring from the right with X ∨ , while the functor of tensoring from the left with X ∨ is left-adjoint to tensoring from the left with X (see e.g. [51, XIV.2.2]). It follows that in a category with right duality the functor defined by tensoring with an object from the left is exact. 5. In a tensor category with duality, for every algebra A there is a natural co-algebra structure on A ∨ (and vice versa), which is obtained by setting
Lemma 3.3 A Frobenius algebra A in a tensor category with duality is self-
Moreover, if A isc-commutative, then it isc-cocommutative as well.
Proof : The morphism
is inverse to Φ. That it is a right-inverse follows by first using the duality axiom (3.2), then the Frobenius property (2.10) and then the defining properties of the unit and counit. That it is a left-inverse is seen by applying these identities in the reverse order.
To prove the statement aboutc-cocommutativity, one composesc • ∆ with the identity morphism written as id A ⊗(Φ −1 • Φ) and then uses successively functoriality ofc,c-commutativity, the Frobenius property, the counit property,c-commutativity, the duality axiom, once again the Frobenius property, and finally the unit property.
Remark 3.4 An algebra A in a braided tensor category with duality which is commutative (with respect to the braiding c A,A ), has non-vanishing dimension, and for which (3.7) is an isomorphism, is called a rigid C-algebra in [53] . Definition 3.5 (i) An autonomous category is a tensor category C with a right duality (3.1) as well as a left duality. The latter consists of an association of a ∨ X ∈ Obj(C) to every object X of C, of morphisms
for every X ∈ Obj(C), satisfying
and of
to every morphism f ∈ Hom(X, Y ).
(ii) A sovereign category is an autonomous category for which
(iii) In a sovereign category, the left and right traces of an endomorphism f ∈ Hom (X, X) are the scalars 12) and the left and right dimensions of an object X are the scalars
(iv) A spherical category is a sovereign category for which tr L (f ) = tr R (f ) for all f ∈ Hom(X, X) and all X ∈ Obj(C).
Remark 3.6 1. Analogously to (3.5) , in the presence of a left duality we have isomorphisms
Note that for a general autonomous category analogous statements with ∨ X replaced by X ∨ etc. are not valid.
2. In an autonomous category one has (
∨ can be different from X. A notion similar to sovereignty is that of a pivotal category [32, 6] , where the primary structure is the isomorphism between X and (X ∨ ) ∨ rather than the left duality. 3. The traces in a sovereign category are cyclic, so that the term 'trace' is appropriate. This property depends crucially on the equality between left and right dual morphisms. Indeed, for every pair f ∈ Hom(X, Y ) and g ∈ Hom(Y, X), by inserting the left duality axiom id X = (d X ⊗id X ) • (id X ⊗b X ), respectively a right duality axiom for id Y , one shows that
As a consequence of the cyclicity, traces depend only on isomorphism classes, in the sense that for every isomorphism g ∈ Hom(Y, X) and every endomorphism f ∈ Hom(X, X) one has tr L (gf g −1 ) = tr L (f ) and tr R (gf g −1 ) = tr R (f ). In particular, dimensions are constant on isomorphism classes of objects. Moreover, using the isomorphism between (X ∨ ) ∨ and X one shows that tr L (f ) = tr R (f ∨ ) and
. It follows that selfdual objects have equal left and right dimensions,
In the case of self-dual objects we will therefore simply write dim(X); for instance, the (left and right) dimension of a Frobenius algebra A will be denoted as dim(A). 4. The left (and analogously, the right) trace satisfies tr
In particular, left and right dimensions are additive under direct sums and multiplicative under tensor products.
5. In a category with left duality, tensoring with an object from the right yields an exact functor. Together with the corresponding statement for a right duality, it follows that in an autonomous category tensoring with an object is two-sided exact.
6. Spherical categories allow the construction of invariants of links in the threesphere (see e.g. [5] ), which explains their name. The condition on the equality of traces implies that the invariant of a link in three dimensions does not depend on the two-dimensional projection of the link. Now the calculation of correlation functions in CFT presumes the existence of invariants of certain three-manifolds. Still, we do not have to require that boundary categories are modular. The absence of this property should be compensated by additional structures on the three-manifold, which are similar to those of spin- [10, 8, 72] and so-called π- [81] manifolds.
Lemma 3.7 Every object A of a sovereign category C that can be written in the form
is a special Frobenius algebra in C, with parameters
Proof : Define the product, coproduct, unit and counit by
The statement then follows by straight-forward manipulations involving the defining properties of the duality morphisms.
Remark 3.8 1. This observation generalizes as follows. For any pair of objects X, Y ∈ Obj(C) one can introduce the object A X,Y := X⊗Y ∨ . There are then natural multiplications from A X,Y ⊗A Y,Z to A X,Z . Thereby every sovereign tensor category gives rise to an algebroid, in the category theoretic sense. In the case of the boundary category, it is this algebroid that furnishes the algebraic structure of the 'open string sector'.
2. In the application of conformal field theory to strings, the algebra structure on A X,X also gives rise to gauge groups in open string theory. The type I string in 10 flat dimensions, for example, possesses a single Neumann boundary condition, known as the D9-brane. The corresponding boundary category is therefore equivalent to the category of vector spaces. Having a 'Chan-Paton multiplicity' n for the D9-brane corresponds to considering an object X that is the direct sum of n simple objects, i.e. an n-dimensional vector space. A X,X can then be identified with the matrix algebra of n×n -matrices. The so-called orientifold projection reduces this to an algebra of antisymmetric matrices. With the value n = 32 that results from the tadpole cancellation condition, one thus arrives at the Lie algebra of the usual gauge group Spin(32)/Z 2 .
3. Objects of the form (3.17) are in particular 'canonical objects' in the sense of [59] .
For any Frobenius algebra in a sovereign category C there is another distinguished isomorphism in Hom(A, A ∨ ) besides (3.7), namelỹ
with inverseΦ
We can also 'invert' the formulas for Φ andΦ and their inverses so as to obtain the following expressions for the duality morphisms of A:
The same kind of calculations show that m
where β is the scalar introduced in formula (2.13), and analogously
Further, when (2.12) holds with invertible β I , then we also have
These identities imply, in turn, that
etc. When A is in additionc-commutative, there are analogous identities such as
We have been careful to distinguish between X and X ∨ as objects of C even when X is self-dual. It may seem desirable to identify any self-dual X with X ∨ . But as the following considerations show, such an identification is in general not possible. We will need the following Definition 3.9 An absolutely simple object X of an abelian category is an object for which Hom(X, X) = k id X (3.27) as a k-bimodule.
Further, for any self-dual object X of a sovereign tensor category and any isomorphism φ ∈ Hom(X, X ∨ ) we define the endomorphism
This is in fact an automorphism, with inverse
The morphisms V X ≡ V (φ)
X may depend on the choice of φ. They can be regarded as functions on the k-projective space P Hom(X, X ∨ ), where k acts from the left. As a consequence, for absolutely simple X the morphism V X does not depend on the choice of φ. This allows the Definition 3.10 (i) The (right) Frobenius--Schur indicator -or FS indicator, for short -ν X of a self-dual absolutely simple object X of a sovereign tensor category is the invertible scalar appearing in
where V X is the map (3.28).
(ii) A self-dual absolutely simple object X of a sovereign tensor category is called real iff ν X = 1.
Remark 3.11 1. Morally, the scalar ν X measures the difference between the duality morphisms b X and (φ −1 ⊗ φ) •b X . That it can be different from 1 shows that even up to all possible isomorphisms left and right duality can be different for self-dual objects. 2. In the case of tensor categories constructed from q-deformed universal enveloping algebras of finite-dimensional simple Lie algebras or from untwisted affine Lie algebras, the FS indicator distinguishes orthogonal (ν = 1) from symplectic (ν = −1) simple objects. 3. In addition to the right FS indicator there is also a left FS indicatorν X of absolutely simple objects, defined by using the isomorphism
4. The present definition of FS indicator generalizes the one of [28] . This follows from the fact that in a modular tensor category the left duality can be expressed as
terms of the right duality, the braiding c and the twist θ. Compare also section 4 of [35] for the case of *-categories.
Proposition 3.12
The right Frobenius--Schur indicator satisfies
In particular, ν
Proof : Multiplying V X by ν X and composing withd X from the left and with b X from the right, one obtains directly ν 2 X dim R (X). On the other hand, after replacing ν X times the morphism id X ∨ in the middle part of the definition (3.28) by V X , one pair of φ and φ −1 are concatenated and hence cancel; then after successive use of the duality axioms (3.10) and (3.2) one can use φ • φ −1 = id X once again so as to arrive at dim L (X). More explicitly,
The statement thus follows by equality of the left and right dimensions (see formula (3.16)) of X.
Remark 3.13 1. Analogously one obtains
for the left FS indicator. 2. In many cases of interest, in particular for every object of a modular category over C , the dimension is invertible. Then we simply have ν
A generalization of (3.32) to reducible objects X is given by
Indeed, this relation reduces to (3.32) when V (φ)
X is a multiple ν X of id X ∨ . 4. In particular, when A is a Frobenius algebra in a sovereign category, we can evaluate formula (3.35) using for φ the morphismΦ defined in (3.20) . We have
We thus obtain tr L (V
When A is special Frobenius, this reduces to
We also note the identity
5. Whenever one has V A = id A ∨ , the identity (3.39) implies
Also note that the notion of reality should be extendible to apply to non-absolutely simple self-dual objects. In general one should not expect that the existence of an isomorphism φ with V 4 Modules Definition 4.1 (i) For A an algebra in C, a left A-module in a tensor category C is a pair (N, ρ) with N ∈ Obj(C) and ρ ∈ Hom(A⊗N, N ) satisfying
(iii) For A an algebra in C, the category C A of A-modules in C is the category whose objects are the A-modules in C and whose morphisms are
Remark 4.2 1. Right modules and bimodules, as well as left and right comodules, are defined analogously. Below the term module will always refer to left modules. In the second of the relations (4.1) it is used that I ⊗ N is the same object as N . 2. That Ind A (X) is a (left) A-module is a direct consequence of the associativity (2.1) and of the unit property (2.2). Analogously one can define an induced right module as Ind A (X) := (X⊗A, id X ⊗m), which is a right A-module. A is both a left and a right module over itself; indeed we have the equalities Ind A (I) = A and Ind A (I) = A (4.4)
of left and right A-modules, respectively. The module properties are nothing but the defining axioms of the algebra structure. Moreover, the left and right actions of A on itself commute. Indeed, this property is equivalent to the associativity of m (it is worth noting that commutativity of m is not required). 3. Not every object X of C needs to underly some A-module, and an object of C can be an A-module in several inequivalent ways. 4. We will often suppress the morphism ρ and just write N for a (left or right) Amodule (N, ρ). When necessary, we distinguish the module N from the underlying object of C by denoting the latter asṄ .
The coproduct, on the other hand, is a morphism in C A , i.e.
only if A is Frobenius. Indeed, (4.5) is equivalent to the associativity (2.1), while (4.6) is equivalent to the second half of the Frobenius axiom (2.10) (and the full Frobenius axiom to the assertion that ∆ is a morphism of A and A⊗A as A-bimodules). 7. C A is indeed a category: Associativity of the concatenation of morphisms in C A follows directly from associativity in C, and for all modules (N, ρ) the morphism id N is in the subspace Hom A (N, N ) of Hom(N, N ). 8. The subsets (4.3) of morphisms of C are certainly the ones of most direct interest in the context of our construction. However, from the treatment of CFT boundary conditions in [43] it is apparent that for various purposes one will also be interested in 'twisted versions' of the concept, i.e. with subsets
for suitable endomorphisms ϕ ∈ Hom(A, A). Particular examples of such morphisms have been studied in [52] . At the representation theoretic level, such maps correspond to twisted intertwiners. They play an important role in the treatment of orbifold theories (see e.g. [9] ); their traces, so-called twining characters [40, 36] frequently show an interesting behavior under modular transformations.
To endow the collection of A-modules in C with more structure, it can be useful to require A to possess an additional property. This is formulated in Definition 4.3 A haploid algebra A in C is an algebra in C such that the set of morphisms between I and A is isomorphic to k as a k-bimodule.
Given this property, the morphisms between I and A form in particular a free k-module of rank dim Hom(I, A) = 1 . (4.8)
Remark 4.4 1. When X ∈ Obj(C) is absolutely simple, then the object X⊗X ∨ , which according to lemma 3.7 is a special Frobenius algebra, is also haploid. 2. The special Frobenius algebras F G described in remark 2.4.4 are haploid, too; this follows from the fact that the trivial representation of G is one-dimensional.
Without explicit mentioning, below we will often make the additional 5 assumption that the algebra A of our interest is haploid. In the context of extensions of vertex algebras, this requirement is entirely natural, since it encodes the uniqueness of the vacuum. (Concretely, the vector space A ext possesses a distinguished element v Ω , the vacuum vector, and there is a unique irreducible A-module that contains this vector, namely A itself. The condition (4.8) says that A appears with multiplicity one in the decomposition of A ext as an A-module.) The following observation shows that this assumption is also natural from a mathematical point of view.
Lemma 4.5 Every haploid C-algebra A is an absolutely simple left-and right module over itself. In particular,
Proof : Because of (4.8) every ϕ ∈ Hom A (A, A) satisfies ϕ • η = ξ η for some ξ ∈ k. Thus we can use the unit property of η and the module property to see that
(4.10) Remark 4.6 1. The first assertion is also a direct consequence of the reciprocity relation (4.22) that will be discussed below. 2. It follows in particular that m • ∆ is a scalar multiple of id A . Thus as soon as the restriction (4.8) is made, the non-trivial statement in the special property (2.11) is that the scalar β A is invertible.
To proceed, let us introduce an operation E on morphisms by
for all X ∈ Obj(C), N ∈ Obj(C A ) and f ∈ Hom(X,Ṅ ). E is used in establishing the Proposition 4.7 For A an algebra in C, X an object of C and N an A-module in C, there is a canonical isomorphism
(4.12)
Proof : We give A⊗X the structure of an induced A-module. Then we relate elements of Hom(X, N ) and Hom A (A⊗X, N ) by the operation E defined in formula (4.11) and by setting
for g ∈ Hom A (A⊗X, N ). Next we note that the morphism E(f ) is in fact in the set Hom A (A⊗X, N ), because owing to the representation property of ρ N we have
(4.14)
Furthermore, the two operations E and R are each other's inverse. Namely, using the functoriality of the tensor product and the representation property of ρ N we find 15) while from the fact that g intertwines the induced representation with N , the explicit form of the induced action and the unit property of η it follows that
Note that as a special case of the result (4.12), it follows that when we do not make the assumption that the algebra A is haploid, then the relation (4.9) gets relaxed to
Also, the result motivates the following
and
(ii) The restriction functor G: C A → C is the forgetful functor, i.e.
and for g ∈ Hom A (M, N ), G(g) is the same morphism considered as an element of
Lemma 4.9 F and G are functors. When C is autonomous and A is Frobenius, then these functors are exact.
and, for f ∈ Hom(X, Z) and g ∈ Hom(Z, Y ),
Thus F is a functor. When A is Frobenius, then it makes sense to ask about exactness because, as will be shown in Proposition 5.1 below, in that case the module category C A is abelian. Exactness of F then follows immediately from bi-exactness of the tensor product functor ⊗ in an autonomous tensor category. For G the statements are trivial.
Proposition 4.10 F is a right adjoint functor of G.
Proof : According to proposition XI.1.8. of [51] we must show that the bijections
that are provided by formula (4.13) make the diagram
. By direct calculation one checks that this is indeed the case: The upper square commutes because for each h ∈ Hom A (A ⊗ Z, M ) we have the equality
as morphisms in Hom(X, M ). Similarly,
for every h ′ ∈ Hom(A ⊗ X, M ), so that the lower square commutes as well.
When the algebra is Frobenius, then in addition to the reciprocity relation (4.22) there is also the following mirror version. Proposition 4.11 When A is Frobenius, then for every M ∈ Obj(C A ) and every X ∈ Obj(C) there is a natural bijectioñ
of k-bimodules.
Proof : We setR
for any g ∈ Hom(G(M ), X) = Hom(Ṁ , X). One sees that the morphismsẼ(g) are in fact in Hom A (M, Ind A (X)) by using successively the representation property of ρ M , the Frobenius property, the unit property of η, again the Frobenius property, and the definition of the induced module Ind A (X). Further, by using the counit property and then the representation property of R M , it follows thatR(Ẽ(g)) = g for all g ∈ Hom(Ṁ , X). And thatẼ(R(f )) = f for all f ∈ Hom A (M, Ind A (X)) holds as well follows because, by the definition of the Hom A sets and of Ind A (X), one hasẼ 4.29) this reduces to f by the Frobenius axiom and the unit and counit properties.
Lemma 4.12
When A is a Frobenius algebra, then for any M, N ∈ Obj(C A ), X, Y ∈ Obj(C) and f ∈ Hom(Ṁ , X) the following statements hold. First, for all h ∈ Hom(Y,Ṁ ), the morphismsẼ(f ) ∈ Hom A (M, Ind A (X)) and E(h)
Second, when A is also special, then for all morphisms g ∈ Hom(X,Ṅ ) that satisfy g • f ∈ Hom A (M, N ) one has
(4.31)
Proof : The first relation follows by using the representation property of ρ M and the Frobenius axiom. As to the second, we have by definition
Using the fact that g • f is a morphism in C A , this can be rewritten as
The result then follows by using the representation property of ρ M , the special property of A and again the representation property of ρ M .
Lemma 4.13 For every M, N ∈ Obj(C A ), X ∈ Obj(C) and for all morphisms f ∈ Hom A (M, N ) the following holds. First, for all h ∈ Hom(X,Ṁ ) one has
Second, when A is a Frobenius algebra, theñ
for all g ∈ Hom(Ṅ , X).
Proof : Using the fact that f is a morphism in C A , this follows immediately from the definitions: Proof : (i) Let f ∈ Hom A (M, N ) be a monomorphism of C A , and assume that g, h ∈ Hom(X,Ṁ ) for some X ∈ Obj(C) obey f • g = f • h (where f is regarded as a morphism of C). Then also the corresponding induced morphisms are equal, E(f • g) = E(f • h), and hence f • E(g) = f • E(h) by formula (4.34). Since f is a monomorphism of C A , it follows that E(g) = E(h), which in turn implies that g = h because induction is bijective on morphisms (see (4.12)). Since this result holds for all g and h, f is a monomorphism of C.
(ii) Similarly, let f ∈ Hom A (M, N ) be an epimorphism of C A , and assume that g, h ∈ Hom(Ṅ , Y ) for some Y ∈ Obj(C) obey g • f = h • f . Then with the help of formula (4.35) it follows thatẼ(g)
by the epimorphism property of f , and hence g = h by (4.26).
Lemma 4.15
When A is special Frobenius, then every A-module is a submodule of an induced module.
Proof : Using the structure of A ⊗ A as a right A-module and the definition of ⊗ A as an image, it is easy to see that for every M ∈ Obj(C A ) one has an isomorphism between (A⊗A) ⊗ A M and A ⊗ (A⊗ A M ), and thereby also between (A⊗A) ⊗ A M and A ⊗ M = F(Ṁ ), as left A-modules. Moreover, since A is special Frobenius, A is a sub-bimodule of the A-bimodule A⊗A. As a consequence M ∼ = A ⊗ A M is a submodule of (A⊗A) ⊗ A M and hence, by the isomorphism just mentioned, a submodule of the induced module F(Ṁ ).
Some properties of the module category C A
The category C A would not suit our purposes if it had no additional structure.
In the sequel we demonstrate that when the C-algebra A is sufficiently well behaved, then the module category C A inherits various structural properties from C.
Abelianness.
Proposition 5.1 When A is a special Frobenius algebra in C, then the module category C A is abelian.
Proof : (i) By construction C A is k-additive. Using that the morphisms Hom(A ⊗X 0 , X 0 ) involving the zero object X 0 of C consist of a single element, one sees that X 0 is an A-module, which provides a zero object of C A .
(ii) Next, let f ∈ Hom A (M, N ). Then f is in particular in Hom(Ṁ ,Ṅ ) and hence possesses a kernel as a morphism of C. That is, there exist K ∈ Obj(C) and a morphism  ∈ Hom(K,Ṁ ) such that f •  = 0, and such that for every g ∈ Hom(Ṁ ′ ,Ṁ ) with f • g = 0 there is a uniqueḣ ∈ Hom(Ṁ ′ , K) with  •ḣ = g. The idea is now to apply induction to the kernel in C. Thus for the kernel in the module category we take as an object the induced module Ind A (K) together with the morphism
By definition of the induction functor, ı lies in fact in Hom A (Ind A (K), M ). Further, using lemma 4.13 we see that it satisfies
And finally, for every g ∈ Hom A (M ′ , M ), the morphism
(as seen by combining the module property of M ′ with the Frobenius property of A) and obeys, by lemma 4.12,
uniqueness of h is clear. Thus the induced module Ind A (K) and the morphism ı furnish a kernel for f in C A .
(iii) Analogously one shows that every morphism f ∈ Hom A (M, N ) of C A has a cokernel. It is provided by the module Ind A (C) and the morphismẼ(p), where C ∈ Obj(C) and p ∈ Hom(Ṅ , C) are the object and projection that furnish the cokernel of f as a morphism of C.
(iv) Given a morphism f ∈ Hom A (M, N ), we regard it as a morphism in Hom(Ṁ ,Ṅ ). Then by abelianness of the category C there exists an X ∈ Obj(C) and a monomorphism i ∈ Hom(Ṁ , X) as well as an epimorphism p ∈ Hom(X,Ṅ ) such that f = i • p. Now assume that there are g, h ∈ Hom A (M, Ind A (X)) such that E(i)
Then because of proposition 4.11 there also existġ,ḣ ∈ Hom(Ṁ , X) such that g =Ẽ(ġ) and h =Ẽ(ḣ), and hence E(i) •Ẽ(ġ) = E(i) •Ẽ(ḣ). By lemma 4.12, this implies that i •ġ = i •ḣ. Since i is a monomorphism in C, it follows that alreadẏ g =ḣ, and hence also g = h. This shows that E(i) is a monomorphism in C A . Analogously one can see thatẼ(p) is an epimorphism in C A . Finally, by lemma 4.12 the induced morphisms also satisfy
Together these results tell us that in C A every morphism f can be written as the composition f = j • q of a monomorphism j and an epimorphism q.
(v) Let f ∈ Hom A (M, N ) be a monomorphism of C A , p ∈ Hom A (N, C) the projection to the cokernel of f , and
. From (iii) we know that there are B ∈ Obj(C) and q ∈ Hom(Ṅ , B) such that C = Ind A (B) and p =Ẽ(q). Using (4.35) we thus haveẼ(q • g ♯ ) = p • g ♯ = 0, and hence q • g ♯ = 0. Since f is, by lemma 4.14, a monomorphism even in C, abelianness of C then implies that f is the kernel of p in C. As a consequence, there exists a unique g ∈ Hom(
This morphism is even a morphism of C A . Indeed, using that f and g ♯ are morphisms of C A one finds
Thus f is the kernel of its cokernel. (vi) Analogously one shows that every epimorphism in C A is the cokernel of its kernel. We have thus verified all properties that are needed for the module category C A to be abelian.
The following identity is trivial (it holds analogously in any abelian category), but we note it for later reference. Let p ∈ Hom A (N, C) be the cokernel projection for some morphism f ∈ Hom A (N ′ , N ), and let g ♭ ∈ Hom A (M, N ) and
Tensoriality.
Our next aim is to obtain a module category that is again a tensor category. We start by introducing the notion of a tensor product of modules. Just like in commutative algebra (or for arbitrary algebras over C), the idea is to equate the (right) action of A on the first factor of a tensor product of objects of C with the (left) action on the second factor. Without making further assumptions on the modules we can only give the following Definition 5.2 The tensor product M ⊗ A N of a right A-module M and a left A-module N is the object
The corresponding projection is denoted by
The algebra A itself serves as a left and right unit for this tensor product. This follows as a special case of the Lemma 5.3 For every left A-module M and every X ∈ Obj(C) one has an isomorphism Ind A (X) ⊗ A M ∼ = X ⊗Ṁ (5.9) as objects in C. Analogously, when N is a right A-module, then
as objects in C.
Proof : To establish the first isomorphism we must show that the object X⊗Ṁ is the cokernel of the morphism
or more explicitly, that there is a morphism p ∈ Hom(X⊗A⊗Ṁ , X⊗Ṁ ) such that p • f = 0 and such that for any g ♯ ∈ Hom(X⊗A⊗Ṁ , Y ) with g ♯ • f = 0 there exists a unique g ∈ Hom(X⊗Ṁ , Y ) such that g • p = g ♯ . Clearly, the morphism p := id X ⊗ρ M satisfies the first requirement. Further, assume that for given g ♯ there is a g with the desired property. Then by the module property of M we have
Thus in particular g is unique. To show that the right hand side of (5.12) gives us back g ♯ when composed with id X ⊗ρ M , one only has to use that g ♯ • (id X ⊗id A ⊗ρ M ) = g ♯ • (id X ⊗m⊗idṀ ) and the unit property of η. The second isomorphism is shown analogously.
Thus indeed there are in particular isomorphisms
In general the object M ⊗ A N will not be an A-module, though of course we have the Lemma 5.4 When M and N are both A-bimodules, then the tensor product M ⊗ A N has the structure of a (left as well as right) A-module.
The tensor category of A-bimodules plays a role in other circumstances (see e.g. [14] ), but it does not seem to be relevant in the context of boundary conditions. Rather, we like to restrict our attention even to a special class of A-bimodules, namely those with a suitable compatibility condition between the left and right representation. Such a class is e.g. naturally present for commutative algebras over the field of complex numbers. In that case every left module carries at the same time the structure of a right module, and the two actions commute trivially. However, commutativity by itself is a too strong condition. Indeed, the same statement applies to supercommutative algebras, provided that the appropriate braiding in the category of super vector spaces ('rule of signs') is taken into account. In a sense, what we require is a generalization of the associativity (2.1) of m, in which the middle factor of A is replaced by an arbitrary A-bimodule; in the conformal field theory context, this should encode (part of) the associativity of chiral operator product expansions.
Ideally we should deal with this issue by imposing additional restrictions that can be formulated as properties of the algebra A itself. Here we use the following concept, formulated in terms of the category C, that has been introduced in [16] : 6 Definition 5.5 (i) For A ∈ Obj(C), an A-swap (or briefly, swap) is a family of isomorphisms c A X ∈ Hom(X⊗A, A⊗X), one for each object X ∈ Obj(C), that obeys
(5.14) and c
15) for all X ∈ Obj(C), and that is tensorial and functorial, i.e. satisfies
for all X, Y ∈ Obj(C) and
for all f ∈ Hom(X, Y ) and g ∈ Hom(A, A).
(ii) Given an A-swap c Remark 5.6 1. When C is braided, then the braiding c A,X and its inverse provide obvious candidates for the isomorphisms c A X . But even in a braided category other choices ofc may be of interest. Moreover, typically the braiding and its inverse yield inequivalent swaps, so that even in the braided case deciding to choose one of the two families of morphisms amounts to endowing C with additional structure. In particular, in general one cannot restrict to a subcategory for which the braiding and its inverse coincide without loosing all information about symmetry breaking boundary conditions. 2. In the same way as the Frobenius property of and algebra A corresponds to s-t-duality in conformal field theory (see remark 2.4.7), swap-(co-)commutativity combined with the Frobenius property corresponds to what is known as s-u-duality of four-point conformal blocks in the vacuum sector.
3. When A is swap-commutative and swap-cocommutative, then the product (2.9) on Hom(A, A) is commutative.
Lemma 5.7
When A is swap-commutative, then every left A-module in C is naturally also a right A-module, with the left and right actions of A commuting.
Proof : Let N = (Ṅ , ρ) be a left A-module and set
(5.18) By using functoriality of the swap, then the (left) representation property of ρ and then the compatibility (5.14) between product and swap, one sees that
By swap-commutativity this becomesρ • (idṄ ⊗ m), and henceN :=(Ṅ ,ρ) is a right A-module. Further, again by functoriality of the swap and the representation property of ρ we haveρ
which by using swap-commutativity and applying the representation property of ρ backwards can be rewritten as ρ • (id A ⊗ρ) .
From now on all left modules over a swap-commutative algebra A will also be regarded as right modules via (5.18). Moreover, all right A-modules that we encounter are to be thought of as coming from left modules via this construction. Accordingly, it is preferable to reformulate the definition of M ⊗ A N using only left module structures. This is done as follows. First, as an object we have
where both ρ M and ρ N refer to the left action. Then the representation morphism
is the unique morphism that obeys
, with p M,N the projection (5.8) to the cokernel and (say) for all M, N ∈ Obj(C A ) and
for all X, Y ∈ Obj(C).
Proof : (i) We only verify the statement for relation (5.10); the proof for (5.9) is analogous (recall that via (5.18) we can regard right modules as left modules). Thus we must show that the module structure of N ⊗ A F(X) that is defined by formula (5.22) coincides with the one provided by the module structure of N tensored with id X . Now by definition the former representation is the unique morphism
On the other hand, using that the two actions ρ N andρ N commute, one sees that the morphism ρ N ⊗id X indeed does possess this property:
(5.27) Thus the assertion follows by uniqueness.
(ii) While the formulas (5.9) and (5.10) provide us a priori only with isomorphisms, by the arguments given in (i) we can invoke the fact that cokernels are unique only up to isomorphism to require that we even have equality
as A-modules, with ρ X⊗M = id X ⊗ρ M and ρ N ⊗X = ρ N ⊗id X . The relations (5.24) and (5.25) follow as special cases.
Based on the results above we can now show:
When A is swap-commutative, then C A is a tensor category with unit object A.
Proof : (i) According to formula (5.24) A is a unit for the tensor product ⊗ A , and the triangle identities are fulfilled trivially.
(ii) Making use of the defining properties of cokernels, by diagram chasing -the starting point being the observation that
holds as a consequence of that fact that the left and right actions of A on N commute -for any triple M, N, P ∈ Obj(C A ) one constructs an isomorphism between (M ⊗ A N )⊗ A P and M ⊗ A (N ⊗ A P ). Verifying the pentagon axiom is then another (lengthy) exercise in diagram chasing. In the sequel we assume that (just like already in the case of the underlying category C) the module category has been traded for an equivalent strict tensor category by invoking the coherence theorems, so that even
Using the fact that f and g are morphisms of C A together with the cokernel property of
Together with the cokernel property of p M,N this in turn implies that a morphism f ⊗ A g with the desired property exists and is unique. (iv) Finally, one easily checks that the morphisms defined in (iii) satisfy the relation
) whenever f ′ ⊗g ′ and f ⊗g are composable. We have thus verified all properties that a tensor category must possess. Remark 5.10 If A is haploid, then according to formula (4.9) the ground ring of C A is just the ground ring k of C, i.e. induction preserves the ground ring.
Further, we have: Proposition 5.11 When A is swap-commutative, then the induction functor F is a tensor functor.
Proof : Tensoriality of F on objects just amounts to the identities F(I) = A and (5.25). To show tensoriality on morphisms we first note that, for all f ∈ Hom(X, X ′ ) and g ∈ Hom(Y, Y ′ ) and all X, X ′ , Y, Y ′ ∈ Obj(C), the tensor product morphism
is by definition the unique mor-
On the other hand, using
]⊗id Y and the analogous expression for p F(X ′ )⊗AF(Y ′ ) , as well as functoriality of the swap (applied to f ), one can check that the morphism id A ⊗f ⊗g possesses this property. Thus
On the other hand, the restriction functor G is not tensorial on objects; indeed, in general G(M ⊗ A N ) is only a quotient ofṀ ⊗Ṅ = G(M )⊗G(N ).
Dualities.
We now would like to establish left and right duality structures on the module category C A . We start with the Definition 5.12 When C possesses a (right) duality and an A-swap and A is swap-commutative, then for a left A-module M ∈ Obj(C A ) the (right) dual module
33) where the morphism ρ ∧ is defined as
In words, by making use of the presence of a swap one is able to obtain the dual module by using the duality in C to deal withṀ in place ofṀ ∨ and then employing the module structure of M . That M ∨ is a left A-module follows by combining the representation property of ρ, the properties (5.14) and (5.15) of (c Ȧ M ∨ ) −1 and the duality axiom of C. The swap-commutativity of A is needed because use of the duality reverses the order in which the two morphisms ρ are applied.
The following observation extends lemma 3.3:
Lemma 5.13 Ac-commutative Frobenius algebra A in a category with duality
Thus A is self-dual as an A-module.
Proof : When A is Frobenius, an isomorphism Φ ∈ Hom(A, A ∨ ) is provided by formula (3.7). This is even a morphism of C A , as is seen by using the functoriality of c A , associativity, andc-commutativity (as well as the explicit form of the A-module structure of A ∨ as given via definition 5.12). Likewise, the inverse Φ −1 of Φ is an element of Hom A (A ∨ , A), so Φ is an isomorphism of A-modules.
Analogously, when C also has a left duality, we haveΦ ∈ Hom A (A, A ∨ ), too, withΦ as defined by (3.20) . But by the haploidity (4.8) of A the morphism set
is a free k-module of rank 1, and henceΦ differs from Φ only by a scalar. As a consequence, the isomorphisms V
(Φ)
A =Φ • Φ −1 (3.36) and
and are scalar multiples of id A ∨ , even though A is not absolutely simple as an object in C. These scalars can be calculated as in remark 3.13:
with invertible dim L (A) and dim R (A). Moreover, since the two morphisms are each other's inverses, we have (β A β I ) 2 = (dim(A)) 2 , and hence
When combined with formula (3.41), this in turn implies that
Further, together with identity (3.40) it follows that
Similarly one shows, using alsoc-commutativity and the Frobenius axiom, that
The analogue of lemma 5.13 for the case that C has a left rather than a right duality reads A ∼ = ∨ A with an isomorphism provided byΦ. Here the left dual module is
While we already introduced the notion of a (right or left) dual module as an object of C A , we do not yet have a duality, in the sense of definition 3.1, in C A . We proceed with the Definition 5.14 For M = (Ṁ , ρ M ) an A-module in a sovereign category with an A-swap, the morphism B M is defined as 42) and the morphism 
Using successively the duality in C, swap-commutativity, the representation property of ρ M , the Frobenius axiom, the unit property of η and again swap-commutativity, as well as functoriality of the swap, one then shows that
Further, after composing this morphism with p M,A =ρ M we can use again the representation property of ρ M , as well as the special property of A, to deduce that
With the help of the general relation (5.6) (specialized to g = B M ⊗ A id M ) and
The other duality axiom (
is proven analogously, and the remaining statements are then immediate consequences.
Lemma 5.16
On morphisms, the duality in C A reduces to the one of C.
Proof : In C A , the morphism f
Inserting the definition of B M and D M and using the fact that f is a morphism in C A as well as the Frobenius axiom and functoriality of the swap, one shows that the corresponding morphism (f
After composing with the projection p A,M ∨ , the representation morphism ρ M ∨ can be traded for a product m, and then the special property of A cancels the prefactor β
−1
A . It follows that as a morphism in C, i.e. in Hom(Ṅ ∨ ,Ṁ ∨ ), f ∧ coincides with f ∨ as defined by using the duality in C.
Because of this result, in the sequel we will use the notation f ∨ also for the duality of morphisms in C A .
Proposition 5.17
When A is Frobenius and swap-commutative, then the induction functor is compatible with the duality, i.e.
for all X ∈ Obj(C) and
). An isomorphism φ X between the objects A⊗X ∨ and (A⊗X) ∨ of C is provided by composing the swap (c
and the isomorphism between X ∨ ⊗A ∨ and (A⊗X) ∨ . By lemma 5.13 and the definition of the module structure of A ∨ this is even an isomorphism in C A . Furthermore, using the duality in C, the Frobenius axiom, the properties of η and ǫ and swap-commutativity, one checks that φ X intertwines the action of A, φ
, and we identify these morphism sets via the isomorphisms φ X and φ Y as constructed in (i). Then the equality (5.50) follows by similar manipulations as in the proof of lemma 5.16.
Dealing with a left duality instead of a right duality of C works in a completely analogous manner. In place of definition 5.14 we then introduce duality morphisms 
(ii) Using the duality axioms of C, the dual representations ∧ ρ and ρ ∧ can be written in terms of the morphisms that are dual to ρ considered as a morphism in C:
which holds by sovereignty of C, and using functoriality of the swap it follows that 
In particular,
Proof : Because of the identity (5.6) we may work just with morphisms in C. By similar manipulations as in the proof of proposition 5.15, one then arrives at
Since A is an absolutely simple module, Tr L (f ) must be a multiple of id A . (In the statement of the lemma we suppress the replacement of tr L (f ) by E(η • tr L (f )) that makes tr L (f ) ∈ k = Hom(I, I) into an element of Hom A (A, A), since it just reduces to tensoring by id A .) The proportionality constant can be determined by taking the trace and using the first of formulas (3.24) as well as (5.37) together with the fact that ν A = 1; the result is as claimed. Right traces are treated analogously.
Note in particular that Dim R (A) = Dim L (A) = 1, as is indeed needed for the tensor unit of a sovereign category. More generally,
for all X ∈ Obj(C).
As an immediate consequence we arrive at the Proposition 5.20 When C is spherical and A is a swap-commutative special Frobenius algebra with FS indicator ν A = 1, then C A is spherical.
Remark 5.21 1. The ultimate goal in conformal field theory is to construct all correlation functions. The ability to reach this goal is closely related to the issue of whether the relevant tensor category can supply invariants for a suitable class of links in a suitable class of three-manifolds (see [28] ). Any modular category over C does this job, but generalizations are possible [52, 60] . A mandatory property of the tensor category seems to be sovereignty. As seen above, this implies that the FS indicator ν A must be equal to 1. This condition means that the self-conjugate object A is real in the appropriate sense. In case A is a direct sum of simple subobjects each of which is a 'simple current' (see section 7), this reality condition should reduce to demanding that the simple currents belong to the 'effective center' [46, 54] . 2. The dimensions provide us with distinguished numbers Dim L (M ) and Dim R (M ) for every module M , and with just a single Dim(M ) when C A is spherical. In the particular case of boundary conditions preserving the full chiral algebra, this number is known, in conformal field theory, as the 'boundary entropy' of the boundary condition corresponding to M [1] . The dimension provides a natural generalization of this concept to symmetry breaking boundary conditions; it shares the property of the boundary entropy to behave multiplicatively under the tensor product of C A .
Semisimplicity.
We now discuss an issue that we did not touch upon when introducing the category C, namely semisimplicity. Recall that an object X ′ ∈ Obj(C) is called a subobject of X ∈ Obj(C) iff there exist morphisms ı ∈ Hom(X ′ , X) and p ∈ Hom(X, X ′ ) such that p • ı = id X ′ ; it is a proper subobject iff it is neither isomorphic to X nor co-final. A simple object is an object that does not possess a proper non-zero subobject. We call an A-module (M, ρ) a simple module iff it is simple as an object of C A . A semisimple category is a category for which every object is projective. Since every short exact sequence 0 → M → N → P → 0 with projective P splits, every object of a semisimple category can in fact be written as a direct sum of simple objects.
There are several circumstances under which every absolutely simple object is simple; then in particular the tensor unit, which is absolutely simple by definition, is simple. For instance, in a semisimple category, absolutely simple implies simple because the endomorphisms of an object X that is a direct sum X = X 1 ⊕X 2 contain elements of the form ξ 1 id X1 + ξ 2 id X2 with ξ 1 = ξ 2 . Without assuming semisimplicity, the implication still holds if the ground ring k does not have zero divisors; for, if the projector ı • p ∈ Hom(X, X) is a scalar multiple ξ of id X , then
, so by absence of zero divisors p and ı are invertible, hence X and X ′ isomorphic. The implication is also valid if all morphism spaces are free k-modules, hence in particular when k is a field. In contrast, the converse implication is in general not valid even when the category is semisimple and k is a field.
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Remark 5.22 When the category C is semisimple, then the results obtained in the previous sections immediately lead to the following statements. 1. If M = (Ṁ , ρ) ∈ Obj(C A ) andṀ is a simple object of C, then by lemma 4.2.5 M is a simple A-module. In general the converse does not hold. 2. When the algebra A in C is special, then by remark 2.4.2 we have a direct sum decomposition
for some X ∈ Obj(C). When A is Frobenius, then the coproduct is a morphism in C A (see formula (4.6)); in fact, m and ∆ are then even morphisms of A-bimodules (for the natural bimodule structures of A and A⊗A). Using this isomorphism, the product m is nothing but the projection to the first summand in (5.60). 3. When A is swap-commutative, then as an object in C the tensor product M ⊗ A N is a direct summand of M ⊗N , i.e.
with some Y ∈ Obj(C). 4. By applying the functoriality property of an A-swap to the injections and projections that define subobjects, one sees that, analogously as for a braiding, the swap is already fully determined by giving it for all simple objects of C. Let us now study under which conditions semisimplicity is inherited by the module category C A .
Lemma 5.23 When C is semisimple and A is Frobenius, then every induced A-module F(X) is projective.
Proof : Consider any epimorphism f ∈ Hom A (M, N ) of A-modules. Given a morphism g ♯ ∈ Hom A (F(X), N ), we writeġ
, with E the isomorphism (4.12). When A is Frobenius, then according to lemma 4.14 f is still an epimorphism as a morphism of C. Since X is projective (by semisimplicity of C), this in turn implies that there is aġ ∈ Hom(X,Ṁ ) such that f •ġ =ġ ♯ . We set g := E(ġ) ∈ Hom A (F(X), M ). Then using formula (4.30) we have
Since this construction works for any epimorphism f and any g ♯ , every induced A-module F(X) is projective.
As a consequence we have the Proposition 5.24 When C is semisimple and the C-algebra A is special Frobenius, then the module category C A is semisimple.
Proof : By the lemmata 5.23 and 4.15, every A-module M is a submodule of a projective module. Since any subobject of a projective object in a category is projective, M is a projective module.
Remark 5.25 1. Recall that semisimplicity of C A implies that every absolutely simple object is simple. It follows in particular that the tensor unit A of C A is simple if A is special Frobenius. 2. If every object of the semisimple category C is a finite direct sum of simple objects, then in the direct sum decomposition of a module in C A only finitely many simple modules can be present, too. In conformal field theory, this situation is realized when one considers boundary conditions which all preserve a rational sub-vertex operator algebra of the bulk chiral algebra.
Conformal boundary conditions from module categories
Let us now return to the relationship between conformal boundary conditions and the category theoretical concepts and results of the previous sections. The physical problem we want to address is the classification of modular invariants for a given chiral conformal field theory and of boundary conditions associated to each such a modular invariant. A chiral CFT is characterized by its chiral algebra, a vertex operator algebra. According to our general philosphy, we work with the tensor category of its representations rather than with representation theoretic objects themselves. The picture we would like to put forward is the following:
The physical modular invariant torus partition functions for a chiral conformal field theory with representation category C are in one-to-one correspondence with haploid special Frobenius algebras A in C that have trivial FS indicator. The partition function is of 'extension type' if A is commutative with respect to the braiding of C.
Based on this conjecture, we are led to a concrete picture of boundary conditions as well:
The boundary conditions for a conformal field theory, with a given modular invariant partition function and associated C-algebra A, correspond to the objects in the category C A of A-modules in C.
Furthermore, we expect the following dictionary between physical concepts and mathematical notions (and also that the tensor category C that is relevant for the applications is sufficiently well-behaved such that those notions make sense): 1) When the algebra object A corresponds to a modular invariant of extension type, then the 'boundary entropy' [1] of a boundary condition is equal to the dimension of the corresponding object in C A .
2) In the extension case the annulus multiplicities are the structure constants of the Grothendieck ring of C A , and the operator products of boundary fields are given by the 6j-symbols of C A .
3) With the help of the category C A the construction of correlation functions that was achieved in [27, 28] for the charge conjugation modular invariant and symmetry preserving boundary conditions can be generalized to other modular invariants and to symmetry breaking boundary conditions. 4) In particular, the underlying modular invariant can be reobtained from A by constructing the one-point correlation function of the vacuum field on the torus.
The requirements we suggest to impose on an algebra object A in order that it corresponds to a physical modular invariant are all motivated by properties that the vacuum field and conformal blocks on the sphere with vacuum insertions should possess in any consistent conformal field theory. We already mentioned that the Frobenius property encodes s-t-duality, and haploidity the uniqueness of the vacuum state. The first part of the special property ensures that the tensor unit of C is, via the unit and the counit, in a distinguished manner a subobject of A; in other words, the original vertex operator algebra (in particular, the Virasoro VOA) is in a distinguished way a sub-VOA of the extended chiral algebra. Swap-commutativity, if present, expresses the (graded) commutativity of vertex operator algebras, which in turn is in essence a locality property (only finite order poles are present in any operator product). Finally, in the extension case requiring the FS indicator to be 1 amounts to guaranteeing that the vacuum sector can have a definite conformal weight zero.
Various aspects of the picture suggested above are still under investigation. Here we content ourselves with presenting the following comments. Let us start with the relation between algebra objects and modular invariants. Most of the known modular invariants of conformal field theories can be described in terms of a group G of so-called [73] simple currents J -that is, simple objects of a modular tensor category that have dimension one -together with an element of H 2 (G, C × ) [54] , called 'discrete torsion'. The obvious candidate for the algebra object A in C is A = J∈G J. In general, this object can be endowed in several inequivalent ways with the structure of an associative algebra. In the next section we will see that for finite G the algebra structures are classified by H 2 (G, C × ), and therefore precisely correspond to the possible choices of discrete torsion.
Modular invariants that are not of simple current type are rare in CFT; they are therefore called exceptional. For many exceptional invariants the associated algebra object is known, too; an example will be discussed in section 8. The picture we propose unifies simple current and exceptional modular invariants.
In the particular case of modular invariants of extension type (which includes both simple current and exceptional invariants), the algebra object A can be directly read off, as an object of C, from the modular invariant. Namely, such modular invariants amount to an extension of the chiral algebra by the primary fields that are paired with the vacuum, and accordingly A is obtained by regarding the extended chiral algebra as an object in C. (This was the basis for the determination of the 'extending sector' in [44] .) In the non-extension case the relation between the algebra object and the modular invariant (as well as the annulus partition functions) is more involved; work on making the relationship explicit is in progress.
Our proposal provides a conceptual framework for the study of other problems as well. For instance, the problem of deformations and moduli spaces of conformal field theories should be posed as a question about the deformation theory of algebras in C. Put this way, this question can be expected to make sense even when C is not modular. Ideally, one might wish to take for C a category as big as the one of all modules over the Virasoro algebra at fixed central charge. It is needless to say that this is, technically, beyond reach.
A consistency check on our picture consists in the fact that the particular class of algebras we specify is appropriate to ensure that various structural properties of C are inherited by the module category C A . The following list collects the most important of these structures, together with the properties of A that are needed in order that they propagate from C to C A : Let us conclude with a word of warning. One should not expect to be able to associate a 'good' algebra object A in C to every modular invariant partition function. This is much welcome, because it is known already for quite some time that there exist modular invariant partition functions which satisfy all the usual conditions but nevertheless are unphysical because they cannot appear in any consistent CFT (for examples, see e.g. [39] ). Our proposal encodes additional structural information. In our opinion it therefore has a far better chance to provide us with the physically relevant classification problem.
The group case
A large class of examples for our construction is supplied by the following situation. Let C be modular over k = C and consider a C-algebra A whose simple subobjects all have integral dimension and trivial twist. Then by Deligne's reconstruction theorem [17] (or, when C is a *-category, by the analogous theorem in [21] ), the tensor subcategory C
• of C whose simple objects are those isomorphic to the simple subobjects of A is equivalent to the representation category of a finite group G, with the isomorphism classes of simple objects of C
• being in one-to-one correspondence with those of irreducible complex G-modules. We can then treat the objects of C
• as finite-dimensional vector spaces over k = C . Morphisms of C
• are then in particular linear maps and hence fully determined by their action on the bases of those vector spaces. For brevity let us further specialize to the case where G is abelian. Then the simple subobjects of A have dimension 1, so that dim(A) = |G|, and the tensor product of C endows A with the structure of the abelian group G * , which is isomorphic to G. In the physics literature, objects of dimension 1 are known as simple currents [73] and have been studied intensively; they also play an important role in the structure theory of fusion rings [34] .
Associativity of m then amounts to a cocycle condition. It follows that the inequivalent algebra structures on A are in one-to-one correspondence with the elements of the cohomology group H 2 (G * , k × ). The algebra structure is commutative iff it corresponds to the trivial class in H 2 (G * , k × ). Let us choose a basis {e J } of A, such that A = J∈G * X J with X J = ke J , X 1 = I and
Then a representative of the class of commutative algebra structures is given by m(e J ⊗e K ) := e JK , η(z) := ze 1 (7.2) with z ∈ k. By direct calculation one checks that together with ∆(e J ) := K∈G * e JK ⊗ e K ∨ , ǫ(e J ) := δ J,1 e 1 (7.3) this furnishes a cocommutative special Frobenius algebra with parameters
Up to a rescaling ∆ → β −1 ∆, ǫ → β ǫ this is the unique special Frobenius structure compatible with (7.2) . Note that while β A and β I individually depend on the normalization of the coproduct, their product β A β I , which equals dim(A), does not.
We also remark that for abelian G the tensor product of C is endowed with a G-grading that depends only on isomorphism classes, with the grading of a simple object X given by g X ∈ G : g X (J) := S X,J /S X,I , (7.5) where S is the modular S-matrix [80] of the modular category. (In conformal field theory this quantity is called the 'monodromy charge of the object X with respect to the simple current J'.) The object A is homogeneous with trivial grading, g A = 1, so that C A inherits a G-grading from C. The full subcategory of C whose objects are 1-graded is premodular, and when applied to that subcategory, our construction is nothing but the modularisation procedure of [15, 63] , which in turn in physics terminology amounts to a 'simple current extension' [73, 41] (since the associated modular invariant is then of pure extension type). In this situation, in particular the category C 0 A induced from the 1-graded subcategory of C is again modular, and in fact should be just the representation category of an extended VOA A ext . The category C 0 A is a full tensor subcategory of the module category C A ; its objects correspond to the 'local sectors' in the physics literature.
It is worth noting that most of simple current theory can be generalized to cases where the twist θ is allowed to be non-trivial on some of the simple subobjects of A, provided that one makes the simplifying assumption that one can still find a 'section of objects' for the simple current group G * , i.e. a collection of objects X J , one for each J ∈ G * , such that (7.1) is still valid, i.e. such that the fusion product is reproduced exactly (and not just up to isomorphism) by the tensor product. (A property which does not generalize to the case with non-trivial twist is that the grading (7.5), which is still present, is inherited by C A . Incidentally, as soon as A has irreducible subobjects with non-trivial twist, our construction is not 9 a categorical version of the α-induction of [58, 83, 11] .) With this assumption we have in particular
for all J, K ∈ G * . The compatibility
between twist and braiding then implies that the braiding between two members of the section has the form
In particular, ξ J,J is determined by the twist up to a sign. Also, by tensoriality of the braiding one has ξ JJ ′ ,K = ξ J,K +ξ J ′ ,K and ξ J,KK ′ = ξ J,K +ξ J,K ′ . Now when the twist is non-trivial for some J ∈ G * , then the algebra structure of A is not commutative with respect to the braiding. To cure this we want to 'change the braiding', i.e. to consider instead of the braiding c a swap c A such that A isc-commutative. Because of (7.6)c = c A A must be of the form c = J,K∈G * ζ J,K c XJ,XK (7.9) with scalars ζ J,K , and because of (7.7) these are restricted by
When combined with lemma 7.6 of [53] , this implies immediately that the object I⊕X ℓ of the modular tensor category of the sl(2) WZW model at level ℓ does not possess anyc-commutative algebra structure when ℓ is odd (and hence that there is no simple current modular invariant at odd level). We expect that this observation generalizes as follows. For any simple current we have (θ XJ ) 2NJ = 1 with N J the order of J, i.e. the smallest positive integer such that (X J ) ⊗NJ = I; a swap such that the algebra J∈G * X J is swap-commutative should exist iff even (θ XJ ) NJ = 1 for all J ∈ G * . We conclude this section with an instructive application of the results of [52] . Suppose we are given a 'holomorphic' conformal field theory, i.e. a chiral CFT with a single primary field, and a finite group G (possibly non-abelian) acting on it by automorphisms of the chiral algebra. We are interested in those boundary conditions which preserve the corresponding orbifold subalgebra. It is shown in [52] that in this situation the tensor category C of the orbifold subalgebra is equivalent to the category of finite-dimensional representations of the double D(G), and that the algebra object is F (G), the algebra of functions on G. According to theorem 3.2. of [52] , the boundary category is equivalent to the category of G-graded vector spaces, and the Grothendieck ring is the group ring of G. (Notice that it is nonabelian for non-abelian groups G.) In particular, irreducible boundary conditions are in one-to-one correspondence to group elements g ∈ G. On the level of boundary states, this is also easy to understand: Denoting by |B ∈ H ⊗ H the unique Cardy boundary state on the single irreducible module H of the holomorphic CFT, the symmetry breaking boundary states are just |B, g := (R(g)⊗1)|B .
8 The E 6 -type invariant of A 
1
As an example that goes beyond the group case of section 7, take C to be the modular tensor category associated to the A (1) 1 Lie algebra at level ℓ = 10, with 11 isomorphism classes λ ∈ {0, 1, 2, ... , 10} of simple objects, and A to be in the class 0⊕6. This corresponds to the E 6 -type modular invariant of A (1) 1 and has been studied from various points of view [69, 83, 11, 7, 44] .
The object A = I ⊕ X 6 is a commutative algebra, as follows [53] by the existence of a conformal embedding A= (A 2 ) 1= A ext . Since A is the direct sum of only two simple subobjects, it is also not difficult to extend this structure to the one of a special Frobenius algebra; we have not analyzed whether this can be done in a unique way.
The category C A is known to possess six isomorphism classes of simple objects, which we label as o, v, s,ǒ,v,š. Via the forgetful functor G they correspond to isomorphism classes of C-objects as In view of the decompositions (8.1) it is of interest to study the transformation of the functions
with χ λ denoting the character of the irreducible highest weight A
1 -module of isotype λ, under the modular group action S: τ → −1/τ . Expectedly, while the functions X a (which are in fact irreducible characters for B (1) 2 at level 1) transform into each other, the space of all six functions is not closed under this transformation. But, remarkably enough, one does get closure if one includes in addition the functions
Indeed, we find
) with a, b ∈ {o, v, s} and a single 3×3-matrix S with entries
which is nothing but the modular S-matrix of the extended theory B 2 at level 1. This structure is intriguingly close to the structure of Z 2 -orbifold theories based on inner automorphisms (compare e.g. [9] ). One is therefore tempted to look for an analogue of the twining characters of the twisted sectors, which transform into each other under the S-transformation. Indeed, the whole 11-dimensional space of level 10 A
1 -characters is spanned by the nine functions X a , Xǎ andX a together with χ 5 andX
which transform into each other as
The close similarity of this structure with orbifolds, respectively simple current extensions, gives further evidence to the idea that exceptional modular invariants can be understood through a suitable generalization of the concepts encountered in orbifold theories.
9 NIM-reps Definition 9.1 A NIM-rep of the Grothendieck ring of a sovereign tensor category is a representation R by finite-dimensional matrices with non-negative integral entries satisfying
This concept of a NIM-rep has appeared in the search for modular invariants [18] , in the analysis of annulus amplitudes in conformal field theory (see e.g. [71, 43, 7] ), and in the study of the general structure of fusion rings [45] . It is worth noting, however, that the classification of NIM-reps is not the same as the classification of good algebra objects. Rather, a NIM-rep can be unphysical, i.e. not correspond to any consistent set of boundary conditions, similarly as there exist unphysical modular invariant partition functions.
NIM-reps also naturally arise in the context of α-induction [11] , in a way which can be easily formulated in category theoretic terms. Since NIM-reps are representations by finite-dimensional matrices, their natural habitat are rational conformal field theories. In our context this means that C is semisimple and has only finitely many isomorphism classes of simple objects. By the results of subsection 5.4 these properties are then also shared by the module category C A , provided that A is a special Frobenius algebra. In addition, we assume that C A is a tensor category, which requires that A is also swap-commutative. Proposition 9.2 When k is a field and C is sovereign, then the dimension matrices Proof : The fact that C A is semisimple implies (see e.g. [80] ) the following domination property: For every pair of modules M, N ∈ Obj(C A ), every morphism f ∈ Hom A (M, M ′ ) can be written as a finite sum
where the sum extends over the equivalence classes of simple objects of C A . For brevity we will write such summations from now on just as [N ] , and analogously as [X] when dealing with C. It follows that the dimension matrices (9.2) satisfy
where we used tensoriality of F, duality in C A , domination in C A , and again duality in C A . This is nothing but the defining property of a right representation. The left representation property ofR follows analogously:
To show also the property (9.1), we can use the identity (5. Let us also explore what we can learn, conversely, about the algebra A by knowing a NIM-rep R that is furnished by the expression (9.2) (or (9.3) ). When applied to the diagonal matrix element R(X) [A] [A] that corresponds to the unit object A of C A , the reciprocity relation (4.22) yields
R(X)
[A]
[A] = dim Hom A (F(X), A) = dim Hom(X, G(A)) .
(9.11)
Thus, a NIM-rep of the Grothendieck ring of C determines an underlying algebra A (if it exists) uniquely, up to isomorphism, as an object in C:
[A] X . (9.12)
To apply this formula we must, however, still know A (respectively its isomorphism class) as an object of C A , or in other words, which element [M 0 ] of the distinguished basis of the Grothendieck ring of C A corresponds to the tensor unit of C A . In practice this is often far from clear; the following observation is therefore useful: For every module N we have (9.14)
Also, since R(I) is the unit matrix we have dim Hom(I, A) = 1, and the identity (9.1) tells us that dim Hom(X, A) = dim Hom(X ∨ , A). Thus A is haploid and self-dual. Now as already mentioned, the physically meaningful task is to classify algebra objects in C, but not every NIM-rep gives rise to a consistent algebra object. Indeed, in the situation considered here, an associated algebra object can exist only if there is an m 0 such that the minimum in formula (9.14) is attained at m = m 0 simultaneously for all basis elements [X] of the Grothendieck ring of C; when such an m 0 does not exist, then the NIM-rep is necessarily unphysical. (Still, classifying NIM-reps can be a useful intermediate step; compare the strategy reviewed in [84] to obtain an overview over possible boundary conditions, or the use of the results of [24] in the classification [53] of algebra objects in representation categories for A (1) 1 at positive integral level.) Note that in order to reach this conclusion we had to require C to possess a swap. As we cannot say much about swaps that do not coincide with the braiding, our result is of direct help only when A is commutative with respect to the braiding and thus when the torus partition function is of extension type.
Solitonic sectors and vertex operator algebras
Let us recapitulate the situation we are studying: From the algebraic and algebro-geometric data of a chiral conformal field theory -a vertex operator algebra, its category of representations and the associated system of conformal blocks (see e.g. [31, 75] ) -we have abstracted a tensor category C, and investigated the categories C A of modules of suitable algebra objects in C.
An obvious question at this point is how to interpret the objects of C A at the algebraic level. Mathematically, this issue should be compared to the following situation. The so-called center-construction (see e.g. [51] ) associates to every strict tensor category C a braided tensor category Z(C). This construction can in particular be applied to the tensor category C(H) of modules over a finite-dimensional Hopf algebra H with invertible antipode. On the other hand, at the algebraic level one can construct the quantum double D(H) of H, whose representation category C(D(H)) is braided. The category theoretic and the algebraic construction commute in the sense that the categories C(D(H)) and Z(C(H)) are equivalent categories.
In the present context, the algebraic side of the construction remains open for the moment. Concretely, the question is: Can the objects of a module category C A = (C Rep A ) A be interpreted as generalized modules over some algebraic structure that extends the original vertex algebra A? This question is also imposed to us by physical considerations: At the category theoretic level, the transition from chiral conformal field theory (living on a complex curve) to full two-dimensional conformal field theory (living on a real two-dimensional manifold which may be non-orientable and may have a boundary) can be analysed model-independently, including the classification of boundary conditions and computation of the modelindependent part of correlation functions. But still part of the physically interesting information is missing, in particular about the structure of the space of states.
Obtaining this information would be simpler if we had an answer to the following challenging problems in the theory of vertex algebras: First, to characterize vertex algebras as algebra objects in suitable categories. (For work in this direction see [13, 78] ). Second, to formulate a framework that allows to reconstruct a vertex algebra from its representation theory, a fiber functor and possibly some additional data. Both constructions would further corroborate the status of vertex algebras as natural algebraic objects.
So far we are not able to provide concrete prescriptions for the algebraic side of the construction.
10 But the following independent observations shed some light on the situation:
First, at least in many concrete models the categories in question can be realized in the setting of C * -and von Neumann algebras [25, 11, 64] , where the objects of the boundary category correspond to endomorphisms of such algebras. When those endomorphisms are localizable in a bounded domain, they give rise to distinguished representations which, in turn, are the counterparts of the ordinary representations in the vertex operator algebra setting. But there are also objects whose associated endomorphisms are solitonic, i.e. [33, 30] only localizable in certain unbounded domains. These still correspond to representations of the relevant C * -algebra, but do not possess analogues among the ordinary representations of a vertex operator algebra.
Second, when the subalgebra A of the vertex operator algebra A ext that is respected by all boundary conditions corresponding to C A is an orbifold subalgebra, i.e. is the fixed point set under the action of a (finite) group G of automorphisms of A ext , the solitonic representations are already known. They are provided by twisted representations of A ext [20] and provide the twisted sectors of the G-orbifold of the extended conformal field theory. In the category theoretic framework, this situation has recently been studied in [52] (the untwisted sector had been analyzed earlier in [15, 63] ). It is shown in [52] that the notion of a twisted representation of a vertex operator algebra has a precise correspondence in the form of a twisted module over a C-algebra A. The definition of twisted modules, in turn, can be taken over rather directly to the situation where the twists do no longer form a group.
Third, for some classes of models certain vertex operator (super)algebras associated to simple currents have been constructed in [55, 26, 56] . In particular, in the super-case the objects correspond to super-representations. A feature that this observation has in common with the previous point is that the representations are no longer defined in the category of vector spaces, but rather on super vector spaces or, in the case of twisted modules, G-vector spaces.
A fourth observation concerns the spaces of conformal blocks. It was already observed some time ago [10] that for simple currents of half-integral conformal weight the factorization rules become much more transparent once one promotes the vector spaces of conformal blocks to super vector spaces. Thinking about conformal blocks as (generalized) co-invariants [31] , this nicely fits with our third remark. On the other hand, in the category theoretic approach the spaces of conformal blocks are constructed from morphism spaces. The observation just mentioned therefore suggests to look for suitable extensions of those spaces, compare remark 4.2.8.
Finally, it is apparent from the examples that we discussed above (and from many more) that the character sums possess interesting transformation properties under modular group, respectively under some subgroup of it. In the super-case, the relevant subgroup is precisely the one that respects spin structures on the torus. Together these observations suggest that the objects of C A should find their representation theoretic interpretation in a category that extends vector spaces, in a similar way as super vector spaces do. A corresponding extension should exist for complex curves as well, very much like supersymmetric curves constitute an extension of complex curves, and such that a correct definition of conformal blocks as generalized vector spaces arises as a natural consequence.
