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2 ETHAN AKIN AND JIM WISEMAN
1. Introduction
Let f be a continuous map on a compact metric space (X, d). If
ǫ ≥ 0 then a sequence {x0, . . . , xn} with n ≥ 1 is an ǫ chain for f if
maxni=1 d(f(xi−1), xi) ≤ ǫ and a strong ǫ chain for f if Σni=1 d(f(xi−1), xi)
≤ ǫ. Thus, a 0 chain is just an initial piece of an orbit sequence.
The Conley chain relation Cf consists of those pairs (x, y) ∈ X ×X
such that there is an ǫ chain with x0 = x and xn = y for every ǫ > 0.
The Easton, or Aubry-Mather, strong chain relation Adf consists of
those pairs (x, y) ∈ X × X such that there is a strong ǫ chain with
x0 = x and xn = y for every ǫ > 0. As the notation indicates, Cf is
independent of the choice of metric, while Adf depends on the metric.
See [7] and [8].
Fathi and Pageault have studied these matters using what they call
barrier functions, [14], [9] and their work has been sharpened by Wise-
man [16], [17]. Mfd (x, y) is the infimum of the ǫ’s such that there is an ǫ
chain from x to y and Lfd(x, y) is the infimum of the ǫ’s such that there
is a strong ǫ chain from x to y. Thus, (x, y) ∈ Cf iff Mfd (x, y) = 0 and
(x, y) ∈ Adf iff Lfd(x, y) = 0.
Our purpose here is to extend these results in two ways.
First, while our interest focuses upon homeomorphisms or continuous
maps, it is convenient, and easy, to extend the results to relations,
following [1].
A relation f : X → Y is just a subset of X × Y with f(x) = {y ∈
Y : (x, y) ∈ f} for x ∈ X , and let f(A) = ⋃x∈A f(x) for A ⊂ X . So
f is a mapping when f(x) is a singleton set for every x ∈ X , in which
case we will use the notation f(x) for both the singleton set and the
point contained therein. For example, the identity map on a set X is
1X = {(x, x) : x ∈ X}. If X and Y are topological spaces then f is a
closed relation when it is a closed subset of X × Y with the product
topology.
The examples Cf and Adf illustrate how relations arise naturally in
dynamics.
For a relation f : X → Y the inverse relation f−1 : Y → X is
{(y, x) : (x, y) ∈ f}. Thus, for B ⊂ Y , f−1(B) = {x : f(x) ∩ B 6= ∅}.
We define f ∗(B) = {x : f(x) ⊂ B}. These are equal when f is a map.
If f : X → Y and g : Y → Z are relations then the composition
g ◦ f : X → Z is {(x, z) : there exists y ∈ Y such that (x, y) ∈ f and
(y, z) ∈ g}. That is, g ◦ f is the image of (f × Z) ∩ (X × g) under the
projection π13 : X × Y × Z → X × Z. As with maps, composition of
relations is clearly associative.
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The domain of a relation f : X → Y is
(1.1) Dom(f) = {x : f(x) 6= ∅} = f−1(Y ).
We call a relation surjective if Dom(f) = X and Dom(f−1) = Y , i.e.
f(X) = Y and f−1(Y ) = X .
If f1 : X1 → Y1 and f2 : X2 → Y2 are relations, then the product
relation f1 × f2 : X1 ×X2 → Y1 × Y2 is {((x1, x2), (y1, y2)) : (x1, y1) ∈
f1, (x2, y2) ∈ f2}.
We call f a relation on X when X = Y . In that case, we define, for
n ≥ 1 fn+1 = f ◦ fn = fn ◦ f with f 1 = f . By definition, f 0 = 1X and
f−n = (f−1)n. If A ⊂ X , then A is called f +invariant if f(A) ⊂ A
and f invariant if f(A) = A. In general, for A ⊂ X , the restriction to
A is f |A = f ∩ (A×A). If u is a real-valued function on X we will also
write u|A for the restriction of u to A, allowing context to determine
which meaning is used.
The cyclic set |f | of a relation f on X is {x ∈ X : (x, x) ∈ f}.
A relation f on X is reflexive if 1X ⊂ f , symmetric if f−1 = f and
transitive if f ◦ f ⊂ f .
If d is a pseudo-metric on a set X and ǫ > 0, then V dǫ = {(x, y) :
d(x, y) < ǫ} and V¯ dǫ = {(x, y) : d(x, y) ≤ ǫ}. Thus, for x ∈ X , V dǫ (x)
(or V¯ dǫ (x)) is the open (resp. closed) ball centered at x with radius ǫ.
A pseudo-ultrametric d on X is a pseudo-metric with the triangle
inequality strengthened to d(x, y) ≤ max(d(x, z), d(z, y)) for all z ∈ X .
A pseudo-metric d is a pseudo-ultrametric iff the relations V dǫ and V¯
d
ǫ
are equivalence relations for all ǫ > 0.
If (X1, d1) and (X2, d2) are pseudo-metric spaces then the product
(X1 ×X2, d1 × d2) is defined by
d1 × d2((x1, x2), (y1, y2)) = max(d1(x1, y1), d2(x2, y2)).
Thus, V d1×d2ǫ = V
d1
ǫ × V d2ǫ and V¯ d1×d2ǫ = V¯ d1ǫ × V¯ d2ǫ .
Throughout this work, all pseudo-metrics are assumed bounded. For
example, on R we use d(a, b) = min(|a − b|, 1). Thus, if A is a non-
empty subset of X the diameter diam(A) = sup{d(x, y) : x, y ∈ A} is
finite.
For metric computations, the following will be useful.
Lemma 1.1. Let a1, a2, b1, b2 ∈ R. With a∨ b = max(a, b) and a∧ b =
min(a, b):
|a1 ∨ b1 − a2 ∨ b2|, |a1 ∧ b1 − a2 ∧ b2| ≤ |a1 − a2| ∨ |b1 − b2|.
(a1 ∨ b1) ∧ (a2 ∨ b1) ∧ (a1 ∨ b2) ∧ (a2 ∨ b2) = (a1 ∧ a2) ∨ (b1 ∧ b2).
(1.2)
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Proof: First, we may assume without loss of generality that a1∨b1 ≥
a2∨b2 = a2 and so that a2 ≥ b2. If a1∨b1 = a1 then |a1∨b1−a2∨b2| =
a1 − a2. If a1 ∨ b1 = b1 then |a1 ∨ b1 − a2 ∨ b2| = b1 − a2 ≤ b1 − b2. For
the ∧ estimate, observe that a ∧ b = −(−a) ∨ (−b).
For the second, factor out b1 and b2 to get (a1 ∨ b1) ∧ (a2 ∨ b1) =
(a1 ∧ a2)∨ b1, and (a1 ∨ b2)∧ (a2 ∨ b2) = (a1 ∧ a2)∨ b2. Then factor out
a1 ∧ a2.
✷
The other extension is to non-compact spaces. This has been looked
at in the past, see [11] and [14]. However, the natural setting for
the theory is that of uniform spaces as described in [12] and [5], and
reviewed in Appendix B below.
A uniform structure U on a set X is a collection of relations on X
which satisfy various axioms so as to generalize the notion of metric
space. To be precise, a U is a uniformity when
• 1X ⊂ U for all U ∈ U.
• U1, U2 ∈ U implies U1 ∩ U2 ∈ U.
• If U ∈ U and W ⊃ U , then W ∈ U.
• U ∈ U implies U−1 ∈ U.
• If U ∈ U, then there exists W ∈ U such that W ◦W ⊂ U .
The first condition says that the relations are reflexive and the next
two imply that they form a filter.
A uniformity U is equivalently given by its gage Γ(U), the set of
pseudo-metrics d on X (bounded by stipulation) with the metric uni-
formity U(d), generated by {V dǫ : ǫ > 0}, contained in U. The use of
covers in [14] and continuous real-valued functions in [11] are equivalent
to certain choices of uniformity. To a uniformity there is an associated
topology and we say that U is compatible with a topology on X if the
uniform topology agrees with the given topology on X . A topologi-
cal space admits a compatible uniformity iff it is completely regular. A
completely regular space X has a maximum uniformity UM compatible
with the topology. Any continuous function from a completely regular
space X to a uniform space is uniformly continuous from (X,UM).
A completely regular, Hausdorff space is called a Tychonoff space. A
compact Hausdorff space X has a unique uniformity consisting of all
neighborhoods of the diagonal 1X .
In Section 2, we define the barrier functions mfd and ℓ
f
d of a relation
f on a set X with respect to a pseudo-metric d and we describe their
elementary properties. We use a symmetric definition which allows a
jump at the beginning as well as the end of a sequence. In Section
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6, we show that the alternative definitions yield equivalent results in
cases which include when f is a continuous map.
In Section 3, we describe the properties of the Conley relation Cdf =
{(x, y) : mfd(x, y) = 0} and the Aubrey-Mather relation Adf = {(x, y) :
ℓfd(x, y) = 0}. Following [1] we regard Cd and Ad as operators on
the set of relations on X . We observe that each of these operators is
idempotent.
In Section 4, we consider Lyapunov functions. With the pseudo-
metric d fixed, a Lyapunov function L for a relation f on X is a con-
tinuous map L : X → R such that (x, y) ∈ f implies L(x) ≤ L(y), or,
equivalently, f ⊂ ≤L where ≤L = {(x, y) : L(x) ≤ L(y)}. Notice that
we follow [1] in using Lyapunov functions which increase, rather than
decrease, on orbits. Following [14] and [9] we show that the barrier
functions can be used to define Lyapunov functions. If g is a relation
on X with f ⊂ g and z ∈ X then x 7→ mgd(x, z) is a Lyapunov function
for Cdf and x 7→ ℓgd(x, z) is a Lyapunov function for Adf . Even when
f is a map, it is convenient to use associated relations like g = f ∪ 1X
or g = f ∪ {(y, y)} for y a point of X .
In Section 5, we turn to uniform spaces. The Conley relation CUf
is the intersection of {Cdf : d ∈ Γ(U)} and AUf is the intersection
of {Adf : d ∈ Γ(U)}. Thus, (x, y) ∈ CUf iff mfd(x, y) = 0 for all
d ∈ Γ(U) and similarly (x, y) ∈ AUf iff ℓfd(x, y) = 0 for all d ∈ Γ(U).
While the gage definition is convenient to use, we show that each of
these relations has an equivalent description which uses the uniformity
directly. Each of these is a closed, transitive relation which contains f .
We let Gf denote the smallest closed, transitive relation which contains
f , so that f ⊂ Gf ⊂ AUf ⊂ CUf .
If L is a uniformly continuous Lyapunov function for f then it is
automatically a Lyapunov function for AUf . If X is Hausdorff and we
let L vary over all uniformly continuous Lyapunov functions for f then
1X ∪ AUf =
⋂
L ≤L. That is, if (x, y) 6∈ 1X ∪ AUf , then there exists
a uniformly continuous Lyapunov function L such that L(x) > L(y).
If, in addition, X is second countable, then there exists a uniformly
continuous Lyapunov function L such that 1X ∪ AUf = ≤L. If X is
Hausdorff and we let L vary over all Lyapunov functions for CUf then
1X ∪CUf =
⋂
L ≤L. If, in addition, X is second countable, then there
exists a Lyapunov function L such that 1X ∪ CUf = ≤L. These results
use the barrier function Lyapunov functions developed in the preceding
section.
For the Conley relation there are special results. A set A is called U
inward for a relation f on (X,U) if for some U ∈ U (U ◦ f)(A) ⊂ A.
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A continuous function L : X → [0, 1] is called an elementary Lyapunov
function if (x, y) ∈ f and L(x) > 0 imply L(y) = 1. For a U uniformly
continuous elementary Lyapunov function L the sets {x : L(x) > ǫ} for
ǫ ≥ 0 are open U inward sets. On the other hand, if A is a U inward
set, then there exists a U uniformly continuous elementary Lyapunov
function L such that L = 0 on X \ A and L = 1 on f(A). Each set
CUf(x) is an intersection of inward sets. If A is an open U inward set
then it is CUf
+invariant and the maximum CUf invariant subset A∞
is called the associated attractor .
Additional results can be obtained when the relation f satisfies vari-
ous topological conditions. In Section 6, we consider upper semicontin-
uous (= usc) and compactly upper semicontinuous relations (= cusc)
relations and related topological results. Regarded as a relation, a con-
tinuous map is cusc. If a Hausdorff space X is locally compact and
σ−compact, or locally compact and paracompact with f cusc, then
Gf = AUMf . We exhibit a homeomorphism on a metric space for
which the inclusion Gf ⊂ AUMf is proper.
At the end of the section we consider compactifications and the spe-
cial results which hold for a compact Hausdorff space. In the Hausdorff
uniform space context, one proceeds by finding a totally bounded uni-
formity T ⊂ U which is compatible with the topology on X and then
take the uniform completion.
Theorem 1.2. Let f be a closed relation on a Hausdorff uniform space
(X,U) with X second countable. There exists T ⊂ U a totally bounded
uniformity, with (X¯, T¯) the completion of (X,T), such that the space X¯
is a compact Hausdorff space with its unique uniformity T¯ metrizable.
Let f¯ be the closure of f in X¯ × X¯. The uniformity T can be chosen
so that
f¯ ∩ (X ×X) = f, 1X ∪ Gf¯ ∩ (X ×X) = 1X ∪AUf,
Cf¯ ∩ (X ×X) = CUf.
(1.3)
If f is cusc, e.g. a continuous map, then Gf¯ ∩ (X ×X) = AUf .
If f is a uniformly continuous map then, in addition, we can choose
T so that f¯ is a continuous map on X¯. If f is a uniform isomorphism
then, in addition, we can choose T so that f¯ is a homeomorphism on
X¯.
If X is a compact Hausdorff space, then every closed, Cf +invariant
set K is an intersection of inward sets. If a closed set K is Cf invariant
then it is an intersection of attractors and K is determined by K∩|Cf |
which we call its trace. In fact, K = Cf(K ∩ |Cf |). K is an attractor
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iff it is closed and Cf invariant and, in addition, its trace is a clopen
subset of |Cf |.
In Section 7, we consider totally recurrent and chain transitive rela-
tions. Let f be a relation on a uniform space (X,U) and let d ∈ Γ(U).
For F = Gf,Adf,AUf , Cdf or CUf we will say that f is totally F recur-
rent when F is an equivalence relation. If f is a uniformly continuous
map then f is totally F recurrent iff 1X ⊂ F , i.e. F is reflexive.
If AUf is an equivalence relation then the quotient space X/AUf
is completely Hausdorff, i.e. the continuous real-valued functions dis-
tinguish points. On the other hand, there exist examples such that
the quotient is not regular and so the topology is strictly finer than
the weak topology generated by the continuous functions. The latter
is completely regular and the barrier functions ℓfd , when symmetrized,
generate the gage of a compatible uniformity.
Similarly, if CUf is an equivalence relation then the quotient space
X/CUf is totally disconnected, i.e. the clopen sets distinguish points.
Again there exist examples such that the quotient is not regular and so
the topology is strictly finer than the weak topology generated by the
clopen subsets, i.e. it is not zero-dimensional. The barrier functions
mfd , when symmetrized, are pseudo-ultrametrics generating the gage of
a uniformity compatible with the latter zero-dimensional topology.
The relation f is called U chain transitive when CUf = X ×X . It is
called U chain-mixing if for every pair of points x, y ∈ X and for every
d ∈ Γ(U) and ǫ > 0 there exists a positive integer N such that for every
n ≥ N there are ǫ, d chains of length n connecting x and y. A U chain-
transitive relation f is not U chain-mixing iff there exists a U uniformly
continuous map taking f to a non-trivial periodic cycle. It follows that
f is U chain-mixing iff the product relation f × f is U chain-transitive.
If f is a U uniformly continuous map, then it is U chain-mixing iff for
every positive integer n the iterate fn is U chain-transitive.
In Section 8 we restrict to compact metrizable spaces. The relation
Gf is the intersection of the Adf ’s as d varies over Γˆ, the set of metrics
compatible with the topology. If we take the union, which we denote
Wf , it is not obvious that the result is closed or transitive. We prove
it is both by giving a uniformity characterization. The set |Wf | is
referred to as the Man˜e´ set by Fathi and Pageault. Using the uniformity
characterization we give an alternative proof of their description, for a
homeomorphism f , |Wf | = |f | ∪ |C(f |(X \ |f |◦))|.
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2. Barrier Functions
Let f be a relation on a pseudo-metric space (X, d). That is, f is a
subset of X ×X and d is a pseudo-metric on the non-empty set X .
Let f×n be the n−fold product of copies of f , i.e. the space of se-
quences in f of length n ≥ 1, so that an element of f×n is a sequence
[a, b] = (a1, b1), (a2, b2), .., (an, bn) of pairs in f . If [a, b] ∈ f×n, [c, d] ∈
f×m, then the concatenation [a, b] · [c, d] ∈ f×n+m is the sequence of
pairs (xi, yi) = (ai, bi) for i = 1, . . . , n and (xi, yi) = (ci−n, di−n) for
i = n+ 1, . . . , n+m.
Define for (x, y) ∈ X × X and [a, b] ∈ f×n the xy chain-length of
[a, b] (with respect to d) to be the sum
(2.1) d(x, a1) + Σ
n−1
i=1 d(bi, ai+1) + d(bn, y)
and the xy chain-bound of [a, b] (with respect to d) to be
(2.2) max(d(x, a1), d(b1, a2), . . . , d(bn−1, an), d(bn, y)).
That is, for the vector (d(x, a1), d(b1, a2), . . . , d(bn−1, an), d(bn, y)), the
chain-length is the L1 norm and the chain-bound is the L∞ norm. We
could proceed as below, using the Lp norm for any 1 ≤ p ≤ ∞.
For (x, y) ∈ X ×X , define
ℓfd(x, y) = inf {d(x, a1) + Σn−1i=1 d(bi, ai+1) + d(bn, y) :
[a, b] ∈ f×n, n = 1, 2, ...}.
mfd(x, y) = inf {max(d(x, a1), d(b1, a2), . . . , d(bn−1, an), d(bn, y)) :
[a, b] ∈ f×n, n = 1, 2, ...}.
(2.3)
The functions ℓfd and m
f
d are the barrier functions for f . Clearly,
mfd ≤ ℓfd .
Using n = 1, we see that for all (a, b) ∈ f
ℓfd(x, y) ≤ d(x, a) + d(b, y),
mfd(x, y) ≤ max(d(x, a), d(b, y)).
(2.4)
and so
(2.5) (x, y) ∈ f =⇒ mfd(x, y) = ℓfd(x, y) = 0.
by using (a, b) = (x, y).
For the special case of f = ∅ we define
(2.6) m∅d = diam(X), and ℓ
∅
d = 2diam(X),
the constant functions.
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By using equation (2.4) with (a, b) = (y, y) and the triangle inequal-
ity in (2.3) we see that
(2.7) ℓ1Xd (x, y) = d(x, y).
Define for the pseudo-metric d
(2.8) Zd = {(x, y) : d(x, y) = 0}.
Thus, Zd is a closed equivalence relation which equals 1X exactly when
d is a metric. Zd is the closure in X ×X of the diagonal 1X .
Lemma 2.1. Let f be a relation on (X, d) with A = Dom(f) =
f−1(X). If f ⊂ Zd, then
(2.9) ℓfd(x, y) = inf{d(x, a) + d(a, y) : a ∈ A} ≥ d(x, y)
with equality if either x or y is an element of A.
If d is a pseudo-ultrametric then
(2.10) mfd(x, y) = inf{max(d(x, a), d(a, y)) : a ∈ A} ≥ d(x, y)
with equality if either x or y is an element of A.
Proof: If (a, b) ∈ f then d(a, b) = 0 and so the xy chain-length
of [(a, b)] is d(x, a) + d(a, y). If [a, b] ∈ f×n then d(ai, bi) = 0 for
all i implies that with a = a1 the xy chain-length of [a, b] is at least
d(x, a) + d(a, y) by the triangle inequality.
If d is a pseudo-ultrametric then the xy chain-bound of [(a, b)] is
max(d(x, a), d(a, y))) and if [a, b] ∈ f×n, then with with a = a1 the xy
chain-bound of [a, b] is at least max(d(x, a), d(a, y))) by the ultrametric
version of the triangle inequality.
✷
In particular, if A is a nonempty subset of X , then
(2.11) ℓ1Ad (x, y) = inf{d(x, a) + d(a, y) : a ∈ A} ≥ d(x, y)
with equality if either x or y is an element of A.
It is clear that f ⊂ g implies f×n ⊂ g×n and so
(2.12) f ⊂ g =⇒ ℓgd ≤ ℓfd and mgd ≤ mfd on X ×X.
In particular, if A is a subset of X , then
(2.13) ℓfd ≤ ℓf |Ad and mfd ≤ mf |Ad .
The relation f is reflexive when 1X ⊂ f . We see from (2.7)
(2.14) 1X ⊂ f =⇒ ℓfd ≤ d on X ×X.
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If [a, b] ∈ f×n, then we let [a, b]−1 ∈ (f−1)×n be (bn, an), (bn−1, an−1), ..., (b1, a1).
Using these reverse sequences we see immediately that
(2.15) ℓfd(x, y) = ℓ
f−1
d (y, x) and m
f
d(x, y) = m
f−1
d (y, x)
for all x, y ∈ X .
Proposition 2.2. Let f be a relation on (X, d). Let x, y, z, w ∈ X.
(a) The directed triangle inequalities hold:
ℓfd(x, y) ≤ ℓfd(x, z) + ℓfd(z, y),
mfd(x, y) ≤ mfd(x, z) +mfd(z, y).
(2.16)
(b) Related to the ultrametric inequalties, we have:
(2.17) mfd(x, y) ≤ max(mfd(x, z) +mfd(z, z), mfd(z, z) +mfd(z, y)).
(c) From
ℓfd(x, y) ≤ d(x, w) + ℓfd(w, z) + d(z, y) for all w, x, y, z ∈ X,
mfd(x, y) ≤ d(x, w) +mfd(w, z) + d(z, y) for all w, x, y, z ∈ X
(2.18)
we obtain that the functions ℓfd and m
f
d from X × X to R are
Lipschitz with Lipschitz constant ≤ 2.
Proof: (a) For x, y, z ∈ X and [a, b] ∈ f×n, [c, d] ∈ f×m, we note
that d(bn, c1) ≤ d(bn, z) + d(z, c1). So the xz chain-length of [a, b] plus
the zy chain-length of [c, d] is greater than or equal to the xy chain-
length of [a, b] · [c, d]. Furthermore, the xz chain-bound of [a, b] plus the
zy chain-bound of [c, d] is greater than or equal to the xy chain-bound
of [a, b] · [c, d]. The directed triangle inequalities (2.16) follow.
(b) Let [u, v] ∈ f×p. We see that d(bn, u1) ≤ d(bn, z) + d(z, u1) and
d(vp, c1) ≤ d(vp, z) + d(z, c1). Hence, the larger of the xz chain-bound
of [a, b] plus the zz chain-bound of [u, v] and the zz chain-bound of
[u, v] plus the zy chain-bound of [c, d] bounds the xy chain-bound of
[a, b] · [u, v] · [c, d]. This implies (2.17).
(c) Similarly, d(x, a1) ≤ d(x, w) + d(w, a1) and d(bn, y) ≤ d(bn, z) +
d(z, y) implies (2.18) from which the Lipschitz results are clear.
✷
If h is a map from (X1, d1) to (X2, d2) then h is uniformly continuous
if for every ǫ > 0 there exists δ > 0 such that d1(x, y) < δ implies
d2(h(x), h(y)) < ǫ for all x, y ∈ X1. We call δ an ǫ modulus of uniform
continuity. The map h is Lipschitz with constant K if d2(h(x), h(y)) ≤
Kd1(x, y) for all x, y ∈ X1.
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If f1 is a relation on X1 and f2 is a relation on X2 then we say that
a function h : X1 → X2 maps f1 to f2 if (h×h)(f1) ⊂ f2, i.e. (x, y) ∈ f
implies (h(x), h(y)). Since h is a map, 1X1 ⊂ h−1 ◦h and h◦h−1 ⊂ 1X2.
From these it easily follows that
(h× h)(f1) = h ◦ f1 ◦ h−1,(2.19)
(h× h)(f1) ⊂ f2 ⇐⇒ h ◦ f1 ⊂ f2 ◦ h.(2.20)
If h maps f1 to f2 then clearly h maps f
−1
1 and f
−1
2 and
(2.21) h(|f1|) ⊂ |f2|.
Proposition 2.3. Let f1 and f2 be relations on (X1, d1) and (X2, d2),
respectively. Assume h : X1 → X2 maps f1 to f2.
(a) If h is uniformly continuous then for ǫ > 0 with δ > 0 an ǫ
modulus of uniform continuity, mf1d1(x, y) < δ impliesm
f2
d2
(h(x), h(y)) <
ǫ for all x, y ∈ X1.
(b) If h is Lipschitz with constantK then ℓf1d1(x, y) ≤ Kℓf2d2(h(x), h(y))
for all x, y ∈ X1.
Proof: If [a, b] ∈ f×n1 then (h × h)×n([a, b]) ∈ f×n2 . If δ is an ǫ
modulus of uniform continuity then if the xy chain-bound of [a, b] is
less then δ then the h(x)h(y) chain-bound of (h×h)×n([a, b]) is less than
ǫ. If h is Lipschitz with constant K then the h(x)h(y) chain-length is
at most K times the xy chain-length.
✷
3. The Conley and Aubry-Mather Chain-Relations
For a relation f on (X, d), the Conley chain relation Cdf is defined
by
(3.1) Cdf = {(x, y) : mdf (x, y) = 0},
and the Aubry-Mather chain relation is defined by
(3.2) Adf = {(x, y) : ℓdf(x, y) = 0}.
Because mfd and ℓ
f
d are continuous, it follows that Cdf and Adf are
closed in (X×X, d×d). From the directed triangle inequalities (2.16),
it follows that Cdf and Adf are transitive, i.e.
Cdf ◦ Cdf ⊂ Cdf,
Adf ◦Adf ⊂ Adf.(3.3)
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From (2.5) we see that,
(3.4) f ⊂ Adf ⊂ Cdf.
If A ⊂ X with f ⊂ A×A we can regard f as a relation on (X, d) or
as a relation on (A, d|A× A) where d|(A× A) is the restriction of the
pseudo-metric d to A×A. It is clear that if f ⊂ A× A, then
(3.5) mfd |(A× A) = mfd|(A×A) and ℓfd |(A× A) = ℓfd|(A×A).
and so
(3.6)
(Cdf) ∩ (A× A) = Cd|(A×A)f and (Adf) ∩ (A× A) = Ad|(A×A)f.
If A is closed and x, y ∈ A with either x 6∈ A or y 6∈ A, then ℓfd(x, y) ≥
mfd(x, y) > 0 and so
(3.7) (Cdf) = Cd|(A×A)f and (Adf) = Ad|(A×A)f.
From (2.12) we get monotonicity
(3.8) f ⊂ g =⇒ Cdf ⊂ Cdg and Adf ⊂ Adg.
and from (2.15)
(3.9) Cd(f
−1) = (Cdf)
−1 and Ad(f
−1) = (Adf)
−1,
and so we can omit the parentheses.
Proposition 3.1. Let f, g be relations on X.
(3.10) mCdfd = m
f
d and ℓ
Adf
d = ℓ
f
d
The operators Cd and Ad on relations are idempotent. That is,
(3.11) Cd(Cdf) = Cdf and Ad(Adf) = Adf
In addition,
(3.12) Cd(Cdf ∩Cdg) = Cdf ∩Cdg and Ad(Adf ∩Adg) = Adf ∩Adg,
Proof: Since f ⊂ Adf ⊂ Cdf it follows from (2.12) thatmCdfd ≤ mfd
and ℓAdfd ≤ ℓfd .
For the reverse inequality fix x, y ∈ X an let t > ℓAdfd (x, y) be arbi-
trary. Choose t1 with t > t1 > ℓ
Adf
d (x, y). Suppose that [a, b] ∈ (Adf)×n
whose xy chain-length is less than t1. Let ǫ = (t−t1)/2n For i = 1, ..., n
we can choose an element of some f×ni whose aibi chain-length is less
than ǫ. Concatenating these in order we obtain a sequence in f×m
with m = Σni=1ni whose xy chain-length is at most t1+2nǫ ≤ t. Hence,
ℓfd(x, y) ≤ t. Letting t approach ℓAdfd (x, y) we obtain in the limit that
ℓfd(x, y) ≤ ℓAdfd (x, y).
The argument to show mfd(x, y) ≤ mCdfd (x, y) is completely similar.
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It is clear that (3.10) implies (3.11).
Finally, Cdf ∩ Cdg ⊂ Cd(Cdf ∩ Cdg) ⊂ Cd(Cdf) = Cdf and similarly,
Cdf ∩ Cdg ⊂ Cd(Cdf ∩ Cdg) ⊂ Cdg. Intersect to get (3.12) for Cd and
the same argument yields the Ad result.
✷
Corollary 3.2. For a relation f on (X, d) let f¯ d be the closure of f in
(X ×X, d× d).
mf¯
d
d = m
f
d and ℓ
f¯d
d = ℓ
f
d ,
Cd(f¯
d) = Cdf and Ad(f¯
d) = Adf
(3.13)
Proof: This is clear from (2.12) and (3.10) because f ⊂ f¯ d ⊂ Adf ⊂
Cdf .
✷
The Conley set is the cyclic set |Cdf | = {x : (x, x) ∈ Cdf}. Since
|Cdf | is the pre-image of the closed set Cdf ⊂ X×X via the continuous
map x 7→ (x, x) it follows that |Cdf | ⊂ X is closed. The Aubry Set is
the cyclic set |Adf | ⊂ X which is similarly closed.
From (3.4) we clearly have |Adf | ⊂ |Cdf |.
On |Cdf | the relation Cdf ∩ Cdf−1 is a closed equivalence relation
and on |Adf | Adf ∩Adf−1 is a closed equivalence relation.
Define the symmetrized functions
smfd(x, y) = max{mfd(x, y), mfd(y, x)},
sℓfd(x, y) = max{ℓfd(x, y), ℓfd(y, x)}.
(3.14)
Proposition 3.3. Let f be a relation on X. Let x, y, z ∈ X
(a) smfd(x, y) ≤ sℓfd(x, y)
(b) The functions smfd and sℓ
f
d are symmetric and satisfy the tri-
angle inequality.
(c) The functions smfd , sℓ
f
d : X × X → R are Lipschitz with Lips-
chitz constant less than or equal to 2.
(d)
smfd(x, y) = 0 ⇐⇒ (x, y), (y, x) ∈ Cdf and so x, y ∈ |Cdf |,
sℓfd(x, y) = 0 ⇐⇒ (x, y), (y, x) ∈ Adf and so x, y ∈ |Adf |.
(3.15)
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(e)
y ∈ |Cdf | =⇒ smfd(x, y) ≤ d(x, y),
y ∈ |Adf | =⇒ sℓfd(x, y) ≤ d(x, y).
(3.16)
(f) If z ∈ |Cdf | then mfd(x, y) ≤ max(mfd(x, z), mfd(z, y)).
Proof: (a) is obvious as is symmetry in (b), i.e. smfd(x, y) = sm
f
d(y, x)
and sℓfd(x, y) = sℓ
f
d(y, x). The triangle inequality for sℓ
f
d follows from
sℓfd(x, z) + sℓ
f
d(z, y) ≥ ℓfd(x, z) + ℓfd(z, y) ≥ ℓfd(x, y),
sℓfd(x, z) + sℓ
f
d(z, y) ≥ ℓfd(z, x) + ℓfd(y, z) ≥ ℓfd(y, x),
(3.17)
with a similar argument for for smfd . imply that sℓ
f
d satisfies the triangle
inequality.
By Proposition 2.2(c)mfd and ℓ
f
d are Lipschitz. Then (c) follows from
Lemma 1.1.
The equivalences in (d) are obvious. By transitivity, (x, y), (y, x) ∈
Cdf implies (x, x), (y, y) ∈ Cdf . Similarly, for Adf .
(e) If smfd(y, y) = 0 then sm
f
d(x, y) = sm
f
d(x, y)−smfd(y, y) ≤ d(x, y)
by (c). Similarly, for sℓfd .
(f) follows from Proposition 2.2(b).
✷
We immediately obtain the following.
Corollary 3.4. The map sℓfd restricts to define a pseudo-metric on
|Adf | and induces a metric on the quotient space of Adf ∩Adf−1 equiv-
alence classes. Furthermore, the projection map from |Adf | to the space
of equivalence classes has Lipschitz constant at most 2 with respect to
this metric.
The map smfd restricts to define a pseudo-ultrametric on |Cdf | and
induces an ultrametric on the quotient space of Cdf ∩Cdf−1 equivalence
classes. Furthermore, the projection map from |Cdf | to the space of
equivalence classes has Lipschitz constant at most 2 with respect to this
metric.
✷
Let f1 and f2 be relations on X1 and X2, respectively. Recall that
h : X1 → X2 maps f1 to f2 when h ◦ f1 ◦ h−1 = (h× h)(f1) ⊂ f2, i.e. if
(x, y) ∈ f1 implies (h(x), h(y)) ∈ f2. It then follows that h maps f−11
to f−12 .
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Proposition 3.5. Let f1 and f2 be relations on (X1, d1) and (X2, d2),
respectively. Assume h : X1 → X2 maps f1 to f2.
(a) If h is uniformly continuous, then h maps Cd1f1 to Cd2f2 and
Cd1f1 ∩ Cd1f−11 to Cd2f2 ∩ Cd2f−12 . So h maps each Cd1f1 ∩ Cd1f−11
equivalence class in |Cd1f1| into a Cd2f2 ∩ Cd2f−12 equivalence class in
|Cd2f2|.
(b) If h is Lipschitz, then h maps Ad1f1 to Ad2f2 and Ad1f1∩Ad1f−11
to Ad2f2 ∩ Ad2f−12 . So h maps each Ad1f1 ∩ Ad1f−11 equivalence class
in |Ad1f1| into a Ad2f2 ∩Ad2f−12 equivalence class in |Ad2f2|.
Proof: This obviously follows from Proposition 2.3.
✷
We conclude this section with some useful computations.
Recall that
(3.18) Zd = {(x, y) : d(x, y) = 0}.
Proposition 3.6. Let f be a relation on X and A be a nonempty,
closed subset of X
(a) For x, y ∈ X
ℓ1A∪fd (x, y) = min(ℓ
f
d(x, y), ℓ
1A
d (x, y)),
ℓ1X∪fd (x, y) = min(ℓ
f
d(x, y), d(x, y)),
sℓ1X∪fd (x, y) = min(sℓ
f
d(x, y), d(x, y)),
sℓ1X∪fd (x, y) = sℓ
f
d(x, y) if x ∈ |Adf |.
(3.19)
(b)
Ad(1A ∪ f) = Zd ∩ (A×A) ∪Adf,
Ad(1X ∪ f) = Zd ∪Adf.(3.20)
sℓ1X∪fd is a pseudo-metric on X whose associated metric space is the
quotient space of X by the equivalence relation Zd ∪ (Adf ∩ Adf−1).
The quotient map has Lipschitz constant at most 2.
Proof: (a) By (2.12) ℓ1A∪fd ≤ min(ℓfd , ℓ1Ad ). By (2.7) ℓ1Xd = d.
Let [a, b] ∈ (1A ∪ f)n. If (ai, bi) ∈ 1A for all i then omit all but
one of the pairs to obtain an element of 1×1A . Otherwise, omit the pairs
(ai, bi) ∈ 1A and renumber. We then obtain a sequence in f×m for some
m with 1 ≤ m ≤ n. Furthermore, in either case the xy chain-length
has not increased. For example, if (ai, bi) ∈ 1A for some 1 < i < n then
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since ai = bi the triangle inequality implies d(bi−1, ai+1) ≤ d(bi−1, ai) +
d(bi, ai+1). It follows that ℓ
1X∪f
d ≥ min(ℓfd , ℓ1Ad ).
sℓ1X∪fd (x, y) = max[min(ℓ
f
d(x, y), d(x, y)),min(ℓ
f
d(y, x), d(x, y))]. This
is d(x, y) except when d(x, y) > ℓfd(x, y) and d(x, y) > ℓ
f
d(y, x), i.e.
d(x, y) > sℓfd(x, y) in which case it is sℓ
f
d(x, y).
(b) If x ∈ |Adf | then by (3.16) min(sℓfd(x, y), d(x, y)) = sℓfd(x, y).
It follows x ∈ |Ad(1A∪ f)| iff ℓfd(x, y) = 0 or ℓ1Ad (x, y) = 0. By (2.11)
the latter is true iff x, y ∈ A with d(x, y) = 0 since A is closed. Thus,
(3.20) holds and the rest is obvious.
✷
If A,B are subsets of X then we can regard A× B as a relation on
X . For any relation g on X we clearly have:
(3.21) (A×B) ◦ g ◦ (A× B) ⊂ A×B.
Lemma 3.7. If A and B are nonempty subsets of (X, d) and x, y ∈
X,then
mA×Bd (x, y) = max(d(x,A), d(y, B)) and
ℓA×Bd (x, y) = d(x,A) + d(y, B)
(3.22)
where d(x,A) = inf{d(x, z) : z ∈ A}.
Proof: If [a, b] ∈ (A × B)n then (a1, bn) ∈ A × B with xy chain-
length d(x, a1) + d(y, bn) no larger than the xy chain-length for [a, b]
and with xy chain-bound max(d(x, a1), d(y, bn)) no larger than the xy
chain-bound for [a, b]. This proves (3.22).
✷
From Proposition 3.6 we immediately get
Corollary 3.8. If A and B are nonempty subsets of X and x, y ∈ X
then
(3.23) ℓ
1X∪(A×B)
d (x, y) = min[d(x, y), d(x,A) + d(y, B)].
✷
Remark: If A = B then sℓ
1X∪(A×A)
d = ℓ
1X∪(A×A)
d is the pseudo-
metric on X induced by the equivalence relation 1X ∪ (A × A) corre-
sponding to smashing A to a point.
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Lemma 3.9. For x, y, z ∈ X
m
f∪{(z,z)}
d (x, y) =
min[ mfd(x, y), max[min(m
f
d(x, z), d(x, z)), min(m
f
d(z, y), d(z, y)) ].
(3.24)
In particular, with z = y or z = x
(3.25)
m
f∪{(y,y)}
d (x, y) = m
f∪{(x,x)}
d (x, y) = min[m
f
d(x, y), d(x, y)].
If (z, z) ∈ Cdf , i.e. z ∈ |Cdf |, then mf∪{(z,z)}d = mfd.
Proof: Since f ⊂ f∪{(z, z)} we have mf∪{(z,z)}d ≤ min(mfd , m{(z,z)}d ).
Let [a, b] ∈ (f ∪ {(z, z)})×n. If (z, z) occurs more than once in [a, b]
we can eliminate the repeat and all of the terms between them without
increasing the xy chain-bound. Thus, we may take the infimum over
those [a, b] in which (z, z) occurs at most once.
The infimum of the xy chain-bounds in f×n is mfd(x, y).
• The xy chain-bound of (z, z) ∈ (f∪{(z, z)})×1 is max(d(x, z), d(z, y)).
• If [a, b] varies in (f ∪{(z, z)})×n with n > 1 and (ai, bi) = (z, z)
only for i = 1, then the infimum of the xy chain-bounds is
max(d(x, z), mfd(z, y)).
• If [a, b] varies in (f ∪{(z, z)})×n with n > 1 and (ai, bi) = (z, z)
only for i = n, then the infimum of the xy chain-bounds is
max(mfd(x, z), d(z, y)).
• If [a, b] varies in (f ∪{(z, z)})×n with n > 2 and (ai, bi) = (z, z)
only for some i with 1 < i < n, then the infimum of the xy
chain-bounds is max(mfd(x, z), m
f
d(z, y)).
Equation (3.24) then follows from Lemma 1.1.
If (z, z) ∈ Cdf then f ⊂ f ∪ {(z, z)} ⊂ Cdf . So mCdfd ≤ mf∪{(z,z)}d ≤
mfd by (2.12) and so they are equal by (3.10).
✷
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4. Lyapunov Functions
A Lyapunov function for a relation f on a pseudo-metric space (X, d)
is a continuous map L : X → R such that
(4.1) (x, y) ∈ f =⇒ L(x) ≤ L(y).
We follow [1] in using functions increasing on orbits rather than de-
creasing.
The set of Lyapunov functions contains the constants and is closed
under addition, multiplication by positive scalars, max, min and post
composition with any continuous non-decreasing function on R. A
continuous function which is a pointwise limit of Lyapunov functions
is itself a Lyapunov function.
We define for a real-valued function L the relation
(4.2) ≤L = {(x, y) : L(x) ≤ L(y)}.
This is clearly reflexive and transitive. By continuity of L the relation
≤L is closed and so contains Zd.
The Lyapunov function condition (4.1) can be restated as:
(4.3) f ⊂ ≤L .
For a Lyapunov function L and x ∈ X we have
(4.4) L(z) ≤ L(x) ≤ L(w) for z ∈ f−1(x), w ∈ f(x)
The point x is called an f -regular point for L when the inequalities are
strict for all z ∈ f−1(x), w ∈ f(x). Otherwise x is called an f -critical
point for L. Notice, for example, that if f−1(x) = f(x) = ∅ then these
conditions hold vacuously and so x is an f -regular point.
We denote by |L|f the set of f -critical points for L. Clearly,
(4.5) |L|f = π1(A) ∪ π2(A) where A = f ∩ (L× L)−1(1R),
and π1, π2 : X ×X → X are the two coordinate projections.
Definition 4.1. Let F be a transitive relation on (X, d) and let L be
a collection of Lyapunov functions for F . We define three conditions
on L.
ALG If L1, L2 ∈ L and c ≥ 0 then
L1 + L2,max(L1, L2),min(L1, L2), cL1, c,−c ∈ L.
CON For every sequence {Lk} of elements of L there exists a sum-
mable sequence of positive real numbers {ak} such that ΣkakLk
converges uniformly to an element of L.
POIN If (x, y) 6∈ Zd∪F then there exists L ∈ L such that L(y) < L(x),
i.e. Zd ∪ F =
⋂
L∈L ≤L.
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Theorem 4.2. Assume (X, d) is separable. Let F be a closed, transi-
tive relation and L be a collection of Lyapunov functions for F which
satisfies ALG, CON and POIN. There exists a sequence {Lk} in L such
that
(4.6)
⋂
k
≤Lk = Zd ∪ F.
If {ak} is a positive, summable sequence such that L = Σn akLk ∈ L
then L is a Lyapunov function for F such that Zd ∪ F = ≤L and
(4.7) x ∈ F (y) =⇒ L(y) < L(x) unless y ∈ F (x)
In particular,
(4.8) |L|F = |F |
Proof: For each (x, y) ∈ (X × X) \ (Zd ∪ F ) use POIN to choose
Lxy ∈ L such that Lxy(y) < Lxy(x) and then neighborhoods Vxy of y
and Uxy of x such that supLxy|Vxy < inf Lxy|Uxy and so ≤Lxy is disjoint
from Uxy×Vxy. Because (X, d) is separable, it is second countable and
so (X ×X) \ (Zd ∪ F ) is Lindelo¨f. Choose a sequence of pairs (xk, yk)
so that {Uxkyk × Vxkyk} covers (X ×X) \ (Zd ∪ F ) and let Lk = Lxkyk .
Since Zd ∪ F ⊂≤L for any Lyapunov function L, (4.6) holds.
Now with L = Σk akLk, (4.6) implies Zd∪F = ≤L. If x ∈ F (y) and
d(y, x) = d(x, y) = 0 then (y, x) ∈ F implies (x, x), (y, y), (x, y) ∈ F ,
because F is closed. Hence, y ∈ F (x). Assume (x, y) 6∈ Zd. Since
x ∈ F (y), Lk(y) ≤ Lk(x) for all k. If equality holds for all k then
(x, y) ∈ ⋂k ≤Lk= Zd ∪ F . Since (x, y) 6∈ Zd we have y ∈ F (x). If,
instead, the inequality is strict for some k then since ak > 0, L(y) <
L(x), proving (4.7).
If x 6∈ |F | then for z ∈ F−1(x) and w ∈ F (x) we have x ∈ F (z)
but not z ∈ F (x) else by transitivity x ∈ |F |. Hence, L(z) < L(x).
Similarly, L(x) < L(w). Thus, x 6∈ |L|F .
✷
Definition 4.3. For a relation f on (X, d) and K > 0, a function
L : X → R is called Kℓfd dominated if for all x, y ∈ X
(4.9) L(x)− L(y) ≤ Kℓfd(x, y),
Kmfd dominated if for all x, y ∈ X
(4.10) L(x)− L(y) ≤ Kmfd(x, y).
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Theorem 4.4. Let f be a relation on (X, d).
(a) If L is a Kℓfd dominated function then it is a Lyapunov function
for Adf and so is a Lyapunov function for f . If L is a Km
f
d domi-
nated function then it is a Kℓfd dominated function and is a Lyapunov
function for Cdf .
(b) If L is a Lyapunov function for f which is Lipschitz with respect
to d with Lipschitz constant at most K then it is a Kℓfd dominated
function and so is a Adf Lyapunov function.
Proof: (a) If (x, y) ∈ Adf then ℓfd(x, y) = 0 and so for a Kℓfd
dominated function L(x) − L(y) ≤ 0. Similarly, if (x, y) ∈ Cdf and
L is Kmfd dominated, then L(x) − L(y) ≤ 0. Since mfd ≤ ℓfd a Kmfd
dominated function is a Kℓfd dominated function.
(b) Assume L is an f Lyapunov function with Lipschitz constant K
and x, y ∈ X . For any [a, b] ∈ f×n we note that each L(ai)−L(bi) ≤ 0
since (ai, bi) ∈ f and L is a Lyapunov function for f . Hence,
L(x)− L(y) = L(x)− L(a1) + L(a1)− L(b1) + L(b1)− L(a2)+
... + L(an)− L(bn) + L(bn)− L(y) ≤
L(x)− L(a1) + Σn−1i=1 L(bi)− L(ai+1) + L(bn)− L(y) ≤ Kℓ.
(4.11)
where ℓ is the xy chain-length of [a, b]. Taking the infimum over the
sequences [a, b] we obtain (4.9). Hence, L is a Adf Lyapunov function
by part (a).
✷
Proposition 4.5. Let f ⊂ g be relations on (X, d). For any z ∈ X, the
function defined by x 7→ ℓgd(x, z) is a bounded, 1ℓfd dominated function,
and the function defined by x 7→ mgd(x, z) is a bounded, 1mfd dominated
function.
Proof: By the directed triangle inequalities for ℓgd and m
g
d we have
(4.12)
ℓgd(x, z)− ℓgd(y, z) ≤ ℓgd(x, y) and mgd(x, z)−mgd(y, z) ≤ mgd(x, y)
Since f ⊂ g, ℓgd(x, y) ≤ ℓfd(x, y) and mgd(x, y) ≤ mfd(x, y) by (2.12).
✷
Theorem 4.6. For f a relation on (X, d) let Lℓ be the set of bounded,
continuous functions which are Kℓfd dominated for some positive K.
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Each L ∈ Lℓ is a Adf Lyapunov function and so satisfies
(4.13) Adf ⊂ ≤L and |Adf | ⊂ = |L|Adf .
The collection Lℓ satisfies the conditions ALG, CON, and POIN with
respect to F = Adf .
Proof: Each L in Lℓ is a Adf Lyapunov function by Theorem 4.4
and so the first inclusion of (4.13) follows by definition. Clearly, if
(x, x) ∈ Adf then x is a Adf critical point.
For Lℓ ALG is easy to check, see, e.g. Lemma 1.1. For CON let
{Lk} be a sequence in Lℓ and choose for each k, Mk ≥ 1 which bounds
|Lk(x)| for all x ∈ X and so that Lk is Mkℓdf dominated. If {bk} is any
positive, summable sequence with
∑
bk = 1, then ak = bk/Mk > 0 is
summable and Σk akLk converges uniformly to a function which is 1ℓ
d
f
dominated. Thus, CON holds as well.
Now assume (x, y) 6∈ Zd ∪ Adf . Let g = 1X ∪ f . By Proposition
4.5 L(w) = ℓgd(w, y) defines a 1ℓ
f
d dominated function which is a Adf
Lyapunov function by Theorem 4.4(a).
By Proposition 3.6 L(w) = min(ℓfd(w, y), d(w, y)). Hence, L(y) = 0.
Since (x, y) 6∈ Zd ∪Adf , L(x) > 0. This proves POIN.
✷
Theorem 4.7. For f a relation on (X, d) let Lm be the set of bounded,
continuous functions which are Kmfd dominated for some positive K.
Each L ∈ Lm is a Cdf Lyapunov function and so satisfies
(4.14) Cdf ⊂ ≤L and |Cdf | ⊂ |L|Cdf .
The collection Lm satisfies the conditions ALG, CON, POIN with re-
spect to F = Cdf .
Proof: Each L in Lm is a Cdf Lyapunov function by Theorem 4.4
and so the first inclusion of (4.14) follows by definition. Clearly, if
(x, x) ∈ Cdf then x is a Cdf critical point.
For Lm ALG again follows from Lemma 1.1. For CON let {Lk} be
a sequence in Lm and choose for each k, Mk ≥ 1 which bounds |Lk(x)|
for all x ∈ X and such that Lk is Mkmfd dominated. If {bk} is any
positive, summable sequence with
∑
bk = 1, then ak = bk/Mk > 0
is summable and Σk akLk converges uniformly to a function which is
1mfd . Thus, CON holds as well.
Now assume (x, y) 6∈ Zd ∪Cdf . Let g = f ∪ {(y, y)}. By Proposition
4.5 L(w) = mgd(w, y) defines a 1m
f
d dominated function. By Equation
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(3.25) L(w) = min(ℓfd(w, y), d(w, y)). Hence, L(y) = 0. Since (x, y) 6∈
Zd ∪ Cdf , L(x) > 0. This proves POIN.
✷
5. Conley and Aubry-Mather Relations for Uniform
Spaces
Let U be a uniformity on X with gage Γ, the set of all bounded
pseudo-metrics d on X such that the uniformity U(d) is contained in
U.
For a relation f on X we define the Conley relation and Aubry-
Mather relation associated with the uniformity.
(5.1) CUf =
⋂
d∈Γ
Cdf, and AUf =
⋂
d∈Γ
Adf
with |CUf | the Conley set and |AUf | the Aubry set.
Thus, CUf and AUf are closed, transitive relations on X which con-
tain f . We define Gf to be the intersection of all the closed, transitive
relations which contain f . Thus, Gf is the smallest closed, transitive
relation which contains f . Clearly,
(5.2) f ⊂ Gf ⊂ AUf ⊂ CUf.
Thus, (x, y) ∈ CUf if for every d ∈ G and every ǫ > 0 there exists
[a, b] ∈ f×n with n ≥ 1 such that the xy chain-bound of [a, b] with
respect to d is less than ǫ.
If [a, b] ∈ f×n with n ≥ 1 and U ∈ U we say that [a, b] is an xy, U
chain for f if (x, a1), (b1, a2), . . . (bn−1, an), (bn, y) ∈ U . Clearly, then
[a, b]−1 is a yx, U−1 chain for f−1.
Since the V ǫd ’s for d ∈ Γ(U) and ǫ > 0 generate the uniformity, it
is clear that the pair (x, y) ∈ CUf iff for every U ∈ U there exists an
xy, U chain for f . This provides a uniformity description of CUf .
Similarly, (x, y) ∈ AUf if for every d ∈ G and every ǫ > 0 there
exists [a, b] ∈ f×n with n ≥ 1 such that the xy chain-length of [a, b]
with respect to d is less than ǫ.
Following [16] we obtain a uniformity description of AUf .
If ξ = {Uk : k ∈ N} is a sequence of elements of U and (x, y) ∈
X × X, we call [a, b] ∈ f×n an ξ sequence chain from x to y if there
is an injective map σ : {0, . . . , n} → N such that (bi, ai+1) ∈ Uσ(i) for
i = 0, . . . , n with b0 = x, an+1 = y.
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Theorem 5.1. For a relation f on a uniform space (X,U), (x, y) ∈
AUf iff for every sequence ξ in U there is a ξ sequence chain from x
to y.
Proof: Assume (x, y) satisfies the sequence chain condition. If d ∈
Γ(U) and ǫ > 0 the chain-length with respect to d of any sequence
chain with ξ = {V dǫ/2n} from x to y is less than ǫ. Hence, (x, y) ∈ Adf .
As d was arbitrary, (x, y) ∈ ⋂d∈Γ Adf = AUf .
Now let (x, y) ∈ AUf and ξ = {Uk : k ∈ N} be a sequence in U. We
must show that there is a ξ sequence chain from x to y.
Let V0 = X ×X . For k ∈ N, inductively choose Vk = V −1k ∈ U such
that Vk ◦ Vk ◦ Vk ⊂ Vk−1 ∩Uk. By the Metrization Lemma [12] Lemma
6.12, there exists a pseudo-metric d ≤ 1 such that Vk ⊂ V d1/2k−1 ⊂ Vk−1
for k ∈ N. It follows that d ∈ Γ and since V d1/2k ⊂ Uk it follows that if
ξ′ = {V d1/2k} then a ξ′ sequence chain is a ξ sequence chain. It suffices
to show that there is a ξ′ sequence chain from x to y.
Lemma 5.2. Let φ : R→ [0,∞) be given by φ(0) = 0 and φ(t) = e−1/t2
for t 6= 0. So that φ is a C∞ such that
(i) For all t > 0, φ′(t) > 0 and for all
√
2/3 > t > 0, φ′′(t) > 0.
(ii) For ǫ = e−3/2/2, d¯(x, y) = φ−1(min(d(x, y), ǫ)) defines a pseudo-
metric on X with U(d¯) = U(d) ⊂ U and so d¯ ∈ Γ.
(iii) If {αk} is a finite or infinite, non-increasing sequence of non-
negative numbers with
∑
k αk < φ
−1(ǫ) < 1 then d¯(x, y) ≤ αk
implies d(x, y) < 2−k, for all k ∈ N.
Proof: (i) is an easy direct computation.
(ii) Observe that if ψ : [0, a]→ R is C2 with ψ(0) = 0, ψ′(t) > 0 and
ψ′′(t) < 0 for 0 < t < a then for all t, s ≤ a/2, ψ(t)+ψ(s)−ψ(t+s) ≥ 0,
because with t fixed it is true for s = 0 and the derivative with respect
to s is positive for a− t > s > 0. It follows that if d is a pseudo-metric
with d ≤ a/2 then ψ(d) is a pseudo-metric. Clearly, U(ψ(d)) = U(d).
For (ii) we apply this with ψ = φ−1.
(iii) Observe that for all k ∈ N, φ(1/k) = e−k2 < 2−k. Each αk <
φ−1(ǫ) and so d¯(x, y) ≤ αk iff d(x, y) ≤ φ(αk). If φ(αk) ≥ 2−k then
for 1 ≤ j ≤ k φ(αj) ≥ φ(αk) ≥ 2−k ≥ φ(1/k) and so αj ≥ 1/k for
j = 1, . . . , k. Hence,
∑
j αj ≥ k(1/k) = 1 > φ−1(ǫ), contradicting the
assumption on the sum.
✷
Since (x, y) ∈ AUf , there exists [a, b] ∈ f×n for some n ≥ 1 such
that with respect to the metric d¯, the xy chain-length of [a, b] is less
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than φ−1(ǫ). Let b0 = x and an+1 = y. Let k 7→ i(k) be a bijection
on {1, . . . , n + 1} so that the sequence αk = d(bi(k)−1, ai(k)) is non-
increasing. From (iii) it follows that (bi(k)−1, ai(k)) ∈ V d2−k for k =
1, . . . , n+1 and so [a, b] is a ξ′ sequence chain from x to y as required.
✷
It is clear that (Gf)−1 is the smallest closed, transitive relation which
contains f−1. So from (3.9) we obtain:
(5.3)
G(f−1) = (Gf)−1, AU(f
−1) = (AUf)
−1, CU(f
−1) = (CUf)
−1,
and so again we may omit the parentheses.
Proposition 5.3. For a relation f on a uniform space (X,U), the
image f(X) is dense in CUf(X) and the domain f
−1(X) is dense in
CUf
−1(X).
Proof: Let A = f(X) and let y ∈ CUf(x). If U ∈ U and [a, b] ∈ f×n
is an xy, U chain, then bi ∈ A for all i and so y ∈ U(A). Because A
is closed, it equals the intersection
⋂
U∈U U(A). Thus, CUf(X) ⊂ A.
Replacing f by f−1 we obtain the domain result.
✷
From (3.8) we obtain monotonicity: If f ⊂ g are relations on (X,U)
then
(5.4) Gf ⊂ Gg, AUf ⊂ AUg, CUf ⊂ CUg,
Again the operators are idempotent.
Proposition 5.4.
f ⊂ g ⊂ CUf =⇒ CUf = CUg,
f ⊂ g ⊂ AUf =⇒ AUf = AUg,
f ⊂ g ⊂ Gf =⇒ Gf = Gg.
(5.5)
Proof: For any d ∈ Γ, f ⊂ g ⊂ CUf ⊂ Cdf and so by (3.11) and
montonicity, Cdf = Cdg. Intersect over d ∈ Γ. The proof for AU is
similar.
Finally, if F is a closed, transitive relation then F = GF .
✷
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Proceeding just as with (3.12) we see that for relations f and g on
(X,U)
CUf ∩ CUg = CU(CUf ∩ CUg),
AUf ∩AUg = AU(AUf ∩AUg),
Gf ∩ Gg = G(Gf ∩ Gg).
(5.6)
If U1 and U2 are uniformities on X then
(5.7) U1 ⊂ U2 =⇒ CU2f ⊂ CU1f and AU2f ⊂ AU1f.
More generally, we have
Proposition 5.5. If h : (X1,U1) → (X2,U2) is a continuous map
which maps the relation f1 on X1 to f2 on X2, then h maps Gf1 to Gf2.
If, in addition, h is uniformly continuous, then h maps CU1f1 to CU2f2,
and maps AU1f1 to AU2f2.
Proof: If h is continuous then, (h×h)−1(Gf2) is a closed, transitive
relation which contains f1 and so contains Gf1.
Now assume that h is uniformly continuous. Let d2 ∈ Γ(U2). By
uniform continuity, d1 = h
∗d2 ∈ Γ(U1), where
(5.8) h∗d2(x, y) = d2(h(x), h(y)).
Thus, h : (X1, d1) → (X2, d2) is Lipschitz. In fact, it is an isometry.
By Proposition 3.5, h maps AU1f1 ⊂ Ad1f into Ad2f and similarly for
C. Intersect over all d2 ∈ Γ(U2).
✷
For a relation f on X let f [1,k] =
⋃k
j=1 f
j for any positive integer k.
Let f [0,k] = 1X ∪ f [1,k]. If d is a pseudo-metric on X and f is a map on
X we let dk = maxkj=0 (f
j)∗d. Let d0 = d.
Corollary 5.6. Let k ≥ 2 be an integer and f be a continuous map on
a uniform space (X,U).
(5.9) Gf = f [1,k−1] ∪ G(fk) ◦ f [0,k−1],
and |G(fk)| = |Gf |.
If f is a uniformly continuous map, then
(5.10)
AUf = f
[1,k−1] ∪ AU(fk)◦f [0,k−1], CUf = f [1,k−1] ∪ CU(fk)◦f [0,k−1],
and |AU(fk)| = |AUf |, |CU(fk)| = |CUf |.
Proof: If F is a closed relation on X and f is a continuous map on
X then F ◦f is a closed relation. For suppose {(xi, yi)} is a net in F ◦f
converging to (x, y). Then {f(xi)} converges to f(x) by continuity and
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{(f(xi), yi)} is a net in F converging to (f(x), y). Since F is closed,
(f(x), y) ∈ F and (x, y) ∈ F ◦ f .
Hence, f [1,k−1] ∪ G(fk) ◦ f [0,k−1] is a closed relation which contains
f . Since f ⊂ Gf , transitivity of Gf implies that fk ⊂ Gf . Hence,
G(fk) ⊂ Gf . Transitivity again implies f [1,k−1] ∪ G(fk)◦f [0,k−1] ⊂ Gf .
Because f maps fk to fk it follows from Proposition 5.5 that it maps
G(fk) to itself. Hence, f [0,k−1] ◦ G(fk) ⊂ G(fk) ◦ f [0,k−1]. Furthermore,
f [0,k−1]◦f [1,k−1] ⊂ f [1,k−1]∪fk◦f [0,k−1]. It follows that f [1,k−1] ∪ G(fk)◦
f [1,k−1] is transitive and so contains Gf since it is closed and contains
f .
It clearly, follows that |G(fk)| ⊂ |Gf |. Assume that x ∈ |Gf |. From
(5.9) it follows that either x ∈ f j(x) for some j ∈ [1, k−1] or x ∈ G(fk)◦
f j(x) for some j ∈ [0, k−1]. If x = f j(x) then x = (f j)k(x) = (fk)j(x)
and so x ∈ G(fk)(x). Similarly, since f j maps G(fk) to itself,
(G(fk) ◦ f j)k ⊂ (G(fk))k ◦ (f j)k ⊂ G(fk)
and so x ∈ |G(fk)| if x ∈ G(fk) ◦ f j(x).
Transitivity again implies fk ⊂ AUf ⊂ CUf , and so monotonicity
and transitivity imply
AUf ⊃ f [1,k−1] ∪ AU(fk) ◦ f [0,k−1],
CUf ⊃ f [1,k−1] ∪ CU(fk) ◦ f [0,k−1].
(5.11)
Now assume that f is a uniformly continuous map. Notice that if
[a, b] ∈ f×n then bi = f(ai) for i = 1, . . . , n. Observe that if x ∈ X and
j ≤ k
d(f j(a1), aj+1) ≤ Σji=1 d(f j−i+1(ai), f j−i(ai+1))
≤ Σj−1i=1 dk(f(ai), ai+1),
and d(f j(x), f j(a1)) ≤ dk(x, a1).
(5.12)
Let (x, y) ∈ AU. For α = (d, ǫ) ∈ Γ× (0,∞) there exists [a, b]α ∈ fnα
with xy chain-length with respect to d less than ǫ.
If nα < k frequently then for some j ∈ [1, k − 1] frequently nα = j
and it follows from continuity of f that y = f j(x).
Instead assume that eventually nα ≥ k. If ǫ > 0 and d1 ∈ Γ(U),
there exists d ≥ d1 and [a, b] ∈ f×n with n ≥ k so that the xy chain-
length of [a, b] with respect to dk is less than ǫ. Let n = j + qk with
j ∈ [0, k − 1] and q ≥ 1. The sequence
[a, b]k = (aj+1, f
k(aj+1)), (aj+k+1, f
k(aj+k+1)) . . .
(aj+(q−1)k+1, f
k(aj+(q−1)k+1)) ∈ (fk)×q,
(5.13)
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and with y = anα+1, (5.12) implies that the f
j(x)y chain-length with
respect to d and so with respect to d1 is less than ǫ. Since d1 was
arbitrary it follows that y ∈ G(fk) ◦ f [0,k−1](x).
For CUf we proceed as before, but use chain-bound less than ǫ/k.
For |AU(fk)| and |CU(fk)| we use the same argument as for |G(fk)|
above.
✷
If a real-valued function on X is uniformly continuous with respect
to some d ∈ Γ(U) then it is uniformly continuous from (X,U). In
particular, for every d ∈ Γ(U) and f ⊂ X × X , the functions ℓfd and
mfd are uniformly continuous from (X ×X,U×U). It follows that the
sets CUf,AUf ⊂ X ×X and |CUf |, |AUf | ⊂ X are closed.
As before, a Lyapunov function for a relation f on a uniform space
(X,U) is a continuous map L : X → R such that (x, y) ∈ f implies
L(x) ≤ L(y). Hence, the relation ≤L ⊂ X ×X is closed.
As in Definition 4.1
Definition 5.7. Let F be a closed, transitive relation on a Hausdorff
uniform space (X,U) and let L be a collection of Lyapunov functions
for F . We define three conditions on L.
ALG If L1, L2 ∈ L and c ≥ 0 then
L1 + L2,max(L1, L2),min(L1, L2), cL1, c,−c ∈ L.
CON For every sequence {Lk} of elements of L there exists a sum-
mable sequence of positive real numbers {ak} such that ΣkakLk
converges uniformly to an element of L.
POIN If (x, y) 6∈ 1X∪F then there exists L ∈ L such that L(y) < L(x),
i.e. 1X ∪ F =
⋂
L∈L ≤L.
Theorem 5.8. Let f be a relation on a Hausdorff uniform space (X,U)
with gage Γ.
(a) let Lℓ be the set of bounded, uniformly continuous functions which
are Kℓfd dominated for some d ∈ Γ and some positive K. Each L ∈ Lℓ
is a AUf Lyapunov function and so satisfies
(5.14) AUf ⊂ ≤L and |AUf | ⊂ = |L|AUf .
The collection Lℓ satisfies the conditions ALG, CON, and POIN with
respect to F = AUf .
(b) let Lm be the set of bounded, uniformly continuous functions
which are Kmfd dominated for some d ∈ Γ and some positive K. Each
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L ∈ Lm is a CUf Lyapunov function and so satisfies
(5.15) CUf ⊂ ≤L and |CUf | ⊂ = |L|CUf .
The collection Lm satisfies the conditions ALG, CON, and POIN with
respect to F = CUf .
Proof: If {dk} is a sequence in Γ and Kk ≥ 1 so that dk ≤ Kk and
{Kkak} is a summable sequence of positive reals, then by Lemma 10.1
d = Σk (ak)dk ∈ Γ. Furthermore,
(5.16) akℓ
dk
f = ℓ
akdk
f ≤ ℓdf and akmdkf = makdkf ≤ mdf .
So if L is Kℓdkf dominated then it is (K/ak)ℓ
d
f dominated. Thus, if
{Lk} is a sequence in Lℓ we can choose d ∈ Γ such that each Lk is
Kkℓ
d
f dominated for some Kk. Then ALG and CON follow for Lℓ from
Theorem 4.6 for (X, d).
Now assume that (x, y) 6∈ 1X ∪ AUf . Because X is Hausdorff there
exists d1 ∈ Γ such that d1(x, y) > 0. There exists d2 ∈ Γ such that
(x, y) 6∈ Ad2f . Let d = d1 + d2. Since ℓd2f ≤ ℓdf it follows that (x, y) 6∈
Zd ∪ Adf . From Theorem 4.6 again there exists a function L which
is d uniformly continuous, Kℓdf dominated for some K and satisfied
L(x) > L(y). Hence, L ∈ Lℓ with L(x) > L(y), proving POIN.
The results in (b) for Lm are proved exactly the same way with
Theorem 4.6 replaced by Theorem 4.7.
✷
Theorem 5.9. Let f be a relation on a uniform space (X,U).
If L is a Lyapunov function for f , then L is a Lyapunov function
for Gf .
If L is a uniformly continuous Lyapunov function for f , then L is a
Lyapunov function for AUf .
Proof: If L is a Lyapunov function for f then, by continuity of L,
≤L is a closed, transitive relation which contains f and so contains Gf .
If L is bounded and uniformly continuous, then dL(x, y) = |L(x) −
L(y)| is a pseudo-metric in Γ(U). Let (x, y) ∈ AUf and ǫ ∈ (0, 1).
There exists [a, b] ∈ f×n such that the xy chain-length of [a, b] with
respect to dL is less than ǫ. Since L is a Lyapunov function for f , we
have that L(ai) ≤ L(bi) for i = 1, . . . , n.
L(y)− L(x) = L(y)− L(bn) + Σni=1 L(bi)− L(ai)+
Σn−1i=1 L(ai)− L(bi+1) + L(a1)− L(x).
(5.17)
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The first sum is non-negative and the rest has absolute value at most
the chain-length. Hence, L(y) − L(x) ≥ −ǫ. Since ǫ was arbitrary,
L(y)− L(x) ≥ 0.
If L is unbounded then for each positiveK, LK = max(min(L,K),−K)
is a bounded, uniformly continuous Lyapunov function and so is an
AUf Lyapunov function. If (x, y) ∈ AUf then by choosing K large
enough we have LK(x) = L(x) and LK(y) = L(y). So L(y)− L(x) =
LK(y)− LK(x) ≥ 0.
✷
Corollary 5.10. Let f be a relation on a Tychonoff space X and let
UM be the maximum uniformity compatible with the topology. Let L
be the set of all bounded, Lyapunov functions for f . Each L ∈ L is a
Lyapunov function for AUMf and
(5.18) 1X ∪AUMf =
⋂
L∈L
≤L
Proof: With respect to the maximum uniformity every continuous
real-valued function is uniformly continuous. So every L ∈ L is a
Lyapunov function for AUMf by Theorem 5.9. Hence 1X ∪ AUMf ⊂⋂
L∈L ≤L. The reverse inclusion follows from POIN in Theorem 5.8
(a).
✷
Theorem 5.11. Let F be a closed, transitive relation on a Hausdorff
uniform space (X,U) whose topology is second countable. Let L be a
collection of Lyapunov functions for F which satisfies ALG, CON and
POIN. There exists a sequence {Lk} in L such that
(5.19)
⋂
k
≤Lk = 1X ∪ F.
If {ak} is a positive, summable sequence such that L = Σn akLk ∈ L
then L is a Lyapunov function for F such that 1X ∪ F = ≤L and
(5.20) x ∈ F (y) =⇒ L(y) < L(x) unless y ∈ F (x)
In particular,
(5.21) |L|F = |F |
Proof: Proceed just as in the proof of Theorem 4.2 using the fact
that (X ×X) \ (1X ∪ F ) is Lindelo¨f.
✷
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For a metrizable space X we let Γm(X) be the set of metrics com-
patible with the topology on X .
Theorem 5.12. Let f a a relation on a Hausdorff uniform space
(X,U) whose topology is second countable. There exist bounded, uni-
formly continuous Lyapunov functions Lℓ, Lm for f such that
1X ∪AUf = ≤Lℓ , 1X ∪ CUf = ≤Lm and,
x ∈ AUf(y) =⇒ Lℓ(y) < Lℓ(x) unless y ∈ AUf(x),
x ∈ CUf(y) =⇒ Lm(y) < Lm(x) unless y ∈ CUf(x)
(5.22)
In particular,
(5.23) |Lℓ|AUf = |AUf |, and |Lm|CUf = |CUf |
Furthermore, there exists a metric d ∈ Γm(X) ∩ Γ(U) such that Lℓ
and Lm are Lipschitz functions on (X, d) and
(5.24) AUf = Adf and CUf = Cdf.
Proof: The pseudo-metrics chosen below are all assumed bounded
by 1. We can always replace d by min(d, 1).
We apply Theorem 5.11 to Lℓ and AUf and to Lm and CUf and
obtain Lℓ ∈ Lℓ and Lm ∈ Lm which satisfy (5.22) and (5.23). We may
assume that each maps to [0, 1]. In particular, there exist d1, d2 ∈ Γ(U)
and positive K1, K2 so that Lℓ is K1ℓ
d1
f dominated and Lm is K2m
d2
f
dominated.
Let B be a countable base and D be a countable dense subset of
X . For each pair (x, U) with U ∈ B and x ∈ U ∩ D there exists
d = d(x,U) ∈ Γ(U) and a rational ǫ > 0 such that the ball V dǫ (x) ⊂ U
For each x 6∈ |AUf | there exists dx,1 ∈ Γ(U) such that ℓdx,1f (x, x) > 0
and for each x 6∈ |CUf | there exists dx,2 ∈ Γ(U) such that mdx,2f (x, x) >
0. These are open conditions and so we can choose a sequence {d3, d4, . . . }
in G and a positive sequence {a1, a2, . . . } with sum = 1 so that d defined
by d(x, y) = 1
3
[|Lℓ(x)− Lℓ(y)|+ |Lm(x)− Lm(y)|+ Σ∞i=1aidi] satisfies
(i) d ∈ Γ(U).
(ii) The U(d) topology is that of X , i.e. d ∈ Γm(X).
(iii) x 6∈ |AUf | implies ℓdf(x, x) > 0, and x 6∈ |CUf | impliesmdf (x, x) >
0.
(iv) There exist positive Kℓ and Km so that Lℓ is Kℓℓ
d
f dominated
and Lm is Kmm
d
f dominated.
Condition (i) follows from Lemma 10.1. Condition (ii) implies that
d is a metric since X is Hausdorff. From condition (iv) and (5.22) we
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obtain
1X ∪Adf ⊂ ≤Lℓ = 1X ∪AUf,
1X ∪ Cdf ⊂ ≤Lm = 1X ∪ CUf.
(5.25)
On the other hand, d ∈ Γ(U) implies AUf ⊂ Adf and CUf ⊂ Cdf .
Hence, if (x, y) ∈ Adf \ AUf then (x, y) ∈ 1X and so ℓdf(x, x) = 0. By
condition (iii) this implies x ∈ |AUf | and so (x, y) = (x, x) ∈ AUf . This
contradiction proves the first equation in (5.24). The second follows
similarly.
Clearly, Lℓ and Lm are Lipschitz with Lipschitz constant at most 3.
✷
If UM the maximum uniformity compatible with the topology for
a metrizable space X , then since such a space is paracompact, UM
consists of all neighborhoods of the diagonal. The gage Γ(UM) con-
sists of all pseudo-metrics which are continuous on X . In particular,
Γm(X) ⊂ Γ(UM).
Corollary 5.13. Let f be a relation on a second countable Tychonoff
space X and let UM be the maximum uniformity compatible with the
topology. There exists a metric d0 ∈ Γm(X) such that
(5.26) AUMf = Ad0f and CUMf = Cd0f.
Furthermore,
(5.27) AUMf =
⋂
d∈Γm(X)
Adf and CUMf =
⋂
d∈Γm(X)
Cdf.
Proof: A second countable Hausdorff space is metrizable, i.e. there
exists a metric d¯ with the U(d¯) topology that ofX . Thus, d¯ ∈ Γm(X) ⊂
Γ(UM). If d0 ∈ Γ(UM), then d = d¯+ d0 is a metric in Γ(UM) and so is
continuous. Since d ≥ d¯ it follows that the U(d) topology is that of X
as well, i.e. d ∈ Γm(X). Furthermore,
AUMf ⊂ Adf ⊂ Ad0f
CUMf ⊂ Cdf ⊂ Cd0f.
(5.28)
Hence, the intersection over Γm(X) yields the same result as intersect-
ing over the entire gage, Γ(UM). Furthermore, if d0 is a metric in Γ(U)
satisfying (5.24) then (5.24) together with (5.28) implies (5.26).
✷
For d a metric on X , U(d) is the uniformity generated by V dǫ for
all ǫ > 0. We say that d generates the uniformity U(d) and that U is
metrizable if U = U(d) for some metric d. The Metrization Theorem,
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Lemma 6.12 of [12], implies that a Hausdorff uniformity is metrizable
iff it is countably generated. Two metrics d1 and d2 generate the same
uniformity exactly when they are uniformly equivalent. That is, the
identity maps between (X, d1) and (X, d2) are uniformly continuous.
For a metrizable uniformity U we let Γm(U) = {d : d is a metric with
U(d) = U}.
If (X, d) is a metric space and the set of non-isolated points is not
compact, then the maximum uniformity UM is not metrizable even
if X is second countable. Since a metric space is paracompact, UM
consists of all neighborhoods of the diagonal. By hypothesis there is
a sequence {x1, x2, . . . } of distinct non-isolated points with no con-
vergent subsequence and so we can choose open sets Gi pairwise dis-
joint and with xi ∈ Gi. We can choose yi ∈ Gi \ {xi} such that
ǫi = d(xi, yi) → 0 as i → ∞ and let ǫ0 = 1. Let G0 be the com-
plement of a closed neighborhood of {xi} in
⋃∞
i=1Gi. Thus, {Gi} is
a locally finite open cover. Choose {φi} a partition of unity, i.e. each
φi is a continuous real-valued function with support in Gi and with
Σiφi = 1. Define ψ(x) = Σiǫiφi(x)/2. In particular, ψ(xi) = ǫi/2 for
i = 1, 2, . . . . Thus, ψ is a continuous, positive function with infimum
0. So U = {(x, y) : d(x, y) < ψ(x)} is a neighborhood of the diagonal
disjoint from {(xi, yi) : i = 1, 2, . . . }. But if ǫi < ǫ then (xi, yi) ∈ V dǫ . It
follows that for any metric d compatible with the topology of X there
exists a neighborhood of the diagonal, and so an element of UM , which
is not in U(d).
Theorem 5.14. Let (X,U) be a uniform space with U metrizable and
let f be a relation on X.
(a) For every d ∈ Γm(U), CUf = Cdf .
(b) AUf =
⋂
d∈Γm(U)
Adf .
Proof: If d¯ ∈ Γ(U) and d1 ∈ Γm(U) then d = d¯ + d1 ∈ Γm(U)
and Cdf ⊂ Cd¯f . Thus, we need only intersect over Γm(U) to get CUf .
Similarly, for AUf .
On the other hand, if d1, d2 ∈ Γm(U) then d1 and d2 are uniformly
equivalent metrics and so Proposition 3.5 implies that Cd1f = Cd2f .
Hence, the intersection CUf is this common set.
✷
There are special constructions for the Conley relations.
Definition 5.15. Let f be a relation on a uniform space (X,U).
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(a) A set A ⊂ X is called U inward if there exists U ∈ U such
that U(f(A)) ⊂ A, or, equivalently, if there exist d ∈ Γ(U) and
ǫ > 0 such that A is (V dǫ ◦ f) +invariant.
(b) A U uniformly continuous function L : X → [0, 1] is called a U
elementary Lyapunov function for f if (x, y) ∈ f and L(x) > 0
imply L(y) = 1.
If U = UM for the space X , then a U inward set A for f is just
called an inward set for f . For a paracompact Hausdorff space any
neighborhood of a closed set is a UM uniform neighborhood and so a
set A is inward for a relation f on such a space iff f(A) ⊂ A◦. A
continuous function L : X → [0, 1] is UM uniformly continuous and
we will call a UM elementary Lyapunov function just an elementary
Lyapunov function.
Observe for L : X → [0, 1] that if L(x) = 0 or L(y) = 1 then
L(y) ≥ L(x). So an elementary Lyapunov function is a Lyapunov
function. In addition, the points of GL = {x : 1 > L(x) > 0} are
regular points for L and so |L|f ⊂ L−1(0) ∪ L−1(1) with equality if f
is a surjective relation.
If u : X → R is a bounded real-valued function we define the pseudo-
metric du on X by du(x, y) = |u(x)−u(y)|. If u is uniformly continuous
on (X,U) then du ∈ Γ(U).
Theorem 5.16. Let f be a relation on a uniform space (X,U).
(a) If A is a U inward subset for f then there exist d ∈ Γ(U) and ǫ >
0 such that V dǫ (f(A)) ⊂ A◦. In particular, A1 = A◦ and A2 =
V dǫ (f(A)) are U inward with A1 open, A2 closed and f(A) ⊂
A2 ⊂ A1 ⊂ A.
(b) Let A be an open U inward subset for f . If for d ∈ Γ(U) and
ǫ > 0 V dǫ (f(A)) ⊂ A, then V dǫ (CUf(A)) ⊂ A. In particular, A
is a U inward subset of X for CUf and is and is (V
d
ǫ ◦ CUf)
+invariant.
(c) If A is a U inward subset for f , then there exists B a closed U
inward subset for f−1 such that A◦ ∪ B◦ = X and B ∩ f(A) =
∅ = A ∩ f−1(B).
(d) If A is a U inward subset of X, then there exists a U uniformly
continuous elementary Lyapunov function L for f such that
L−1(0) ∪A = X and f(A) ⊂ L−1(1).
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(e) If L is a U elementary Lyapunov function for f and 1 ≥ ǫ > 0,
then A = {x : L(x) > 1− ǫ} is an open set such that
f(A) ⊂ CUf(A) ⊂ CdLf(A) ⊂ L−1(1),
V dLǫ (f(A)) ⊂ V dLǫ (CUf(A)) ⊂ V dLǫ (CdLf(A)) ⊂ A.
(5.29)
In particular, L is a U(dL) elementary Lyapunov function for
CdLf and hence is a U elementary Lyapunov function for CUf
and for f .
(f) If L is a U elementary Lyapunov function for f , then 1− L is
a U elementary Lyapunov function for f−1.
Proof: (a) There exist d ∈ Γ and ǫ > 0 such that V d2ǫ(f(A)) is
contained in A and so is contained in A◦. For a subset B of X , x ∈
B implies d(x,B) = 0 and so V dǫ (f(A)) ⊂ V d2ǫ(f(A)) and f(A) ⊂
V dǫ (f(A)).
(b) Assume that x ∈ A and z ∈ V dǫ (CUf(x)). So there exist z1 ∈
CUf(x) and ǫ1 > 0 such that d(z1, z) < ǫ. There exist d1 ∈ Γ and
ǫ1 > 0 such that V
d1ǫ1(x) ⊂ A and d(z1, z) + ǫ1 < ǫ. Let d¯ = d + d1.
There exists [a, b] ∈ f×n such that the xz1 chain-bound of [a, b] with
respect to d¯ is less than ǫ1. Because d1(x, a1) < d¯(x, z1) < ǫ1, a1 ∈ A.
Since b1 ∈ f(A) and d(b1, a2) < d¯(b1, a2) < ǫ, a2 ∈ A. Inductively,
we obtain ai ∈ A and bi ∈ f(A) for i = 1, . . . , n. Finally, d(bn, z) ≤
d¯(bn, z1) + d(z1, z) < ǫ. So z ∈ A.
(c) Let d ∈ Γ and ǫ > 0 be such that V d2ǫ(f(A)) is contained in A and
so is contained in A◦. Let B = X\V dǫ (f(A)) so that B◦ = X\V dǫ (f(A)).
Thus, B is closed, A◦ ∪ Bcirc = X and B ∩ f(A) = ∅. Assume that
(x, y) ∈ f and z ∈ Vǫ(x). If y ∈ B then x 6∈ A and so x 6∈ V d2ǫ(f(A))
and z 6∈ V dǫ (f(A)). That is, z ∈ B. Thus, V dǫ (f−1(B)) ⊂ B. Finally, if
y ∈ B then y 6∈ f(A) and so x 6∈ A. That is, f−1(B) ∩ A = ∅.
(d) Assume that V dǫ (f(A)) ⊂ A. Let L(x) = max(ǫ−d(x, f(A)), 0)/ǫ.
If (x, y) ∈ f and L(x) > 0 then d(x, f(A)) < ǫ and so x ∈ A. Then
y ∈ f(A) implies L(y) = 1.
(e) Clearly, f(A) ⊂ L−1(1). Let ǫ > ǫ1 > 0. We show that
V dLǫ1 (CdLf(A)) ⊂ {y : L(y) > 1− ǫ1}. Assume x ∈ A, y ∈ V dLǫ1 (CdLf(x).
So there exists z ∈ CdLf(x) with dL(z, y) < ǫ1. Choose ǫ2 > 0 so that
dL(z, y) + ǫ2 < ǫ1 and L(x) > 1− ǫ+ ǫ2. Since L is uniformly continu-
ous, dL ∈ Γ(U) and so there exists [a, b] ∈ f×n such that the xz chain-
bound of [a, b] with respect to dL is less than ǫ2. Since dL(x, a1) < ǫ2,
a1 ∈ A. Hence, b1 ∈ L−1(1). Inductively, ai ∈ A and bi ∈ L−1 for
all i = 1, . . . , n. Finally, dL(bn, y) ≤ dL(bn, z) + dL(z, y) < ǫ1. Since
L(bn) = 1, L(y) > 1− ǫ1. Letting ǫ1 → 0 we obtain CdLf(A) ⊂ L−1(1).
Letting ǫ1 → ǫ we obtain V dLǫ (CdLf(A)) ⊂ {y : L(y) > 1− ǫ} = A.
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(f) The contrapositive of the definition of an elementary Lyapunov
function says that if (x, y) ∈ f with L(y) < 1 then L(x) = 0. It follows
that 1− L is an elementary Lyapunov function for f−1.
✷
Proposition 5.17. Let f be a relation on a uniform space (X,U),
ǫ > 0 and d ∈ Γ(U). Let K ⊂ X be closed and compact.
(a) For x ∈ X, the set {y : ℓfd(x, y) < ǫ} is an open subset of X
containing Adf(x) ⊃ AUf(x). It is Adf +invariant and so is AUf
+invariant.
AUf(K) =
⋂
d∈Γ,ǫ>0
⋃
x∈K
{y : ℓfd(x, y) < ǫ},
K ∪AUf(K) =
⋂
d∈Γ,ǫ>0
⋃
x∈K
{y : min(ℓfd(x, y), d(x, y)) < ǫ}
(5.30)
(b) For x ∈ X, the set {y : mfd(x, y) < ǫ} is an open subset of
X containing V dǫ ◦ Cdf ◦ V dǫ (x) ⊃ V dǫ ◦ CUf ◦ V dǫ (x). It is V dǫ ◦ Cdf
+invariant and so is V dǫ ◦ CUf and V dǫ ◦ f +invariant. In particular,
{(x, y) : mfd(x, y) < ǫ} is a U inward set for f .
CUf(K) =
⋂
d∈Γ,ǫ>0
⋃
x∈K
{y : mfd(x, y) < ǫ},
K ∪ CUf(K) =
⋂
d∈Γ,ǫ>0
⋃
x∈K
{y : min(mfd(x, y), d(x, y)) < ǫ}
(5.31)
Proof: The sets are open because ℓdf and m
d
f are continuous. The
set in (a) clearly contains Adf(x) = {y : ℓfd(x, y) = 0}. If (y, z) ∈ Adf
then by Proposition 2.2 ℓfd(x, z) ≤ ℓfd(x, y) + ℓfd(y, z) = ℓfd(x, y) < ǫ.
If y ∈ V dǫ ◦ Cdf(z) with mfd(x, z) < ǫ then there exists z1 ∈ Cdf(z)
with d(z1, y) < ǫ. Let ǫ1 > 0 and such that d(z1, y)+ǫ1, m
f
d(x, z)+2ǫ1 <
ǫ. There exist [a, b] ∈ f×n and [c, d] ∈ f×m such that with respect to d
the xz chain-bound of [a, b] is less than mfd(x, z)+ǫ1 and the zz1 chain-
bound of [c, d] is less than ǫ1. Notice that d(bn, c1) ≤ d(bn, z)+d(z, c1) <
ǫ and d(cm, y) ≤ d(cm, z1) + d(z1, y) < ǫ. Hence, the xy chain-bound of
the concatenation [a, b] · [c, d] is less than ǫ. Thus, {y : mfd(x, y) < ǫ}
is (V dǫ ◦ Cdf) +invariant.
Similarly, if y ∈ Vǫ ◦ Cdf(z) with d(x, z) < ǫ then there exists
z1 ∈ Cdf(z) with d(z1, y) < ǫ. Let ǫ1 > 0 and such that d(z1, y) +
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2ǫ1, d(x, z) + 2ǫ1 < ǫ. There exists [c, d] ∈ f×m such that with re-
spect to d the zz1 chain-bound of [c, d] is less than ǫ1. Notice that
d(x, c1) ≤ d(x, z) + d(z, c1) < ǫ and d(cm, y) ≤ d(cm, z1) + d(z1, y) < ǫ.
Hence, the xy chain-bound of the concatenation [c, d] is less than ǫ.
Thus, {y : mfd(x, y) < ǫ} contains V dǫ ◦ Cdf ◦ V dǫ (x).
If Q : X ×X → R is a continuous function with Q ≥ 0, then we let
Q(K, y) = inf{Q(x, y) : x ∈ K}. Clearly, Q(K, y) ≤ ǫ iff there exists
x ∈ K such that Q(x, y) < ǫ. Also,
(5.32) {x : Q(K, y) = 0} =
⋂
ǫ>0
{x : Q(K, y) < ǫ}.
Furthermore, if K is compact then Q(K, y) = 0 iff there exists x ∈ K
such that Q(x, y) = 0.
Recall from (3.19) that ℓf∪1Xd (x, y) = min(ℓ
f
d(x, y), d(x, y)) and from
(3.25) that m
f∪{(x,x)}
d (x, y) = min(m
f
d(x, y), d(x, y)).
LetQd(x, y) = m
f∪{(x,x)}
d (x, y) so thatQd(K, y) = min(m
f
d(K, y), d(K, y)).
Observe that if d1, d2 ∈ Γ(U) and ǫ1, ǫ2 ≥ 0 then with d = d1 + d2 and
ǫ = min(ǫ1, ǫ2),
(5.33)
{(x, y) : Qd(x, y) ≤ ǫ} ⊂ {(x, y) : Qd1(x, y) ≤ ǫ1}∩{(x, y) : Qd2(x, y) ≤ ǫ2}.
So ifK is compact, and y ∈ ⋂d∈Γ,ǫ>0⋃x∈K{y : min(mfd(x, y), d(x, y)) <
ǫ} the collection of closed subsets {{x ∈ K : Qd(x, y) = 0} : d ∈ Γ(U)}
satisfies the finite intersection property and so has a nonempty inter-
section. If x ∈ K is a point of the intersection, then y ∈ K ∪ CUf(x).
This proves the second equation in (5.31). The three remaining equa-
tions in (5.30) and (5.31) follow from a similar argument with Qd equal
to ℓfd , ℓ
f∪1X
d and m
f
d .
Notice that as functions of y ℓfd(x, y) and m
f
d(x, y) are d Lipschitz
with Lipschitz constant at most 1. Hence, for any K ⊂ X , as functions
of y, ℓfd(K, y) and m
f
d(K, y) are d Lipschitz with Lipschitz constant at
most 1 as are min(ℓfd(K, y), d(K, y)) and min(m
f
d(K, y), d(K, y)).
✷
Theorem 5.18. Let f be a relation on a uniform space (X,U).
(a) If (x, y) 6∈ 1X ∪CUf , then there exists a U elementary Lyapunov
function L such that L(y) = 0 and L(x) = 1.
(b) If x 6∈ |CUf |, then there exists a U elementary Lyapunov func-
tion L such that 1 > L(x) > 0.
Proof: (a) With g = f ∪ {(x, x)}, mgd(y) = min(mfd(x, y), d(x, y))
by Lemma 3.9. By hypothesis, there exist d ∈ Γ and ǫ > 0 so that
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mgd(x, y) > ǫ. By Proposition 5.17 (b), the set A = {y : mgd(x, y) < ǫ}
is a U inward set for g. By Proposition 5.16 (d) there is a U uniformly
continuous elementary Lyapunov function L for g (and hence for f) so
that L−1(0) ∪ A = X and g(A) ⊂ L−1(1). Since x ∈ A and (x, x) ∈ g,
x ∈ g(A) and so L(x) = 1. Since y 6∈ A, L(y) = 0.
(b) By hypothesis, there exist d ∈ Γ and 1 > ǫ > 0 so thatmfd(x, x) >
2ǫ. Let A0 = V
d
ǫ (x) and A1 = {y : mfd(x, y) < ǫ}. Since mf (x, x) ≤
mfd(x, y) + d(y, x), it follows that A0 and A1 are disjoint.
By Proposition 5.17 (b) V dǫ (f(A0 ∪A1)) ⊂ A1. Let B = f(A0 ∪A1).
Define L(y) = max([ǫ − d(y, B)]/ǫ, ǫ − d(y, x), 0). If (y1, y2) ∈ f and
L(y1) > 0 then y1 ∈ A0 ∪ A1 and so y2 ∈ B. Thus, L(y2) = 1. Thus,
L is a U elementary Lyapunov function. Since x ∈ A0, d(x,B) > ǫ.
Hence, L(x) = ǫ.
✷
Definition 5.19. Let f be a relation on a uniform space (X,U). We
denote by Le the set of U elementary Lyapunov functions for f . We
say that a set L ⊂ Le satisfies the condition POIN-E for CUf if it
satisfies POIN for CUf and, in addition,
• If x 6∈ |CUf |, then there exists L ∈ Le such that 1 > L(x) > 0.
By Proposition 5.18, the set Le satisfies POIN-E for CUf .
Theorem 5.20. For f a relation on a uniform space (X,U). If L ⊂ Le
satisfies POIN-E for CUf then
CUf =
⋂
L∈L
≤L,
|CUf | =
⋂
L∈L
[L−1(0) ∪ L−1(1)] =
⋂
L∈L
|L|f .
(5.34)
Proof: The first equation follows from POIN for CUf .
If L ∈ Le then it is an elementary Lyapunov function for CUf by
Proposition 5.16 (e) and 1−L is an elementary Lyapunov function for
CUf
−1 by Proposition 5.16 (f). So with GL = {x : 1 > L(x) > 0},
(5.35) CUf(GL) ⊂ L−1(1) and CUf−1(GL) ⊂ L−1(0).
Hence, GL ∩ |CUf | = ∅, i.e. |CUf | ⊂ |L|f .
On the other hand, if x 6∈ |CUf | then by POIN-E there exists L ∈ Le
such that x ∈ GL.
✷
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If A is a +invariant subset for a relation f we denote by f∞(A) the
(possibly empty) maximum invariant subset of A, i.e. the union of all
f invariant subsets of A. We can obtain it by a transfinite construction
(5.36)
A0 = A, Aα+1 = f(Aα), Aα =
⋂
β<α
Aβ for α a limit ordinal.
The process stabilizes at α when Aα+1 = Aα which then equals f
∞(A).
Definition 5.21. If A is a U inward set for a relation f then (CUf)
∞(A)
is called the U attractor associated with A. A U attractor for f−1 is
called a U repellor for f . If A is a U inward set for f and B is a U
inward set for f−1 such that A ∪ B = X, f(A) ∩ B = ∅ = f−1(B) ∩ A
then the pair (A∞, B∞) = ((CUf)
∞(A), (CUf
−1)∞(B)) is called a U
attractor-repellor pair with B∞ = (CUf
−1)∞(B) the repellor dual to
A∞ = (CUf)
∞(A) and vice-versa.
Again, if U = UM we will drop the label U.
Proposition 5.22. Let f be a relation on a uniform space (X,U) and
let x, y ∈ X with y 6∈ {x}. The following are equivalent.
(i) y ∈ CUf(x).
(ii) For every U elementary Lyapunov function L for f , L(x) > 0
implies L(y) = 1.
(iii) For every open U inward set A for f , x ∈ A implies y ∈ A.
If x ∈ |CUf |, then these conditions are further equivalent to
(iv) For every U attractor A∞ for f , x ∈ A∞ implies y ∈ A∞.
Proof: (i) ⇒ (ii): A U elementary Lyapunov function for f is a U
elementary Lyapunov function for CUf by Theorem 5.16(e).
(i) ⇒ (iii): A U inward set for f is CUf +invariant by Theorem
5.16(b).
(ii) ⇒ (i): Apply Theorem 5.18 (a).
(iii) ⇒ (i): By Proposition 5.17 (b), with g = f ∪ {(x, x)}, {y :
mgd(x, y) < ǫ} = {y : min(mfd(x, y), d(x, y)) < ǫ} is a U inward set for g
and hence for f . So (5.31) implies that {x}∪CUf(x) is the intersection
of U inward sets.
If x ∈ |CUf |, then CUf(x) is CUf invariant and so x is contained in
an inward set A iff it is contained in the associated attractor. Hence
(iii) ⇔ (iv) in this case.
Notice that if x ∈ |CUf | then {x} is contained in the closed set
CUf(x).
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✷
Proposition 5.23. If A∞ is the U attractor associated with the U
inward set A, then A ∩ |CUf | ⊂ A∞. Furthermore,
(5.37)
|CUf | =
⋂
{A∞ ∪ B∞ : (A,B) a U attractor-repellor pair for f}.
If x ∈ |CUf | then the CUf ∩ CUf−1 equivalence class of x in |CUf | is
given by
(5.38)
(CUf∩CUf−1)(x) =
⋂
{B : B a U attractor or repellor with x ∈ B}.
Proof: For any CUf
+invariant set A, if x ∈ |CUf | then CUf(x)
is a CUf invariant subset of A and so is contained (CUf)
∞(A). So if
(A,B) is an attractor-repellor pair then |CUf | = |CUf | ∩ (A ∪ B) ⊂
|CUf | ∩ (A∞ ∪B∞).
In particular, if L is a U elementary Lyapunov function then with
A = {x : L(x) > 0} and B = {x : L(x) < 1}, the associated attractor-
repellor pair (A∞, B∞) satisfies A∞ ⊂ L−1(1), B∞ ⊂ L−1(0) and so
|CUf | ∩L−1(1) = |CUf | ∩A∞ and |CUf | ∩L−1(0) = |CUf | ∩B∞. Hence,
(5.37) follows from (5.34).
Finally, (CUf∩CUf−1)(x) = CUf(x)∩CUf−1(x). By Proposition 5.22
CUf(x) is the intersection of the attractors containing x and CUf
−1(x)
is the intersection of the repellors containing x.
✷
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6. Upper-semicontinuous Relations and Compactifications
Up to now we have generally imposed no topological conditions on
the relation f . Consider f : X → Y a relation with X and Y Tychonoff
spaces, i.e. f ⊂ X × Y . Call f a closed relation when it is a closed
subset of X × Y . Call f pointwise closed when f(x) is closed for
every x ∈ X . Call f pointwise compact when f(x) is compact for
every x ∈ X . Since f(x) is the pre-image of f by the continuous map
y 7→ (x, y) it follows that a closed relation is pointwise closed. Since Y
is Hausdorff a pointwise compact relation is pointwise closed.
If f : X → Y is a relation and B ⊂ Y , recall that f ∗(B) = {x ∈
X : f(x) ⊂ B}. For example, f ∗(∅) = {x : f(x) = ∅} which is the
complement of the domain of f , Dom(f) = f−1(X).
We will need the properties of proper maps. These are reviewed in
Appendix C.
Theorem 6.1. Let f : X → Y be a relation between Tychonoff spaces.
(a) If f is a closed relation and A ⊂ X is compact, then f(A) ⊂ Y
is closed.
(b) The following conditions are equivalent. When they hold we call
f an upper semi-continuous relation, written f is usc.
(i) If B is a closed subset of Y , then f−1(B) is a closed subset
of X.
(ii) If B is an open subset of Y then f ∗(B) is an open subset
of X.
(iii) If {xi : i ∈ I} is a net in X converging to x ∈ X and B is
an open set containing f(x) then eventually f(xi) ⊂ B.
(c) A usc relation is closed iff it is pointwise closed.
(d) If f and f−1 are usc, then f and f−1 are closed relations.
(e) Let π1 : X × Y → X be the projection map. If the restriction
π1|f : f → X is a closed map, then f is usc.
(f) The following conditions are equivalent. When they hold we
call f a compactly upper semi-continuous relation, written f is
cusc.
(i) With π1 : X × Y → X the projection map, the restriction
π1|f : f → X is a proper map.
(ii) The relation f is pointwise compact and usc.
(g) If f is cusc then f is a closed relation and A a compact subset
of X, implies that f(A) is a compact subset of Y .
(h) If X is a k-space, f is a closed relation and for every compact
subset A of X, the subset f(A) of Y is compact, then f is cusc.
(i) If f is cusc and g ⊂ f then g is cusc iff g is closed.
CHAIN RECURRENCE FOR GENERAL SPACES 41
Proof: (a) Since A is compact, the trivial map of A to a point is
proper. Hence, π2 : A × Y → Y is a closed map. If f is closed then
π2((A× Y ) ∩ f) = f(A) is closed.
(b) (i) ⇔ (ii): f ∗(B) = X \ f−1(Y \B).
(ii) ⇔ (iii): If f ∗(B) is open then eventually xi ∈ f ∗(B). If f ∗B is
not open then there is a net {xi} in the complement which converges to
a point x ∈ f ∗(B). Then f(x) ⊂ B but never f(xi) ⊂ B, contradicting
(iii).
(c) Assume f is usc and pointwise closed. Suppose {(xi, yi)} is a net
in f converging to (x, y) but with (x, y) 6∈ f and so y 6∈ f(x). Since
f(x) is closed and Y is Tychonoff, there is are disjoint open sets B,G
with f(x) ⊂ B and y ∈ G. Since f is usc, eventually f(xi) ⊂ B. In
particular, eventually yi ∈ B and so eventually yi 6∈ G. This contradicts
convergence of {yi} to y.
We saw above that a closed relation is always pointwise closed.
(d) If f−1 is usc then f(x) = (f−1)−1(x) is closed. Since f is usc, it
is closed by (c). Hence, f−1 is closed as well.
(e) If B is a closed subset of Y , then f ∩ (X ×B) is a closed subset
of f . If π1|f is a closed map then f−1(B) = π1(f ∩ (X ×B)) is closed.
(f) (i) ⇒ (ii): A proper map is closed and so f is usc by (e). Since
π1|f is proper, (π1|f)−1(x) = {x} × f(x) is compact by Proposition
11.2(a). Hence, f is pointwise compact.
(ii) ⇒ (i): We verify condition (iv) of Proposition 11.2(a). Let
{(xi, yi)} be a net in f such that {xi} converges to x ∈ X . If B is
any open set containing f(x) then eventually f(xi) ⊂ B because f
is usc. So eventually yi ∈ B. Because f(x) is compact, Lemma 9.1
implies that f(x) contains a cluster point of {yi}. That is, there is a
subnet {yi′} which converges to a point y ∈ f(x). Hence {(xi′ , yi′)}
converges to (x, y) ∈ (π1|f)−1(x).
(g) A pointwise compact relation is pointwise closed and so a cusc re-
lation is a closed relation by (b). If A ⊂ X is compact then (π1|f)−1(A)
is compact by Proposition 11.2 (c). Hence, f(A) = π2[(π1|f)−1(A)] is
compact, where π2 : X × Y → Y is the other projection.
(h) If A and f(A) are compact and f is closed then (A×f(A))∩f =
(π1|f)−1(A) is compact. So the result follows from Proposition 11.3
(a).
(i) If g is cusc then it is closed by (e) and (c). If π|f : f → X
is a proper map and g is a closed subset of f then π|g is proper by
Proposition 11.1 (d).
✷
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Remark: The condition that a pointwise compact relation be usc,
and so cusc, is weaker than the demand that x 7→ f(x) is continuous as
a function from X to the space of compact subsets with the Hausdorff
topology. For a comparison in the compact case, see [1] Chapter 7.
We call f a proper relation when both f and f−1 are cusc relations,
or, equivalently when π1|f : f → X and π2|f : f → Y are both proper
maps.
Proposition 6.2. Let f : X → Y be a map between Tychonoff spaces.
the following are equivalent:
(i) f is a continuous map.
(ii) f is a usc relation.
(iii) f is a cusc relation.
If f is continuous then f is a closed map iff f−1 is a usc relation,
and the following are equivalent
(iv) f is a proper map.
(v) f−1 is a cusc relation.
(vi) f is a proper relation.
(vii) f is a closed map and f−1(y) is compact for every y ∈ Y .
Proof: (i) ⇔ (ii): Both say that f−1(B) is closed when B is.
(ii) ⇔ (iii): because f is pointwise compact.
The relation f−1 is usc iff f(A) is closed when A is.
(iv) ⇔ (vii): by Proposition 11.2.
(v) ⇔ (vi): Since f is a continuous map it is a cusc relation so it is
a proper relation iff f−1 is a cusc relation.
(v) ⇔ (vii): Condition (vii) says that f−1 is usc and pointwise com-
pact.
✷
Theorem 6.3. Let f : X → Y and g : Y → Z be relations between
Tychonoff spaces.
(a) If f and g are usc then g ◦ f is usc.
(b) If f, g and g−1 are usc and closed, then g ◦ f is usc and closed.
(c) If f and g are cusc then g ◦ f is cusc.
(d) If f is cusc and g is closed then g ◦ f is closed.
Proof: (a) If C ⊂ Z is closed then (g ◦ f)−1(C) = f−1(g−1(C)) is
closed.
(b) By (a) g ◦ f is usc. For x ∈ X , g ◦ f(x) = g(f(x)) is closed since
f is pointwise closed and g−1 is usc. Hence, g ◦ f is pointwise closed,
and so is closed by 6.1 (c).
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(c) By Theorem 6.1(f) g ◦ f(x) = g(f(x)) is compact since f is
pointwise compact and g is cusc.
(d) Since f is cusc, π13 : f ×Z → X × Z is a closed map. Since g is
a closed relation, (f ×Z)∩ (X × g) is a closed subset and so its image
g ◦ f ⊂ X × Z is closed.
✷
Proposition 6.4. Let f, g : X → Y be relations between Tychonoff
spaces.
(a) If f and g are both closed, usc or cusc then g ∪ f satisfies the
corresponding property.
(b) If f is cusc and g is closed, then g ∩ f is cusc.
(c) Assume Y is a normal space. If f and g are both closed and
usc then g ∩ f is closed and usc.
Proof: (a) For B ⊂ Y , (f ∪ g)−1(B) = (f−1 ∪ g−1)(B) = f−1(B) ∪
g−1(B). Since the union of two closed sets is closed it follows that g∪f
is closed or usc when each of g and f is closed or usc. Furthermore,
(f ∪ g)(x) = f(x)∪ g(x) and so f ∪ g is pointwise compact when f and
g are.
(b) Apply Theorem 6.1(i).
(c) If U is an open set containing (g ∩ f)(x) = g(x) ∩ f(x) then
since f and g are closed g(x) \ U and f(x) \ U are disjoint closed sets.
Since Y is normal we can choose disjoint open sets V1 ⊃ g(x) \ U and
V2 ⊃ f(x) \ U . Hence, U1 = V1 ∪ U ⊃ g(x) and U2 = V2 ∪ U ⊃ f(x)
with U1 ∩ U2 = U . Since g and f are usc, g∗(U1) ∩ f ∗(U2) is an open
set containing x and contained in (g ∩ f)∗(U). Thus, (g ∩ f)∗(U) is a
neighborhood of x. Hence, g ∩ f is usc.
✷
Example 6.5. For f a relation on X with π1|f the first coordinate
projection, f can be usc without π1|f being closed. Furthermore, with
g ⊂ f closed, g need not be usc.
Proof: Let X = R and f = f−1 = {(t, 1/t) : t 6= 0 ∈ R} ∪
{(t, 0), (0, t) : t ∈ R}. Let g = g−1 = {(t, 1/t) : t 6= 0 ∈ R} ∪ {(0, 0)}.
✷
Now we illustrate how these conditions on a relation may be applied.
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Lemma 6.6. Let F be a closed, reflexive, transitive relation on a nor-
mal Hausdorff space X with F and F−1 usc. If A is a closed, F in-
variant set and U is an open set with A ⊂ U then there exists a closed,
F invariant set B such that A ⊂ B◦ and B ⊂ U .
Proof: Because F−1 is usc, F (A) is closed. Since F is usc, F ∗(U)
is open and since A is F invariant, A ⊂ F ∗(U). Use normality to
choose a closed set B1 so that A ⊂ B◦1 and B1 ⊂ F ∗(U). The set
B = F (B1) ⊂ U is closed because F−1 is usc and A ⊂ B◦1 ⊂ B◦
because F is reflexive.
✷
The following is a version of [13] Theorem 2, see also [3] and [4].
Theorem 6.7. Let F be a closed, transitive relation on a normal Haus-
dorff space X with F and F−1 usc. Assume that X0 is a closed subset
of X and L0 : X0 → [a, b] is a bounded, Lyapunov function for the re-
striction F0 = F ∩ (X0 ×X0). There exists L : X → [a, b] a Lyapunov
function for F such that L(x) = L0(x) for x ∈ X0.
Proof: Replacing F by F ∪ 1X , we can assume that F is reflexive
as well as transitive. Without loss of generality we can assume that
[a, b] = [0, 1].
We mimic the proof of Urysohn’s Lemma. Let Λ = Q∩ [0, 1] counted
with λ0 = 0, λ1 = 1. Let B0 = X,B1 = ∅. For all λ ∈ Λ we define the
closed set Bλ ⊂ X so that:
(a) F (Bλ) = Bλ, i.e. Bλ is F invariant.
(b) L−10 ((λ, 1]) ⊂ B◦λ.
(c) L−10 ([0, λ)) ∩ Bλ = ∅.
(d) If λ′ < λ ∈ Λ, then Bλ ⊂ B◦λ′.
Observe that if x were a point of F (L−10 ([λ, 1]) ∩ F−1(L−10 ([0, λ)),
then there would exist z1, z2 ∈ X0 with L0(z1) < λ ≤ L0(z2) and
(z2, x), (x, z1) ∈ F and so (z2, z1) ∈ F0 which would contradict the
assumption that L0 is a Lyapunov function for F0.
We repeatedly apply Lemma 6.6. We will use the notation A ⊂⊂ B
to mean A ⊂ B◦. A space is normal exactly when A ⊂⊂ B implies
there exists C such that A ⊂⊂ C ⊂⊂ B. Lemma 6.6 says that if A is
closed and F invariant and A ⊂⊂ B then there exists C closed and F
invariant such that A ⊂⊂ C ⊂⊂ B.
Proceed inductively assuming that Bλ has been defined for all λ in
Λn = {λi : i = 0, ..., n} with n ≥ 1. Let λ = λn+1 and let λ′ < λ < λ′′
the nearest points in Λn below and above λ.
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Choose a sequence {t−n } with t−0 = λ′, increasing with limit λ and
{t+n } with t+0 = λ′′, decreasing with limit λ.
Define Q−0 = Bλ′ and Q
+
0 = Bλ′′ . Inductively, apply Lemma 6.6 to
choose Q+n and then Q
−
n for n = 1, 2, ... so that F (Q
±
n ) = Q
±
n and
F (L−10 ([t
+
n , 1]) ∪Q+n−1 ⊂⊂ Q+n ⊂⊂ Q−n−1 \ (F )−1(L−10 ([0, λ]),
F (L−10 ([λ, 1]) ∪Q+n ⊂⊂ Q−n ⊂⊂ Q−n−1 \ (F )−1(L−10 ([0, t−n ]).
(6.1)
Finally, define
(6.2) Bλ =
⋂
n
Q−n ,
so that
(6.3) Bλ ⊃
⋃
n
Q+n .
It is easy to check that Bλ satisfies the required conditions, thus
extending the definitions to Λn+1. By induction they can be defined
on the entire set Λ.
Having defined the Bλ’s we proceed as in Urysohn’s Lemma to define
L(x) by the Dedekind cut associated with x. That is,
(6.4) L(x) = inf{λ : x 6∈ Bλ} = sup{λ : x ∈ Bλ}.
Continuity follows as in Urysohn’s Lemma. Because each Bλ is F
invariant, L is a Lyapunov function. The additional conditions on
these sets imply that if x ∈ X0 then x ∈ Bλ if λ < L0(x) and x 6∈ Bλ
if λ > L0(x). Hence, L is an extension of L0.
✷
Fathi and Pageault use a slightly different, asymmetric definition of
the barrier functions which yields equivalent results when f is usc.
Lfd(x, y) = inf {d(x, a1) + Σn−1i=1 d(bi, ai+1) + d(bn, y) :
[a, b] ∈ f×n with a1 = x, n = 1, 2, ...},
Mfd (x, y) = inf {max(d(x, a1), d(b1, a2), . . . , d(bn−1, an), d(bn, y)) :
[a, b] ∈ f×n with a1 = x, n = 1, 2, ...},
(6.5)
46 ETHAN AKIN AND JIM WISEMAN
So, of course, the first term, d(x, a1) = 0. For the case where x is not
in the domain of f we use the convention
(6.6)
f(x) = ∅ =⇒ Mfd (x, y) = diam(X), Lfd(x, y) = 2diam(X).
We have
(6.7) ℓfd ≤ Lfd and mfd ≤ Mfd ,
because for Lfd and M
f
d the infimum is taken over a smaller set.
Proposition 6.8. Let f be a usc relation on a Hausdorff uniform space
(X,U). For every x ∈ X, d ∈ Γ(U) and ǫ > 0, there exist d1 ∈ Γ(U)
and δ > 0 such that for all y ∈ X
ℓfd1(x, y) < δ =⇒ Lfd(x, y) < ǫ,
mfd1(x, y) < δ =⇒ Mfd (x, y) < ǫ.
(6.8)
If U = U(d) for a metric d then we can choose d1 = d.
Proof: Because f is usc, there exists d0 ∈ Γ and ǫ/2 > δ > 0 so that
f(V d0δ (x)) ⊂ V dǫ/2(f(x)). Let d1 = d0 + d. If the metric d determines
the topology on X then we can use d0 = d and use d1 = d.
Now assume ℓfd1(x, y) < δ. We need only consider sequences [a, b] ∈
f×n with xy chain-length with respect to d1 less than δ. Withm
f
d1
(x, y) <
δ, consider sequences [a, b] ∈ f×n with xy chain-bound less than δ.
In either case, d1(x, a1) < δ and so d0(x, a1) < δ. Hence, f(a1) ⊂
V dǫ/2(f(x)) and we can choose b¯1 ∈ f(x) such that d(b¯1, b1) < ǫ/2.
Replacing the initial pair (a1, b1) in [a, b] by (x, b¯1) we obtain a se-
quence with initial point x and whose chain-length is at most ǫ/2
plus the xy chain-length of [a, b] with respect to d because d(b¯1, a2) ≤
d(b¯1, b1) + d(b1, a2), or, if n = 1, the same inequality is used with y
replacing a2. The xy chain-length of [a, b] with respect to d is at most
the xy chain-length of [a, b] with respect to d1 and so at most δ < ǫ/2.
So the revised sequence which begins with x has xy chain-length with
respect to d less than ǫ. Hence, Ldf (x, y) < ǫ.
Similarly, the new chain-bound with respect to d is less than ǫ/2 plus
the xy chain-bound of [a, b] with respect to d1.
Notice in passing that if f(x) = ∅ then the chosen δ implies f(a) = ∅
for all a ∈ V d02δ (x) with d(x, a) < δ. Provided that δ has been chosen
less than the d diameter of X , then from the convention when f(x) = ∅
it easily follows that then ℓfd(x, y), m
f
d(x, y) ≥ δ for all y ∈ X and so
the result holds vacuously.
✷
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One advantage of the asymmetric definition Mfd is that, as Pageault
points out in [14], we can sharpen (2.17) to get
(6.9) Mfd (x, y) ≤ max(Mfd (x, z),Mfd (z, y)) for all z ∈ X.
From (6.7), Proposition 6.8 and Theorem 5.14 the following is obvi-
ous.
Corollary 6.9. If f is a usc relation on a Hausdorff uniform space
(X,U), then AUf = {(x, y) : Ldf (x, y) = 0 for all d ∈ Γ(U)} and
CUf = {(x, y) : Mdf (x, y) = 0 for all d ∈ Γ(U)}.
If d is a metric on X with U = U(d) then Adf = {(x, y) : Ldf (x, y) =
0} and CUf = Cdf = {(x, y) : Mdf (x, y) = 0}.
✷
Proposition 6.10. Let f be a relation on a Hausdorff uniform space
(X,U).
(a) If f is a cusc relation, then
Gf = f ∪ (Gf) ◦ f,
AUf = f ∪ (AUf) ◦ f,
CUf = f ∪ (CUf) ◦ f,
(6.10)
and if d ∈ Γ(U) is a metric whose topology is that of X then
(6.11) Adf = f ∪ (Adf) ◦ f, and Cdf = f ∪ (Cdf) ◦ f.
(b) If f−1 is a cusc relation, then
Gf = f ∪ f ◦ (Gf),
AUf = f ∪ f ◦ (AUf),
CUf = f ∪ f ◦ (CUf),
(6.12)
and if d ∈ Γ(U) is a metric whose topology is that of X then
(6.13) Adf = f ∪ f ◦ (Adf), and Cdf = f ∪ f ◦ (Cdf).
Proof: In general, if f ⊂ F and F is transitive, then f ∪ F ◦ f, f ∪
f ◦ F ⊂ F . Furthermore, each of these relations is transitive:
(f ∪ F ◦ f) ◦ (f ∪ F ◦ f) ⊂ F ◦ (1X ∪ F ) ◦ f ⊂ F ◦ f.
Similarly, for f ∪ f ◦ F . Since each of F = Gf,AUf and CUf is a tran-
sitive relation containing f , it suffices to prove the reverse inclusions.
(a) If f is cusc, then by Theorem 6.3 (d) f ∪ Gf ◦ f is a closed,
transitive relation which contains f and so contains Gf .
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Suppose (x, y) ∈ AUf . For every α = (d, ǫ) ∈ Γ × R+ there is
[a, b]α ∈ f×nα whose xy chain-length with respect to d is less than ǫ.
Since d(x, (a1)α) < ǫ and d(y, (bnα)α) < ǫ it follows that {(a1)α} → x
and {(bnα)α} → y. Since ((a1)α, (b1)α) ∈ f and π1|f : f → X is proper,
Proposition 11.2(iv) implies there is a subnet {(b1)α′} converging to
a point z with (x, z) ∈ f . Now if nα′ = 1 frequently then z = y
and (x, y) ∈ f . Otherwise we may assume all nα′ > 1 and define
[a, b]′α ∈ f×(nα′−1) by omitting the first pair.
Now given d ∈ Γ and ǫ > 0 there exists α′1 = (d1, ǫ1) so that α′1 ≺ α′
implies d((b1)α′ , z) < ǫ/2. If α
′
1 ≺ α′ = (d¯, ǫ¯) with d ≤ d¯ and ǫ/2 ≥ ǫ¯
then the zy chain-length of [a, b]′α′ with respect to d is bounded by
d((b1)α′ , z) (< ǫ/2) plus the xy chain-length of [a, b]α′ with respect to
d¯ (< d¯ < ǫ/2). It follows that ℓfd(z, y) = 0 for all d ∈ G. That is,
(x, z) ∈ f and (z, y) ∈ AUf .
The proof for CUf uses the same argument with chain-bound replac-
ing chain-length throughout.
If d is a metric in Γ with the topology that of X , then we keep the
metric fixed in the arguments above to prove the results for Adf and
Cdf .
(b) We apply the results of (a) to f−1 and invert both sides of the
equation using (f ◦ g)−1 = g−1 ◦ f−1 and (Gf)−1 = G(f−1), (Adf)−1 =
Ad(f
−1) and the similar equation for Cd.
✷
Proposition 6.11. Let f ⊂ F be relations on a set X with F transi-
tive.
(a) If A an F +invariant subset of X, then A is f +invariant. If, in
addition, F = f ∪ f ◦ F , then f(A) = F (A) for any subset A of X. In
particular, A is f invariant iff it is F invariant.
(b) If F = f ∪F ◦f then Dom(f) = Dom(F ) (Recall that Dom(f) =
f−1(X)).
(c) Assume that F = f∪F ◦f and that F1 is also a transitive relation
on X with F1 = f ∪ F1 ◦ f . If 1X ∪ F1 = 1X ∪ F , then F = F1.
(d) Assume that f ∪ F ◦ f = F = f ∪ f ◦ F . If L is a Lyapunov
function for F , then x is a regular point for f iff it is a regular point
for F , i.e. |L|f = |L|F .
(e) Assume that F = f ∪F ◦ f . If f is a mapping then f maps F to
itself, F−1 to itself and F ∩ F−1 to itself. Hence, f(|F |) ⊂ |F |. If, in
addition, F = f ∪ f ◦ F , then f(|F |) = |F | and if E is any F ∩ F−1
equivalence class in |F |, then f(E) = E.
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Proof: (a) A is f +invariant because f ⊂ F . Also, f(A) ⊂ F (A).
Conversely, if y ∈ F (A) then there exists x ∈ A with y ∈ F (x). Since
F = f ∪ f ◦ F , either y ∈ f(x) or there exists z ∈ F (x) such that
y ∈ f(z). Since A is F +invariant, z ∈ A. Hence, y ∈ f(A).
In particular, f(A) = A iff F (A) = A.
(b) Clearly, X is F−1 +invariant. Inverting the assumed equation,
we have F−1 = f−1 ∪ f−1 ◦ F−1 and so by (a), f−1(X) = F−1(X).
(c )If (y, x) ∈ F ⊂ 1X ∪F1 with y 6= x then (y, x) ∈ F1. If (x, x) ∈ F
then either (x, x) ∈ f ⊂ F1 or there exists y 6= x such that (x, y) ∈ f ⊂
F1 and (y, x) ∈ F ⊂ 1X ∪F1. Since y 6= x, (y, x) ∈ F1. By transitivity,
(x, x) ∈ F1. Thus, F ⊂ F1. Similarly, F1 ⊂ F .
(d) In any case, suppose x is a regular point for F , i.e. L on F (x)
is greater than L(x) and L on F−1(x) is less than L(x). Since f ⊂ F ,
x is a regular point for F . Conversely, suppose x is regular for f and
y ∈ F (x). Since f ∪ F ◦ f = F either y ∈ f(x) and so L(y) > L(x) or
there exists z ∈ f(x) such that y ∈ F (z). Hence, L(y) ≥ L(z) > L(x).
The argument for y ∈ F−1 is similar, using f−1 ∪ F−1 ◦ f−1 = F−1.
(e) If f is a map, then f ◦ f−1 ⊂ 1X . Hence,
F ◦ f−1 = (f ∪ F ◦ f) ◦ f−1 ⊂ 1X ∪ F,
and f ◦ F−1 ⊂ 1X ∪ F−1,
(6.14)
where the second equation follows from the first by inverting. Hence,
(f × f)(F ) = f ◦ F ◦ f−1 ⊂ F . Since f maps F to itself, it maps F−1
to itself and F ∩F−1 to itself. In particular, each F ∩F−1 equivalence
class is mapped into some equivalence class. If x is in the F ∩ F−1
equivalence class E, then, since F = f ∪ F ◦ f , either f(x) = x or
(f(x), x) ∈ F . Because (x, f(x)) ∈ f ⊂ F it follows that f(x) ∈ E.
Thus, each E is mapped into itself by f .
Now assume that F = f ∪ f ◦ F and that x, y are in the F ∩ F−1
equivalence class E. Since (x, y) ∈ F , either y = f(z) with z = x or
there exists z such that (x, z) ∈ F and f(z) = y. Since (z, y) ∈ f ⊂ F ,
z ∈ E. In either case, there z ∈ E with f(z) = y. Thus, f(E) = E.
✷
Proposition 6.12. Let f be a relation on a normal Hausdorff space
X, with UM the maximum uniformity on X. If Gf and Gf
−1 are usc
relations, i.e. for every closed subset A of X, both Gf(A) and Gf−1(A)
are closed, then 1X ∪ Gf = 1X ∪AUMf . If, in addition, f is cusc, then
Gf = AUMf .
Proof: In any case, AUMf is a closed, transitive relation which
contains f and so contains Gf .
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If (x, y) 6∈ 1X∪Gf then letX0 = {x, y}. Let L0(x) = 1 and L0(y) = 0.
Since (x, y) 6∈ 1X ∪Gf , L0 is a Lyapunov function on X0. By Theorem
6.7 there exists a Lyapunov function L for Gf with L(x) = 1 and
L(y) = 0. By Corollary 5.10 L is an AUMf Lyapunov function and so
(x, y) 6∈ AUMf .
If f is cusc then by Proposition 6.10, we can apply Proposition 6.11
(c) to obtain Gf = AUMf .
✷
We require the following lemma from [3].
Lemma 6.13. Let f be a proper relation on a paracompact, locally
compact, Hausdorff space X. There exists a clopen equivalence relation
Ef on X such that CUMf ∪ CUMf−1 ⊂ Ef and Ef (x) is a σ compact
set for every x ∈ X.
Proof: Since X is paracompact, UM consists of all neighborhoods
of the diagonal and there exists an open cover {Ui} such that {Ui} is a
locally finite collection of compacta. It follows that W =
⋃
i Ui × Ui is
a closed, symmetric element of UM with every W (x) compact, i.e. W
is a pointwise compact relation. Since UM is a uniformity there exists
V a closed, symmetric element of UM such that V ◦ V ⊂ W . If K is
any compact subset of X then there exists F a finite subset of X such
that {V (x) : x ∈ F} is a cover of K. Then V (K) ⊂ ⋃{V ◦ V (x) :
x ∈ F} ⊂ ⋃{W (x) : x ∈ F}. Since W is pointwise compact, the set
on the right is compact. Since V is closed and K is compact, V (K) is
closed by 6.1 (a) and so is compact. Since a locally compact space is a
k-space, it follows from 6.1 (h) that V = V −1 is cusc and so is proper.
Since f is proper, i.e. f and f−1 are cusc, and 1X is proper, it follows
from Proposition 6.4 (a) that F = f ∪ 1X ∪ f−1 is symmetric and cusc.
By Theorem 6.3 (c) the composition Vf = V ◦ F ◦ V ⊃ V is a cusc,
symmetric element of UM . Hence, Ef =
⋃∞
n=1(Vf)
n is an equivalence
relation. Since F ◦ Ef ⊂ Vf ◦ Ef ⊂ Ef , and Ef is a closed, transitive
relation, it follows that Gf ∪ Gf−1 ⊂ GF ⊂ Ef . Since Ef(x) ⊃ Vf(x)
is a neighborhood of x, each Ef (x) is open and since the equivalence
classes are disjoint, each is clopen. Hence, Ef =
⋃
xEf (x)×Ef(x) is a
clopen subset of X ×X . Beginning with the compact set {x} we see,
inductively, that (Vf )
n+1(x) = Vf ((Vf)
n(x)) is compact because Vf is
proper. Hence, each Ef(x) is σ compact.
Finally, since Ef is a neighborhood of the diagonal, Ef ∈ UM . For
x, y ∈ X let [a, b] ∈ f×n be a xy, Ef chain. Let b0 = x, and an+1 = y.
Hence, (ai, bi) ∈ f ⊂ Ef for i = 1, . . . , n and (bi, ai+1) ∈ Ef for i =
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0, . . . , n. By transitivity of Ef , (x, y) ∈ Ef . Hence, CUMf ⊂ Ef and by
symmetry CUMf
−1 ⊂ Ef .
✷
Theorem 6.14. Let F be a closed, transitive relation on a paracom-
pact, locally compact, Hausdorff space X with UM the uniformity of all
neighborhoods of the diagonal. Assume that X0 is a closed subset of X
and L0 : X0 → [a, b] is a bounded, Lyapunov function for the restriction
F0 = F ∩ (X0 ×X0). If either
(a) X is σ-compact, or,
(b) there exists a proper relation f on X such that F ⊂ CUMf ,
then there exists L : X → [a, b] a Lyapunov function for F such that
L(x) = L0(x) for x ∈ X0.
Proof: (a) Because X is locally compact and σ compact there is
an increasing sequence of compacta ∅ = K0, K1, . . . with union X
such that Kn ⊂ K◦n+1. Let Kn+ 1
2
= Kn ∪ (X0 ∩ Kn+1). Assume we
have a Lyapunov function Ln : Xn → [a, b] for F ∩ (Kn × Kn) with
Ln = L0 on X0 ∩Kn. Extend to define Ln+ 1
2
: Xn+ 1
2
→ [a, b] by using
L0 on X0 ∩ Kn+1. By Theorem 6.7 there exists a Lyapunov function
Ln+1 : Kn+1 → [a, b] for F ∩ (Kn+1 × Kn+1 such that Ln+1 extends
Ln+ 1
2
. Completing the inductive construction we define L : X → [a.b]
by L|Kn = Ln. Since X =
⋃
n(Kn)
◦, L is continuous and so is the
required Lyapunov function.
(b) Let Ef be a clopen equivalence relation on X as given by Lemma
6.13. Each equivalence class E is σ-compact and F ∪ F−1 +invariant.
Use (a) on E to define LE : E → [a, b] a Lyapunov function for F ∩
(E × E) which extends L0|(X0 ∩ E). Define L by L|E = LE for each
equivalence class. L extends L0. As the equivalence classes are clopen,
L is continuous. Finally, F =
⋃
E(F ∩(E×E)) and so L is a Lyapunov
function for F . ✷
Corollary 6.15. Let f be a relation on a paracompact, locally compact,
Hausdorff space X with UM the uniformity of all neighborhoods of the
diagonal.
(a) If X is σ compact, then 1X ∪ Gf = 1X ∪AUMf . If, in addition,
f is cusc, then Gf = AUMf .
(b) If f is a proper relation, then Gf = AUMf .
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Proof: As in Proposition 6.12 it suffices to show that if (x, y) 6∈
1X ∪ Gf there is a Lyapunov function L for Gf with L(x) = 1 and
L(y) = 0.
If (x, y) 6∈ 1X∪Gf then letX0 = {x, y}. Let L0(x) = 1 and L0(y) = 0.
Since (x, y) 6∈ 1X ∪Gf , L0 is a Lyapunov function on X0. By Theorem
6.14 there exists a Gf Lyapunov function L : X → [0, 1] which extends
L0. Hence, L : X → [0.1] is uniquely defined by L|Xn = Ln. Since X =⋃
n(Xn)
◦, L is continuous and so is the required Lyapunov function.
When f is cusc, as in (b), we obtain Gf = AUMf from Proposition
6.11(c).
✷
Now we consider extensions to completions and compactifications.
If X is a compact, Hausdorff space, then UM is the unique uniformity
on X and we write Cf for CUMf in the compact case. If a compact
space X is metrizable, then by Theorem 5.14, Cf = Cdf for every
continuous metric d on X . Since a compact Hausdorff space is normal
and every closed relation on a compact Hausdorff space is proper, it
follows from Proposition 6.12 that AUMf = Gf when X is compact.
Proposition 6.16. Let (X,U) be a Hausdorff uniform space with com-
pletion (X¯, U¯) so that X is a dense subset of X¯ with U the uniformity
on X induced from U¯. If f is a closed relation on X and f¯ is the
closure of f in X¯ × X¯ then
f¯ ∩ (X ×X) = f, CU¯f¯ ∩ (X ×X) = CUf,
AU¯f¯ ∩ (X ×X) = AUf.
(6.15)
If, moreover, f is a uniformly continuous map on (X,U) then f¯ is a
uniformly continuous map on (X¯, U¯)
Proof: f¯∩(X×X) = f because f is closed in the topology of X×X
which is the relative topology from X¯ × X¯.
Since f ⊂ X×X , and the pseudo-metrics of Γ(U) are the restrictions
of the pseudo-metrics in Γ(U¯) it follows from (3.6) that CU¯f∩(X×X) =
CUf . On the other hand, (5.5) implies that CU¯f¯ = CU¯f . Similarly, for
AU¯.
If f is a uniformly continuous map and x¯ ∈ X¯ then there is a net
{xi : i ∈ I} inX which converges to x¯. Since f is uniformly continuous,
{f(xi)} is Cauchy and so converges to a point y with (x, y) ∈ f¯ . If
{xj : j ∈ J} is another net converging to x, then let {0, 1} be directed
by the relation {0, 1} × {0, 1}. On I × J × {0, 1} define the net by
(i, j, 0) 7→ xi and (i, j, 1) 7→ xj . This net converges to x and so the
limit points of {f(xi)} and {f(xj)} agree. Thus, f¯ is a well-defined
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map on X¯ . Since the uniformity U¯ is generated by the closures of
U ∈ U it is easy to see that f¯ is uniformly continuous.
✷
Let B be a closed subalgebra of the Banach algebra B(X,U) of
bounded continuous functions on a Hausdorff uniform space. For any
transitive relation F on X , the set of those L ∈ B which are Lyapunov
functions for F always satisfies ALG and CON.
If B distinguishes points and closed sets then it generates a totally
bounded uniformity T(B) ⊂ U with topology compatible to that of
(X,U), see Appendix B. Let (X¯, T¯(B)) be the completion of (X,T(B)).
The space X¯ is a compact, Hausdorff space with T¯(B) its unique uni-
formity. The inclusion (X,T(B)) into (X¯, T¯(B)) is a uniform isomor-
phism onto its image and so the inclusion from (X,U) is a uniformly
continuous homeomorphism.
If h : (X1,U1)→ (X2,U2) is uniformly continuous, then
h∗ : B(X2,U2) → B(X1,U1) with h∗(u) = u ◦ h is a map of Banach
algebras with norm 1. If B1 ⊂ B(X1,U1) and B2 ⊂ B(X2,U2) are
closed subalgebras such that h∗(B2) ⊂ B1 then h : (X1,T(U1)) →
(X2,T(U2)) is uniformly continuous because for u ∈ B2 h∗du, that is,
du ◦ (h× h), is equal to dh∗u.
Lemma 6.17. Suppose that r : X × X → R is a bounded, uniformly
continuous map and let D be a dense subset of X. For z ∈ X, the
function rz : X → R is defined by rz(x) = r(x, z). If for every z ∈ D,
the function rz is contained in a closed subalgebra B of B(X,U) then
rz ∈ B for all z ∈ X.
Proof: By uniform continuity, z 7→ rz is a continuous map from X
to B(X,U). If the dense set D is mapped into the closed subset B then
all of X is.
✷
Theorem 6.18. Let f be a closed relation on a Hausdorff uniform
space (X,U). There exists B a closed subalgebra of B(X,U) such that
• B distinguishes points and closed sets in X.
• The set of f Lyapunov functions in B satisfies POIN for AUf .
With T(B) ⊂ U the totally bounded uniformity generated by B, let
(X¯, T¯(B)) be the completion of (X,T(B)) and let f¯ be the closure of f
in X¯ × X¯. The space X¯ is a compact, Hausdorff space with T¯(B) its
unique uniformity. Furthermore,
(6.16) f¯ ∩ (X ×X) = f, 1X ∪ Gf¯ ∩ (X ×X) = 1X ∪AUf.
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If f is cusc then Gf¯ ∩ (X ×X) = AUf .
If f is a uniformly continuous map, and so is cusc, such that f ∗B ⊂
B, then f¯ is a continuous map on X¯. If f is a uniform isomorphism
such that f ∗B = B, then f¯ is a homeomorphism on X¯.
Proof: Since X is a Tychonoff space, B = B(X,U) distinguishes
points and closed sets. The set of functions which are Kℓfd dominated
for some positive K and some d ∈ Γ(U) is a collection of AUf Lyapunov
functions which satisfies POIN.
Now assume that B is a closed subalgebra which satisfies these two
conditions.
To prove (6.16) it suffices, by (6.15) to show that on X that 1X ∪
AT(B)f = 1X ∪ AUf because AT(B)f¯ = Gf¯ for the compact Hausdorff
space X¯ .
Because T(B) ⊂ U, 1X ∪ AUf ⊂ 1X ∪ AT(B)f . If (x, y) 6∈ 1X ∪ AUf
then by POIN there exists L ∈ B a Lyapunov function for f such that
L(x) > L(y). Because L ∈ B it is uniformly continuous with respect
to T(B). By Theorem 5.9 L is an AT(B)f Lyapunov function. Since
L(x) > L(y), (x, y) 6∈ AT(B)f .
If f is cusc then by Proposition 6.10 AUf = f ∪ (AUf) ◦ f and
AT(B)f = f ∪ (AT(B)f) ◦ f . So by Proposition 6.11(b) we may remove
1X from the equation.
If f ∗B ⊂ B then f is uniformly continuous on (X,T(B)) and so
extends to a continuous map on the completion. If f is invertible and
f ∗B = B then the same applies to the inverse of f .
✷
Theorem 6.19. Let f be a closed relation on a Hausdorff uniform
space (X,U). There exists B a closed subalgebra of B(X,U) such that
• B distinguishes points and closed sets in X.
• The set of elementary U Lyapunov functions for f in B satisfies
POIN-E for CUf .
With T(B) ⊂ U the totally bounded uniformity generated by B, let
(X¯, T¯(B)) be the completion of (X,T(B)) and let f¯ be the closure of f
in X¯ × X¯. The space X¯ is a compact, Hausdorff space with T¯(B) its
unique uniformity. Furthermore,
(6.17) f¯ ∩ (X ×X) = f, Cf¯ ∩ (X ×X) = CUf.
If f is a uniformly continuous map, and so is cusc, such that f ∗B ⊂
B, then f¯ is a continuous map on X¯. If f is a uniform isomorphism
such that f ∗B = B, then f¯ is a homeomorphism on X¯.
CHAIN RECURRENCE FOR GENERAL SPACES 55
Proof: Again it suffices to use B = B(X,U) and as before it suffices
to prove on X that CT(B)f = CUf .
Because T(U) ⊂ U, CUf ⊂ CT(B)f .
If (x, y) 6∈ 1X ∪ CUf then by POIN-E there exists L ∈ B an elemen-
tary Lyapunov function for f such that L(x) > L(y). Because L ∈ B
it is uniformly continuous with respect to T(B) and so is a T(B) ele-
mentary Lyapunov function for f . By Theorem 5.16 L is anelementary
Lyapunov function for CT(B)f . Since L(x) > L(y), (x, y) 6∈ CT(B)f .
In this case we can eliminate the 1X term without assuming that f
is cusc.
If (x, x) 6∈ CUf , i.e. x 6∈ |CUf |, then by POIN-E there exists L ∈ B
an elementary Lyapunov function for f such that 1 > L(x) > 0. As
before L is an elementary Lyapunov function for CT(B)f . Hence, L = 1
on CT(B)f(x) and so (x, x) 6∈ CT(B)f .
The map cases are as before.
✷
The spaces we obtain from these theorems are quite large. The
conditions may well require B = B(X,U), leading to the entire uniform
version of the Stone-Cˇech compactification. However, in the second
countable case we are able to obtain a metric compactification.
Theorem 6.20. Let f be a closed relation on a Hausdorff uniform
space (X,U) with X second countable. There exists B a separable,
closed subalgebra of B(X,U) such that
• B distinguishes points and closed sets in X.
• The set of f Lyapunov functions in B satisfies POIN for AUf .
• The set of elementary U Lyapunov functions for f in B satisfies
POIN-E for CUf .
With T(B) ⊂ U the totally bounded uniformity generated by B, let
(X¯, T¯(B)) be the completion of (X,T(B)) and let f¯ be the closure of f
in X¯ × X¯. The space X¯ is a compact, metrizable Hausdorff space with
its unique uniformity T¯(B) metrizable. Furthermore,
f¯ ∩ (X ×X) = f, 1X ∪ Gf¯ ∩ (X ×X) = 1X ∪AUf,
Cf¯ ∩ (X ×X) = CUf.
(6.18)
If f is cusc then Gf¯ ∩ (X ×X) = AUf .
If f is a uniformly continuous map then, in addition, we can choose
B so that f ∗B ⊂ B and so f¯ is a continuous map on X¯. If f is
a uniform isomorphism then, in addition, we can choose B so that
f ∗B = B and so f¯ is a homeomorphism on X¯.
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Proof: Apply Theorem 5.12 to obtain a metric d ∈ Γ(U) with the
topology that of X and such that AUf = Adf , 1X ∪ AUf = ≤Lℓ and
CUf = Cdf . Let D be a countable dense subset of X .
Let dz(x) = d(x, z). Let ℓz(x) = ℓf∪1X (x, z) = min(ℓf(x, z), d(x, z)).
If B is a closed subalgebra of B(X, d) ⊂ B(X,U) which contains dz
and ℓz for all z in D then by Lemma 6.17 dz, ℓz ∈ B for all z ∈ X .
Since dz ∈ B for all z, B distinguishes points and closed sets. Each ℓz
is a Lyapunov function for Adf by Theorem 4.4 and Proposition 4.5. If
(x, y) 6∈ Adf then ℓy(y) = 0 and ℓy(x) > 0. So the Lyapunov functions
in B satisfy POIN for AUf = Adf .
Because the subspaces X×X \(1X∪CUf) and X \|CUf | are Lindelo¨f,
Theorem 5.18 implies that we can find a sequence {Li} of U elementary
Laypunov functions for f such that
• For (x, y) ∈ X×X \ (1X ∪CUf) there exists i such that Li(x) >
Li(y).
• For x ∈ X \ |CUf | there exists i such that 1 > Li(x) > 0.
If B contains {Li} then the elementary Lyapunov functions in B
satisfy POIN-E.
Thus, if B is the closed subalgebra generated by {dz : z ∈ D}∪ {ℓz :
z ∈ D} ∪ {Li} then B is a separable subalgebra of B(X, d) which
satisfies the required properties.
If f is a uniformly continuous map we extend the countable set of
generators {ui} to include {(fn)∗ui} for all positive integers n. If f
is a uniform isomorphism we use {(fn)∗ui} with all integers n. In
either case, we still have a countable set of generators and so obtain a
separable algebra B.
Since B is separable, the compact space X¯ is metrizable.
The results then follow from Theorems 6.18 and 6.19.
✷
Let f be a closed relation relation on X and let f¯ be the extension
to one of the compactifications as above X¯. If the domain of f , f−1(X)
is all of X , then it is dense in X¯ . Since the domain f¯−1(X¯) is compact
and contains f−1(X), it follows that f¯−1(X¯) = X¯ . If X¯ is merely
a completion but f is a uniformly continuous map on X then f¯ is a
uniformly continuous map on X¯ and so has domain all of X¯ . If f is
merely continuous, the domain of f¯ need not be all of X¯ . For example,
let f : (0,∞)→ (0,∞) be the continuous map with f(t) = 1/t. With
the usual metric the completion is [0,∞) and f¯ = f .
We conclude the section by considering the special results when X
is a compact Hausdorff space, so the UM is its unique uniformity. We
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need the following result which is Lemma 2.5 from [1]. Recall that a
closed relation f on a compact Hausdorff space X is proper and so
f(A) is closed if A ⊂ X is closed.
Lemma 6.21. Let F be a closed, transitive relation on a compact Haus-
dorff space X and let B be a closed subset with B ∩ |F | = ∅. There
exists a positive integer N such that if {a0, . . . , ak} is a finite sequence
in B with (ai−1, ai) ∈ F for i = 1, . . . , k, then k ≤ N .
Proof: Since F ∩ (B ×B) is disjoint from 1X , there exists an open,
symmetric U ∈ U such that F ∩ (B × B) ∩ (U ◦ U) = ∅. Since B is
compact, there is a subset {x0, . . . , xN} of B such that {U(xj) : j =
0, . . . , N} covers B. If {a0, . . . , ak} is a sequence as above with k > N
then by the Pigeonhole Principle there exist 0 ≤ i1 < i2 ≤ k which
lie in the same U(xj) and so (ai1 , ai2) ∈ U ◦ U . By transitivity of F ,
(ai1 , ai2) ∈ F , contradicting the choice of U .
✷
Proposition 6.22. Let f be a closed relation on a compact Hausdorff
space X and let A be a nonempty, closed subset of X.
(a) If A is f +invariant and A ⊂ Dom(f), then maximum closed
f invariant subset f∞(A) is closed and nonempty and equals⋂
n∈N f
n(A).
(b) If F is a closed, transitive relation on X such that F = f∪f ◦F
and A is F +invariant, then f∞(A) = F∞(A).
Proof: (a) Since Dom(f) ⊂ A, {fn(A)} is a non-increasing se-
quence of nonempty compacta and so the intersection is nonempty. If
y ∈ ⋂n∈N fn(A) then {f−1(y)∩ fn(A)} is a non-increasing sequence of
nonempty compacta with nonempty intersection f−1(y)∩⋂n∈N fn(A).
So
⋂
n∈N f
n(A) is an f invariant subset.
(b) By Proposition 6.11 and induction, fn(A) = F n(A) for all n.
Hence the intersections are equal.
✷
Theorem 6.23. Let F be a closed, transitive relation on a compact
Hausdorff space X. If A is an F +invariant closed subset, then
(6.19) F∞(A) = F (A ∩ |F |).
If G is an open set containing A then there exists a Lyapunov func-
tion L : X → [0, 1] for F such that L = 0 on X \ G and L = 1 on A.
In particular, the F +invariant open neighborhoods of A form a base
for the neighborhood system of A.
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Proof: Since x ∈ F (x) for x ∈ |F |, A ∩ |F | ⊂ F∞(A). From
invariance of F∞(A) we obtain F (A ∩ |F |) ⊂ F∞(A).
For x ∈ A \ F (A ∩ |F |), B = ({x} ∪ F−1(x)) ∩ A is closed and
disjoint from |F |. If y ∈ B ∩ F n(A) then there exists a sequence
a0, a1, . . . , an ∈ A with an = y and with ai ∈ F (ai−1) for i = 1, . . . , n.
From transitivity of F−1 it follows that ai ∈ B for all i. From Lemma
6.21 it then follows that there exists a positive integer N such that B
is disjoint from FN+1(A). Hence, x 6∈ F∞(A).
If G is an open set containing A then we let X0 = (X \ G) ∪ A.
Let L0 = 0 on X \ G and = 1 on A. Since A is F +invariant, L0 is a
Lyapunov function on X0 for F ∩(X0×X0). By Theorem 6.7 it extends
to an F Lyapunov function L on X .
For any c ∈ (0, 1) the set {x : L(x) > c} is an +invariant neighbor-
hood of A which is contained in G.
✷
These results apply directly to F = Gf = AUMf for f any closed
relation on X , see Proposition 6.10 and Corollary 6.15. For F = Cf =
CUMf we obtain special results.
If K is a closed Cf invariant set, we call K ∩ |Cf | the trace of K.
Theorem 6.24. Let f be a closed relation on a compact Hausdorff
space X. Let K be a subset of X.
(a) Assume K is closed and Cf +invariant. If G is an open set
which contains K, then there exists an open inward set A with
K ⊂ A ⊂ G and there exists an elementary Lyapunov function
L : X → [0, 1] for f such that L = 0 on X \ G and L = 1 on
K. In particular, the open inward sets which contain a closed,
Cf +invariant set form a neighborhood base of the set.
The intersection K ∩ |Cf | is a closed, Cf ∩ (|Cf | × |Cf |)
invariant subset of |Cf |.
(b) If K is closed, then following conditions are equivalent.
(i) K is Cf +invariant and is f invariant.
(ii) K is Cf invariant.
(iii) K = Cf(K ∩ |Cf |).
(iv) K is Cf +invariant and if A is an inward set which con-
tains K then the associated attractor A∞ contains K.
(c) K is an attractor iff K is closed, Cf invariant and K ∩ |Cf |
is a clopen subset of |Cf |. Conversely, if A0 is a clopen Cf ∩
(|Cf | × |Cf |) invariant subset of |Cf | then K0 = Cf(A0) is an
attractor of which A0 is the trace.
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Proof: (a) We apply the notation of the proof of Proposition 5.17(b).
Since K is assumed to be closed and Cf +invariant, K is compact
and equals K ∪ Cf(K). Let Qd(K, y) = min(mfd(K, y), d(K, y). From
the Proposition we see that K is the intersection of the inward sets
{y : Qd(K, y) < ǫ} as (d, ǫ) varies with d ∈ Γ(UM), ǫ > 0. Recall
that with d = d1 + d2 and ǫ = min(ǫ1, ǫ2), {y : Qd(K, y) ≤ ǫ} ⊂ {y :
Qd1(K, y) ≤ ǫ1} ∩ {y : Qd2(K, y) ≤ ǫ2}. It follows from compactness
that for some d ∈ Γ(UM), ǫ > 0, the compact set {y : Qd(K, y) ≤ ǫ} is
contained in G. Hence, A = {y : Qd(K, y) < ǫ} is an open inward set
with K ⊂ A ⊂ U .
If A is an open inward set containing K then X \A and K∪ (Cf)(A)
are disjoint closed sets. Since a compact Hausdorff space is normal,
there exists a continuous L : X → [0, 1] which = 0 on X \ A and = 1
on K∪(Cf)(A). Any such is clearly the required elementary Lyapunov
function.
Since x ∈ (Cf)(x) for x ∈ |Cf | it is clear that K ∩ |Cf | is a closed,
Cf ∩ (|Cf | × |Cf |) invariant subset of |Cf |.
(b) (i)⇔ (ii): By Proposition 6.10 Cf = f ∪f ◦(Cf) = f ∪(Cf)◦f
and so f(K) = Cf(K) by Proposition 6.11 (a).
(ii) ⇔ (iii): If K is Cf +invariant then K is Cf invariant iff K =
(Cf)∞(K) and the latter equals Cf(K ∩ |Cf |) by (6.19).
(ii) ⇔ (iv): If A is Cf +invariant and contains a Cf invariant set
K then the maximum Cf invariant set (Cf)∞(A) contains K. If A is
inward then A∞ = (Cf)
∞(A) is the associated attractor.
On the other hand, let K1 = Cf(K) and assume there exists x ∈ K \
K1. Let G = (Cf)
∗(X\{x}). Since K1 ⊂ X\{x}, K ⊂ G. By (a) there
exists A an inward set with K ⊂ A ⊂ G. So A∞ ⊂ Cf(G) ⊂ X \ {x}.
That is,the associated attractor does not contain K.
(c) If A is an inward set and Aˆ is a subset such that Cf(A) ⊂ (Aˆ)◦
and Aˆ ⊂ A, then Aˆ is an inward set with (Cf)∞(Aˆ) = (Cf)∞(A),
i.e. with the same associated attractor. In particular we can choose
Aˆ closed and so we see that every attractor is closed. Furthermore,
|Cf | ∩ (Cf)∞(Aˆ) = |Cf | ∩A◦ and so the trace of the attractor is clopen
in |Cf |. It is Cf ∩ (|Cf | × |Cf |) invariant by (a).
Conversely, if A0 is a clopen Cf ∩ (|Cf | × |Cf |) invariant subset of
|Cf | then K0 = Cf(A0) is a Cf invariant subset of X by (b), and it is
contained in the open set G = X \ (|Cf | \ A0) by Cf ∩ (|Cf | × |Cf |)
invariance. By (a) there exists an inward set A such that K0 ⊂ A ⊂ G.
Hence, A ∩ |Cf | = A0 and so A∞ = (Cf)∞(A) = Cf(A0) = K0. That
is, K0 is the attractor associated with A and the trace is A0.
✷
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Remark: Notice that while an attractor is necessarily closed, a Cf
invariant set need not be. For example, if X is the Cantor set and
f = 1X then Cf = 1X and every subset of X is Cf invariant.
7. Recurrence and Transitivity
We first consider recurrence.
Proposition 7.1. Let f be a relation on a uniform space (X,U) and
let d ∈ Γ(U). Let F = Gf,Adf,AUf , Cdf or CUf .
(a) The relation F is an equivalence relation iff f−1 ⊂ F and
Dom(F ) = X.
(b) If f is a continuous map on X then F is an equivalence relation
iff 1X ⊂ F .
(c) If Gf is an equivalence relation then Adf , AUf , Cdf and CUf
are equivalence relations.
Proof: (a) Clearly, if F is an equivalence relation on X which con-
tains f then 1X ∪ f−1 ⊂ F and so Dom(F ) = X .
Conversely, if f−1 ⊂ Gf then Gf−1 ⊂ GGf = Gf and so, inverting,
Gf ⊂ Gf−1. That is, Gf is symmetric. Similarly, if f−1 ⊂ F for
F = Adf,AUf,Cdf or CUf then F is symmetric. If F is symmetric
and Dom(F ) = X , then for any x ∈ X there exists y ∈ X such that
(x, y) ∈ F . By symmetry and transitivity, (y, x), (x, x) ∈ F . So F is
reflexive.
(b) If f is a continuous map then it is a cusc relation and so F =
f∪F ◦f by Proposition 6.10 (a). For any x ∈ X assume f(y) = x. Since
(y, y) ∈ F , either (y, y) ∈ f , i.e. y = f(y) = x and so (x, y) = (y, y) ∈
F , or (y, x) ∈ f and (x, y) ∈ F . As y was an arbitrary element of f−1(x)
it follows that f−1 ⊂ F . Since f is a map, X = Dom(f) ⊂ Dom(F ).
(c) If Gf is an equivalence relation then, since it is contained in F it
follows that 1X ∪ f−1 ⊂ F and so F is an equivalence relation by (a).
✷
Definition 7.2. Let f be a relation on a uniform space (X,U) and let
d ∈ Γ(U). For F = Gf,Adf,AUf , Cdf or CUf we will say that f is
totally F recurrent when F is an equivalence relation.
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Definition 7.3. A topological space X is completely Hausdorff if the
Banach algebra B(X) of bounded, real-valued continuous functions dis-
tinguish the points of X.
Thus, if X is completely Hausdorff and (x, y) ∈ X × X \ 1X , there
exists a continuous Lxy : X → [0, 1] with Lxy(x) = 0 and Lxy(y) = 1.
These maps define a continuous injection into a product of copies of
[0, 1] indexed by the points of X × X \ 1X . Conversely, if there is a
continuous injection fromX to a Tychonoff space, thenX is completely
Hausdorff.
In [6] Bing constructs a simple example of a countable, connected
Hausdorff space. On such a space the only continuous real-valued func-
tions are constants and so the space is not completely Hausdorff.
A subset A of a topological space X is called a zero-set if there exists
u ∈ B(X) such that A = u−1(0). Clearly, a zero-set in X is a closed,
Gδ subset of X . The constant functions 0 and 1 show that X and ∅ are
zero-sets. If u, v ∈ B(X) and w1 = u · v, w2 = u2 + v2 then w−11 (0) =
u−1(0)∪v−1(0) and w−12 = u−1(0)∩v−1(0). Thus, the collection of zero-
sets is closed under finite unions and finite intersections. If (X, d) is a
pseudo-metric space and A is a closed subset of X then u(t) = d(t, A)
is an element of B(X) such that A = u−1(0). That is, every closed
subset of a pseudo-metric space is a zero-set. If X is normal and A
is a closed, then A is a zero-set iff it is a Gδ set. If h : X → Y is
a continuous function and u ∈ B(Y ) then h∗u = u ◦ h ∈ B(X) and
(h∗u)−1(0) = h−1(u−1(0)). That is, the continuous pre-image of a zero-
set is a zero-set. It follows that if u ∈ B(X) and K ⊂ R is closed then
since R is a metric space K is a zero-set and so u−1(K) is a zero-set.
For a topological space X , we denote by τX the set X equipped with
the weak topology generated by the elements of B(X). That is, it is
the coarsest topology with respect to which every element of B(X) is
continuous. Equivalently, if h is a map to X from a topological space
Y , then h : Y → τX is continuous iff h∗u ∈ B(Y ) for all u ∈ B(X).
The set of complements of the zero-sets of X forms a basis for the
topology of τX . Thus, the closed sets are exactly those which are
intersections of the zero-sets of X . Thus, the “identity map” from X
to τX is continuous and B(τX) = B(X).
Proposition 7.4. Let X be a topological space.
(a) The following are equivalent.
(i) X is completely regular.
(ii) Every closed subset of X is an intersection of zero-sets.
(iii) X = τX.
(b) The following are equivalent.
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(i) X is completely Hausdorff.
(ii) Every point of X is an intersection of zero-sets.
(iii) X is a T1 space and every compact subset of X is an in-
tersection of zero-sets.
(iv) X is a T1 space and disjoint compact subsets can be distin-
guished by B(X).
(v) τX is a T1 space.
(vi) τX is a Tychonoff space.
(c) The space τX is completely regular and if h : X → Y is a
continuous function with Y completely regular, then h : τX →
Y is continuous.
(d) If d is a pseudo-metric on X then d is continuous on X × X
iff it is continuous on τX × τX. The set of all continuous
pseudo-metrics on X is the gage of the maximum uniformity
with topology that of τX.
Proof: (a) (i) ⇔ (ii): If {ui} ⊂ B(X) and A =
⋂
i u
−1
i (0) then for
every x 6∈ A there exists ui with ui(x) 6= 0, while for all i ui = 0 on
A. On the other hand, if for every x 6∈ A there exists a vx ∈ B(X)
with vx(x) 6∈ vx(A) then ux(y) = d(vx(y), vx(A)) then A ⊂ u−1x (0) and
ux(x) 6= 0. Thus, A is the intersection of the u−1x (0)’s as x varies over
X \A. Thus, A is an intersection of zero-sets iff B(X) distinguishes A
from the points of X \ A.
(ii) ⇔ (iii): The closed sets of τX are exactly the intersections of
the zero-sets of X .
(c) Since B(X) = B(τX) it is clear that τ(τX) = τX and so τX is
completely regular by (a). If A is a closed subset of Y then because
Y is completely regular, A is an intersection of zero-sets by (a). Since
h : X → Y is continuous, h−1(A) is an intersection of zero-sets in X
and so is closed in τX . Thus, h : τX → Y is continuous.
(b) (i) ⇔ (ii): Just as in (a).
(ii) ⇔ (iii): If A is compact and x 6∈ A then for each a ∈ A there
exists ua ∈ B(X) such that ua(a) = 0 and ua(x) = 1. Let va =
2max(ua − 12 , 0). That is, va(x) = 1 and va = 0 on a neighborhood
of a. By compactness there exists a finite subset A0 of A such that
u = Πa∈A0va is 1 at x and 0 on A. The converse is obvious.
(iii) ⇔ (iv): If A and B are disjoint compact sets then for every
x ∈ B there exists ux = 1 on A and has vx(x) = 0. Use ux = 1 − u
from the above proof. Again, let vx = 2max(ux − 12 , 0). As above,
there is a finite subset B0 of B so that u = Πx∈B0vx is 1 on A and 0 on
B. Again, the converse is obvious.
(ii) ⇒ (v): From (ii), every point is closed in τX .
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(v) ⇒ (vi): A T1 completely regular space is Tychonoff.
(vi) ⇒ (i): X injects into the Tychonoff space τX .
(d) If d is a continuous pseudo-metric on τX then it is a continuous
pseudo-metric on X since τX is coarser than X . If d is a contin-
uous pseudo-metric on X then (X, d) is a pseudo-metric space with
X → (X, d) continuous. Since a pseudo-metric space is completely
regular, (c) implies that τX → (X, d) is continuous. Since d is a con-
tinuous function on (X, d)× (X, d), it is continuous on τX × τX . For
a completely regular space, like τX , the collection of all continuous
pseudo-metrics is the gage of the maximum uniformity.
✷
A clopen set is clearly a zero-set. Recall that the quasi-component of
a point x ∈ X is the intersection of all the clopen sets which contain x.
In a compact space the quasi-components are the components, but even
in a locally compact space this need not be true. IfX0 = [0, 1]×{0, 1/n :
n ∈ N} and X = X0 \ {(12 , 0)} then the quasi-component of (0, 0) is
([0, 1] \ {1
2
})× {0}.
Definition 7.5. A topological space X is
• totally disconnected when the quasi-components are singletons.
• zero-dimensional when the clopen sets form a basis for the topol-
ogy.
• strongly zero-dimensional when the clopen sets contain a neigh-
borhood basis for every closed subset.
Recall from Appendix B, that we call a uniformity U zero-dimensional
when it is generated by equivalence relations.
For a space X let B0(X) consist of those u ∈ B(X) with u(X) ⊂
{0, 1}, i.e. B0(X) is the set of characteristic functions of the clopen sub-
sets. For a topological space X , we denote by τ0X the set X equipped
with the weak topology generated by the elements of B0(X). that is, it
is the coarsest topology with respect to which every element of B0(X)
is continuous. Equivalently, if h is a map to X from a topological space
Y , then h : Y → τX is continuous iff h−1(A) is clopen in Y whenever
A is a clopen subset of X .
Proposition 7.6. Let X be a topological space.
(a) The following are equivalent.
(i) X is zero-dimensional.
(ii) Every closed subset of X is an intersection of clopen sets.
(iii) X = τ0X.
If X is zero-dimensional, then it is completely regular.
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(b) The following are equivalent.
(i) X is totally disconnected.
(ii) Every point of X is an intersection of clopen sets.
(iii) X is a T1 space and every compact subset of X is an in-
tersection of clopen sets.
(iv) X is a T1 space and if A,B are disjoint compact subsets
of X then there exists a clopen set U with A ⊂ U and
B ∩ U = ∅.
(v) τ0X is a T1 space.
If X is totally disconnected, then it is completely Hausdorff.
(c) The space τ0X is zero-dimensional and if h : X → Y is a
continuous function with Y zero-dimensional, then h : τ0X →
Y is continuous.
(d) If d is a pseudo-ultrametric on X then d is continuous on X×X
iff it is continuous on τ0X × τ0X. The set of all continuous
pseudo-ultrametrics on X is the gage of the maximum zero-
dimensional uniformity with topology that of τ0X.
Proof: The proofs are completely analogous to those of Proposition
7.4. The details are left to the reader.
✷
Proposition 7.7. (a) If a space is compact and totally disconnected
then it is strongly zero-dimensional.
(b) If a space is locally compact and totally disconnected then it is
zero-dimensional.
(c) A T1 space is zero-dimensional iff it admits an embedding into
a compact, totally disconnected space.
(d) A space is totally disconnected iff it admits a continuous injec-
tion into a compact, totally disconnected space.
Proof: (a) If X is a compact Hausdorff space then disjoint closed
sets are disjoint compact sets. So (i) ⇒ (iv) of Proposition 7.6 (b)
implies that a compact, totally disconnected space is strongly zero-
dimensional.
(b) If x ∈ X and x is contained in an open set U with closure U
compact, then there exists a clopen set A0 containing x and disjoint
from the compact set U \ U . Hence, A = A0 ∩ U = A0 ∩ U is a clopen
set containing x and contained in U .
(c), (d) Using the elements of B0(X) we can inject totally discon-
nected space X , or embed a T1 zero-dimensional space into a product
of copies of {0, 1}, which is compact and totally disconnected.
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Conversely, a subspace of a zero-dimensional space is zero-dimensional
and if X injects into a totally disconnected space then it is totally dis-
connected.
✷
Questions 7.8. Does there exist a space which is completely Hausdorff
and regular, but not completely regular?
Does there exist a completely regular, totally disconnected space which
is not zero-dimensional? In particular, for a totally disconnected space
X is τX = τ0X?
Call a Hausdorff space X strongly σ-compact if there is a sequence
{Kn} of compacta covering X such that A∩Kn closed for all n implies
A is closed. Equivalently, by taking complements, we have that A∩Kn
is open in Kn for all n implies A is open. Consequently, if A ∩Kn is
clopen in Kn for all n then A is clopen. Observe that the condition is
a strengthening of the condition that X be a k-space.
Proposition 7.9. (a) If X is a locally compact, σ-compact Haus-
dorff space then X is strongly σ-compact.
(b) If q : X → Y is a quotient map with Y Hausdorff and X Haus-
dorff and strongly σ-compact, then Y is strongly σ-compact.
(c) X is strongly σ-compact iff it is a Hausdorff quotient space of
a locally compact, σ-compact Hausdorff space.
(d) If X is a strongly σ-compact, Hausdorff space, then X is nor-
mal.
(e) If X is strongly σ-compact and totally disconnected, then X is
strongly zero-dimensional.
Proof: (a) If {Kn} is an increasing sequence of compacta with Kn ⊂
K◦n+1 and
⋃
nKn = X then A∩Kn open in Kn implies A∩K◦n is open
in X and so A =
⋃
nA ∩K◦n is open.
(b) Assume that {Kn} is a sequence of compacta in X which de-
termine the topology. Assume that B ⊂ Y is such that B ∩ q(Kn) is
closed for every n. Then q−1(B ∩ q(Kn))∩Kn = q−1(B)∩Kn is closed
for every n. Hence, q−1(B) is closed since the sequence determines the
topology of X . Since q is a quotient map, B is closed. Thus, {q(Kn)}
determines the topology of Y .
(c) If the sequence {Kn} determines the topology of X then X is a
quotient of the disjoint union of the Kn’s. The converse follows from
(a) and (b).
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(d) Let Y be a locally compact, σ-compact, Hausdorff space and
q : Y → X be a quotient map. Let F be the closed equivalence
relation (q × q)−1(1X) on Y . Let B, B¯ be disjoint closed subsets of
X . Let Y0 = q
−1(B ∪ B¯). Define L0 : Y0 → [0, 1] by L0(x) = 0 for
x ∈ q−1(B) and = 1 for x ∈ q−1(B¯). Thus, L0 is a Lyapunov function
for F ∩ (Y0 × Y0). By Theorem 6.14, there exists L : Y → [0, 1] an
F Lyapunov function which extends L0. Since F is an equivalence
relation, L is constant on the F equivalence classes and so factors to
define a continuous map on X which is 0 on B and 1 on B¯.
(e) Replacing Kn by
⋃
i≤nKi, if necessary, we can assume that the
determining sequence of compacta is non-decreasing. We may also
assume ∅ = K0. Let B, B¯ be disjoint closed subsets of X . Let A0 = ∅.
Assume inductively, that An is a subset of Kn \ B¯ clopen with respect
to Kn with B ∩Kn ⊂ An and with with An−1 = An ∩Kn−1. Observe
that An ∪ (Kn+1 ∩B) and (Kn \An)∪ (Kn+1 ∩B) are disjoint compact
sets in X . Since X is totally disconnected, Proposition 7.6 implies
there is a clopen subset U of X which contains An and is disjoint from
(Kn \ An) ∪ (Kn+1 ∩ B). Hence, An+1 = U ∩ Kn+1 is the required
subset clopen in Kn+1. The set A =
⋃
An is disjoint from B and since
A ∩Kn = An for all n, A is clopen in X .
✷
Lemma 7.10. (a) For a pseudo-metric space (X, d) the relation Zd =
{(x, y) : d(x, y) = 0} is a closed equivalence relation and d induces on
the quotient space X/Zd a metric d˜, so that d = q˜
∗d˜ = d˜ ◦ (q˜× q˜), with
q˜ : (X, d) → (X/Zd, d˜) the induced “isometry”. The map q˜ is an open
map and a closed map and so is a quotient map.
(b) Let E be a closed equivalence relation on a topological space X
and let q : X → X/E be the quotient map. A continuous pseudo-metric
d on X with E ⊂ Zd induces a continuous pseudo-metric d¯ on X/E so
that d = q∗d¯. Conversely, if d¯ is a continuous pseudo-metric on X/E,
then d = q∗d¯ is a continuous pseudo-metric on X with E ⊂ Zd.
Proof: (a) A subset A is closed in (X, d) iff d(x,A) = 0 implies
x ∈ A. Hence, a closed set is Zd saturated and q˜(A) is a closed set in
(X/Zd, d˜). Taking complements we see that an q˜ is an open map as
well.
(b) If d is a continuous pseudo-metric on X with Zd ⊂ E then
q˜ : X → X/Zd factors through the projection q to define a map h :
X/E → X/Zd so that q˜ = h ◦ q. Since q is a quotient map, h is
continuous. Hence, d¯ = h∗d˜ is a continuous pseudo-metric on X/E
with d = q∗d¯. The converse is obvious.
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✷
Theorem 7.11. Let f be a relation on a Tychonoff space X.
(a) If Gf is an equivalence relation, then Gf is the smallest closed
equivalence relation which contains f .
(b) Assume that AUMf is an equivalence relation. The relation
AUMf is the smallest closed equivalence relation E containing
f such that the quotient space X/E is completely Hausdorff. In
particular, Gf = AUMf iff Gf is an equivalence relation with
the quotient space X/Gf completely Hausdorff.
The set {ℓfd = sℓfd : d ∈ Γ(UM)} projects to the gage of the
maximum uniformity with topology τ(X/AUMf).
If X is a locally compact, paracompact Hausdorff space and
either X is σ-compact or f is a proper relation, then 1X ∪Gf =
AUMf . The space X/AUMf is a Hausdorff and normal and so
X/AUMf = τ(X/AUMf).
(c) Assume that CUMf is an equivalence relation. The relation
CUMf is the smallest closed equivalence relation E containing f
such that the quotient space X/E is totally disconnected.
The set {mfd = smfd : d ∈ Γ(UM)} projects to the gage of the
maximum zero-dimensional uniformity with topology τ0(X/AUMf).
If X is a locally compact, paracompact Hausdorff space and
either X is σ-compact or f is a proper relation, then X/CUMf is
a Hausdorff, strongly zero-dimensional space and so X/CUMf =
τ(X/CUMf) = τ0(X/CUMf).
Proof: (a) If E is a closed equivalence relation which contains f
then, because it is transitive, Gf ⊂ E. Because Gf is a closed equiva-
lence relation which contains f , it is the smallest such.
(b) If d ∈ Γ(UM), i.e. d is a continuous pseudo-metric on X then
since AUMf is reflexive and symmetric, Proposition 2.2 together with
Proposition 3.1 implies that ℓfd = sℓ
f
d is a pseudo-metric on X with
AUMf ⊂ Zℓf
d
. On the other hand, if d is a continuous pseudo-metric
on X with AUMf ⊂ Zd then by Lemma 2.1 ℓfd = d. By Lemma 7.10
these are exactly the pullbacks via q : X → X/AUMf of continuous
pseudo-metrics on the quotient space, i.e. the gage of the maximum
uniformity with topology τ(X/AUMf).
If E is an equivalence relation then a Lyapunov function L for E
is exactly a continuous real-valued function which is constant on each
equivalence class, i.e. L factors through the projection q : X → X/E
to define a continuous real-valued function on X/E. Hence, −L is a
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Lyapunov function for E as well. Hence, X/E is completely Hausdorff
iff E =
⋂ ≤L with L varying over the Lyapunov functions for E. So
Corollary 5.10 implies that X/AUMf is completely Hausdorff.
On the other hand, if E is a closed equivalence relation which con-
tains f and which has a completely Hausdorff quotient, then E =
⋂ ≤L
with L varying over the Lyapunov functions for E. Each such L is a
Lyapunov function for f and so is an AUMf Lyapunov function by
Corollary 5.10 again. Hence, AUMf ⊂ ≤L for each such L. Hence,
AUMf ⊂ E.
If X is a locally compact, σ-compact, Hausdorff space, then by
Proposition 7.9 the quotient X/AUMf is a strongly σ-compact Haus-
dorff space and so it normal. As it is completely regular, it follows that
X/AUMf = τ(X/AUMf).
If X is a locally compact, paracompact Hausdorff space and f is
proper, then by Lemma 6.13 X/AUMf is a disjoint union of clopen
strongly σ-compact Hausdorff subspaces and so it is normal. Again,
X/AUMf = τ(X/AUMf).
Finally, 1X ∪ Gf = 1X ∪AUMf = AUMf by Corollary 6.15.
(c) If d ∈ Γ(UM), then since CUMf is reflexive and symmetric, Propo-
sition 2.2 together with Proposition 3.1 implies that mfd = sm
f
d is a
pseudo-ultrametric on X with CUMf ⊂ Zmf
d
. On the other hand, if
d is a continuous pseudo-ultrametric on X with CUMf ⊂ Zd then by
Lemma 2.1mfd = d. By Lemma 7.10 these are exactly the pullbacks via
q : X → X/CUMf of continuous pseudo-ultrametrics on the quotient
space, i.e. the gage of the maximum zero-dimensional uniformity with
topology τ0(X/CUMf).
Assume that (x, y) 6∈ CUMf . There exists a continuous pseudo-metric
d on X such that mfd(x, y) = ǫ > 0. Since m
f
d is a pseudo-ultrametric,
V dǫ (x) is a clopen set which contains x but not y. Furthermore, V
d
ǫ (x)
is CUMf saturated. Hence, if q : X → X/CUMf is the projection,
q(CUMf) is a clopen subset of X/CUMf which contains q(x) but not
q(y). It follows that X/CUMf is totally disconnected.
On the other hand, let E be a closed equivalence relation which
contains f and which has a totally disconnected quotient with quotient
map q : X → X/E. If (x, y) 6∈ E then there exists a clopen set A1 ⊂
X/E with q(x) ∈ A1 and q(y) ∈ B1 = (X/E)\A1. So A = q−1(A1) and
B = q−1(B1) form a clopen partition of X . Let U = (A×A)∪ (B×B).
This is a clopen equivalence relation on X with f ⊂ E ⊂ U . It follows
that if [a, b] ∈ f×n is an (x, z), U chain, then with b0 = x, an+1 = z,
(ai, bi) ∈ f ⊂ U for i = 1, . . . , n and (bi, ai+1) ∈ U for i = 0, . . . , n.
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Since U is an equivalence relation z ∈ U(x) = A and so z 6= y. Hence,
(x, y) 6∈ CUMf . Contrapositively, CUMf ⊂ E.
If X is a locally compact, σ-compact, Hausdorff space, then by
Proposition 7.9 the quotient X/CUMf is a strongly σ-compact, totally
disconnected space and so it strongly zero-dimensional. As it is com-
pletely regular, it follows that X/CUMf = τ(X/CUMf). As it is zero-
dimensional, it follows that X/CUMf = τ0(X/CUMf).
If X is a locally compact, paracompact Hausdorff space and f is
proper, then by Lemma 6.13 X/CUMf is a disjoint union of clopen
strongly σ-compact totally disconnected subspaces and so it is strongly
zero-dimensional. Again, X/CUMf = τ(X/CUMf) = τ0(X/CUMf).
✷
Corollary 7.12. For a Tychonoff space 1X , CUM1X is a closed equiv-
alence relation with equivalence classes the quasi-components of X.
Proof: Since 1X is symmetric, CUM1X is a closed equivalence relation
with a totally disconnected quotient via the quotient map q : X →
X/CUM1X by Theorem 7.11. So if q(x) 6= q(y) there is a clopen set
A ⊂ X/CUM1X with q(x) ∈ A and q(y) 6∈ A. Since U = q−1(A) is
clopen with x ∈ U and y 6∈ U , x and y lie in separate quasi-components.
On the other hand, if U1 is a clopen subset of X with x ∈ X and
y ∈ U2 = X \U1 then E = (U1×U1)∪ (U2×U2) is a clopen equivalence
relation on X and so E ∈ UM . If [a, b] ∈ 1×nX defining an xz, E chain
then z ∈ U1 and so z 6= y. Hence, (x, y) 6∈ CUM1X .
✷
Lemma 7.13. If f is a relation on a Hausdorff uniform space (X,U),
then AU(1X ∪ f) = 1X ∪AUf .
Proof: Clearly 1X ∪ AUf ⊂ AU(1X ∪ f). If (x, y) 6∈ 1X ∪ AUf
then because (X,U) is Hausdorff there exists d1 ∈ Γ(U) such that
d1(x, y) > 0. Also, there exists d2 ∈ Γ(U) such that ℓfd2(x, y) > 0.
Hence, d = d1 + d2 ∈ Γ(U) with (x, y) 6∈ Zd ∪ Adf . By (3.20) (x, y) 6∈
Ad(1X ∪ f) and so is not in AU(1X ∪ f).
✷
Corollary 7.14. Let f be a relation on a Hausdorff uniform space
(X,U).
The closed equivalence relations 1X∪(AUf ∩AUf−1) and 1X∪(CUf ∩
CUf
−1) have completely Hausdorff quotients. On |CUf | the equivalence
relation CUf ∩ CUf−1 has a totally disconnected quotient.
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If X is a locally compact, σ-compact Hausdorff space, then the quo-
tients are Hausdorff and normal and |CU|/[CUf ∩ CUf−1] is Hausdorff
and strongly zero-dimensional.
Proof: X is Tychonoff and so we can apply Lemma 7.13, (5.6)
together with monotonicity and idempotence of the operator AU to get
1X ∪ (AUf ∩AUf−1) ⊂ AUM [1X ∪ (AUf ∩AUf−1]
⊂ AU[1X ∪ (AUf ∩AUf−1] = 1X ∪ (AUAUf ∩AUAUf−1)
= 1X ∪ (AUf ∩AUf−1).
(7.1)
Thus, E = 1X ∪ (AUf ∩AUf−1) is a closed equivalence relation with
AUE = E. Similarly, E = 1X ∪ (CUf ∩ CUf−1) is a closed equivalence
relation with AUE = E. By Theorem 7.11 (b) each has a completely
Hausdorff quotient and a normal Hausdorff quotient when X is locally
compact and σ-compact.
Similarly, if E = CUf ∩ CUf−1 then CUME = E. Since E ⊂ |CUf | ×
|CUf |, we can apply Theorem 7.11 (c), replacing X by |CUf | on which E
is a closed equivalence relation. We obtain that the quotient is totally
disconnected and is Hausdorff and strongly zero-dimensional when X
is locally compact and σ-compact.
✷
Proposition 7.15. Let E be a closed equivalence relation on a Ty-
chonoff space X.
(a) The relation E is usc iff the quotient map q : X → X/E is a
closed map.
(b) If E is usc and X is normal, then X/E is a Hausdorff normal
space.
(c) If E is cusc, and X is locally compact, then X/E is locally
compact.
(d) If E is cusc, and X is second countable, then X/E is second
countable.
Proof: (a) If A ⊂ X then q−1(q(A)) = E(A). To say that E is usc
is to say that E(A) is closed whenever A is. To say that q is closed
is to say that q−1(q(A)) is closed whenever A is. So the equivalence is
clear.
(b) If A0, A1 ⊂ X are disjoint closed sets with E(A0) = A0 and
E(A1) = A1 then let X0 = A0 ∪ A1, L0(x) = 0 for x ∈ A0 and = 1
for x ∈ A1. Thus, L0 is a Lyapunov function for E|(X0 × X0) and so
by Theorem 6.7 extends to a Lyapunov function L for E. This implies
normality of X/E.
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(c), (d) We choose a basis B forX which is closed under finite unions.
Let B˜ = B = {E∗U : U ∈ B}. Since E is usc, each member of B˜ is
an E saturated open set. If x ∈ X and V is open with E(x) ⊂ V then
since E(x) is compact, there exists U ∈ B such that E(x) ⊂ U ⊂ V
and so E(x) ⊂ E∗(U) ⊂ U ⊂ V . Thus, BE = {q(V ) : V ∈ B˜} is a
basis for X/E.
For (c) we can choose B so that every member has compact closure.
Since q(E∗(U)) ⊂ q(U) it follows that each q(V ) for V ∈ BE has
compact closure in X/E and so X/E is locally compact.
For (d) choose B countable. Then BE is a countable basis for X/E.
✷
A second countable space which admits a complete metric is called
a Polish space. Any Gδ subset of a Polish space is a Polish space. A
locally compact, second countable space is σ-compact and Polish.
Examples 7.16. (a) There exists a homeomorphism f on a sep-
arable metric space X such that Gf is an equivalence relation
such that the quotient space X/Gf is not Hausdorff and so Gf
is a proper subset of AUMf .
(b) There exists a homeomorphism f on a locally compact space X
such that Gf is an equivalence relation such that the quotient
space X/Gf is not Hausdorff and so Gf is a proper subset of
AUMf .
(c) There exists a homeomorphism f on a Polish space X with met-
ric d, such that Gf = CUMf = Cdf is an equivalence relation
with a totally disconnected quotient which is not regular.
(d) There exists a homeomorphism f on a locally compact space,
such that Gf = CUMf is an equivalence relation with a totally
disconnected quotient which is not regular and so is not zero-
dimensional.
(e) There exists a homeomorphism f on a locally compact, σ-compact,
metrizable space, such that Gf = CUMf is an equivalence rela-
tion with a Hausdorff, strongly zero-dimensional quotient which
is not first countable and so is not metrizable.
Proof: (a) The following is a variation of the example in Problem
3J of [10].
Let g be a topologically transitive homeomorphism on a compact
metric space Y with a Cantor set C ⊂ Y of fixed points. Such maps
can be constructed with Y the torus or the Cantor set itself.
Let D be a countable dense subset of C and J = C \D so that J is
a dense Gδ subset of C. Choose e ∈ C. For the homeomorphism g × g
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on Y × Y , the compact set Y × {e} and the Gδ set J × Y are g × g
invariant. The restriction of g×g to Y ×{e} is topologically transitive
with C × {e} a set of fixed points. For each j ∈ J , the restriction of
g × g to {j} × Y is topologically transitive with (j, e) a fixed point.
Let X0 = Y × {e} ∪ J × Y and f0 be the restriction of g × g to this
invariant set.
Mapping Y to e we obtain a retraction π : J × Y → J × {e}. By
extending the definition of π to be the identity on Y × {e}, we define
the continuous retraction π : X0 → Y × {e}.
Let E1 denote the closed equivalence relation
π−1 ◦ π = (π × π)−1(1(Y×{e})×(Y ×{e})),
Let E2 = 1J×Y ∪(Y ×{e})×(Y ×{e}) which is also a closed equivalence
relation. Hence, E0 = E1∪E2 is a closed, reflexive, symmetric relation
on X0. It is not, however, transitive.
Let X = X0 \ (J × {e}). Because we are removing a set of fixed
points, f0 restricts to a homeomorphism f on X . Let E denote the
restriction E0 ∩ (X ×X), a closed, reflexive, symmetric relation on X .
We show that it is also transitive.
Let x, y ∈ X .
• (x, y) ∈ E1 ∩ (X ×X) \ 1X iff x1 = y1 ∈ J and x2, y2 ∈ Y \ {e}
with x2 6= y2.
• (x, y) ∈ E2 ∩ (X × X) \ 1X iff x2 = y2 = e and x1, y1 ∈ Y \ J
with x1 6= y1.
Assume (x, y), (y, z) ∈ E if x = y (or y = z) then (x, z) = (y, z) (resp.
(x, z) = (x, y)) and so (x, z) ∈ E. So we may assume (x, y), (y, z) ∈
E \ 1X .
If (x, y) ∈ E1 ∩ (X × X) \ 1X then y2 6= e and so (y, z) 6∈ E2 ∩
(X × X) \ 1X . Hence, (y, z) ∈ E1 ∩ (X × X) \ 1X and so (x, z) ∈
E1 ∩ (X ×X) ⊂ E. If (x, y) ∈ E2 ∩ (X ×X) \ 1X then y2 = e and so,
as before, (y, z) ∈ E2 ∩ (X ×X) \ 1X and (x, z) ∈ E2 ∩ (X ×X) ⊂ E.
Thus, E is transitive.
From the invariance and transitivity results, it is clear that f ⊂ E
and E ⊂ Gf . Since E is a closed, transitive relation which contains f ,
it contains Gf . Thus, Gf = E.
Now consider the quotient space of X by the equivalence relation
E, with quotient map q : X → X/E. We will see that X/E is not
Hausdorff even though E is a closed relation. In particular, this implies
that q × q : (X × X) → (X/E) × (X/E) is not a quotient map since
1X/E not closed, because X/E is not Hausdorff, but its pre-image is
the closed set E.
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The set (Y \ J)×{e} is mapped by q to a single point which we will
call e∗. Let G be a nonempty open subset of X/E. Since (Y \ J)×{e}
is not open in X , it follows that the E saturated open set U = q−1(G)∩
(J × (Y \ {e}) is nonempty. The projection π1 : J × Y → J is an open
map and so the image π1(U) is a nonempty open subset of J . Since
D = C \ J is dense in C, it follows that the closure in C of π1(U)
meets D. That is, there exists a sequence {(jn, yn) ∈ U} such that
jn → d with d ∈ D. Since U is E saturated, we can vary yn arbitrarily
in Y \ {e}. Because g was topologically transitive, e is not an isolated
point in Y and so we can choose yn ∈ Y \{e} converging to e. It follows
that U contains the point (d, e) ∈ (Y \J)×{e}. Hence, e∗ ∈ q(U) ⊂ G.
It follows that every neighborhood of e∗ is dense in X/E.
Any Lyapunov function L for f is a Lyapunov function for Gf = E
and so factors through q to yield a continuous real-valued function L˜ :
X/E → R. If t 6= L˜(e∗) then we can choose disjoint open sets U1, U2 ⊂
R with L˜(e∗) ∈ U1, t ∈ U2. Thus, e∗ is in the open set (L˜)−1(U1)
which is disjoint from the open set (L˜)−1(U2). Since (L˜)
−1(U1) is dense,
(L˜)−1(U2) is empty. So t is not in the image of L˜. Thus, L = L˜ ◦ q is
constant at the value L˜(e∗).
Thus, the only Lyapunov functions for f are constant functions. It
follows from Corollary 5.10 that 1X ∪AUMf = X ×X . Since there are
no isolated points in X , X ×X \ 1X is dense in X ×X . Since AUMf is
a closed relation, it follows that AUMf = X ×X . On the other hand,
E = Gf is a proper subset of X ×X .
While X0 is a Gδ subset of the compact metric space Y × Y , X is
not. We do not know of examples like this with X a Polish space.
In particular, we do not know of an example of a closed equivalence
relation on a Polish space with a non-Hausdorff quotient.
(b), (c), (d), (e): Let ω and Ω denote the first countable and first
uncountable ordinal respectively. In particular, ω is the set of non-
negative integers. The ordered set R+ = ω×[0, 1) with the lexicograph-
ical ordering is order-isomorphic with the half-open interval [0,∞) by
(n, t) 7→ n + t. With the order topology this bijection is a homeo-
morphism. The ordered set L = Ω × [0, 1) with the lexicographical
ordering can be similarly equipped with the order topology to obtain
the Long Line. It is a non-paracompact, locally compact space and
for every α ∈ Ω the interval [(0, 0), (α, 0)] is order-isomorphic and thus
homeomorphic with the unit interval. We double each example. Let
R˜ = R+×{+,−} with each (n, 0,+) identified with (n, 0,−). We iden-
tify ω ⊂ R˜ by n 7→ (n, 0,±). Let L˜ = L × {+,−} with each (α, 0,+)
identified with (α, 0,−). We identify Ω ⊂ L˜ by α 7→ (α, 0,±).
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Let ω∗ = ω + 1 = ω ∪ {ω} and Ω∗ = Ω + 1 = Ω ∪ {Ω}. These are
the one-point compactifications of ω and Ω, respectively. Similarly, let
R˜∗ and L˜∗ denote the one-point compactifications with points ω and
Ω the respective points at infinity. The product Ω∗ × ω∗ is compact
and removing the point (Ω, ω) we obtain the locally compact Tychonoff
Plank T , see [12] Example 4F. As described there, the Tychonoff Plank
is not normal as the closed subsets Ω × {ω} and {Ω} × ω cannot be
separated by open sets.
On the unit interval [0, 1] let u+(t) =
√
t and u−(t) = t
2. Each is a
homeomorphism with fixed points 0 and 1. Observe that u+(t) > t and
u−(t) < t for all t ∈ (0, 1). Thus, for every t ∈ (0, 1) the bi-infinite orbit
sequence {(u−)n(t)} converges to 0 and n→∞ and to 1 as n→ −∞.
Since u+ = (u−)
−1 the reverse is true for the u+ orbit sequences. On
R˜ define the homeomorphism g by g(n, t,±) = (n, u±(t),±) and on L˜
define the homeomorphism G by G(α, t,±) = (α, u±(t),±). Observe
that ω ⊂ R˜ is the set of fixed points of g and Ω ⊂ L˜ is the set of fixed
points of G. Notice that Gg = R˜× R˜ and GG = L˜× L˜.
We use these to construct our remaining examples.
(b) Let X equal T ∪ L˜ ∪ R˜ with (α, ω) ∈ T identified with α ∈ L˜
for all α ∈ Ω and with (Ω, n) ∈ T identified with n ∈ R˜ for all n ∈ ω.
Thus, X is a locally compact, non-paracompact, Hausdorff space. The
homeomorphism f is the homeomorphism induced from 1T ∪G∪ g via
these identifications. Thus, T is the set of fixed points of f . Clearly,
Gf is the equivalence relation 1T ∪ (L˜ × L˜) ∪ (R˜ × R˜). The quotient
space X/Gf is the quotient space of the Tychonoff plank T with the
two closed subsets Ω × {ω} and {Ω} × ω each smashed to a point.
Since the closed sets cannot be separated in T , the quotient space is
not Hausdorff.
(c) Let C ⊂ [0, 1] be the Cantor Set and let A = {a1, a2, . . . } with
{ak} a decreasing sequence in C which converges to 0. Let Cˆ be C
with the topology obtained by including C \ A as an open set. The
new topology is {U1 ∪ (U2 \ A) : U1, U2 open in C}. Thus, if x ∈ C
with x 6= 0 then a set is a neighborhood of x iff it contains a C open
set U with x ∈ U . A set is a neighborhood of 0 iff it contains U \ A
with U a C open set such that 0 ∈ U . Since the topology is finer than
the original topology of C, the space Cˆ is completely Hausdorff. Note
that it has a countable base. However, it is not regular. The closure of
any neighborhood of 0 meets A and so there is no closed neighborhood
of 0 contained in the Cˆ open set C \ A.
Observe that if E is a closed equivalence relation on a Tychonoff
space X then the quotient X/E is T1 and so is Hausdorff if it is regular.
CHAIN RECURRENCE FOR GENERAL SPACES 75
If X is a separable metric space, or, more generally, any Lindelo¨f space
then the quotient is Lindelo¨f. Since a regular, Lindelo¨f space is normal
(see [12] Lemma 4.1), it follows that if E is a closed equivalence relation
on a separable metric space X , then the quotient is Hausdorff and
normal, and so completely regular, if it is regular.
Let X0 = C × R˜ with f0 = 1C × g and let p0 : X0 → C be the first
coordinate projection. Clearly, Gf0 = p
−1
0 ◦ p0. That is, Gf0 is a closed
equivalence relation with equivalence classes the fibers of p0. X0 is a
locally compact, metrizable space.
Now let Zk = {(n, t,±) ∈ R˜ : n < k}.
Let X be the Gδ invariant subset X0 \ (
⋃∞
k=1 {ak}×Zk) and let f be
the restriction of f0 to X . Again Gf = p
−1 ◦p where p is the restriction
of p0. Notice that p
−1(A) is a closed subset of X . It easily follows that
p induces a homeomorphism of the quotient space X/Gf onto Cˆ. Thus,
the quotient is not regular although it is completely Hausdorff.
Notice that since C is totally disconnected, it follows that for any
metric d on X , Cdf = Gf . Hence, CUMf = Gf . Hence, for any uni-
formity U compatible with the topology on X , the inclusions Gf ⊂
AUf ⊂ Adf ⊂ Cdf and Gf ⊂ CUf ⊂ Cdf imply that they are all equal.
By Theorem 7.11 the quotient space is totally disconnected.
(d) We return to the Tychonoff Plank. Let X equal T ∪ L˜ with
(α, ω) ∈ T identified with α ∈ L˜ for all α ∈ Ω. Again X is a locally
compact, non-paracompact, Hausdorff space. In addition, it is zero-
dimensional but not strongly zero-dimensional since it is not normal.
The homeomorphism f is the homeomorphism induced from 1T ∪
G via these identifications. Again T is the set of fixed points of f .
Clearly, Gf is the equivalence relation 1T ∪(L˜× L˜). The quotient space
X/Gf is the quotient space of the Tychonoff plank T with the closed
subset Ω × {ω} smashed to a point e. Because X is locally compact,
it is completely regular. It follows that the quotient space X/Gf is
completely Hausdorff. However, the point e cannot be separated from
the closed set {Ω} × ω and so the quotient is not regular.
Since T is zero-dimensional we have that Gf = CUMf . The quotient
is totally disconnected but not zero-dimensional since it is not regular.
Notice that if we extend f to the one-point compactification X∗
of X , by adjoining the point (Ω, ω) we obtain a homeomorphism f ∗
Gf ∗ = 1T ∪ (L˜∗× L˜∗). The quotient space X∗/Gf ∗ is a compact, Haus-
dorff space and the inclusion X → X∗ induces a continuous bijection
X/Gf → X∗/Gf ∗ which is not a homeomorphism because {Ω} × ω is
not closed in X∗/Gf ∗.
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(e) Let X = (R˜ × {0}) ∪ N × {1/k : k ∈ N}. Let f = g × 1{0} ∪
1N×{1/k:k∈N}. Clearly, Gf = CUMf with quotient obtained by smashing
R˜×{0} to a point e. The point e does not have a countable neighbor-
hood base. If {Un : n ∈ N} is a sequence of neighborhoods of R˜× {0}
in X then for every n ∈ N there exists kn ∈ N such that (n, 1/kn) ∈ Un.
The set {(n, 1/kn) : n ∈ N} is closed and disjoint from R˜ × {0}, but
meets every Un.
For cases (b),(d) and (e) the relations Gf are usc. In general, if A,B
are disjoint closed subsets of X then (A×A)∪ 1X and (A×A)∪ (B×
B) ∪ 1X are closed, usc equivalence relations.
✷
Recall that a relation f on X is surjective if Dom(f) = Dom(f−1) =
X , i.e. f(X) = f−1(X) = X .
Definition 7.17. A relation f on a uniform space (X,U) is called U
chain transitive when it is a surjective relation such that CUf = X×X.
Proposition 7.18. Let f be a relation on a uniform space (X,U).
(a) If f is U chain transitive then f−1 is U chain transitive.
(b) If f is a proper relation with CUf = X×X then f is a surjective
relation.
(c) If f is a surjective relation then f is U chain transitive iff for
every d ∈ Γ(U) Mfd (x, y) = 0 for all x, y ∈ X.
(d) If g is a surjective relation on a uniform space (Y,V) and h :
X → Y is a uniformly continuous surjective map which maps
f to g, then g is V chain transitive if f is U chain transitive.
Proof: (a) The inverse of a surjective relation is clearly surjective
and CU(f
−1) = (CUf)
−1.
(b) By Proposition 6.10 and Proposition 6.11Dom(f) = Dom(CUf) =
X and Dom(f−1) = Dom(CUf
−1) = X .
(c) Sincemfd ≤Mfd it is clear thatMfd (x, y) = 0 impliesmfd(x, y) = 0.
So if for every d ∈ Γ(U) Mfd (x, y) = 0 for all x, y ∈ X , then CUf =
X ×X .
For the converse we cannot apply Proposition 6.8 because we are
not assuming that f is usc. Given d ∈ Γ(U), ǫ > 0 and x, y ∈ X
there exists z ∈ f(x) since f is surjective. Because (z, y) ∈ CUf there
exists [a, b] ∈ f×n with the zy chain-bound of [a, b] less than ǫ. Now
define [a, b]′ ∈ f×n+1 with (x, z) = (a′1, b′1) and (a′i, b′i) = (ai−1, bi−1)
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for i = 2, . . . , n + 1. Since the xy chain-bound of [a, b]′ equals the zy
chain-bound of [a, b] and x = a′1 it follows that M
f
d (a, y) < ǫ.
(d) Y × Y = (h× h)(X ×X) = (h× h)(CUf) ⊂ CVg by Proposition
5.5.
✷
Definition 7.19. A relation f on a uniform space (X,U) is called U
chain mixing when it is a surjective relation and for every d ∈ Γ(U), ǫ >
0, x, y ∈ X there exists a positive integer N so that for all n ≥ N there
exists [a, b] ∈ f×n with a1 = x and with the xy chain-bound of [a, b]
with respect to d less than ǫ.
That is, for any d, ǫ and x, y for sufficiently large n there is a chain
of length n from x to y with initial position x.
Thus, f is a U chain transitive relation iff X ×X = ⋃∞n=1(V dǫ ◦ f)n
for all d ∈ Γ(U) and ǫ > 0. The relation f is chain mixing iff X ×X =⋃∞
n=1
⋂∞
i=n(V
d
ǫ ◦ f)i for all d ∈ Γ(U) and ǫ > 0.
For a positive integer k the k-cycle is the translation bijection s(n) =
n+ 1 on the cyclic group Zk = Z/kZ.
Theorem 7.20. Let f be a U chain transitive relation on a uniform
space (X,U).
(a) The following conditions are equivalent
(i) The relation f is U chain mixing.
(ii) The relation f × f on (X ×X,U× U) is U chain mixing.
(iii) The relation f×f on (X×X,U×U) is U chain transitive.
(iv) There does not exist for any integer k > 1 a uniformly
continuous surjection from X to Zk which maps f to s.
(b) If f is U chain mixing then f−1 is U chain mixing.
(c) If for every positive integer k, the relation fk is U chain transi-
tive, then f is U chain mixing. Conversely, if f is a uniformly
continuous mapping which is U chain mixing, then for every
positive integer k, the mapping fk is U chain mixing.
Proof: (a) (i) ⇔ (ii): Easy to check.
(ii) ⇒ (iii): A chain mixing relation is chain transitive.
If h is uniformly continuous mapping f onto a surjective relation g
then h×h maps f×f to g×g and h maps fn to gn. Observe that with
k > 1 s × s on Zk × Zk is not chain transitive since it is the disjoint
union of k separate periodic orbits. Furthermore, sk = 1Zk and so s
k is
not chain transitive. So Proposition 7.18 (d) implies (iii) ⇒ (iv) and
and if fk is chain transitive for all positive k then (iv) holds.
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We prove the contrapositive of (iv) ⇒ (i) following Exercise 8.22 of
[1]. See also [15]. Assume f is U chain transitive but not U chain
mixing. With d ∈ Γ(U) and ǫ > 0 fixed we define for x, y ∈ X the set
of positive integers N(x, y) by n ∈ N(x, y) iff there exists [a, b] ∈ f×n
with a1 = x and with the xy chain-bound of [a, b] with respect to d less
than ǫ. Since f is assumed to be U chain transitive, Proposition 7.18
(c) implies that N(x, y) is non-empty for every pair x, y. With A,B
nonempty subsets of N we let A+B denote {a+ b : a ∈ A, b ∈ B}. By
concatenating chains we observe that for x, y, z ∈ X
(7.2) N(x, y) +N(y, z) ⊂ N(x, z).
In particular, N(x, x) is an additive sub-semigroup of N. Let k(x) be
the greatest common divisor of the elements of N(x, x). We will need
the following classic result.
Lemma 7.21. If A is a nonempty additive sub-semigroup of N then
there exists N such that nk ∈ A for all n ≥ N where k is the greatest
common divisor of A.
Proof: A− A is a non-trivial additive subgroup of Z and so equals
kZ where k is the smallest positive element of A−A. Dividing through
by k we may assume that that greatest common divisor is 1. So there
exists m ∈ N such that m,m+ 1 ∈ A. If n ≥ m2 then with 0 ≤ r < m
and q ≥ m− 1, n = qm+ r = (q − r)m+ r(m+ 1) ∈ A.
✷
By assumption, we can choose d, ǫ, x0 and y0 so that infinitely often
i 6∈ N(x0, y0). Since N(x0, x0)+N(x0, y0) ⊂ N(x0, y0) it cannot happen
that eventually i ∈ N(x0, x0). That is, k(x0) > 1. Observe that k(x)
divides every element of N(x, y)+N(y, x) ⊂ N(x, x) and every element
of N(x, y) + N(y, y) + N(y, x) ⊂ N(x, x). Consequently, k(x) divides
every element of N(y, y) and so k(x)|k(y). Interchanging x and y we
see that there is an integer k > 1 such that k(x) = k for all x ∈ X .
It then follows that all of the elements of N(x, y) are congruent mod k
with congruence class inverse to to congruence class of the elements of
N(y, x). If (x, y) ∈ f p then p ∈ N(x, y) and so the elements of N(x, y)
are congruent to p mod k. Fix a base point x0 ∈ X . Map X to Zk by
letting h(x) be the mod k congruence class of the elements of N(x0, x).
Observe that if (x, y) ∈ f then h(y) = h(x) + 1 = s(h(x)). Since f is
surjective, h maps X onto Zk and maps f onto s.
For uniform continuity, we prove that h is constant on V dǫ (x) for all x.
Let y ∈ X with d(x, y) = ǫ1 < ǫ and let ǫ2 = ǫ− ǫ1. Since f is U chain
transitive, there exists [a, b] ∈ f×n with a1 = x0 and x0x chain-bound
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with respect to d less than ǫ2. Hence, n ∈ N(x0, x). Furthermore, the
x0y chain-bound with respect to d is less than ǫ. Hence, n ∈ N(x0, y).
Thus, h(x) = h(y) is the congruence class of n mod k.
(b) If h : X → Zk is a uniformly continuous surjection mapping f−1
to s then it maps f to s−1. The bijection inv : t 7→ −t maps s−1 to s
and so inv ◦ h : X → Zk is a uniformly continuous surjection mapping
f to s. It follows from (a) that if f−1 is not U chain mixing then f is
not U chain mixing.
(c) We saw in the proof of (a) that if f is not U chain mixing then, by
(iv), there exists a positive integer such that fk is not chain transitive.
Now assume that f is a uniformly continuous map which is U chain
mixing and that k is a positive integer.
Lemma 7.22. If f is a uniformly continuous map, then for every
d ∈ Γ(U), ǫ > 0 and positive integer k, there exists d¯ ∈ Γ(U), δ > 0
such that (V d¯δ ◦ f)k ⊂ V dǫ ◦ fk.
Proof: By induction on k. For k = 1 let d1 = d and δ = ǫ.
Assume d1 ∈ Γ(U), δ1 > 0 such that (V d1δ1 ◦ f)n ⊂ V dǫ/2 ◦ fn. By
uniform continuity of fn there exists d2 ∈ Γ(U), δ2 > 0 such that
fn ◦ V d2δ2 ⊂ V dǫ/2 ◦ fn. If d¯ = d1 + d2 and δ = min(δ1, δ2), then
(V d¯δ ◦ f)n+1 ⊂ V dǫ/2 ◦ fn ◦ V d2δ2 ◦ f ⊂ V dǫ ◦ fn+1.
✷
Given d ∈ Γ(U), ǫ > 0 and a positive integer k choose d¯ and δ as in
Lemma 7.22. For x, y ∈ X there exists N so that y ∈ (V d¯δ ◦ f)n(x) for
all n ≥ N . Since nk ≥ N ,
y ∈ (V d¯δ ◦ f)nk(x) ⊂ (V dǫ ◦ fk)n(x).
Thus, fk is U chain mixing.
✷
Assume that T is a set of positive integers directed by divisibility,
i.e. if k1, k2 ∈ T then there exists k3 ∈ T with k1|k3 and k2|k3. If k1|k2
we let π : Zk2 → Zk1 be the cyclic group surjection induced by the
inclusion k2Z ⊂ k1Z. For the directed set T we let ZT = {t ∈ Πk∈TZk :
k1|k2 ⇒ π(tk2) = tk1}. If T is finite then ZT is isomorphic to Zk where
k is the maximum element of T . If T is infinite, then ZT is a compact
monothetic group, i.e. if 1 ∈ ZT the unit element which projects to
1 ∈ Zk for all k ∈ T , then the cyclic group generated by 1 is dense in
ZT . We let sT be the translation by 1 in ZT which projects to sk on Zk
for all k ∈ T . When T is infinite, the dynamical system consisting of
80 ETHAN AKIN AND JIM WISEMAN
the homeomorphism sT on the compact space ZT is called the odometer
associated with T .
Theorem 7.23. Assume that f is a U chain transitive relation on a
uniform space (X,U). Let T be the set of positive integers k such that
there is a U uniformly continuous map hk : X → Zk which maps f to
sk.
(a) The set T is directed by divisibility.
(b) If T is infinite, then there exists a uniformly continuous map
h : X → ZT with a dense image which maps f to sT .
(c) If T is finite with maximum element k and the uniformly con-
tinuous hk : X → Zk maps f to sk then for each i ∈ Zk,
Xi = (hk)
−1(i) is an fk invariant subset. If, in addition, f is
a U uniformly continuous map then the restriction fk|Xi is U
chain mixing for each i ∈ Zk.
Proof: Fix a base point e ∈ X . If hk(e) = p then by replacing hk
by the composition (sk)
−p ◦hk we can assume that hk(e) = 0. For each
k ∈ T we will assume that hk(e) = 0. Let Ek = (hk×hk)−1(1Zk). Since
hk is U uniformly continuous, Ek ∈ U and it is a clopen equivalence
relation on X . If (x, y) ∈ f and (y, y1) ∈ Ek then h(y1) = h(y) =
sk(h(x)) = h(x) + 1. Thus, hk maps Ek ◦ f to sk and, since hk(e) = 0,
we see that
(7.3) x ∈ (Ek ◦ f)n(e) =⇒ h(x) = n ∈ Zk.
Because f is assumed to be U chain transitive, every x ∈ X lies in
(Ek ◦ f)n(e) for some n ∈ Z.
(a) For k1, k2 ∈ T let E = Ek1 ∩ Ek2 , a clopen equivalence relation
in U. From (7.3) it follows that (hk1, hk2) : X → Zk1 × Zk2 maps
E ◦ f to the restriction of sk1 × sk2 on the cyclic subgroup generated
by (1, 1), which has order the least common multiple k of k1 and k2.
This restriction can be identified with sk on Zk. Thus, k ∈ T .
(b) If k1|k2 in T and E = Ek1 ∩ Ek2 then for x ∈ (E ◦ f)n(e),
hk1(x) = n ∈ Zk1 and hk2(x) = n ∈ Zk2 . Hence, with π : Zk2 → Zk1
the projection we see that π(hk2(x)) = hk1(x). It follows that the
product hT = Πk∈Thk maps X to ZT taking f to sT . Since each fact is
uniformly continuous, the map hT is uniformly continuous. Since each
hk is surjective, it follows that the image is dense in ZT .
Notice that from (7.3) it follows that the hk’s and hT are uniquely
determined by the condition that e is mapped to 0.
(c) Let k ∈ T . If (x, y) ∈ fk then hk(x) = hk(y). Since fk is a
surjective relation, it follows that Xi is f
k invariant for each i ∈ Zk.
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Now assume that f is a uniformly continuous map and that some
fk|Xi is not U chain mixing. By changing the choice of base point and
translating, we may assume that i = 0. We will show that k is not the
maximum element of T .
Since fk|X0 is not U chain mixing, there is an integer p > 1 and a
uniformly continuous map gp : X0 → Zp taking fk|X0 to sp. Label the
congruence classes of Zk by i = 0, . . . k−1, of Zp by j = 0, . . . p−1 and
of Zkp by kj+ i. Observe that if x ∈ Xi then fk−i(x) ∈ X0. Define the
map H : X → Zkp by
(7.4) H(x) = kgp(f
k−i(x)) + i if x ∈ Xi,
We see that if i < k − 1 then f(x) ∈ Xi+1 and so fk−(i+1)(f(x)) =
fk−i(x). If i = k− 1 then f(x) ∈ X0 and so H(f(x)) = gp(fk(f(x))) =
gp(f(x)) + 1 provided gp(f(x)) < p − 1 and = 0 if gp(f(x)) = p − 1.
Hence,
(7.5)
H(f(x)) =


kgp(f
k−i(x)) + i+ 1 if i < k − 1,
k(gp(f(x)) + 1) + 0 if i = k − 1, gp(f(x)) < p− 1,
0 if i = k − 1, gp(f(x)) = p− 1.
It is clear that H is U uniformly continuous since hk, gp and f are.
From (7.5) we see that H maps f to spk. Hence, pk ∈ T and so k is
not the maximum element.
✷
Remark: Without compactness of X the map hT in (b) need not be
surjective. For example, let X be the dense cyclic subgroup generated
by 1T in ZT , or, more generally, any proper, sT invariant subset of
an odometer ZT which includes 0. With the uniformity induced from
ZT the homeomorphism sT is a uniform isomorphism of X . Choose
e = 0. Since every orbit of sT is dense, sT is U chain transitive on X .
For every k ∈ T , the projection map ZT → Zk maps sT to sk and is
surjective on X . But hT : X → ZT is just the inclusion.
Corollary 7.24. Let f be a surjective relation on a connected uniform
space (X,U).
The following conditions are equivalent.
(i) The relation f is U chain mixing.
(ii) The relation f is U chain transitive.
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(iii) The relation f is U chain recurrent, i.e. CUf is an equivalence
relation.
(iv) The relation CUf is reflexive, i.e. 1X ⊂ CUf .
Proof: It is obvious that (i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
Since a connected space does not admit a continuous surjection onto
a nontrivial finite set, (ii) ⇒ (i) by Theorem 7.20 (a).
As in the proof of Corollary 7.12 X/CU1X is totally disconnected,
but as the continuous image of the connected space X it is connected
and so the quotient is a singleton. Hence, CU1X = X × X , i.e. the
identity map is U chain transitive. So if 1X ⊂ CUf then X × X =
CU1X ⊂ CUCUf = CUf . Thus, (iv) ⇒ (ii).
✷
8. The Man˜e´ Set in the Compact, Metrizable Case
Throughout this sectionX is a compact metrizable space. A compact
space is metrizable iff it is Hausdorff and second countable. In that case,
every continuous metric d on X is an element of Γ(U) where U is the
unique uniformity which consists of all neighborhoods of the diagonal.
In particular, U = U(d) for each such metric. Thus, for a compact
metrizable space with unique uniformity U, Γm(U) = Γm(X).
If E is a closed equivalence relation on X then the quotient X/E is a
compact metrizable space by Proposition 7.15. If the quotient is totally
disconnected then it is strongly zero-dimensional by Proposition 7.9.
We let Cf denote CUf where U is the unique uniformity. By Theorem
5.14 Cf = Cdf for every d ∈ Γm(X) and Gf =
⋂
d∈Γm(X)
Adf . On the
other hand, the union is not obviously closed or transitive. We prove
that it is both using an idea from [16].
For V a neighborhood of the diagonal 1X ⊂ X × X and a pair
x, y ∈ X , [a, b] ∈ f×n defines an xy, V chain if (x, a1), (bn, y) and
(bi, ai+1) are in V for i = 1, . . . , n− 1. We will call n the length of the
chain.
Definition 8.1. Let Wf denote the set of pairs (x, y) ∈ X ×X such
that for every neighborhood W of 1X there exists a closed, symmetric
neighborhood V of 1X and n ∈ N such that there is an xy, V chain of
length n and V 3
n ⊂W .
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Theorem 8.2. For a relation f on a compact, metrizable space X, the
relation Wf is a closed, transitive relation and Wf =
⋃
d∈Γm(X)
Adf .
Proof: We will prove that
⋃
dAdf ⊂ Wf and Wf ∪ (Wf)2 ⊂⋃
dAdf .
Let (x, y) ∈ Adf for some metric d on X and let W be a neigh-
borhood of the diagonal. Choose ǫ > 0 so that V¯ d3ǫ ⊂ W . Since
(x, y) ∈ Adf there exists [a, b] ∈ f×n for some n ∈ N so that with
respect to d the xy chain-length of [a, b] is less than ǫ. Write b0 = x
and an+1 = y. Define ǫi = d(bi, ai+1) for i = 0, . . . , n. Thus,
∑
i ǫi < ǫ.
Define
V = V¯ dǫ/3n+1 ∪ (
n⋃
i=0
V¯ dǫi(bi)× V¯ dǫi(bi)).
Clearly, [a, b] defines an xy, V .
We show that if (w, z) ∈ V 3n+1 then (w, z) ∈ V¯ d3ǫ. There exists a
sequence w = u0, u1, . . . , uN = z with (ui, ui+1) ∈ V for i = 0, . . . , N −
1 and with N ≤ 3n+1. Choose the sequence so that N is minimal.
If uj, uj+k ∈ V¯ dǫi(bi) with k > 0 then k = 1 for otherwise we could
eliminate the terms uj+1, . . . , uj+k−1 and obtain a sequence with N
smaller. Thus, for each i there is at most one j such that uj, uj+1 ∈
V¯ dǫi(bi). For the remaining j’s, (uj, uj+1) ∈ V¯ dǫ/3n+1 . It follows that
ΣN−1i=0 d(uj, uj+1) ≤ N · (ǫ/3n+1) + 2Σiǫi ≤ 3ǫ.
By the triangle inequality d(w, z) = d(u0, uN) ≤ 3ǫ.
It follows that
⋃
d Adf ⊂Wf .
Now assume that (x, y) ∈Wf . We will use the Metrization Lemma
for uniform spaces, [12] Lemma 6.12, to construct a metric d such that
(x, y) ∈ Adf . We will then indicate how to adjust the proof to obtain
the required metric when (x, y) ∈ (Wf)2.
Fix some metric d0 on X which is bounded by 1.
Let U0 = A0 = X×X = V d01 andM0 = 0. Assume that, inductively,
the closed symmetric neighborhood of the diagonal (= csn) UMk =
Ak ⊂ V d02−k has been constructed. There exists (xk, yk) ∈Wf such that
(x, xk), (yk, y) ∈ Ak. Hence, there exists nk ∈ N and a csn Bk such that
there is a xkyk, Bk chain length nk and (Bk)
3nk ⊂ Ak ∩ V d02−k−1 .
We now interpolate powers of Bk between Bk = Ak+1 and Ak.
For i = 1, . . . , nk+1 let UMk+i = (Bk)
3nk+1−i . LetMk+1 =Mk+nk+1
and Ak+1 = UMk+1 .
Thus, {Uj} is a sequence of csn’s with (U3j+1 ⊂ Uj and Bj = Aj+1 =
UMj+1 for j ≥ 0.
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From the Metrization Lemma we obtain a metric d such that Uj ⊂
V d2−j ⊂ Uj−1 for all j ∈ N.
It follows that with respect to d the xkyk length of the Bk chain is
bounded by
(nk + 1)2
−Mk+1 = (nk + 1)2
−(Mk+nk+1) ≤ 2−Mk
and since (x, xk), (yk, y) ∈ Ak we have that the xy length is bounded
by 3 · 2−Mk . Since Mk ≥ k it follows that (x, y) ∈ Adf .
If (x, y) ∈ (Wf)2 then there exist (xk, zk), (zk, yk) ∈Wf with (x, xk),
(yk, y) ∈ Ak. We begin with a nk ∈ N and a csn Bk such that there is
a xkzk, Bk chain of size nk and (Bk)
3nk ⊂ Ak ∩ V d02−k−1 . Then choose an
mk ∈ N and a csn Ck such that there is a zkyk, Ck chain of size mk and
(Ck)
3mk ⊂ Bk.
This time for i = 1, . . . , nk + 1 let UMk+i = (Bk)
3nk+1−i and j =
1, . . . , mk + 1 let UMk+nk+1+j = (Ck)
3mk+1−j . Let Mk+1 = Mk + nk +
mk + 2 and Ak+1 = UMk+1 = Ck. Estimate as before to get that the
xy length of the Bk chain followed by the Ck chain (with zk omitted
between them) is at most 4 · 2−Mk . Again (x, y) ∈ Adf .
✷
Following Fathi and Pageault [9], we call |Wf | the Man˜e´ set.
For every d ∈ Γm(X) on the compact metrizable space X we have
(8.1) Gf ⊂ Adf ⊂ Wf ⊂ Cf.
Using Theorem 8.2 we follow [17] to prove the following extension of
a theorem of Fathi and Pageault, see [9].
Theorem 8.3. Let f be a continuous map on a compact, metrizable
space X such that f−1(|f |) = |f | and let K = X \ |f |◦. Wf = 1|f | ∪
C(f |K). Hence, |Wf | = |f | ∪ |C(f |K)|.
Proof: From f−1(|f |) = |f | it follows that K is f +invariant. Be-
cause f is a map, f = 1|f | ∪ (f |K).
For any metric d, equation (3.20) implies that
Adf = Ad(1|f | ∪ (f |K)) = 1|f | ∪Ad(f |K)
and so
Wf = W(1|f | ∪ (f |K)) = 1|f | ∪W(f |K) ⊂ 1|f | ∪ C(f |K).
To complete the proof we assume that (x, y) ∈ C(f |K) and show
that (x, y) ∈ Wf . Fix a metric d on X and let W be an arbitrary
neighborhood of 1X . Choose ǫ > 0 so that V
d
4ǫ ⊂ W . Let δ > 0 be
such that δ < ǫ/2 and d(x, y) < δ implies d(f(x), f(y)) < ǫ/2. Choose
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[a, b] ∈ (f |K)×n of minimum size n such that the xy chain-bound is
less than δ. We may perturb so that ai 6∈ |f | for i = 1, . . . , n and so
bi = f(ai) 6∈ |f | since |f | = f−1(|f |) by assumption. Let b0 = x and
an+1 = y. If 1 ≤ i < j ≤ n + 1 then ai 6= aj, bi−1 6= aj and bi−1 6= bj−1
for if not we could shorten the chain by removing the pairs (ak, bk) for
k = i, . . . , j − 1 contradicting the minimality of n. Now if ai = bj−1
then j > i + 1 since aj 6∈ |f |. Let i′ be the smallest index such that
ai′ = bj−1 for some j > i
′ + 1 and let j′ be the largest such j for i′.
Eliminate the pairs (ak, bk) for k = i
′ + 1, . . . , j′. Observe that
d(bi′ , aj′+1) ≤ d(bi′ , bj′) + d(bj′, aj′+1) =
d(f(bj′−1), f(aj′)) + d(bj′, aj′+1) ≤ ǫ.(8.2)
Moving right we may have to do several of these truncations, which do
not overlap, and so eventually, we obtain [a, b] ∈ f×n′ with {ai, bi−1} ∩
{aj, bj−1} = ∅ if i 6= j.
Choose 0 < δC < ǫ small enough that the sets Ci = V¯
d
δC
({ai, bi−1})
are pairwise disjoint for i = 1, . . . n′+1. Let ǫ > ǫ0 > 0 be smaller than
the distance between Ci and Cj if i 6= j. Let V = V¯ dǫ0/3n′ ∪
⋃n+1
i=1 Ci×Ci.
Clearly, [a, b] defines an xy, V chain.
If z1, . . . , zM satisfies (zi, zi+1) ∈ V and M ≤ 3n′ then since ǫ0 is
smaller than the distance between the Ci’s at most one pair {zk, zk+1}
lies in some Ci. Hence,
d(z1, zM) ≤ ΣM−1k=1 d(zk, zk+1) ≤
3n
′ · (ǫ0/3n′) + 2max diamCi ≤ ǫ0 + ǫ+ 2δC ≤ 4ǫ.
(8.3)
Hence, (z1, zM) ∈ W .
✷
The following extension of Corollary 5.6 is easy to check.
Proposition 8.4. If f is a Lipschitz map on (X, d), then
(8.4) Ad(f
n) ⊂ Adf = f [1,n] ∪ [(Ad(fn)) ◦ f [0,n]],
and so |Ad(fn)| = |Adf |.
✷
For a continuous map f on (X, d) let Per(f) denote the set of peri-
odic points, so that Per(f) =
⋃∞
n=1 |fn|. Let Per(f)◦◦ =
⋃∞
n=1 |fn|◦.
Lemma 8.5. The open set Per(f)◦◦ is dense in Per(f)◦, the interior
of the set of periodic points.
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Proof: Each |fn| is closed inX . Let U be a nonempty open subset of
Per(f). It is the countable union of the relatively closed sets |fn| ∩ U
and so by the Baire Category Theorem at least one of these has a
nonempty interior.
✷
While, Per(f)◦◦ is contained in the interior of Per(f), but might
be a proper subset of it. By periodicity each |fn| is f invariant, i.e.
f(|fn|) = |fn|. So if f is a homeomorphism each |fn|◦ is invariant as
well. Thus, if f is a homeomorphism, Per(f)◦◦ is an open invariant set
and its complement in X is a closed invariant set. Notice also that if A
is any closed subset of X which is f +invariant then it is fn +invariant
and (f |A)n = (fn)|A.
In the Lipschitz case we can extend the above results.
Corollary 8.6. Let f be a homeomorphism on (X, d). If f is a Lips-
chitz map then
(8.5) |Adf | ⊂ Per(f) ∪ |C(f |(X \ Per(f)◦◦))|.
Proof: Let Xn = X \ |fn!|◦. By Proposition 3.6 and Proposition 8.4
we have
(8.6)
|Adf | = |Ad(fn!)| ⊂ |fn!| ∪ |C((f |Xn)n!)| ⊂ Per(f) ∪ |C(f |Xn)|.
Now {Xn} is a decreasing sequence of closed invariant sets with in-
tersection X∞ = X \ Per(f)◦◦. Hence, {f |Xn = f ∩ (Xn × Xn)} is
a decreasing sequence of closed relations with intersection f |X∞. By
[1] Theorem 7.23, the map R 7→ |CR| is a monotone, usc function on
closed sets and so
(8.7)
⋂
n
|C(f |Xn)| = |C(
⋂
n
(f |Xn))| = |C(f |X∞)|.
Together with (8.6) this implies (8.5)
✷
Example 8.7. Without the Lipschitz assumption the result is not true.
Proof: On I = [0, 1] let µ be a full, nonatomic probability measure
concentrated on a dense countable union of Cantor sets of Lebesgue
measure zero. Let π : I → I be the distribution function so that π(t) =
µ([0, t]). Then π is a homeomorphism on I fixing the end-points. Let
X0 = I×{−1, 0, 1} with the metric d0((s, a), (t, b)) = |s−t|+|a−b|. Let
π˜ : X0 → X0 be the homeomorphism defined by π˜(t,−1) = (π(t),−1)
and π˜(t, a) = (t, a) for a = 0, 1. Let d be the metric d0 pulled back
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by π˜. Thus, if s < t ∈ I then d((s, a), (t, a)) = t − s if a = 0, 1 and
µ([s, t]) if a = −1. Let L = {0} × {−1, 0, 1}, R = {1} × {−1, 0, 1}.
Let E = 1X0 ∪ (L × L) ∪ (R × R) and use the metric d = ℓEd = sℓEd
on the quotient space X = X0/E with quotient map q : X0 → X . For
a = −1, 0, 1 let Ia denote q(I × {a}). It is easy to check that each
restriction q : I × {a} → Ia is an isometry.
Now define the homeomorphism f on X by
(8.8) f(t, a) =
{
(t,−a) for a = ±1
(t2, a) for a = 0.
Let Y be the subspace of X which is the quotient of I×{0, 1} ⊂ X0,
i.e. Y = I1 ∪ I0 ⊂ X , and define g on Y and h : X → Y by
g(t, a) =
{
(t, a) for a = 1
(t2, a) for a = 0
h(t, a) =
{
(t, 1) for a = ±1
(t, a) for a = 0
(8.9)
Neither f nor h is Lipschitz. Because g is the identity on I1 and f
2
is the identity on I1 ∪ I−1 it follows from Proposition 3.6 that
Ad(f
2) = 1(I1∪I−1) ∪Ad((f |I0)2)
and Adg = 1I1 ∪Ad(f |I0).
(8.10)
For f |I0 = g|I0, L(t, 0) = 1− t is a Lipschitz Lyapunov function which
is increasing on all orbits except the -fixed- endpoints. It follows that
|C(f |I0)| = |C((f |I0)2)| = {q(0, 0), q(1, 0)}.
We will show that
(8.11) Adf = X ×X
Thus, for 0 < t < 1 the point (t, 0) ∈ |Adf | but is not in |Adf 2| and
(t, 0) = h(t, 0) is not in |Adg|.
Let s < t in I. Because µ and Lebesgue measure λ are mutually
singular we can choose for any ǫ > 0 an increasing sequence s =
u1, ...., u2n+1 = t so that µ(
⋃n
i=1 [u2i−1, u2i]) < ǫ but λ(
⋃n
i=1 [u2i−1, u2i]) ≥
1 − ǫ and so λ(⋃ni=1 [u2i, u2i+1] < ǫ. On I1 the length of an interval is
its Lebesgue measure while on I−1 the length is its µ measure. Thus,
if x = (s, 1) and (y = (t, 1) then
(8.12) (u1, 1), (u2,−1), (u3, 1), (u4,−1), ...., (u2n,−1)
each paired with its image under f , defines a sequence in f×2n whose
xy chain-length is less than 2ǫ. Since f is symmetric on I1 ∪ I−1 we
can reverse the sequence to get one whose yx chain-length is the same.
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Thus, any two elements of I1 ∪ I−1 are Adf equivalent. On the other
hand, it is easy to check that for any t ∈ (0, 1), q(t, 0) ∈ G(f |I0)(q(1, 0))
and q(0, 0) ∈ G(f |I0)(t, 0). It follows that any two elements of X are
Adf equivalent.
On the invariant set X±1 =def I1∪I−1 the restriction of f has order
2 and so E = 1X±1 ∪ f |X±1 is a closed equivalence relation with each
equivalence class having one or two points. However, the pseudo-metric
sℓKd = ℓ
K
d is identically zero and so does not induce a metric on the
space of equivalence classes.
✷
Example 8.8. In (8.5) the inclusion may fail if Per(f)◦◦ is replaced
by Per(f)◦ and it may fail if |C(f |(X \ Per(f)◦◦))| is replaced by
|Ad(f |(X \ Per(f)◦◦))|.
Proof: Let S be the unit circle in the complex plane. Let
(8.13) X = ([−1, 1] ∪ S)× {0} ∪ (
∞⋃
n=1
S × {1/n}).
equipped the restriction of the Eucidean metric from R3.
On X define the Lipschitz homeomorphism f by
(8.14) f(x, t) =
{
(x · e2πit, t) for x ∈ S,
(1
2
(x2 + 2x− 1), 0) for x ∈ [−1, 1], t = 0.
That is, on [−1, 1] × {0} the map is conjugate to x 7→ x2 via the
homeomorphism (x, 0) 7→ (x+ 1)/2 from [−1, 1]× {0} to [0, 1].
Per(f) = S× ({0, 1, 1/2, ...}) and so Y =def X \Per(f)◦ is [−1, 1]×
{0}. For the restriction of f to this set, the only chain recurrent points
are the endpoints, i.e. |Cd(f |Y )| = {(−1, 0), (1, 0)}.
X∞ = X \ Per(f)◦◦ = (S ∪ [−1, 1]) × {0}. For the restriction of f
to X∞ every point is chain recurrent, i.e. |Cd(f |X∞)| = X∞, but from
Proposition 3.6,
(8.15) S × {0} = |(f |X∞)| = |G(f |X∞)| = |Ad(f |X∞)|
Finally, it is easy to check that for f itself
(8.16) X = |Gf | = |Adf |.
Thus, in (8.5) the equation fails if Per(f)◦◦ is replaced by Per(f)◦
and it fails if |C(f |(X\Per(f)◦◦))| is replaced by |Ad(f |(X\Per(f)◦◦))|.
✷
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9. Appendix A: Directed Sets and Nets
We review the theory of nets, following [12, Chapter 2].
A set I is directed by a reflexive, transitive relation ≺ if for every
i1, i2 ∈ I there exists j ∈ I such that i1, i2 ≺ j. We call I a directed
set. If I1, I2 are directed sets then the product I1 × I2 is directed by
the product ordering (i1, j1) ≺ (i2, j2) when i1 ≺ i2 and j1 ≺ j2.
For i ∈ I let ≺i= {j : i ≺ j}. A set F ⊂ I is called terminal if
F ⊃≺i for some i ∈ I. F is called cofinal if F∩ ≺i 6= ∅ for all i ∈ I.
In the family language of [2] these are dual families of subsets of I.
Because the set I is directed by ≺ it follows that the family of terminal
sets is a filter. That is, a finite intersection of terminal sets is terminal.
The cofinal sets satisfy the dual, Ramsey Property : If a finite union of
subsets of I is cofinal then at least one of them is cofinal.
For example, if A ⊂ X then the set NA of neighborhoods of A is
directed by ⊃ and a subset of NA is cofinal iff it is a neighborhood
base. If A is the singleton {x}, then we write Nx for NA. The sets Z+
and N are directed by ≤ and a subset is terminal iff it is cofinite. A
subset is cofinal iff it is infinite.
A net in a set Q is a function from a directed set I to Q, denoted
{xi : i ∈ I}. If A ⊂ Q we say that the net is eventually (or frequently)
in A if {i : xi ∈ A} is terminal (resp. is cofinal).
A map k : I ′ → I between directed sets is a directed set morphism
if k−1(F ) is terminal in I ′ whenever F is terminal in I. If k is order-
preserving, i.e. i′1 ≺ i′2 implies k(i′1) ≺ k(i′2), and, in addition, the
image, k(I ′), is cofinal in I then k is a morphism.
A map k : I ′ → I is a morphism iff whenever F is cofinal in I ′, then
k(F ) is cofinal in I. This follows because
k(F ) ∩A 6= ∅ ⇐⇒ F ∩ k−1(A) 6= ∅
and a set is cofinal iff it meets every terminal set and vice-versa.
With this definition of morphism, the class of directed sets becomes
a category.
If i 7→ xi is a net, then the composite i′ 7→ xk(i′) is the subnet induced
by the morphism k. We will usually suppress the mention of k and just
write {xi′ : i′ ∈ I ′} for the subnet.
If x is a point of a topological space X then a net in X converges to
x (or has x is a cluster point) if for every U ∈ Nx the net is eventually
in U (resp. is frequently in U). Thus, if a net in A has x as a cluster
point then x is in the closure of A. Conversely, if x ∈ A then we
can use I = Nx and choose xU ∈ A ∩ U . We thus obtain a net in
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A converging to x. For a net {xi : i ∈ I} in X the set of cluster
points is
⋂
i∈I {xj : i ≺ j}. Equivalently, this is the set of limit points
of convergent subnets of {xi}.
Lemma 9.1. If {xi : i ∈ I} is a net in X and A is a compact subset
of X, then A contains a cluster point of the net iff xi ∈ U frequently
for every open set containing A.
Proof: Clearly, if x ∈ A is a cluster point of the net, then it fre-
quently enters every neighborhood of x and a fortiori it frequently
enters every neighborhood of A. If for some i the set Ki = {xj : i ≺ j}
is disjoint from A then its complement is a open set containing A which
the net does not enter frequently. So if the net frequently enters every
neighborhood of A then {Ki ∩ A : i ∈ I} is a collection of closed sub-
sets of A with the finite intersection property. Hence, the intersection
is nonempty by compactness.
✷
10. Appendix B: Uniform Spaces
We review from [12] Chapter 6 the facts we will need about uniform
spaces.
A uniformity U on a set X is a filter of reflexive relations on X which
satisfies
• U ∈ U implies U−1 ∈ U.
• If U ∈ U, then there exists W ∈ U such that W ◦W ⊂ U .
We say that a collection U0 of reflexive relations generates a unifor-
mity when U = {U : U ⊃ V for some V ∈ U0} is a uniformity. This re-
quires that if V1, V2 ∈ U0, there exists V3 ∈ U0 so that V3◦V3 ⊂ V1∩V −12 .
For example, if d is a pseudo-metric on X then V dǫ = {(x, y) :
d(x, y) ≤ ǫ} with ǫ > 0 generates a uniformity U(d) which we call
the uniformity associated with d.
The gage Γ of a uniformity U (or Γ(U) when we need to keep track
of the uniformity) is the set of all bounded pseudo-metrics d such that
V dǫ ∈ U for all ǫ > 0, or, equivalently, U(d) ⊂ U. From the Metrization
Lemma for uniformities, Lemma 6.12 of [12], it follows that if U ∈ U
then there exists d ∈ Γ such that V d1 ⊂ U .
A collection Γ0 of pseudo-metrics generates a uniformity when⋃
d∈Γ0
U(d) is a uniformity. It suffices that if d1, d2 ∈ Γ0, there exists
d3 ∈ Γ0 such that d3 ≤ K(d1 + d2) for some positive K.
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Since U is a filter, it is directed by ⊃. If d1, d2 ∈ Γ then d1+ d2 ∈ Γ,
and so Γ is directed by ≤.
Lemma 10.1. Let {d1, d2, . . . } be a sequence in Γ with di bounded by
Ki ≥ 1. If {a1, a2, . . . } is a summable sequence of positive reals then
d = Σ∞k=1 (ai/Ki)di is a pseudo-metric in Γ.
Proof: Dividing by Σ∞k=1 (ai/Ki) we can assume the sum is 1. Given
ǫ > 0 choose N so that Σ∞k=N+1 (ai/Ki) < ǫ/2. Then
⋂N
k=1 V
dk
ǫ/2 ⊂ V dǫ .
✷
Associated to a uniformity U is the U topology with G open iff
x ∈ G implies U(x) ⊂ G for some U ∈ U. The topology is Hausdorff iff
1X =
⋂ {U : U ∈ U}, in which case we call U a Hausdorff uniformity. If
X is a topological space then U is called compatible with the topology
on X if X has the U topology.
If (X,U), (Y,V) are uniform spaces then the product uniformity U×V
onX×Y is generated by the product relations U×V for U ∈ U, V ∈ V.
Given pseudo-metrics in Γ(U) and Γ(V) the product pseudo-metrics on
X × Y generate the gage Γ(U × V). The associated topology is the
product of the U topology on X with the V topology on Y .
If A ⊂ X then U|A, the set of restrictions to A of the relations
U ∈ U, is the induced uniformity on A with associated topology the
subspace topology. The restrictions to A×A of the pseudo-metrics in
Γ(U) generate the gage Γ(U|A).
Observe that if E is an equivalence relation which contains the diag-
onal 1X in its interior then every equivalence class is a neighborhood
of each of its points and so is open. It follows that E =
⋃
x∈X{E(x)×
E(x)} is open in X ×X and its complement ⋃(x,y)6∈E{E(x)×E(y)} is
open as well. Thus, E is a clopen equivalence relation. For a clopen
equivalence relation E on X , the characteristic function of X ×X \E
is a continuous pseudo-ultrametric on X .
We call a uniformity U zero-dimensional when it is generated by
equivalence relations. Equivalently, the gage is generated by pseudo-
ultrametrics. In that case, the associated topology is zero-dimensional,
i.e. the clopen subsets form a basis for the topology. Conversely, if X is
a zero-dimensional space then the set of all clopen equivalence relations
on X generates the maximum zero-dimensional uniformity compatible
with the topology on X . We denote it by UM0 . The gage Γ(UM0) is
generated by the pseudo-ultrametrics which are continuous on X . The
class of zero-dimensional uniform spaces is closed under the operations
of products and taking subspaces.
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Proposition 10.2. Let X be a topological space. The following condi-
tions are equivalent.
(a) There exists a uniformity compatible with the topology on X.
(b) The topology on X is completely regular. That is, the continu-
ous real-valued functions distinguish points and closed sets.
If X is Hausdorff, then these are equivalent to
(c) There exists a homeomorphism onto a subset of a compact Haus-
dorff space.
Proof: (a) ⇔ (b) If x is not in a closed set A then there is a d ∈ Γ
such that V dǫ (x) ∩ A = ∅ for some ǫ > 0. The continuous function
y 7→ min(d(x, y), 1) is 0 at x and 1 on A. IfX is completely regular then
the uniformity generated by the pseudo-metrics du(x, y) = |u(x)−u(y)|,
with u varying over continuous real-valued functions, is compatible with
the topology.
(b) ⇔ (c) Using bounded real-valued continuous functions we can
embed a Hausdorff, completely regular space into a product of intervals.
On the other hand, by the Urysohn Lemma a compact Hausdorff space
is completely regular and so any subspace is completely regular as well.
✷
A completely regular, Hausdorff space is called a Tychonoff space.
Clearly, a completely regular space X is Tychonoff iff the points are
closed, i.e. iff X is T1.
If there is a metric in the gage then the U topology is Hausdorff, but
the gage of a Hausdorff uniformity need not contain a metric.
A map h : X1 → X2 between uniform spaces is uniformly continuous
if U ∈ U2 implies (h×h)−1(U) ∈ U1, or, equivalently, if h∗d ∈ Γ(U1) for
all d ∈ Γ(U2) where h∗d(x, y) = d(h(x), h(y)). A pseudo-metric d on X
is in the gage of U iff 1X : (X,U)→ (X,U(d)) is uniformly continuous.
With the uniformity induced by the usual metric on R, a pseudo-metric
d on X is in the gage of U iff the map d : (X × X,U × U) → R is
uniformly continuous.
In general, there may be many uniformities with the same associ-
ated topology. Given a completely regular space there is a maximum
uniformity UM compatible with the topology. It is characterized by
the condition that any continuous map from X to a uniform space is
uniformly continuous with respect to UM . If X is paracompact then
the set of all neighborhoods of the diagonal is a uniformity which is
therefore UM . If X is compact, then this is the unique uniformity
compatible with the topology on X .
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A uniformity U on X is totally bounded if for every V ∈ U the
cover {V (x) : x ∈ X} has a finite subcover, or, equivalently, if for
every d ∈ Γ(U) the pseudo-metric space (X, d) is totally bounded. Let
B(X,U) denote the Banach algebra of bounded, uniformly continuous,
real-valued functions. If u ∈ B(X,U) then the pseudo-metric du defined
by
(10.1) du(x, y) = |u(x)− u(y)|.
is a totally bounded pseudo-metric in Γ(U). For B ⊂ B(X,U) a closed
subalgebra (assumed to contain the constant functions) the pseudo-
metrics dF = Σu∈Fdu, with F a finite subset of B, generate a totally
bounded uniformity T(B) ⊂ U. If B is separable then the uniformity
T(B) is pseudo-metrizable. In fact, if {ui} is a dense sequence in the
unit ball of B then
(10.2) d(x, y) = Σ∞i=1 2
−idui
is a metric such that U(d) = T(B).
Recall that if u ∈ B then we can use the series expansion of the
square root to show that |u| = √u2 ∈ B. Hence, if u1, u2 ∈ B then
max(u1, u2) =
1
2
(|u1−u2|+u1+u2) and min(u1, u2) = −max(−u1,−u2)
are in B.
The subalgebra B distinguishes points and closed sets when for every
closed subset A of X and any x ∈ X \ A there exists u ∈ B such that
u(x) 6∈ u(A). Notice that if |u(x) − t| < ǫ implies t 6∈ u(A), then
v(z) = 1
ǫ
min(|u(x) − u(z)|, ǫ) is an element of B with v(x) = 0 and
v = 1 on A. In that case, the topology associated with T(B) is that of
(X,U), i.e. T(B) is compatible with the topology of X . The uniformity
T(B(X,U)) is the maximum totally bounded uniformity contained in
U and we will denote it T(U). The gage of T(U) consists of all the
totally bounded pseudo-metrics in the gage of U.
If {xi : i ∈ D} and {yj : j ∈ I} are nets in X , then they are
U-asymptotic for a uniformity U on X if the product net {(xi, yj) :
(i, j) ∈ D × I} is eventually in U for all U ∈ U. The net {xi} con-
verges to x ∈ X exactly when it is U-asymptotic to a net constant at
x. The U-asymptotic relation on nets on X is symmetric and transi-
tive, but not reflexive. A net {xi} is Cauchy when it is U-asymptotic
to itself. The uniform space (X,U) is complete when every Cauchy
net converges. For a Hausdorff uniform space (X,U) there exists j a
uniform isomorphism from (X,U) onto a dense subset of a complete,
Hausdorff uniform space (X¯, U¯). Regarding j as an inclusion, we call
(X¯, U¯) the completion of (X,U). We can regard X¯ as the space of
the U-asymptotic equivalence classes of Cauchy nets in X . In general,
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if (Y,V) is a complete, Hausdorff uniform space and h : A → Y is a
uniformly continuous map on a subset A of X then h extends uniquely
to h¯ : A→ Y a uniformly continuous map on the closure. If x ∈ A and
{xi} is a net in A converging to x then {h(xi)} is a Cauchy net in Y
and so converges to a unique point h¯(x). It follows that the completion
of a Hausdorff uniform space is unique up to uniform isomorphism. For
each d ∈ Γ(U), the map d¯ : X¯ × X¯ → [0,M ], where M = sup d is a
pseudo-metric on X¯ and these form the gage of U¯. If d is a metric with
U = U(d) then d¯ is a metric with U¯ = U(d¯). That is, the completion
of a metric space is a metric space.
A uniform space is compact iff it is totally bounded and complete.
So the completion of a totally bounded, Hausdorff uniform space is
compact. In particular, if (X,U) is Hausdorff and B is a closed subal-
gebra of B(X,U) which distinguishes points and closed sets then the
completion (X¯, T¯(B)) is a compact Hausdorff space. If Y is a compact,
Hausdorff space (with its unique uniformity) and h : (X,U) → Y is
uniformly continuous then h : (X,T(U)) → Y is uniformly continuous
and so extends uniquely to h¯ : (X¯, T¯(U)) → Y . If B is closed subal-
gebra of B(X,U) which distinguishes points and closed sets, then with
X¯ the T¯(B) completion of X , the map u 7→ u¯ is a Banach algebra iso-
morphism from B onto the Banach algebra of continuous, real-valued
maps on X¯ . Thus, X¯ is version the compactification of X obtained
from B by the Gelfand space construction, see, e.g. [2] Chapter 5. In
particular, if X is a Tychonoff space with UM the maximum unifor-
mity compatible with the topology then (X¯, T¯(UM)) is a version of the
Stone-Cech compactification of X .
Finally, notice that (X,U) has a second countable topology iff there
exists a separable, closed subalgebra B of B(X,U) which distinguishes
points and closed sets. In that case, there is a metric d such that
T(B) = U(d) and the associated compactification X¯ is metrizable with
metric d¯.
11. Appendix C: Proper Maps
A proper map f : X → Y is a continuous map such that f × 1Z :
X × Z → Y × Z is a closed map for every topological space Z. Using
a singleton for Z we see that a proper map is closed. We collect the
elementary properties of proper maps from [5] Section 1.10.
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Proposition 11.1. (a) If f : X → Y is injective, then it is proper
iff it is a homeomorphism onto a closed subset of Y .
(b) Assume that f : X → Y and g : Y → Z are continuous.
(i) If f and g are proper, then g ◦ f is proper.
(ii) If g ◦ f is proper and f is surjective, then g is proper.
(iii) If g ◦ f is proper and g is injective, then f is proper.
(c) If f1 : X1 → Y1 and f2 : X2 → Y2 are continuous maps with X1
and X2 nonempty, then f1 × f2 : X1 ×X2 → Y1 × Y2 is proper
iff both f1 and f2 are proper.
(d) Let f : X → Y be a proper map. If A is a closed subset of X
then the restriction f |A : A→ Y is a proper map.
(e) If B is an arbitrary subset of Y then the restriction f |B :
f−1(B)→ B is a proper map.
(f) If f1 : X → Y1 and f2 : X → Y2 are proper maps with X Haus-
dorff then the map x 7→ (f1(x), f2(x)) is proper. In particular,
its image is closed.
Proof: These results are Propositions 2-5 of [5] Section 1.10.1.
(a) An injective continuous map is a homeomorphism onto a closed
subset iff it it is a closed map.
(b) If A ⊂ X×Z then [(g◦f)×1Z ](A) = (g×1Z)◦(f×1Z)(A) and if g
is injective, (f×1Z)(A) = (g×1Z)−1((g◦f)×1Z ](A)]. If f is surjective
and B ⊂ Y × Z then (g × 1Z)(B) = [(g ◦ f)× 1Z ]((f × 1Z)−1(B)).
(c) f1 × f2 is the composition (f1 × 1Y2) ◦ (1X1 × f2).
(d) If K is a closed subset of A × Z then K is a closed subset of
X × Z.
(e) If A ⊂ f−1(B) × Z is closed relative to f−1(B) × Z then there
exists A1 closed inX×Z with A = A1∩(f−1(B)×Z) and (f×1Z)(A) =
(f × 1Z)(A1) ∩ B × Z.
(f) Since X is Hausdorff, the diagonal 1X is closed in X ×X and so
the map ∆ : X → X×X x 7→ (x, x) is a proper map from X to X×X
by (a). Since f1 × f2 is proper by (c), the composition (f1 × f2) ◦∆ is
proper.
✷
The condition that f be proper can be described in terms of com-
pactness. For convenience we restrict attention to Tychonoff spaces,
i.e. completely regular Hausdorff spaces.
Proposition 11.2. (a) Assume that f : X → Y is continuous with
X a Tychonoff space. The following are equivalent.
(i) The map f is proper.
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(ii) f ×1Z : X×Z → Y ×Z is a closed map for every compact
Hausdorff space Z.
(iii) The map f is closed and f−1(y) is compact for every y ∈ Y .
(iv) Whenever {xi : i ∈ I} is a net in X such that {f(xi)}
converges to a point y ∈ Y then {xi} has a cluster point in
f−1(y).
(b) If p is a singleton space and X is a Tychonoff space, then the
map p : X → p is proper iff X is compact.
(c) If f : X → Y is proper with X, Y Tychonoff spaces and B ⊂ Y
is compact, then f−1(B) ⊂ X is compact.
Proof: These results are essentially Theorem 1 and Lemma 1 of [5]
Section 1.10.2.
(a) (i) ⇒ (ii) Obvious.
Let Z be a compactification of X , i.e. there is a continuous em-
bedding k : X → Z with Z a compact Hausdorff space. Because
Z is Hausdorff, the map k is a closed subset of X × Z. The map
p×1Z : X×Z → p×Z is isomorphic to the projection π2 : X×Z → Z.
If the map p × 1Z is closed, then k(X) = π2(k) is a closed subset of
Z and so is compact. Since k is an embedding X is compact. In
particular, this proves one direction of (b).
(ii) ⇒ (iii) Using Z as a singleton we see that f is closed. As in
Proposition 11.1(e) we see that f × 1Z : f−1(y)× Z → y × Z is closed
for any compact Hausdorff space. From the above argument it follows
that f−1(y) is compact.
(iii)⇒ (iv) If for some i ∈ I the set Ai = {xj : i ≺ j} is disjoint from
f−1(y) then f(Ai) is a closed set disjoint from y and so {f(xi)} does
not converge to y. Hence, {Ai ∩ f−1(y)} is a collection of closed sets
satisfying the finite intersection property. Since f−1(y) is compact, the
intersection is nonempty and the intersection is the set of cluster points
of {xi} in f−1(y).
(iv) ⇒ (i) Let A be a closed subset of X × Z and (y, z) a point
of the closure of (f × 1Z)(A). There exists a net {(xi, zi)} in A such
that {(f(xi), zi)} converges to (y, z). From (iv) it follows that there
exists x ∈ f−1(y) and a subnet {xi′} which converges to x. Hence, the
subnet {(xi′ , zi′)} converges to (x, z) and since A is closed (x, z) ∈ A.
So (y, z) = (f × 1Z)(x, z) ∈ (f × 1Z)(A). Thus (f × 1Z)(A) is closed.
(b) If X is compact, then X → p satisfies condition (iii) of (a) and
so is a proper map.
(c) Since B is compact, B → p is proper. Since f is proper, the
restriction f−1(B)→ B is proper. Hence, the composition f−1(B)→ p
is proper and so f−1(B) is compact.
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✷
A Hausdorff space X is called a k-space when the topology is com-
pactly generated. That is, A∩K compact for every compact subset K
of X implies A is closed. A locally compact space is clearly a k-space.
Since a convergent sequence together with its limit is compact, any
Hausdorff sequential space is a k-space, where X is sequential when
x ∈ A implies x is the limit of a sequence in A. So any Hausdorff,
first countable space is a k-space. In particular, a metrizable space is
a k-space.
Proposition 11.3. Let f : X → Y be a continuous map with X and
Y Tychonoff spaces.
(a) If Y is a k-space and for every compact B ⊂ Y , the pre-image
f−1(B) is compact, then f is a proper map.
(b) If X is a k-space and A ⊂ X such that the restriction f |A : A→
Y is proper then A is a closed subset of X.
Proof: (a) From Proposition 11.2 (a)(iii) it suffices to show that
f is closed. Let A ⊂ X be closed and let K ⊂ Y be compact. By
hypothesis, f−1(K) is compact and so A∩f−1(K) is compact. It follows
that f(A)∩K = f(A∩ f−1(K)) is compact. As K was arbitrary, f(A)
is closed because Y is a k-space.
(b) Let K ⊂ X be compact so that f(K) ⊂ Y is compact. By
Proposition 11.2 (c) applied to f |A, (f |A)−1(f(K)) is compact. Hence,
K ∩ A = K ∩ (f |A)−1(f(K)) is compact. Since K was arbitrary and
X is a k-space, A is closed.
✷
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f∗(B), 2, 40
f [1,k], 25
f∞, 38
f×n, 8
f |A, 3
filter, 4
frequently in A, 89
Gf , 22
Γ(U), 90
Γm(X), 30
Γm(U), 32
gage, 90
h maps f1 to f2, 11
h∗d, 25, 92
U inward, 5
idempotent operator, 12
inverse relation, 2, 3
k-space, 97
Kℓ
f
d dominated, 19
Km
f
d dominated, 19
L
f
d , 46
ℓ
f
d , 8
ℓ
f
d(K, y), 36
≤L, 18
Long Line, 73
Lyapunov function, 18
elementary, 33
M
f
d , 46
m
f
d , 8
m
f
d(K, y), 36
Man˜e´ set, 84
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map
proper, 94
uniformly continuous, 92
maximum invariant subset, 38
modulus of uniform continuity, 10
net, 89
Cauchy, 93
odometer, 80
Polish space, 71
product relation, 3
proper map, 94
proper relation, 42
pseudo-ultrametric, 3
Ramsey Property, 89
reflexive relation, 3
regular point, 18
relation, 2
U chain mixing, 77
U chain transitive, 76
chain relation, 11
composition, 2
cusc, 40
cyclic set, 3
domain, 3
inverse, 2
pointwise closed, 40
pointwise compact, 40
product, 3
proper, 42
reflexive, 3
surjective, 3, 76
symmetric, 3
transitive, 3
usc, 40
repellor, 38
dual, 38
restriction, 3
sℓ
f
d , sm
f
d , 13
space
completely Hausdorff, 61
k-space, 97
Polish, 71
strongly σ-compact, 65
strongly zero-dimensional, 63
totally disconnected, 63
Tychonoff, 92
uniform, 90
zero-dimensional, 63
strongly σ-compact space, 65
strongly zero-dimensional space, 63
subnet, 89
subset
U inward, 33
+invariant, 3
cofinal, 89
invariant, 3
maximum invariant subset, 38
terminal, 89
surjective relation, 3, 76
symmetric relation, 3
T(B), 93
τX , 61
τ0X , 63
terminal subset, 89
totally bounded uniformity, 93
totally disconnected space, 63
trace, 58
Tychonoff Plank, 74
Tychonoff space, 4, 92
U(d), 90
UM0 , 91
UM , 92
ultrametric, 3
uniform space, 90
uniformity, 90
associated topology, 91
compatible with the topology of
X , 91
complete, 93
completion, 93
gage, 90
product, 91
totally bounded, 93
zero-dimensional, 91
uniformly continuous map, 92
usc relation, 40
V dǫ , 3
V¯ dǫ , 3
Wf , 82
Zd, 15
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zero-dimensional space, 63
zero-set, 61
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