This paper deals with the question of whether a lumped hydrological model driven with lumped daily precipitation time series from a univariate single-site weather generator can produce equally good results compared to using a multivariate multi-site weather generator, where synthetic precipitation is first generated at multiple sites and subsequently lumped. Three different weather generators were tested: a univariate "Richardson type" model, an adapted univariate Richardson type model with an improved reproduction of the autocorrelation of precipitation amounts and a semi-parametric multi-site weather generator. The three modelling systems were evaluated in two Alpine study areas by comparing the hydrological output with respect to monthly and daily statistics as well as extreme design flows. The application of a univariate Richardson type weather generator to lumped precipitation time series requires additional attention. Established parametric distribution functions for single-site precipitation turned out to be unsuitable for lumped precipitation time series and led to a large bias in the hydrological simulations. Combining a multi-site weather generator with a hydrological model produced the least bias.
Introduction
Coupling stochastic weather generation with hydrological modelling is becoming increasingly important in hydrological impact assessment (Haberlandt et al. 2011) . It is an alternative approach to obtaining design flows based on discharge observations (e.g. Grimaldi and Serinaldi 2006 , Merz and Blöschl 2008 , Keef et al. 2010 . Moreover, the combination of a weather generator and a hydrological model allows us to study the impact and uncertainty of changing land use or climate conditions (e.g. Bergström et al. 2001a , Booij 2005 , Raff et al. 2009 , Holzmann et al. 2010 . To date, numerous concepts have been proposed for weather generation models. The generation of weather variables at a single site is less complex compared to multi-site methods, which have to maintain not only singlesite but also inter-site statistics. The most common univariate approach is the "Richardson type" model that first simulates binary precipitation occurrences with a two-state Markov chain followed by the sampling of precipitation amounts from parametric distribution functions (e.g. Katz 1977 , Richardson 1981 . Richardson type models are conceptually straightforward but ignore the serial correlation of precipitation amounts. Another often cited singlesite model is the semi-parametric LARS-WG (Long Ashton Research Station-Weather Generator) (Racsko et al. 1991 , Semenov and Barrow 1997 , Semenov et al. 1998 , where wet and dry spells as well as precipitation amounts are sampled from semi-empirical distributions. Multi-site weather generators are usually based on Markov processes or resampling techniques. Wilks (1998) , Brissette et al. (2007) and Khalili et al. (2009) extended the univariate Richardson type model to multiple sites, which comes with technical challenges such as the generation of correlated random numbers that are more correlated than the observed occurrences. Furthermore, temporal correlations are underestimated. Nearest neighbour resampling has been suggested by various authors, including Beersma and Buishand (2003) , Wilby et al. (2003) , Leander and Buishand (2009) and King et al. (2014) . Resampling is conceptually straightforward but there is a tradeoff between the subjective specification of various model variables and the duplication of observations in the simulations Brandsma 2001, Mehrotra et al. 2006) . Other concepts have been proposed by Hughes et al. (1999) , Ailliot et al. (2009) , Pegram (2009), Serinaldi (2009a) , Baigorria and Jones (2010) and Breinl et al. (2015) . For hydrological modelling in probabilistic analyses, lumped or semi-distributed models may be preferable to distributed models, which can be computationally costly and typically require high-resolution input data (Arnold et al. 1998 , Romanowicz et al. 2005 , Shrestha et al. 2006 . Conceptualized models are considerably faster and allow multiple runs and uncertainty analyses at low computational costs.
Only a few studies have focused on the impact of the input precipitation from a weather generator on the hydrological model output. Harmel et al. (2000) examined the impact of precipitation on the hydrologic response of a small catchment in the USA (0.53 km 2 ) using a single-site Richardson type weather generator which was parameterized with four different precipitation distribution functions. The weather generator was fitted to records from a single centrally-located rain gauge. Li et al. (2013) examined the impact of six different precipitation distribution functions on the hydrological model output in two Canadian catchments with areas of 9700 and 3330 km 2 . They also used a univariate Richardson type model but for generating lumped catchment precipitation derived from 24 raingauges instead of precipitation at a single site. Garavaglia et al. (2010) compared the Exponential and Generalized Pareto distributions with the so-called multi-exponential weather pattern distribution (MEWP), of which the latter was used by Paquet et al. (2013) in combination with a hydrological model for extreme flood estimation in a French catchment (2170 km 2 ). The present study deals with the question of whether a lumped hydrological model driven with lumped daily precipitation averages from a univariate weather generator, as, for example, suggested by Li et al. (2013) , can produce equally good results compared to using a multivariate multi-site weather generator, where synthetic precipitation is first generated at multiple sites and subsequently lumped. In the study by Li et al. (2013) , "the averaged precipitation distribution for each watershed shared the same characteristics as those of the 24 stations" and for this reason "using the stochastic weather generator based on the basin-averaged time series" was "preferred to the much more complex option of generating time series at each station using a multisite approach and averaging in a second step". However, it remains unclear whether this is always possible, which was one of the main motivations behind this paper.
Methodology
Three different weather generators were applied: were a univariate Richardson type model, an adapted univariate Richardson type model with an improved reproduction of the autocorrelation of precipitation amounts and a semi-parametric multi-site weather generator. These three models were called "Model A" (Richardson type), "Model A+" (adapted Richardson type) and "Model B" (multi-site). Goodness-of-fit tests were used to find the optimum distribution functions for simulating precipitation amounts for both models A/A+ and Model B, i.e. for site-specific and lumped precipitation time series. Various studies examined the applicability of different parametric distribution functions for simulating daily precipitation in different regions (e.g. Wilks 1999a , Serinaldi 2009b , Singh and Mishra 2011 , Breinl et al. 2013 , Li et al. 2013 . Past research has shown that the very common light-tailed gamma distribution is often not the best choice as it underestimates extremes (Vlček and Huth 2009, Breinl et al. 2013) . Often, heavy-tailed distributions such as the Generalized Pareto distribution (GPD) are preferable (Papalexiou et al. 2013) . In this research, four different distribution types were tested, including the Exponential, the Gamma, the Weibull and a heavytailed hybrid distribution consisting of the empirical distribution of the observation data for low and the GPD for high precipitation amounts ("Hybrid"). For the hydrological model, the lumped conceptual model HBV was chosen. Two different Alpine catchments (Salzach catchment in Austria with 4637 km 2 and Ubaye catchment in France with 548 km 2 ) were examined.
The structure of the paper is as follows: first, the data and methods are described. Methods include the parametric distribution functions, the weather generator types (Model A, Model A+ and Model B), the hydrological model as well as the evaluation procedure. Second, the results are presented for Model A, Model A+ and Model B and each catchment, followed by a discussion and a conclusion.
Weather generator
All weather generator models were set up on a monthly basis to capture the seasonality of precipitation. A precipitation threshold of 0.1 mm for defining wet days was applied.
Model A
For Model A (univariate), a straightforward model was chosen which is similar to the model by Richardson (1981) . Daily precipitation occurrences were simulated with a Markov process where the transition probabilities depend on m previous days: PRfX tþ1 jX t ;X tÀ1 ;X tÀ2 ;...;X 1 g ¼ PRfX tþ1 jX t ;X tÀ1 ;...;X tÀm g with m < t À1
(1)
A two-state Markov chain was used for simulating dry and wet days. Precipitation amounts on wet days were sampled from one of the four distribution functions (separate distribution parameters for each month) as described in Section 2.2. Before fitting the parametric distributions, the daily amounts of all raingauges were weighted into lumped precipitation time series by Thiessen polygons. Other methods including inverse distance weighting (IDW), ordinary kriging (OK) and kriging with external drift (KED) considering elevation were tested using the "R" software package "hydroTSM" (ZambranoBigiarini 2012). The computed distribution parameters did not differ significantly between methods, except for KED in the Ubaye catchment. However, for Ubaye, KED was considered less reliable as it produced almost 5% negative precipitation values, a known issue related to this method (Haberlandt 2007 , Ly et al. 2011 . Moreover, using the questionable KED output for hydrological model calibration likewise resulted in considerably lower Nash-Sutcliffe efficiencies (Nash and Sutcliffe 1970) in both the calibration and validation periods (−10.8%/-7.2%). Mean daily temperature was simulated independently by autoregressive moving average processes (ARMA). Fourier time series were first fitted to represent the annual cycles of temperature and standard deviation, and the remaining residuals were simulated using the ARMA process. See Breinl et al. (2015) for details. The principle of Model A is schematized in Fig. 1 .
Model A+
Model A+ is an adapted version of the univariate Richardson type model as described in Section 2.1.1, and has been developed for this study to reduce the underestimation of the autocorrelation of precipitation amounts in Model A. The latter is caused by the random sampling of precipitation amounts on any rainy day, ignoring the serial correlation of precipitation amounts in the observations. Instead of simulating precipitation occurrences with a two-state Markov chain for dry and wet days, in Model A+, the precipitation amounts are simulated with a sixstate Markov chain, representing dry days and five different precipitation intensity classes (i.e. rainy days). Class one contains the lowest, class five the highest observed precipitation amount. The six intensity classes were estimated by k-means clustering (for details about k-means clustering see Hartigan 1975 or Hartigan and Wong 1979) . The squared Euclidean distance was used to build the classes. Once the occurrences have been generated, precipitation amounts are first resampled from the observations so that a randomly drawn observed day of a specific class and month is assigned a synthetic day that matches both class and month. Following this, parametric precipitation amounts are generated for each rainy day and reshuffled so that the ranks of the resampled and parametric precipitation amounts match. The reshuffling is applied over all simulated years but separately for each month to make the resampled and synthetic (i.e. parametric) time series as similar as possible. Related reshuffling algorithms have been described by Clark et al. (2004) and Breinl et al. (2013) . The choice of the number of precipitation intensity classes is subjective. There is a tradeoff between the number of classes and the number of observations in each class. In this study, the number varies between 109 (highest intensity) and 1656 observations (lowest intensity) in the Salzach catchment, and 61 and 3240 observations in the Ubaye catchment. As in Model A, the daily amounts of all raingauges were averaged/weighted into lumped precipitation time series by Thiessen polygons before fitting the precipitation distributions. Temperature was simulated in the same way as for Model A. The principle of Model A+ is schematized in Fig. 1 .
Model B
The multi-site Model B was likewise set up on a monthly basis and is described in detail in Breinl et al. (2015) . They presented a model based on a precipitation algorithm by Breinl et al. (2013) . In this algorithm, daily snapshots of precipitation fields (i.e. catchment-wide precipitation patterns) called "amount vectors" are first clustered into similar classes representing similar types of patterns, which are then simulated using a Markov process. The number of classes has direct impact on the duplication of observations in the simulation output. The number of classes was empirically chosen so that the duplication of observations in the simulation was below 1%. Once time series of classes have been simulated, each single class is replaced by a randomly drawn observed "amount vector" that matches the simulated class and month. In the last two steps, precipitation amounts are sampled from parametric distributions (at each site separately) and reshuffled according to ranks of the observed amount vectors to maintain the temporal and spatial correlation structures. Breinl et al. (2015) called this model the reduced-state-space model (RSS). The principle is schematized in Fig. 1 (right). The reader is referred to Breinl et al. (2015) for more details on the algorithm. In Model B, the precipitation amounts from all simulated sites were subsequently weighted by Thiessen polygons into lumped time series. As in the cases of models A and A+, mean daily temperature was simulated independently using an ARMA process. The principles of the simulation procedures with Model A, Model A+ and Model B are shown in Fig. 2 . The orders of the Markov processes in models A/A+ and B were estimated using the Akaike information criterion, AIC (Katz 1981 ) and the Bayesian information criterion, BIC (Schwarz 1978) . For all three models, first-order processes are appropriate for all months in both study areas. Daily mean temperature was simulated using time series extracted from the centroid of an E-OBS grid cell in the Ubaye catchment and from three sites (15, 16 and 19) in the Salzach catchment ( Fig. 3 and Section 2.4). In the Salzach catchment, the arithmetic mean of the three temperature sites was used as input for the hydrological model. The four parametric precipitation distributions described in Section 2.2 were tested for all models.
Parametric precipitation distributions
Four different parametric precipitation functions were tested in models A/A+ and Model B, which are (a) the one-parameter Exponential distribution, (b) the twoparameter Gamma distribution, (c) the two-parameter Weibull distribution and (d) a Hybrid distribution consisting of the empirical distribution for lower and the GPD for higher precipitation amounts. The probability density function (pdf) of the Exponential distribution is given by:
where α is the single parameter of the distribution. The pdf of the Gamma distribution is given by:
where α is the shape and β is the scale parameter. The pdf of the Weibull distribution is given by:
where α is the shape and β is the scale parameter. The pdf of the Hybrid distribution is defined by:
where f Emp x ð Þ is the pdf of the empirical distribution of observation data and f GP x; κ; σ; u ð Þis the GPD located at u with shape parameter κ and scale parameter σ: 
The Hybrid distribution f H is not a continuous fiveparameter distribution but two distributions connected at the threshold x ¼ u. The density of the Hybrid function is integrated to one by Z. There are a various publications examining the tail of distributions for precipitation amounts (e.g. Wilks 1999b , Vrac and Naveau 2007 , Furrer and Katz 2008 , Qian et al. 2008 , Hundecha et al. 2009 , Hashmi et al. 2011 . They all show that probability distributions applied over all samples may not adequately capture extreme amounts (Li et al. 2013 , Papalexiou et al. 2013 Overview of the two study areas including location of the rain and river gauges. In the Ubaye study area, temperature records were taken from grid-based observation data (E-OBS). In the Salzach study area, temperature records were available at sites 15, 16 and 19. Precipitation records of site 19 were not considered.
sensitive and computationally expensive (Singh and Mishra 2011) . However, the POT method can be subjective and (for large observation networks) very time-consuming. In this paper, thresholds were visually estimated with "mean residual life plots" and "parameter stability plots" using the statistical software ExtRemes in "R" (see Gilleland and Katz 2011 ).
Hydrological model
The present study requires a large number of modelling runs for probabilistic analyses and to reliably estimate uncertainty. Unlike conceptual hydrological models, fully-distributed models can simulate physical processes but they likewise come with numerous challenges (Beven 1989 , Refsgaard et al. 2010 . Most importantly, though, they are computationally expensive and data demanding (Arnold et al. 1998 , Romanowicz et al. 2005 , Shrestha et al. 2006 . In addition, a higher-resolution model does not always improve the model performance ). The hydrological model HBV is a conceptual model that has been applied in numerous studies (e.g. Uhlenbrook et al. 1999 , Bergström et al. 2001b , Booij 2005 , Hagg et al. 2006 , Bárdossy and Das 2008 , SteeleDunne et al. 2008 , Gao et al. 2012 , Beck et al. 2013 . In this study, the HBV-light model was used in a lumped set-up with 10 different elevation zones for the distributed snow routine (to improve the simulation of snow retention), and with three groundwater boxes (Seibert 1997 , 2000 , Seibert and Vis 2012 . The 10 elevation zones were computed in a GIS using a natural breaks classification according to Jenks (1967) . HBV-light generates daily mean discharge using daily precipitation, daily mean temperature and potential monthly evaporation. The model essentially consists of four main components: a snow routine, a soil moisture routine, a response routine and a routing routine. The 15 model parameters are calibrated to discharge observations. The model was calibrated using a GAP routine (Seibert 2000) , consisting of a genetic algorithm (GA), followed by Powell's (P)
quadratically-convergent method (Press et al. 2002) . As different parameter sets in conceptual models can lead to equally good simulation results ("model equifinality", see Beven 2001) , 100 different but suitable parameter sets were calibrated for each catchment. In the simulations, the model was run separately for each of the 100 parameter sets and the output was subsequently averaged. A 10-year calibration and validation period in both catchments resulted in an average Nash-Sutcliffe efficiency (Nash and Sutcliffe 1970) of 0.87/0.82 for Salzach and 0.82/0.74 for Ubaye.
Study areas and data
Two catchments were chosen for this research: the Salzach catchment in Germany and Austria down to the city of Salzburg (4637 km 2 ), and the Ubaye Catchment in France down to the village of Barcelonnette (548 km 2 ) (Fig. 3) . The discharge of the Salzach River is dominated by snowmelt. Extreme discharges and floods usually occur in summer as a combination of snowmelt and longlasting rainfall, or rainfall caused by Vb weather situations (Mudelsee et al. 2004) . Extreme discharges in the Ubaye River are generally associated with snowmelt or high-intensity summer storms (Turkington et al. 2014) . For Salzach, daily precipitation records were obtained for 1987-2010 at 18 sites. Temperature records were available at three sites (15, 16, 19) . For Ubaye, precipitation records were available from 1971-2004 at four sites. As gauge station based temperature records in the area had multiple missing years and major gaps, gridded observed temperature data from the ENSEMBLES project (E-OBS dataset, 0.25 degree regular grid) (Haylock et al. 2008) were used. E-OBS data have been successfully used in other flood hazard related studies (e.g. Photiadou et al. 2011 , Schädler et al. 2012 , Freudiger et al. 2014 ). E-OBS temperature data show few inhomogeneities in southeastern France (Hofstra et al. 2009 ). Temperature time series were extracted from the grid cell closest to the catchment centre (Fig. 3) . Tables 1 and 2 give details on the gauge stations. Breinl et al. (2015) . For the sake of comparison, the univariate catchment precipitation time series generated by the three models were evaluated with respect to three crucial parameters: wet spells and the autocorrelation of precipitation occurrences and amounts. The four different parametric distributions were evaluated with three different goodness-of-fit tests, the chi-square test at the 5% level, the root mean square error (RMSE), and the Q-Q plot correlation (Filliben 1975) . The return periods of the annual precipitation totals and annual maximum daily precipitation were plotted for the observations and the four different parametric distributions. The monthly maxima of daily precipitation for each distribution and for different percentiles were likewise plotted. Finally, the monthly means of generated precipitation amounts were directly compared with the hydrological output (Section 3.2). In addition to this, the hydrological simulation output was compared with bootstrap simulations, meaning weather generation time series using resampled observations instead of parametric precipitation amounts. To achieve this, observations were resampled but the parametric sampling and reshuffling procedures were not conducted. This procedure helps to evaluate the performance of the different parametric distributions without the bias of the HBV model. For a reliable evaluation of low frequency flood events (see Section 3.2), 50 weather time series of 120-year length (6000 years) were generated for both study areas.
Hydrological output
The simulated hydrological output was compared with the observations as well as the bootstrap time series with respect to the mean monthly and mean daily discharge. For extreme design flows, evaluations were made for the Q10, Q20 and Q50 year return period of annual, winter/spring and summer/autumn flows. Higher return periods were not taken into account due to the comparatively short length of observation time series. As there were only 24 (34 in Ubaye) observation years, a parametric model was fitted to the annual maximum flows to estimate the observed Q10, Q20 and Q50 values. The GEV distribution turned out to be the most suitable model for both study areas (based on Q-Q plots), except for the winter/spring season in Ubaye (log-logistic distribution). Confidence intervals of the GEV and log-logistic distribution were estimated by parametric bootstrapping (Reiss and Thomas 2007) . Return periods and confidence intervals of the simulations were estimated using a "balanced resampling" approach by Burn (2003) . The evaluation was conducted for the two study areas, the three weather generator models, the bootstrap time series as well as the four parametric distribution functions. 4 Model evaluation
Weather generation
The performance of all three models is comparable with respect to the autocorrelation of precipitation occurrences (Fig. 4) 
4%).
The three different goodness-of-fit tests for the four parametric distributions are shown in Table 3 . For models A/A+ and the Salzach catchment, the Hybrid distribution seems to be most appropriate, although the Gamma distribution seems to be equally valid. The results are similar for the Ubaye catchment. As high values of the RMSE and lower Q-Q correlations indicate, the Exponential and Weibull distributions appear to be less suitable when fitting to lumped precipitation time series. In particular the Exponential distribution causes a high number of rejections in the chi-square tests.
For Model B and the Salzach catchment, the Exponential distribution is the worst choice. Hybrid distributions seem to capture the observations well without any rejection produced by the chi-square tests. Acceptable results are also achieved with Gamma and Weibull distributions, as the average RMSE and Q-Q correlations indicate. For the Ubaye catchment, the performance of the Weibull and Hybrid distributions is similar. As in the case of Salzach, the Exponential distribution seems to be the worst choice. The Gamma distribution performs better than the Exponential distribution but worse than the Weibull and Hybrid distributions. When evaluating the annual maximum (catchment) precipitation (Fig. 5) , a large spread in models A/A+ becomes obvious. For models A/A+ and both study areas, the Weibull distribution performs worst. The Hybrid distribution performs considerably better. In general, more bias can be detected for Salzach. The multi-site Model B is less sensitive to different parametric curves. In the Salzach area, Hybrid and Weibull distributions outperform the Exponential and Gamma distributions. In Ubaye, Table 3 . Goodness-of-fit tests for the four distribution functions and for the three model set-ups and two study areas: chi-square test at 5% level, RMSE and Q-Q correlation (average of all fits). Figure 5 . Return period of annual maximum daily (catchment) precipitation for the three model types, both study areas and the four different parametric distribution functions implemented.
all distributions except the Exponential appear to be reasonable. The return periods of annual (catchment) precipitation totals are plotted in Fig. 6 .
Hydrological output

Monthly and daily statistics
For Salzach and models A/A+, the mean monthly precipitation amounts are well reproduced by all distributions except the Weibull distribution, which tends to overestimate, leading to an overestimation of daily and monthly mean flows (Fig. 7) . The overestimation is caused by the poor parametric fits for lumped precipitation time series as discussed above. Model B performs well with all distribution functions, reproducing the bootstrap precipitation amounts and flows very well. Some bias of the HBV model can be detected regardless of the input precipitation. This bias is represented by differences between the flows produced from bootstrap input and the actual observations. Models A+ and B better reproduce mean summer flows compared to Model A, presumably due to a better reproduction of the autocorrelation of precipitation. In the Ubaye study area, differences between types of models are generally less pronounced (Fig. 8) . In models A and A+, mean monthly precipitation is well reproduced by all distribution functions. As in the Salzach study area, the Weibull distribution tends to overestimate, at least in the second half of the year. In Model B, the hybrid distribution tends to overestimate precipitation in the spring season. However, the impact of the distribution functions on the resulting mean monthly and daily flows is small. Model B performs better than models A and A+ in the summer season.
In autumn, models A+ and B tend to slightly overestimate the flows. Model A performs better, but it is possible that a poor reproduction of autocorrelation compensates for too high precipitation amounts from the parametric distributions. In general, the bias from the HBV model (i.e. bias between bootstrap and observations) is less pronounced compared to the Salzach study area.
Extreme design flows
The performance of the different model types and the four distributions was compared with respect to the annual maximum flow, the annual maximum winter/spring flow, and the annual maximum summer/autumn flow. As can be seen in Fig. 9 , the differences between the distribution functions are pronounced. For annual flows, the Weibull distribution tends to overestimate for all return periods. The most suitable distribution is the Hybrid distribution. Results are similar for winter/spring and summer/autumn extremes. Some bias between the observations and bootstrap is obvious, especially for the winter/spring season. However, this bias appears to be small compared to the confidence intervals of observations, in particular for Q20 and Q50. Results are comparable for Model A+ (Fig. 10) . The Hybrid distribution appears to be most suitable. Simulated values are generally higher, which is very likely related to the better reproduction of autocorrelation of precipitation compared to Model A. Figure 11 shows the results for Model B. Differences between the types of distributions are considerably less pronounced, which results in three different distributions (Exponential, Weibull, Hybrid) outperforming the others. However, the Hybrid distribution performs best in the majority of cases. In the Ubaye study area, the Weibull distribution likewise tends to overestimate extremes when using models A and A+ (Figs 12 and 13) , particularly for higher return periods. The Hybrid distribution best reproduces the bootstrap results. Differences between types of distributions are obvious but less pronounced compared to models A/A+ in the Salzach study area. For Model B (Fig. 14) , the differences are even less pronounced than for the univariate model set-ups. All distribution functions appear to be reasonable, although the Hybrid distribution performs best in all cases.
Discussion and conclusion
The study has shown that all three models (A, A+ and B) have potential to be used for lumped hydrological modelling. However, as could also be demonstrated, the classic Richardson type Model A underestimates the autocorrelation of precipitation amounts. Model A+ and Model B, as well as other multi-site models, perform better in this respect (e.g. Brandsma and Buishand 1998 , Buishand and Brandsma 2001 , Beersma and Buishand 2003 . All model types show similar performance in the simulation of wet spells.
The study has also shown that the averaging/weighing process to produce lumped time series obviously changes the statistical behaviour of the site-specific precipitation, leading to pronounced differences in the fits of precipitation distributions. This is different to the findings by Li et al. (2013) , where distribution parameters from areal precipitation and single sites "shared the same characteristics". Furthermore, in this study, different weighting methods, including Thiessen polygons, IDW, OK as well as KED, did not improve the fits and led to similar curve parameters. Goodnessof-fit tests as well as various precipitation related plots revealed increased bias when fitting parametric distributions to lumped precipitation time series. It is valid to assume that this phenomenon is mainly related to the mountainous character of the two catchments: Time series from raingauges that are located at very different altitudes in different micro-climatic conditions, and which are exposed to orographic effects in a complex topography, are lumped together. These site-specific precipitation time series differ significantly. In the Ubaye catchment, the difference in the annual amount of precipitation between sites is up to 49%. The difference in altitude between the lowest and highest rain gauge is 748 m. In the Salzach catchment, the differences are even more pronounced (86% and 1652 m). In this study, the problem of lumped precipitation time series particularly applies to the Weibull distribution, which reproduces precipitation statistics poorly in models A/A+ but well in Model B. In general, for models A/A+, the Exponential and Weibull distributions perform worse than the Gamma and Hybrid distributions. The latter seems to be the most reasonable choice. In Model B, the Weibull and Hybrid distributions tend to perform better than the Exponential and Gamma distributions. Differences in the performance of different parametric distributions are generally less pronounced in Model B. This becomes obvious when simulating monthly and daily flow statistics where all distributions produce reasonable results in both study areas. The choice of the parametric distribution in models A and A+ has a larger impact on the monthly and daily flow modelling results. This particularly applies to the Salzach catchment. It also became obvious that Model A tends to produce lower flows than Model A+ and Model B (e.g. summer period Salzach), which also affects the simulation of extremes. As the performance of the three models is similar with regard to the generation of wet spells, only the considerably lower autocorrelation of the precipitation amounts in Model A can explain this shortcoming (see Section 4.1). The key conclusions of this study can be summarized as follows:
• Fitting parametric distribution functions to lumped precipitation in models A/A+ requires additional attention. Poor fits can have strong impact on the simulation results.
• Poor fits for lumped precipitation time series are very likely caused by the mountainous character of the two catchments and thus by lumping time series that differ significantly (due to different altitudes, different site-specific micro-climatic conditions and orographic effects).
• The Gamma and Hybrid distributions seem to be more suitable for fitting lumped precipitation than the Exponential and Weibull distributions.
• Model B is less sensitive to the choice of parametric distribution functions. Potential poor fits of single sites are averaged out in the subsequent weighting procedure. All parametric curves produce reasonable mean and extreme design flows, with the Hybrid distribution performing best in the majority of cases.
• Model A tends to produce lower monthly and daily flows as well as lower extremes. This becomes obvious in the summer season of the Salzach catchment and can be explained with the lower autocorrelation of simulated precipitation amounts (compared to models A+ and B). Floods in the Salzach catchment often occur in summer after long wet spells, i.e. the reproduction of the serial autocorrelation is important. Figure 12 . Observed and simulated extreme design flows (annual, winter/spring, summer/autumn) for Q10, Q20 and Q50 (Model A, Ubaye). Bars denote the mean, lines the 95th confidence intervals. Results are shown for the observations (Obs), bootstrap simulations (BS) and the four distribution functions. Black dots denote the distribution that best matches the mean of the bootstrapping results.
• Independent modelling of precipitation and temperature may introduce additional bias. Some bias can be detected in the Salzach study area (mean flows, overestimation of extreme design flows in winter/spring). For this reason, a sensitivity study (not shown in this paper) with conditioned temperature and the bootstrap model (using different Fourier series for temperature on wet and dry days, see Semenov et al. 1998) was conducted for the Salzach study area, but did not noticeably improve the results.
Altogether, all weather generators have the potential to produce reasonable results, as long as the following findings are taken into account: for the univariate Richardson type weather generator (models A and A+), curve fitting requires particular attention. The wrong choice of parametric distribution function can lead to a large bias in the simulations. The major shortcoming of the Richardson type model, which is the underestimation of the autocorrelation of precipitation, can be tackled by an improved Richardson model type (Model A+). The multisite model (Model B) produces the least bias and there is considerably less difference between the different types of distribution functions. However, there is a trade-off between the increased efforts of setting up such a multi-site weather generator compared to implementing comparatively straightforward univariate models, and the potential improvements of simulations. Additional studies would be required to determine whether the findings of this study can be extrapolated elsewhere.
