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Abstract
In this paper was considered the scattering problem for the nonstationary Dirac-type systems of n (n 2)
equations on the half-plane when the system has n1 (1 n1  n−1) incident and n2 (n2 = n−n1) scattered
waves. In case n1 is divisible by n2, we formulate the inverse scattering problem for a nonstationary Dirac-
type system when considering m (m = n1n2 ) scattering problems on the half-plane with the same incident
waves but different boundary conditions. Moreover, the scattering operator for the nonstationary Dirac-
type system on half-plane was defined and unique restoration of the potential with respect to the scattering
operator was proved.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let us consider the system of first-order PDE
σ
∂ψ
∂t
− ∂ψ
∂x
= Q(x, t)ψ, (1.1)
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σ =
(
In1 0
0 −In2
)
, Q =
(
0 q12
q21 0
)
,
with Ini (i = 1,2) the identity matrix of order ni , the ni × nj (i, j = 1,2, i = j ) matrix func-
tion qij has measurable complex-valued entries belonging to the class O[(1 + |x|)−1−ε(1 +
|t |)−1−ε], with ε > 0. We call the function Q as the potential.
When n1 = n2 = 1, the inverse scattering problem (ISP) for the system (1.1) on the whole
plane (−∞ < t,x < +∞) and on the half-plane (−∞ < t < +∞;x  0) is studied satisfac-
torily in [1] by utilizing the linear integral equations of the Gelfand–Levitan–Marchenko type.
Moreover, ISP for two component Dirac system with characteristic coordinates has been inves-
tigated in [2].
Let us mention that there are other, more general first-order hyperbolic systems for which the
ISP have been analyzed. In [3,4] on the whole plane, the system ∂u/∂x + σ∂u/∂t = c(x, t)u
was considered where σ = diag{ξ1, . . . , ξn} with distinct real ξi and c(x, t) an n×n off-diagonal
matrix with measurable complex-valued entries. Moreover, ISP for the same system on the
half-plane was studied in [5–8]. The scattering problems on the half-plane have the principal
difficulties as to determine the sufficient quantity of scattering problems (on half-plane for the
same system of hyperbolic equations) for ensuring the unique solution of the ISP under the con-
sideration. The interested readers can refer to the books [8,9] and the references therein for more
information on ISP for the first-order hyperbolic systems.
The solution of the ISP for such linear systems is useful in integration of various nonlinear
2 + 1 evolution equations. A procedure to find multidimensional nonlinear evolution equations
associated with these linear scattering problems can be referred to the books [9–11].
Notice that if the potential is independent of t , then by taking ψ(x, t) = ψ(x) exp(iλt), with
separation of variables we can convert (1.1) into the stationary Dirac-type system of nth order
given by d
dx
ψ(x) + Q(x)ψ(x) = iλσψ(x). When n1 = n2 = 1 the ISP for this system on the
half-line was studied in [12]. The ISP for the massless Dirac system on the half-line has been
investigated in [13,14]. Also, the inverse problem for stationary Dirac-type system on half-line
by Weyl function has been studied in [15,16]. The interested reader is referred to [14,17] and the
references therein for more information on the stationary Dirac-type system.
In this paper, similar to the works of L.P. Nizhnik, in which he studied ISP, the M.G. Krein’s
factorization of the scattering operators plays significant role in solving ISP. Using such fac-
torizations, the ISP is reduced to the matrix integral equations which are known as Gelfand–
Levitan–Marchenko type integral equations. Interested readers can refer to the books in [9,18]
about M.G. Krein’s theory on factorization of Fredholm operators of the second kind.
In this paper we consider the scattering problem for the nonstationary Dirac-type system of
n equations on the half-plane in the case when the system has n1 (1  n1  n − 1) incident
and n2 = n − n1 scattered waves. When n1 is divisible by n2, we prove the uniqueness in the
inverse scattering problem for a nonstationary Dirac-type system using scattering operators of m
scattering problems on the half-plane, where m = n1
n2
.
This article is organized as follows: In Section 2 we consider m scattering problems for the
system (1.1) on the half-plane with the same incident waves but different boundary conditions.
We also prove the uniqueness of the solutions of these problems and we construct a matrix
scattering operator corresponding to the scattering problem. In Section 3 we prove that the non-
stationary Dirac-type system has a Volterra type of transformation operator as x → +∞. Using
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ments of matrix scattering operator. In Section 5, we introduce the passage operator, which is
a scattering operator for the system (1.1) on the whole plane together with an additional con-
dition on the potential as Q(x, t) = 0 for x < 0. Moreover, we show the relationship between
passage operator and scattering operator for the system (1.1) on the half-plane. With the help of
this relationship we can prove unique determination of potential with respect to scattering oper-
ator for the system (1.1) on the half-plane. Finally, in Section 6 we give a simple example. This
example shows that it is essential to consider the m scattering problems for the system (1.1) on
the half-plane for unique determination of the potential.
2. Scattering problem on half-plane
Assume that n1 is divisible by n2 and n1n2 = m. Let us denote by
ψ = col[ϕ1, . . . , ϕm,ϕm+1],
q12 = col[p1,1, . . . , pm,1],
−q21 = [pm+1,1, . . . , pm+1,m],
where ϕi (i = 1, . . . ,m+ 1) are n2-dimensional vector functions and pi,1, pm+1,i (i = 1, . . . ,m)
are n2 × n2 matrix functions. Then we can rewrite the system (1.1) as the following form
∂ϕi
∂t
− ∂ϕi
∂x
= pi,1(x, t)ϕm+1, i = 1, . . . ,m,
∂ϕm+1
∂t
+ ∂ϕm+1
∂x
=
m∑
i=1
pm+1,i (x, t)ϕi . (2.1)
The system (2.1) will be considered on the half-plane R2+ ≡ {(x, t): x  0; −∞ < t < +∞}.
It is assumed that Euclidean norm of the matrix coefficients of the system (2.1) satisfies in-
equalities
∥∥pi,j (x, t)∥∥ C(1 + x)−1−ε(1 + |t |)−1−ε,
with C,ε > 0, (i, j) ∈ {(k,1); (m + 1, k)}m
k=1. (2.2)
The nonstationary scattering problem for the system (2.1) on half-plane consists of finding
the solution of system (2.1) with respect to the given asymptotic relations
ϕi(x, t) = ai(x + t)+ o(1), x → +∞, i = 1, . . . ,m, (2.3)
and the boundary condition in x = 0, where the functions a1(t), . . . , am(t) define the profile of
the incident waves.
Let us consider m scattering problems for the system (2.1) on the half-plane: kth problem
(k = 1, . . . ,m) consists of finding the solution
ψk(x, t) = col[ϕk(x, t), . . . , ϕk (x, t)]1 m+1
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ϕkm+1(0, t) = ϕkk (0, t), (2.4)
and given incident waves a1, a2, . . . , am ∈ L∞(R,Cn2) which define the asymptotic behavior of
ϕk1(x, t), . . . , ϕ
k
m(x, t) as x → +∞ in the form (2.3).
We will consider the generalized solutions of the system (2.1) in the space L∞(R2+,Cn) and
we will call such solutions as bounded.
Theorem 1. If the coefficients of the system (2.1) satisfy the conditions (2.2), then for a given
arbitrary incident wave vector a1(t), . . . , am(t) ∈ L∞(R,Cn2) there exists a unique bounded
solution of the kth scattering problem, and the last component of the solution satisfies the asymp-
totic relation
ϕkm+1(x, t) = bk(t − x)+ o(1), x → +∞, (2.5)
where bk(t) ∈ L∞(R,Cn2) define the profile of the scattered waves.
Proof. The kth scattering problem is equivalent to the following system of integral equations:
ϕki (x, t) = ai(t + x)+
+∞∫
x
[
pi,1ϕ
k
m+1
]
(s, t + x − s) ds, i = 1, . . . ,m,
ϕkm+1(x, t) = bk(t − x)−
m∑
i=1
+∞∫
x
[
pm+1,iϕki
]
(s, t − x + s) ds, (2.6)
where
bk(t) = ak(t)+
+∞∫
0
{[
pk,1ϕ
k
m+1
]
(s, t − s) +
m∑
i=1
[
pm+1,iϕki
]
(s, t + s)
}
ds. (2.7)
The integral operator corresponding to the system (2.6) and (2.7) translates space L∞(R2+,Cn)
to L∞(R2+,Cn) since its kernel is square summable. In addition, it is Volterrian in the direction
β = (0,1) with integrable majorant α(τ) = c
(1+|τ |)1+ε . Evidently, α(τ) ∈ L1(R), so there exists
a unique solution of the system (2.6), (2.7) in space L∞(R2+,Cn) by Theorem 4.1.1 in [9]. Then
there exists a unique bounded solution of the scattering problem (2.1)–(2.4) (we can also show
the existence and uniqueness of the bounded solution by Lemma 3.1 in [4]). The asymptotic
relation (2.5) easily follows from (2.6) by virtue of the conditions (2.2). 
According to Theorem 1, for an arbitrary a(t) = col[a1(t), . . . , am(t)] ∈ L∞(R,Cn1), there
exists a unique solution in space L∞(R2,Cn) of the kth scattering problem. Moreover, this so-
lution satisfies the asymptotic relation (2.5).
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of the system (2.1) and these solutions define the profile b1, . . . , bm ∈ L∞ of m scattered waves
by (2.5). We can define in space L∞(R,Cn1) the operator S = [Sij ]mi,j=1 translating a to b:
b = Sa, (2.8)
where b = col[b1, . . . , bm].
We will consider these m scattering problems together and the operator defined by (2.8) we
will call the scattering operator for the system (2.1) on the half-plane.
3. Transformation operators
In solving the inverse scattering problems, the Volterra type integral representation of the
solution plays an important role. Such a representation can be taken from transforming operator
as x → +∞.
Finding the bounded solution to the system (2.1) with the given asymptotic a1(t + x), . . . ,
am(t +x), b(t −x) as x → +∞ is equivalent to the solvability of the following system of integral
equations in L∞(R2+,Cn)
ϕi(x, t) = ai(t + x)+
+∞∫
x
[pi,1ϕm+1](s, t + x − s) ds, i = 1, . . . ,m,
ϕm+1(x, t) = b(t − x)−
m∑
i=1
+∞∫
x
[pm+1,iϕi](s, t − x + s) ds. (3.1)
Theorem 2. Let the coefficients of system (2.1) satisfy conditions (2.2). Then for any a1(t), . . . ,
am(t), b(t) ∈ L∞(R,Cn2) there exists a unique bounded solution of the system (3.1). This solu-
tion admits the representation
ϕi(x, t) = ai(t + x)+
m∑
j=1
+∞∫
t
Ai,j (x, t, s)aj (s + x)ds
+
t∫
−∞
Ai,m+1(x, t, s)b(s − x)ds, i = 1, . . . ,m,
ϕm+1(x, t) = b(t − x)+
m∑
j=1
+∞∫
t
Am+1,j (x, t, s)aj (s + x)ds
+
t∫
−∞
Am+1,m+1(x, t, s)b(s − x)ds, (3.2)
where the kernels Aij (x, t, s) (i, j = 1, . . . ,m+ 1) are determined uniquely by the coefficients of
the system (2.1) and for the fixed x these kernels are the Hilbert–Schmidt kernels.
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direction β = (−1,0) with integrable majorant α(s) = c
(1+|s|)1+ε . Then by Theorem 4.1.1 in [9],
for any a1(t), . . . , am(t), b(t) ∈ L∞(R,Cn2) the system (3.1) has a unique bounded solution.
Now let us prove the representation (3.2). If the solution of (3.1) can be represented as in the
form of (3.2) for each a1, . . . , am, b ∈ L∞, then substituting (3.2) in (3.1) we obtain the system
of equations for the kernels:
Ai,j (x, t, τ ) =
+∞∫
x
pi,1(s, x + t − s)Am+1,j (s, x + t − s, τ + x − s) ds,
Am+1,i (x, t, τ ) = −12pm+1,i
(
x + τ − t
2
,
τ + t
2
)
−
x+ τ−t2∫
x
m∑
j=1
pm+1,j (s, t − x + s)Aj,i(s, t − x + s, τ + x − s) ds, τ  t.
(3.3)
Ai,m+1(x, t, τ ) = 12pi,1
(
x + t − τ
2
,
τ + t
2
)
+
x+ t−τ2∫
x
pi,1(s, t + x − s)Am+1,m+1(s, t + x − s, τ − x + s) ds,
Am+1,m+1(x, t, τ ) = −
+∞∫
x
m∑
j=1
pm+1,j (s, t − x + s)Aj,m+1(s, t − x + s, τ − x + s) ds,
i, j = 1, . . . ,m, τ  t. (3.4)
We will consider a system of integral equations (3.4) and (3.5) for fixed τ with respect to
A11(x, t, τ ), A21(x, t, τ ) and A12(x, t, τ ), A22(x, t, τ ) depending on the first two variables. By
applying Theorem 4.1.1 in [9], the integral operators corresponding to system (3.4) and (3.5) are
Volterrian in the direction β = (−1,0), with majorant α(s) = c
(1+|s|)1+ε . Then we obtain the ex-
istence and uniqueness of bounded solutions of (3.4) and (3.5). Taking into account that the free
members with respect to τ allow the estimate of the form c
(1+|τ |)1+ε , we conclude that the solu-
tions of the system (3.4) and (3.5) with respect to the parameter τ also allow the same estimate.
On the other hand, majorizing the integrals on the right-hand side of Eqs. (3.4) and (3.5), we
obtain that the solutions of fixed x with respect to t allow the estimate c
(1+|t |)1+ε . Then the func-
tions A2ij (x, t, τ ) (i, j = 1,2) allow the estimate c(1+|τ |)1+ε(1+|t |)1+ε , i.e. the functions Aij (x, t, τ )
(i, j = 1,2) are square summable with respect to t and τ . But the equalities (3.3) immediately
follow from (3.4) and (3.5) when τ = t . 
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K(i,j)−(x)f (x, t) =
+∞∫
t
Ki,j (x, t, s)f (x, s) ds,
K(i,j)+(x)f (x, t) =
t∫
−∞
Ki,j (x, t, s)f (x, s) ds,
K(i,j)− = K(i,j)−(0), K(i,j)+ = K(i,j)+(0), i, j = 1, . . . ,m + 1.
Then the formulas (3.2) can be written in the form of
ϕi(x, t) =
[
I +A(i,i)−(x)
]
ai(t + x)+
m∑
j=1
(j =i)
A(i,j)−(x)aj (t + x)
+A(i,m+1)+(x)b(t − x), i = 1, . . . ,m,
ϕm+1(x, t) =
m∑
j=1
A(m+1,j)−(x)aj (t + x)+
[
I +A(m+1,m+1)+(x)
]
b(t − x). (3.5)
Finding the bounded solution to the system (2.1) with the given asymptotic a1(t + x), . . . ,
am(t + x) as x → +∞ and boundary data ϕm+1(0, t) in x = 0 is equivalent to the solvability of
the following system of integral equations in L∞(R2+,Cn)
ϕi(x, t) = ai(t + x)+
+∞∫
x
[pi,1ϕm+1](s, t + x − s) ds, i = 1, . . . ,m,
ϕm+1(x, t) = ϕm+1(0, t − x)+
m∑
i=1
x∫
0
[pm+1,iϕi](s, t − x + s) ds. (3.6)
Theorem 3. Let the coefficients of system (2.1) satisfy conditions (2.2). Then there exists a unique
bounded solution of the system (3.6). This solution admits the representation
ϕi(x, t) =
[
I +B(i,i)+(x)
]
ai(t + x)+
m∑
j=1
(j =i)
B(i,j)+(x)aj (t + x)
+B(i,m+1)+(x)ϕm+1(0, t − x), i = 1, . . . ,m,
ϕm+1(x, t) =
m∑
B(m+1,j)+(x)aj (t + x)+
[
I +B(m+1,m+1)+(x)
]
ϕm+1(0, t − x), (3.7)j=1
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uniquely by the coefficients of the system (2.1) and for the fixed x these kernels are the Hilbert–
Schmidt kernels.
Finding the bounded solution to the system (2.1) with the given boundary data ϕ1(0, t) in
x = 0 and asymptotic a2(t + x), . . . , am(t + x), b(t − x) as x → +∞ is equivalent to the solv-
ability of the following system of integral equations in L∞(R2+,Cn)
ϕ1(x, t) = ϕ1(0, t + x)−
x∫
0
[pi,1ϕm+1](s, t + x − s) ds,
ϕi(x, t) = ai(t + x)+
+∞∫
x
[pi,1ϕm+1](s, t + x − s) ds, i = 2, . . . ,m,
ϕm+1(x, t) = b(t − x)−
m∑
i=1
+∞∫
x
[pm+1,iϕi](s, t − x + s) ds. (3.8)
Theorem 4. Let the coefficients of system (2.1) satisfy conditions (2.2). Then there exists a unique
bounded solution of the system (3.8). This solution admits the representation
ϕ1(x, t) =
[
I +C(1,1)−(x)
]
ϕ1(0, t + x)+
m∑
j=2
C(1,j)−(x)aj (t + x)
+C(1,m+1)−(x)b(t − x),
ϕi(x, t) = C(i,1)−(x)ϕ1(0, t + x)+
[
I +C(i,i)−(x)
]
ai(t + x)
+
m∑
j=2
(j =i)
C(i,j)−(x)aj (t + x)+C(i,m+1)−(x)b(t − x), i = 2, . . . ,m,
ϕm+1(x, t) = C(m+1,1)−(x)ϕ1(0, t + x)+
m∑
j=1
C(m+1,j)−(x)aj (t + x)
+ [I +C(m+1,m+1)−(x)]b(t − x), (3.9)
where the kernels of the integral operators C(i,j)−(x) (i, j = 1, . . . ,m + 1) are determined
uniquely by the coefficients of the system (2.1) and for the fixed x these kernels are the Hilbert–
Schmidt kernels.
The proofs of Theorems 3 and 4 are similar to that of Theorem 1.
4. Properties of scattering operator
Using the representation (3.5) and the boundary conditions (2.4) we obtain
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×
[
(I +A(k,k)− − A(m+1,k)−)ak(t) +
m∑
j=1
(j =k)
(A(k,j)− −A(m+1,j)−)aj (t)
]
, (4.1)
where A(i,j)− = A(i,j)−(0), A(i,j)+ = A(i,j)+(0), i, j = 1, . . . ,m+ 1.
By comparing formulas (4.1) and the definition (2.8) of the scattering operator we take the
following Volterra structure of the bloc elements of matrix scattering operator for system (2.1)
on half-plane
Skk = (I + A(m+1,m+1)+ −A(k,m+1)+)−1(I +A(k,k)− −A(m+1,k)−), k = 1, . . . ,m,
Skj = (I + A(m+1,m+1)+ −A(k,m+1)+)−1(A(k,j)− −A(m+1,j)−), k, j = 1, . . . ,m, k = j.
(4.2)
The additional properties of the scattering operators are obtained with the help of the following
lemmas:
Lemma 1. If a2(s) = · · · = am(s) = 0, then for the solution of the first scattering problem it is
true that
ϕ11(0, t) = (I +B1+)a1(t), ∀a1 ∈ L∞
(
R,Cn2
)
, (4.3)
where B1+ = (I + B(1,m+1)+)−1(I +B(1,1)+)− I .
Proof. From the representation (3.7) in x = 0 it follows that
ϕi(0, t) = [I +B(i,i)+]ai(t) +
m∑
j=1
(j =i)
B(i,j)+aj (t) +B(i,m+1)+ϕm+1(0, t), i = 1, . . . ,m. (4.4)
If we use a2(t) = · · · = am(s) = 0 and the boundary condition for the first scattering problem in
the first equality of (4.4), then we get (4.3). 
Lemma 2. If a1(t) = · · · = ak−1(t) = ak+1(t) = · · · = am(t) = 0 then for the solution of the kth
scattering problem it is true that
ϕkk (0, t) = (I + Bk+)ak(t), ∀ak(t) ∈ L∞
(
R,Cn2
)
, (4.5)
where Bk+ = (I +B(k,m+1)+)−1(I +B(k,k)+)− I , k = 2, . . . ,m.
Proof. If we use a1(t) = · · · = ak−1(t) = ak+1(t) = · · · = am(s) = 0 and the boundary condition
for the kth scattering problem in the kth equality of (4.4), then we get (4.5). 
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true that
ϕ11(0, t) = (I +C−)b1(t), (4.6)
where C− = (I +C(m+1,m+1)−)−1(I + C(m+1,1)−)− I .
Proof. From the representation (3.9) in x = 0 it follows that
ϕi(0, t) = C(i,1)−ϕ1(0, t)+ [I +C(i,i)−]ai(t)+
m∑
j=2
(j =i)
C(i,j)−aj (t)+C(i,m+1)−b(t),
i = 2, . . . ,m,
ϕm+1(0, t) = C(m+1,1)−ϕ1(0, t)+
m∑
j=1
C(m+1,j)+aj (t)+ [I + C(m+1,m+1)−]b(t). (4.7)
If we use a2(t) = · · · = am(s) = 0 and the boundary condition for the first scattering problem
in the last equality of (4.7), then we get (4.6). 
Theorem 5. Let the coefficients of system (2.1) satisfy conditions (2.2). Then the scattering opera-
tor S for the system (2.1) on the half-plane admits the right factorization. In addition operator S11
admits two-sided factorization.
Proof. The formulas in (4.2) imply that the operator S admits right factorization. So it is suffi-
cient to prove only the left factorization of S11.
When a2 = · · · = am = 0, from the definition (2.8) of the scattering operator it follows that
b1(t) = S11a1(t). (4.8)
In addition, it follows from Lemmas 1 and 3 that for first scattering problem the equality
b1(t) = (I + C−)−1(I + B1+)a1(t)
holds.
So we obtain that
S11 = (I + C−)−1(I +B1+), (4.9)
i.e. operator S11 admits the left factorization. 
5. Inverse scattering problem
We understand the inverse scattering problem as finding of the potential Q(x, t) =( 0 q12(x,t)
q21(x,t) 0
)
by using the known scattering operator S = [Sij ]mi,j=1 for the system (1.1) on the
half-plane.
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for the system (1.1) on the whole plane with additional condition that coefficients are equal to
zero for x < 0.
Let us introduce the operator P as follows
P
⎛
⎜⎜⎝
a1(t)
...
am(t)
b(t)
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
ϕ1(0, t)
...
ϕm(0, t)
ϕm+1(0, t)
⎞
⎟⎟⎠ .
This operator we will call as passage operator.
From the representation (3.5) we determine that
P =
⎡
⎢⎢⎣
A(1,1)− · · · A(1,m)− A(1,m+1)+
... · · · ... ...
A(m,1)− · · · A(m,m)− A(m,m+1)+
A(m+1,1)− · · · A(m+1,m)− A(m+1,m+1)+
⎤
⎥⎥⎦ .
The following results are about the factorization of the Hilbert–Schmidt integral operators of
the second kind. These results immediately follows from Theorems 4.2.2 and 4.2.3 in [9] and
will be used below.
Lemma 4. Let F is a Hilbert–Schmidt integral operator and S = I +F . If the operator S admits
right (or left) factorization as S = (I + A+)(I + A−) (or S = (I + A−)(I + A+)), then the
operators A+ and A− (factorization factors) uniquely determine with respect to F .
Theorem 6. Let the operator S be scattering operator for the system (2.1) with the coefficients
satisfying condition (2.2). Then the passage operator P is uniquely determined by scattering
operator S.
Proof. Using Lemma 4 and the formulas (4.2) we can uniquely determine the operators
A(m+1,m+1)+ − A(k,m+1)+, A(k,j)− −A(m+1,j)− by Skj , k, j = 1, . . . ,m. Let
A(m+1,m+1)+ − A(k,m+1)+ = Mk+,
A(k,k)− − A(m+1,k)− = Mk−,
A(k,j)− −A(m+1,j)− = Nkj− (j = k), k, j = 1, . . . ,m. (5.1)
If a2(s) = · · · = am(s) = 0, then for the first problem one obtains
ϕ11(0, t) = (I + A11−)a1(t)+ A(1,m+1)−b1(t),
ϕ11(0, t) = (I + B1+)a1(t)
from the representation (3.5) and from Lemma 1, respectively. Thus
A11− + A(1,m+1)−S11 = B1+. (5.2)
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Mk+)−1(I +Mk−), k = 1, . . . ,m, then we can rewrite formula (5.2) as
A11−(I +M1−)−1 +A(1,m+1)−(I +M1+)−1 = B1+(I +M1−). (5.3)
Solving this equation we find
A(1,m+1)− =
[
B1+(I + M1−)
]
−(I + M1+), (5.4)
where [K]− denotes the “negative part” of the integral operator
Kh(t) =
+∞∫
−∞
K(s, t)h(t) dt, i.e. [K]−h(t) =
+∞∫
t
K(s, t)h(t) dt.
Similarly, if a1(t) = · · · = ak−1(t) = ak+1(t) = · · · = am(t) = 0, then for the kth scattering prob-
lem one obtains
ϕkk (0, t) = (I +Akk−)ak(t)+ A(k,m+1)−bk(t),
ϕkk (0, t) = (I +Bk+)ak(t)
from the representation (3.5) and from Lemma 2, respectively. Thus
Akk− +A(k,m+1)−Skk = Bk+. (5.5)
From this equation we find
Akk− = −[A(k,m+1)−Skk]−, k = 2, . . . ,m. (5.6)
By using the equalities (5.1), (5.2), (5.4) and (5.6) we determine P uniquely by the opera-
tor S. 
The inverse scattering problem for the system (1.1) on the whole plane is solved in [19]. We
obtain the following result about the scattering problem for the system (1.1) on the half-plane
using of the fact that P passage operator is scattering operator for the system (1.1) on the whole
plane.
Theorem 7. Let the coefficients of the system (2.1) satisfy conditions (2.2). Let S be scattering
operator for the system (2.1) on the half-plane. Then the coefficients of the system (2.1) are
uniquely determined by scattering operator S.
6. Example
Let us consider the following k (k = 1, . . . ,m) scattering problems on x  0, −∞ < t < +∞:
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∂t
− ∂ϕ
k
i
∂x
= pi(x, t)ϕkm+1,
∂ϕkm+1
∂t
+ ∂ϕ
k
m+1
∂x
= 0,
ϕki (x, t) = ai(x + t)+ o(1), x → +∞, i = 1, . . . ,m,
ϕkm+1(0, t) = ϕkk (0, t). (6.1)
This problem has the following explicit solution:
ϕki (x, t) = ai(t + x)+
+∞∫
x
pi(s, t + x − s)bk(t + x − 2s) ds, i = 1, . . . ,m,
ϕkm+1(x, t) = bk(t − x),
where
bk(s) = ak(s) +
+∞∫
0
pk(τ, s − τ)bk(s − 2τ) dτ.
From here it follows that
bk(s) = ak(s) + 12
s∫
−∞
pk
(
s − τ
2
,
s + τ
2
)
bk(τ ) dτ. (6.2)
Denote that
R(kk)+b(s) =
s∫
−∞
1
2
pk
(
s − τ
2
,
s + τ
2
)
b(τ) dτ.
Then the formula (6.2) can be written in the form
bk(s) = (I − R(kk)+)−1ak(s), k = 1, . . . ,m, (6.3)
where I is identity operator.
By comparing the formulas (6.3) with the definition of the scattering operator given in (2.8)
we take
S =
⎛
⎜⎝
(I −R(11)+)−1 0 · · · 0
0 (I − R(22)+)−1 · · · 0
· · · · · · · · · · · ·
0 0 · · · (I −R(mm)+)−1
⎞
⎟⎠ ,
that is
Skk = (I −R(kk)+)−1, k = 1, . . . ,m.
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Let S11, S22, . . . , Smm are known integral operators. From (6.2) and (6.3) we take
1
2
pk
(
s − τ
2
,
s + τ
2
)
= 〈I − S−1kk 〉(s, τ ), τ  s, (6.4)
where 〈A〉(s, τ ) denotes the kernels of the integral operator A.
From (6.4) when s = t+x2 , τ = t−x2 we take
pk(x, t) =
〈
I − S−1kk
〉( t + x
2
,
t − x
2
)
, x  0, −∞ < t < +∞, k = 1, . . . ,m.
Remark 1. This example shows that it is essential to consider the m scattering problems for the
system (1.1) on the half-plane for unique determination of the potential.
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