This paper develops the first class of algorithms that enables unbiased estimation of steady-state expectations for multidimensional reflected Brownian motion. In order to explain our ideas we first consider the case of compound Poisson (possibly Markov modulated) input. In this case, we analyze the complexity of our procedure as the dimension of the network increases and show that under certain assumptions the algorithm has polynomial expected termination time. Our methodology includes procedures that are of interest beyond steady-state simulation and reflected processes. For instance, we use wavelets to construct a piece-wise linear function that can be guaranteed to be within ε distance (deterministic) in the uniform norm to Brownian motion in any compact time interval.
1. Introduction. This paper studies simulation methodology that allows to estimate, without any bias, steady-state expectations of reflected (also known as constrained) stochastic networks. Our algorithms are presented with companion rates of convergence. Reflected stochastic networks, as we shall explain, are very important for the analysis of queueing systems. However, in order to motivate the models that we study let us quickly review a formulation introduced by Kella [1996] .
Consider a network of d queueing stations indexed by {1, 2, ..., d}. Suppose that jobs arrive to the network according to a Poisson process with rate λ, denoted by (N (t) : t ≥ 0). Specifically, the k-th arrival brings a vector of job requirements W (k) = (W 1 (k) , ..., W d (k))
T which are non-negative random variables (r.v.'s) and that add to the workload at each station right at the moment of arrival. So, if the k-th arrival occurs at time t, the workload of the i-th station (for i ∈ {1, ..., d}) increases by W i (k) units right at time t.
We assume that W = (W (k) : k ≥ 1) is a sequence of i.i.d. (independent and identically distributed) non-negative r.v.'s. For fixed k, the components of W (k) are not necessarily independent, however, W is assumed to be independent of N (·).
Throughout the paper we shall use boldface to write vector quantities, which are encoded as columns. For instance, we write y = (y 1 , ..., y d )
T .
The total amount of work that arrives to the i-th station up to (and including) time t is denoted by
Now, assume that the workload at the i-th station is processed as a fluid by the server at a rate r i , continuously in time. This means that if the workload in the i-th station remains strictly positive during the time interval [t, t + dt] then the output from station i during this time interval equals r i dt. In addition, suppose that a proportion Q i,j ≥ 0 of the fluid processed by the i-th station is circulated to the j-th server. We have that 
., Y d (t))
T , is Markovian. The differential equation as defined by (1) admits a unique right-continuous-with-left-limits (RCLL) piecewise linear solution. This can be easily established by elementary methods and we shall comment on far reaching extensions shortly. The equations given in (1) take a neat form in matrix notation. This notation is convenient to discuss stability issues and other topics which are related to the steady-state simulation problem that concerns this paper. In particular, if we let r = (r 1 , ..., r d )
T be the column vector corresponding to the service rates, write R = (I − Q) T , and define where J (t) is a column vector with its i-th component equal to J i (t), then an equivalent form of equation (1) As mentioned earlier Y = (Y (t) : t ≥ 0) is a Markov process, to ensure stability let us assume that Q n → 0 as n → ∞. This assumption in particular implies that the network is open in the sense that for each i such that λ i > 0 there exists a path (i 1 , i 2 , ..., i k ) with i k = 0, k ≤ d and satisfying that λ i Q i,i 1 Q i 1 ,i 2 ...Q i k−1 ,i k > 0. In addition, under this assumption the matrix R −1 exists and it has non-negative components. Moreover, suppose that R −1 EX (1) < 0 -inequalities involving vectors are understood componentby-component throughout the paper. It follows from results of Kella [1996] that Y (t) =⇒ Y (∞) as t → ∞, where Y (∞) is a r.v. with the (unique) stationary distribution of Y (·).
Our first contribution in this paper is to develop an exact sampling algorithm (i.e. simulation without bias) for Y (∞). This algorithm is developed in Section 2 of this paper under the assumption that W (k) has a finite moment generating function. In addition, we analyze the rate of convergence (measured in terms of expected random numbers generated) to terminate the algorithm as d increases, and we show it to be polynomially bounded.
Moreover, we extend our exact sampling algorithm to the case in which there is an independent Markov chain driving the arrival rates, the service rates, and the distribution of job sizes at the time of arrivals. This extension is discussed in Section 3.
The workload process (Y (t) : t ≥ 0) is a particular case of a reflected (or constrained) stochastic network. Although the models introduced in the previous paragraphs are interesting in their own right, our main interest is on the study of steady-state simulation techniques for reflected Brownian motion, which is obtained by abstracting the construction formulated in (2). This abstraction is presented in terms of a Skorokhod problem, which we now describe. Given a matrix R, and a general RCLL input process X = (X (t) : t ≥ 0), which we eventually shall take as a Brownian motion with given drift v = EX (1) and covariance matrix Σ = V ar (X (1)), the Skorokhod problem consists in finding a pair of processes (Y, L) satisfying equation (2) It turns out that if the input process X (·) is Brownian motion and if the matrix R is a so-called M -matrix, which is the same as saying that R −1 exists and it has non-negative components, then there exists a strong solution (i.e. path-by-path and not only in law) to the stochastic differential equation (SDE) (2) subject to the Skorokhod Problem Constraints i) to iii), and the initial condition Y (0). This was proved by Harrison and Reiman [1981] , who introduced the notion of reflected Brownian motion (RBM). In this paper we assume that R is an M -matrix. In this setting, it follows, see for instance, Kella and Whitt [1996] that R −1 µ < 0 is a necessary and sufficient condition for stability; see also Chapter 7 of Chen and Yao [2001] and references therein.
The paper of Dupuis and Ishii [1993] extends the class of input processes for which a strong solution to the Skorokhod problem can be shown to exist. Questions related to existence, uniqueness, and stability of Skorokhod problems constitute an area of current research motivated by applications both in Operations Research and other disciplines, see for instance Dupuis and Ramanan [2000] , Bhardwaj and Williams [2009] .
In the setting of RBM, Harrison and Reiman [1981] were motivated by the fact that in great generality (only under the existence of variances of service times and inter-arrival times) so-called generalized Jackson networks (which are single-server queues connected with Markovian routing) converge weakly to reflected Brownian motion in a heavy traffic asymptotic environment, see Reiman [1984] . Therefore, reflected Brownian motion (RBM) plays a central role in queueing theory. Moreover, recent papers, for instance Gamarnik and Zeevi [2006] and Budhiraja and Lee [2009] , have shown that convergence occurs also at the level of steady-state distributions.
Our second contribution in this paper is the development of an algorithm imsart-aap ver. 2012/08/31 file: Exact_Sampling_app1_e.tex date: April 9, 2013 that allows to estimate with no bias Eg (Y (∞)) for positive and continuous functions g (·). Moreover, given ε > 0, we provide a simulation algorithm that outputs a random variable Y ε (∞) that can be guaranteed to be within ε distance (say in the Euclidian norm) from an unbiased sample Y (∞) from the steady-state distribution of RBM. This contribution is developed in Section 4 of this paper. We show that the number of Gaussian random variables generated to produce Y ε (∞) is of order O(ε −a C −2 log(1/ε)) as ε ց 0, where a C is a constant only depending on the covariance matrix of the Brownian motion (see Section 4.4). In the special case when the d-Brownian motion has non-negative correlations, the number of random variables generated is of order O(ε −d−2 log(1/ε)).
Our methods allow to estimate without bias Eg (Y (t 1 ) , Y (t 2 ) , ..., Y (t m )) for a positive function g (·) continuous almost everywhere and for any 0 < t 1 < t 2 < ... < t m . Simulation of RBM has been studied in the literature. In the one dimensional setting it is not difficult to sample RBM exactly; this follows, for instance, from the methods in Devroye [2009] . The paper of Asmussen et al. [1995] also studies the one dimensional case and provides an enhanced Euler-type scheme with an improved convergence rate. The work of Burdzy and Chen [2008] provides approximations of reflected Brownian motion with orthogonal reflection (the case in which R = I).
On the side of steady-state computations, the work of Dai and Harrison [1992] provides numerical methods for approximating the steady-state expectation by numerically evaluating the density of Y (∞). In contrast to our methods, Dai and Harrison's procedure is based on projections in meansquared norm with respect to a suitable reference measure. Since such algorithm is non-randomized is therefore, in some sense, preferable to simulation approaches, which are necessarily randomized. However, the theoretical justification of Dai and Harrison's algorithm relies on a conjecture that is believed to be true but has not been rigorously established, see Dai and Dieker [2011] . In addition, no rate of convergence is known for this procedure, even assuming that the conjecture is true.
Finally, we briefly discuss some features of our procedure and our strategy at a high level. There are two sources of bias that arise in the setting of steady-state simulation of RBM. First, simulating the process Y requires implicitly the simulation of the local-time-like process L. The fact that the reflection matrix R is not the identity makes this task very difficult. This issue is present even in finite time horizon. The second issue is, naturally, that we are concerned with steady-state expectations which inherently involve, in principle, an infinite time horizon.
In the reflected compound Poisson case we can simulate the solution of the Skorokhod problem in any finite interval exactly and without any bias. So we can concentrate on the problem of removing the bias issues arising from the infinite horizon, i.e. we can concentrate on the initial transient problem. This is actually our main motivation for considering these types of models.
The strategy that we pursue is based on Dominated Coupling From The Past (DCFTP). This technique was proposed by Kendall [2004] , following the introduction of Coupling From The Past by Propp and Wilson [1996] . The idea behind DCFTP is to construct a suitable dominating upper and lower bound processes that can be simulated in stationarity and backwards in time. We take the lower bound to be the process identically equal to zero. We use results from Kella and Whitt [1996] , see also Ramasubramanian [2000] , to construct an upper bound process based on the solution of the Skorokhod problem with reflection matrix R = I. It turns out that simulation of the stationary upper-bound process backwards involves sampling the infinite horizon maximum (component-by-component) from t to infinity of a d-dimensional compound Process with negative drift. We use sequential acceptance / rejection techniques (based on a exponential tilting distributions used in rare-event simulation) to simulate from such infinite horizon maximum process.
Then we turn to RBM. A problem that arises, in addition to the discretization error given the continuous nature of Brownian motion, is the fact that in dimensions higher than one (as in our setting) RBM never reaches the origin. Nevertheless, it will be arbitrarily close to the origin and we shall certainly leverage off this property to obtain simulation that is guaranteed to be ǫ-close to a genuine steady-state sample. Now, in order to deal with the discretization error we use wavelet-based techniques. We take advantage of a well-known wavelet construction of Brownian motion, see Steele [2001] .
Instead of simply simulating Brownian motion using the wavelets, which is the standard practice, we simulate the wavelet coefficients jointly with suitably defined random times. Consequently, we are able to guarantee with probability one that our wavelet approximation is ǫ-close in the uniform metric to Brownian motion in any compact time interval, (note that ǫ is deterministic and defined by the user, see Section 4.2).
Finally, we use the fact that the process Y arising as the solution to the Skorokhod problem, as a function of the input process X, is Lipschitz continuous with a computable Lipschitz constant, under the uniform topology. These observations together, combined with an additional randomization, in the spirit of Beskos et al. [2012] allow to estimate expectation with no bias.
We strongly believe that the use of tolerance-enforced coupling based on wavelet constructions, as we illustrate here, can be extended more broadly in the numerical analysis of the Skorokhod and related problems.
We perform some numerical experiments to confirm, as a sanity check, that our algorithms are indeed correct. Our results are reported in Section 5. Further numerical experiments are pursued in a companion paper, in which we also discuss further implementation issues and some adaptations, which are specially important in the case of RBM.
The rest of the paper is organized as follows. In Section 2, we consider the problem of exact simulation from the steady-state distribution of the reflected compound Process discussed earlier. We then show how our procedure is adapted without major complications to Markov modulated input in Section 3. Next, in Section 4 we continue explaining the main strategy to be used for the reflected Brownian motion case. Finally, as mentioned earlier, the numerical experiments are given in Section 5.
Exact Simulation of Reflected Compound Poisson Processes.
The model that we consider has been explained at the beginning of the Introduction. We summarize the assumptions that we shall impose next.
Assumptions:
A1) The matrix R is invertible and R −1 has non-negative components,
We have commented on A1) and A2) in the Introduction. Assumption A3) is important in order to simulate from the steady-state upper bound process that we shall construct to apply DCFTP.
In addition to A1) to A3) we shall assume that one can simulate from exponential tilting distributions associated to the marginal distribution of W (k). That is, we can simulate from P θ i (·) such that
where θ i ∈ R and E exp (θ i W i (k)) < ∞. We will determine the value of θ i through Assumption A3b) given below. Let us briefly explain our program, which is based on DCFTP. First, we will construct a stationary dominating process (Y + (s) : −∞ < s ≤ 0) that is coupled with our target process, that is, a stationary version of the process process (Y (s) : −∞ < s ≤ 0) satisfying the Skorokhod problem (2). Under coupling, the dominating process satisfies coupled. The output is therefore Y (0) which is, of course, stationary. The precise algorithm will be summarized in Section 2.2. So, a crucial part of the whole plan is the construction of Y + (·) together with a coupling that guarantees inequality (3). In addition, the coupling must be such that one can use the driving randomness that defines Y + (·) directly as an input to the Skorokhod problem (2) that is then used to evolve Y + (·). We shall first start by constructing a time reversed stationary version of a suitable dominating process Y + .
2.1. Construction of the Dominating Process. In order to construct the dominating process Y + (·) we first need the following result attributed to Kella and Whitt [1996] .
Lemma 1 (Kella and Whitt '96) . There exists z such that EX (1) < z and R −1 z < 0. Moreover, if and Y + (·) is the solution to the following Skorokhod problem
We note that computing z from the previous lemma is not difficult, one can simply pick z = EX (1) + δ1, where 1 = (1, ..., 1)
T and with δ chosen
In what follows we shall assume that z has been selected in this form and we shall assume without loss of generality that E[Z(1)] < 0. The Skorokhod problem corresponding to the dominating process can be solved explicitly. Indeed, it is not difficult to verify, see for instance Harrison and Reiman [1981] , that if Y + (0) = 0, the solution of the Skorokhod problem (4) is given by
where the running maximum is obtained component-by-component. In order to construct a stationary version of Y + (·) backwards in time, we first extend Z (·) to a two-sided compound Poisson process with Z (0) = 0. We define a time-reversion of Z(·) as Z ← (t) = −Z (−t). It is easy to check that Z ← (·) has stationary and independent increments that are identically distributed as those of Z(·).
For any given T ≤ 0, we define a process Z ← T via Z ← T (t) = Z ← (T + t) for 0 ≤ t ≤ |T |. And for any given y ≥ 0 we define Y + T (t, y) for 0 ≤ t ≤ |T | to be the solution to the Skorokhod problem with input process
According to (5), if y = 0,
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Since E[Z(1)] < 0, The process Y + satisfying the Skorokhod problem (4) with orthogonal reflection (R = I) possesses a unique stationary distribution. So, we can construct a stationary version of (Y + (s) : −∞ < s ≤ 0) as
The next proposition provides an explicitly evaluation of the limit in (8).
Proposition 1. Given any t ≥ 0,
Proof. Expression (7) together with the definition of Z ← T (·) yields, for T , s ≤ 0:
Now we let r = u + T , substitute Z ← (s) = −Z (−s) and obtain
Letting −s = t ≥ 0 and −r = u ≥ 0 we obtain
Now send −T → ∞ and arrive at (9), thereby obtaining the result.
2.2. The Structure of the Main Simulation Procedure. We now are ready to explain our main algorithm to simulate unbiased samples from the steadystate distribution of Y. For this purpose, let us first define
is a well defined stochastic process. Let us for the moment assume that we can simulate M (·) jointly with Z(·) until the coalescence time τ . We shall explain how to perform such simulation procedures in Section 2.3.
Algorithm 1: Exact Sampling of Y (∞)
Step 1: Simulate (M(t), Z(t)) jointly until time τ ≥ 0 such that Z(τ ) = M(τ ).
Step 2:
for τ units of time.
Step 3: Output Y −τ (τ , 0) which has the distribution of Y (∞). In
Step 2, The constant z is chosen according to Lemma 1 such that Z(t) = X(t) − zt. The time is −τ precisely the coalescence time as in a DCFTP algorithm. The following proposition summarizes the validity of this algorithm.
Proposition 2. The previous algorithm terminates with probability one and its output is an unbiased sample from the distribution of Y (∞).
Proof. It is immediate that Y + (∞) has an atom at zero, this follows from the fact that between arrivals of jumps all of the components of Y + (·) decrease linearly and the inter-arrival times, being exponentially distributed, have unbounded support. This implies that τ < ∞ with probability one. Actually, we will show later that E[exp(δτ )] < ∞ for some δ > 0 in Theorem 1. Let T < 0 and note that thanks to Lemma 1, for t ∈ (0, |T |]
In addition, by monotonicity of the solution to the Skorokhod problem in terms of its initial condition, see Ramasubramanian [2000] , we also have (using the definition of Y + T (t, y) form (6) and
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Step 2 in Algorithm 1.1 is straightforward to implement because the process X ← −τ (·) is piecewise linear and the solution to the Skorokhod problem, namely Y −τ (·, 0) is also piecewise linear. The gradients are simply obtained by solving a sequence of linear system of equations which are dictated by evolving the ordinary differential equations given in (1). Therefore, the most interesting part is the simulation of the stochastic object (M (t) : 0 ≤ t ≤ τ ) in Step 1 as we will discuss in Section 2.3.
2.3. Simulation of the Stationary Dominating Process. As customary, we use the notation E 0 (·) or P 0 (·) to indicate the conditioning Z (0) = 0. We define φ i (θ) = E 0 [exp(θZ i (t))] be the moment generating function of Z i (1) and let ψ i (θ) = log(φ i (θ)). In order to simplify the explanation of the simulation procedure to sample (M (t) : t ≥ 0), we introduce the following assumption.
Assumption: A3b) Suppose that in every dimension i there exists θ * i ∈ (0, ∞) such that
This assumption is a strengthening of Assumption A3) and it is known as Cramer's condition in the large deviations literature. As we shall explain at the end of Section 2.3, it is possible to dispense this assumption and only work under Assumption A3). For the moment, we continue under Assumption A3b).
We wish to simulate (Z (t) : 0 ≤ t ≤ τ ) where τ is a time such that
Recall that −τ is precisely the coalescence time since Y + * (−τ ) = 0. We also keep in mind that our formulation at the beginning of the Introduction implies that where z is selected according to Lemma 1. Define µ = Rr + z and let µ i < 0 be the i-th component of µ. In addition, we assume that we can choose a constant m > 0 large enough such that
Now we are ready to propose the following procedure to simulate τ . Algorithm 1.1: Simulating the Coalescence Time The output of this algorithm is (Z (t) : 0 ≤ t ≤ τ ), and the coalescence time τ . Choose the constance m according to (12).
Step 2 and reset τ ←− τ + U . Otherwise, sample a Bernoulli I with parameter p = P 0 (T m < ∞).
Step 2. 6. Else, if I = 0, stop and return τ along with the feed-in path (Z(t) : 0 ≤ t ≤ τ ).
We shall now explain how to execute the key steps in the previous algorithm, namely, Steps 4 and 5.
2.3.1. Simulating a Path Conditional on Reaching a Positive Level in Finite Time. The procedure that we shall explain now is an extension of the one dimensional procedure given in Blanchet and Sigman [2011] ; see also the related one dimensional procedure by Ensor and Glynn [2000] . The strategy is to use acceptance / rejection. The proposal distribution is based on importance sampling by means of exponential tilting. In order to describe our strategy we need to introduce some notation.
We think of the probability measure P 0 (·) as defined on the canonical space of right-continuous with left-limits R d -valued functions, namely, the ambient space of (Z (t) : t ≥ 0) which we denote by Ω = D [0,∞) R d . We endow the probability space with the Borel σ-field generated by the Skorokhod J 1 topology, see Billingsley [1999] . Our goal is to simulate from the conditional law of (Z(t) : 0 ≤ t ≤ T m ) given that T m < ∞ and Z(0) = 0, which we shall denote by P * 0 in the rest of this part. Now let us introduce our proposal distribution,
We endow the probability space with the product σ-field induced by the Borel σ-field generated by the Skorokhod J 1 topology and all the subsets of {1, 2, ..., d}. So, a typical element
The distribution of (Z (s) :
is precisely the proposal distribution that we shall use to apply acceptance / rejection. It is straightforward to simulate under P ′ 0 (·). First, sample Index according to the distribution (14). Then, conditional on Index = i, the process Z (·) also follows a compound Poisson process. Indeed, given Index = i, under P ′ 0 (·) it follows that J (t) can be represented as
where N ′ (·) is a Poisson process with rate λE[exp(θ * i W i )]. In addition, the distribution of W ′ is obtained by exponential titling such that for all A ∈ σ(W),
In sum, conditional on Index = i, we simply let
Now, note that we can write
where the last inequality follows by convexity of ψ k (·) and by definition of θ * k . So, we have that Z Index (t) ր ∞ as t ր ∞ with probability one under
In order to assure that we can indeed apply acceptance / rejection theory to simulate from P * 0 (·), we need to show that the likelihood ratio dP 0 /dP ′ 0 is bounded.
where the last inequality follows by (12). Consequently, plugging (19) into (18) we obtain that
.
We now are ready to summarize our acceptance / rejection procedure and the proof of its validity.
Algorithm 1.1.1: Simulation of Paths Conditional on T m < ∞
Step 1: Sample (Z (t) : 0 ≤ t ≤ T m ) according to P ′ 0 (·) as indicated via equations (14), (15) and (17).
Step 2: Given (Z (t) : 0 ≤ t ≤ T m ), simulate a Bernoulli I with probability 1
(Note that the previous quantity indeed is less than unity due to (19).)
Step 3: If I = 1, output (Z (t) : 0 ≤ t ≤ T m ) and Stop, otherwise go to Step 1.
Proposition 3. The probability that I = 1 at any given call of Step 3 in Algorithm 1.1.1 is P 0 (T m < ∞). Moreover, the output of Algorithm 1.1.1 follows the distribution P * 0 .
Proof. The result follows directly from the theory of acceptance / rejection (see Asmussen and Glynn [2007] page 39-42). According to it, since the two probability measures P * 0 and
as indicated by (18) and (20), one can sample exactly from P * 0 by the socalled acceptance / rejection procedure:
The output w N follows exactly the law P * 0 and N is a geometric random variable with mean c, in other words, the probability of accepting a proposal is c. In our specific case, we have c = 1/P 0 (T m < ∞), and according to (18) the likelihood ration divided by constant c is
Therefore, Algorithm 1.1.1 has acceptance probability P (I = 1) = P 0 (T m < ∞) and indeed it generates path from P * 0 upon acceptance.
As the previous result shows, the output of the previous procedure indeed follows the distribution of (Z (t) : 0 ≤ t ≤ T m ) given that T m < ∞ and Z (0) = 0. Moreover, the Bernoulli random variable I has probability P 0 (T m < ∞) of success. So, this procedure actually allows to execute both Steps 4 and 5 in Algorithm 1.1 simultaneously. In detail, one simulate a path following the law of P ′ 0 until T m , and then, if the proposed path is accepted, one can conclude that T m is finite and the proposed path is exactly a sample path following the law of P * 0 , otherwise one can conclude that T = ∞. Remark: As mentioned earlier, Assumption A3b) is a strengthening of Assumption A3). We can carry out our ideas under Assumption A3) as follows. First, instead of (M (t) : t ≥ 0), given a vector a = (a 1 , a 2 , ..., a d )
T with non-negative components that we will explain how to choose momentarily, consider the process Z a (·) and M a (·) defined by
Note that we can simulate (M (t) : t ≥ 0) jointly with (Z (t) : t ≥ 0) if we are able to simulate (M a (t) : t ≥ 0) jointly with (Z a (t) : t ≥ 0). Now, note that ψ i (·) is strictly convex and that dψ i (0) /dθ < 0 so there exists a i > 0 large enough to force the existence of θ * i > 0 such that E exp (θ * i Z i (1) + a i θ * i ) = 1, but at the same time small enough to keep E (Z i (1) + a i ) < 0; again, this follows by strict convexity of ψ i (·) at the origin. So, if Assumption A3b) does not hold, but Assumption A3) holds, one can then execute the Algorithm 1.1 based on the process Z a (·).
2.4. Computational Complexity. In this section we provide a complexity analysis of our algorithm. We first make some direct observations assuming the dimension of the network remains fixed. In particular, we note that the expected number of random variables simulated has a finite moment generating function in a neighborhood of the origin. Theorem 1. Suppose that A1) to A3) are in force. Let τ be the coalescence time and N be the number of random variables generated to terminate the overall procedure to sample Y (∞). Then, there exists δ > 0 such that
Proof. This follows directly from classical results about random walks (see Gut [2009] ). In particular it follows that E ′ 0 (exp (δT m )) < ∞. The rest of the survey follows from elementary properties of compound geometric random variables arising from the acceptance / rejection procedure.
We are more interested, however, in complexity properties as the network increases. We shall impose some regularity conditions that allow us to consider a sequence of systems indexed by the number of dimensions d. We shall grow the size of the network in a meaningful way, in particular, we need to make sure that the network remains stable as the dimension d increases. Additional regularity will also be imposed.
Assumptions:
There exists two constants 0 < δ < 1 < H < ∞ independent of d satisfying the following conditions.
Remark: Assumption C1) indeed implies that µ = Rr + z > δ1, where z is defined according to Lemma 1. In detail, we choose z = E[X(1)] + δ1 and therefore, Rr + z = E[J(1)] + δ1 > δ1. Throughout the rest part of this section, we assume that µ > δ1.
Besides, Assumption C2) jointly with Assumption C3) implies that E [J i (1)] = λE [W i ] is uniformly bounded. In fact, one can check that
. Therefore, we can also assume without loss of generality that
With a similar argument, Assumptions C2) and C3) also allow us to conclude that max
As discussed in Section 2.3.1, in Algorithm 1.1, we actually do Step 4 and Step 5 simultaneously, therefore, we can rewrite Algorithm 1.1 as follows: Algorithm 1.1': Simulate the Coalescence Time
2. Simulate a sample from W − U µ, here U is exponentially distributed with mean 1/λ and independent of W. Record the value of Z(t) for
3. If there exists some component i, such that W i − U r i ≥ −m, return to Step 2. 4. Otherwise, simulate a random walk {C(n)} such that C(0) = 0 and C(n) = C(n − 1) + W ′ (n) − U ′ (n)µ, where W ′ (n) − U ′ (n)µ are independent and identically distributed as W ′ − U ′ µ under the tilted measure P ′ defined in Section 2.3.1 through (15) to (17). Perform the simulation until N m = inf{n ≥ 0 :
) and sample a Bernoulli I with probability p.
Step 2. 6. If I = 0, stop and output τ with (Z(t) : 0 ≤ t ≤ τ ).
In this algorithm, the total number of random variables required to generate is d · N . Use N (d) instead of N to emphasize the dependence on the number of dimensions d. The following result shows that our algorithm has polynomial complexity with respect to d:
for some γ depending on δ and H.
Denote the number of Bernoulli's generated in
Step 5 by N b and the number of random variables generated before executing Step 4 in a single iteration by N a . By Wald's identity, we can conclude:
The following proposition gives an estimate for E[N m ].
Proposition 4. Under our Assumptions C1) to C3),
and the coefficient in the bound depends only on δ and H.
Proof. First, let us consider the cases in which W i are uniformly bounded from above by some constant B.
Recall that λH) . N m is a stopping time and C i (N m ) < m + B. By the Optional Sampling Theorem, we have
For each 1 ≤ i ≤ d, we are going to estimate a lower bound for φ ′ (θ * i ). Using Taylor's expansion around 0, we have
for some u 1 ∈ [0, 1]. As φ i (θ * i ) = φ i (0) = 1, we have,
As a result,
Besides, one can check that for any x > 0, x 2 exp(−δx) ≤ 4e −2 /δ. Therefore,
Plug this result into equation (21) and use that φ ′ i (0) < −δ to conclude the inequality:
On the other hand, by a Taylor's expansion of φ i (·) around θ * i , we can conclude that for some u 2 ∈ [0, 1]. Note that
Thus, (22) together with (23) imply
Note that for the lower bound (24) to hold we do not require W i to be bounded. Therefore, SinceW ′ i is bounded from above by B, by the Optimal Stopping Theorem we have:
By definition,
By Assumption C2), δ and H > 0 are constants independent of d such that
As a consequence,
,
, and hence,
In the end, since m = O(log(d)) we have
Now, we give the proof of the main result in this subsection.
Proof to Theorem 2. Recall that
Since N b is the number of trials required to obtain I = 0, E[N b ] = 1/P (I = 0). As discussed in section 2.3.1,
Under Assumption C2), we have
Under Assumption C3), we have
As U and W are independent,
Choosing K = (2 log d + log H)/δ and plugging in m = 2 log d/ min i θ * i , we get
By Proposition 4 we have E[N m ] = O(log d).
In summary, we have:
As discussed in the Proof of Proposition 4, θ * i ≥ δ/(H + 4e −2 H 1 /δ) and µ i ≥ δ are uniformly bounded away from 0, therefore,
).
Extension to Markov Modulated Processes.
We shall briefly explain how our development in Section 2, specifically Algorithm 1, can be implemented beyond input with stationary and independent increments. As an example, we shall concentrate on Markov modulated stochastic fluid networks. Our extension to Markov modulated networks are first explained in the one dimensional case and later we will indicate how to treat the multidimensional setting.
Let (I ′ (t) : t ≥ 0) be an irreducible continuous time Markov chain taking values on the set {1, ..., n}. We assume that, conditional on I ′ (·), the number of arrivals, N ′ (·), follows a time in-homogeneous Poisson process with rate λ I ′ (·) . We further assume that t 0 λ I ′ (s) ds > 0 with positive probability. The process N ′ (·) is said to be a doubly-stochastic Poisson process with intensity λ I(·) . Define A ′ k to be the time of the k-th arrival, for k ≥ 1; that is,
We assume that the k-th arrival brings a job requirement equal to W ′ (k). We also assume that the W ′ (k)'s are conditionally independent given the process I ′ (·). Moreover, we assume that the moment generating function φ i (·) defined via
is finite in a neighborhood of the origin. In simple words, the job requirement of the k-th arrival might depend upon the environment, I ′ (·), at the time of arrival. But conditional on the environment the job sizes are independent. Finally, we assume that the service rate at time t is equal to µ I ′ (t) ≥ 0.
the workload process, (Y(t) : t ≥ 0), can be expressed as
assuming that Y(0) = 0. In order for the process Y (·) to be stable, in the sense of having a stationary distribution, we assume that lim t→∞ X ′ (t) /t < 0. Following the same argument as in Section 2, we can construct a stationary version of the process Y (·) by a time reversal argument. Since I ′ (·) is irreducible one can define its associated stationary timereversed Markov chain I(·) with transition rate matrix A (for the existence and detailed description of such reversed chain see Chapter 2.5 of Asmussen [2003] ). Let us write N (·) to denote a doubly stochastic Poisson process with intensity λ I(·) and let A k = inf{t ≥ 0 : N (t) = k}. We consider a sequence (W (k) : k ≥ 1) of conditionally independent random variables representing the service requirements (backwards in time) such that
We then can define Z(t) = Therefore, Y * (−t) can be simulated exactly as long as a convenient change of measure can be constructed for the process (I (·) , Z(·)), so that a suitable adaptation of Algorithm 1.1.1 can be applied. Once the adaptation of Algorithm 1.1.1 is in place, the adaptation of Algorithm 1.1 and Algorithm 1 is straightforward. In order to define such change of measure, let us define the matrix M(θ, t) ∈ R n×n , for t ≥ 0, via
where the notation E i (·) means that I (0) = i. Note that M(·, t) is well defined in a neighborhood of the origin. In what follows we assume that θ is such that M(θ, t) is finite component by component.
It is known (see for instance Chapter 11.2 and Chapter 13.8 of Asmussen [2003] and the references therein) that M(θ, t) = exp(tG(θ)) where the matrix G is defined by
Besides, G(θ) has a unique eigenvalue β(θ) corresponding to a strictly positive eigenvector (u (i, θ) : 1 ≤ i ≤ n). The eigenvalue β(θ) has the following properties which follow from Proposition 2.4 and Proposition 2.10 in Chapter 11.2 of Asmussen [2003] :
Lemma 2.
1. β(θ) is convex in θ and β ′ (θ) is well defined.
is a martingale.
As explained in Chapter 13.8 of Asmussen [2003] , the martingale M (·) induces a change of measure for the process (I (·) , Z(·)) as we shall explain. Let P be the probability law of (I(·), Z(·)) and define a new probability measureP for (I(s), Z(s) : s ≤ t) as dP = M (t, θ) dP .
We now describe the law of (I (·) , Z (·)) underP . The process I(·) is a continuous time Markov chain with rate rate matrix A ij = A ij u(j, θ)/u (i, θ) for i = j (and A ii = − j =i A ij ). In addition,
whereÑ is a doubly stochastic Poisson process with rate at time t equal to φ I(t) (θ) λ(I(t)) and theW (k)'s are conditionally independent given I (·) with moment generating function φ i (·) defined via
which is finite in a neighborhood of the origin. In addition, Z(t)/t → β ′ (θ) underP .
Because of the stability condition of the system we have that β ′ (0) < 0. Then, following the same argument as in the remark given at the end of Section 2.3, we may assume the existence of the Cramer root θ * > 0 such that β(θ * ) = 0 and β ′ (θ * ) > 0. The change of measure that allows to adapt Algorithm 1.1.1 is given by selecting θ * > 0 as indicated. Now, select m > 0 such that
We will use the notation P 0,i (·) to denote the law P (·) conditional on Z (0) = 0 and I (0) = i. Let us write P * 0,i (·) to denote the law of (Z (t) : 0 ≤ t ≤ T m ) (under P 0,i (·)) conditional on T m < ∞. Further, we writeP 0,i (·) to denote the law ofP (·), selecting θ = θ * , conditional on Z (0) = 0 and I (0) = i. Then we have thatP 0,i (T m < ∞) = 1 (by Lemma 2 since β ′ (θ * ) > 0) and therefore (by (25)) we have
It is clear from this identity, which is completely analogous to identities (18) and (20) which are the basis for Algorithm 1.1.1, that the corresponding adaptation to our current setting follows easily. For the d−dimensional case (d > 1), we first assume the existence of the Cramer root θ * j > 0 for each dimension j ∈ {1, ..., d}. In this setting we also must compute the corresponding positive eigenvector (u j (i, θ * j ) : 1 ≤ i ≤ n) for each j ∈ {1, ..., d}. The desired change of measure that allows the adaptation of Algorithm 1.1.1 is just a mixture of changes of measures such as those described above induced by M (·, θ * j ) in each direction, just as discussed in Section 2.3.1, with weight w j = exp(−θ * j m)/ m k=1 exp(−θ * k m). The corresponding likelihood ratio is then
and m must be selected so that
4. Algorithm for Reflected Brownian Motion. In this section, we revise our algorithm and explain how we can apply it to the case of reflected Brownian motion. Consider a multidimensional Brownian motion
where v ∈ R d is the drift vector and A·A T Σ ∈ R d×d is the positive definite covariance matrix. Our target process Y(t) is the solution to the following Skorokhod problem with input process X(·) and initial value Y(0) = y 0 :
We assume that the reflection matrix R is an M -matrix of the form R = I − Q T , where Q has non-negative components and a spectral radius equal to α < 1 so that R −1 has only non-negative elements (see page 304 of Harrison and Reiman [1981] ). We also assume the stability condition R −1 v < 0 for the existence of the steady state distribution. As discussed in the Harrison and Reiman [1981] there is a unique solution pair (Y, L) to the Skorokhod problem associated with X, and the process Y is called a reflected Brownian Motion (RBM). We wish to sample Y (∞) (at least approximately, with a predefined controlled error).
By Lemma 1 we can construct a dominating process Y + (·) as follows. First, we can choose z ∈ R d such that v < z and R −1 z < 0. Define a process (26) Z (t) = X (t) − zt := AB (t) − µt where µ = v − z and let Y + (·) be the RBM corresponding to the Skorokhod problem (4), which has orthogonal reflection.
As a result, we can assume without loss of generality that the input Brownian motion has strictly negative drift component by component. In sum, the following assumption is in force throughout this section:
Assumption D) The input process Z(·) satisfies (26) with µ i > δ 0 > 0 for all 1 ≤ i ≤ d and we assume that A is non-degenerate so that A T A is positive definite.
Since Z(·) has strictly negative drift, following the same argument given for Proposition 1, we can construct a stationary version of the dominating process as
In order to apply the same strategy as in Algorithm 1 to the RBM, we need to address two problems. First, the input process Z requires a continuous path description while the computer can only encode and generate discrete objects. Second, the dominating process is a reflected Brownian motion with orthogonal reflection, therefore the hitting time τ to the origin is infinity almost surely (see Varadhan and Williams [1985] ), which means that Algorithm 1 will not terminate in finite time in this case. To solve the first problem, we take advantage of a wavelet representation of Brownian motion and use it to simulate a piecewise linear approximation with uniformly small (deterministic) error. To solve the second problem, we define an approximated coalescent time τ ε as the first passage time to a small ball around the origin so that E[τ ε ] < ∞ and the error caused by replacing τ with τ ε is bounded by ε. In sum, we concede to an algorithm that is not exact but one that could give any user-defined ε precision. Nevertheless, at the end of Section 4.1 we will show that we can actually use this ε-biased algorithm to estimate without any bias the steady-state expectation of continuous functions of RBM by introducing an extra randomization step. Section 4 is organized as follows. In Section 4.1, we will describe the main strategy of our algorithm. In Section 4.2, we use a wavelet representation to simulate a piecewise linear approximation of Brownian motion. In Section 4.3, we will discuss the details in simulating jointly τ ε and the stationary dominating process based on the techniques we have already used for the compound Poisson cases. In the end, in Section 4.4, we will give an estimate of the computational complexity of our algorithm.
4.1. The Structure of the Main Simulation Procedure. The main strategy of the algorithm is almost the same as Algorithm 1 except for two modifications due the two issues discussed above: first, instead of simulating the input process Z exactly, we simulate a piecewise linear approximation Z ǫ such that |Z i (t) − Z i (t)| < ǫ for all components i and t ≥ 0; second, instead of sampling the coalescence time τ such that M(τ ) = Z(τ ), we simulate an approximation coalescence time, τ ǫ , such that M(τ ǫ ) ≤ Z(τ ǫ ) + ǫ.
With these notations, we now give the structure of our algorithm. The details will be given later in Section 4.2 and 4.3:
Algorithm 2: Sampling with Controlled Error of Y (∞)
Step 1: Let τ ǫ ≥ 0 be any time for which M (τ ǫ ) ≤ Z (τ ǫ )+ǫ and simulate, jointly with
for τ ǫ units of time.
Step 3: Output Y ǫ −τǫ (τ ǫ , 0). First, we show that there exists a stationary version {Y * (t) : t ≤ 0} that is coupled with the dominating stationary process {Y + (t) : t ≤ 0} as given by (27).
Lemma 3. There exists a stationary version {Y * (t) :
Proof. The proof follows the same argument as that of Proposition 2.
The following proposition shows that the error of the above algorithm has a small and deterministic bound.
Proof. Consider three processes on [−τ ǫ , 0]. The first is the coupled stationary process Y * (·) as constructed in Lemma 3, which is the solution to the Skorokhod problem with initial value Y * (−τ ǫ ) at time −τ ǫ and input processX(·) = X(τ ǫ )−X(−·) on [−τ ǫ , 0]; the second is a processỸ(·), which is the solution to the Skorokhod problem with initial value 0 at time −τ ǫ and input processX(·); the third is the process Y ǫ −τǫ (t, 0) as we described in the algorithm, which is the solution to the Skorokhod problem with initial value 0 at time −τ ǫ and input process X ← −τǫ (t) as defined in Step 2 of Algorithm 2.
By definition, we know that for each component i, |Y
Note that Y * (·) has the same input data asỸ(·) except for their initial values. According to the comparison theorem of Ramasubramanian [2000] , the difference between these two processes is uniformly bounded by the difference of their initial values in each component. Therefore, we can conclude
On the other hand,Ỹ(·) and Y ǫ −τǫ (·, 0) have common initial value 0 and input processes whose difference is uniformly bounded by ǫ. It was proved in Harrison and Reiman [1981] that the Skorokhod mapping is Lipschitz continuous under the uniform metric
| for all 0 < T < ∞ and the Lipschitz constant is equal to 1/(1 − α), where 0 ≤ α < 1 is the spectral radius of Q. Therefore, we have that
. Simply applying the triangle inequality, we obtain that
We conclude this subsection with explaining how to remove the ǫ-bias induced by Algorithm 2. Let T be any positive random variable with positive density {f (t) : t ≥ 0} independent of Y * (0). Let g : R d → R be any positive Lipschitz continuous function such that there exists constant K > 0 and for all x and Beskos et al. [2012] ,
we can sample T first, and then select ǫ > 0 small enough, output 1(g(Y ǫ τǫ (τ ǫ , 0)) > T )/f (T ) as an unbiased estimator of E[g(Y * (0))] without the need for computing Y * (0) exactly. It is important to have Y ǫ τǫ (τ ǫ , 0) : ǫ > 0 coupled as ǫ → 0 and this can be achieved thanks to the wavelet construction that we will discuss next.
4.2. Wavelet Representation of Brownian Motion. In this part, we give an algorithm to generate piece-wise linear approximations to a Brownian motion path by path, with uniform precision on any finite time interval. The main idea is to use a wavelet representation for Brownian motion.
By the Cholesky decomposition, any multidimensional Brownian motion can be expressed as a linear combination of independent one-dimensional Brownian motions. Our goal is to give a piece-wise linear approximation to a d-dimensional Brownian motion Z with uniform precision ǫ on [0, 1]. Suppose that we can write Z = AB, where A is the Cholesky decomposition of the covariance matrix and the B i 's are independent standard Brownian motions. If we are able to give a piece-wise linear approximationB i to each B i on [0, 1] with precision ǫ/(d · a) where a = max i,j |A ij |, then AB is a piece-wise linear approximation to Z with uniform error ǫ. Therefore, in the rest of this part, we only need to work with a standard one-dimensional Brownian motion. Now let's introduce the precise statement of a wavelet representation of Brownian motion, see Steele [2001] page 34-39. First we need to define step function H(·) on [0, 1] by
Then define a family of functions
for n = 2 j + l where j > 0 and 0 ≤ l ≤ 2 j . Set H 0 (t) = 1. The following wavelet representation theorem can be seen in Steele [2001] :
Theorem 3. If {W k : 0 ≤ k < ∞} is a sequence of independent standard normal random variables, then the series defined by
converges uniformly on [0, 1] with probability one. Moreover, the process {B t } defined by the limit is a standard Brownian motion on [0, 1].
The simulation strategy will be to sample {W k } jointly with the finite set {k :
Note that if we take j = ⌈log 2 k⌉, as shown in Steele [2001] ,
Since j=0 2 −j/2 √ j + 1 < ∞, for any ǫ > 0 there exists K 0 > 0, such that (28)
As a result, define (30) will be a piecewise linear approximation to a standard Brownian motion within precision ǫ in C[0, 1]. Now we show how to simulate K jointly with {W k : 1 ≤ k ≤ K}. The algorithm is as below with ρ = 4 as we have chosen η k = 4 · √ log k:
Algorithm 2w: Simulate K jointly with {W k } Step 0: Initialize G = K 0 and S to be an empty array.
Step 1: Set U = 1, D = 0. Simulate V ∼ U nif orm(0, 1).
Step 3: If V ≥ U , add G to the end of S, i.e. S = [S, G] , and return to step 1.
Step
Step 5: For every k ∈ S, generate W k according to the conditional distribution of Z given {|W | > ρ √ log k}; for other 1 ≤ k ≤ K, generate W k according to the conditional distribution of W given {|W | ≤ ρ √ log k}.
In this algorithm, we keep an array S, which is used to record the indices such that |W k | > ρ √ log k, and a number G which is the next index to be added into S. Precisely speaking, given that the last element in array S is N , say, max (S) 
The key part of the algorithm is to simulate a Bernoulli with success parameter P (G < ∞) and to sample G given G < ∞.
For this purpose, we keep updating two constants U and D such that U > P (G = ∞) > D and (U − D) → 0 as the number of iterations grows. To illustrate this point, denote the value of U and D in the m-th iteration by U m and D m respectively. Then for all m > 0,
On the other hand, for all ρ > √ 2 and N large enough,
and hence we conclude that
Step 3 or Step 4 after a finite number of iterations and we can decide whether G < ∞ or not. Now we show that we can actually sample G simultaneously as the Bernoulli with success probability P (G < ∞) is generated. If V < D, we conclude that V < P (G = ∞) and hence G = ∞ and K = max (S) . Otherwise, we have G < ∞. In this case, suppose Step 2 ends in the (m + 1)-th iteration and V > U . Since
Therefore, by definition, G = K + m + 1 and should be added into array S. Once S and K are generated, {W k : 1 ≤ k ≤ K} can be generated jointly with S and K according to Step 5.
Also we note that B ǫ (t) has the following nice property:
Proof. The equality follows immediately from the fact that 1 0 H n (s)ds = 0 for any n ≥ 1 and m ≥ 1.
As a consequence of this property, for any compact time interval [0, T ], (without loss of generality, assume T is an integer), in order to give an approximation for B(t) on [0, T ] with guaranteed ǫ precision uniformly in [0, T ], we only need the run the above algorithm T times to get T i.i.d. sample paths {B ǫ,(i) (t) : t ∈ [0, 1]} for i = 1, 2, ..., T , and define recursively:
4.3.
A Conceptual Framework for the Joint Simulation of τ ǫ and Z ǫ . Our goal now is to develop an algorithm for simulating τ ǫ and (Z ǫ (t) : 0 ≤ t ≤ τ ǫ ) jointly. In detail, we want to simulate Z ǫ (t) forwards in time and stop at a random time τ ǫ such that for any time
Because of the special structure of the wavelet representation used in simulating the process Z ǫ (·), the time T m inf{t ≥ 0 : Z ǫ i (t) > m for some 1 ≤ i ≤ d} is no longer a stopping time with respect to the filtration generated by Z(·). As a consequence, we cannot directly carry out importance sampling as in Algorithm 1.1.1. To remedy this problem, we decompose the process Z ǫ (t) into two parts, say, a random walk {Z ǫ (n) : n ≥ 0} with Gaussian increment and a series of independent Brownian bridges {B n (s)
Our strategy is to first carry out the importance sampling as in Algorithm 1.1.1 to the random walk {Z ǫ (n) : n ≥ 0} to find its upper bound, and next develop a new scheme to control the upper bounds attained in the intervals {(n, n + 1) : n ≥ 0} for the i.i.d. Brownian bridges {B n (s) :
The whole procedure is based on the wavelet representation of Brownian motion. Let {W k n (i) : n, k ∈ N, i = 1, 2, ..., d} be a sequence of i.i.d. standard normal random variables. According to the expression given in Theorem 3, for any t = n + s, s ∈ [0, 1]:
Let us put (31) in matrix form:
We can split the simulation into two independent parts: 1. Simulate the discrete-time random walk {Z(n) : n ≥ 0} with i.i.d.
Gaussian increments and Z(0) = 0. That is Z i (0) = 0 and
2. For each n, simulateB n (s) to do bridging between Z(n) and Z(n + 1). Now, any time t 0 > 0 is an approximate coalescence time τ ǫ if there exists some positive constant ζ > 0 such that the following two conditions hold for all n ≥ t 0 : Condition 1), Z(n) ≤ Z(t 0 ) − ζ(n − ⌈t 0 ⌉)1 + ǫ, and Condition 2), max{B n (s) : s ∈ [0, 1]} ≤ ζ(n − ⌈t 0 ⌉)1. Based on these observations, we develop an algorithm to simulate the approximate coalescence time τ ǫ jointly with {Z ǫ (t) : 0 ≤ t ≤ τ ǫ }.
By Assumption D), µ i > δ 0 for some δ 0 > 0. Let ζ = δ 0 /2 and define S(n) = Z(n) + nζ1 such that {S(n) : n ≥ 0} is a random walk with strictly negative drift. Therefore, Condition 1) can be checked by carrying out the importance sampling procedure as in Algorithm 1.1.1 for the random walk {S(n) : n ≥ 0}. More precisely, since S i (n) has Gaussian increments, we can compute explicitly that θ * i = 2(µ i − ζ)/σ i and choose m > 0 satisfying (12) in order to carry out the importance sampling procedure for the random walk {S(n) : n ≥ 0}. Suppose we use the importance sampling procedure and find t 0 such that S(n) ≤ S(t 0 ) for all n ≥ t 0 and hence Condition 1) is satisfied for t 0 .
About Condition 2), recall thatB n (·)'s are i.i.d. linear combinations of Brownian bridges and let M be a random time, finite almost surely, such that
Observe that for t 0 to be an approximate coalescence time, Condition 1) and Condition 2) must hold simultaneously. If for time t 0 , for example, Condition 1) is satisfied while Condition 2) is not, we need to continue the testing procedure and simulation of the process for t > t 0 . Then, however, the random walk {S(n) : n ≥ ⌈t 0 ⌉} should be conditioned on that S(n) ≤ S(t 0 ) for the fact that Condition 1) holds for t 0 reveals 'additional information' on the random walk for n ≥ t 0 . Therefore, such 'additional information' or 'conditioning event' must be incorporated and tracked when Conditions 1) and 2) are sequentially tested. All of these conditioning events are described and accounted for in Section 4.3.2, which also includes the overall procedure to sample τ ǫ jointly with Z ǫ . Now, let us first provide a precise description of M and explain the simulation algorithm for M in Section 4.3.1.
Simulating M and {B
By the Borel-Cantelli Lemma, we can conclude that for each i ∈ {1, ..., d} there exists M i < ∞ such that for all (n+1)k > M i , |W k n (i)| ≤ 4 log(n + 1)+ 4 √ log k. Clearly, √ log t = o(t) as t → ∞, so we can select a m 0 large enough such that for any n > m 0
Note that M i can be simulated jointly with (W k n (i) : 
where, j = ⌈log 2 k⌉. Therefore, we can choose M = max i M i ∨ m 0 . Now we introduced a variation of Algorithm 2w that will be used in the procedure to simulate M and {B ǫ n (·) : 1 ≤ n ≤ M } jointly. In the following algorithm, a sequence of 'conditioning events' of the form |W k | ≤ β k , for some given constants {β k : β k > 4 √ log k}, is in force. Let Φ(a) = P (|W | < a) for all a > 0, where W is a standard normal. The random number K to be simulated is defined as (29).
Algorithm 2w': Simulate K jointly with
Step 0: Initialize G = K 0 as defined in (28) and S to be an empty array.
Step 4: If V ≤ D, K = max(S, K 0 ).
Step 5: For every k ∈ S, generate W k according to the conditional distribution of Z given {4 √ log k < |W | ≤ β k }; for other 1 ≤ k ≤ K, generate W k according to the conditional distribution of W given {|W | ≤ 4 √ log k}.
The main difference between Algorithm 2w' and the original Algorithm 2w is that U and V are now computed from the conditional probability, however, the relations that U > V > D and U − D → 0 still hold and hence Algorithm 2w' is valid. Based on this, we can now give the main procedure to simulate M and {B ǫ n (·) : 1 ≤ n ≤ M } jointly:
4( log(n + 1)+ √ log k). (Note that β k n (i) > 4( log(n + 1)+ √ log k) > 4 √ log k and hence this step is well-defined.) 3. For any 0 ≤ n ≤ M , compute and output
Algorithm 2m' will be used in the next section in order to keep track of 'conditioning events' corresponding to Condition 2). 4.3.2. Keeping Track of the Conditioning Events. As we have discussed just prior to the beginning of Section 4.3.1, we need to keep track of several conditioning events introduced by Conditions 1) and 2). First, let us explain how to deal with the conditioning event corresponding to Condition 1). These conditioning events involves only the random walk S(·). Now we split S(·) according to the sequences of {Γ l : l ≥ 1} and {∆ l : l ≥ 1} of random times defined as follows: Figure 1 illustrates a sample path of the random walk with the sequence of random times {Γ l : l ≥ 1} and {∆ l : l ≥ 1} in one dimension. The message is that the joint simulation of {S(n) : n ≥ 0} with {Γ l : l ≥ 1} and {∆ l : l ≥ 1} allows us to keep track of the process {max m≥n S(m) : n ≥ 0}, which includes the 'additional information' introduced by Condition 1). The main steps in the simulation of {S(n) : n ≥ 0} jointly with {Γ l : l ≥ 1} and {∆ l : l ≥ 1} are explained in Lemma 2 through Lemma 4 in Blanchet and Sigman [2011] . The approach of Blanchet and Sigman [2011] , which works in one dimension, could be modified for multidimensional cases using the changeof-measure as described in Section 2.3.1. Now, regarding the verification of Condition 2) involving M and the Brownian bridges. Given the discussion in Section 4.3.1, we just need to keep track of certain deterministic β k n (i) for each |W k n (i)|, that is to condition on the events of the form |W k n (i)| ≤ β k n (i) which are related to the sequential construction of the random variable M in each time of testing Condition 2) as described in Section 4.3.1. Now, we can write down the integrated version of our algorithm for sampling τ ǫ and {Z ǫ (t) : 0 ≤ t ≤ τ ǫ } jointly.:
The output of this algorithm is {Z ǫ (t) : 0 ≤ t ≤ τ ǫ }, and the approximation coalescence time τ ǫ .
, set τ ǫ ← t and go to Step 4. Otherwise, set τ ǫ ← ∆ l and return to Step 2. 4. Use Algorithm 2m' to simulate M jointly with (B ǫ τǫ+n (·) :
If there exist some t and i such that Z ǫ i (t) > Z ǫ i (τ ǫ )+ǫ, set τ ǫ ← t and return to Step 2. 5. Otherwise, stop and output τ ǫ as the approximation coalescence time along with (Z ǫ (t) : 0 ≤ t ≤ τ ǫ ).
4.4. Computational Complexity. In this part, we will discuss the complexity of our algorithm when d and the other parameters µ and A are fixed but send the precision parameter ǫ to 0. Denote the total number of random variables needed by N (ǫ) when the precision parameter for the algorithm is ǫ.
According to Assumption D), the input process Z(t) equals −µt + AB(t) with µ i > δ 0 > 0. Let max i,j |A ij | = a. The following result shows that our algorithm's running time is polynomial in 1/ǫ: Theorem 4. Under Assumptions D1) and D2),
where a C is a computable constant depending only on A.
The random variables we need to simulate in the algorithm can be divided into two parts: first, The random variables used to construct the discrete random walk Z(n) for n ≤ T , and second, the conditional normals used to bridging between Z(n − 1) and Z(n).
Since 1(|W | > η) and 1(|W | ≤ β) are negative correlated, it follows that
Therefore, the expected number of conditional Gaussian random variables used for Brownian bridges between Z(n − 1) and Z(n) is smaller than the expected number that we would obtain if we use standard Gaussian random variables instead in Step 3 and Step 4 in Algorithm 2.1. Let K = max{k : |W k | > η k }∨K 0 as defined in (29). As discussed above, the expected number of truncated Gaussian random variables needed for each bridgeB ǫ n,i (·) is bounded by E[K].
Therefore,
To prove Theorem 2, we first need to study E[K] and E[T ].
Proposition 7.
The second term of the left-hand side is finite and independent of ǫ and K 0 . On the other side,
Therefore, we can choose
In order to get the approximation within error at most ǫ for the d dimensional process, according to the Cholesky Decomposition as discussed in Section 4.2, we should replace ǫ by ǫ da . Therefore,
The rest we need to do is to estimate E[T ]. Let T a be the time before the algorithm executes Step 4 in a single iteration. Using the same notation as in Algorithm 2.1 and a similar argument as in Section 2.4, we have
As Z ǫ (t) = S(n) − nζ + AB n (t − n) and the Brownian bridgeB n (·) is independent of S(·), it follows that
Since S(1) is a multidimensional Gaussian random vector with strictly negative drift, Assumptions C1) to C3) are satisfied. Applying Proposition 4, we can get upper bounds for E[T m |T m < ∞], 1/P (T m < ∞) and 1/P (max i max t Z i (t) < m|Z(0) = 0), which depend only on d, a and δ and thus are independent of ǫ. Besides, the bound for E[M ] can be estimated by the same method as in Proposition 7 in terms of ζ = δ/2, hence such bound is also independent of ǫ. Therefore, we only need to estimate E[T a ]. From this inequality, it is now sufficient to show that p = O(ǫ a C ).
imsart-aap ver. 2012/08/31 file: Exact_Sampling_app1_e.tex date: April 9, 2013 Note that the set C = {y ∈ R d : Ay ≤ ǫ} forms a cone with vertex A −1 ǫ in R d since A is of full rank under Assumption D). Define τ C = inf{t ≥ 0 : B(t) / ∈ C} given B(0) = 0, then p = P (τ C > 2(m + ǫ) ζ ).
If d = 2, it is proved by Burkholder [1977] 
as ǫ → 0, here · represent the Euclidian norm and u is some constant independent of ǫ. The rate a C is determined by the principal eigenvalue of the Laplace-Beltrami operator on (S d−1 ∩ C), where S d−1 is a unit sphere centered at the vertex of C, namely A −1 ǫ. The principal eigenvalue only depends on the geometric features of C and it is independent of ǫ, hence so is a C . Since A is given, we have
Computing a C for d ≥ 3 is not straightforward in general. However, when A ij ≥ 0, we can estimate a C from first principles. Indeed, if A ij ≥ 0 and let a = max A ij , we have that
As the components of B(t) are independent, As a result, p = O(ǫ d ) when the correlations are all non-negative.
Given these propositions, we can now prove the main result in this part.
Proof of Theorem 4. As we have discussed,
First, by Proposition 7, E[K] = O(ǫ −2 log ( 1 ǫ )). Besides, as discussed above
According to Proposition 8, E[T a ] = O(ǫ −a C ) and a C is a constant when
A is fixed. In the end, as we have discussed, E[T m |T m < ∞], P (T m < ∞), P (max i max t Z i (t) < m|Z(0) = 0) and E[M ] are independent of ǫ. Therefore,
In sum, we have E[N (ǫ)] = O(ǫ −a C −2 log 1 ǫ ).
5. Numerical Results. We first implemented Algorithm 1 in order to generate exact samples from the steady-state distribution of stochastic fluid networks, then we implemented Algorithm 2. Our implementations were performed in Matlab. In all the experiments we simulated 10,000 independent replications and we display our estimates with a margin of error obtained using a 95% confidence interval based on the Central Limit Theorem.
For the case of stochastic fluid networks, we considered a 10-station system in tandem. So, Q i,i+1 = 1 for i = 1, 2, ..., 9 and Q 10,j = 0 for all j = 1, ..., 10. We assume the arrival rate λ = 1 and the job sizes are exponentially distributed with unit mean. The service rates (µ 1 , ..., µ 10 )
T are
given by (1.55, 1.5, 1.45, 1.4, 1.35, 1.3, 1.25, 1.2, 1.15, 1.1). We are interested imsart-aap ver. 2012/08/31 file: Exact_Sampling_app1_e.tex date: April 9, 2013 Debicki et al. [2007] . Both the simulation results and the true values are reported in Table 1 . The procedure took a few minutes (less than 5) in a desktop, which is quite a reasonable time.
We then implemented a two dimensional RBM example. Let's denote the RBM by Y(t). Dai and Harrison [1992] ). The output of our simulation algorithm is reported in Table 2 below.
Our implementations here are given with the objective of verifying empirically the validity of the algorithms proposed. We stress that a direct implementation of Algorithm 2, although capable of ultimately producing unbiased estimations of the expectations of RBM, might not be practical. The simulations took substantially more time to be produced than those reported for the stochastic fluid models. This can be explained by the de-pendence on ε in Theorem 4. Indeed the bottleneck in the algorithm is finding a time at which both stations are close to ε. An efficient algorithm based on suitably trading a strongly controlled bias with variance can be used to produce faster running times; we expect to report this algorithm in the future.
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