Abstract. Parameter identification in heat conduction problems is an ill-posed problem in the sense of Hadamard, this means that small errors in the measurement may cause very large errors in the numerical result. In this paper, a regularization method for inverse problem of determination of unknown parameter in heat Conduction problems is presented. The approach of the proposed method is to add constraint condition of derivative and get a well-posed operator equation which can approximate the ill-posed problem discussed. The numerical results show that our algorithm is stable and precise.
Introduction
A great amount of research work has focused on the development of appropriate strategies for solving inverse problems in many fields of application ranging [1] [2] [3] [4] [5] [6] [7] [8] . In this paper, we apply a simple and stable algorithm for solving inverse problems in heat conduction equations and demonstrate merit of the algorithm through numerical tests.
Wang Ping and Kewang Zheng considered the question of determining an unknown source in the heat equation from over-specified data [2] . Zhilin Li & Kewang Zheng considered the question of determining an unknown parameter in the heat equation [3] . In a general way, we transform inverse problems in heat conduction equations into solving the following Volterra operator equation of the first type.
However, (1) is an ill-posed problem in the sense of Hadamard, this means that small errors in the measurement may cause very large errors in the numerical result [4] .Thus some kind of regularization method must be utilized to obtain the stable numerical resolution of the problem (1).
Regularization algorithm
Up to the present, lots of research work has been done for solving ill-posed problems. The problem (1) can be solved by Tikhonov regularization algorithms and regularization strategies supplied in [4] theoretically. In this paper, we will solve it employing a Simple and Stable Algorithm.
Pay attention to (1), the precise ( ) f t 
Apply Simpson formula, that is
Express it by matrix, then
Take the matrix at the ring-hang as 1 A , which approximates the operator in (2), and the vectors above written ( ) h z t and h f δ respectively. As a result,
This is an underdetermined system of equations, and it is caused by the ill-posed problem (2). 
The equation above is well-posed and exists unique solution, but 0 ( ) z t and ( ) n z t are unknown, so we can't solve (5).
We add constrained information of derivative
Applying duplicate trapezoid formula to approximate (6), then
In order to improve boundary precision, when 1 i = in (5), we change it into the following equation (7) and (8) 
together, then
The h A is a nonsingular matrix and its condition number is not large, so (9) is well-posed and exists unique solution. We take (9) as a regularization algorithm for (2), we define (9) for AC regularization method. Numerical experiments to test the effectiveness of this algorithm which will be discussed in the following section.
Numerical Results
About heat conduction equations in paper [2] , ( ) ,
where ( ) t ϕ and ( ) g t are assumed to be known and strictly increasing functions,we will find ( ) a t , this is an inverse problem. We will apply AC methods to determine coefficient ( ) a t . Fig.1 and Fig.2 apply Tikhonov regularization algorithms and our regularization algorithms respectively to get approximate solution and to fit the exact solution when n equals 100. The numerical results show our algorithms are much more accurate compared with Tikhonov regularization algorithms at two endpoints. Table. applies our regularization algorithms and Tikhonov regularization algorithms based on Morozov discrepancy principle to determinate source respectively with the different scale problems.
Numerical experiment results show our regularization algorithms (AC) is more accurate than Tikhonov regularization algorithms. In conclusion, the numerical results in TABLE above show that AC algorithms is more accurate and stable compared with Tikhonov regularization algorithms, and from Fig1 and Fig2, we can see regularization algorithms based dynamical systems methods is effective. So we can regard dynamical systems methods as a regularization algorithm for ill-posed problems in scientific computing when the scale of problem is not too larger, it provides an effective tool for practitioners.
