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The stability properties of lumped Hopfield-type neural networks have been studied exten-
sively and the results as well as the application to optimization problems are reported in many
references (see the references in Vanualailai, Nakagiri and Soma [12]). In this paper we study
a model which involves spatial distributions of neural networks described by the dynamics of
$\mathrm{n}$-numbers of neurons. The distributive model may be consider as an analogous model of the
Hodgkin-Huxley equation and the Fitz-Hugh-Nagumo equation which describe the nerve im-
pulse transmissions (cf. Hodgkin and Huxley [6], Fitz-Hugh [5], Nagumo [9]). The purpose of
this paper is to study the optimal control problems for the systems governed by distributed
$\mathrm{m}|$odels of Hopfield-type neural networks.
Let $\Omega$ be an open bounded domain of $\mathrm{R}^{m}$ and $\partial\Omega=\Gamma$ be the boundary of $\Omega$ . Let $T>0$ and
let $Q=\Omega\cross(0, T)$ and $\Sigma=\Gamma\cross(0,T)$ . Let $y_{i}$ denotes the activation potential of the $i$-th neurons,
which is a functions of time $t$ and the place $x\in\Omega$ , $i=1,2$ , $\ldots n$ . The distributed Hopfield-type
model of coupled $\mathrm{n}$-numbers of neurons is described by
$\{$
$\frac{\partial y_{i}}{\partial t}-d_{i}\triangle y_{i}=-a_{i}y_{i}+\sum_{j=1}^{n}c_{ijj}F(yj)+g_{i}$ in $Q$ ,
$\frac{\partial y_{i}}{\partial\eta}=k_{i}$ on $\Sigma$ ,
$y_{i}(0, x)=y_{0}^{i}$ in $\Omega$ , $i=1,2$ , $\ldots$ , $n$ .
(1.1)
Here in (1.1) the constants $a_{i}>0$ , $c_{ij}$ are the same as explained in [12], $d_{i}>0$ are diffusion
constants, $g_{i}$ are forcing input, $k$ are the Neumann inputs, $y_{0}^{i}$ are initial values and $Fj$ : $\mathrm{R}=$
$(-\infty, \infty)arrow(-1,1)$ are nonlinear activation functions.
We consider the quadratic optimal control problem for (1.1). The control system under
consideration is given by (1.1) in which $g_{i}$ , $k_{i}$ and $y_{0}^{i}$ are replaced by the control variables $B_{i}^{0}u_{i}^{0}$ ,
$B_{i}^{1}u_{i}^{1}$ and $E_{i}w_{i}$ , respectively. Here $B_{i}^{0},B_{i}^{1}$ and $E_{i}$ are distributed, boundary and initial controllers
and $u_{i}^{0}$ , $u_{i}^{1}$ and $w_{i}$ are respective control variables. Let $\mathcal{U}_{i}^{0}$ , $\mathcal{U}_{i}^{1}$ and $\mathcal{W}_{i}$ be the Hilbert spaces of







and $\mathrm{u}0=(u_{1}^{0}, u_{2}^{0}, \ldots, u_{n}^{0})$ , $\mathrm{u}_{1}=(u_{1}^{1}, u_{2}^{1}, \ldots, u_{n}^{1})$ , $\mathrm{w}=(w_{1}, w_{2}, \ldots, w_{n})$ . We set the product Hilbert
space $\mathcal{U}=\mathcal{U}^{0}\cross \mathcal{U}^{1}\cross \mathcal{W}$ of control variables $\mathrm{u}=(0, \mathrm{u}1, \mathrm{w})\in \mathcal{U}$ .
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Let $\mathrm{y}=\mathrm{y}(\mathrm{u})=(y1(\mathrm{u}), y2(\mathrm{u}),$ $\ldots$ , $y_{n}(\mathrm{u}))^{T}$ be the solution state of control system for a given
$\mathrm{u}\in \mathcal{U}$ . The quadratic cost function attached to the system is given by
$J( \mathrm{u})=\sum_{i=1}^{n}\int_{Q}|y_{i}(\mathrm{u})-z_{id}^{0}|^{2}dxdt+\sum_{i=1}^{n}\int_{\Omega}|y_{i}(\mathrm{u},T)-z_{id}^{1}|^{2}dx+(\mathrm{N}\mathrm{u}, \mathrm{u})_{\mathcal{U}}$ ,
$\forall \mathrm{u}=(\mathrm{u}_{0}, \mathrm{u}_{1}, \mathrm{w})\in \mathcal{U}$ , (1.2)
where $z_{id}^{0}\in L^{2}(Q)$ and $z_{id}^{1}\in L^{2}(\Omega)$ , $i=1,2$ , $\ldots$ , $n$ are desired values, and $\mathrm{N}\in \mathcal{L}(\mathcal{U})$ is symmetric
and positive. Let $\mathcal{U}_{ad}$ be an admissible subset of $\mathcal{U}$ . The optimal control problem is to find and
characterize an element $\mathrm{u}^{*}=(\mathrm{u}_{0}^{*}, \mathrm{u}_{1}^{*}, \mathrm{w}^{*})\in \mathcal{U}_{ad}$ , called the optimal control, such that
$\inf_{\mathrm{u}\in d}J(\mathrm{u})=J(\mathrm{u}^{*})$ . (1.3)
In this paper we shall solve this quadratic cost optimal control problem for the distributed
model of Hopfield-type neural networks (1.1). For the purpose we state the basic results on
the existence and uniqueness of weak solutions for the nonlinear system (1.1) in the framework
of Dautray and Lions [4]. After that we prove the existence of an optimal control for (1.2).
The main contribution is to construct the adjoint state systems and to establish the necessary
conditions of optimality for the quadratic cost (1.2). For the related works on optimal control
theory of nonlinear parabolic equations, we refer to [1], [2], [3], [13], [14].
2 Existence and Uniqueness of weak solutions
In this section we shall give the results on existence, uniqueness and regularity of solution
for the uncontrolled (free) system (1.1) based on the variational formulation of systems due to
Dautray and Lions [4].
For the nonlinear function $Fj(s)$ , we suppose the uniform Lipschitz continuity:
$\exists K>0$ : $|Fj(s)-Fj(r)|\leq K|s-r|$ , $j=1,2$ , $\ldots$ , $n$ . (2.1)
For the evolution equation setting of (1.1), we introduce two Hilbert spaces $H=L^{2}(\Omega)$ and
$V=$. $H^{1}(\Omega)$ according to the Neumann boundary condition in (1.1). We endow those space with
the usual inner products and norms
$( \psi, \phi)=\int_{\Omega}\psi(x)\phi(x)dx$, $|\psi|=(\psi,\psi)^{\frac{1}{2}}$ for all $\psi$ , $\phi\in H$ ,
$(( \psi, \phi))=\int_{\Omega}\psi(x)\phi(x)dx+\sum_{i=1}^{n}\int_{\Omega}\frac{\partial}{\partial x_{i}}\psi(x)\frac{\partial}{\partial x_{i}}\phi(x)dx$ for all $\psi$ , $\phi\in H^{1}(\Omega)$ ,
respectively. Let us $\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}6$ the product Hilbert spaces $\mathcal{V}=(H^{1}(\Omega))^{n}$ , $H$ $=(L^{2}(\Omega))^{n}$ with
the inner products defined by
$( \phi, \psi)_{\mathcal{H}}=\sum_{i=1}^{n}(\phi_{i}, \psi_{i})$, $\phi=(\phi_{1}, \phi_{2}, \ldots, \phi_{n})^{T}$ , $\psi$ $=(\psi_{1}, \psi_{2}, \ldots, \psi_{n})^{T}\in H$
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respectively. Then the dual space of $\mathcal{V}$ is given by $\mathcal{V}’=(V’)^{n}$ and the dual pairing between $\mathcal{V}’$
and $\mathcal{V}$ is given by
$\langle\phi, \psi\rangle_{\mathcal{V},\mathcal{V}’}=\sum_{i=1}^{n}\langle\phi_{i}, \psi_{i}\rangle$ , $\forall\phi=(\phi_{1}, \phi_{2}, \ldots, \phi_{n})^{T}\in \mathcal{V}$ , $\psi$ $=(\psi_{1}, \psi_{2}, \ldots, \psi_{n})^{T}\in \mathcal{V}’$ ,
where $\langle\phi_{i}, \psi_{i}\rangle$ denotes the dual pairing between $V$ and $V’$ of $\phi_{i}\in V$ and $\psi_{i}\in V’$ . The norms of
$\mathcal{V}$ and $H$ are denoted by $||\psi||v$ and $|\psi|_{\mathcal{H}}$ , respectively.
For the sake of simplicity of notations, we introduce the following vector and matrix repre-
sentations:
$\mathrm{y}=\{$



















$\mathrm{F}(\mathrm{y})=\{\begin{array}{l}F_{1}(y_{1})F_{2}(y_{2})\vdots F_{n}(y_{n})\end{array}\}$ , (2.2)
$\mathrm{D}=diag\{d_{1}, d_{2}, \ldots, d_{n}\}$ , $\mathrm{A}=diag$ { $a_{1}$ , a2, $\ldots$ , $a_{n}$ }, $\mathrm{g}=$ $(g_{1}, g_{2}, \ldots, g_{n})^{T}$ , $\mathrm{k}=(k_{1}, k_{2}, \ldots, k_{n})^{T}$ and




$\mathrm{y}(0, x)=\mathrm{y}_{0}$ in Q.
(2.3)
Now we give the definition of a weak solution of (2.3). First we introduce the Hilbert space
$W(0, T;\mathcal{V}, \mathcal{V}’)$ , which will be a solution space, by
$W(0, T;\mathcal{V}, \mathcal{V}’)=\{\mathrm{g}|\mathrm{g}\in L^{2}(0, T;\mathcal{V}), \mathrm{g}’\in L^{2}(0, T;\mathcal{V}’)\}$ .
The inner product and the induced norm in $W(0, T;\mathcal{V}, \mathcal{V}’)$ are defined respectively by
$( \mathrm{g}_{1}, \mathrm{g}_{2})_{W(0,T;\mathcal{V},\mathcal{V}’)}=\int_{0}^{T}\{(\mathrm{g}_{1}(t), \mathrm{g}_{2}(t))_{\mathcal{V}}+(\mathrm{g}_{1}’(t), \mathrm{g}_{2}’(t))_{\mathcal{V}’}\}dt$ ,
$||\mathrm{g}||_{W(0,T;\mathcal{V},\mathcal{V}’)}=(||\mathrm{g}||_{L^{2}(0,T;\mathcal{V})}^{2}+||\mathrm{g}’||_{L^{2}(0,T;\mathcal{V}’)}^{2})^{\frac{1}{2}}$
The space $W(0, T;\mathcal{V}, \mathcal{V}’)$ can be identified with $W(0, T;V, V’)^{n}$ , and for simplify, we denote it
by $=\mathrm{W}(0, T)$ . Also we define the Hilbert spaces $\mu\frac{1}{2}(\Gamma)$ and its dual $H^{-\frac{1}{2}}(\Gamma)$ by $(H^{\frac{1}{2}}(\Gamma))^{n}$ and
$(H^{-\frac{1}{2}}(\Gamma))^{n}$ , respectively. The dual pairing between $H^{\frac{1}{2}}(\Gamma)$ and $\mathcal{H}^{-\frac{1}{2}}(\Gamma)$ is defined by
$\langle\phi, \psi\rangle_{\mathcal{H}2(\Gamma),\mathcal{H}^{-}2(\Gamma)}11=\sum_{i=1}^{n}\langle\phi_{i}, \psi_{i}\rangle_{\Gamma}$ , $\forall\phi=(\phi_{1}, \phi_{2}, \ldots, \phi_{n})^{T}\in H^{\frac{1}{2}}(\Gamma)$ , $\psi=(\psi_{1}, \psi_{2}, \ldots, \psi_{n})^{T}\in?t^{-\frac{1}{2}}$(I
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where $\langle\phi_{i}, \psi_{i}\rangle_{\Gamma}$ denotes the dual pairing betwee$\mathrm{n}$ $H^{\frac{1}{2}}(\Gamma)$ and $H^{-\frac{1}{2}}(\Gamma)$ of $\phi_{i}$ and $\psi_{i}$ . Since
$Fj$ : $Rarrow(-1,1),j=1,2$ , $\ldots$ , $n$ , we see from (2.1) that $\mathrm{F}$ : $ll$ $arrow H$ and
$| \mathrm{F}(\psi)|_{\mathcal{H}}^{2}=\int_{\Omega}|\mathrm{F}(\psi)|^{2}dx\leq n|\Omega|$, $\forall\psi\in \mathcal{H}$ , (2.4)
and by (2.1), we have
$|\mathrm{F}(\phi)-\mathrm{F}(\psi)|_{\mathcal{H}}\leq K|\phi-\psi|_{\mathcal{H}}$ , $\forall\phi$ , $\psi\in \mathcal{H}$ . (2.5)
Definition 1A function y is said to be a weak solution of (2.3) if y $\in \mathrm{W}(0,$T) and y satisfies
$\{$
$\langle \mathrm{y}’, \mathrm{v}\rangle_{\mathcal{V}’},v+(\mathrm{D}\nabla \mathrm{y}, \nabla \mathrm{v})_{\mathcal{H}}=(\mathrm{A}\mathrm{y}, \mathrm{v})\tau\ell+(\mathrm{C}\mathrm{F}(\mathrm{y}), \mathrm{v})_{\mathcal{H}}+\langle \mathrm{g}, \mathrm{v}\rangle_{\mathcal{V}’,\mathcal{V}}+\langle \mathrm{k}, \mathrm{v}|_{\Gamma}\rangle_{H^{-\}_{(\Gamma),\mathcal{H}^{1}}}}2(\Gamma)$
for all $\mathrm{v}\in \mathcal{V}$ in the sense of $D’(0,T)$ ,
$\mathrm{y}(0)=\mathrm{y}_{0}\in \mathcal{H}$ .
(2.6)
Here in (2.6), $D’(0,T)$ denotes the space of distributions on $(0, T)$ . Also we note that the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$
$\mathrm{v}|\mathrm{r}$ of $\mathrm{v}\in \mathcal{V}$ on $\Gamma$ belongs to $\mathcal{H}^{\frac{1}{2}}(\Gamma)$ .
For the existence and uniqueness of weak solution for (1.1), we can give the following theorem.
Theorem 1 Assume that $\mathrm{y}0\in?t$ , $\mathrm{g}\in L^{2}(0, T;\mathcal{V}’)$ , $\mathrm{k}\in L^{2}(0, T;?t^{-\frac{1}{2}}(\Gamma))$ . Then the problem
(2.3) has a unique weak solution $\mathrm{y}$ in $\mathrm{W}(0, T)$ , which belongs to $C([0,T];\mathcal{H})$ . Further, we have
the estimate
$||\mathrm{y}||_{L^{\infty}(0,T;\mathcal{H})}^{2}$ , $||\mathrm{y}||_{\mathrm{W}(0,T)}^{2}\leq C(1+|\mathrm{y}\mathrm{o}|_{?t}^{2}+||\mathrm{g}||_{L^{2}(0,T_{j}\mathcal{V}’)}^{2}+||\mathrm{k}||^{2})L^{2}(0,\tau_{j}\mathcal{H}^{-\}_{(\Gamma))}}’$ (2.7)
where $C>0$ depends only on $a_{i}$ , $c_{ij}$ and $d_{i}$ .
3 Optimal control problems
In this section we study the quadratic optimal control problem for (1.1) by means of distribu-
tive, boundary and initial controls. Let $B_{i}^{0}\in \mathcal{L}(\mathcal{U}_{i}^{0}, L^{2}(0, T;V’))$ , $B_{i}^{1}\in \mathcal{L}(\mathcal{U}_{i}^{1},$ $L^{2}(0, T;H^{\frac{1}{2}}(\Gamma))$
and $E_{\dot{l}}\in \mathcal{L}(W_{i}, H)$ for $i=1,2$ , $\ldots$ , $n$ . We denote
$\mathrm{B}^{0}=diag\{B_{1}^{0}, B_{2}^{0}, \ldots, B_{n}^{0}\}$ , $\mathrm{B}^{1}=diag\{B_{1}^{1}, B_{2}^{1}, \ldots, B_{n}^{1}\}$ , $\mathrm{E}=diag$ { $E_{1}$ , E2, $\ldots,$ $E_{n}$ }, (2.1)
respectively. Then $\mathrm{B}^{0}$ , $\mathrm{B}^{1}$ and $\mathrm{E}$ are operators satisfying $\mathrm{B}^{0}\in \mathcal{L}(\mathcal{U}^{0}, L^{2}(0,T;\mathcal{V}’))$ , $\mathrm{B}^{1}\in$
$\mathcal{L}(\mathcal{U}^{1}, L^{2}(0,T;\mathcal{H}^{\frac{1}{2}}(\Gamma)))$ and $\mathrm{E}\in \mathcal{L}(\mathcal{W}, \mathcal{H})$ , which are called the controllers. We consider the




$\mathrm{y}(0, x)=\mathrm{E}\mathrm{w}$ in Q.
(3.2)
For any $\mathrm{u}=(\mathrm{u}\circ, \mathrm{u}_{1}, \mathrm{w})\in \mathcal{U}$, by virtue of Theorem 1, we have aunique weak solution $\mathrm{y}=\mathrm{y}(\mathrm{u})$
of (3.2) in $\mathrm{W}(0, T)$ . Hence we can define the solution map $\mathrm{u}arrow \mathrm{y}(\mathrm{u})$ of ! into $\mathrm{W}(0, T)$ . We
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shall call $\mathrm{y}(\mathrm{u})$ the state of the control system (3.2). The quadratic cost function associated with
the control system (3.2) is given by (1.2), and is written in compact form
$J(\mathrm{u})=||\mathrm{y}(\mathrm{u})-\mathrm{z}_{d}^{0}||_{(L^{2}(Q))^{n}}^{2}+||\mathrm{y}(\mathrm{u}, T)-\mathrm{z}_{d}^{1}||_{(L^{2}(\Omega))^{n}}^{2}+(\mathrm{N}\mathrm{u}, \mathrm{u})u$, Vu $=(\mathrm{u}0, \mathrm{u}_{1}, \mathrm{w})\in \mathcal{U}$ , (3.3)
where $\mathrm{z}_{d}^{0}=(z_{1d}^{0}, z_{2d}^{0}, \ldots, z_{nd}^{0})^{T}\in(L^{2}(Q))^{n}$ , $\mathrm{z}_{d}^{1}=(z_{1d}^{1}, z_{2d}^{1}, \ldots, z_{nd}^{1})^{T}\in(L^{2}(\Omega))^{n}$ are desired values
and $\mathrm{N}=(\mathrm{N}^{0}, \mathrm{N}^{1}, \mathrm{N}^{2})\in \mathcal{L}(\mathcal{U})=\mathcal{L}(\mathcal{U}^{0})\cross \mathcal{L}(\mathcal{U}^{1})\cross \mathcal{L}(\mathcal{W})$ . We suppose that each $\mathrm{N}^{j}(j=0,1,2)$
is symmetirc and positive. Since $\mathrm{y}\in \mathrm{W}(0, T)\subset L^{2}(0, T;H)$ $=(L^{2}(Q))^{n}$ and $\mathrm{y}(\mathrm{u},T)\in ll$ $=$
$(L^{2}(\Omega))^{n}$ by Theorem 1, the cost (3.3) is meaningful for any $\mathrm{u}\in \mathcal{U}$ .
Let $\mathcal{U}_{ad}$ be a closed convex subset of $\mathcal{U}$ , which is called the admissible set. We shall solve
the following two fundamental problems for the control system (3.2) attached the quadratic cost
(3.3):
(i) Existence problem of an element $\mathrm{u}^{*}=(\mathrm{u}_{0}^{*}, \mathrm{u}_{1}^{*}, \mathrm{w}^{*})\in \mathcal{U}_{ad}$ such that
$\inf_{\mathrm{u}\in \mathcal{U}_{ad}}J(\mathrm{u})=J(\mathrm{u}^{*})$ ;
(ii) Characterization problem of such $\mathrm{u}^{*}$ .
Such a $\mathrm{u}^{*}$ in (i) is called the optimal control for the system (3.2) with the cost (3.3).
3.1 Existence of optimal control
First we solve the existence problem (i) in the following theorem.
Theorem 2Assume that $\mathcal{U}_{ad}$ is a non-empty bounded closed convex set of $\mathcal{U}$ . Then there exists
at least one optimal control $\mathrm{u}^{*}$ for the control problem (3.2) with the cost (3.3).
Proof: Set $J= \inf_{\mathrm{u}\in \mathcal{U}_{ad}}J(\mathrm{u})$ . Since $\mathcal{U}_{ad}$ is non-empty, there is asequence $\{\mathrm{u}_{n}\}$ in $\mathcal{U}_{ad}$ such that
$\inf_{\mathrm{u}\in \mathcal{U}_{ad}}J(\mathrm{u})=\lim_{narrow\infty}J(\mathrm{u}_{n})=J$ .
Obviously, $\{J(\mathrm{u}_{n})\}$ is bounded in $\mathrm{R}^{+}$ . Since $\mathcal{U}_{ad}$ is bounded closed and convex, we can choose
asubsequence $\{\mathrm{u}_{m}\}=\{\mathrm{u}_{m}^{0}, \mathrm{u}_{m}^{1}, \mathrm{w}_{m}\}$ of $\{\mathrm{u}_{n}\}$ and find a $\mathrm{u}^{*}=(\mathrm{u}_{0}^{*}, \mathrm{u}_{1}^{*}, \mathrm{w}^{*})\in \mathcal{U}_{ad}$ such that
$\mathrm{u}_{m}arrow \mathrm{u}^{*}$ weakly in $\mathcal{U}$ as $marrow\infty$ . (3.4)
$\mathrm{B}3^{r}$ the estimate (2.7) in Theorem 1, we have for $\mathrm{y}=\mathrm{y}(\mathrm{u})$ that
$||\mathrm{y}||_{L^{\infty}(0,T;\mathcal{H})}^{2}$ , $||\mathrm{y}||_{\mathrm{W}(0,T)}^{2}\leq C(1+|\mathrm{E}\mathrm{w}|_{\mathcal{H}}^{2}+||\mathrm{B}^{0}\mathrm{u}_{0}||_{L^{2}(0,T;\mathcal{V}’)}^{2}+||\mathrm{B}^{1}\mathrm{u}_{1}||^{2}1)L^{2}(0,T;\mathcal{H}^{-}2(\Gamma))$. (3.5)
Since $\mathcal{U}_{ad}$ is bounded, $\tau \mathrm{v}\mathrm{e}$ see from (3.5) that $\{\mathrm{y}(\mathrm{u}_{\mathrm{m}})\}$ is bounded $.\mathrm{i}\mathrm{n}\mathrm{W}(0, T)$ . Hence we can
choose asubsequence $\{\mathrm{y}(\mathrm{u}_{\mathrm{m}\mathrm{k}})\}$ of $\{\mathrm{y}(\mathrm{u}_{\mathrm{m}})\}$ and find a $\mathrm{z}\in \mathrm{W}(0, T)$ such that
$\mathrm{y}(\mathrm{u}_{\mathrm{m}\mathrm{k}})arrow \mathrm{z}$ weakly in $\mathrm{W}(0,T)$ . (3.6)
For simplicity let us denote $\mathrm{y}_{\mathrm{m}\mathrm{k}}=\mathrm{y}(\mathrm{u}_{\mathrm{m}\mathrm{k}})$ . By the compactness of embedding $Varrow\rangle$ $H$ , the
embedding $\mathcal{V}\mapsto H$ is compact too. Thus, by the compactness embedding theorem due to the
Aubin-Lions-Temam (cf. Temam [11, p.274]). we can suppose
$\mathrm{y}_{\mathrm{m}\mathrm{k}}arrow \mathrm{z}$ strongly in $L^{2}(0, T;H)$ . (3.2)
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By the uniformly Lipschitz continuity(2.5), it follows from (3.7)that
$\mathrm{F}(\mathrm{y}_{\mathrm{m}\mathrm{k}})arrow \mathrm{F}(\mathrm{z})$ strongly in $L^{2}(0, T;H)$ . (3.8)
By (3.6), we see that $\mathrm{y}_{\mathrm{m}\mathrm{k}}’arrow \mathrm{z}’$ weakly in $L^{2}(0, T;\mathcal{V}’)$ and $\nabla \mathrm{y}_{mk}arrow\nabla \mathrm{z}$ weakly in $L^{2}$ (0, $T$ ;l-t).
Hence by the definition of weak solutions, we have
$\int_{0}^{T}\{\langle \mathrm{y}_{\mathrm{m}\mathrm{k}’}, \phi\rangle_{\mathcal{V}’,\mathcal{V}}+(\mathrm{D}\nabla \mathrm{y}_{\mathrm{m}\mathrm{k}}, \nabla\phi)_{\mathcal{H}}\}dt$
$=$ $\int_{0}^{T}\{(\mathrm{A}\mathrm{y}_{\mathrm{m}\mathrm{k}}, \phi)_{7t}+(\mathrm{C}\mathrm{F}(\mathrm{y}_{\mathrm{m}\mathrm{k}}), \phi)_{7t}+\langle \mathrm{B}^{0}\mathrm{u}_{\mathrm{m}\mathrm{k}}^{0}, \phi\rangle_{\mathcal{V}’,\mathcal{V}}+\langle \mathrm{B}^{1}\mathrm{u}_{\mathrm{m}\mathrm{k}}^{1}, \phi|_{\Gamma}\rangle_{\mathcal{H}^{-8_{(\Gamma}2(\Gamma)}}),\mathcal{H}^{1}\}dt$,
$\forall\phi\in L^{2}(0, T;\mathcal{V})$ . (3.9)
Therefore, by taking $karrow\infty$ in (3.9) and using (3.4) and (3.8), we can deduce
$\int_{0}^{T}\{\langle \mathrm{z}’, \phi\rangle_{\mathcal{V},\mathcal{V}’}+(\mathrm{D}\nabla \mathrm{z}, \nabla\phi)_{\mathcal{H}}\}dt$
$=$ $\int_{0}^{T}\{(\mathrm{A}\mathrm{z}, \phi)_{\mathcal{H}}+(\mathrm{C}\mathrm{F}(\mathrm{z}), \phi)_{\mathcal{H}}+\langle \mathrm{B}^{0}\mathrm{u}_{0}^{*}, \phi\rangle_{\mathcal{V},\mathcal{V}’}+\langle \mathrm{B}^{1}\mathrm{u}_{1}^{*}, \phi|_{\Gamma}\rangle_{\mathcal{H}^{-\}_{(\Gamma),\mathcal{H}}\mathrm{i}_{(\Gamma)}}}\}dt$,
$\forall\phi\in L^{2}(0, T;\mathcal{V}).(3.10)$
This implies, by the standard manupulation as in Dautray and Lions [4], that $\mathrm{z}$ satisfies
$\langle \mathrm{z}’, \mathrm{v}\rangle_{\mathcal{V}}$” $v+(\mathrm{D}\nabla \mathrm{z}, \nabla \mathrm{v})_{\mathcal{H}}$
$=$ $(\mathrm{A}\mathrm{z}, \mathrm{v})_{\mathcal{H}}+(\mathrm{C}\mathrm{F}(\mathrm{z}), \mathrm{v})_{\mathcal{H}}+\langle \mathrm{B}^{0}\mathrm{u}_{0}^{*}, \mathrm{v}\rangle v’,v$
$+\langle \mathrm{B}^{1}\mathrm{u}_{1}^{*}, \mathrm{v}|\mathrm{r}\rangle_{\gamma t^{-\mathrm{f}_{(\Gamma),\mathcal{H}}\mathrm{i}_{(\Gamma)}’}}$ Vv 6 $\mathcal{V}$ ,
in $D(0,T)$ . It is not difficult to verified that $(\mathrm{y}_{\mathrm{m}\mathrm{k}}(0), \mathrm{v})_{\mathcal{H}}=(\mathrm{E}\mathrm{w}_{mk}, \mathrm{v})_{\mathcal{H}}arrow(\mathrm{z}(0), \mathrm{v})_{74}=$
$(\mathrm{E}\mathrm{w}^{*}, \mathrm{v})_{\mathcal{H}}$ for any $\mathrm{v}\in \mathcal{V}$ . So that $\mathrm{z}(0)=\mathrm{E}\mathrm{w}$’
Hence from the uniqueness of weak solution for the system (3.2), we have $\mathrm{z}=\mathrm{y}(\mathrm{u}^{*})$ . Then
from (3.6) and (3.7) we see
$\mathrm{y}(\mathrm{u}_{\mathrm{m}\mathrm{k}})arrow \mathrm{y}(\mathrm{u}^{*})$ strongly in $L^{2}(0, T;H)$ $=(L^{2}(Q))^{n}$ , (3.11)
$\mathrm{y}(\mathrm{u}_{\mathrm{m}\mathrm{k}}, T)arrow \mathrm{y}(\mathrm{u}^{*}, T)$ weakly in $??=(L^{2}(\Omega))^{n}$ . (3.12)
By (3. 11) and (3. 12), we have
$\lim_{marrow\infty}||\mathrm{y}(\mathrm{u}_{\mathrm{m}\mathrm{k}})-\mathrm{z}_{d}^{0}||_{(L^{2}(Q))^{n}}=||\mathrm{y}(\mathrm{u}^{*})-\mathrm{z}_{d}^{0}||_{(L^{2}(Q))^{n}}$ (3.13)
Since the norm $||\cdot$ $||(L^{2}(\Omega))^{n}$ is lower semi-continuous in the weak topology of $H$ $=(L^{2}(\Omega))^{n}$ , we
have
$\lim_{marrow}\inf_{\infty}||\mathrm{y}(\mathrm{u}_{\mathrm{m}\mathrm{k}}, T)-\mathrm{z}_{d}^{1}||_{(L^{2}(\Omega))^{n}}\geq||\mathrm{y}(\mathrm{u}^{*}, T)-\mathrm{z}_{d}^{1}||_{(L^{2}(\Omega))^{n}}$ . (3.14)
On the other hand, the weak convergence (3.4) and boundedness of $\mathrm{N}$ imply
$\lim_{marrow}\inf_{\infty}(\mathrm{N}\mathrm{u}_{\mathrm{m}\mathrm{k}}, \mathrm{u}_{\mathrm{m}\mathrm{k}})u$
$\geq(\mathrm{N}\mathrm{u}’, \mathrm{u}^{*})$ . (3.15)
Therefore $J= \lim_{marrow}\inf_{\infty}J(\mathrm{u}_{\mathrm{m}\mathrm{k}})\geq J(\mathrm{u}^{*})$ , and hence $J( \mathrm{u}^{*})=\inf_{\mathrm{u}\in \mathcal{U}_{ad}}J(\mathrm{u})$ . This proves that $\mathrm{u}^{*}$ is
an optimal control for the cost (3.3). This completes the proof of Theorem 2.
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3.2 Necessary optimality conditions
In this subsection we consider the problem (ii). It is well known (cf. Lions [7]) that the optimality
condition for $\mathrm{u}^{*}$ is given by the variational inequality
$J’(\mathrm{u}^{*})(\mathrm{u}-\mathrm{u}^{*})\geq 0$ for all $\mathrm{u}\in \mathcal{U}_{ad}$ , (3.16)
where $J’(\mathrm{u}^{*})$ denotes the G\^ateaux derivative of $J(\mathrm{u})$ in (3.3) at $\mathrm{u}^{*}$ . The objective of this
subsection is to write down the optimality condition (3.16) in terms of proper adjoint state
systems. So we need to calculate the G\^ateaux derivative of $\mathrm{y}(\mathrm{u})$ at $\mathrm{u}=\mathrm{u}^{*}$ . For the purpose we
have to prepare the following propositions:
Proposition 1 Let $\mathrm{y}_{1}$ and y2 be two weak solutions of (3.2) with control variables $\mathrm{u}_{1}=$
$(\mathrm{u}_{0}^{1}, \mathrm{u}_{1}^{1}, \mathrm{w}^{1})$ and $\mathrm{u}_{2}=(\mathrm{u}_{0}^{2}, \mathrm{u}_{1}^{2}, \mathrm{w}^{2})$ , respectively. Then $\mathrm{z}=\mathrm{y}_{1}$ -y2satisfies the following equality
for all $t\in[0, T]$ :
$\frac{1}{2}|\mathrm{z}(t)|_{\mathcal{H}}^{2}+\int_{0}^{t}|\sqrt{\mathrm{D}}\nabla \mathrm{z}|_{?t}^{2}dt$
$=$ $\frac{1}{2}|\mathrm{E}\mathrm{w}^{1}-\mathrm{E}\mathrm{w}^{2}|_{\mathcal{H}}^{2}+\int_{0}^{t}(\mathrm{A}\mathrm{z}, \mathrm{z})_{\mathcal{H}}dt+\int_{0}^{t}(\mathrm{C}\mathrm{F}(\mathrm{y}_{1})-\mathrm{C}\mathrm{F}(\mathrm{y}_{2}), \mathrm{z})_{\mathcal{H}}dt$
$+ \int_{0}^{t}\langle \mathrm{B}^{0}\mathrm{u}_{0}^{1}-\mathrm{B}^{0}\mathrm{u}_{0}^{2}, \mathrm{z}\rangle\gamma’,\gamma dt+\int_{0}^{t}\langle \mathrm{B}^{1}\mathrm{u}_{1}^{1}-\mathrm{B}^{1}\mathrm{u}_{0}^{2}, \mathrm{z}|\mathrm{r}\rangle_{1}1dt?t^{-}2(\Gamma),\mathcal{H}2(\Gamma)$ . (3.17)
This proposition follows from the energy equalities for $\mathrm{y}_{1}$ and $\mathrm{y}_{2}$ .
Proposition 2Let $\mathrm{v}_{0}\in \mathcal{U}$ be fixed. Then
$\mathrm{y}(\mathrm{u}+\lambda \mathrm{v}\mathrm{o})arrow \mathrm{y}(\mathrm{u})$ strongly in $C([0, T];\mathcal{H})$ and $L^{2}(0, T;\mathcal{V})$ as $\lambdaarrow 0$ . (3.18)
$Pro\mathrm{o}/$: For A $\in(0,1]$ , let $\mathrm{y}(\mathrm{u}+\lambda \mathrm{v}\mathrm{o})$ and $\mathrm{y}(\mathrm{u})$ be the weak solutions of (3.2) for $\mathrm{u}$ and $\mathrm{v}\circ=$
$(\mathrm{u}_{0}^{0}, \mathrm{u}_{1}^{0}, \mathrm{w}^{\mathrm{O}})$ in $\mathcal{U}$ . Set $\mathrm{y}_{\lambda}=\mathrm{y}(\mathrm{u}+\lambda \mathrm{v}\mathrm{o})-\mathrm{y}(\mathrm{u})$ . Then $\mathrm{y}_{\lambda}$ is aweak solution of
$\{$
$\underline{\mathrm{y}_{\lambda}}-\mathrm{D}\mathrm{A}\mathrm{y}\mathrm{A}=\mathrm{A}\mathrm{y}_{\lambda}+\mathrm{C}(\mathrm{F}(\mathrm{y}(\mathrm{u}+\lambda \mathrm{v}\mathrm{o}))-\mathrm{C}\mathrm{F}(\mathrm{y}(\mathrm{u}))+\lambda \mathrm{B}^{0}\mathrm{u}_{0}^{0}$ in $Q$ ,
$\frac{\theta_{\mathrm{y}_{\lambda}}^{t}}{\partial\eta}=\lambda \mathrm{B}^{1}\mathrm{u}_{1}^{0}$ on $\Sigma$ ,
$\mathrm{y}_{\lambda}(0, x)=\lambda \mathrm{E}\mathrm{w}^{0}$ in $\Omega$ .
(3.19)
Since the nonlinear term satisfies the Lipschitz continuity (2.5), we have
$|(\mathrm{C}\mathrm{F}(\mathrm{y}(\mathrm{u}+\lambda \mathrm{v}\mathrm{o})-\mathrm{C}\mathrm{F}(\mathrm{y}(\mathrm{u})), \mathrm{y}_{\lambda})_{\mathcal{H}}|$
$\leq$ $||\mathrm{C}|||\mathrm{F}(\mathrm{y}(\mathrm{u}+\lambda \mathrm{v}_{0})-\mathrm{F}(\mathrm{y}(\mathrm{u}))|\pi|\mathrm{y}_{\lambda}|_{\mathcal{H}}\leq K||\mathrm{C}|||\mathrm{y}_{\lambda}|_{?t}^{2}$ (3.20)
Using (3.20), we can deduce by Proposition 1 that
$||\mathrm{y}_{\lambda}||_{L^{2}(0,T;\mathcal{V})}^{2}$ , $||\mathrm{y}_{\lambda}||_{L^{\infty}(0,T_{j}\mathcal{H})}^{2}\leq C\lambda(|\mathrm{E}\mathrm{w}^{0}|_{\mathcal{H}}^{2}+||\mathrm{B}^{0}\mathrm{u}_{0}^{0}||_{L^{2}(0,T;\mathcal{V})}^{2}+||\mathrm{B}^{1}\mathrm{u}_{1}^{0}||^{2})L^{2}(0,T;\mathcal{H}^{-:}(\Gamma))$ . (3.21)
This means that
$\mathrm{y}\lambdaarrow \mathrm{O}$ strongly in $L^{\infty}(0,T;H)$ $\cap L^{2}(0, T;\mathcal{V})$
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as $\lambdaarrow 0$ . Now it is obviously by the inclusion $C([0, T];H)$ $\subset \mathrm{W}(0,T)$ that
$\mathrm{y}\lambdaarrow \mathrm{O}$ strongly in $C([0,T];H)$
as A $arrow 0$ . This proves Proposition 2.
In this subsection we further assume that $Fj\in C^{1}(\mathrm{R})$ and
$\exists K>0$ : $|F_{j}’(s)|\leq K$ , $j=1,2$ , $\ldots$ , $n$ . (3.22)






, $\forall \mathrm{z}=(z_{1}, z_{2}, \ldots, z_{n})^{T}\in \mathcal{H}$ , (3.23)
where $\mathrm{y}=(y_{1}, y_{2}, \ldots, y_{n})^{T}\in \mathcal{H}$ and the multiplication operators $F_{j}’(yj)$ : $Harrow H$ are bounded
for all $j=1,2$ , $\ldots$ , $n$ . We remark that (3.22) is stronger than (2.5) and $||\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y})||c(\mathcal{H})\leq K$.
Theorem 3Assume (3.22). Then the map $\mathrm{u}arrow \mathrm{y}(\mathrm{u})$ of $\mathcal{U}$ into $\mathrm{W}(0, T)$ is weakly G\^a teaux
differentiable at $\mathrm{u}^{*}=(\mathrm{u}_{0}^{*}, \mathrm{u}_{1}^{*}, \mathrm{w}^{*})$ and such the G\^ateaux derivative of $\mathrm{y}(\mathrm{u})$ at $\mathrm{u}^{*}$ in the direction
$\mathrm{u}-\mathrm{u}^{*}$ E&, say $\mathrm{z}=D\mathrm{y}(\mathrm{u}^{*})(\mathrm{u}-\mathrm{u}^{*})\in \mathrm{W}(0, T)$ , is a unique weak solution of the follow $ing$
equation
$\{$
$\underline{\partial \mathrm{z}}-\mathrm{D}\Delta \mathrm{z}=\mathrm{A}\mathrm{z}+\mathrm{C}\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}))\mathrm{z}+\mathrm{B}^{0}(\mathrm{u}0-\mathrm{u}_{0}^{*})$ in $Q$ ,
$\frac{\theta_{\mathrm{Z}}^{t}}{\partial\eta}=\mathrm{B}^{1}(\mathrm{u}_{1}-\mathrm{u}_{1}^{*})$ on $\Sigma$ ,
$\mathrm{z}(0, x)=\mathrm{E}(\mathrm{w}-\mathrm{w}^{*})$ in Q.
(3.24)
Proof: Let $\mathrm{u}=(\mathrm{u}0, \mathrm{u}_{1}, \mathrm{w})$ , $\mathrm{u}^{*}=(\mathrm{u}_{0}^{*}, \mathrm{u}_{1}^{*},\mathrm{w}^{*})$ and $\mathrm{v}\circ=\mathrm{u}-\mathrm{u}^{*}=(\mathrm{u}_{0}^{0}, \mathrm{u}_{1}^{0}, \mathrm{w}^{0})$ . Let $\mathrm{y}(\mathrm{u}^{*}+\lambda \mathrm{v}\circ)$
and $\mathrm{y}(\mathrm{u}^{*})$ be the solution of (3.1) corresponding to $\mathrm{u}^{*}+\lambda \mathrm{v}\circ$ and $\mathrm{u}^{*}$ in $\mathcal{U}_{ad}$ , respectively. Set
$\mathrm{y}\lambda=\mathrm{y}(\mathrm{u}^{*}+\lambda \mathrm{v}\mathrm{o})-\mathrm{y}(\mathrm{u}^{*})$ and $\mathrm{z}_{\lambda}=\frac{\mathrm{y}_{\lambda}}{\lambda}$ , then $\mathrm{z}\lambda$ satisfies
$\{$




in the weak sense. By substituting $\mathrm{v}=\mathrm{z}_{\lambda}$ in the weak form of (3.25) and integrating it over
$[\mathrm{O},\mathrm{T}]$ , we have
$\int_{0}^{T}\langle \mathrm{z}_{\lambda}’, \mathrm{z}_{\lambda}\rangle v,v’+(\mathrm{D}\nabla \mathrm{z}_{\lambda}, \nabla \mathrm{z}_{\lambda})_{\mathcal{H}}dt$
$=$ $\int_{0}^{T}(\mathrm{A}\mathrm{z}\lambda, \mathrm{z}\lambda)_{\mathcal{H}}dt+\int_{0}^{T}(\mathrm{C}\lambda^{-1}(\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}+\lambda \mathrm{u}\mathrm{o}))-\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))), \mathrm{z}_{\lambda})_{\mathcal{H}}dt$
$+ \int_{0}^{T}\langle \mathrm{B}^{0}\mathrm{u}_{0}^{0}, \mathrm{z}_{\lambda}\rangle dt+\int_{0}^{T}\langle \mathrm{B}^{1}\mathrm{u}_{1}^{0}, \mathrm{z}_{\lambda}|\mathrm{r}\rangle_{\mathcal{H}^{-\mathrm{i}_{(\Gamma),\mathcal{H}}\mathrm{b}_{(\Gamma)}}}dt$. (3.22)
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From (2.5), we have the estimate
$|$
$(\mathrm{C}\lambda^{-1}(\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}+\lambda \mathrm{v}\mathrm{o}))-\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))), \mathrm{z}\lambda)_{\mathcal{H}}|\leq K||\mathrm{C}|||\mathrm{z}\lambda|_{\mathcal{H}}^{2}$. (3.27)
By (3.26) and (3.27), we can verify the boundedness of $\{\mathrm{z}_{\lambda}\}$ in $\mathrm{W}(0, T)$ . Hence by the com-
pactness theorem there exists a $\mathrm{z}\in \mathrm{W}(0,T)$ and asubsequence $\{\mathrm{z}\lambda_{k}\}$ of $\{\mathrm{z}\lambda\}$ such that
$\mathrm{z}_{\lambda_{k}}arrow \mathrm{z}$ weakly in $\mathrm{W}(0, T)$ , (3.28)
$\mathrm{z}\lambda_{k}arrow \mathrm{z}$ strongly in $L^{2}(0, T;H)$ (3.29)
as $\lambda_{k}arrow 0$ . Since $L^{2}(0, T;\mathcal{H})=(L^{2}(Q))^{n}$ , it follows from (3.29) that, if necessary by taking
subsequence of $\{\lambda_{k}\}$ ,
$\mathrm{z}\lambda_{k}arrow \mathrm{z}$ $a.e$ . in $Q$ (3.30)
as $\lambda_{k}arrow\infty$ . For any $\phi\in L^{2}(0, T;\mathcal{V})\subset L^{2}$ (0, $T$ ;It), $\mathrm{z}_{\lambda_{k}}$ satisfies
$\int_{0}^{T}\langle \mathrm{z}_{\lambda_{k}}’(t)+\mathrm{D}\triangle \mathrm{z}\lambda_{k}(t), \phi(t)\rangle\gamma’,ydt$
$=$ $\int_{0}^{T}(\mathrm{A}\mathrm{z}\lambda_{k}, \phi(t))_{\mathcal{H}}dt+\int_{0}^{T}(\mathrm{C}\frac{\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}+\lambda_{k^{\mathrm{V}}0}))-F(\mathrm{y}(\mathrm{u}^{*}))}{\lambda_{k}}, \phi(t))_{?t}dt$
$+ \int_{0}^{T}\langle \mathrm{B}^{0}\mathrm{u}_{0}^{0}, \phi(t)\rangle\gamma’,ydt+\int_{0}^{T}\langle \mathrm{B}^{1}\mathrm{u}_{1}^{0}, \phi(t)|_{\Gamma}\rangle_{\eta\{\mathfrak{T}(\Gamma),?t2(\Gamma)}-^{11}dt$. (3.31)
Now we shall prove that
$\frac{1}{\lambda_{k}}\{\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}+\lambda_{k}\mathrm{v}\mathrm{o}))-\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))\}arrow\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}))\mathrm{z}$ strongly in $L^{2}(0, T;H)$ . (3.32)
By the mean value theorem, there exist $\theta_{1}$ , $\theta_{2}$ , $\ldots$ , $\theta_{n}\in[0,1]$ such that
$\frac{1}{\lambda_{k}}\{\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}+\lambda_{k}\mathrm{v}\mathrm{o};t, x))-\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}; t, x))\}=\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}\theta_{k}(t, x))\mathrm{z}_{\lambda_{k}}(t, x)$ (3.33)
where $\mathrm{y}\theta_{k}(t, x)=(\theta_{1}y_{1}(\mathrm{u}^{*}: t, x)+(1-\theta_{1})y_{1}(\mathrm{u}^{*}+\lambda_{k^{\mathrm{V}}0}; t, x)$ , $\ldots$ , $\theta_{n}y_{n}(\mathrm{u}^{*}; t, x)+(1-\theta_{n})y_{n}(\mathrm{u}^{*}+$
$\lambda_{k^{\mathrm{V}}0}$ ; $t$ , $x$ ) $)^{T}$ . By (3.30), we can see easily that
$\mathrm{y}\theta_{k}(t, x)arrow \mathrm{y}(\mathrm{u}^{*}; t, x)$ $a.e$ . in Q. (3.34)
Since $Fj$ are continuously differentiate for all $j=1,2$ , $\ldots$ , $n$ , we have by (3.30), (3.33) and (3.34)
that
$\frac{1}{\lambda_{k}}\{\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}+\lambda_{k}\mathrm{v}\mathrm{o})-\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))\}arrow\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*})\mathrm{z}$ $a.e$ . in Q. (3.35)
It is verified by $||\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}\theta_{k})||c(\mathcal{H})’||\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*})||c(\mathcal{H})\leq K$ that
$|\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}\theta_{k})\mathrm{z}\lambda_{k}-\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*})\mathrm{z}|^{2}\leq 2K^{2}(|\mathrm{z}\lambda_{k}|_{\mathcal{H}}^{2}+|\mathrm{z}|_{\mathcal{H}}^{2}).$ (3.36)
Hence by applying the Lebesgue dominated convergence theorem, we deduce from (3.35) and
(3.36) that
$\lim_{\lambda_{k}arrow 0}\int_{0}T\int_{\Omega}|\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}\theta_{k})\mathrm{z}\lambda-\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*})\mathrm{z}|^{2}dxdt$
– $\int_{Q}\lim_{\lambda_{k}arrow 0}|\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}_{\theta_{k}})\mathrm{z}_{\lambda}-\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*})\mathrm{z}|^{2}dxdt=0.$ (3.37)
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This completes the proof of (3.32). Then we have the convergence
$\int_{0}^{T}(\mathrm{C}\frac{\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}+\lambda_{k}\mathrm{v}_{0})-F(\mathrm{y}(\mathrm{u}^{*}))}{\lambda_{k}}, \phi(t))_{\mathcal{H}}dtarrow\int_{0}^{T}(\mathrm{C}\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))\mathrm{z}, \phi(t))_{\mathcal{H}}dt$ (3.38)
as $\lambda_{k}arrow 0$ for any $\phi\in L^{2}(0, T;\mathcal{H})$ . Next we show that $\mathrm{z}$ is weak solution of (3.24). By taking
$\lambda_{k}arrow 0$ in (3.31), we deduce from (3.28) and (3.38) that
$\int_{0}^{T}\langle \mathrm{z}’(t), \phi(t)\rangle_{\mathcal{V},\mathcal{V}’}dt+\int_{0}^{T}(\mathrm{D}\nabla \mathrm{z}, \nabla\phi(t))_{\mathcal{H}}dt$
$=$ $\int_{0}^{T}($Az, $\phi(t))_{\mathcal{H}}dt+\int_{0}^{T}(\mathrm{C}\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))\mathrm{z}, \phi(t))_{?t}dt$
$+ \int_{0}^{T}\langle \mathrm{B}^{0}\mathrm{u}_{0}^{0}, \phi(t)\rangle_{\mathcal{V}’,\mathcal{V}}dt+\int_{0}^{T}(\mathrm{B}^{1}\mathrm{u}_{1}^{0}, \phi(t)|\mathrm{r}\rangle_{\mathcal{H}^{-\}_{(\Gamma),?t}\}_{(\Gamma)}}}dt.$ (3.39)
Hence we can conclude from (3.39) that 2satisfies the equation
$\langle \mathrm{z}’(t), \mathrm{v}\rangle v,v^{l}+$ ( $\mathrm{D}\nabla \mathrm{z}$ , Vv)
$=$ $(\mathrm{A}_{\mathrm{Z},\mathrm{V}})_{\mathcal{H}}+(\mathrm{C}\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))\mathrm{z},\mathrm{v})_{\mathcal{H}}+\langle \mathrm{B}^{0}\mathrm{u}_{0}^{0}, \mathrm{v}\rangle_{\mathcal{V}’,v+\langle \mathrm{B}^{1}\mathrm{u}_{1}^{0},\mathrm{v}|_{\Gamma}\rangle_{?t^{-\}_{(\Gamma),\mathcal{H}}\}_{(\Gamma)}}}}$, $\forall \mathrm{v}\in \mathcal{V}$
in the sense of $D’(0,T)$ , Using integration by parts in (3.39) for $\phi\in C^{1}([0,T];\mathcal{V})$ we can show
$\mathrm{z}(0)=\mathrm{E}\mathrm{w}^{0}$ . Therefore $\mathrm{z}$ is the weak solution of (3.24). This proves Theorem 3.
By Theorem 3, the cost $J(\mathrm{u})$ is weakly G\^ateaux differentiable at $\mathrm{u}$ in the direction $\mathrm{u}-\mathrm{u}^{*}$
and the optimality condition (3.16) is rewritten by
$J’(\mathrm{u}^{*})(\mathrm{u}-\mathrm{u}^{*})$
$=$ $(\mathrm{y}(\mathrm{u}^{*})-\mathrm{z}_{d}^{0}, D\mathrm{y}(\mathrm{u}^{*})(\mathrm{u}-\mathrm{u}^{*}))_{(L^{2}(Q))^{n}}+(\mathrm{y}(\mathrm{u}^{*}, T)-\mathrm{z}_{d}^{1},$
$D\mathrm{y}(\mathrm{u}^{*}, T)(\mathrm{u}-\mathrm{u}^{*}))_{(L^{2}(\Omega))^{n}}$
$+(\mathrm{N}\mathrm{u}^{*}, \mathrm{u}-\mathrm{u}^{*})_{\mathcal{U}}$ , Vu $=(\mathrm{u}_{0}, \mathrm{u}_{1}, \mathrm{w})\in \mathcal{U}_{ad}$ . (3.40)
Now we can give the necessary condition of optimality for the distributed Hopffield-type neural
networks. The condition is represented in terms of the state and adjoint systems and the
variational inequality.
Theorem 4 Assume that all assumptions in Section 3 hold. Then the optimal control $\mathrm{u}^{*}\in \mathcal{U}_{ad}$









$- \frac{\partial \mathrm{p}}{\partial t}+\mathrm{D}\Delta \mathrm{p}=\mathrm{A}\mathrm{p}+\partial_{\mathrm{y}}\mathrm{F}(\mathrm{y}(\mathrm{u}^{*}))^{*}\mathrm{C}^{*}\mathrm{p}+\mathrm{y}(\mathrm{u}^{*})-\mathrm{z}_{d}^{0}$ in $Q$ ,
$\frac{\partial \mathrm{p}}{\partial\eta}=0$ on $\Sigma$ ,
$\mathrm{p}(\mathrm{u}^{*}, T,x)=\mathrm{y}(\mathrm{u}^{*},T)-\mathrm{z}_{d}^{1}$ in Q.
(3.42)
$(\mathrm{p}(\mathrm{u}^{*}, 0)$ , $\mathrm{E}(\mathrm{w}-\mathrm{w}^{*}))_{\mathcal{H}}+\int_{0}^{T}\langle \mathrm{p}(\mathrm{u}^{*}), \mathrm{B}^{0}(\mathrm{u}_{0}-\mathrm{u}_{0}^{*})\rangle_{\mathcal{V}’,\mathcal{V}}dt$
$+ \int_{0}^{T}\langle \mathrm{p}(\mathrm{u}^{*})|\mathrm{p}, \mathrm{B}^{1}(\mathrm{u}_{1}-\mathrm{u}_{1}^{*})\rangle_{\mathcal{H}}t_{(\Gamma),\mathcal{H}^{-\}_{(\Gamma)}}}dt+(\mathrm{N}\mathrm{u}^{*}, \mathrm{u}-\mathrm{u}^{*})\geq 0$ , Vu $\in \mathcal{U}_{ad}$ . (3.43)
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3.3 Bang-Bang property
In this subsection, we consider the special case where $n=1$ , $\mathcal{U}=L^{2}(Q)\cross L^{2}(\Sigma)\cross L^{2}(\Omega)$ and
$\mathcal{U}_{ad}$ $=\mathcal{U}_{ad}^{0}\cross \mathcal{U}_{ad}^{1}\cross \mathcal{W}_{ad}=\{u0|u_{a}^{0}\leq u\circ\leq u_{b}^{0}, a.e. m Q\}$
$\cross$ { $u_{1}|u_{a}^{1}\leq u_{1}\leq u_{b}^{1}$ , $a.e$ . on $\Sigma$ } $\cross\{w|w_{a}\leq w\leq w_{b}, a.e. m \Omega\}$ , (3.44)
with $u_{a}^{0}$ , $u_{b}^{0}\in L^{\infty}(Q)$ , $u_{a}^{1}$ , $u_{b}^{1}\in L^{\infty}(\Sigma)$ , $w_{a}$ , $w_{b}\in L^{\infty}(\Omega)$ . Assume that $\mathrm{N}=0$ , $\mathrm{E}=\mathrm{B}^{0}=$
$\mathrm{B}^{1}=I$ . Since $\mathcal{U}_{ad}$ is closed and convex in $\mathcal{U}$ , then from the necessary condition (3.43), we have
$(p(\mathrm{u}^{*}, 0)$ , $w-w^{*})_{L^{2}(\Omega)}+ \int_{0}^{T}(p(\mathrm{u}^{*}), u0-u_{0}^{*})_{L^{2}(\Omega)}dt+\int_{0}^{T}(p(\mathrm{u}^{*})|\mathrm{r}, u_{1}-u_{1}^{*})_{L^{2}(\Gamma)}dt\geq 0$ ,
$\forall \mathrm{u}=(u_{0}, u_{1}, w)\in \mathcal{U}_{ad}$ , (3.45)
where $\mathrm{u}^{*}=(u_{0}^{*}, u_{1}^{*}, w^{*})\in \mathcal{U}_{ad}$ . By setting $(u_{0}^{*}, u_{1}^{*}, w)\in Uad$ in (3.45),we get
$(p(\mathrm{u}^{*}, 0)$ , $w-w^{*})_{L^{2}(\Omega)}\geq 0$ , $\forall w\in \mathcal{W}_{ad}$ . (3.46)
Similarly by the Lebesgue convergence theorem, we have from (3.45)
$(p(\mathrm{u}^{*}, t)$ , $u0-u_{0}^{*})_{L^{2}(\Omega)}\geq 0$ , $\mathrm{a}.\mathrm{e}$ . $t\in[0, T]$ , $\forall u\circ\in \mathcal{U}_{ad}^{0}$ ,
$(p(\mathrm{u}^{*}, t)|\mathrm{r}$ , $u_{1}-u_{1}^{*})_{L^{2}(\Gamma)}\geq 0$ $\mathrm{a}.\mathrm{e}$ . $t\in[0,T]$ , $\forall u_{1}\in \mathcal{U}_{ad}^{1}$ .
Then we can deduce the following property of $\mathrm{u}^{*}:$
$i)$ if $p(\mathrm{u}^{*}, 0, x)>0$ , $x\in\Omega$ , then $w^{*}(x)=w_{a}(x)$ ;
if $p(\mathrm{u}^{*}, 0, x)<0$ , $x\in\Omega$ , then $w^{*}(x)=w_{b}(x)$ .
$ii)$ if $p(\mathrm{u}^{*}, t, x)>0$ , $(t, x)\in Q$ , then $u_{0}^{*}(t, x)=u_{a}^{0}(t, x)$ ;
(3.47)
if $p(\mathrm{u}^{*}, t, x)<0$ , $(t, x)\in Q$ , then $u_{0}^{*}(t, x)=u_{b}^{0}(t, x)$ .
$iii)$ if $p(\mathrm{u}^{*}, t, \xi)<0$, $(t, \xi)\in\Sigma$ , then $u_{1}^{*}(t, \xi)=u_{a}^{1}(t, \xi)$ ;
if $p(\mathrm{u}^{*}, t, \xi)<0$ , $(t, \xi)\in\Sigma$ , then $u_{1}^{*}(t, \xi)=u_{b}^{1}(t, \xi)$ .
This fact (3.47) is well known as the Bang-Bang property of optimal control $\mathrm{u}^{*}$ . In the case of
$n\geq 2$ , we can obtain the similar Bang-Bang property for $\mathrm{u}^{*}$ with respect to each component of
$\mathrm{u}^{*}=(\mathrm{u}_{1}^{*}, \mathrm{u}_{2}^{*}, \mathrm{w}^{*})$ .
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