The rst purpose of this article is to give a sound mathematical foundation to perturbation methods for some nonlinear Quantum Chemistry models. This contributes to the understanding of computations on molecular systems in situ, such as solvated molecules or molecules subjected to a uniform external electric eld. Our second purpose is to prove in the latter setting a result of non-existence of solutions to the Thomas-Fermi-Von Weizs acker and to the Hartree-Fock equations, which is the nonlinear counterpart of a result by Avron and Herbst 2].
Introduction
The perturbation method is a standard tool in Quantum Mechanics. Its aim is to compute the eigenstates of a Hamiltonian H = H 0 + W from the knowledge of the eigenstates of a reference Hamiltonian H 0 . For the reader's convenience, let us brie y describe this method.
Denote u 0 a normalized eigenvector of H 0 , associated with the eigenvalue 0 .
Let us consider as a real parameter. We are looking for two analytic functions ( ) and u( ) satisfying (0) = 0 and u(0) = u 0 and so that for all , u( ) is a normalized eigenvector of H associated with the eigenvalue ( ). By inserting the expansions ( ) = In practice, only the rst k terms of the expansion are computed, which gives an approximation of u( ) and ( ). This is called the k-order perturbation method.
The mathematical theory of the perturbation of linear operators, which underlies that method, has been deeply studied since the pioneering works by Rellich on regular perturbation theory 18]. We refer the reader to the reference textbooks 13] and 17]. The main interest of the perturbation method in the early days of Quantum Mechanics was to widely broaden the set of the quantum systems that could be analytically computed. In fact, only very few equations in Quantum Mechanics can be directly solved without resorting to computers. The relevance of the perturbation method in today's Quantum Chemistry is thus not obvious, since one could at rst sight argue that, with a computer, the calculation of the eigenstates of the perturbed system is a priori neither easier nor more di cult than the calculation of the eigenstates of the unperturbed system. Nevertheless, the perturbation methods are still of great interest in Computational Quantum Chemistry. Let us give a few examples. First, they are commonly used to improve the mean eld approximation in the Hartree-Fock models: that is the purpose of M oller Plesset perturbation methods (see 9] for instance) that are implemented in the most widespread Quantum Chemistry calculation programs. We leave this application aside and focus on the following one. Secondly, perturbation methods allow one to take into account the interactions of the system under consideration with di erent environments without running a selfconsistent calculation for each environment. This method is for instance used in nonlinear optics to compute the response of the molecule to the excitation by an (oscillating) electric eld: the so-called coe cients of polarizability of the n-th order are in fact the coe cients of the Taylor series describing the state of the perturbed system. As shown from a chemical and a numerical standpoint in 1], the use of the perturbation methods to study solvated molecules also seems to give satisfactory results. We also point out that the \good" behavior of a model when it is subjected to a perturbation is a guarantee of stability with respect to numerical approximations. The rst purpose of this article is to give to such computations in a nonlinear setting a sound mathematical foundation.
In Section 2, we present the two nonlinear Quantum Chemistry models we will work on: the spinless real Hartree-Fock model (HF in short), and the Thomas-Fermi-VonWeizs acker model (TFW in short). Other models of Quantum Chemistry could be considered but those ones have been chosen for the following reasons: some basic mathematical properties of the former are already known 16], which will make our work easier; besides, this model is very close to other types of Hartree-Fock models commonly used in Computational Chemistry at the present time; the latter is more academic, but it belongs to an important class of models, which, them, are of general use, namely the density functional theory type models (DFT-type models in short), and the present work can be seen as a rst step towards their study. We will see how to extend those models to situations when the molecule is no more isolated, but interacts with its environment. For each of the above two models, we will consider the following two environments: a solvated molecule, a molecule in an external electric eld, both situations being very important as far as the applications are concerned. For the sake of simplicity, we will treat these two applications separately, but it is possible to study likewise a solvated molecule subjected to an electric eld. In Sections 3, 4 and 5, we study the mathematical foundations of the perturbation method for the HF and the TFW models. In Section 3, we investigate the case of a so-called regular perturbation of the HF model, a notion that will be made precise there, but that we now de ne somewhat vaguely as a perturbation which does not modify the domain of de nition of the energy functional. In particular, one of the main features of such a perturbation is that its e ect decreases fast enough at in nity. Under some assumptions on the local behavior of the unperturbed energy functional in the neighbourhood of the reference state, we prove that RSE can be built at an unperturbed ground state, and that the so-obtained series have positive convergence radii. For this purpose, we use an analytic version of the implicit function theorem. For the TFW model, considered in Section 4, this method does not allow to conclude because of a lack of analyticity, and we have to show by hand that the RSE are still well de ned at the unperturbed ground state. We leave open the questions of convergence of these RSE. In Section 5, we study a case of a non-regular perturbation, which is very important in practice: the molecule is subjected to a uniform external electric eld. Again, both the HF and TFW models are studied in this setting. We show in Section 5.1, that RSE are still well de ned by a triangular system similar to (RS), but that these expansions are divergent. We obtain the latest point as a corollary of a result (see the details in Section 5.2) of non-existence of non-trivial solutions to the TFW and HF equations in presence of a uniform external electric eld. This result of non-existence is the second purpose of the present article. It is actually related to the general question of the existence of bound states for Schr odinger operators with potentials that do not vanish at in nity (see Section 5.2.4). It is in particular the nonlinear equivalent of the result of non-existence of bound states for some linear Stark Hamiltonian ( 2] and 11]). Our proof mimics the proof of 2]. We conclude this article by some comments on the computations of \Hartree-Fock ground states" of a molecular system subjected to a uniform external electric eld, o ered by some Quantum Calculation programs. No attempt will be made here to extend the concept of resonance, which, in the linear case, allows to draw information from the (divergent) Rayleigh-Schr odinger series. We will however give some accesses to the vaste literature devoted to the (linear) resonance theory.
Presentation of the models
Let us start from the N-body Hamiltonian
jx j x i j which describes the electronic state of an isolated molecule with M nuclei and N electrons, when we follow the Born-Oppenheimer approximation of xed nuclei and when we neglect the spin terms (all physical constant are set to one). The potential
is here the electrostatic potential created by the point nuclei (z k is the atomic number of the k-th nucleus and x k its position). The operator H acts on A = L 2 a (IR 3 fj+i; j ig) N ; C j , the vector space of quadratically integrable functions of (3 + 1) N variables of space and spin (3 space real variables and 1 spin boolean variable for each electron), totally antisymetric under exchange of two (space and spin) electron coordinates. Let us now explain how to take into account the presence of an external electric eld or the solvent e ect in the solvated case. It is easy to model the presence of an external electric eld: we just have to add its electrostatic potential W ef to the Hamiltonian H,
the subscript ef standing for electric eld.
On the other hand, the solvated case is more di cult: a precise description of a solvated molecule requires in principle a quantum treatment of each solvent molecule. We would then get an electronic Hamiltonian that would act on much too large a space for the computational means that are available at the present time. Among all the reasonable approaches, one consists in taking into account only the solvent molecules that are located in the neighbourhood of the solute. But that method quickly reaches its limits: the number of nearby solvent molecules fastly increases with the number of atoms of the solute molecule. An alternative approach, much more economic in terms of computational memory and CPU time, consists in replacing the solvent molecules with a continuous dielectric, which covers the entire space but a cavity corresponding to the volume occupied by the solute molecule. This model is called the Polarizable Continuum Model (PCM in short). We refer the reader to an overview of such methods by J. Tomasi and M. Persico 20] . Let us rewrite the electronic Hamiltonian when taking the dielectric medium into account
where G s is the Green function on IR 3 of the operator 1 4 div( (x)r )] ( (x) being the value at x of the dielectric constant and the subscript s standing for solvation).
In the traditional versions of PCM, (x) is set to one inside the cavity and (x) = s > 1 outside, s being the dielectric constant of the solvent. Here, in order to avoid some technicalities, we assume that (x) is a smooth function, everywhere greater than or equal to 1, and constant (= s > 1) out of a ball. Other cases of (x) including discontinuity surfaces and anisotropies will be studied elsewhere 7] . Under those assumptions, one can easily see that G s (x; y) = 1 (y)jx yj + g s (x; y), ( jx yj dx dy. See 9] for instance for the derivation of (2.7). The rst condition is essential: it guarantees that the perturbed energy functional is well de ned on B HF . The second one is more technical; it is su cient for our strategy of proof but is not optimal. Using (2.3) and Hardy inequality, one easily check that the rst condition is satis ed for PCM. The second one is also satis ed: W rf is polynomial with respect to the real functions i and its successive derivatives have the required regularity. The perturbation W rf is therefore regular.
A perturbation by an external electric eld of potential W ef so that h 7 ! W ef h is continuous from H 1 (IR 3 
is clearly regular. This condition is full lled for instance if W ef 2 L 1 or if W ef is created by a nite density of charge which has compact support (which is sometimes the case in applied calculations).
On the contrary, a perturbation by a uniform electric eld of potential W ef (x) = (e x) (for some given vector e 6 = 0 of IR 3 ) is not regular. Indeed, let us consider for example h(x) = 1 1+jxj 2 ; h 2 H 1 (IR 3 ) but R I R 3 j(e x)jjhj 2 = +1, which contradicts the condition (H 1 (IR 3 ; IR)) N 2 D(W). Section 5 is devoted to the study of this perturbation.
Unless otherwise stated, W will denote in this section any potential satisfying the two above conditions, in particular W rf or W ef with (3.9).
We now consider a minimum of the unperturbed HF energy functional (2.7) E HF ( ) = inf E HF ( ) ; 2 B HF : (3.10) Our purpose is to prove that, under some assumptions on the local properties of the energy in the neighbourhood of the minimum , it is possible to perform a perturbative treatment of any regular perturbation, which in particular gives a sound footing to practical calculations like those in 1]. We mean that the same approach as in the linear case (see Section 1) gives birth to a triangular system similar to (RS), which has a unique solution. Moreover the so-obtained Taylor series have positive convergence radii. We will prove this result by an application of an analytic version of the implicit function theorem. Notice that this method does not give any estimation of the convergence radii. If the perturbation has a meaning for small , as in the external electric eld case, we have nevertheless obtained a physical result: the existence of a solution for weak elds. Otherwise, as in the PCM setting, where only the case = 1 is physically interesting, the obtained mathematical result has no obvious physical counterpart (a direct study of the existence of a solution for the Hartree-Fock model in the PCM setting will be presented elsewhere 7]). Let us now introduce and discuss the assumptions on the local properties of the energy in the neighbourhood of the minimum , that we need to prove our result.
We will rst suppose that the i are eigenvectors of the Fock operator F associated with the N smallest eigenvalues i of F. It is always possible to come down to such a case through an orthogonal transform of the i (see 9] for instance for more details). We recall We now assume that:
1. The N smallest eigenvalues of the Fock operator F are non-degenerate (ie
2.H HF is coercive on N.
These two assumptions correspond to the isolated eigenvalue hypothesis introduced in the linear theory (cf Kato-Rellich Theorem, in 17] for instance), which is the foundation of the perturbation method in the non-degenerate case (see any Quantum Mechanics textbook, 14] for instance). The origin of an eigenvalue degeneracy is often the invariance of the system under the action of a symmetry group. If the molecule does not exhibit any symmetry (which is usually the case for a molecule consisting of several atoms), assumption 1 therefore seems reasonable.
Assumption 2 (of coercivity) means that is a strict local minimum of E HF over B HF up to an orthogonal transform of type (3.12) below.
As for the Unrestricted Hartree-Fock model considered in 3], one can prove that, if N+1 denotes the (N + 1)-th eigenvalue of F, the inequality N < N+1 (3.11) is always satis ed. In reference to the title of 3], it means that \there are no un lled shell" , or in other words that there is a gap in energy between the highest occupied level and the lowest unoccupied one, in the HF model we are interested in. Notice that (3.11) can also be deduced from assumption 2. For any one-electron system, the spinless Hartree-Fock model comes down to the linear case. Indeed, in this case, the energy functional is quadratic on H 1 (IR 3 It is easy to see that both assumptions 1 and 2 are satis ed for this functional at its ground state (which is known to be non-degenerate). We now state Lemma 1 and Proposition 1, whose proofs are postponed until the end of this section. with the linear framework, we will call these expansions Rayleigh-Schr odinger Expansions.
The term W (k) i is made up of the coe cients of the terms in k 1 which arise in the Taylor expansion of rf;i = kV rf We can now write the Proof of Lemma 1: The ( i ) are real valued andH HF maps real valued functions on real valued distributions. It is therefore possible to split problem (I) into two independent problems (I 0 ) and (I 00 ), the former dealing with the real parts and the latter with the imaginary parts. We now come to prove that for (f i ) real valued and ( i ) real, system (I) has a unique solution. In the latter case, the assumption (3.9) is not su cient to prove the existence result in Proposition 2 below. For this purpose, we need moreover some additional conditions on the regularity and on the behaviour at in nity of the electrostatic potential W ef . We require here for instance, W ef = ? 1 jxj where = + with + and being bounded non-negative measures with compact supports, and so that + (IR 3 ) = (IR 3 ). These assumptions are certainly not optimal, but they cover in particular the case of a capacitor of nite size. We reach a contradiction. Thus I = 0, ie juj v. Finaly, (H k ) is satis ed.
Second step
Let us now show that U and M are C 1 and that their successive derivatives at are solutions of (RS T F W ( ) Using the implicit function theorem, we claim that u (k) ( ) and (k) ( ) are C 1 and that their derivatives satisfy
After a simple manipulation of that equality, we can see that ( du
Since this system has a unique solution: (u (k+1) ( ); u (k+1) ( )), we conclude that U and M are C k+1 and that ) that H E is essentially self-adjoint and that the pure point spectrum of its closure is empty and that its essential spectrum is equal to IR.
The operator H E has thus no eigenvalue: there exists no stationary state.
However, from a physical point of view (see 14]), the eigenstates have not completely disappeared: for small values of E, experiments con rm that there exist some metastable states, also called long-life states, closed to non-perturbed stationary states, whose evolution by the time-dependent Schr odinger equation i @ =@t = H E is \slow". The \energies" of those states can be computed quite precisely using the perturbation method (stopping after the rst terms since the serial diverges); their life-times can also been estimated with a WKB calculus of tunneling through a potential barrier. The relative shift of the energies of metastable states can be observed by spectroscopy: it is the Stark e ect. Attempts to give a mathematical sense to these calculations lead up to the notion of resonance. This theory enables us to understand how the Rayleigh-Schr odinger serial, which is not summable in a usual sense, can nevertheless be summed in a more sophisticated way to compute the \energies" and the life-times of the metastable states. We refer the reader to the original article by E. Balslev and J.M. On the other hand, we will see in Section 5.1, that Rayleich-Schr odinger expansions are still perfectly de ned as solutions of the system (RS HF ) (resp. (RS T F W (0))) when the perturbation is a uniform electric eld. But, the so-obtained Taylor series (at least some of them) have convergence radii equal to zero, and thus are not summable in a usual sense, even if E is small. To prove that one at least of the Taylor series obtained with the Rayleigh-Schr odinger system has a convergence radius equal to zero, it is enough to prove that equation The rst derivative of G reads G 0 (x) = (E V 0 (x))v(x) 2 : Thus, according to assumption (5.29), G is decreasing for x large enough and has a nite limit at +1 (because G 0 is in L 1 (]1; +1 ) ). As G(x) x is in L 1 (]1; +1 ), this limit is zero. Thus G(x) decreases to zero when x goes to +1. On the other hand, also in accordance with hypothesis (5.29), Ex + V (x) + < 0 for x x 0 , x 0 large enough. Therefore G(x) = 0 for x x 0 , and thus v(x) = v 0 (x) = 0 for x x 0 .
Rayleigh-Schr odinger expansions
The unique continuation principle (or the linear Cauchy-Lipschitz theorem, since we work in one dimension) enables us to conclude that v = 0.
We rst establish the non-existence for the TFW model, which needs a more careful adaptation of the proof by Avron and Herbst. Then, we will prove this result for the HF model. R +1
x (x 0 x) 2 h(x 0 )dx 0 , then h(x) also satis es for all so that 3 < 2 :
Z +1 x0 e x h(x)dx < +1: Therefore, from (5.37) and (5.38) we obtain for all so that 3 
We 
2
The extension of this proof to some other classical real or complex Hartree-Fock type models is straightforward.
Remarks on the non-existence proof
We wish to make a few comments on the above result. Let us come back to the equation considered by Avron and Herbst: u + V u xu = 0:
The proof of non-existence of bound states, that we have mimicked above, makes use of the behaviour of the derivative of the potential V with respect to the coordinate x along the electric eld: if for instance V is bounded but @V @x has large deviations, the above proof does nos allow to conclude. For example, let us consider V (x; y; z) = sin( x 2 ) p 1+jxj . This potential does not fall into the scope of our proof. Unfortunately, we do not know how to extend the proof by Avron and Herbst to cover such situations. However, we wish to draw the reader's attention on the following point. If we restrict ourselves to considering positive solutions, then it is possible to prove a non-existence result that covers much a wider class of potentials that the ones considered so far. Indeed a variational argument allows us to prove Denote 1 > 0 the rst eigenvalue of the operator on B 1 (0) with the Dirichlet condition u = 0 on the boundary S 1 (0). Let 1 > 0 be the positive eigenvector associated with 1 . As a consequence of the strong maximum principle, 1 also satis es @ 1 @ < 0 on S 1 (0) ( denotes the outward pointing normal). Denote (n) 1 (x) = 1 ((x y n )=R n ). The function (n) 1 is the rst eigenvector of the operator on B Rn (y n ) with the Dirichlet condition u = 0 on the boundary S Rn (y n ) associated with the eigenvalue 1 =R 2 n . Suppose that there exists a solution u 2 H 1 loc of (II). As (n) so-obtained numerical result may therefore have an intrinsic nature which might be related to some resonance state. We underline that our non-existence result that claims that, for Hartree-Fock models, it is impossible to bind nuclei and electrons together under a uniform external electric eld, is only in apparent contradiction with the calculations performed by the Chemists. It only shows that an additional mathematical study is necessary to make the situation clear. References
