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In order to resolve the fundamental data management challenges faced by the 
cloud service provider, this paper does a further research about analytical processing 
of semi-structured log data produced by calculation infrastructure for large-scale 
cloud environment. The analytical processing work is an important aspect of the 
cloud service provider business, which can allow cloud service providers to be at a 
competitive advantage by mining the user behavior patterns and ensuring efficient 
use of resources. However, the amount of data generated in a cloud computing 
environment is rapidly increasing in faster than Moore's Law speed, which makes 
the analytical processing work even more difficult. In order to solve the analytical 
processing work of large data, most of the current methods are to transfer the data to 
a central location and analyses them, which generate significantly additional cost 
and delay. With the increase in the scale of cloud computing environments, only the 
time and cost of data migration will make those methods unfeasible. 
In this paper, a continuous MapReduce (CMR) architecture is proposed, which is 
a local architecture to deal with large-scale data. In order to better deal with tens of 
thousands of data center server log, CMR is designed to be scalable, responsive, 
highly effective and high-performance architecture. CMR extends MapReduce 
programming model, allowing continuous query in these large data stream on the 
basis of the concept of distributed stream processing. CMR prominent structural 
features include the methods of in-situ data processing, incremental processing of a 
sliding block window and a relax consistency model respectively.  
This paper uses the Mortar operator to set up a prototypical architecture of CMR, 
which is a distributed stream processors and evaluated by comparison with the 
current batch system. The experimental results show that this distributed stream 
processors can reduce 30% delay for the batch queries or the continuous queries. In 
addition, the CMR consistency model let it can quickly return processing results and 
















The experimental results indicate that the continuing MapReduce is promising in 
addressing the challenges of the next generation of data management with 
large-scale distributed data processing method to cloud providers. 
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绪  论  
















务器 [3]。亚马逊、雅虎和 Facebook 在其整个基础设施，估计有超过 50,000 台的
服务器 [4]。谷歌已经表示，他们目前正在考虑设计一种核心服务，它的规模在






大型数据中心之间的负载均衡，并收集关于基础设施使用模式的统计信息 [5-7]。  
这种半结构化的日志数据在整个分布式基础设施中以极快的速度积累，成
了云环境中一个巨大的数据管理挑战。Facebook 每天产生超过 25 TB 的日志数
据，用来分析用户的行为和产生有针对性的广告 [6]。在一个大型云服务提供商的
个人通信方面，每台服务器的日志增长率可超过 10 MB /秒。当前爆炸数据的收
集以比摩尔定律更快的速度增加，这表明了数据管理和分析在未来中将变得更




























1.2 研究现状  




行大量的数据任务处理。它们是面向本地区域网络（ local-area network, LAN）
集群，面向批处理的工作负载和优化吞吐量。   
目 前 ， 占 主 导 地 位 的 日 志 处 理 体 系 结 构 ， 在 传 统 的 存 储 先 查 询 后
（store-first-query-later,SFQL）的模型 [13]下使用这些批量处理体系结构。许多公
司从源节点迁移日志数据到只能附加的分布式文件系统，如谷歌文件系统
(Google File System, GFS) [14]和 Hadoop 分布式文件系统 (Hadoop Distribute File 
System, HDFS) [10]。这些分布式文件系统为了日志数据的可用性和容错性而复制
它们。一旦这些数据被放置在文件系统中，用户可以在这些分布式文件系统中
















图 1.1 先存储后查询模式下的日志处理  
目前的这些方法在分布式环境中表现出一些主要限制。迁移到分布式文件
系统的日志数据将有一定的时间限额，即使是时间限制放宽的面向批处理分析。
一个简单回复包络分析揭示了这个问题。假定 1 万台服务器（Facebook 目前拥
有 30000 台）产生日志数据的速度为 10 MB /秒。此群集每天产生 8PB 的日志数
据。在我们的测量中，服务器级的机器可以处理的数据速率为 30 MB /秒。这将
需要 3314 个专用的 HDFS[10]节点去处理每一天的日志数据量。这些机器是完全








况尤为明显。如果我们扩大我们的计算量，假定 10 万台计算机每天产生 80 千
兆字节日志数据，它将需要 33140 台专用服务器，才能使处理速度跟上的数据
的生产速度。因此，使用此方法缩放相应资源所花费的成本会变得过高。  
复杂事件处理（Complex Event Processing, CEP） [15-18]在针对业务流程管理
（Business Process Management, BPM）和运筹学（Operational Research, OR）领
域 [19,20]的数据处理分析问题，已被证明是一个可行的解决方案，它能够在连续
的事件流中提取有意义的可操作信息：典型应用是 CEP 引擎 [21,22] ，它能够处理







































Obweger 等人，在文献 [23]中基于 SARI 数据处理框架，提出处理方案模板并
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