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Dennis Sullivan used to askme “What is a Quantum Field Theory?”
My temporary answer, only until and in honor of his 70th birthday, is “A homotopy probability space that
is enhanced with a weight filtration generated by the Planck constant ħh.”
Abstract. This is the first installment of a series of papers whose aim is to lay a foun-
dation for homotopy probability theory by establishing its basic principles and prac-
tices. The notion of a homotopy probability space is an enrichment of the notion of an
algebraic probability space with ideas from algebraic homotopy theory. This enrich-
ment uses a characterization of the laws of random variables in a probability space
in terms of symmetries of the expectation. The laws of random variables are reinter-
preted as invariants of the homotopy types of infinity morphisms between certain
homotopy algebras. The relevant category of homotopy algebras is determined by the
appropriate notion of independence for the underlying probability theory. This the-
ory will be both a natural generalization and an effective computational tool for the
study of classical algebraic probability spaces, while keeping the same central limit.
This article is focused on the commutative case, where the laws of random variables
are also described in terms of certain affinely flat structures on the formal moduli
space of a naturally defined family attached to the given algebraic probability space.
Non-commutative probability theories will be the main subject of the sequels.
⋆ MSC (2010): Primary 55P43, 60A05.
⋆⋆ This work was supported by IBS-R003-D1.
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1. Introduction
Our purpose here is to arrange a marriage between probability and homotopy the-
ory, more specifically an enrichment of the notion of a classical algebraic probability
spacewith ideas fromalgebraic homotopy theory. The outcome of thiswill be a notion
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of homotopy probability space wherein the laws of random variables are invariants
of the homotopy types of certain∞-morphisms. Commutative homotopy probability
spaces will be both a generalization and an effective computational tool for the study
of classical algebraic probability spaces, while keeping the same central limit theo-
rem. A similar enrichment of the algebraically defined notion of a non-commutative
probability space via algebraic homotopy theory also seems possible and will be the
main subject in a sequel to this paper.
A probability theory, in general, refers to the study of probability spaces under a par-
ticular notion of independence. For example, a classical algebraic probability space
over a field | of characteristic zero is a unital associative and commutative algebra of
random variables Ac l =
 
A,1A , ·

together with a unit-preserving linear map ι : A → |
called expectation. The target | of the expectationmorphism ι is itself a unital algebra
but ι is not expected to preserve the algebra structure. In fact the deviation and higher
deviations from ι being an algebra homomorphism measure the strength and depth
of correlations between and among events thought of as singletons, pairs, triples, and
so on. The precise organizing data of this infinite hierarchy is called the classical cu-
mulant morphism κ = κ1,κ2,κ3, . . . , where κn , for all n ≥ 1, is a linear map from SnA
to |, determined by the expectation morphism ι together with the multiplications in
both Ac l and | via the following combinatorial formula:
ι(x1 · · ·xn ) =
∑
π∈P(n )
κ
 
xB1
 · · ·κ xB |π|, (1.1)
where the sum is over all “classical” partitions P(n ) of the set [n ] = {1,2, . . . ,n}. The
κ1 is the expectation ι, κ2 measures the failure of ι to be an algebra homomorphism,
κ2(x ,y ) = ι(x · y )− ι(x )ι(y ), and so on.
On the other hand, themoment morphism µ= µ1,µ2,µ3, . . . , is a tuple of linear maps
from SnA to | for n ≥ 1defined by µn (x1, . . . ,xn ) := ι(x1 · · ·xn ). Again, the moment
morphism depends only on the multiplication in Ac l and on ι. Two random variables
x ,y ∈ A are classically independent if κn (x + y , . . . ,x + y ) = κn (x , . . . ,x ) + κn (y , . . . ,y )
for all n ≥ 1. This implies that there are no correlations between x and y in the sense
that their joint moment generating function can be factorized into the product of the
moment generating functions for x and for y .
In non-commutative probability theory [1,2], there are notions of cumulant mor-
phisms – free or boolean, each with a corresponding notion of independence defined
by formulas that differ from Eq. (1.1) only by replacing the classical partitions in the
sumwith non-crossing or interval partitions, respectively [3,4].
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On the other hand, in algebraic homotopy theory, one deals with similar algebraic
structures enriched by an underlying cochain complex. More specifically, one expects
to study cochain maps that are algebra preserving morphisms up to homotopy. The
eponymous homotopy is part of an infinite hierarchy of homotopies, a sequence of
multilinear maps which together are combined into a package often called an ∞-
morphism.
A cochain homotopy can similarly be considered as the first part of a different in-
finite hierarchy of homotopies, which upgrades the notion of cochain homotopy to
∞-homotopy of ∞-morphisms.1 Homotopy associative algebras (A∞-algebras) and
homotopy Lie algebras (L∞-algebras) together with the corresponding notions of∞-
morphism and ∞-homotopy are two famous examples of such enrichments, of as-
sociative algebras and Lie algebras respectively [5,6]. In this paper and in a sequel,
we shall encounter certain simple variants of L∞ and A∞-algebras called unital s L∞-
algebra and unital sA∞-algebra, respectively.
These two ways of thinking about maps between algebras that are not algebra pre-
serving can be combined, yielding the notion of a homotopy probability space, which
is a natural cochain enhancement of a classical algebraic probability space. Then
the organizing data of successive deviations from being an algebra morphism will
be replaced by an ∞-morphism of homotopy algebras incorporating both the no-
tions of algebra morphisms up to homotopy and independence. In this framework,
the joint distribution (or law) of random variables is defined to be a certain invari-
ant of the corresponding∞-homotopy type. The commutative probability world with
classical independence corroesponds to the Lie world of ∞-homotopy theory. The
non-commutative probability world and boolean independence correspond to the
associative world of ∞-homotopy theory. For the celebrated free probability theory
of Voiculescu, which studies non-commutative probability spaces with free indepen-
dence, there also seems to be a corresponding but hereto unknown∞-homotopy the-
ory, which is under investigation.
Broadly speaking, this work is a spin-off from the author’s program [7,8] to charac-
terize path integrals of quantum field theory in terms of the symmetries of the quan-
tum expectation which should satisfy a certain coherence with a particular weight
filtration generated by the Planck constant ħh. A similar idea will be adopted here in
a simplified form, without the “ħh-conditions,” to study classical algebraic probability
spaces after using infinitesimal symmetries of the expectation to enhance it to a ho-
1 There is another infinite hierarchy which begins with∞-morphisms, then∞-homotopies, then∞-
homotopies of∞-homotopies, and so on. This other hierarchy will not be considered in this paper.
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motopical version. In return, many results in this paper will be used as background
materials in the forthcoming work on homotopy theory of quantum fields [8].
A classical algebraic probability space Ac l
ι // | generally comes with non-trivial
symmetries of the expectation morphism ι, due to the large size of its kernel. In fact,
because the expectation morphism splits, there is always a faithful representation ̺ :
Aut|(ker ι)→ Aut|(A) from the group of linear automorphisms of the kernel of ι into
the group of linear automorphisms on A. This representation satisfies ι ◦ Im̺ = ι. It is
not surprising that the corresponding space of coinvariants AAut|(ker ι) := A/DA, where
DA is the submodule generated by elements of the form ̺(g )(x )− x , g ∈ Aut|(ker ι)
and x ∈ A, is isomorphic to |. However, this fact is even true for the coinvariants for
very small subgroups of Aut|(ker ι). In particular,wewill discuss a naturalZ2 subgroup
of Aut|(ker ι) (assuming that ι is not an isomorphism) such that AZ2 is also ismorphic
to |. The property ι ◦ Im̺ = ι implies that ι factors into the quotient map into AZ2 fol-
lowed by a unique linear map from AZ2 to |. We will, however, not use the fundamen-
tal symmetry, which completely determines the expectation morphism, but instead
consider certain infinitesimal symmetries, which shall lead to a natural enrichment of
the classical algebraic probability space to a homotopy probability space.
An infinitesimal symmetry of the classical algebraic probability space Ac l
ι // | is
defined to be a Lie algebra representation ̺ : g→ LDiff|(A), where LDiff|(A) denotes
the Lie algebra of linear algebraic differential operators on A, such that Im̺(g) ∈Ker ι,
i.e., ι
 
g .x

= 0 for all g ∈ g and all x ∈ A where g .x := ̺(g )(x ). Then the expectation
morphism ι uniquely factors through the coinvariants Ag := A/g.A, which induces a
linear map ιg : Ag→ |ôR´rˇE˛. The map ιg is unit-preserving in the sense that it takes the
image of 1A under the quotient map to 1 in |. Now it is natural to wonder whether the
structure of the classical algebraic probability space on A can be used to induce the
same kind of structure on Ag.
However, there is no natural assignment of an algebraic structure to Ag from the alge-
bra Ac l unless g.A ⊂Ker ι is an ideal of A. This is the case if and only if the expectation
morphism ι is an algebra homomorphism—meaning that there is absolutely no cor-
relation. We have no interest in such cases. We shall resolve this difficulty with a little
help from s L∞-homotopy theory together with critical revisions of some of the basic
notions in classical algebraic probability theory. This will allow us to determine the
law of random variables as a generating function of certain homotopy invariants of
our revised structure.
One of our results is that there is the structure of a algebraic probability space on
Ag, that is,
 
Ag

C
ιg
// | . Algebraic probability spaces generalize classical algebraic
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probability spaces, and have corresponding notions of moments, cumulants and in-
dependence. The generalized theory shares the same central limit, the Gaussian dis-
tribution, with classical algebraic probability space. In a algebraic probability space,
the unital commutative and associative algebra of a classical algebraic probability
space is replaced with a commutative ungraded correlation algebra. In an ungraded
correlation algebra, the binary product is replacedwith an (possibly infinite) sequence
m =m2,m3, . . . of n-arymaps and one recovers the classical case whenmn = 0 for all
n ≥ 3.
The structure of a algebraic probability space on Ag will be particularly useful if the in-
finitesimal symmetry is “large enough” so that Ag is finite dimensional. Then we can
determine all of the laws of random variables in the original classical algebraic proba-
bility space up to finite ambiguities. Denote by
 
Ag

C =
 
Ag,1Ag ,m
Ag

the structure of
anungraded correlation algebra onAg. This structure is equivalent to a formal torsion-
free flat affine connection∇ on the tangent space ToM≃ Ag of the formal based man-
ifold M, whose algebra of functions is the topological algebra |[[tAg]] ≃ ÖS(A∗g). The
connection ∇ defines distinguished affine flat coordinates onM at the base point in
formal power series |[[tAg]] such that the moment generating function associated to
Ag is determined by the affinely flat coordinates up to a finite number of unknowns
corresponding to the expectation values of elements in a basis of Ag. In our context,
in fact, there is a bijective correspondence between such formal torsion free flat con-
nections and choices of affine flat coordinates, which we will exploit to simplify our
definitions.
I am deeply indebted to Dennis Sullivan for his persisting op. cited question to me
as well as for many in-depth discussions and comments during the last decade. This
article, which is dedicated to Sullivan’s 70th birthday, is a refined version of my Nov.
2, 2011 Einstein Chair Mathematics Seminar at the Graduate Center of CUNY [10],
where the notion of homotopy probability theory was first introduced and a com-
prehensive program toward its foundation and possible applications were sketched.
Some parts of the program have been already turned into the paper [11], which in-
cludes a completely worked out non-trivial application of binary homotopy proba-
bility spaces, with Jeehoon Park, and two short papers [12,13]which have adopted an
operadic viewpoint, with Gabriel C. Drummond-Cole and John Terilla. I amgrateful to
my collaborators formaking those accounts available. I am also grateful to Cheolhyun
Cho and Calin Lazaroiu for reading the draft and making useful comments. I would
also like to thank Gabriel C. Drummond-Cole for his invaluable service for editing my
messy first draft of mine, which has greatly improved and clarified the contents of this
paper.
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2. Summary
The notion of a commutative homotopy probability space is the natural cochain en-
richment of a algebraic probability space. To begin with, we introduce the graded ver-
sion of an ungraded correlation algebra.
Definition 2.1. A correlation algebra is a pair (V,M ), where
1. V is a pointed graded vector space and
2. M =M2,M3, . . . is a family of linear maps Mn :SnV → V of degree 0 for all n ≥ 0.
To be precise we should call this a commutative correlation algebra because there is
a corresponding notion of noncommutative correlation algebra appropriate for non-
commutative homotopy probability. However, as this paper is written entirely from the
commutative point of view, we omit the word commutative throughout.
This data is required to satisfy the condition that Mn+1
 
v1, . . . ,vn ,1V

=Mn
 
v1, . . . ,vn

for all n ≥ 1.
There is amore complicated but equivalent definition in termsof productsmn :V ⊗n →
V which will be hinted at later.
This definition looks quite general, but here are some key examples:
– A unital graded commutative associative algebra (V,1V , ·) is a correlation algebra
withMn being iterated multiplication using ·. Usingm we instead getm2 = · and
mn = 0 for n > 2. This correspondence is bijective. In this special case, if the de-
gree of V is concentrated to zero, we have a unital commutative associative alge-
bra.
– If V is finite dimensional, the family m corresponds to a torsion-free and flat
graded affine connection in formal power series on the tangent bundle of a formal
based supermanifold and the family M corresponds to flat affine coordinates in
formal power series, both subject to a unit condition.
Then we can define homotopy probability algebras.
Definition 2.2. A commutative homotopy probability algebra on a graded vector space
C is a quartet CC =
 
C,1C ,M ,K

, where the trio
 
C,1C ,M

is a correlation algebra and
the trio
 
C,1C ,K

is a pointed cochain complex. Amorphismof commutativehomotopy
probability algebras is a morphism of their underlying pointed cochain complexes.
8 Jae-Suk Park
Commutative homotopy probability algebras form a category, denoted by PAlgC . Ob-
jects of its homotopy category hoPAlgC are those of PAlgC , while morphisms are ho-
motopy classes of pointed cochain maps. Note that the ground field | is the initial
object in both PAlgC and hoPAlgC .
We generalize the idea of a classical algebraic probability space Ac l
ι // | to an ob-
ject CC with a morphism [c] to the initial object | in the homotopy category hoPAlgC :
CC
[c]
// | .
In this paper, we will only consider the commutative case, so for ease we will refer to
commutative homotopy probability algebras and commutative homotopy probability
spaces as merely probability algebras and probability spaces, reserving the modifier
classical for the ordinary unrefined notions.
In practice, we study a homotopy probability space in the category PAlgbC by choos-
ing a representative c of the homotopy type [c];
CC
c // | ,
so that c is a linear map of degree 0 from C to |, satisfying c(1C ) = 1 and c ◦ K = 0.
The morphism c shall be called the expectation and is defined up to homotopy, so
we should consider structures and quantities that are invariants of homotopy types of
expectation morphisms.
A homotopy probability algebra whereM2 is a commutative associative product and
Mn for all n ≥ 2 is repeatedmultiplication usingM2, is called binary.
The (homotopy) category of binary homotopy probability algebras is a full subcate-
gory of the (homotopy) category of homotopy probability algebras. A homotopy prob-
ability space with binary homotopy probability algebra is called a binary homotopy
probability space. For example, from the classical algebraic probability space Ac l
ι // |
with an infinitesimal symmetry ̺ : g→Diff|(A), we obtain a binary homotopy proba-
bility spac AbC
c // | concentrated in non-positive degree as follows:
• The binary homotopy probability algebraAbC = (A,1A, ·,K ) is obtained from the
Koszul complex
 
A = A ⊗S(g[−1]),K  for Lie algebra homology of the g-module
A [9], after changing the sign of the degree to make this a cochain complex. The
zeroth cohomology H0 is isomorphic to the coinvariants Ag;
• The pointed cochain map c : (A,1A ,K )→ (|,1,0) is defined to be c = ι on A0 = A
and zero in all other degrees.
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To facilitate the description of the classical cumulant morphism κ, we construct a
family of functorsDesΛ from the category PAlgC to the category UsL∞ of unital s L∞-
algebras such that κ =DesΛ(ι) and everyDesΛ induces a well-defined functor hoDes
at the level of homotopy categories [Theorem 7.1]. On a particular homotopy proba-
bility algebra, two different functors in the family DesΛ assign the same unital s L∞-
algebra [Definition 7.5]. On a particular morphism of homotopy probability algebras,
two different functors in the family DesΛ assign homotopic unital s L∞-morphisms
[Definition 7.6] whose homotopy type only depends on the homotopy type of the
morphism of homotopy probability algebras. In particular the ground field | after
forgetting the multiplication is a unital s L∞-algebra | = (|,1,0), which is the initial
object in bothUsL∞ and hoUsL∞, andDesΛ
 
|

= |= hoDes
 
|

.
In the full sub-category of binary homotopy probability algebras, for example, nei-
ther the differentials in objects nor the morphisms between objects are required to
be compatible with the binary product. In particular, the differential may fail to be
a derivation of the product and a morphism may fail to be an algebra map even up
to homotopy. In fact these failures are essential in capturing non-trivial correlations
among random variables algebraically. Wemeasure these failures and successive fail-
ures up to homotopy by adopting the organizing principle for the notion of inde-
pendence in classical algebraic probability theory to construct the family of functors
DesΛ :PAlgbC =⇒UsL∞ [Definition 5.5].
The extension of the notion of random variables to the homotopical setting is as fol-
lows. A finite set of random variables in a classical algebraic probability space is re-
placed with a finite dimensional space V of homotopical random variables. The space
V is defined to be a finite dimensional graded vector space V , considered as an s L∞-
algebra (V,0)with zero s L∞-structure, together with a representative s L∞-morphism
ϕV in a fixed homotopy type [V] into the s L∞-algebra
 
C,ℓK

.
Note the following reformulation. LetV be a graded vector space andS(V ) =V⊕S2V⊕
·· · be its reduced symmetric product. Regard V as an s L∞-algebra (V,0) with zero
s L∞-structure and S(V ) as a cochain complex with zero differential. Then, for each
s L∞-morphism ϕ : (V,0)→ (C,ℓK ) we construct a cochain map Πϕ : (S(V ),0)→ (C,K )
such that the cochain homotopy type ofΠϕ depends only on the s L∞-homotopy type
of ϕ. Conversely, for each cochain map Π : (S(V ),0) → (C,K ) we construct an s L∞-
morphism ϕΠ : (V,0)→ (C,ℓK ) such that the s L∞-homotopy type of ϕΠ depends only
on the cochain homotopy type ofΠ. In both constructionswe use the correlation alge-
bra structure on C and rely on fact that the target s L∞-algebra (C,ℓ
K ) is in the image of
the functorDesΛ. In particular, these constructions are not merely the natural corre-
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spondence between s L∞-algebras and morphisms on the one hand and differentials
on symmetric coalgebras and differential graded coalgebra morphisms on the other.
Write the image of c under the functor DesΛ as φ
c,Λ. Then, we can consider the fol-
lowing two compositions in the category of s L∞-algebras and the category of cochain
complexes, respectively:
 
V,0
 ϕV
//
κV :=φc,Λ•ϕV
77
 
C,ℓK
 φc,Λ
// (|,0)
  S(V ),0 ΠϕV //
µV=c◦ΠϕV
::
 
C,K
 c // (|,0) .
These compositions, called the cumulant morphism and the moment morphism re-
spectively, satisfy the following properties:
1. Both the cumulant and moment morphism depend only on the homotopy type
[V] of the s L∞-morphism ϕV and the homotopy type [c] of the cochain map c.
2. Themoment and cumulantmorphisms µV and κV are related with each other by
the following equations for all n ≥ 1 and v1, · · · ,vn ∈ V :
µV (v1, . . . ,vn ) :=
∑
π∈P(n )
ε(π)κV
 
vB1
 · · ·κV vB |π|,
where ε(π) is a sign factor.
We should remark that our approach can be interpreted as a powerful computational
tool to determine the law of homotopical random variables. For example, the cumu-
lant morphism κV = ϕc,Λ •ϕV can be computed by choosing the simplest choice of
representative ϕV among s L∞-morphisms of the homotopy type [V]. We say a space
V of homotopical random variables is homotopically completely integrable if there
is a representative s L∞-morphism ϕV such that ϕVn = cn · 1C , for all n ≥ 1, where
cn : SnV → | is a linear map of degree 0. Then, we show that κVn = cn , for all n ≥ 1.
We say a probability space is homotopically completely integrable if every space V of
homotopical random variables is homotopically completely integrable.
Theorem 2.1. A homotopy probability space such that every degree zero element with
zero expectation belongs to the image of the differential is homotopically completely
integrable.
For example a binary probability space obtained from a classical algebraic proba-
bility space equipped with an infinitesimal symmetry whose coinvariants are one-
dimensional is homotopically completely integrable.
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Weshow that the unital s L∞-algebraCL∞ is always formal; in fact it is quasi-isomorphic
to the unital s L∞-algebraHL∞ = (H ,1H ,0)with zero s L∞-structure 0 on the cohomol-
ogy H [Theorem 7.3]. This allows us to define a complete space S of homotopical
random variables as an object SL∞ = (S ,1S ,0)with zero s L∞-structure 0 together with
a quasi-isomorphism ϕS from the fixed homotopy type [S] to the unital s L∞-algebra
CL∞ . It follows that the underlying graded vector space S of S is isomorphic to the
cohomology H butS is equipped with further canonical structure depending only on
the homotopy type of the s L∞-quasi-isomorphism to CL∞ .
Theorem 2.2. Ona complete spaceS of homotopical randomvariables, there is a canon-
ical correlation algebra structure
 
S ,1S ,MS

and a unital linear map ιS : S→ | satis-
fying
ιS

MSn (s1, . . . ,sn )

=µSn (s1, . . . ,sn ) =
∑
π∈P(n )
ε(π)κS
 
sB1
 · · ·κS sB |π|.
Now we can complete the circle. OnS , via the structure
 
S ,1S ,MS

of correlation al-
gebra, we have the structure of the homotopy probability algebra SC =
 
S ,1S ,MS ,0

with zero differential and a morphism ιS to the initial object | in PAlgC , so that we
have a uniquely defined homotopy probability space with zero-differential:
SC
ιS // | .
We also note that the first component of any unital s L∞-quasi-isomorphism in the
homotopy type [S] is a quasi-isomorphism from the homotopy probability algebra
SC to the homotopy probability algebra CC . Then,
Theorem 2.3. We have SL∞ = hoDes (SC ), hoDes([ f ]) = [S] and κ
S = hoDes

ιS

as
depicted in the following diagram:
|
|
KS
SC
s{ ♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
ιS
??⑦⑦⑦⑦⑦⑦⑦⑦
[f ]
// CC
#+◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
[c ]
__❅❅❅❅❅❅❅❅
SL∞ hoDes([f ])
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
κS
??⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
CL∞
hoDes([c ])
__❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
.
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Here the inner diagram commutes in the homotopy category hoPAlgC of homotopy
probabilityalgebras and the outer diagramcommutes in thehomotopy categoryhoUsL∞
of unital s L∞-algebras.
Next we consider the case when the cohomology H is finite dimensional. We show
that the deformation functor attached to the unital s L∞-algebra CL∞ = DesΛ
 
CC

is
pro-representable by the topological algebra ×S(H ∗) so that we have a formal based
supermanifoldMwhose algebra of functions is×S(H ∗) andwhose tangent space ToM
at the base pointo ∈M is isomorphic toH . In fact, the spaceM is themoduli space of
complete spaces of homotopical random variables and each complete space S gives
formal affinely flat coordinates at o.
Choose a basis {eα}α∈J on S ≃ H with the distinguished element e0 = 1S . Let tS =
{t α}α∈J be the dual basis, which gives affine coordinates onM around a formal neigh-
bourhood of the base point via any unital s L∞-quasi-isomorphism (of the homotopy
type [S]) from SL∞ to CL∞ . Then

∂α :=
∂
∂ t α

is a formal frame field on ToM. We use
the same symbol ∂α for the graded derivation of the formal power-series ring |[[tS ]]
such that ∂αt β = δαβ . We will define a (2,1)-tensor ASαβ
γ and a 1-tensor T
γ
S
in |[[tS ]]
using the structure constants of the correlation algebra structure onS . Then:
Theorem 2.4. 1. The formal (2,1)-tensor {ASαβ γ} is the connectionone-form for a graded
flat and torsion-free affine connection∇ on TM in a formal neighborhood of o ∈
M, i.e.,∇∂α∂β =
∑
γA
S
αβ
γ∂γ, such that A0β γ = δβ γ.
2. The formal 1-tensor {T γ
S
} gives affine flat coordinates for the connection∇, that is,
∇e∂α e∂β = 0where e∂α =∑γ ∂αT γS∂γ. These affine flat coordinates satisfy the following
equations:
T
γ
S

t=0
= 0,
∂βT
γ
S

t=0
=δβ
γ,
∂0T
γ
S
= T
γ
S
+δ
γ
0 .
LetZS be themoment generating function of S :
ZS := 1+
∞∑
n=1
1
n !
∑
ρ1,...,ρn∈J
t ρn · · · t ρ1µSn
 
eρ1 , . . . ,eρn
 ∈ |[[tS ]].
Then,
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Theorem 2.5. The affine flat coordinates {T γ
S
} determine the moment generating func-
tion via the equation
ZS = 1+
∑
γ∈J
T
γ
S
ιS (eγ)
up to the finite unknowns {ιS(eγ)} in |. Furthermore, the moment generating function
ZS satisfies the following system of formal differential equations that, for all α,β ∈ J :∂α∂β −∑
γ∈J
ASαβ
γ∂γ
ZS = 0,
(∂0− 1)ZS = 0.
It should be noted that a space V of homotopical random variables does not need to
be complete and incomplete spaces of homotopical random variables are an impor-
tant ingredient of the theory of homotopy probability spaces. In general the moment
generating function of the space V satisfies a system of higher order (n ≥ 2) formal
PDEs (which collapse to ODEs when V is one-dimensional) ifH is finite dimensional.
Even in certain cases where H is of infinite dimension, we may obtain a system of
differential equations.
This paper is organized as follows.
Section 4 is devoted to a gentle introduction to some background material: In Sec-
tions 4.1 and 4.2, we recall classical algebraic probability spaces and reformulate them
category-theoretically. In Sect. 4.3, we review and examine the homotopy category of
unital s L∞-algebras in a combinatorial language based on partitions after some cul-
tural background.
Section 5 is mainly about symmetries of classical algebraic probability spaces and
their homotopical realization. In Sect. 5.1, we discuss the general notion of symme-
tries of the expectationmap and describe the fundamental symmetry. In Sect. 5.2, we
specialize to consider infinitesimal symmetries that are defined in terms of certain
Lie algebra representations. We then give four examples—the Gaussian distribution,
a probability theoretic realization of Griffiths’ period integrals, matrix Airy integrals,
and semi-circular distributions, to demonstrate the power of the notion of infinitesi-
mal symmetries in practice. In Sect. 5.3, we construct a homotopical realization of a
classical algebraic probability space with an infinitesimal symmetry, which provides
us a prototype binary homotopy probability spaces. The general theory of these bi-
nary homotopy probability spaces is developed in Sect. 5.4, which also contains a
worked out example of a homotopically completely integrable theory.
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In Section 6 we reexamine the fundamental assumption of classical algebraic proba-
bility theory that random variables form a commutative and associative algebra. In
Sect. 6.1, we introduce the notion of pre-algebraic probability space where we re-
lax the assumption that there is underlying binary product in the space of random
variables. We define the cumulant morphism and independence and show that pre-
algebraic probability spaces share the same central limit as classical algebraic prob-
ability spaces. In Sect. 6.2, we consider an obstruction theory to determine whether
a pre-algebraic probability space has an underlying commutative and associative al-
gebra. This leads us to define ungraded correlation algebras and a non-differential
version of homotopy probability space in Sections 6.3 and 6.4. Then, we examine the
formal geometric picture of finite dimensional probability spaces in this context.
Section 7 is devoted to the underlying theory of homotopy probability spaces in full
generality. Sections 7.1–7.5 contain many definitions in full generality: those of cor-
relation algebras, homotopy probability algebras and spaces, the descendant func-
tor to the (homotopy) category of unital s L∞-algebras, spaces of homotopical ran-
dom variables, associative correlation functions, and homotopically completely in-
tegrable homotopy probability spaces. In the final Sections 7.6–7.8 we prove some
facts that are true in general in this framework. We show that the unital s L∞-algebras
in the codomain of the descendant functor are formal and vanish in homology. We
study complete spaces of homotopical random variables and show that each com-
plete space is endowed with a homotopy probability space structure with zero dif-
ferential. Finally, we consider the case that cohomology is finite dimensional and the
case that the cohomology has a finite super-selection sector. Adopting ideas of de-
formation theory we construct formal graded torsion-free affine flat connection and
affine flat coordinates on the associated moduli space.
3. Conventions
Fix a ground ring R with unit.
A graded module V is the direct sum of modules indexed by degree:
V =
⊕
j∈Z
V j .
By an element of V we shall mean an element of one particular V j unless otherwise
specified. If x is a non-zero element of V in the summand V j then |x | denotes the
degree j of x . We will use this notation for arbitrary elements of V ; although the de-
gree of zero is undefined, this will not create ambiguity. We always consider ungraded
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modules as graded modules concentrated in degree zero. A degree k map between
graded modules V and W consists of a sequence of homomorphisms V j → W j+k .
The dual of a graded module V is the graded module V ∗ which has (V ∗)j :− (V −j )∗.
A pointed (graded) module is a (graded) module V equipped with a specified element
1V (of degree zero) called the unit. A pointed map between two pointed modules
preserves the unit. We shall be sloppy about the distinction among V considered as
a module, V considered as a pointed module, and the pair (V,1V ) considered as a
pointed module with underlying module V .
The reduced free tensor algebra generated by V is T (V ) =
⊕∞
n=1T
nV , where T nV =
V ⊗n . The reduced free supersymmetric algebra generated by V is S(V ) =
⊕∞
n=1S
nV ,
which is the reduced free tensor algebra T (V )modulo the ideal generated by x ⊗ y −
(−1)|x ||y |y ⊗ x . Both of these inherit a grading induced from that in V by requiring it
to be additive over the tensor product. We say an element in T nV or in SnV hasword
length n .
A cochain complex C is a graded module equipped with a homomorphism d : C • →
C •+1 of degree 1 called the differential which satisfies d 2 = 0. A cochain map between
cochain complexes C and C ′ is a homomorphism f : C • → C ′• of degree 0 such that
f d = d ′ f . A cochain homotopy betweenC andC ′ is a homeomorphism s :C •→C ′•−1
of degree −1. It is trivial to check that sd + d ′s is a cochain map, which is said to be
cochain homotopic to zero by the cochain homotopy s . This is denoted by sd+d ′s ∼ 0.
The two cochain maps f and ef are called homotopic or said to have the same cochain
homotopy type, if f − ef ∼ 0. This is denoted f ∼ ef . Two cochain complexesC andC ′ are
said to be homotopy equivalent or have the same homotopy type if there are cochain
maps f :C →C ′ and g :C ′→C such that g ◦ f ∼ IC and f ◦ g ∼ IC ′ .
A pointed cochain complex is a gradedmodule which is both a cochain complex and a
pointedmodule, with the compatibility that the unit is in the kernel of the differential,
but not the image of the differential. Amap of pointed cochain complexes is a cochain
mapwhich preserves the unit; a pointed cochain homotopy is required to kill the unit.
Henceforth, unless otherwise specified, assume R is a ground field | of characteristic
zero. For certain results, we will assume that | contains
p
N for all natural numbers
N ; this will be specified when it is needed. All vector spaces, chain complexes, and
algebras of all sorts are taken over | unless otherwise specified.
Let Permn be the group of permutations of the set [n ] = {1, . . . ,n}. For a permutation
σ ∈ Permn , we define the map σˆ : T nV → T nV by requiring, for elements x1, . . . ,xn ∈
V ,
σˆ (x1⊗x2⊗ ·· · ⊗xn ) = ε(σ)xσ(1) ⊗xσ(2)⊗ ·· · ⊗xσ(n ).
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Here ε(σ) = ±1 is the Koszul sign determined by decomposing σˆ as composition of
transpositions τˆ, where τˆ : x ⊗ y 7→ (−1)|y ||x |y ⊗x .
A linear map Ln of degree |Ln | from T nV to a graded vector space W descends to a
linear map from SnV toW if
Ln
 
x1⊗ ·· · ⊗xn

= ε(σ)Ln
 
xσ(1)⊗ ·· · ⊗xσ(n )

.
We shall use the notation Ln
 
x1 ⊗ ·· · ⊗ xn

and Ln
 
x1, . . . ,xn

interchangably. For a
given set of n elements x1, . . . ,xn ∈V , the Koszul sign ε(π) for a partition π= B1 ⊔ · · · ⊔
B|π| ∈ P(n ), is defined to be the Koszul sign ε(σ) of the permutationσ defined by
xB1 ⊗xB2 ⊗ ·· · ⊗xB |π| = xσ(1)⊗xσ(2)⊗ ·· · ⊗xσ(n ),
where xB = x j1 ⊗x j2 ⊗ ·· · ⊗x j |B | if B =
¦
x j1 ,x j2 , · · · ,x jB
©
.
A partition of the set [n ] is a decomposition π= B1 ⊔ B2 ⊔ · · · ⊔ B|π| of [n ] into pairwise
disjoint non-empty subsets Bi called blocks. We denote the number of blocks in the
partition π by |π| and the size of a block B by |B |. We shall use the strictly ordered
representation for a partition. That is, blocks are ordered by the maximum element
of each block and each block is ordered via the ordering induced from the natural
numbers. For k ,k ′ in [n ], we use the notation k ∼π k ′ if both k and k ′ belong to the
same block in the partition π and the notation k ≁π k ′ otherwise. We denote the set
of all partitions of [n ] by P(n ). If f r is a sequence of multilinear operators SrX → Y or
X⊗r → Y for r ≥ 1 and B = {j1, . . . , jr } is a block of a partition π, the notation f
 
xB

is
taken to mean f r (x j1 , . . . ,x jr ).
We denote the binomial coefficient n !
k !(n−k )! by
 n
k

. For an operator F depending on τ
we use the notation F˙ to mean d
dτ
F .
4. Preludes
This section is a preparation for the marriage of classical algebraic probability theory
with algebraic homotopy theory; its intention is to gently relay an elementary but self-
contained story from each side. In particular, we shall specialize to the commutative
version of classical algebraic probability theory and relate it with thehomotopy theory
of Lie algebras.
4.1. Classical algebraic probability spaces and classical independence
The original notion of a classical algebraic probability space, with a measure theo-
retic foundation, is due to Kolmogorov. We do not want to go back that far but in-
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stead begin by recalling (commutative) classical algebraic probability spaces. Alge-
braic probability spaces, pioneered by Voiculescu, focus primarily on the algebra of
random variables and their expectations and correlations. This makes it so that non-
commutative generalizations are natural; see [2,15,16] for introductions. We also re-
fer the textbook [17] for a gentle discussions on the transition frommeasure theoretic
probability spaces to classical algebraic probability spaces.
Definition 4.1. A classical algebraic probability space over C is a pair (Anc ; ι), where
Anc = (A,1A , ·) is a unital commutative and associative algebra over C with binary
product · and unit 1A and ι is aC-linear functional, called the expectation, from theC-
vector space A toC such that ι(1A ) = 1. Elements of A are called random variables. For a
random variable x , the value ι(x ) is called the expectation value of x and is sometimes
denoted by 〈x 〉.
Remark 4.1. In the literature, there are often additional requirements placed on a clas-
sical algebraic probability space. For instance, it is often assumed that Ac l is a C∗-
algebra, that ι is a state, and so on. The above definition can be considered “the bare
minimum” for classical algebraic probability theory. Every statement in this paper,
unless otherwise specified, is valid if one replaces C with our arbitrary characteristic
zero field |. ♮
The expectation value ι(x ) of a random variable x is also called the first moment of x .
The highermoments of x are ι(xn ) = 〈xn 〉 forn ≥ 2. One often gathers all themoments
of x together into a generating function Z (t ) = ι (e t x ) ∈ |[[t ]], where e t x = 1A + t x +
1
2!
t 2x 2 +
1
3!
t 3x 3 + · · · . More generally, for a set of random variables {x1, . . . ,xk }, one
associates the family of joint moments:¦
µn (x j1 , . . . ,x jn

:= ι(x j1 · · ·x jn )
n ≥ 1,1≤ j1, . . . , jn ≤ k© . (4.1)
The joint distributions (also called (the law)) of the set {x1, . . . ,xk } of random variables
is the map
µˆ : |[t1, . . . , tk ]→ |
defined by µˆ(P(t1, . . . , tk )) = ι
 
P(x1, . . . ,xk )

. It is clear that µˆ is determined completely
by the family of joint moments, which is conveniently described by its generating
function
Z (t1, . . . , tk ) := ι
 
e γ

= 1+
∞∑
n=1
1
n !
µn (γ, . . . ,γ) ∈ |[[t1, . . . , tk ]], (4.2)
where γ=
∑k
i=1 t ix i . We call e
γ themoment generating density of the set {x1, . . . ,xk } of
random variables.
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There is an equivalent description of the law of random variables in terms of the fam-
ily of joint cumulants. The cumulant morphism is the family κ = κ1,κ2,κ3, . . . , where
κn is a linear map from Sn (A) to | for every n ≥ 1, determined by the expectation
morphism ι and the products in A and |. The construction of the cumulants involves
a sum over all partitions of the set [n ] = {1,2, . . . ,n}.
Definition 4.2. The cumulant morphism is the family of operations κ = κ1,κ2,κ3, . . .
defined recursively by the equation
ι(x1 · · ·xn ) =
∑
π∈P(n )
κ
 
xB1
 · · ·κ xB |π|. (4.3)
Remark 4.2. Eq. (4.3) suffices to define the cumulant morphism κ = κ1,κ2,κ3, · · · re-
cursively since P(n ) contains the partition {1,2, . . . ,n} and every other partition has
blocks of length strictly less than n . From the following table of the classical partitions
for n ≤ 3:
P(1) = {1},
P(2) = {1,2},{1} ⊔ {2},
P(3) = {1,2,3}, {1,2} ⊔ {3},{2} ⊔ {1,3},{1} ⊔ {2,3}, {1} ⊔ {2} ⊔ {3},
we have
κ1(x ) =ι(x ),
κ2(x1,x2) =ι(x1 ·x2)−κ1(x1)κ1(x2)
κ3(x1,x2,x3) =ι(x1 ·x2 ·x3)−κ1(x1)κ1(x2)κ1(x3)
−κ2(x1,x2)κ1(x3)−κ1(x2)κ2(x1,x3)−κ1(x1)κ2(x2,x3).
It is clear that κn is a linear map from Sn (A) to | for every n ≥ 1. It is not hard to see
that κN = 0 for all N ≥ n if κn = 0, that κ1(1A ) = 1, and that κn
 
x1, . . . ,xn−1,1A

= 0 for
all n ≥ 2 and every x1, . . . ,xn−1 ∈ A. ♮
For the set of random variables {x1, . . . ,xk }, considered earlier, one can associate the
family of joint cumulants¦
κn
 
x j1 , . . . ,x jn
n ≥ 1,1≤ j1, . . . , jn ≤ k© . (4.4)
For example, the joint cumulant κ2
 
x j1 ,x j2

of two random variables x j1 and x j2 mea-
sures the strength of their correlation
κ2
 
x j1 ,x j2

=


x j1 ·x j2
− 
x j1
x j2,
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which is known as the covariance, since we also have
κ2
 
x j1 ,x j2

=
D
x j1 −


x j1
 ·x j2 − 
x j2E.
The family of joint cumulants may be conveniently described by its generating func-
tion
F (t1, . . . , tk ) = κ1(γ)+
∞∑
n=2
1
n !
κn (γ, . . . ,γ)∈ |[[t1, . . . , tk ]], (4.5)
where γ=
∑k
i=1 t ix i . It is not difficult to check the following relation:
Z (t1, . . . , tk ) := ι
 
e γ

= e F (t1,...,tk ). (4.6)
Hence the probability law for random variables is determined by the joint cumulant
generating function.
Finally, we say two random variables x and y are classically independent if
κn (x + y , . . . ,x + y ) = κn (x , . . . ,x )+κn (y , . . . ,y )
for all n ≥ 1. It follows that ι (e t1x+t2y ) = ι (e t1x ) ι (e t2y ) if x and y are classically inde-
pendent. This relation with the notion of classical independence motivates us to use
the adjective classical for the cumulant morphism κ. We shall also refer to P(n ) as the
set of all classical partitions of [n ].
There are similar combinatorial definitions of free andboolean cumulants, due to [3,4],
which are based on non-crossing and interval partitions of [n ], respectively. These
cumulants are related to the notions of free and boolean independence. The notion
of classical cumulants was introduced by T. N. Thiele around 1889. The two reviews
[18,19] may serve a newcomer, like this author, as an excellent starting point for the
history, concepts, and applications of classical cumulants and their non-commutative
analogues in classical algebraic probability theory.
4.2. Categories and functors for classical algebraic probability theories
Consider a classical algebraic probability space (Ac l ; ι). Note that the ground field |
itself is also a unital algebra and ι is a linearmap between theunderlying vector spaces
A and |which preserves the unit but is not required to be an algebra homomorphism.
The failure of ι to be an algebra homomorphism is measured by the second cumulant
κ2(x ,y ) = ι(x ·y )−ι(x )ι(y ); higher cumulants measure successive failures. This simple
observation motivates us to relax the usual notion of morphisms of unital algebras to
introduce the notion of probability morphisms.
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Definition 4.3. Let Ac l =
 
A,1A , ·

and A ′c l =
 
A ′,1A ′ , ·′

be unital commutative and
associative algebras. A probability morphism is a pointed linear map f : A→ A ′.
Let f be a probability morphism. The descendant φ f of f is the family φ
f
1 ,φ
f
2 ,φ
f
3 , . . . ,
whereφ
f
n is a linear map fromSn (A) to A ′ for all n ≥ 1 defined recursively by the equa-
tion
f (x1 · · ·xn ) =
∑
π∈P(n )
φ f
 
xB1
 · · ·φ f  xB |π|.
Remark 4.3. Note that φ
f
1 = f so that φ
f
1 (1A ) = 1A ′ . It is straightforward to check that
φn (x1, . . . ,xn−1,1A ) = 0 for n ≥ 2 and x1, . . . ,xn−1 ∈ A. Themap φ f2 measures how far f
is from being an algebra map:
φ
f
2 (x1,x2) = f (x1 ·x2)− f (x1) ·′ f (x2).
In general, for n ≥ 2,
φ fn
 
x1, . . . ,xn

=φ
f
n−1
 
x1, . . . ,xn−2,xn−1 ·xn
− ∑
π∈P(n )
|π|=2
n−1≁πn
φ f
 
xB1
 ·′φ f  xB2.
♮
LetPc l be the categorywhose objects are unital commutative and associative algebras
and whosemorphisms are probability morphisms. We use the notation Ac l = (A,1A , ·)
for an object in Pc l .
We also define another category PL∞ . Its objects are pointed vector spaces AL∞ . Given
objects AL∞ and A
′
L∞ , a morphism from AL∞ to A
′
L∞ is a a family φ = φ1,φ2,φ3, . . . of
linear mapsφn :Sn (A)→ A ′ such thatφ1 is a pointed map andφn (x1, . . . ,xn−1,1A ) = 0
for n ≥ 2 and x1, . . . ,xn−1 ∈ A.
Given a pair of composable morphisms φ andφ′, their composition φ′ •φ is defined
by 
φ′ •φ

n
 
x1, . . . ,xn ) =
∑
π∈P(n )
φ′|π|

φ
 
xB1

, · · · ,φ xB |π| .
It can be checked that φ′ •φ is a morphism in PL∞ from the source of φ to the target
of φ′ and that composition is associative.
We now define a functor, called the descendant functor,Des :Pc l =⇒PL∞ as follows:
• For an object Ac l =
 
A,1A , ·

inPc l we assign the object AL∞ =
 
A,1A

by forgetting
the product.
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• For a morphism f in Pc l we assign its descendant φ f .
It is not difficult to check that if f and g are a composable pair of probability mor-
phisms, thenφg •φ f is the descendant of the composite probability morphism g ◦ f ,
that is:
φg •φ f =φg ◦ f ,
so that we have functoriality ofDes, i.e.,Des(g ◦ f ) =Des(g ) •Des(f ).
We will overload the notation | by using it for objects in our categories. It will denote
the object of Pc l which is | equipped with its product and unit and the object of PL∞
which is | equipped with its unit. Then Des(|) = |.This abuse of notation will not
cause particular confusion.
Note that | is the initial object in both Pc l and PL∞ ; for any Ac l there is a unique
probability morphism from |, and likewise for PL∞ .
Now we may regard classical algebraic probability theory as the study of the category
Pc l and the functorDes into the categoryPL∞ , where amorphism ι to the initial object
| in Pc l has a special interpretation.
Corollary 4.1. A classical algebraic probability space is a diagram Ac l
ι // | in the
category Pc l ; the descendant φ
ι of the probability morphism ι to | is the cumulant
morphism κ.
4.3. The category and homotopy category of unital s L∞-algebras
This subsection is a self-contained introduction to the category and homotopy cat-
egory of (unital) homotopy sLie algebras, which are called s L∞-algebras in this pa-
per. Homotopy sLie algebras (s L∞-algebras) are the degree shifted versions of homo-
topy Lie algebras (L∞-algebra), which are the nearest kin to the homotopy associa-
tive algebras (A∞-algebras) discovered by Stasheff [5]. The similarly shifted version of
A∞-algebras, called sA∞-algebras, shall appear in a sequel. Homotopy algebras have
played crucial roles in algebraic topology, especially in the rational homotopy theory
ofQuillen, Sullivan andChen [20,21,22]. Homotopy Lie algebras in particual appeared
in Sullivan’s theory of minimal models of rational homotopy types (in fact here it was
the dual concept of homotopy Lie coalgebras), as well as in the context of deformation
theory [6].
We do not claim originality in this subsection, whose contents is standard (see [24,
Section 4] and the references therein). The presentation and organization of the ho-
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motopy category of s L∞-algebras based on classical partitions of [n ], which is well-
suited to our purposes, may be novel. We also add a bit of cultural background for a
probability theorist.
Recall that topology is the study of the category Top, whose objects are topological
spaces and whose morphisms are continuous functions. Two topological spaces X
and Y are said to be homeomorphic if there is a pair of continuous functions f :X → Y
and g : Y →X such that f ◦g = IX and g ◦ f = IY . On the other hand, continuous func-
tions come with a natural notion of equivalence. We say that f and ef are homotopic
or have the same homotopy type, and denote this f ∼ ef , if the two functions can be
continuously deformed into each other. Two topological spaces X and Y are said to
be homotopy equivalent or have the same homotopy type if there are continuous func-
tions f : X → Y and g : Y → X such that f ◦ g ∼ IX and g ◦ f ∼ IY . This leads to the
study of the homotopy category hoTop, which has the same objects as Top but whose
morphisms are homotopy types of continuous functions. In the homotopy category,
a homotopy equivalence becomes an isomorphism.
In general, given a category C with an equivalence relation ∼ called homotopy on
the set of morphisms between any pair of objects which satisfies certain coherence
conditions, one can build a homotopy categoryhoC. The homotopy categoryhoC has
the same objects as C but its morphisms are equivalence classes of morphisms in C.
We will not express these conditions explicitly but will rather construct the categories
we need in an ad hoc manner. A note for the unwary: this is not the only meaning in
the wider literature of “homotopy category.” However, it is the one we will always take
in this paper.
Oneoften studies the homotopy categoryhoTop by constructing and examining func-
tors from Top to a category C, itself equipped with a notion of homotopy, which take
homotopic maps in Top to homotopic maps in C. Such a functor induces a functor
hoTop→ hoC. We call such functors homotopy functors.
Another ubiquitous example of a homotopy category is that of cochain complexes
over a commutative unital ring R . Let Kom(R) be the category of cochain complexes,
whose objects are cochain complexes overR andwhosemorphisms are cochainmaps.
Cochain homotopy yields a natural notion of homotopy equivalence. Then one can
form the homotopy category hoKom(R) of cochain complexes. As above, its objects
are the same as those of Kom(R) and its morphisms are homotopy types of cochain
maps.
We call a category AlgP algebraic if each object has an underlying cochain complex
and each morphism is a cochain map of the underlying cochain complexes. We call
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an algebraic category homotopy algebraic if it is equipped with a notion of homotopy
and if morphisms are homotopic in AlgP if and only if they are homotopic in Kom(R).
Oneorigin of homotopy algebra is via the study of algebraicmodels ofhoTop. Here, an
algebraic model means a homotopy algebraic category AlgP (“the category of homo-
topy P-algebras”) together with a homotopy functor (or family of homotopy functors),
F : Top⇒AlgP . As in the discussion above, an algebraic model induces a well-defined
functor hoF : hoTop ⇒ hoAlgP . Then any invariants of homotopy types in the alge-
braic category are invariants of homotopy types of topological spaces.
The simplest example of an algebraic model is the functor of cochains. Consider, for
example, the singular cochain complex C (X ) of the topological space X with coef-
ficients in R . Then a continuous function f : X → Y induces a cochain map C (f ) :
C (Y )→C (X ). Furthermore, if ef is a continuous function homotopic to f , then the in-
duced cochain maps C (f ) and C ( ef ) are cochain homotopic. This construction is also
(contravariant) functorial—C (g ◦ f ) = C (f ) ◦C (g ) : C (Z ) → C (X ) for any continuous
function g : Y → Z , and C ( ef ) ◦C (eg ) is cochain homotopic to C (f ) ◦C (g ) whenever
f ∼ ef and g ∼ eg . It follows thatC (X ) and C (Y ) have the same cochain homotopy type
if X and Y have the same homotopy type.
The basic invariant of cochain homotopy types is cohomology. Note that a cochain
homotopy equivalence induces an isomorphism of cohomology since the differentials
vanish on cohomology. Therefore, any cochainmap that is homotopic to zero induces
the zeromapon cohomology. It follows that singular cohomology is an invariant of the
homotopy type of a topological space.
Cochain homotopy equivalences provide one particular class of quasi-isomorphisms,
but in general not every quasi-isomorphism is a cochain homotopy equivalence. Note
that the cohomology H of a cochain complex (C ,d ) can be viewed as a cochain com-
plex (H ,0) with zero differential, whose cohomology is H itself. If the ground ring
is a field |, one can construct a cochain quasi-isomorphism f : (H ,0) → (C ,d ) as
follows. Choose a basis {eα}α∈J of H as a graded vector space. Next choose a set of
representatives { f (eα)}α∈J in C , that is, d f (eα) = 0 and the cohomology class [ f (eα)]
of f (eα) is eα for all α ∈ J . Then extend f linearly over H . The cochain map f is a
quasi-isomorphism which induces the identity map on cohomology. Such a quasi-
isomorphism is unique up to cochain homotopy.
A more sophisticated example of an algebraic category is the category of differential
graded Lie algebras (DGLAs).
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• A graded Lie algebra is a pair (V, [ , ]), where V is a graded vector space and [ , ] is
a linear map from V ⊗V to V of degree 0 such that, for all elements x ,y ∈V
[x ,y ]+ (−1)|x ||y |[y ,x ] = 0,
[x , [y ,z ]]− [[x ,y ],z ]− (−1)|x ||y |[y , [x ,z ]] = 0,
where |x | denotes the degree of x .
• A Lie algebra is a graded Lie algebra concentrated in degree zero.
• A differential graded Lie algebra or DGLA  V,d , [ , ] is both a cochain complex 
V,d

and a graded Lie algebra
 
V, [ , ]

such that the differential d is a derivation
of the bracket [ , ]:
d [x ,y ] = [dx ,y ]+ (−1)|x |[x ,dy ].
In this paperwe shall workwith a variant ofDGLAs called sDGLAs (the s is for “shifted”).
Definition 4.4. A graded sLie algebra is a duo (V,ℓ2), where V is a graded vector space
and ℓ2 is a linear map from V ⊗V to V of degree 1 such that
ℓ2(x ,y )− (−1)|x ||y |ℓ2(y ,x ) = 0,
ℓ2
 
x ,ℓ2(y ,z )

+(−1)|x |ℓ2
 
ℓ2(x ,y ),z

+(−1)(|x |+1)|y |ℓ2(y ,ℓ2(x ,z )

= 0.
An sDGLA (V,d ,ℓ2) is both a cochain complex (V,d ) and a graded sLie algebra (V,ℓ2)
such that the differential d is compatible with the bracket ℓ2:
d ℓ2(x ,y )+ ℓ2(dx ,y )+ (−1)|x |ℓ2(x ,dy ) = 0. (4.7)
Remark 4.4. Let (V,d , [ , ]) be a DGLA. Then (V [−1],d ,ℓ2) is a sDGLA with ℓ2(x ,y ) =
(−1)|x |[x ,y ] for all x ,y ∈ V , where V [−1]j := V j+1 for all j . It is clear that everything
we state about sDGLAs can be translated into statements about DGLAs. ♮
The cohomology of an sDGLA is defined as that of its underlying cochain complex.
Then the compatibility condition Eq. (4.7) implies that the cohomologyH of an sDGLA
has the canonical structure of a graded sLie algebra.
A morphism between sDGLAs
 
V,d ,ℓ2

and
 
V ′,d ′,ℓ′2

is a linear map f : V → V ′ of
degree zerowhich is both a cochainmap anda sLie algebra homomorphism, i.e., f d =
d ′ f and f
 
ℓ2(x ,y )

= ℓ′2
 
f (x ), f (y )

. It follows thatH (f ) :H →H ′ is a homomorphism
between the graded sLie algebrasH andH ′. Amorphism f of sDGLA is called a quasi-
isomorphism if it is a quasi-isomorphism of the underlying cochain complexes, that
is, ifH (f ) :V →V ′ is an isomorphism. ThenH (f ) is also an isomorphism between the
graded sLie algebrasH andH ′. It is clear that sDGLAs form an algebraic category.
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However, naively trying to define a homotopy category of sDGLAs via a notion of ho-
motopy as above runs into problems. A cochainmap eφ1 = f +λ1d+d ′λ1 that is homo-
topic to an sDGLA morphism f by the cochain homotopy λ1 is rarely an Lie algebra
homomorphism but instead is only a homeomorphism up to homotopy; a tedious
computation shows that
eφ1 ℓ2(x ,y )− ℓ′2  eφ1(x ), eφ1(y )= d ′ eφ2(x ,y )− eφ2(dx ,y )− (−1)|x | eφ2(x ,dy ), (4.8)
where eφ2 is a linear map from S2V to V of degree 0 defined on elements x ,y ∈V aseφ2(x ,y ) =λ1 ℓ2(x ,y )+ ℓ′2 λ1(x ), f (y )+(−1)|x |ℓ′2  f (x ),λ1(y )
+
1
2
ℓ′2
 
λ1(x ), ( eφ1− f )(y )+ 1
2
(−1)|x |ℓ′2
 
( eφ1− f )(x ),λ1(y ).
One can iterate further, beginning by applying the Jacobi-identities to Eq. (4.8), to
obtain an infinite sequence eφ = eφ1, eφ2, eφ3, . . . , where eφn : SnV → V ′ is a linear map
of degree 0 and the maps eφ satisfy an infinite sequence of relations. This leads to
the notion of s L∞-morphisms, which have a well-defined notion of homotopy. Once
this framework has been built, the sDGLA morphism f itself can be regarded as an
s L∞-morphism φ = φ1,0,0,0, . . . with φ1 = f . In this context, the s L∞-morphism f
will not be s L∞-homotopic to φ1 but rather to the sequence eφ by an s L∞-homotopy
λ=λ1,λ2,λ3, . . .
Eventually one also arrives at the notion of s L∞-algebras as a natural generalization
of sDGLAs. Then s L∞-morphisms and the corresponding homotopies lead naturally
to a category and homotopy category of s L∞-algebras.
Before we leave this cultural background, we also recall the notions of a differential
graded algebra and differential graded commutative algebra.
Definition 4.5. A differential graded algebra (DGA) is a triple (A,d , ·), where the pair
(A,d ) is a cochain complex and the pair (A, ·) is a graded vector space equipped with a
degree zero linear map fromA⊗A→A defined by x ⊗ y 7→ x ·y that is associative, i.e.,
x1 · (x2 ·x3) = (x1 ·x2) ·x3 such that d (x · y ) = dx · y +(−1)|x |x · y .
Remark 4.5. Let (A,d , ·) be a DGA. The super-commutator [ , ] of the associative mul-
tiplication is defined by [x ,y ] := x · y − (−1)|x ||y |y · x for all x ,y ∈ A. Then the trio
(A,d , [ , ]) is a DGLA. ♮
Definition 4.6. A differential graded commutative algebra (CDGA) is a DGA (A,d , ·)
such that the super-commutator [ , ] vanishes identically.
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4.3.1. The category of unital s L∞-algebras
Definition 4.7 (Unital s L∞-Algebras). Let V be a pointed graded vector space. The
structureof aunital s L∞-algebra onV , denoted (V,ℓ

, consistsof a family ℓ= ℓ1,ℓ2,ℓ3, · · ·
of linear maps ℓn :SnV →V of degree 1 such that, for all n ≥ 1,
1. for x1, . . . ,xn ∈V ,∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )ℓ|π|
 
xB1 , · · · ,xBi−1 ,ℓ(xBi ),xBi+1 , . . . ,xB |π|

= 0,
where ε(π, i ) = ε(π)(−1)|xB1 |+···+|xBi−1 |, and
2. ℓn
 
x1, . . . ,xn−1,1V

= 0 for all x1, . . . ,xn−1 ∈V .
Note that the condition |Bi |= n − |π|+ 1 in the summation implies that all the sets B j
are singletons for j 6= i .
Remark 4.6. Use the notation d for ℓ1. Here are the first few relations:
- For n = 1, we have d 2 = d1V = 0. Hence (V,1V ,d ) is a pointed cochain complex.
- For n = 2, we have d ℓ2
 
x1,x2

+ ℓ2
 
dx1,x2

+(−1)|x1|ℓ2
 
x1,dx2

= 0 so d is a deriva-
tion of ℓ2.
- For n = 3,
d ℓ3(x1,x2,x3)+ ℓ3
 
dx1,x2,x3

+(−1)|x1|ℓ3
 
x1,dx2,x3

+(−1)|x1|+|x2|ℓ3
 
x1,x2,dx3

=−ℓ2
 
ℓ2(x1,x2),x3
− (−1)|x1|ℓ2 x1,ℓ2(x2,x3)− (−1)(|x1 |+1)|x2|ℓ2 x2,ℓ2(x1,x3).
Note that the vanishing condition of the right hand side in the final equation above
is the graded Jacobi identity for ℓ2. Hence ℓ2 may fails to satisfy the graded Jacobi
identity—the failure of ℓ2 being a graded Lie bracket is measured by the homotopy ℓ3.
♮
Definition 4.8 (Unital s L∞-morphisms).Amorphismφ betweenunital s L∞-algebras 
V,1V ,ℓ

and
 
V ′,1V ′ ,ℓ
′ is a familyφ =φ1,φ2,φ3, · · · such that, for all n ≥ 1,
1. φn :SnV →V ′ is a linear map of degree 0;
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2. for every tuple of elements x1, . . . ,xn ∈V ,∑
π∈P(n )
ε(π)ℓ′|π|

φ
 
xB1

, · · · ,φ xB |π|
=
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )φ|π|

xB1 , · · · ,xBi−1 ,ℓ(xBi ),xBi+1 , . . . ,xB |π|

,
and
3. φ1(1V ) = 1V ′ ,φk
 
x1, . . . ,xk−1,1V

= 0 for all k ≥ 2 and all x1, . . . ,xk−1 ∈V .
Remark 4.7. Set ℓ1 = d and ℓ′1 = d
′.
• For n = 1, we have φ1d = d ′φ1 and φ1(1V ) = 1V ′ so that φ1 is a pointed cochain
map from (V,1V ,d ) to (V ′,1V ′ ,d ′).
• For n = 2, we have
φ1
 
ℓ2(x1,x2)
− ℓ′2 φ1(x1),φ1(x2)
=d ′φ2(x1,x2)
−φ2 dx1,x2− (−1)|x1|φ2 x1,dx2,
so thatφ1 is an algebra homomorphism up to the homotopy φ2.
♮
Definition 4.9 (Lemma). Unital s L∞-algebras form a category with composition of
morphismsφ : (V,ℓ)→ (V ′,ℓ′) andφ′ : (V ′,ℓ′)→ (V ′′,ℓ′′) given by
φ′ •φ

n
 
x1, . . . ,xn

:=
∑
π∈P(n )
ε(π)φ′|π|

φ
 
xB1

, . . . ,φ
 
xB |π|

.
Proof. Exercise. ⊓⊔
Remark 4.8. The explicit formulas for

φ′ •φ

n
for n = 1,2,3 are
φ′ •φ

1
(x ) =φ′1
 
φ1(x )

,
φ′ •φ

2
(x ,y ) =φ′1
 
φ2(x ,y )

+φ′2
 
φ1(x ),φ1(y )

,
φ′ •φ

3
(x ,y ,z ) =φ′1
 
φ3(x ,y ,z )

+φ′2
 
φ1(x ),φ2(y ,z )

+φ′2
 
φ2(x ,y ),φ1(z )

+(−1)|x ||y |φ′2
 
φ1(y ),φ2(x ,z )

+φ′3
 
φ1(x ),φ1(y ),φ1(z )

.
♮
Wedenote byUsL∞ the category of unital s L∞-algebras whose objects are unital s L∞-
algebras and whose morphisms are unital s L∞-morphisms. Forgetting the unit and
unit conditions, we have sL∞, the category of s L∞-algebras and s L∞-morphisms.
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4.3.2. The homotopy category of unital s L∞-algebras. We now turn to homotopies
between unital s L∞-morphisms. Let (V,1V ,ℓ) and (V ′,1V ′ ,ℓ
′) be unital s L∞-algebras.
Recall a pointed cochain homotopy is an arbitrary linear map from V to V ′ of degree
−1 such that s (1V ) = 0.
Definition 4.10. A (time-independent)unital s L∞-homotopy between two s L∞-algebras
V and V ′ is an infinite sequence λ = λ1,λ2, · · · , where λn is a linear map from SnV to
V ′ of degree−1 satisfying
λn (x1, . . . ,xn−1,1V ) = 0,
for all x1, . . . ,xn−1 ∈V .
In the category of cochain complexes, a chain map and a chain homotopy uniquely
determine another chain map. This leads to an equivalence relation that respects
composition ofmorphisms. The following definition parallels the situation in cochain
complexes using s L∞-morphisms and homotopies, with some modification to the
uniqueness statement.
Definition 4.11 (Lemma).Let η(τ) be an one-parameter family of unital s L∞-homotopies
between V and V ′ with polynomial dependence in the parameter τ ∈ [0,1]. Let φ be a
sequence of maps φ1,φ2, · · · , whereφn :SnV →V ′ is of degree 0.
Consider the following recursively defined system of homotopy flow equations gener-
ated by η(τ).
Φ˙n
 
x1, . . . ,xn

=d ′ηn (x1, . . . ,xn )
+
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )η|π|

xB1 , · · · ,xBi−1 ,ℓ(xBi ),xBi+1 , . . . ,xB |π|

+
∑
π∈P(n )
|π|6=1
|π|∑
i=1
ε(π, i )ℓ′|π|

Φ
 
xB1

, · · · ,Φ xBi−1,η xBi ,Φ xBi+1, . . . ,Φ xB |π|
Here Φ(τ) = Φ1(τ),Φ2(τ), · · · , where Φn (τ) is a one-parameter family of linearmaps from
SnV to V ′ of degree 0,
Then the homotopy flow equations have a unique solution Φ such that Φ(0) =φ. If φ is
a unital s L∞-morphism, then the unique solution Φ is a smooth family of unital s L∞-
morphisms.
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We say eφ := Φ(1) is homotopic to or has the same s L∞-homotopy type asφ. We denote
this by φ ∼∞ eφ.
We can extract a time-independent unital s L∞-homotopy λ = λ1,λ2,λ3, . . . from η by
setting λn =
∫ 1
0
ηndτ.
Proof. Consider the homotopy flow equation for n = 1:
Φ˙1 = d
′η1+η1d ,
whose right hand side is a polynomial in τ. It follows that Φ1 has the unique polyno-
mial solution:
Φ(τ)1 =φ1+d
′ξ1+ξ1d where ξ1 =
∫ τ
0
η(u )1du .
In general
d
dτ
Φn depends on η and Φk for 1≤ k ≤ n −1. Fix n > 1 and assume that Φk
has a unique solution, polynomial in τ, for all 1 ≤ k ≤ n − 1. Then it is clear that Φn
has a unique solution:
Φ(τ)n =φn +
∫ τ
0
Φ˙n (u )du ,
which is a polynomial inτ. Hence, by induction,Φ is determineduniquely by the given
initial conditions φ and η.
Next, consider the sequence Ξ = Ξ1,Ξ2, · · · of degree 1 linear maps Ξn : SnV → V ′
defined as
Ξn (x1, · · · ,xn ) :=
∑
π∈P(n )
ε(π)ℓ′|π|

Φ
 
xB1

, · · · ,Φ xB |π|
−
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )Φ|π|

xB1 , · · · ,xBi−1 ,ℓ(xBi ),xBi+1 , · · · ,xB |π|

.
(4.9)
Note that Ξ measures the failure of the family Φ to be an s L∞-morphism. Hence Ξ is
a polynomial family parametrized by τ ∈ [0,1]with the initial condition Ξn

τ=0
= 0 for
all n ≥ 1 if φ = Φn

τ=0
is an s L∞-morphism. We would like to show that in this case
Ξn = 0 for all n ≥ 1.
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By applying d
dτ
to Eq. (4.9), we have, for all n ≥ 1,
Ξ˙n
 
x1, · · · ,xn

=
∑
π∈P(n )
|π|∑
i=1
ε(π)ℓ′|π|

Φ
 
xB1

, · · · ,Φ xBi−1, Φ˙ xBi ,Φ xBi+1, · · · ,Φ xB |π|
−
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )Φ˙|π|

xB1 , · · · ,xBi−1 ,ℓ(xBi ),xBi+1 , · · · ,xB |π|

,
For n = 1, we have Ξ˙1 = K ′Φ˙1+ Φ˙1K . From the homotopy flow equation Φ˙1 = K ′η1+
η1K , we obtain that Ξ˙1 = 0. Hence Ξ1 = 0 due to the initial condition that Ξ1

τ=0
= 0.
For n ≥ 2, after replacing Φ˙ xBi  using the homotopy flow equation, we have
Ξ˙n
 
x1, · · · ,xn

=−
∑
π∈P(n )
|π|∑
i<j
ε(π, i )ℓ′|π|

Φ
 
xB1

, · · · ,Ξ xBi , · · · ,η xB j , · · · ,Φ xB |π|
+
∑
π∈P(n )
|π|∑
i<j
ε(π, i )ℓ′|π|

Φ
 
xB1

, · · · ,η xBi , · · · ,Ξ xB j , · · · ,Φ xB |π| .
Fix n > 2 and assume that Ξk = 0 for all 1 ≤ k ≤ n − 1. Note that Ξ˙n in the above
equation depends only on Ξ1, · · · ,Ξn−1 among themembers of the familyΞ. It follows
that Ξ˙n = 0, which implies that Ξn = 0 since Ξn

τ=0
= 0. Therefore Φ is a polynomial
family of s L∞-morphisms parametrized by τ ∈ [0,1].
Finally, we turn to the unit. Let xn = 1V . Then the homotopy flow equation, for all
n ≥ 1, reduces to
Φ˙n
 
x1, · · · ,xn

=
∑
π∈P(n )
|π|6=1
|π|−1∑
i=1
ε(π, i )ℓ′|π|

Φ
 
xB1

, · · · ,Φ xBi−1,η xBi ,Φ xBi+1, · · · ,Φ xB |π|
Assume Φ(0) =φ, whereφ1(1V ) = 1V ′ andφn
 
x1, · · · ,xn−1,1V

= 0 for all n ≥ 2. Wewill
show that Φ(τ) has the same properties.
For n = 1, we have Φ˙1
 
1V

= 0. Hence Φ1
 
1V

= φ1
 
1V

= 1V ′ . Now assume that
Φk
 
x1, · · · ,xk−1,1V

= 0 for all 1≤ k ≤ n for somen > 1. Thenwehave Φ˙n+1
 
x1, · · · ,xn ,1V

=
0, which implies that
Φn+1
 
x1, · · · ,xn ,1V

=φn+1
 
x1, · · · ,xn ,1V

= 0.
⊓⊔
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It can be checked that ∼∞ is an equivalence relation. Forgetting the unit and unit
conditions, we have the definition of the s L∞-homotopy of s L∞-morphisms.
Remark 4.9. Assume that we have an s L∞-morphismφ from (V,ℓ) to (V ′,ℓ′) such that
φ =φ1,0,0,0, . . . Further assume that the cochain mapφ1 : (V,d )→ (V ′,d ′) is cochain
homotopic to zero, that is, φ1 = d ′ς+ ςd for a linear map ς : V → V ′ of degree −1.
This situation arises frequently. A natural question is whether the s L∞-morphismφ =
φ1,0,0,0, . . . is homotopic to the zero s L∞-morphism? The answer in general is no.
Consider the special case where the structure on V ′ is the zero structure. Then an
s L∞-morphism of the special type is equivalent to a chain map φ1 which is chain
homotopic to the zeromap and annihilates ℓk for all k . Given a sequence of degree−1
maps η= η1,η2, . . . , where ηk :SkV →V ′, the differential equations for the homotopy
generated by η begin with:
Φ˙1(v1) =η1dv1,
Φ˙2(v1,v2) =η2(dv1,v2)+ (−1)|v1 |η2(v1,dv2)+η1ℓ2(v1,v2), . . .
Consider the three dimensional s L∞-algebra A spanned by a and b in degree 0 and
c in degree 1 with da = ℓ2(b ,b ) = c and all other structure 0. Then there is an s L∞-
morphism from A to | of the form φ1,0,0,0, . . . where φ1(a ) = 1 and φ1(b ) = 0. The
map φ1 is clearly chain homotopic to the zero map. Note that Φ˙2(b ,b ) = η1ℓ2(b ,b ) =
η1da = Φ˙1(a ). This implies that
(Φ2(1)−Φ2(0))(b ,b ) = (Φ1(1)−Φ1(0))(a ).
In order for Φ to be a homotopy between φ1,0,0, . . . and the zero morphism, the left
hand side of this must be 0 while the right hand side must be−1.
The homotopy category hoUsL∞ of unital s L∞-algebras can be defined to have the
same objects as the the category UsL∞ and to have its morphisms be the homo-
topy types of unital s L∞-morphisms, provided that composition of homotopy types
of morphisms is well-defined.
Consider the following diagram in the categoryUsL∞:
VL∞
ϕ
++
eϕ 33 V
′
L∞
ϕ′
++
eϕ ′ 33 V
′′
L∞ ,
32 Jae-Suk Park
where eϕ is homotopic to ϕ and eϕ ′ is homotopic to ϕ′. From the assumptions, there
are solutions Φ(τ) and Φ′(τ) to the homotopy flow equation generated by some poly-
nomial family η(τ) and η′(τ) of unital s L∞-homotopies, respectively, such that(
Φ(0) =ϕ,
Φ(1) = eϕ,
(
Φ′(0) =ϕ′,
Φ′(1) = eϕ ′.
Lemma 4.1. Suppose as above thatΦ(τ) andΦ′(τ) are time-dependent s L∞-homotopies
such that the τ = 0 evaluation of each one is an s L∞-morphism. Define Φ′′(τ) to be
Φ′(τ) •Φ(τ). Then Φ′′(τ) satisfies the homotopy flow equations generated by the polyno-
mial family η′′(τ) = η′′1 (τ),η
′′
2 (τ), . . . of unital s L∞-homotopies, where
η′′n
 
v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)η′|π|

Φ(vB1 ), . . . ,Φ(vB |π| )

+
∑
π∈P(n )
|π|∑
i=1
ε(π, i )Φ′|π|

Φ
 
vB1

, · · · ,Φ vBi−1,η(vBi ),Φ vBi+1, . . . ,Φ vB |π| .
The proof is similar to those above and is left to the reader.
Note that Φ′′(τ) is a polynomial family of unital s L∞-morphisms from VL∞ to V
′′
L∞ such
that (
Φ′′(0) =ϕ′ •ϕ,
Φ′′(1) = eϕ ′ • eϕ.
Hence, from Lemma 4.1, we conclude that
Lemma 4.2. If eϕ is homotopic toϕ and eϕ ′ is homotopic toϕ′, then eϕ ′ • eϕ is homotopic
toϕ′ •ϕ as unital s L∞-morphisms from VL∞ to V ′′L∞ .
It follows that we have well-defined composition •h of morphisms in the homotopy
category hoUsL∞: h
ϕ′
i
∞
•h
h
ϕ
i
∞
:=
h
ϕ′ •ϕ
i
∞
,
and the associativity of • implies that of •h .
Definition 4.12. The homotopy category hoUsL∞ of unital s L∞-algebras has the same
objects as the the category UsL∞, and its morphisms are the homotopy types of unital
s L∞-morphisms with the composition operation •h .
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Forgetting the unit and unit conditions, we have the homotopy category hosL∞ of
s L∞-algebras. Finally we can identify the structure of an L∞-algebra on V as an s L∞-
structure on V [−1]. It is clear that morphisms and homotopies of L∞-algebras can be
defined in a similar fashion.
4.3.3. Maurer–Cartan topics Let
 
L,ℓ

be an s L∞-algebra. The Maurer–Cartan (MC)
equation of the s L∞-algebra is
dγ+
∞∑
n=2
1
n !
ℓn
 
γ, . . . ,γ

= 0
where d = ℓ1 and γ ∈ L0. Let γ ∈ L0 be a solution to the MC equation. Then, it is a
standard fact that
dγ := d + ℓ2
 
γ,

+
∑
n=3
1
(n − 1)!ℓn
 
γ, . . . ,γ,

: L•→ L•+1
satisfies d 2γ = 0. If one defines the family ℓγ = dγ,

ℓγ

2
, · · · such that, for all n ≥ 1 and
x1, . . . ,xn ∈ L,

ℓγ

n
 
x1, . . . ,xn ) := ℓn
 
x1, . . . ,xn )+
∞∑
k=1
1
k !
ℓn+k
 
γ, . . . ,γ,x1, . . . ,xn ),
then
 
L,ℓγ

is also an s L∞-algebra.
The deformation functor attached to s L∞-algebra: Recall that a Lie algebra can be
tensored with a commutative and associative algebra to obtain a (current) Lie alge-
bra. Similarly an s L∞-algebra and a graded super commutative and associate alge-
bra can be combined into another s L∞-algebra by tensor product. Let (L,ℓ) be an
s L∞-algebra. Let (a, ·) be a graded Artin local algebra with maximal ideal m so that
a≃ | ·1a⊕m. Consider
 
m⊗ L,ℓwhere
ℓn (α1⊗x1, · · · ,αn ⊗xn ) =α1 ∧ · · · ∧αn ⊗ ℓn (x1, . . . ,xn ) (−1)
∑n
k=1 |αk |(1+|x1 |+···+|xk−1 |).
Then it is easy to check that
 
m⊗ L,ℓ is a nilpotent s L∞-algebra. LetMCL(m) denote
the set of solutions to the corresponding MC equation;
MCL(m) =
(
γ ∈ (m⊗ L)0
dγ+ ∞∑
n=2
1
n !
ℓn (γ, . . . ,γ) = 0
)
.
Then the follow lemma can be checked.
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Lemma 4.3. Let γ ∈MCL(m). For any λ ∈ (m⊗ L)0, let Γ (τ) be a polynomial family of
elements of (m⊗ L)0 parametrized by τ ∈ [0,1] satisfying the following homotopy flow
equation:
Γ˙ = dλ+
∞∑
n=2
1
(n − 1)!ℓn
 
Γ , . . . ,Γ ,λ

,
with initial condition Γ (0) = γ. Then Γ (τ) is a uniquely defined family of elements of
MCL(m).
The proof is by Artinian induction.
Let eγ = Γ (1). We say eγ := Γ (1) is gauge equivalent to γ by the gauge symmetry gener-
ated by λ. It can be checked that gauge equivalence is an equivalence relation. Define
a set
DefL(m) :=MC (m)

gauge equivalence.
Then it can be checked that DefL defines a (deformation) functor from the category
Art of graded Artin local algebras to the category Set of sets.
MC solutions and s L∞-morphisms: Consider an s L∞-algebra
 
V,ν

such that V is fi-
nite dimensional in each degree. Let V ∗ be the dual graded vector space. Then the
linear map νn : SnV → V of degree 1, n ≥ 1, dualizes to a linear map δn : V ∗ → SnV ∗
of degree 1 which has a unique extension to a linear map S(V ∗)→ S(V ∗) as a deriva-
tion of the free super-commutative and associative product ∧ on S(V ∗). We will also
use the notation δn for this extension. If, for example, we fix a basis {eα}α∈J of V , the
s L∞-structure ν is characterized by structure constants such that, n ≥ 1,
νn
 
eα1 , . . . ,eαn

=
∑
ρ
fα1 ···αn
ρeρ .
Let {t α}α∈J be the dual basis, |eα|+|t α|= 0, and let |[[t α]]α∈J be the supercommutative
formal power series ring (meaning the variables t α are subject to the relations t α1 t α2 =
(−1)|t α1 ||t α2 |t α2 t α1). Then |[[t α]]≃ |⊕ bS(V ∗). Let
δn =
1
n !
∑
α1,...,αn ,ρ
(−1)|α1 |+···+|αn |t αn · · · t α1 fα1 ···αnρ
∂
∂ t ρ
and δ := δ1+δ2+ · · · , which is a derivation of degree 1 on the free symmetric algebra
S(V ∗). Then ν being an s L∞-structure on V implies that δ2 = 0;
δ21 = 0, δ1δ2+δ2δ1 = 0, δ
2
2+δ1δ3+δ3δ1 = 0, · · ·
The converse can be checked easily so that an s L∞-structure on V is equivalent to a
CDGA
 
S(V ∗),δ,∧.
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Let
 
W,ℓ

be another s L∞-algebra.We consider the tensor product bS(V ∗)⊗W , which is
a graded vector space with the natural grading that is additive for the tensor product.
Both the derivation δ and the s L∞-operations ℓ have natural extensions to act onbS(V ∗)⊗W via
δ
 
α⊗x= δa⊗x ,
ℓn (α1⊗w1, . . . ,αn⊗wn ) =α1∧· · ·∧αn⊗ℓn (w1, . . . ,wn ) (−1)
∑n
k=1 |αk |(1+|w1|+···+|wk−1 |),
where α1, . . . ,αn and w1, . . . ,wn are elements in bS(V ∗) and W , respectively. Consider
the family of operations ℓ` = ℓ`1, ℓ`2, . . . , where ℓ`1 = ℓ1−δ and ℓ`n = ℓn for all n ≥ 2. It is
trivial to show that ℓ` gives
bS(V ∗)b⊗W  the structure of an s L∞-algebra. We shall use
the notation that d = ℓ1 and d` = ℓ`1.
Let φ = φ1,φ2, · · · be an s L∞-morphism from (V,ν ) to (W,ℓ). Let φ = φ1 +φ2 + · · · ,
where
φn =
1
n !
∑
α1,...,αn
t αn · · · t α1φn (eα1 , . . . ,eαn ).
Then, it is easy to check thatφ is in
 bS(V ∗)b⊗W 0 and satisfies
dφ+
∞∑
n=2
1
n !
ℓn
 
φ, . . . ,φ

= δφ. (4.10)
The element φ is sometimes called a twisting cochain.
Let eφ = eφ1, eφ2, eφ3, · · · be homotopic toφ, using the one-parameter family time-independent
s L∞-homotopies η(τ) = η1(τ),η2(τ),η3(τ), . . . . Recall that ηn (τ), n ≥ 1, is a family of
linear maps from Sn (H ) to V of degree −1 so that
ηn :=
1
n !
∑
α1,...,αn
(−1)|t α1 |+···+|t αn |t αn · · · t α1ηn (eα1 , . . . ,eαn )
is an element in (bSn (V ∗)b⊗W )−1. Letη=η1+η2+η3+· · · ∈  bS(V ∗)b⊗W −1. Then, byDef-
inition/Lemma 4.11 and our notation, there is a smooth family Φ(τ), parametrized by
τ ∈ [0,1], of elements in  bS(H ∗)⊗ˆV 0 uniquely defined by the following homotopy flow
equation
Φ˙(τ) = dη+
∞∑
n=2
1
(n − 1)!ℓn
 
Φ(τ), . . . ,Φ(τ),η
−δη (4.11)
such thatΦ(0) =φ,Φ(1) = eφ and dΦ+
∑∞
n=2
1
n !
ℓn
 
Φ, . . . ,Φ

=δΦ. Equivalently,φ solves
theMaurer–Cartan equation of the s L∞-algebra
 bS(V ∗)b⊗W, ℓ` and eφ is gauge equiva-
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lent toφ, since Eq. (4.10) and Eq. (4.11) can be rewritten as
d`φ+
∞∑
n=1
1
n !
ℓ`n
 
φ, . . . ,φ

= 0,
Φ˙(τ) = d`η+
∞∑
n=2
1
(n − 1)! ℓ`n
 
Φ(τ), . . . ,Φ(τ),η

.
4.3.4. Minimal and Formal s L∞-algebras. The following well-known definitions and
theorem have a long history in algebraic topology. One reasonable early reference is
to the rational homotopy theory of Sullivan [21].
Definition 4.13 (Minimal s L∞-algebras). An s L∞-algebra (V,ν ) is called minimal if
ν1 = 0.
Assume that (V,ν ) is minimal and dualizable to the CDGA
 
S(V ∗),δ,∧. It follows that
δ= δ2+δ3+ · · · and such a CDGA was called minimal in [21].
Definition 4.14 (Formal s L∞-algebras). An s L∞-algebra (W,ℓ) is called formal if it is
quasi-isomorphic to a graded sLie algebra.
Assume that (V,ν = ν2) is a graded sLie algebra which is dual to the CDGA
 
S(V ∗),δ =
δ2,∧

. Recall that any s L∞-morphism φ = φ1,φ2,φ3, . . . from (V,ν2) to (W ,ℓ) corre-
spond to a solution φ to the MC equation
dφ+
∞∑
n=1
1
n !
ℓn
 
φ, . . . ,φ

=δ2φ⇔

dφ1 = 0,
dφ2+
1
2
ℓ2
 
φ1,φ1

= δ2φ1,
... ,
where d = ℓ1.
Let H denote the cohomology of the underlying cochain complex (W ,d ). It follows
that φ1, which is a cochain map from (V,0) to (W ,d ), induces a linear map H (φ1)
from the vector space V to the vector space H .
The map H (φ1) can be more or less explicitly constructed as follows: There always
exists a cochain quasi-isomorphism f : (H ,0) → (W,d ), which induces the identity
map IH on H , constructed by linearly choosing representatives of each cohomology
class. Note that d f = 0 and that for x ∈ H , the cohomology class of f (x ) ∈ W is x
by definition. Such a map is unique only up to cochain homotopy. Then there is a
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homotopy inverse h :W →H to f such that
h ◦ f = IH ,
f ◦h = IW +dβ +βd ,
for some cochain homotopy β fromW toW . ThenH (φ1) = h ◦φ1 :V →H .
Now assume there is an s L∞-quasi-isomorphismφ from the graded sLie algebra (V,ν =
ν2) to (W,ℓ). Then h ◦φ1 is an isomorphism so that V is isomorphic to H as a graded
vector space. Furthermore, the bracket ℓH2 gives H the structure of a graded sLie alge-
bra that is isomorphic to (V,ν2). It then follows that (H ,ℓH2 )must be quasi-isomorphic
to (W,ℓ) as an s L∞-algebra via φ • (h ◦φ1)−1.
In general, it is easy to see that the cohomology H of the s L∞-algebra (W,ℓ) has the
uniquely induced structure ℓH2 of a graded sLie algebra since d is a derivation of ℓ2.
Define L2 :S2H →W as L2(x1,x2) = ℓ2
 
f (x1), f (x2)

. Then
ℓH2 := h ◦ L2 :S2H →H
is independent of the choice of f . It follows that
f ◦ ℓH2 (x1,x2) = f ◦h ◦ L2(x1,x2) = ℓ2(f (x1), f (x2))+d (β ◦ L2)(x1,x2) (4.12)
so that f is an sLie-algebra homomorphism up to the homotopyφH2 :=β ◦L2 :S2H→
W . The above equation together with the Jacobi-identity of ℓ2 up to homotopy ℓ3 im-
plies that
f

ℓH2
 
ℓH2 (x1,x2),x3

+(−1)|x1|ℓH2
 
x1,ℓ
H
2 (x2,x3)

+(−1)(|x1|+1)|x2|ℓH2
 
x2,ℓ
H
2 (x1,x3)

=−d L3(x1,x2,x3),
(4.13)
where L3 is a certain linear map from S3H toW of degree −1 which is given explicitly
in the proof of Lemma 4.4.
Applying h to Eq. (4.13) together with the identities h ◦ f = IH and hd = 0, we have the
Jacobi identity for ℓH2
ℓH2
 
ℓH2 (x1,x2),x3

+(−1)|x1 |ℓH2
 
x1,ℓ
H
2 (x2,x3)

+(−1)(|x1|+1)|x2|ℓH2
 
x2,ℓ
H
2 (x1,x3) = 0. (4.14)
Hence (H ,ℓH2 ) is always a graded sLie algebra. This, however, does not imply that (W,ℓ)
is formal.
From Eq. (4.14), the relation Eq. (4.13) implies that d L3 = 0. We hence can have a
non-zero map ℓH3 :S
3H→H of degree 1 defined by ℓH3 := h ◦ L3, which implies that
f ◦ ℓH3 (x1,x2,x3) = ℓ3(f (x1), f (x2), f (x3))+d (β ◦ L3)(x1,x2,x3).
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Once we define φH3 = β ◦ L3, we notice that 0,ℓH2 ,ℓH3 constitute the leading parts of
a minimal s L∞-structure from H and φH1 = f ,φ
H
2 ,φ
H
3 constitute the leading parts of
an s L∞-quasi-isomorphism from this minimal s L∞-algebra to (W,ℓ); this is stated in
Lemma 4.4. It follows that formality breaks down if there is an ℓH3 which cannot be
made 0 by an s L∞-isomorphism. So a non-trivial ℓH3 (in this sense) is the first obstruc-
tion to formality of (W,ℓ).
Lemma 4.4. On the cohomology H of an s L∞-algebra (V,ℓ), there is the structure of a
minimal s L∞-algebra
 
H ,ℓH = 0,ℓH2 ,ℓ
H
3 , · · ·

togetherwith an s L∞-quasi-isomorphism
φ to V (which induces the identity on cohomology).
Proof. Assume that we have constructed ℓH
(n ) = 0,ℓ
H
2 , · · · ,ℓHn andφH(n ) =φH1 , · · · ,φHn sat-
isfying the first n relations to be an s L∞-algebra and morphism. For the base case we
let φH1 = f . Now define the linear map Ln+1 :S
n+1H → C of degree 1 as
Ln+1
 
x1, . . . ,xn+1

=
∑
π∈P(n+1)
|π|6=1
ε(π)ℓ|π|

φH
 
xB1

, · · · ,φH xB |π|
−
∑
π∈P(n+1)
|Bi |=n−|π|+2
|π|6=1
ε(π, i )φH|π|

xB1 , . . . ,xBi−1 ,ℓ
H xBi ,xBi+1 , · · · ,xB |π|.
Define ℓHn+1 := h◦Ln+1 andφHn+1 :=β ◦Ln+1. Then one can show the following identity
(the details are an exercise left to the reader):
d Ln+1
 
x1, . . . ,xn+1

=−
∑
π∈P(n+1)
|Bi |=n−|π|+2
ε(π, i )f

ℓH|π|

xB1 , . . . ,xBi−1 ,ℓ
H  xBi ,xBi+1 , · · · ,xB |π| . (4.15)
Applying the map h : C→H to the above, we have
0=
∑
π∈P(n+1)
|Bi |=n−|π|+2
ε(π, i )ℓH|π|

xB1 , . . . ,xBi−1 ,ℓ
H  xBi ,xBi+1 , · · · ,xB |π|, (4.16)
which implies that ℓH
(n+1) = 0,ℓ
H
2 , · · · ,ℓHn+1 satisfy the first (n+1) relations to be an s L∞-
algebra. Next note that by definition,
Ln+1+dφ
H
n+1 =φ
H
1 ◦ ℓHn+1, (4.17)
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which is equivalent to the following;∑
π∈P(n+1)
ε(π)ℓ|π|

φH
 
xB1

, · · · ,φH xB |π|
=
∑
π∈P(n+1)
|Bi |=n−|π|+2
ε(π, i )φH|π|

xB1 , . . . ,xBi−1 ,ℓ
H  xBi ,xBi+1 , · · · ,xB |π|.
HenceφHn+1 =φ
H
1 ,φ
H
2 , · · · ,φHn satisfies thefirst (n+1) relations to be an s L∞-morphism.
⊓⊔
Remark 4.10. Many sources make the equivalent choice to define Ln without the sec-
ond summand; in general the two definitions for Ln yield different formulas begin-
ning with ℓ3 andφ3. However, the overall transfered structures ℓ
H obtained using the
two choices of formula are isomorphic. The situation is less clear for the morphism
φH ; see the following remark. Many sources make the additional assumptions that
β ◦ f = β ◦β = h ◦β = 0. Under these assumptions, the two choices for Ln yield the
same formulas.
Remark 4.11. The s L∞-structure ℓ
H is unique up to homotopy. Because ℓH1 = 0, this
implies that the structure is unique up to s L∞-isomorphism. However, there are two
points to note about this fact, both related to the fact that the automorphism group is
almost never trivial.
First, the structure constants of ℓH are not uniquely determined after ℓH2 because a
nontrivial automorphism can perturb them.
Second, the homotopy type of the s L∞-morphismφ
H is not determined uniquely. Let
us be more precise. The map φH2 := β ◦ L2 depends on β and f , but this dependence
can be absorbed by a suitably chosen s L∞-homotopy. This is not the type of non-
uniqueness we mean.
On the other hand, considerW with the zero s L∞-structure ℓ= 0. ThenH =W , again
with the zero s L∞-structure. Any sequence φ
H beginning with the identity map is
an s L∞-morphism which induces the identity on cohomology between H and W ;
however, two such s L∞-morphisms are s L∞-homotopic if and only if they are equal.
One can construct counterexamples in less degenerate situations as well. ♮
Remark 4.12. Lemma 4.4 is generally attributed to Kadeishvili [27], where the A∞-
version of it was proven. By that time, various versions of this lemma had already
appeared, if implicitly, in [21,22,26]. ♮.
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Remark 4.13. The definitions of the category and the homotopy category of unital
sA∞-algebras andassociatedMaurer–Cartan topics can beobtainedby replacing sym-
metric products with tensor products, classical partitionswith interval partitions, and
1/n ! with one everywhere in section 4.3. ♮.
Remark 4.14. The following is a philosophical remark. Amathematical model of phys-
ical phenomena may be deduced from a set of data, collected coherently and com-
pletely (in some sense), after a systematic process of removing redundancy such that
every possible ambiguity caused by the removal of redundancy is under control. This
process is clearly not unique, though the final outcome (“the law”) should be invari-
ant of the choices involved. Then, this infinite sequence of ambiguities may be orga-
nizable by introducing an infinite sequence of homotopies such that “the law” is an
invariant of the homotopy type. ♮
5. Infinitesimal symmetries of the expectation and their applications
By a symmetry of a classical algebraic probability space we mean a symmetry of the
expectation morphism ι. In general, the expectation morphism ι of a classical alge-
braic probability space ι : Ac l → | has a large kernel. As a result, this expectation
morphism has non-trivial symmetries. Exploiting the structure of these symmetries
leads to a natural enrichment of the notion of a classical algebraic probability space
to a (homotopy) probability space. Ideally, one would like to factorize the expecta-
tion ι through the quotient map from A to A/Ker ι. But this is not viable in practice
since constructing this quotient map is equivalent to computating the expectation
value of every random variable. Alternatively, one may work with a certain null-space
N ⊂Ker ι with amore controllable algebraic structure on it. In this approach, one fac-
torizes ι through a “bigger” quotient A/N , rather than A/Ker ι. One of the results of
this paper is amethod to determine the law of randomvariables up to finite ambiguity
in the case that the quotient space A/N is finite dimensional. Themajor technical and
conceptual difficulty to carry out this program is that in general, neither A/Ker ι nor
the more reasonable quotient Ag = A/N has a canonically defined algebraic struc-
ture induced from the algebra Ac l . This is because Ker ι is an ideal of A if and only
if the expectation morphism ι is an algebra homomorphism, meaning that there are
absolutely no correlations! We shall resolve these difficulties with a little help from∞-
homotopy theory after revising some of the basic notions in classical algebraic prob-
ability theory to rephrase the law of random variables as a homotopy invariant.
The choice of N will not be arbitrary and will be based on certain carefully chosen
kinds of symmetries of the expectation morphism. A particularly useful notion of
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symmetry for our purpose is that of an infinitesimal symmetry of the expectation. Let
LDiff|(A) denote the Lie algebra of linear algebraic differential operators on A. Then
an infinitesimal symmetry is defined as a Lie algebra representation ̺ : g→ LDiff|(A)
such that Im̺(g)∈Ker ι, that is, ι ̺(g )(x )= 0 for all g ∈ g and x ∈ A. Then the corre-
sponding null-space isN =̺(g)A so that A/N is the coinvariants Ag of the g-module
A. The presence of such an infinitesimal symmetry naturally leads to a generalization
of an classical algebraic probability space in cochain complexes. This generalization
will be the prototype of binary homotopy probability spaces, and will recover the de-
sired coinvariants as the degree 0 cohomology.
5.1. Symmetries of the expectation
Fix a classical algebraic probability space Ac l
ι // | .
Let End|(A) denote the space of all linear endomorphisms of A. This space has the
structure of a unital associative algebra via composition ◦ and the identity endomor-
phism IA . Denote by LEnd|(A) the same space viewed as a Lie algebra with the com-
mutator bracket [ , ]◦. Let Aut|(A) denote the space of all linear automorphisms of A—
the space of all invertible linear endomorphisms, which forms a group with composi-
tion ◦ as the binary operation and the identity map IA as its unit. We will consider the
left actions of End|(A) and Aut|(A) on A, which make it both a left LEnd|(A)-module
and a left Aut|(A)-module.
Recall that for G a group, the coinvariants VG of a left G -module V are defined to be
the quotient V /DV , where DV denotes the submodule of V generated by g .v − v ,
for all g ∈ G and v ∈ V . Let g be a Lie algebra. Then the coinvariants Vg of a left g-
module V are defined to be the quotient V /g.V , where g.V denotes the submodule of
V generated by g .v for g ∈ g and v ∈V .
The symmetry group of the expectation morphism ι, denoted by Aut|(ι), is defined to
be the space of all linear automorphisms of A fixing the expectation:
Aut|(ι) = {a∈Aut|(A)
ι ◦a= ι}.
The symmetry group is a subgroup of Aut|(A).
The symmetry algebra of the expectation morphism ι, denoted by End|(ι), is defined
to be the space of all linear endomorphisms ofA whose images are contained in Ker ι ∈
A:
End|(ι) := {ρ ∈ End|(A)
ι ◦ρ = 0}.
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The symmetry algebra is an associative algebra without unit. We denote by LEnd|(ι)
the commutator Lie algebra of the symmetry algebra, a subalgebra of LEnd|(A).
Consider e ∈ End|(A) defined as e(x ) = x − ι(x ) ·1A for all x ∈ A. Then e ∈ End|(ι) since
ι
 
e(x )

= ι(x )− ι(x ) · ι(1A ) = 0. In general,
ι
 n∏
j=1
e(x j )

=
0 n = 1,κn (x1, . . . ,xn ) n = 2,3.
Any element x ∈ A can be decomposed as
x = ι(x ) ·1A + e(x ),
which implies that x ∼ ι(x ) ·1A in the quotient ALEnd|(ι). It follows that ALEnd|(ι) ≃ |.
Now we turn to Aut|(ι). Let a ∈ Aut|(ker ι). Then a acts on the image of e. Moreover, e
restricts to the identity Iker ι on ker ι so ea= a for all a.
Now define ̺(a) ∈ End|(A) as
̺(a) = IA +(a− Iker ι)e.
This operator preserves ι. Now for a, a′ ∈Aut|(ker ι), since ea′ = a′, a quick calculation
shows that
̺(a) ◦̺(a′) =̺(a ◦a′).
Note also that ̺(Iker ι) = IA . Then ̺(a) ∈Aut|(ι) and we achieve the following.
Lemma 5.1. The map ̺ defined as above is a linear and faithful representation
̺ : Aut|(ker ι)→Aut|(A)
which satisfies ι ◦ Im̺ = ι.
Moreover
x = ι(x ) ·1A +ρ(−Iker ι)(y )− y y =−
x
2
∈ A,
which implies that x ∼ ι(x ) · 1A in the quotient AAut|(ι). It follows that AAut|(ι) ≃ |. We
thus have shown that both End|(ι) and Aut|(ι) are non-trivial and their coinvariant
modules are isomorphic to |.
In fact, we have shown more. If ker ι 6= 0, the element ρ(−Iker ι) generates a Z2 sub-
group of Aut|(ι), which we call the fundamental symmetry of the classical algebraic
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probability space A, and the coinvariant module even of this fundamental symmetry
subgroup is isomorphic to |.
On the other hand, it is extremely difficult to work with this representation since the
explicit construction of the automorphism ̺(−Iker ι) means that we must know the
expectation value ι(x ) of every element x ∈ A to calculate it, since ̺(−Iker ι)(x ) =
−x + 2ι(x ) · 1A . Nevertheless, we have learned an important lesson: the expectation
morphism of any classical algebraic probability space can be completely characterized
by its symmetry.
In practice, we shall deal with a specific subalgebra LDiff|(ι) of Lie algebra symme-
tries LEnd|(ι) which does not contain e and bypass the symmetry group Aut|(ι) of
our classical algebraic probability spaces. We work with the Lie algebra than with the
group because infinite-dimensional cases are easier to handle with Lie algebras.
5.2. Infinitesimal symmetries of classical algebraic probability spaces
Now we are ready to consider infinitesimal symmetries of a classical algebraic proba-
bility space Ac l
ι // | .
Consider an element ρ ∈ End|(A) as an operator acting on the left on the unital com-
mutative algebra A. Then define a family ℓρ = ℓρ1 ,ℓ
ρ
2 , · · · by
ℓ
ρ
j (x1, . . . ,x j ) :=
· · ·ρ,Lx1 ,Lx2 , · · ·  ,Lx j  (1A )
where Lx denotes the operator of left multiplication by x ∈ A. For example
ℓ
ρ
1 (x ) =ρ(x )−x ·ρ(1A ),
ℓ
ρ
2 (x ,y ) =ρ(x · y )−x ·ρ(y )− y ·ρ(x )+ y ·x ·ρ(1A ).
We say, following Grothendieck, that ρ is an algebraic differential operator of order
n if ℓ
ρ
n 6= 0 and ℓρn+1 = 0. In particular the condition ℓ
ρ
1 = 0 implies that ρ is right
multiplication by ρ(1A )∈ A.
The space Diff|(A) of all linear algebraic differential operators forms a subalgebra of
the associative algebra End|(A), and has the natural structure of a filtered algebra. Let
FnDiff|(A) denote the space of all elements with order less or equal to n ≥ 0. Then we
have a increasing filtration
F0Diff|(A)⊂ F1Diff|(A)⊂ F2Diff|(A)⊂ ·· ·
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which satisfies
Fj Diff|(A) ◦ Fk Diff|(A)⊂ Fj+k Diff|(A),
Fj Diff|(A),Fk Diff|(A)

◦ ⊂ Fj+k−1Diff|(A).
We denote by LDiff|(A) the Lie subalgebra
 
Diff|(A), [ , ]◦

of LEnd|(A) which inher-
its the structure of a filtered Lie algebra from the filtration F•Diff|(A). Note that the
distinguished endomorphism e is not an element of Diff|(A).
The infinitesimal symmetry algebraof the expectationmorphism ι, denoted byDiff|(ι),
is the space of all linear algebraic differential operators on A with image contained in
Ker ι ∈ A:
Diff|(ι) := {ρ ∈Diff|(A)
ι ◦ρ = 0},
The infinitesimal symmetry algebra is an associative algebrawithout unit via the com-
position product.Wedenote by LDiff|(ι) the associated commutator Lie algebra, which
is a subalgebra of LEnd|(ι).
Definition 5.1 (Infinitesimal symmetry). An infinitesimal symmetry of a classical al-
gebraic probability space Ac l
ι // | is a Lie algebra g equipped with a linear repre-
sentation̺ : g→ LDiff|(A) such that ι ◦ Im̺ = 0, i.e., Im̺ ⊂Diff|(ι).
Any linear representation ̺ : g → LDiff|(A) of a Lie algebra g such that ι ◦ Im̺ = 0
induces a Lie algebra homomorphism ˇ̺ : g→ LDiff|(ι).
Definition 5.2 (Faithful infinitesimal symmetry). An infinitesimal symmetry ̺ : g→
LDiff|(A) of the classical algebraic probability space Ac l
ι // | is called faithful if the
map ˇ̺ is injective.
We shall implicitly assume that all symmetries are faithful.
Assume that the classical algebraic probability space Ac l
ι // | has an infinitesimal
symmetry ̺ : g→ LDiff|(A). Then the expectation morphism ι induces a unique map
ιg from the coinvariants Ag = A/g.A of the g-module A to | such that the following
diagram commutes
A
ι //
q

|
Ag
ιg
??⑧⑧⑧⑧⑧⑧⑧⑧
.
Nowwe give four exampleswhich demonstrate the usefulness of considering infinites-
imal symmetries.
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Example 5.1. Set A = R[s ] with 1A = 1. Fix some σ ∈R+. Define the expectation mor-
phism ι :R[s ]→R forO ∈R[s ] as
ι
 
O

=
∫ +∞
−∞
O · e−
s 2
2σ2 ds
,∫ +∞
−∞
e
− s
2
2σ2 ds
The normalization ensures that ι(1A ) = 1. This expectation morphism corresponds to
the Gaussian distribution with zero mean and varianceσ2. Note that the linear map
ρ :=−σ2 d
d s
+ L s :R[s ]→R[s ],
is in the symmetry algebra of the expectation ι since, for allO ∈ A, we have
ι ◦ρ(O) = ι

−σ2dO
d s
+ s ·O

∝
∫ s=+∞
s=−∞
d

O · e−
s 2
2σ2

= 0.
Define g to be the Lie algebra R · e over R. Define the linear map ̺ : g→ DiffR(A) by
̺(e ) = ρ. Then we have an R-linear representation ̺ : R→ LDiffR(A) which satisfies
ι ◦ Im̺ = 0. From
ρ(1A ) =s ,
ρ(s n ) =−σ2ns n−1+ s n+1, n ≥ 1,
we have q
 
s 2k

= σ2k (2k − 1)!!q(1A ) and q
 
s 2k−1

= 0. Thus Ag = R · q(1A ). It follows
that
ι(s n ) =
0 n odd,σn · (n − 1)!! n even.
Hence “the law” is determined completely by a symmetry argument alone. ♮
Example 5.2. Consider the sameGaussian example. From the identity (2k−1)!!= (2k )!
2kk !
,
k ≥ 1, we obtain that
Z (t )s := ι

e t s

= e
1
2 t
2σ2 .
It follows that κ1(s ) = 0, κ2(s ,s ) = σ2 and κn (s , . . . ,s ) = 0 for all n ≥ 3. Note that Z (t )s
satisfies the following differential equation;
d 2
d t 2
−σ2 1+ t 2σ2Z (t )s = 0 where Z (0)s = 1.
This equation can also be determined directly by symmetry arguments alone.
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Define a family of C-linear maps ιt : A → R[[t ]] as ιt (O) := ι (e t s ·O) so that Z (t )s =
ιt (1A ). Then we have the one parameter family of representations ̺t : g→ LDiffR(A):
̺t (e ) :=ρt := e
−t sρe t s =−σ2 d
d s
+ L s−σ2t .
The family ρt satisfies ιt ◦ρt = 0, since
ιt ◦ρt (O) = ι

e t s · e−t sρe t s (O)

= ι

ρ

e t s ·O

= ι ◦ρ

e t s ·O

= 0.
From ρt (1) = s −σ2t and ρt (s ) =−σ2+ s 2−σ2t · s , we obtain that
s 2 =σ2(1+ t 2σ2) ·1A +ρt (tσ2+ s ).
From
d 2
d t 2
ιt (1A ) = ιt
 
s 2

and ιt ◦ρt = 0, it follows that
d 2
d t 2
ιt (1A ) =σ
2(1+ t 2σ2) · ιt (1A )
which is the desired differential equation forZ (t )s ≡ ιt (1A ). ♮
Example 5.3. Consider A := C[p ,s ], where s = s0,s1, . . . ,sn , which has the structure
Ac l = (A,1A , ·) of unital associative commutative C-algebra with unit 1A = 1. Let
S(p ,s ) = p ·G (s ),
whereG (s ) is a generic homogeneous polynomial of degreen+1. LetXG be the smooth
Calabi–Yau hypersurface of dimension n − 1 in CPn with homogeneous coordinates
s defined by G (s ). Pick a middle dimensional homology cycle γ in XG and define a
linear map ι : A→C as
ι(O) =
∫
T (γ)
∫ ∞
0
O · e−Sdp

Ω
,∫
T (γ)
∫ ∞
0
e−Sdp

Ω,
where T (γ) is a tubular neighborhood of γ inCPn −XG andΩ =
∑n
i=0(−1)i s id s0∧· · · ∧dd s i ∧ · · ·d sn . Note that∫
T (γ)
∫ ∞
0
e−Sdp

Ω =
∫
T (γ)
Ω
G (s )
=C∗ ·
∫
γ
ω,
where ω is the holomorphic (n − 1)-form, unique up to multiplication by non-zero
complex numbers, on the Calabi–Yau hypersurface XG . For the second equality in the
above we have used the residue map of Griffiths in the classical paper [28]. It follows
that ι(1A ) = 1 and Ac l
ι // C is a classical algebraic probability space.
Now we consider an infinitesimal symmetry of the expectationmorphism ι and asso-
ciated coinvariant module. Let {eµ}, µ=−1,0,1, . . . ,n , be the standard basis on Cn+2,
z−1 = p and z i = s i for i = 0,1, . . . ,n . Then the following lemma is proven in [11].
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Lemma 5.2. Let g be the Abelian Lie algebra Cn+2 let ̺ : g → LDiffC(A) be the linear
representation given by
̺(eµ) :=ρµ =−
∂
∂ zµ
+
∂ S
∂ zµ
.
Then ι ◦ρµ = 0 for all µ and the coinvariant module Ag is isomorphic to the middle
dimensional primitive cohomology PHn−1(XG ) of XG as a complex vector space.
Let {eα} be a basis of PHn−1(XG ) and {eα} be the corresponding basis of Ag. Let {ωα}
be a set of representatives of {eα} in the de Rham complex of XG . Let {̟α} be a set of
representatives of {eα} in A, i.e., q(̟α) = eα. Then ι(̟α) = ∫γωα. It follows that the
laws of any random variable can be determined in terms of (up to the finite ambigu-
ities given by) the period integrals
n∫
γ
ωα
o
. For example consider a random variable
x ∈ A given by
x =−p · F (s )
where F (s ) is a generic homogeneous polynomial of degree n + 1. Then the moment
generating functionZx (t ) of the random variable x is given by
Zx (t ) = ι

e t x

≡
∫
T (γ)
Ω
G (s )+ t F (s )
,∫
T (γ)
Ω
G (s )
.
Hence Zx (t ) governs the variation of the period integrals of the holomorphic (n − 1)-
forms of the 1-parameter family of Calabi–Yau hypersurfacesXG+t F inCPn defined by
G (s )+ t F (s ). Then the finite dimensionality of Ag ≃ PHn−1(XG ) implies thatZx (t ) sat-
isfies an ordinary differential equation, known as the Picard–Fuchs equation, which
can be used to determine the moment generating function of x completely. We refer
to [11] for further discussion of the details and implications of this example. ♮
Example 5.4. In this example, we begin with an infinitesimal symmetry rather than
with an explicitly defined expectation morphism. Fix a natural number N and con-
sider the complex valued polynomial algebra A = C[X ij ]i ,j∈N of N 2 indeterminates
X ij . Let g := CN
2 be an Abelian Lie algebra with basis {e i j }. Consider the representa-
tion ̺ : g=CN 2 → LDiffC(A) defined by
̺(e ij ) =−
∂
∂ X ij
+
∂ S
∂ X ij
, S =−
p−1
3!
tr

X 3

,
where X denotes a N ×N matrix with ij components X i j . Assume that there is a C-
linear map ι : A → C such that ι ◦̺(e ij ) = 0 for all ij . Consider a family of random
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variables X11, . . . ,XNN and the associated generating function
Y (T ) = ι

e
p−1
2 tr(T
2X )

, T =

t1 0
...
0 tN
 .
Define a family of C-linear maps ιt : A→C[[t1, . . . , tN ]] by, forO ∈ A,
ιt (O) = ι

e
p−1
2 tr(T
2X ) ·O

.
We also have an N -parameter family of representations ̺t : g → LDiffC(A) of the
Abelian Lie algebra g defined by
̺t (e ij ) =−
∂
∂ X ij
+
∂ St
∂ X ij
, St =−
p−1
2
tr

1
3
X 3+T 2X

,
which satisfies ιt ◦̺t (e ij ) = 0 for all ij , since
̺t (e ij ) = e
−
p−1
2 tr(T
2X )̺(e ij )e
p−1
2 tr(T
2X ),
ιt

̺t (e ij )(O)

= ι

̺(e i j )

e
p−1
2 tr(T
2X ) ·O

.
We claim without proof that the coinvariant module Ag, considered as a C-vector
space for generic t , is spanned by the class of 1, the classes of X ii for i = 1, . . . ,N ,
and the classes X ii ·X j j for i , j = 1, . . . ,N and i 6= j . We also claim that
q (Xkk ·Xkk ) =−t 2kq (1) + 2
p
−1
∑
ℓ 6=k
1
t 2k − t 2ℓ
(q(Xkk )− q(Xℓℓ)) . (5.1)
We note that p
−1 1
tk
∂
∂ tk
Y (T ) =−ι

e
p−1
2
tr(T 2X ) ·Xkk

=−ιt (Xkk ) .
It follows by applying ιg to Eq. (5.1) that Y (T ) satisfies the following system of differ-
ential equations for all k = 1, . . . ,N :t 2k − 1tk ∂∂ tk
2
− 2
∑
ℓ 6=k
1
t 2k − t 2ℓ

1
tk
∂
∂ tk
− 1
tℓ
∂
∂ tℓ
Y (T ) = 0.
This is known as the matrix Airy differential equation.
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In fact, there is an underlying measure theory for the family ιt of expectation mor-
phisms. Let X be an N ×N Hermitian matrix, let T as above, and let dX denote the
Haar measure—dX =
∏N
i=1dX i i
∏
i<j d (Re(X i j ))d (Im(X i j )). Then
ιt (O) :=
∫
O · e−St dX ,
so that Y (T ) = ιt (1) =
∫
e
p−1
2 tr

1
3X
3+T 2X

dX , which is known to satisfy the matrix Airy
differential equation [29]. ♮
In all of our examples so far the expectation maps have been translation invariant
measures twisted by exponential functions. Our last example is of a different kind.
Example 5.5. Set A =R[s ]with 1A = 1, and define an expectation morphism ι :R[s ]→
R by, for allO ∈ A,
ι
 
O

=
∫ +2
−2
O(s ) ·
p
4− s 2ds
,∫ +2
−2
p
4− s 2ds
This formula corresponds to the semi-circular distributionwith zero expectation. Con-
sider g = R · e as a Lie algebra generated by one element e and the representation
̺ : g→ LDiffR(A) given by
̺(e ) :=ρ = (4− s 2) d
d s
− 3L s :R[s ]→R[s ].
It can be checked that ι ◦ρ = 0: for allO ∈ A
ι ◦ρ(O) = ι

(4− s 2)dO
d s
− 3s ·O

∝
∫ s=2
s=−2
d

O · (4− s 2)
3
2

= 0.
Hence we have aR-linear representation̺ :R→ LDiffR(A)which satisfies ι◦Im̺ = 0.
For any n ≥ 1, we have
ρ(s n−1) = 4(n − 1)s n−2− (n + 2)s n ,
so that ι(s ) = 0 and, for all n ≥ 2,
ι(s n ) = 4
(n − 1)
(n + 2)
ι(s n−2).
It follows that
ι(s n ) =
0 n odd,2n+1 · (n − 1)!!
(n + 2)!!
n even.
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Note that 22k+1
(2k − 1)!!
(2k + 2)!!
=
(2k )!
(k + 1)!k !
=Ck where Ck is the Catalan number. It follows
that the moment generating function is given by
Z (t ) =
∑
n≥0
t 2n
(2n )!
Cn =
∑
n≥0
t 2n
(n + 1)!n !
Consider the family of representations
ρt = e
−t sρe t s = (4− s 2) d
d s
− 3s + t (4− s 2)
We can proceed as in the previous examples, defining ιt and showing that ιtρt = 0.
Then we calculate that ρt (1) =−3s + t (4− s 2) =−t s 2− 3s + 4t . Writing ιt (s ) in terms
of ιt (1) =Z (t ) we obtain the following differential equation:
t
d 2
d t 2
+ 3
d
d t
− 4t

Z (t ) = 0.
which is equivalent to the recursive relation (n + 2)Cn+1 = 2(2n + 1)Cn of the Catalan
numbers. With the initial condition Z (0) = 1, the differential equation has the unique
solution in R[[t ]] given above. ♮.
5.3. The homotopical realization of a classical algebraic probability space
Consider a classical algebraic probability space Ac l
ι // | with a faithful infinites-
imal symmetry ̺ : g → LDiff|(A) such that ι ◦ Im̺ = 0. We recall that coinvariants
is a right-exact functor from g-modules to vector spaces and the corresponding left
derived functor is the Lie algebra homology H•(g;A). The Lie algebra homology begins
H0(g;A) = Ag, and can be computed in general via the Chevalley–Eilenberg–Koszul
chain complex
 
A ⊗∧•g,K , where
K (a ⊗ g 1 ∧ · · · ∧ gn ) =
n∑
i=1
(−1)i−1̺(g i )(a )⊗ g 1 ∧ · · · ∧cg i ∧ · · · ∧ gn
+
∑
i<j
(−1)i+j a ⊗ [g i , g j ]∧ g 1 ∧ · · · ∧cg i ∧ · · ·cg j ∧ · · · ∧ gn .
By reversing the sign of the degree, we obtain a cochain complex (A,K ) with degree
concentrated in non-positive integers:
· · · K // A−2 K // A−1 K // A0 K // 0,
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whereA−k =A⊗Sk (g[−1]). The notation g[−1] refers to the graded vector spacewhich
is the the Lie algebra g after shifting degree by −1 and Sℓ(g[−1]) is the ℓ-fold graded
(super)-symmetric product, which is isomorphic to the exterior algebra ∧ℓg. The −ℓ-
th cohomology H−ℓK , ℓ = 0,1,2, · · · of the cochain complex (A,K ) is isomorphic to the
ℓ-th Lie algebra homologyHℓ(g,A). Hence the 0th cohomologyH0 is isomorphic to the
coinvariants Ag. We note that the graded vector space
A=A ⊗S(g[−1])
has a super-commutative and associative binary product, denoted by ·, with unit 1A =
1A , which is annihilated by K , i.e., K 1A = 0. We hence obtain the quartet AbC :=
(A,1A, ·,K ) such that the trio (A,1A, ·) is a unital graded commutative algebra and the
another trio (A,1A,K ) is a pointed cochain complex.
Example 5.6. Let {e j }j∈J be a basis of the Lie algebra g with structure constants de-
termined by [e i ,e j ]g =
∑
k f i j
k ek and let ρi = ̺(e i ) ∈ Diff|(A). Introduce the corre-
sponding basis {ηj } of g[−1]where ηi has degree−1, ηiηj =−ηjηi , and a ·ηj = ηj ·a .
Then S(g[−1])≃ |[ηj ]j∈J ,A=A ⊗S(g[−1])≃ A[ηj ]j∈J and
K =
∑
j∈J
ρj ⊗
∂
∂ ηi
+
1
2
∑
i ,j ,k∈J
IA ⊗ f ki jηk
∂ 2
∂ ηi ∂ ηj
.
♮
The original expectation morphism ι : A → | can be uniquely extended to a pointed
cochainmap c : (A,1A,K )→ (|,1,0), where the ground field is considered as a pointed
cochain complex concentrated in degree zero. The extension is ι onA0 = A and zero
in negative degrees. Then c(1A) = ι(1A ) = 1 and the condition ι ◦ Im̺ = 0 implies that
cK = 0.
The resulting algebraic structure on A, denoted by AbC = (A,1A, ·,K ) is a prototype
for our notion of binary homotopy probability algebras, which will be defined shortly.
The map c will be a morphism of binary homotopy probability algebras to the ini-
tial object | in the category PAlgbC of binary homotopy probability algebras. Such a
morphism will be called a binary homotopy probability space. This morphism
AbC
c // | ,
will be called a homotopical realization of the classical algebraic probability space
Ac l
ι // | with infinitesimal symmetry ̺ : g→Diff|(A).
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Example 5.7. Consider the classical algebraic probability space fromExample 5.1. Then
A = R[s ,η] = A−1 ⊕A0 = R[s ] · η⊕ R[s ], where η has degree −1 with η2 = 0 and
s ·η=η · s , and
K =ρ
∂
∂ η
=−σ2 ∂
2
∂ s∂ η
+ s
∂
∂ η
.
The map c :A→ | is zero onA−1 and ι onA0 = A. It is obvious that K 2 = K 1= 0 and
c ◦K = 0 since, for any Λ= λ(s )η ∈A−1, we have KΛ=ρ(λ(s )). From
Kη=s ,
K
 
s nη

=−nσ2s n−1+ s n+1 n ≥ 1,
it follows that

s 2k

K
= (2k − 1)!! [1A]K and

s 2k−1

K
= 0. Hence
c (s 2k )≡ ι(s 2k ) = (2k − 1)!!, c (s 2k−1)≡ ι(s 2k−1) = 0.
It can be shown thatH =H0 =R · [1A]. ♮
The homotopical realizations of examples 5.3, 5.4 and 5.5 are also straightforward.
Note that if there is an underlying translation invariant measure twisted by an expo-
nential function such that the expectation morphism is integration against this mea-
sure, as in examples 5.1, 5.3 and 5.4, we have an Abelian infinitesimal symmetry of the
expectation and obtain a Batalin–Vilkovisky algebra [30,31] as a homotopical realiza-
tion.
5.4. Binary homotopy probability spaces
5.4.1. The homotopy category of binaryhomotopy probabilityalgebras To set the stage,
we define a binary homotopy probability space as a cochain enhancement of a clas-
sical algebraic probability space.
Definition 5.3. A binary homotopy probability algebra is a tuple CbC =
 
C,1C , ·,K

,
where
• the trio  C,1C , · is a graded unital commutative associative algebra and
• the trio (C,1C ,K ) is a pointed cochain complex.
Amorphismbetween twobinaryhomotopy probabilityalgebraCbC andC
′
bC is a pointed
cochain map f : C → C′. Two morphisms f and ef are homotopic if they are pointed
cochain homotopic.
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Corollary 5.1. A binary homotopy probability algebra concentrated in degree zero is a
unital commutative associative algebra, and vice versa.
We denote by PAlgbC the category of binary homotopy probability algebras. Mor-
phisms in the category PAlgbC come with the notion of homotopy defined above,
which induces an equivalence relation on morphisms. We define the homotopy cat-
egory hoPAlgbC of binary homotopy probability algebra to have binary homotopy
probability algebras as objects and homotopy types of PAlgbC -morphisms. A mor-
phism of binary homotopy probability algebra is called a quasi-isomorphism if it in-
duces an isomorphism on the cohomology of the underlying cochain complex.
We can consider the classical algebraic probability algebra | as a binary homotopy
probability algebra by concentrating it in degree zero. We again omit decoration and
call this object simply |. It is clear that | is the initial object in both categories PAlgbC
and hoPAlgbC .
Definition 5.4. A binary homotopy probability space is a diagram CbC
[c ]
// | in the
homotopy category hoPAlgbC .
In other words, a binary homotopy probability space is an object CbC and amorphism
c , defined up to homotopy, to the initial object | in PAlgbC , that is, a linear map from
C to | satisfying c (1C ) = 1 and c ◦ K = 0. We call an element x in C a cohomological
random variable if Kx = 0 and the value c (x ) is called the expectation of x . It follows
that c (x ) depends only on the homotopy type of c and the cohomology class of x .
Corollary 5.2. A classical algebraic probability space Ac l
ι // | is a binary homo-
topy probability space concentrated in degree zero, and vice versa.
Corollary 5.3. The homotopical realization AbC
c // | of a classical algebraic prob-
ability space Ac l
ι // | equipped with an infinitesimal symmetry is a binary homo-
topy probability space concentrated in non-positive degree.
5.4.2. Homotopy functors to the category of unital s L∞-algebras In Definition 5.3,
neither the differential K nor a morphism f are required to satisfy any specific re-
lation with respect to multiplication. In particular, the differential K may fail to be
a derivation of the multiplication and a morphism f may fail to be an algebra map.
These properties are crucial to capturing non-trivial correlations among random vari-
ables. We organize these and successive failures by adopting the notion of classical
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independence from classical algebraic probability theory, which leads us to construct
a family of functors DesΛ from the category PAlgbC of binary homotopy probability
algebras to the category sL∞ of unital s L∞-algebras.
Definition 5.5. (Descendant functor)
• Let CbC = (C,1C , ·,K ) be a binary homotopy probability algebra. The descendant of
CbC is the triple CL∞ =

C,1C ,ℓ
K

, where the family ℓK = ℓK1 ,ℓ
K
2 , · · · is recursively
defined, for n ≥ 1 and elements x1, . . . ,xn ∈ C, by the equation
K (x1 · . . . ·xn ) =
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )xB1 · . . . ·xBi−1 · ℓK (xBi ) ·xBi+1 · . . . ·xB |π| .
• Let CbC
f
// C′bC be a morphism in PAlgbC . Let Λ = Λ1,Λ2, · · · be a sequence of
linear maps Λn : Sn (C) → C′ of degree −1 which satisfy the relations Λ1(1C ) = 0
and Λn+1
 
x1, . . . ,xn ,1C

= Λn
 
x1, . . . ,xn

for n ≥ 1. The descendant of f up to the
homotopy Λ is defined to be the family φ f ,Λ = φ
f ,Λ
1 ,φ
f ,Λ
2 , · · · determined for n ≥ 1
by the following recursive relation valid for elements x1, . . . ,xn ∈ C:
f (x1 · . . . ·xn ) =
∑
π∈P(n )
ε(π)φ f ,Λ
 
xB1
 ·′ . . . ·′φ f ,ΛxB |π|
+K ′Λn (x1, . . . ,xn )
+
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )Λ|π|

xB1 , . . . ,xBi−1 ,ℓ
K  xBi  ,xBi+1 , . . . ,xB |π| .
Encoded in the above combinatorial and recursive definitions of the families ℓK and
φ f ,Λ are the failures and higher failures of K being a derivation of the multiplication
and f being an algebra homomorphism, respectively. For example:
ℓK1 =K ,
ℓK2 (x1,x2) =K (x1 ·x2)−Kx1 ·x2− (−1)|x1|x1 ·Kx2,
ℓK3 (x1,x2,x3) =K (x1 ·x2 ·x3)
−Kx1 ·x2 ·x3− (−1)|x1|x1 ·Kx2 ·x3− (−1)|x1|+|x2|x1 ·x2 ·Kx3
− ℓK2 (x1,x2) ·x3− (−1)|x1|x1 · ℓK2 (x2,x3)− (−1)(|x1|+1)|x2|x2 · ℓK2 (x1,x3).
Note that ℓK3 can be expanded entirely in terms of K ; in this format it looks like the
seven-term Batalin–Vilkovisky relation between K and the product. The first terms in
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the descendant of f are:
φ
f ,Λ
1 = f −K ′Λ1−Λ1K ,
φ
f ,Λ
2 (x1,x2) =φ
f ,Λ
1 (x1 ·x2)−φ
f ,Λ
1 (x1) ·φ
f ,Λ
1 (x2)
+K ′Λ1(x1 ·x2)+Λ1K (x1 ·x2)
−K ′Λ2(x1,x2)−Λ2(Kx1,x2)− (−1)|x1 |Λ2(x1,Kx2),
φ
f ,Λ
3 (x1,x2,x3) =φ
f ,Λ
1 (x1 ·x2 ·x3)−φ
f ,Λ
1 (x1) ·φ
f ,Λ
2 (x2,x3)
−φ f ,Λ2 (x1,x2) ·φ
f ,Λ
1 (x3)− (−1)|x1||x2|φ
f ,Λ
1 (x2) ·φ
f ,Λ
2 (x1,x3)
−K ′Λ3(x1,x2,x3)−Λ2(Kx1,x2,x3)− (−1)|x1|Λ2(x1,Kx2,x3)
− (−1)|x1 |+|x2|Λ2(x1,x2,Kx3)−Λ2(ℓ2(x1,x2),x3)
− (−1)|x1 |Λ2(x1,ℓ2(x2,x3))− (−1)(|x1|+1)(|x2|Λ2(x2,ℓ2(x1,x3))
+K ′Λ1(x1 ·x2 ·x3)+Λ1K (x1 ·x2 ·x3).
LetDesΛ
 
CbC

= CL∞ andDesΛ
 
f ) =φ f ,Λ. It can be checked that CL∞ is a unital s L∞-
algebra2. It can be also checked that φ f ,Λ is an s L∞-morphism3 from CL∞ to C
′
L∞ for
any choice of Λ and thatφ
ef , eΛ is homotopic toφ f ,Λ if ef is cochain homotopic to f .4
Theorem 5.1. The assignment of descendants to objects andmorphisms in the category
PAlgbC defines a family of functorsDesΛ : PAlgbC → sL∞, which induce a well defined
functor hoDes :hoPAlgbC →hosL∞.
Wewill not prove this theorem here; it is a special case of Theorem 7.1.
Example 5.8. Consider a classical algebraic probability space Ac l
ι // | , whereAc l =
(A,1A , ·). Then both Ac l and | are binary homotopy probability algebras with zero dif-
ferential. It follows that the descendants ofAc l and| are unital s L∞-algebraswith zero
s L∞-structure. It also follows that the descendant of ι is independent of Λ; explicitly,
ι(x1 ·x2 · · ·xn ) =
∑
π∈P(n )
φι
 
xB1

φι
 
xB2
 · · ·φι xB |π|.
Hence the descendant morphismφι is exactly the cumulant morphism κ. ♮
Example 5.9. Consider an classical algebraic probability space Ac l
ι // | with a faith-
ful infinitesimal symmetry, that is, a representation ̺ : g→ LDiff|(A) which satisfies
2 This s L∞-structure has been constructed before in [32,33,34].
3 See [13,14] for other equivalent characterizations of the descendent morphism with Λ= 0.
4 See [11] for a proof when Λ= 0.
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ι ◦ Im̺ = 0. Assume further for this example that ̺(g) annihilates the unit 1A . Let
{e j }j∈J be a basis of the Lie algebra g with structure constants [e i ,e j ]g =
∑
k f i j
k ek
and let ρi denote ̺(e i ) ∈ End|(A). Introduce the corresponding basis {ηj } of g[−1].
LetA = A ⊗S(g[−1]) ≃ A[ηj ]j∈J . Equip A with the unit 1A = 1A , the product (a ⊗α) ·
(a ′⊗α′) := (aa ′)⊗αα′ and the differential
K :=
∑
j∈J
ρj ⊗
∂
∂ ηj
+
1
2
∑
i ,j ,k∈J
IA ⊗ f ki jηk
∂ 2
∂ ηj ∂ ηi
.
Then AbC :=
 
A,1A, ·,K

is a binary homotopy probability algebra concentrated in
nonpositive degrees.
We note that there is the natural structure of a current Lie algebra onA−1 = A ⊗ g[−1]
with degree 1 bracket [a ⊗α,a ′ ⊗α′] := (a · a ′)⊗ [α,α′]g. On the other hand, let λ1 =
λ
j
1⊗ηj and likewise for λ2. Then the descendant bracket ℓK2 onA−1 is given by
ℓK2 (λ1,λ2) =
1
2

λi1λ
j
2−λi2λ
j
1

⊗ f ki jηk
+

λi1 ·ρi (λ
j
2)−λi2 ·ρi (λ
j
1)+ ℓ
ρi
2 (λ
i
1,λ
j
2)− ℓ
ρi
2 (λ
j
1,λ
i
2)

⊗ηj ,
where the first term in the right hand side above is the current bracket [λ1,λ2]. Assume
that ρi is at most a 1st order linear differential operator for each i , so that ℓ
ρi
2 = 0, for
all i . Then K is at most a second order differential, meaning that ℓK3 = ℓ
K
4 = · · · = 0.
It follows that the descendant algebra is a unital sDGLA

A,1A ,K ,ℓK2

; that is, ℓK2 is a
derivation of the product. Note that
ℓK2 (λ1,λ2) =
1
2

λi1λ
j
2−λi2λ
j
1

⊗ f ki jηk +

λi1 ·ρi (λ
j
2)−λi2 ·ρi (λ
j
1)

ηj .
ThenA−1 is a Lie algebra with bracket ℓK2 which acts onA
0 = A as a derivation;
A−1×A→ A [δλ1 ,δλ2 ] =δℓK2 (λ1,λ2),
(λ,x ) 7→δλ(x ) := ℓK2 (λ,x ) δλ(x · y ) =δλx · y +x ·δλy .
Recall thatA0 is an commutative algebra.A0 acts onA−1;
A ×A−1→A−1, (x ,λ) 7→ x ·λ.
Note also that ℓK2 (λ1,x · λ2) = x · ℓK2 (λ1,λ2) + δλ1x · λ2, which implies that the pair 
A−1,A0

is a Lie algebroid. ♮
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Recall that an L∞-morphism φ =φ1,φ2, · · · is a quasi-isomorphism if φ1 is a cochain
quasi-isomorphism. The following theorem, which is a special case of Theorem 7.3,
shall play an important role in what follows.
Theorem 5.2. Any descendant algebra is quasi-isomorphic to a unital Abelian graded
sLie algebra as a unital s L∞-algebra.
In particular the cohomologyH of the cochain complex (C,K ) in CbC is a unital Abelian
graded Lie algebra, or equivalently a unital L∞-algebra HL∞ = (H ,1H ,0) with the zero
s L∞-structure 0 and the unit 1H = [1C]K . Furthermore,HL∞ is s L∞-quasi-isomorphic
to CL∞ .
5.4.3. Homotopical random variables and their laws Fix a binary homotopy prob-
ability space CbC
c // | and let CL∞ =
 
C,1C ,ℓ
K  and φc,Λ be the descendants of
CbC and c up to the homotopy Λ, respectively. Thus we have a unital s L∞-morphism
φc,Λ : CL∞ // | . Forgetting the unit from CL∞ , we have an s L∞-algebra
 
C,ℓK

.
Recall that an element x ∈ C is called a cohomological random variable if Kx = 0. Let
x ′ be another cohomological random variable in the same cohomology class. Then x
and x ′ have the same expectation c(x ) = c(x ′), which depends only on the cochain ho-
motopy type of c. On the other hand, we cannot say that these two random variables
x and x ′ are equivalent. In particular, since K is not a derivation of the product, in
general x ′n − xn /∈ ImK so the distributions c(e t x ) and c(e t x ′)may be different. Even
worse, the distribution c(e t x ) of the random variable x may not even well defined,5
since there is no guarantee that Kxn = 0 for n ≥ 2, i.e., Kx = 0 does not imply that
K e t x = 0.Hence theK -cohomology itself can not characterize randomvariables since
there is no natural algebra structure on it as K is not a derivation. The failure, how-
ever, of K being a derivation is crucial for existence of correlations; for example, the
condition x ∈ ImK , which implies c(x ) = 0, does not necessarily imply that c(x 2) = 0
as well since c(x 2)− c(x )2 =φc2(x ,x ) (the variance of x ).
To further the discussion, we shall need the following important definition andpropo-
sition:
5 This phenomena is reminiscent of classical measure theoretic probability theory where the ran-
dom variables are measurable functions, which do not always form an algebra. This failure of algebraic
structure in important classes of the examples is a common criticism of classical algebraic probability
theory from the viewpoint of measure theoretic probability theory. But our homotopical version reflects
precisely this issue and thus the criticism is not applicable here. This phenomenon indeed poses an
interesting challenge to the theory in defining correlations (joint moments) among random variables,
which will be addressed later.
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Definition 5.6. Let V be a graded vector space regarded as an s L∞-algebra
 
V,0

with
zero s L∞-structure. For any s L∞-morphism ϕ :
 
V,0

//
 
C,ℓK

and any Λ as in
Definition 5.5, we will associate the following three families of operators:
1. the operators Πϕ = Π
ϕ
1 ,Π
ϕ
2 ,Π
ϕ
3 , . . . , where Π
ϕ
n is a degree zero operator SnV → C
defined by
Π
ϕ
n (v1, . . . ,vn ) :=
∑
π∈P(n )
ε(π)ϕ
 
vB1
 · · ·ϕ vB |π|,
2. the operators µ=µ1,µ2,µ3, . . . , whereµn is a degree zero operator SnV → | defined
by:
µn (v1, . . . ,vn ) := c

Π
ϕ
n
 
v1, . . . ,vn

,
and
3. the operators κ= κ1,κ2,κ3, . . . , where κn is a degree zero operator SnV → | defined
by:
κn (v1, . . . ,vn ) :=

φc,Λ •ϕ

n
 
v1, . . . ,vn

Proposition 5.1. 1. The collection of operatorsΠ
ϕ
n satisfies KΠ
ϕ
n = 0.
2. Supposeϕ and eϕ are s L∞-homotopic s L∞-morphisms  V,0 //  C,ℓK  . Then
Π
eϕ
n −Π
ϕ
n = KΣn for some degree−1mapΣn fromSnV to C.
3. The operators µn and κn depend only on the cochain homotopy type of c and the
s L∞-homotopy type of ϕ;
4. the two families µ and κ satisfy the relation
µn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)κ
 
vB1
 · · ·κ vB |π|.
We shall not prove this proposition here, as it is a corollary of a more general proposi-
tion in Section 7. Instead we will make several remarks about it (proving some but not
all of it).
Remark 5.1. Wehave the following commutative diagram in the category of s L∞-algebras:
 
V,0
 ϕ
//
κ=φc,Λ•ϕ
::
 
C,ℓK
 φc,Λ
//
 
|,0

.
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Recall that the s L∞-homotopy type of the composition of two s L∞-morphisms de-
pends only on the s L∞-homotopy types of each constituent s L∞-morphism. Hence
the s L∞-homotopy type of κ depends only on the homotopy types of φc,Λ and ϕ. Re-
call also that the s L∞-homotopy type of the descendant s L∞-morphism φc,Λ is in-
dependent of Λ and depends only on the cochain homotopy type of c. It follows that
the s L∞-homotopy type of κ depends only on the s L∞-homotopy type of ϕ and the
cochain homotopy type of c. On the other handκ is an s L∞-morphismbetween trivial
s L∞-algebras (V,0) and (|,0) so that two s L∞-morphisms are homotopic if and only
if they are equal. Hence κ itself depends only on the s L∞-homotopy type ofϕ and the
cochain homotopy type of c. ♮
Remark 5.2. The explicit form ofΠ
ϕ
n for n = 1,2,3 are
Π
ϕ
1 (v ) =ϕ1(v ),
Π
ϕ
2 (v1,v2) =ϕ1(v1) ·ϕ1(v2)+ϕ2(v1,v2),
Π
ϕ
3 (v1,v2,v3) =ϕ1(v1) ·ϕ1(v2) ·ϕ1(v3)+ϕ2(v1,v2) ·ϕ1(v3)+ϕ1(v1) ·ϕ2(v2,v3)
+ (−1)|v1 ||v2|ϕ1(v2) ·ϕ2(v1,v3)+ϕ3(v1,v2,v3).
♮
Remark 5.3. Let
 
V,0

be a finite dimensional graded vector space with zero s L∞-
structure. Let {e i }i∈J be a basis of V and tV = {t i }i∈J be the dual basis. For any s L∞-
morphism ϕ =ϕ1,ϕ2, · · · from VL∞ to CL∞ , set
Γ (ϕ) =
∞∑
n=1
∑
j1,...,jn
1
n !
t jn · · · t j1ϕn
 
e j1 , . . . ,e jn
 ∈  |[[tV ]]⊗C0.
In this context, e Γ (ϕ) is the generating function for the familyΠϕ :
e Γ (ϕ) = 1+
∞∑
n=1
∑
j1,...,jn
1
n !
t jn · · · t j1Πϕn (e j1 , . . . ,e jn )∈
 
|[[tV ]]⊗C
0.
Applying cwe getZ (tV ) := c

e Γ (ϕ)

∈ |[[tV ]]0, which generates the family µ:
Z (tV ) = 1+
∞∑
n=1
∑
j1,...,jn
1
n !
t jn · · · t j1µn (e j1 , . . . ,e jn ).
Similarly, we can define F (tV ) as the generating function of the family κ by replacing
µ with κ in the above. Now items 1, 3, and 4 of Proposition 5.1 are equivalent to the
following statements:
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1. we have K e Γ (ϕ) = 0, which is equivalent to the Maurer–Cartan equation of the
descendant s L∞-algebra
 
C,ℓK

:
KΓ (ϕ) +
∞∑
n=2
1
n !
ℓKn

Γ (ϕ), . . . ,Γ (ϕ)

= 0,
2. the generating functions Z (tV ) and F (tV ) depend only on the cochain homotopy
type of c and the s L∞-homotopy type of ϕ, and
3. the generating functions satisfy the relationZ (tV ) = e F (tV ).
♮
Remark 5.4. Consider a binary homotopy probability space CbC
c // | concentrated
in non-positive degree. Consider an arbitrary set {x1,x2, . . . ,xk } of k elements in C0.
Any element in |[x1,x2, . . . ,xk ] belongs to KerK so the jointmoments arewell-defined
and the generating function c

exp
∑k
i=1 t
ix i

depends only on the cochain homo-
topy type of c. Consider a k -dimensional vector space V with basis {e i }i=1,2,...,k and
define a linear map ϕ1 : V → C0 by ϕ1(e i ) = x i . Then ϕ = ϕ1,0,0,0, . . . is an s L∞-
morphism from VL∞ = (V,0) to CL∞ which satisfies
exp
 
k∑
i=1
t ix i
!
= e Γ (ϕ).
Note that any family eϕ = eϕ1, eϕ2, · · · , of linear maps eϕn : SnV → C0, define an s L∞-
morphism from VL∞ to CL∞ . Now the essential content of Proposition 5.1 is the follow-
ing: let eϕ = eϕ1, eϕ2, · · · be an s L∞-morphism that is s L∞-homotopic toϕ =ϕ1, thenwe
have
c
 
exp
 
k∑
i=1
t ix i
!!
= c
exp
 ∞∑
n=1
∑
i 1,...,in
1
n !
t in · · · t i 1 eϕn e i 1 , . . . ,e in 

 .
By this means we have obtained an infinite family of identities whose utility shall be
demonstrated in the following example. ♮
Example 5.10. Consider the Gaussian Example 5.7: CbC = (C,K , ·), where C = R[s ,η]
and K = −σ2 · ∂
2
∂ s∂ η
+ L s
∂
∂ η
, with the descendant s L∞-algebra CL∞ = (C,K ,ℓ
K
2 ),
where
ℓK2 (η,η) = 0, ℓ
K
2 (η,s ) = ℓ
K
2 (s ,η) =−σ2, ℓK2 (s ,s ) = 0,
and ℓK2 is a derivation of the product. Let V = R = R · e , regarded as a trivial s L∞-
algebra VL∞ = (R,0). Let t be the dual basis of V .
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Consider the s L∞-morphism ϕ =ϕ1,0,0,0, . . . from VL∞ to CL∞ = (C,K ,ℓ
K
2 ) defined by
ϕ1(e ) = s . Then themoment generating density is
e Γ (ϕ) = e tϕ1(e ) = e t s .
We claim that the s L∞-morphism ϕ is s L∞-homotopic to eϕ = 0, eϕ2,0,0,0, . . . , whereeϕ2(e ,e ) =σ2 ∈ |. Then the corresponding moment generating density is
e Γ ( eϕ) = e t 22 ϕ2(e ,e )= e t 22 σ2 ,
and, from c

e Γ (ϕ)

= c

e Γ ( eϕ), we conclude that
Z (t )x = c

e t s

= c

e
t 2
2σ2

= e
t 2
2 σ
2
.
Now we check the claim. Note that s = Kη. Define a linear map ς : V → C of degree
−1 such that ς(e ) = η. Then ϕ1 = K ς. Hence the cochain map ϕ1 : (V,0) → (C,K ) is
cochain homotopic to zero. Recall that this does not necessarily imply that the s L∞-
morphismϕ =ϕ1,0,0,0, . . . is s L∞-homotopic to zero (See Remark 4.9). Now consider
the s L∞-homotopy λ=λ1,0,0,0, . . . , whereλ1 =−ς. Let eϕ = eϕ1, eϕ2, eϕ3, . . . be the s L∞-
morphism that is homotopic to ϕ by the homotopy λ. By definition, there exists a
family Φ= Φ1,Φ2, . . . , polynomial in the variable τ, such that
Φ

τ=0
=ϕ,
Φ

τ=1
= eϕ,
1
n !
Φ˙n (e , . . . ,e ) =
1
n !
Kλn (e , . . . ,e )+
n−1∑
j=1
1
j !(n − j )!ℓ
K ′
2

Φj (e , . . . ,e ),λn−j (e , . . . ,e )

.
From λ=λ1,0,0,0, . . . , we have
Φ˙1(e ) = Kλ1(e ), (5.2)
and for all n ≥ 2
1
n !
Φ˙ℓ(e , . . . ,e ) =
1
(n − 1)!ℓ
K ′
2 (Φn−1(e , . . . ,e ),λ1(e )) . (5.3)
From the initial condition Φ1

τ=0
= ϕ1 = K ς and Eq. (5.2), we have Φ1 = ϕ1+τKλ1 =
(1−τ)K ς so that the n = 2 case of Eq. (5.3) becomes
1
2
Φ˙2(e ,e ) =−(1−τ)ℓK ′2 (K ς(e ),ς(e )) =−(1−τ)ℓK
′
2
 
s ,η

= (1−τ)σ2.
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Combined with the initial condition Φ2

τ=0
= 0, we obtain Φ2(e ,e ) = 2σ2τ−σ2τ2 ∈
|[τ]. Since |[τ] is annihilated by ℓK
′
2 , it follows that
1
n ! Φ˙n (e , . . . ,e ) = 0 for all n ≥ 3. In
turn, this implies Φn = 0 for all n ≥ 3, since Φn

τ=0
= 0 for n ≥ 3. Finally, we have
Φ1(e ) = (1−τ)s ,
Φ2(e ,e ) =σ
2

2τ−τ2

,
Φn (e , . . . ,e ) = 0 n ≥ 3.
Evaluation at τ= 1 proves the claim. ♮
Proposition 5.1 together above remarks lead us to the following definitions.
Definition 5.7. Given a binary homotopy probability space CbC
c // | , a space V of
homotopical random variables in C is a finite dimensional graded vector space |V |=V
regarded as an s L∞-algebra (V,0) equipped with a homotopy type of s L∞-morphisms
[ϕV ] between (V,0) and (C,ℓK ).
The moment and cumulantmorphisms µV and κV on V are µV := c ◦ΠϕV and κV :=
φc,Λ •ϕV for any representativeϕV of [ϕV ].
A set of homotopical random variables is a set v1, . . . ,vk ∈ V and given such a set its
families of joint moments and joint cumulants are¦
µVn

v j1 , . . . ,v jn
n ≥ 1,1≤ j1, . . . , jn ≤ k© ,¦
κVn

v j1 , . . . ,v jn
n ≥ 1,1≤ j1, . . . , jn ≤ k© .
The joint distributions (the law) of the homotopical set of random variables {v1, . . . ,vk }
is the linear map
µˆV : |[t 1, . . . , t k ]→ |,
where {t 1, . . . , t k } is a set of super-commutative indeterminates with |t i | = −|vi |, such
that, for a polynomial P =
∑
a j1 ···jn t j1 · · · t jn ∈ |[t1, . . . , tk ],
µˆV (P) =
∑
j1,...,jn
a j1···jnµ
V
n
 
v j1 , . . . ,v jn

.
By construction, for v1, . . . ,vn ∈ V ,
µVn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)κV
 
vB1
 · · ·κV vB |π|.
Also by construction, the law of a set of homotopical random variables is itself an in-
variant of the homotopy types of c and is independent of the choice of representative
ϕV .
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The spaceV of randomvariables is assumed, in general, to have no algebraic structure
beyond being a graded vector space.
Note that the descendant unital s L∞-algebra CL∞ of a binary homotopy probability
space has the following special property.
Lemma 5.3. The cohomologyH of CL∞ has the structure of a unital s L∞-algebraHL∞ =
(H ,0)with zero s L∞-structure 0 and unit 1H which is the cohomology class of 1C . There
is a unital s L∞-quasi-isomorphismHL∞ → CL∞ that is not necessarilydefineduniquely,
even up to homotopy.
This observation is a special case of Theorem 7.3 and will not be proven here. It will
motivate the definition of the following special type of space of homotopical random
variables with more structure, which we will consider for the remainder of the sub-
section.
Definition 5.8. Given a binary homotopy probability space CbC
c // | , a complete
space S of homotopical random variables in C is a pointed graded vector space S re-
garded as a unital s L∞-algebra (S ,0) equipped with a homotopy type of unital s L∞-
quasi-isomorphisms [ϕV ] between (S ,0) and (C,ℓK )
Lemma 5.3 ensures that complete spaces of homotopical random variables exist and
shows that the graded vector space isomorphism type of such a complete space must
be that of H . Then we can identify the moduli space of all complete spaces of ho-
motopical random variables with the space of homotopy types of unital s L∞-quasi-
isomorphisms fromHL∞ to CL∞ .
There are two descriptions above of the moment morphism. It is defined in terms of
the familyΠϕ
S
and it satisfies an identity in terms of κS =φc •ϕS .
There is a third description that will also be useful.
Theorem 5.3. Let S be a complete space of homotopical random variables in a binary
probability space. Define ιS :S→ | as µS1 = c ◦ϕS1 .
Then there exists a family MS =MS1 ,M
S
2 , . . . of linear degree zero maps M
S
n :S
nS→ S
which satisfy the following properties:
• µSn = ιS ◦MSn ,
• MS1 is the identity, and
• for all n ≥ 1and s1, . . . ,sn ∈S , we have the identityMSn+1
 
s1, . . . ,sn ,1S

=MSn
 
s1, . . . ,sn

.
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Again, wewill not prove this theorem,which is a special case of a theorem in Section 7.
Instead, we briefly discuss an implication of the theorem.
Assume that S ≃ H is finite dimensional. Choose a basis {eα}α∈J containing e0 = 1S .
Let {t α}α∈J be the dual basis so that we have the moment generating function of S
given by
ZS := 1+
∞∑
n=1
1
n !
∑
α1,...,αn∈J
t αn · · · t α1µSn
 
eα1 , . . . ,eαn
 ∈ |[[t α]]α∈J
Define a 1-tensor {T γ
S
} in the formal power series ring |[[t α]]α∈J by
T
γ
S
=
∞∑
n=1
1
n !
∑
α1,...,αn∈J
t αn · · · t α1MSα1 ···αn
γ
where {MSα1···αn γ}, n ≥ 1, are the structure constants ofMSn :
MSn
 
eα1 , . . . ,eαn

=
∑
γ∈J
MSα1 ···αn
γeγ.
Then we have
ZS = 1+
∑
γ∈J
T
γ
S
ιS (eγ).
FromMS1 being the identity map on S , we have
∂
∂ t β
T
γ
S
= δβ γ up to the variables t α,
which implies that the matrix G with βγ-entry Gβ γ :=
∂
∂ t β
T
γ
S
is invertible. Define a
(2,1)-tensor {ASαβ γ} in the formal power series ring |[[t α]]α∈J by
ASαβ
γ :=
∑
ρ∈J
∂ Gβρ
∂ t α
G−1ρ
γ.
We see directly that  ∂ 2
∂ t α∂ t β
−
∑
ρ∈J
ASαβ
ρ ∂
∂ t ρ
T γS = 0.
Then, it can easily be checked that the (2,1)-tensor {ASαβ γ} has the following proper-
ties:
AS0β
γ−δβ γ = 0,
ASαβ
γ− (−1)|eα||eβ |ASβαγ = 0,
∂ ASβγ
σ
∂ t α
− (−1)|eα||eβ |
∂ ASαγ
σ
∂ t β
+
∑
ρ∈J

ASβγ
ρASαρ
σ − (−1)|eα||eβ |ASαγρASβρσ

= 0.
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One immediate consequence is that the moment generating functionZS satisfies the
following system of differential equations: ∂ 2
∂ t α∂ t β
−
∑
γ∈J
ASαβ
γ ∂
∂ t γ
ZS = 0.
∂
∂ t 0
− 1

ZS = 0.
Remark 5.5. It should noted that a space V of homotopical random variables does not
need to be complete or a finite super-selection sector of a complete space. Such in-
complete spaces of homotopical random variables are also an important ingredient
of homotopy probability theory. In general the moment generating function of the
space V satisfies a system of higher order, n ≥ 2, formal PDEs if the cohomology of the
target binary homotopy probability space is finite dimensional (ODEs if V is one di-
mensional). For examples of this phenomenon, see [11]. In some cases, we may even
obtain a system of differential equations with infinite dimensional cohomology. ♮
6. Intermission
If we begin with certainties, we will end in doubts, but
if we begin with doubts and bear them patiently
we may end in certainty. –Francis Bacon.
We begin this section with some doubts about a fundamental assumption underlying
the definition of classical algebraic probability spaces, namely that there is a binary
multiplication · that determines every joint moment via the expectation morphism.
A family of joint moments of random variables could be viewed as a collection of ob-
servational data of joint events. The corresponding family of joint cumulants could
be viewed as the same collections of observational data but is organized coherently
with a particular notion of independence of events in mind so that we may be able to
figure out the underlying probability law of the system we are interested in. It would
have been a “big discovery” if there were always a binary multiplication · in the space
A of random variables such that every joint moment could be determined by applying
a single expectation morphism to a suitable iteration of binary products of random
variables.
In Sect. 6.1, we will define a pre-algebraic probability space. The defining data of such
a space shall be a pointed vector space A and a family µ = µ1,µ2, . . . of linear maps
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µn :SnA→ |, so that 1A “behaves as a unit”. Here we regard A as the space of random
variables and µn (x1, · · · ,xn ) as n-th joint moments. We then introduce the cumulant
morphism κ defined in terms of the moment morphism µ and the binary product in
| via a combinatorial formula involving classical partitions. Independence of random
variables is defined as usual in terms of cumulants and any classical algebraic proba-
bility space is an example of a pre-algebraic probability space. We then show that our
theory has the same central limit as its classical counterpart.
In Sect. 6.2, we add an assumption to our pre-algebraic probability spaces—that there
exist a family M = M1,M2, . . . , such that µn = µ1 ◦Mn . We then examine conditions
which imply that there is anunderlying classical algebraic probability space by repack-
agingM as a new familym =m2,m3, . . . , via a combinatorial formula involving clas-
sical partitions. The familym will be a sequence of obstructions that will vanish after
m2 whenM2 is a commutative associative multiplication andMn is iteratedmultipli-
cation usingM2.
In Sect. 6.3, we turn the table around by defining ungraded correlation algebras and
algebraic probability spaces as the natural generalization of unital commutative as-
sociative algebras and classical algebraic probability spaces. Then, in Sect 6.4, we
examine the formal geometric picture of finite dimensional probability spaces in this
context.
6.1. Commutative pre-algebraic probability spaces and the central limit theorem
It is reasonable to assume that the space of all relevant random variables forms a vec-
tor space over the ground field | in which every joint moment has a value.
Definition 6.1. A pre-algebraic probability space is a pair
 
A,µ

where A is a pointed
vector space and µ = µ1,µ2, . . . is a family of linear maps µn : SnA → | called the
moment morphism which satisfy the unit constraints µ1(1A ) = 1 and for n ≥ 1 and
x1, . . . ,xn ∈ A,
µn+1
 
x1, . . . ,xn ,1A

=µn
 
x1, . . . ,xn

.
From the family µ and the multiplication in |, we define another family κ= κ1,κ2, . . . ,
called the cumulantmorphism, recursively by the following relation valid for n ≥ 1 and
x1, . . . ,xn ∈ A:
κn
 
x1, . . . ,xn

:=µn
 
x1, . . . ,xn
− ∑
π∈P(n )
|π|6=1
κ
 
xB1
 · · ·κ xB |π|.
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It is trivial to check that
• κn is a linear map from Sn (A) to | for all n ≥ 1,
• κ1(1A ) = 1 and, for n ≥ 2 and x1, . . . ,xn ∈ A, κn
 
x1, . . . ,xn ,1A

= 0.
Equivalently, we have
µn
 
x1, . . . ,xn

=
∑
π∈P(n )
κ
 
xB1
 · · ·κ xB |π|, (6.1)
so that the family κ also determines the family µ completely using the multiplication
in |.
For a set of random variables {x1, . . . ,xk }, one associates the family of joint moments¦
µn
 
x j1 , . . . ,x jn
n ≥ 1,1≤ j1, . . . , jn ≤ k© ,
and the family of joint cumulants¦
κn
 
x j1 , . . . ,x jn
n ≥ 1,1≤ j1, . . . , jn ≤ k© .
Let γ=
∑k
j=1 t j x j in A[[t1, . . . , tk ]]. Then we define joint moment and cumulant gener-
ating functions Z (t1, . . . , tk ) and F (t1, . . . , tk ), respectively, by
Z (t1, . . . , tk ) = 1+µ1(γ)+
∞∑
n=2
1
n !
µn (γ, . . . ,γ)∈ |[[t1, . . . , tk ]],
F (t1, . . . , tk ) = κ1(γ)+
∞∑
n=2
1
n !
κn (γ, . . . ,γ) ∈ |[[t1, . . . , tk ]]/|,
Now F (t1, . . . , tk ) is the formal logarithm ofZ (t1, . . . , tk ).
The joint distributions (the law) of the set {x1, . . . ,xk } of random variables is the linear
map
µˆ : |[t1, . . . , tk ]→ |
such that, for a polynomial P =
∑
a j1···jn t j1 · · · t jn ,
µˆ(P) =
∑
a j1···jnµn
 
x j1 , . . . ,x jn

.
It is clear that the law of the set {x1, . . . ,xk } of random variables is determined com-
pletely by the family of joint moments, and vice versa.
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Now we are going to show that pre-algebraic probability spaces belong to the same
universality class (have the same limiting behavior) as classical algebraic probability
spaces, adopting essentially the same arguments.6
Let t be a formal parameter. For any z ∈ A, let
Z (t )z := 1+
∞∑
n=1
1
n !
t nµn (z , . . . ,z ) ∈ |[[t ]],
F (t )z :=
∞∑
n=1
1
n !
t nκn (z , . . . ,z ) ∈ |[[t ]]
Then as before F (t )z is the formal logarithm of Z (t )z . It is obvious, by definition, that
Z (t )az =Z (at )z and F (t )az = F (at )z if a ∈ |.
Corollary 6.1. Let x ,y ∈ A such that κn (x + y , . . . ,x + y ) = κn (x , . . . ,x )+κn (y , . . . ,y ) for
all n ≥ 1. Then ¨
F (t )x+y = F (t )x + F (t )y ,
Z (t )x+y =Z (t )xZ (t )y .
Proof. Trivial. ⊓⊔
We arrive at the following definition for independence.
Definition 6.2. Two random variables x and y are independent if κn (x +y , . . . ,x +y ) =
κn (x , . . . ,x )+κn (y , . . . ,y ) for all n ≥ 1.
In the remainder of this subsection, assume that
p
N ∈ | for every natural numberN .
Proposition 6.1. Consider a set of jointly independent random variables {x1, . . . ,xN }
such that µn (x i , . . . ,x i ) = µn (x j , . . . ,x j ) for all n ≥ 1 and i , j ∈ 1, . . . ,N. Assume further
that µ1(x i ) = 0 and that µ2(x i ,x i ) isσ2. Let
X =
x1+ · · ·+xNp
N
.
Then, for all N ≥ 1, we have
κ1(X ) = 0,
κ2(X ,X ) =σ
2,
κn (X , . . . ,X ) = κn (x1, . . . ,x1) ·N 1−
n
2 .
6 This should be obvious to the experts since the various central limit theorems are consequences of
the combinatorics of relevant cumulants (independence), defined frommoments andmultiplication in
the ground field, and are independent to how the moments are defined – although this trivial observa-
tionmay never has pronounced before.
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Proof. By the assumption that each x i has the same law, µn (x i , . . . ,x i ) =µn (x j , . . . ,x j )
for all n = 1,2,3 · · · and i , j = 1, . . . ,N , we also have κn (x i , . . . ,x i ) = κn (x j , . . . ,x j ). From
Corollary 6.1, we have
F (t )X = Fx1

tp
N

+ · · ·+ FxN

tp
N

∈ |[[t ]].
By taking the n-th derivative with respect to t and evaluating at t = 0, we obtain for
all n ≥ 1 that
κn (X , . . . ,X ) =
κn (x1, . . . ,x1)+ · · ·+κn (xN , . . . ,xN )
N
n
2
= κn (x1, . . . ,x1) ·N 1−
n
2 .
For n = 1, we have κ1(X ) = 0 since κ1(x i ) = µ1(x i ) = 0 by assumption. For n = 2, we
have κ2(X ,X ) =σ2 since κ2(x i ,x i ) =µ2(x i ,x i ) =σ2 for all i = 1, . . . ,N . ⊓⊔
The law of a random variable x in a algebraic probability space is called normal with
zero mean and varianceσ2 ∈ | if ι(x )≡µ1(x )≡κ1 = 0, κ2(x ,x ) =σ2 and κn (x , . . . ,x ) =
0 for all n ≥ 3. Equivalently, µ2k+1(x , . . . ,x ) = 0, for all k ≥ 0, and µ2k = σ2k (2k − 1)!!,
for all k ≥ 1. Then themoment generating function isZ (t )x = e
t 2
2 σ
2
.
The central limit theorem in classical algebraic probability spaces has a straightfor-
ward generalization to any pre-algebraic probability space. From Proposition 6.1, we
have
Theorem 6.1. Let x1,x2,x3, · · · ∈ A be a sequence of identically distributed and jointly
independent random variables such thatµ1(x i ) = 0 and µ2(x i ,x i ) =σ2 for all i ≥ 1. Let
X =
x1+ · · ·+xNp
N
.
Then, the law of X converges to normal distribution with zero mean and the the vari-
anceσ2 in the large N limit:
lim
N→∞
κ1(X ) = 0, lim
N→∞
κ2(X ,X ) =σ
2, lim
N→∞
κn (X , . . . ,X ) = 0 for n ≥ 3.
6.2. When does a space of random variables form an associative algebra?
Definition 6.3. We say that a pre-algebraic probability space
 
A;µ

is complete if there
is a family M =M1,M2, · · · , where Mn : Sn (A)→ A such that M1 is the identity map on
A and for x1, . . . ,xn ∈ A,
µn (x1, . . . ,xn ) =µ1
 
Mn (x1, . . . ,xn )

,
Mn+1
 
x1, . . . ,xn ,1A

=Mn
 
x1, . . . ,xn

.
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The idea motivating this definition of completeness is that in a complete space, any
joint event is itself also an event represented by a random variable. In that case, we
can perform the following reorganization.
Definition 6.4. Let
 
A;µ

be a complete pre-algebraic probability space. We define the
family m =m2,m3, · · · of linear maps mn : T n (A)→ A by m2 =M2 and, for n ≥ 3 and
x1, . . . ,xn ∈ A, recursively,
mn (x1, . . . ,xn ) :=Mn (x1, . . . ,xn )−
∑
π∈P(n )
|B |π| |=n−|π|+1
n−1∼πn
|π|6=1
M |π|

xB1 , . . . ,xB |π|−1 ,m
 
xB |π|

.
Proposition 6.2. Let
 
A;µ

be a complete pre-algebraic probability space. Then for n ≥
2 the cumulant morphism satisfies the relation
κn
 
x1, . . . ,xn

=
∑
π∈P(n )
|B |π| |=n−|π|+1
n−1∼πn
κ

xB1 , . . . ,xB |π|−1 ,m
 
xB |π|
− ∑
π∈P(n )
|π|=2
n−1≁πn
κ
 
xB1

κ
 
xB2

.
The proof is an easy induction using Definitions 6.1, 6.3, and 6.4.
Remark 6.1. This proposition implies that obstructions for a complete pre-algebraic
probability space
 
A,µ

to be a classical algebraic probability space arem3,m4,m5, . . . .
More specifically, note thatm2 =M2 and
m3(x ,y ,z ) =M3(x ,y ,z )−m2(x ,m2(y ,z )).
Assume thatm3 = 0. ThenM3(x ,y ,z ) =m2(x ,m2(y ,z )), which implies that (A, ·) is an
commutative associative algebra, where x ·y :=m2(x ,y ). Hencem3 is the obstruction
to (A,1A ,m2) being a unital commutative associative algebra. Fix n ≥ 4 and assume
thatm3 = · · · =mn−1 = 0. Then by induction the sum in the definition ofmn is equal
to x1 ·x2 · · ·xn , so we have
mn (x1, . . . ,xn ) =Mn (x1, . . . ,xn )−x1 ·x2 · · ·xn .
Thusmn is the obstruction toMn (x1, . . . ,xn ) being equal to x1 ·x2 · · ·xn . That is,
µn (x1,x2, . . . ,xn ) =µ1(x1 ·x2 · · ·xn

ifmn = 0. ♮
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Corollary 6.2. Assume that m = m2,0,0,0, . . . . Set x · y = m2(x ,y ) and ι = µ1. Then
the quartet
 
A,1A , ·, ι

is a classical algebraic probability space, where for n ≥ 2 and
x1, . . . ,xn in A, we have:
µn (x1, . . . ,xn ) = ι(x1 · · ·xn ),
κn
 
x1, . . . ,xn

=κn−1 (x1, . . . ,xn−2,xn−1 ·xn )−
∑
π∈P(n )
|π|=2
n−1≁πn
κ
 
xB1

κ
 
xB2

.
Proof. Recall that M2(x ,y ) = m2(x ,y ), which implies that x · y = y · x and x · 1A =
1A · x = x for all x ,y ∈ A. Note that M3(x ,y ,z ) = m2(x ,m2(y ,z )) for all x ,y ,z ∈ A,
sincem3 = 0, which implies thatm2(x ,m2(y ,z )) =m2(x ,m2(z ,y )) =m2(z ,m2(x ,y )) =
m2(m2(x ,y ),z ). Then x · (y · z ) = (x · y ) · z . Hence
 
A,1A , ·

is a unital commutative
associative algebra. Note that the symmetric properties of Mn for n ≥ 3, impose no
further condition onm2. Then we have, for n ≥ 1,
Mn
 
x1, . . . ,xn ) = x1 · · ·xn ,
sincemk = 0 for k ≥ 3. Hence, for n ≥ 1,
µn
 
x1, . . . ,xn ) =µ1
 
x1 · · ·xn

.
Using Eq. (6.1), this relation implies that for n ≥ 1, we have
µ1
 
x1 · · ·xn ) =
∑
π∈P(n )
κ
 
xB1
 · · ·κ xB |π|.
From ι = µ1, we have ι(1A ) = 0 so that
 
A,1A , ·, ι

is a classical algebraic probability
space and the family κ is its cumulant morphism. The second relation follows from
Proposition 6.2. ⊓⊔
6.3. Algebraic probability spaces
We begin to axiomatize the explorations begun in the previous subsection. For the
remainder of this section, all the lemmas and propositions are either straightforward
combinatorial inductions or special cases of lemmas or propositions in Section 7. In
all cases the proofs are omitted.
Definition 6.5. A ungraded correlation algebra is a pair (V,M ), where V is a pointed
vector space and M =M1,M2, · · · is a family of linear maps Mn :SnV → V where M1 is
the identity and for n > 1, Mn+1
 
v1, . . . ,vn ,1V

=Mn
 
v1, . . . ,vn

.
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We recursively define the family m =m2,m3, . . . of linear maps mn : T nV → V by the
following relation:
Mn (v1, . . . ,vn ) =
∑
π∈P(n )
|B |π| |=n−|π|+1
n−1∼πn
M |π|

vB1 , · · · ,vB |π|−1 ,m
 
vB |π|

.
Remark 6.2. The condition |B|π||= n−|π|+1 in the sum implies that the blocks B1, · · · ,B|π|−1
are singletons. The other condition n − 1∼π n in the sum implies that both n − 1 and
n belong to the last block B|π|. ♮
Remark 6.3. It would also be possible (and in factmore natural from a geometric point
of view) to define a ungraded correlation algebra as the pair (V,m ) and construct the
familyM recursively. However, the relations necessary to ensure thatM is symmetric
and satisfies the appropriate unit constraints are not as easily expressed. Neverthe-
less, we will sometimes implicitly take this approach in what follows.
Lemma 6.1. Let (V,M ) be aungraded correlationalgebra. Then the familym =m2,m3, · · ·
has the following properties:
1. for all x ∈V , m2(x ,1V ) = x ;
2. for all n ≥ 3, mn (x1, . . . ,xn ) = 0whenever x j = 1V for some j ;
3. for n ≥ 0 the operationmn+2 :T n+2V →V is invariant under the action of Permn×
Perm2 on T n+2V .
Corollary 6.3. A unital commutative associative algebra (A,1A , ·) is a ungraded corre-
lation algebra (A,m ) with m =m2,0,0,0, . . . and x · y =m2(x ,y ), for all x ,y ∈ A, and
vice versa.
Definition 6.6. An algebraic probability space is a ungraded correlation algebra AC =
(A,M ) together with a linear map ι : A→ | such that ι(1A ) = 1. A random variable is an
element of A. Themoment morphism µ=µ1,µ2, · · · is defined as
µn = ι ◦Mn .
The cumulant morphism κ=κ1,κ2, · · · is defined recursively by the relation
ι
 
Mn (x1, . . . ,xn )

=
∑
π∈P(n )
κ
 
xB1
 · · ·κ xB |π|.
We say that two random variables x and y are independent if κn (x + y , . . . ,x + y ) =
κn (x , . . . ,x )+κn (y , . . . ,y ) for all n ≥ 1.
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Remark 6.4. It is obvious that this definition coincides with that of a complete pre-
algebraic probability space. It follows that the central limit theorem, Theorem 6.1,
also holds of algebraic probability spaces over an appropriate ground field |.
Example 6.1. Consider a binary homotopy probability space CbC
c // | concentrated
in non-positive degree. The only linear map of negative degree from SnC to | is zero,
so there is a unique descendant φc = φc1,φ
c
2, · · · of the expectation c. We have φc1 = c
and φcn : S
nC0 → |. Consider a complete space S of homotopical random variables.
A priori the underlying vector space S is also concentrated in non-positive degree,
while both themoment morphism µS and the cumulantmorphisms κS are non-zero
maps only on Sn (S0) for all n ≥ 1. Hence we have the structure of an algebraic prob-
ability algebra on S0 ≃H0. Note that every element in S ≃ H with negative degree is
independent of everything and invisible to both moments and cumulants. Neverthe-
less, such elements form an integral part of our definition of S because they are used
in the unital s L∞-quasi-isomorphisms between S and CbC . If our binary homotopy
probability space is a homotopical realization of the classical algebraic probability
space Ac l
ι // | with infinitesimal symmetry ̺ : g→ LDiff|(A) then the algebraic
probability space structure on S0 is that on Ag ≃S0. ♮
Denote by PC the category of ungraded correlation algebras whose objects are un-
graded correlation algebras and whose morphisms are unit preserving linear maps.
Then the ground field | is the initial object of PC . Define the descendantφ
f of a mor-
phism f : AC → A ′C in PC by the recursive relation
f
 
Mn (x1, . . . ,xn )

=
∑
π∈P(n )
M ′|π|

φ f (xB1 ), . . . ,φ
f (xB |π| )

,
There is also the following equivalent exercise, which is proven by a straightforward,
tedious induction.
Lemma 6.2. For all n ≥ 2 and for all x1, . . . ,xn ∈ A,
φ fn
 
x1, . . . ,xn

=
∑
π∈P(n )
|B |π||=n−|π|+1
n−1∼πn
φ f

xB1 , . . . ,xB |π|−1 ,m
 
xB |π|
− ∑
π∈P(n )
n−1≁πn
m ′|π|

φ f (xB1 ), . . . ,φ
f (xB |π| )

.
Recall the category PL∞ , which was defined in Sect. 4.2. We can expressDes as a func-
tor from PC to PL∞ . The functorDes takes the object Ac l =
 
A,1A ,m

to AL∞ =
 
A,1A

and takes the morphism f to its descendant φ f .
74 Jae-Suk Park
Now we may regard algebraic probability theory as the study of the category PC and
the functor Des into the category PL∞ , where a morphism ι to the initial object | in
PC has a special interpretation as an expectation map whose descendant φ
ι is the
cumulant morphism κ.
6.4. Formal geometry of algebraic probability spaces
The purpose of this section is to examine some geometrical aspects of finite dimen-
sional algebraic probability spaces.
Let VC = (V,m ) be a finite dimensional ungraded correlation algebra. Choose a basis
{eα}α∈J of V with the distinguished element e0 = 1V ∈ V . Let tV = {t α}α∈J be the dual
basis which defines a coordinate system on V . Let ∂α =
∂
∂ t α
be the linear derivation
on |[[tV ]] defined by ∂αt β = δαβ and ∂α(X ·Y ) = ∂αX ·Y +X · ∂αY for all X ,Y ∈ |[[tV ]].
Consider the family of structure constantsmα1α2
β ,mα1α2α3
β , . . . form =m2,m3, . . . so
that, for all n ≥ 2,
mn
 
eα1 , . . . ,eαn

=
∑
β∈J
mα1 ···αn
β eβ .
From property 3 in Lemma 6.1, we can form a formal power series Aαβ γ ∈ |[[tV ]] de-
fined by
Aαβ
γ :=mαβ
γ+
∑
n≥1
1
n !
∑
ρ1,...,ρn∈J
t ρn · · · t ρ1mρ1 ···ρnαβγ,
representing a (2,1)-tensor field on V .
Lemma 6.3. The formal power series Aαβ γ ∈ |[[tV ]] satisfy the following equations for
all α,β ,γ,σ ∈ J :
A0β
γ =δβ
γ;
Aαβ
γ =Aβα
γ;
∂αAβγ
σ− ∂βAαγσ+
∑
ρ∈J

Aβγ
ρAαρ
σ−AαγρAβρσ

= 0.
This lemma is a special case of Lemma 7.4.
LetMα1
β ,Mα2α2
β , . . . be the family of structure constants such that, for all n ≥ 1,
Mn
 
eα1 , . . . ,eαn

=
∑
β∈J
Mα1 ···αn
β eβ .
Recall that the familiesm andM uniquely determine one another.
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Lemma 6.4. There is a 1-tensor field T γ in the power series ring |[[tV ]] uniquely deter-
mined by the following system of formal differential equations, valid for all β ,γ,σ ∈ J :∂β∂γ−∑
ρ∈J
Aβγ
ρ∂ρ
Tσ = 0;
∂γT
σ

t=0
=δγ
σ;
Tσ

t=0
= 0;
∂
∂ t 0
− 1

Tσ =δ0
σ.
More specifically, for all n ≥ 1 and α1, . . . ,αn ,σ ∈ J ,
∂α1 · · ·∂αnTσ

t=0
=Mα1 ···αn
σ.
This lemma is a special case of Lemma 7.3 and 7.5.
Remark 6.5. A smooth realmanifold X is called affinely flat or simply affine if there is a
torsion-free flat affine connection on the tangent bundle TX . On a coordinate neigh-
borhoodU with local coordinates {x 1, . . . ,xn }, an affine connection ∇ is represented
by
∇∂i ∂j =
∑
k
Γi j
k ∂k ,
where we have set ∂j =
∂
∂ x j
. The connection is torsion-free if Γi j k = Γj i k , and flat if
∂iΓj k
ℓ− ∂jΓi k ℓ−
∑
m

Γi k
mΓjm
ℓ−Γj kmΓim ℓ

= 0.
Then, one basic result of Cartan geometry [35] is that there is a flat coordinate system
{y 1(x ), . . . ,y n (x )} unique up to translation such that
∇e∂j e∂k = 0,
where e∂j = ∂∂ y j . Then let g j k = ∂ y k∂ x j . We have e∂j =∑k (g −1)j k∂k such that
∇e∂i e∂j =∑
m
(g −1)i m
 
∂m (g
−1)j k +
∑
ℓ
(g −1)j ℓΓmℓk
!
∂k
Hence∇e∂i e∂j = 0 is equivalent to the following.
∂m (g
−1)j k +
∑
ℓ
(g −1)j ℓΓmℓk = 0.
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Using matrix multiplication to move coefficients around and distributing using the
Leibniz rule, we get
Γmℓ
k =−
∑
j
g ℓ
j ∂m (g
−1)j k =
∑
j

∂m g ℓ
j

(g −1)j k
which implies by inverting (g −1)j k that 
∂m ∂ℓ−
∑
k
Γmℓ
k ∂k
!
y j = 0.
♮
Hence a finite dimensional ungraded correlation algebra has the following geometric
interpretation. Consider a formal basedmanifoldMwhose algebra of functions is the
topological algebra |[[tV ]] and whose tangent space at the base point o is isomorphic
to the affine space V after forgetting the origin. Then the formal (2,1)-tensor {Aαβ γ}
can be interpretedas the connection one-form for a flat torsion-free affine connection
∇ on TM in a coordinate neighborhood ofo ∈M, i.e.,∇∂α∂β =
∑
γAαβ
γ∂γ and A0β γ =
δβ γ. The tensor field {T γ} constitutes affine flat coordinates satisfying the last three
conditions in Lemma 6.4.
That is, define Gβ γ := ∂βT γ. Then G, regarded as a square matrix, is invertible and we
can define e∂α =∑γ(G−1)αγ∂γ. Then∇e∂α e∂β = 0.
7. Homotopy Probability Spaces
We have seen that algebraic probability spaces constitute more than an idle general-
ization of classical algebraic probability spaces. The theory has the same universality
as its classical counterpart and, on the space of coinvariants Ag of a classical algebraic
probability spacewith an infinitesimal symmetry, there is the structure of an algebraic
probability space. In this final section we revisit the theory in full generality, including
the homotopy theory of probability spaces.
7.1. Correlation algebras
A correlation algebra is the natural graded version of a ungraded correlation algebra.
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Definition 7.1. A correlation algebra is a pair (V,M ), where V is a pointed graded vec-
tor space and M is a family M =M1,M2, . . . , where Mn is a linear map from SnV to V
of degree 0 for all n ≥ 1 such that Mn+1
 
v1, . . . ,vn ,1V

= Mn
 
v1, . . . ,vn

for all n ≥ 1
andM1 is the identity on V .
We recursively define the family of operators m =m2,m3, . . ., where mn : T nV → V , as
follows:
Mn (v1, . . . ,vn ) =
∑
π∈P(n )
|B |π| |=n−|π|+1
n−1∼πn
ε(π)M |π|

vB1 , · · · ,vBπ−1 ,m
 
vB |π|

.
(7.1)
Remark 7.1. The conditions on the summation imply that the blocks B1, · · · ,B|π|−1 are
singletons and that both n − 1 and n belong to the last block B|π|. It follows that
Mn (v1⊗ ·· · ⊗ vn ) =
∑
ς⊂[n−2]
ε(ς)M |ς|+1

vς⊗m |ς|+2
 
vςc ⊗ vn−1⊗ vn

,
where the sum is over every subset ς of the ordered set [n − 2] = {1,2, · · · ,n − 2} and
vς = v j1 ⊗ ·· · ⊗ v j |ς| if ς = {j1, . . . , j |ς|}. We use the notation ςc for the subset of [n − 2]
complimentary to ς and ǫ(ς) for the Koszul sign for vς⊗ vςc with respect to v1⊗ ·· · ⊗
vn−2. ♮
Example 7.1. Here are the explicit relations for n = 2,3,4:
M2(v1,v2) =m2(v1,v2),
M3(v1,v2,v3) =m3(v1,v2,v3)+M2(v1,m2(v2,v3))
=m3(v1,v2,v3)+m2(v1,m2(v2,v3)),
M4(v1,v2,v3,v4) =m4(v1,v2,v3,v4)
+M2(v1,m3(v2,v3,v4)+ (−1)|v1 ||v2|M2(v2,m3(v1,v3,v4)
+M3(v1,v2,m2(v3,v4)
=m4(v1,v2,v3,v4)
+m2
 
v1,m3(v2,v3,v4)

+(−1)|v1 ||v2|m2
 
v2,m3(v1,v3,v4)

+m3
 
v1,v2,m2(v3,v4)

+m2
 
v1,m2(v2,m2(v3,v4))

.
Remark 7.2. Note that the familiesm andM determine one another uniquely. That is,
the recurrence relation above is equivalent to the following:
• m2 =M2,
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• for n ≥ 3 and x1, . . . ,xn ∈ C,
mn (x1, . . . ,xn ) =Mn (v1, . . . ,vn )−
∑
π∈P(n )
|B |π| |=n−|π|+1
n−1∼πn
|π|6=1
ε(π)M |π|

vB1 , . . . ,vBπ−1 ,m
 
vB |π|

.
♮
Lemma 7.1. Let (V,M ) be a correlation algebra. Then the family m = m2,m3, · · · has
the following properties:
1. for any x ∈V , m2(x ,1V ) = x ;
2. for all n ≥ 3, mn (x1, . . . ,xn ) = 0whenever x j = 1V for some j , 1≤ j ≤ n;
3. for all n ≥ 0 and x1, . . . ,xn ,y ,z ∈V , we have
mn+2
 
x1, . . . ,xn ,y ,z

= (−1)|y ||z |mn+2
 
x1, . . . ,xn ,z ,y

;
4. for all n ≥ 2 and x1, . . . ,xn ,y ,z ∈V , we have
mn+2
 
x1, . . . ,xn ,y ,z

= ǫ(σ)mn+2
 
xσ(1), . . . ,xσ(n ),y ,z

for anyσ ∈ Permn .
Proof. Exercise. ⊓⊔
Here is the standard example of a correlation algebra.
Lemma 7.2. Let V be a pointed graded vector space and m2 : V ⊗V → V an operator.
The following are equivalent.
1. (V,m2) is a unital graded commutative associative algebra.
2. Let Mn (v1, . . . ,vn ) be m2(v1, . . .m2(vn−1,vn )). Then (V,M ) is a correlation algebra.
3. Let m =m2,0,0, . . . and define M recursively in terms of m as above. Then Mn is
an operator SnV → V (not just T nV →V ) and (V,M ) is a correlation algebra.
Proof. Exercise. ⊓⊔
Before leaving this subsection, we examine finite dimensional correlation algebras.
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7.1.1. The finite dimensional case. The purpose of this section is to examine some
aspects of finite dimensional correlation algebras.
Fix notation first. Let S be a finite dimensional pointed vector space. Choose a basis
{eα}α∈J⋄ of S with the unit e0 = 1S ∈ S0. Let tS = {t α}α∈J⋄ be the dual basis, which
defines a coordinate system on S . Let ∂α =
∂
∂ t α
be the graded linear derivation on
|[[tS ]] determined by ∂αt β = δαβ and ∂α(X · Y ) = ∂αX · Y + (−1)|X ||t α|X · ∂αY , for all
X ,Y ∈ |[[tS ]]. (Recall that t αt β = (−1)|eα||eβ |t β t α, for all α,β ∈ J ).
Now suppose (S ,MS ) is a correlation algebra. Consider the family of structure con-
stantsmα1α2
β ,mα1α2α3
β , . . . formS =mS2 ,m
S
3 , . . . such that, for all n ≥ 2,
mSn
 
eα1 , . . . ,eαn

=
∑
β∈J
mα1 ···αn
β eβ .
From property 4 in Lemma 7.1, we can form a formal power series Aαβ γ ∈ |[[tS ]] de-
fined by
Aαβ
γ :=mαβ
γ+
∑
n≥1
1
n !
∑
ρ1,...,ρn∈J
t ρn · · · t ρ1mρ1 ···ρnαβγ, (7.2)
representing a (2,1)-tensor field on S . LetMS be the family of iteratedmultiplications
generated bymS . Similarly, letMα1
β ,Mα2α2
β , . . . be the family of structure constants
such that, for all n ≥ 1,
MSn
 
eα1 , . . . ,eαn

=
∑
β∈J
Mα1 ···αn
β eβ .
Lemma 7.3. There is a 1-tensor field T γ in the formal power series ring |[[tS ]] uniquely
determined by the following system of formal differential equations: for all β ,γ,σ ∈ J ,∂β∂γ−∑
ρ∈J
Aβγ
ρ∂ρ
Tσ = 0,
∂γT
σ

tS=0
=δγ
σ,
Tσ

tS=0
= 0.
Moreover, for all n ≥ 1 and α1, . . . ,αn ,σ ∈ J⋄,
∂α1 · · ·∂αnTσ

tS=0
=Mα1 ···αn
σ.
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Proof. We are looking for a solution Tˇσ ∈ |[[tS ]] of the first equation: for all β ,γ ∈ J ,
∂β∂γTˇ
σ =
∑
ρ∈J
Aβγ
ρ∂ρTˇ
σ (7.3)
with initial conditions given by the second and third equation. It follows that
Tˇσ = t σ +
∑
n≥2
1
n !
∑
α1,...,αn∈J
t αn · · · t α1Mˇρ1 ···ρnσ
for some family Mˇα1
σ,Mˇα2α2
σ,Mˇα1α2α3
σ, . . . ∈ |, which are totally graded symmetric
for all the lower indices. Our goal is to show that Tˇ γ is determined uniquely and Tˇ γ =
T γ, for all γ∈ J , i.e., Mˇα1...αnσ =Mα1...αnσ, for all n ≥ 1 and α1, . . . ,αn ,σ ∈ J .
By setting tS = 0 in Eq. (7.3), we have
Mˇβγ
σ =mβγ
σ =Mβγ
σ,
where we have used ∂ρTˇσ

tS=0
= δρσ. Fix n ≥ 3 and assume that Mˇα1...αk β =Mα1...αk β ,
for 2≤ k ≤n − 1. By applying ∂α1 · · ·∂αn−2 to Eq. (7.3), we obtain that
∂α1 · · ·∂αn Tˇσ =
∑
ρ∈J
∂α1 · · ·∂αn−2

Aαn−1αn
ρ · ∂ρTˇσ

=
∑
ρ∈J
∑
ς⊂[n−2]
ε(ς)
 
DςAαn−1αn
ρ ·Dςc ∂ρTˇσ , (7.4)
where the second summation in the last line is the sum over every subset ς of the
ordered set [n−2] = {1,2, . . . ,n−2};Dς = ∂αj1 · · ·∂αj|ς| if ς=

j1, . . . , j |ς|
	
; ςc is the subset
of [n−2] that is complimentary to ς; and ǫ(ς) is the Koszul sign for eς⊗eςc with respect
to e1⊗·· ·⊗en−2, where eς = e j1⊗·· ·⊗e j |ς| if ς=

j1, . . . , j |ς|
	
. For the second equality, we
have used the graded version of multivariate Faá di Bruno’s formula (see Proposition
5 in [36]). Recall that
Mˇα1 ···αn
σ = ∂α1 · · ·∂αn Tˇσ

tS=0
,
while, if ς=

j1, . . . , j |ς|
	⊂ [n − 2] such that ςc = k1, . . . ,k |ςc |	,
mαj1 ···αj|ς|αn−1αn
ρ =DςAαn−1αn
ρ

tS=0
and
Mαk1 ···αk|ςc |ρ
σ =Dςc ∂ρTˇ
σ

tS=0
.
Then, by setting tS = 0 in Eq. (7.4), we have the following relations for all n ≥ 2 and
α1, . . . ,αn ,σ ∈ J :
Mˇα1 ···αn
σ =
∑
ρ∈J
∑
ς=

j1,...,j |ς|
	
⊂[n−2]
ǫ(ς)mαj1 ···αj|ς|αn−1αn
ρMαk1 ···αk|ςc |ρ
σ.
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Equivalently, we have
Mˇn (v1⊗ ·· · ⊗ vn ) =
∑
ρ∈J
∑
ς⊂[n−2]
ε(ς)MS|ς|+1

vς⊗mS|ς|+2
 
vςc ⊗ vn−1⊗ vn

.
From Definition 7.1 (see Remark 7.1), it follows that Mˇα1 ···αnσ = Mα1 ···αnσ. We have
shown by induction that Tˇ γ = T γ, for all γ ∈ J . ⊓⊔
Lemma 7.4. The formal power series Aαβ γ ∈ |[[tS ]] has the following properties:
1. A0β γ = δβ γ;
2. Aαβ γ = (−1)|t α||t β |Aβαγ;
3. ∂αAβγσ− (−1)|t α||t β |∂βAαγσ+
∑
ρ∈J

AβγρAαρσ− (−1)|t α||t β |AαγρAβρσ

= 0.
Proof. It is straightforward to prove (1) and (2) from properties (1)–(3) in Lemma 7.1.
We now proceed to prove (3). From∂β∂γ−∑
ρ∈J
Aβγ
ρ∂ρ
Tσ = 0,
we have
∂α∂β∂γT
σ =
∑
ρ∈J
∂αAβγ
ρ∂ρT
σ+
∑
ρ∈J
Aβγ
ρ∂α∂ρT
σ
=
∑
ρ∈J
∂αAβγρ +∑
ρ′∈J
Aβγ
ρ′Aαρ′
ρ
∂ρTσ.
Define a formal series Gβ γ := ∂βT γ ∈ |[[tS ]] representing a (1,1)-tensor on S . Regard G
as a square matrix with entries in |[[tS ]]. By the third equation in Lemma 7.3we have
Gβ γ

tS=0
= δβ γ, soG is invertible with inverse {G−1}β γ = G−1β γ, i.e.,
∑
ρ Gβ
ρG−1ρ
γ = δβ γ.
Hence, the above equation is equivalent to the following:∑
ρ∈J

∂α∂βGγ
ρ

G−1ρ
σ = ∂αAβγ
σ+
∑
ρ∈J
Aβγ
ρAαρ
σ.
Then property (3) follows from ∂α∂β − (−1)|eα||eβ |∂β∂α = 0. ⊓⊔
Lemma 7.5. For all γ ∈ J , we have

∂
∂ t 0
− 1

T γ =δ
γ
0 .
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Proof. From the 1st relation in Lemma 7.3, we have
∂0∂γT
σ = ∂γ∂0T
σ =
∑
ρ∈J
A0γ
ρ∂ρT
σ = ∂γT
σ,
where we have used A0γρ = δγρ (the 1st relation in Lemma 7.4) for the second equal-
ity. It follows that ∂0Tσ = Tσ + aσ, where aσ are some constants. From ∂0Tσ|tS=0 =
δ0σ and Tσ|tS=0 = 0, we have aσ =δ0σ, so that ∂0Tσ = Tσ+δσ0 . ⊓⊔
7.1.2. Property Q In this subsection, we briefly consider correlation algebras with a
special property.
Definition 7.2. A correlationalgebra (V,M )has propertyQ if the familym =m2,m3, · · ·
is a collection of symmetric maps. That is to say, the cor r e l at ional g ebra has prop-
erty Q if each map mn : T nV → V descends to the quotient by the symmetric group to a
map SnV → V .
Assume that (S ,MS ) is a finite dimensional correlation algebra with propertyQ. Bor-
rowing notation from Section 7.1.1, consider the two formal power series Aβγσ,T γ ∈
|[[tS ]]:
Aβγ
σ :=mβγ
σ+
∑
n≥1
∑
ρ1,...,ρn∈J
1
n !
t ρn · · · t ρ1mρ1 ···ρnβγσ,
T γ := t γ+
∑
n≥2
1
n !
∑
ρ1,...,ρn∈J
t ρn · · · t ρ1Mρ1 ···ρn γ,
representing a (2,1)-tensor and a 1-tensor field, respectively, on S . Then it is trivial to
check the following.
Lemma 7.6. The formal power series Aαβ γ ∈ |[[tS ]] andT γ ∈ |[[tS ]] satisfy the following
properties for all α,β ,γ,σ ∈ J :
1. A0β γ = δβ γ;
2. Aαβ γ = (−1)|t α||t β |Aβαγ;
3.

∂
∂ t 0
− 1

T γ = δ
γ
0 ;
4.

∂β∂γ−
∑
ρ∈J Aβγ
ρ∂ρ

Tσ = 0;
5. ∂αAβγσ− (−1)|t α||t β |∂βAαγσ = 0;
6.
∑
ρ∈J

AβγρAαρσ− (−1)|t α||t β |AαγρAβρσ

= 0.
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Proof. Properties (1) and (2) follow from those in Proposition 7.4. Property (3) follows
from Lemma 7.5 and Property (4) follows from Lemma 7.3. Property 5 can be checked
directly as follows:
∂αAβγ
σ =
∑
n≥0
∑
ρ1,...,ρn∈J
1
n !
t ρn · · · t ρ1mρ1 ···ρnαβγσ
= (−1)|t α||t β |
∑
n≥0
∑
ρ1,...,ρn∈J
1
n !
t ρn · · · t ρ1mρ1 ···ρnβαγσ
= (−1)|t α||t β |∂βAαγσ.
Then property (6) also follows from property (3) in Proposition 7.4. ⊓⊔
Lemma 7.7. LetS be finite dimensionalas a graded vector space. Choose a basis {eα}α∈J
of S with the unit e0 = 1S ∈ S0. Let tS = {t α}α∈J be the dual basis, which defines a co-
ordinate system on S . Let Aαβ γ ∈ |[[tS ]], be a formal power series representing a (2,1)-
tensor field on S with the following properties for all α,β ,γ,σ ∈ JS :
1. A0β γ = δβ γ;
2. Aαβ γ = (−1)|t α||t β |Aβαγ;
3. ∂αAβγσ− (−1)|t α||t β |∂βAαγσ = 0;
4.
∑
ρ∈J

AβγρAαρσ− (−1)|t α||t β |AαγρAβρσ

= 0.
Then S has the structure of a correlation algebra with property Q.
Proof. Exercise. ⊓⊔
Remark 7.3. Property Q will be relevant in the context of quantum field theory [8],
where many of the results in this paper will be backgroundmaterial. ♮
7.2. The homotopy category of homotopy probability algebras
Definition 7.3. A homotopy probability algebra is a trio CC = (C,M ,K ), where the pair
(C,M ) is a correlation algebra and the pair (C,K ) is a pointed cochain complex. Amor-
phism of homotopy probability algebras from CC to C′C is a pointed cochain map and
twomorphisms f and ef are homotopic if they are pointed cochain homotopic.
Let PAlgC be the category of homotopy probability algebras and let hoPAlgC be the
homotopy category of PAlgC : its objects are the same as the those of PAlgC and its
morphisms are homotopy types of morphisms in PAlgC .
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Example 7.2. A homotopy probability algebra concentrated in degree zero is a un-
graded correlation algebra, and vice versa. A homotopy probability algebra with zero
differential is a correlation algebra, and vice versa. ♮
Example 7.3. A binary homotopy probability algebra (C, ·,K ) is a homotopy probabil-
ity algebra (C,M ,K ) such thatm =m2,0,0,0, . . . withm2(x ,y ) = x · y , and vice versa.
The category PAlgbC of binary homotopy probability algebras is a full subcategory of
PAlgC . ♮
Example 7.4. The ground field | is a homotopy probability algebra, which is the initial
object in both the category PAlgC and the homotopy category hoPAlgC of homotopy
probability algebras. ♮
Definition 7.4. A homotopy probability space is an object CC together with a mor-
phism [c] to the initial object | in the homotopy category hoPAlgC ;
CC
[c]
// | ,
In practice, we study a homotopy probability space in the category PAlgC by choosing
a representative c of the homotopy type [c];
CC
c // |
so that c is a pointed cochain map from C to |. The morphism c shall be called the
expectation and is only defined up to pointed cochain homotopy. Note that another
representativeec of [c] is homotopic to c ifec= c+ r K for some pointed cochain homo-
topy r . Inwhat follows, then, we are only allowed to consider structures and quantities
on C that are constant on all expectation morphisms in the same pointed homotopy
type.
Example 7.5. A binary homotopy probability space (C, ·,K ) c // | is the same thing
as a homotopy probability space (C,M ,K )
c // | such that
m =m2,0,0,0, . . . ,
m2(x ,y ) = x · y for all x ,y ∈ C.
♮
Example 7.6. A algebraic probability space is a homotopy probability space concen-
trated in degree zero, and vice versa. A classical algebraic probability space is a binary
homotopy probability space concentrated in degree zero, and vice versa. ♮
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7.3. Homotopy functors to the category of unital s L∞-algebras
In this subsection we construct a family of functors DesΛ : PAlgC =⇒ UsL∞ from the
category PAlgC of homotopy probability algebras to the categoryUsL∞ of unital s L∞-
algebras, each of which induces a well-defined functor hoDesΛ : hoPAlgC =⇒hoUsL∞
from the homotopy category hoPAlgC to the homotopy category hoUsL∞.
Definition 7.5 (Descendant Algebra). The descendant of an object CC =
 
C,M ,K

in
the category PAlgC is the pair CL∞ =

C,ℓK

, where ℓK = ℓK1 ,ℓ
K
2 ,ℓ
K
3 , . . . is a family of
linear maps ℓKn :S
nC→ C recursively defined by the relations
KM (x1, . . . ,xn ) =
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )M |π|

xB1 , . . . ,xBi−1 ,ℓ
K (xBi ),xBi+1 , . . . ,xB |π|

.
Remark 7.4. The sequence ℓK = ℓK1 ,ℓ
K
2 ,ℓ
K
3 , . . . is well-defined since its defining equa-
tion can be rewritten as follows:
ℓKn (x1, . . . ,xn ) =KMn (x1, . . . ,xn )
−
∑
π∈P(n )
|Bi |=n−|π|+1
|π|6=1
ε(π, i )M |π|

xB1 , . . . ,xBi−1 ,ℓ
K (xBi ),xBi+1 , . . . ,xB |π|

.
We record the calculation of ℓK1 ,ℓ
K
2 , and ℓ
K
3 explicitly: ℓ
K
1 = K , and
ℓK2 (x1,x2) =KM2(x1,x2)−M2(Kx1,x2)− (−1)|x |1M2(x1,Kx2),
ℓK3 (x1,x2,x3) =KM3(x1,x2,x3)−M3(Kx1,x2,x3)− (−1)|x1|M3(x1,Kx2,x3)
− (−1)|x1 |+|x2|M3(x1,x2,Kx3)−M2
 
ℓK2 (x1,x2),x3

− (−1)|x1 |M2
 
x1,ℓ
K
2 (x2,x3)
− (−1)(|x1 |+1)|x2|M2 x2,ℓK2 (x1,x3).
♮
Definition 7.6 (Descendant Morphisms). Let CC =
 
C,M ,K

and C′C =
 
C′,M ′,K ′

be
two homotopy probability algebras and let f be a morphism CC
f
// C′C between
them. Let Λ= Λ1,Λ2,Λ3, . . . be a family of degree −1 linear maps Λn : Sn (C)→ C′ which
satisfy Λ1(1C) = 0 and, for all n ≥ 1,
Λn+1
 
x1, . . . ,xn ,1C

=Λn
 
x1, . . . ,xn

.
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Then the descendant of f up to thehomotopyΛ is the sequenceφ f ,Λ =φ
f ,Λ
1 ,φ
f ,Λ
2 ,φ
f ,Λ
3 , . . .
of linear maps φ
f ,Λ
n :SnC→ C′ defined by the recursive relation
f (M (x1, · · · ,xn )) =
∑
π∈P(n )
ε(π)M ′

φ f ,Λ
 
xB1

, . . . ,φ f ,Λ

xB |π|

+K ′Λn (x1, . . . ,xn )
+
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )Λ|π|

xB1 , . . . ,xBi−1 ,ℓ
K  xBi  ,xBi+1 , . . . ,xB |π| .
Remark 7.5. It is clear that sequence φ f ,Λ =φ
f ,Λ
1 ,φ
f ,Λ
2 ,φ
f ,Λ
3 , . . . in the above definition
is determined uniquely. For example,
φ
f ,Λ
1 = f −K ′Λ1−Λ1K ,
φ
f ,Λ
2 (x1,x2) = f
 
M2(x1,x2)
−M ′2 φ f ,Λ1 (x1),φ f ,Λ1 (x2)
−K ′Λ2(x1,x2)−Λ2(Kx1,x2)− (−1)|x1|Λ2(x1,Kx2)
−Λ1(ℓK2 (x1,x2)).
=φ
f ,Λ
1
 
M2(x1,x2)
−M ′2 φ f ,Λ1 (x1),φ f ,Λ1 (x2)
−K ′Λ2(x1,x2)−Λ2(Kx1,x2)− (−1)|x1|Λ2(x1,Kx2)
+K ′Λ1(M2(x1,x2))+Λ1(M2(Kx1,x2))+ (−1)|x1|Λ1(M2(x1,Kx2)).
♮
Weare going to show that the descendant of a homotopy probability algebra is a unital
s L∞-algebra, that the descendant of a morphism of homotopy probability algebra up
to arbitrary homotopy is a unital s L∞-morphism between descendant unital s L∞-
algebras, and that the descendants of amorphism of homotopy probability algebra up
to different homotopies are homotopic as unital s L∞-morphisms. For each object CC
in the homotopy categoryhoPAlgC , let hoDes
 
CC

be its descendant algebra. For each
morphism [ f ] in the homotopy category hoPAlgC , let hoDes
 
CC

be the homotopy
type of its descendantmorphismup to arbitrary homotopy.We check the functoriality
of hoDes to arrive at the following main theorem of this subsection:
Theorem 7.1. hoDes is a functor from the homotopy category hoPAlgC of homotopy
probability algebras to the homotopy category hoUsL∞ of unital s L∞-algebras.
Our proof of the above theorem consists of several lemmas, which show that
• the descendant algebra CL∞ =DesΛ
 
CC

is a unital s L∞-algebra,
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• the descendant morphismφ f ,Λ, up to homotopy Λ, of a homotopy probability al-
gebra morphism f is a unital s L∞-morphism between the respective descendant
algebras,
• the homotopy type of the descendant morphism does not depend on Λ,
• if f and ef are homotopic probability algebra morphisms, their descendants up to
arbitrary homotopy φ
ef ,Λ andφ f ,Λ are homotopic as unital s L∞-morphisms, and
• if f and f ′ are composable morphisms of homotopy probability algebras, then
composition of the descendant morphisms of f and f ′, each up to homotopy, is
homotopic to the descendent of f ′ ◦ f up to homotopy.
For the purposes of proving these lemmas, we shall repeatedly use the following con-
struction. Fix x1, . . . ,xn , and let t i be a formal graded commutative parameter such
that |t i |=−|x i |. Let γ=
∑n
i=1 t ix i . Rewriting various formulas dependent on the x i in
terms of γwill make the simplifications easier.
Lemma 7.8. Let CL∞ =

C,ℓK

be the descendant of the homotopy probability algebra
CC = (C,M ,K ). Then CL∞ is a unital s L∞-algebra.
Proof. Wefirst show that

C,ℓK

is a s L∞-algebra. From the symmetric property ofM ,
it is trivial that ℓKn is a linear map from S
n (C) to C of degree 1. Define another family
F = F1,F2, . . . of degree 2 linear maps Fn :Sn (C)→ C by
Fn (x1, . . . ,xn ) :=
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )ℓK|π|

xB1 , . . . ,xBi−1 ,ℓ
K (xBi ),xBi+1 , . . . ,xB |π|

. (7.5)
We claim that, for all n ≥ 1,∑
π∈P(n )
|Bi |=n−|π|+1
ε(π)M |π|

xB1 , . . . ,xBi−1 ,F (xBi ),xBi+1 , . . . ,xB |π|

= 0, (7.6)
which can be rewritten as follows;
Fn (x1, . . . ,xn ) =−
∑
π∈P(n )
|Bi |=n−|π|+1
|π|6=1
ε(π)M |π|

xB1 , . . . ,xBi−1 ,F (xBi ),xBi+1 , . . . ,xB |π|

.
Note that F1 = K 2 = 0. Note also that Fn = 0 if F1 = F2 = · · ·= Fn−1 = 0. By induction, we
deduce that Fn = 0 for all n ≥ 1, which implies that

C,ℓK

is an s L∞-algebra.
Now we prove the claimed identity Eq. (7.6). The formula for the descendant algebra
inDefinition 7.5 is equivalent to the following:
KMn (γ, . . . ,γ) =
n∑
k=1

n
k − 1

Mk
 
γ, . . . ,γ,ℓn−k+1(γ, . . . ,γ)

. (7.7)
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Similarly, the formula Eq. (7.5) is equivalent to the following:
Fn (γ, . . . ,γ) =
n∑
k=1

n
k − 1

ℓKk
 
γ, . . . ,γ,ℓn−k+1(γ, . . . ,γ)

.
By applying K to Eq. (7.7), we have
K 2Mn (γ, . . . ,γ) =
n∑
k=1

n
k − 1

KMk
 
γ, . . . ,γ,ℓn−k+1(γ, . . . ,γ)

. (7.8)
From Eq. (7.7), we also deduce that, for any β ,
KMk (β ,γ, . . . ,γ) =(−1)|β |
k∑
j=2

k − 1
j − 2

M j
 
β ,γ, . . . ,γ,ℓKk−j+1(γ, . . . ,γ)

+
k∑
j=1

k − 1
j − 1

M j
 
γ, . . . ,γ,ℓKk−j+1(β ,γ, . . . ,γ)

.
(7.9)
Combining Eq. (7.8) with Eq. (7.9), we have
K 2Mn (γ, . . . ,γ)
=−
n∑
k=1

n
k − 1
 k∑
j=2

k − 1
j − 2

M j
 
ℓKn−k+1(γ, . . . ,γ),γ, . . . ,γ,ℓ
K
k−j+1(γ, . . . ,γ)

+
n∑
k=1

n
k − 1
 k∑
j=1

k − 1
j − 1

M j
 
γ, . . . ,γ,ℓKk−j+1(ℓ
K
n−k+1(γ, . . . ,γ),γ, . . . ,γ)

.
Note that ℓk (γ, . . . ,γ) has degree 1 for all k ≥ 1. Hence the terms in the first line on the
right hand side of the above equation cancel due to the graded commutativity ofMk
for k ≥ 2. After a resummation of the remaining terms, we obtain
K 2Mn (γ, . . . ,γ) =
n∑
k=1

n
j − 1

M j
 
γ, . . . ,γ,Fn−j+1(γ, . . . ,γ)

, (7.10)
which is equivalent to the claimed identity Eq. (7.6) since K 2 = 0.
Nowwe are going to show that ℓn (1C ,x2, . . . ,xn ) = 0 for all n ≥ 1 and for any x2, . . . ,xn ∈
C. From Eq. (7.9), we have
KMk (1C ,γ, . . . ,γ) =
k∑
j=2

k − 1
j − 2

M j
 
1C ,γ, . . . ,γ,ℓ
K
k−j+1(γ, . . . ,γ)

+
k∑
j=1

k − 1
j − 1

M j
 
γ, . . . ,γ,ℓk−j+1(1C ,γ, . . . ,γ)

.
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Using the property thatMn (1C ,x2, . . . ,xn ) =Mn−1(x2, . . . ,xn ) for all n ≥ 2 and the iden-
tity Eq. (7.7), we have
k∑
j=1

k − 1
j − 1

M j
 
γ, . . . ,γ,ℓk−j+1(1C ,γ, . . . ,γ)

= 0.
This relation together with the initial condition ℓK1 (1C ) = 0, since K = ℓ
K
1 , imply by
induction that ℓKn (1C ,x2, . . . ,xn ) = 0 for all n ≥ 1 and any x2, . . . ,xn ∈ C. ⊓⊔
Lemma 7.9. Let CC = (C,m ,K ) and C′C = (C
′,m ′,K ′) be homotopy probability algebras
with descendant algebras CL∞ =

C,ℓK

and C′L∞ =

C′,ℓK
′
, respectively. Let f be a
morphism from CC to C
′
C in the category PAlgC . Then the descendantφ
f ,Λ of f up to an
arbitrary homotopy Λ is a unital s L∞-morphism from CL∞ to C
′
L∞ .
Proof. From the symmetric property ofM andM ′, it is trivial that φ fn is a linear map
from Sn (C) to C′ of degree 0 for all n ≥ 1. Define another family E = E1,E2, . . . of linear
maps En :Sn (C)→ C′ of degree 1 for all n ≥ 1 by
En (x1, . . . ,xn ) :=
∑
π∈P(n )
ε(π)ℓK
′
|π|

φ f ,Λ
 
xB1

, . . . ,φ f ,Λ
 
xB |π|

−
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )φ
f ,Λ
|π|

xB1 , . . . ,xBi−1 ,ℓ
K (xBi ),xBi+1 , . . . ,xB |π|

.
(7.11)
We claim that, for all n ≥ 1,∑
π∈P(n )
ε(π)M |π|

φ f ,Λ(xB1 ), . . . ,φ
f ,Λ(xBi−1),E (xBi ),φ
f ,Λ(xBi+1), . . . ,φ
f ,Λ(xB |π| )

= 0,
(7.12)
which can be rewritten as follows:
En (x1, . . . ,xn )
=−
∑
π∈P(n )
|π|6=1
ε(π)M |π|

φ f ,Λ(xB1 ), . . . ,φ
f ,Λ(xBi−1),E (xBi ),φ
f ,Λ(xBi+1), . . . ,φ
f ,Λ(xB |π| )

.
Note that E1 = K ′ ◦ f − f ◦ K = 0. Note also that En = 0 if we assume that E1 = E2 =
· · ·= En−1 = 0. By induction we deduce that En = 0 for all n ≥ 1, which implies thatφ f
is an s L∞-morphism. It remains to prove the claim Eq. (7.12).
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We begin by noting that the formula inDefinition 7.6 is equivalent to the following;
f
 
Mn (γ, . . . ,γ)

=
∑
j1+···+jr=n
n !
j1! · · · jr !r !
M ′r

φ
f ,Λ
j1
(γ, . . . ,γ), . . . ,φ
f ,Λ
jr
(γ, . . . ,γ)

+K ′Λn (γ, . . . ,γ)+
n∑
k=1

n
k − 1

Λk

γ, . . . ,γ,ℓKn−k+1(γ, . . . ,γ)

,
(7.13)
Similarly, the formula Eq. (7.11) is equivalent to the following;
En (γ, . . . ,γ) =
∑
j1+···+jr=n
n !
j1! · · · jr !r !
ℓK
′
r

φ
f ,Λ
j1
(γ, . . . ,γ), . . . ,φ
f ,Λ
jr
(γ, . . . ,γ)

−
n∑
k=1

n
k − 1

φ
f ,Λ
k

γ, . . . ,γ,ℓKn−k+1(γ, . . . ,γ)

.
By applying K ′ to Eq. (7.13) and f to Eq. (7.7), we have
K ′ f
 
Mn (γ, . . . ,γ)

=
∑
j1+···+jr=n
n !
j1! · · · jr !r !
K ′M ′r

φ
f ,Λ
j1
(γ, . . . ,γ), . . . ,φ
f ,Λ
jr
(γ, . . . ,γ)

+
n∑
k=1

n
k − 1

K ′Λk
 
γ, . . . ,γ,ℓKn−k+1(γ, . . . ,γ)

;
f
 
KMn (γ, . . . ,γ)

=
n∑
k=1

n
k − 1

f

Mk
 
γ, . . . ,γ,ℓKn−k+1(γ, . . . ,γ)

.
(7.14)
Hence
(K ′ ◦ f − f ◦K ) Mn (γ, . . . ,γn )
=
∑
j1+···+jr=n
n !
j1! · · · jr !r !
K ′M ′r

φ
f ,Λ
j1
(γ, . . . ,γ), . . . ,φ
f ,Λ
jr
(γ, . . . ,γ)

+
n∑
k=1

n
k − 1

K ′Λk
 
γ, . . . ,γ,ℓKn+k−1(γ, . . . ,γ)

−
n∑
k=1

n
k − 1

f

Mk
 
γ, . . . ,γ,ℓKn+k−1(γ, . . . ,γ)

.
Applying the formulas in Definition 7.5 and Definition 7.6 to the above, we obtain
that
(K ′ ◦ f − f ◦K ) Mn (γ, . . . ,γn )
=
∑
j1+···+jr=n
n !
j1! · · · jr !r !
M ′r

E j1 (γ, . . . ,γ),φ
f ,Λ
j2
(γ, . . . ,γ), . . . ,φ
f ,Λ
jr
(γ, . . . ,γ)

,
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which is equivalent to the claimed identity Eq. (7.12), since K ′ f − f K = 0.
Recall that φ
f ,Λ
1 = f − K ′Λ1 − Λ1K , which implies that φ
f ,Λ
1 (1C ) = 1C′ . It remains to
show that φ
f ,Λ
n+1(1C ,x1, . . . ,xn ) = 0 for all n ≥ 1 and for any x1, . . . ,xn ∈ C, which is left
as an exercise. ⊓⊔
Lemma 7.10. The descendant φ f ,Λ of f up to a homotopy Λ = Λ1,Λ2,Λ3, . . . is s L∞-
homotopic to the descendantφ f ,
eΛ of f up to another homotopy eΛ= eΛ1, eΛ2, eΛ3, . . . .
Proof. Let Θ(τ) = Θ(τ)1,Θ(τ)2, . . . , be a polynomial family in τ of linear maps from
Θ(τ)n : Sn (C) to C′ of degree −1 satisfying Θ(τ)1
 
1C

= 0 and Θ(τ)n+1
 
x1, . . . ,xn ,1C

=
Θ(τ)n
 
x1, . . . ,xn

for all n ≥ 1, such that
Θ(0)n =Λn , Θ(1)n = eΛn .
It follows that the descendant φ f ,Θ(τ) of f up to the one-parameter family of homo-
topiesΘ(τ) is a one-parameter family of s L∞-morphisms Φ(τ) :=φ
f ,Θ(τ) such that, for
all n ≥ 1, (
Φ(0)n =φ
f ,Λ
n ,
Φ(1)n =φ
f , eΛ
n .
(7.15)
By the definition of a descendant morphism, we have
f
 
Mn (x1, . . . ,xn )

=
∑
π∈P(n )
ε(π)M ′|π|

Φ
 
xB1

, . . . ,Φ
 
xB |π|

+K ′Θn (x1, . . . ,xn )
+
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )Θ|π|

xB1 , . . . ,xBi−1 ,ℓ
K  xBi  ,xBi+1 , . . . ,xB |π| ,
for all n ≥ 1 and and x1, . . . ,xn ∈ C. Applying
d
dτ
to the above, we obtain
Φ˙n (x1, . . . ,xn ) =−
∑
π∈P(n )
|π|6=1
ε(π) d
dτ
M ′|π|

Φ
 
xB1

, . . . ,Φ
 
xB |π|

−K ′Θ˙n (x1, . . . ,xn )
−
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )Θ˙|π|

xB1 , . . . ,xBi−1 ,ℓ
K  xBi ,xBi+1 , . . . ,xB |π| .
(7.16)
Define the family η(τ) = η(τ)1,η(τ)2, . . . such that, for all n ≥ 1 and x1, . . . ,xn ∈ C,
Θ˙n (x1, . . . ,xn )
=
∑
π∈P(n )
|π|∑
i=1
ε(π, i )M ′|π|

Φ
 
xB1

, . . . ,Φ
 
xBi−1

,η
 
xBi

,Φ
 
xBi+1

, . . . ,Φ
 
xB |π|

.
(7.17)
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Equivalently
ηn (x1, . . . ,xn ) = Θ˙n (x1, . . . ,xn )
−
∑
π∈P(n )
|π|6=1
|π|∑
i=1
ε(π, i )M ′|π|

Φ
 
xB1

, . . . ,Φ
 
xBi−1

,η
 
xBi

,Φ
 
xBi+1

, . . . ,Φ
 
xB |π|

.
It is trivial to check that η(τ)n is a polynomial family in τ of degree −1 linear maps
η(τ)n :Sn (C)→ C′ satisfying η(τ)n
 
x1, . . . ,xn−1,1C

= 0 for all n ≥ 1 and for all τ ∈ [0,1].
Claim. The identity Eq. (7.16) together with Eq. (7.17) imply that, for all n ≥ 1 and
x1, . . . ,xn ∈ C,
Φ˙n
 
x1, . . . ,xn

=−
∑
π∈P(n )
|π|∑
i=1
ε(π, i )ℓK
′
|π|

Φ
 
xB1

, . . . ,Φ
 
xBi−1

,η
 
xBi

,Φ
 
xBi+1

, . . . ,Φ
 
xB |π|

−
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )η|π|

xB1 , . . . ,xBi−1 ,ℓ
K (xBi ),xBi+1 , . . . ,xB |π|

.
FromDefinition4.11 for homotopic s L∞-morphisms, this claim, alongwith the bound-
ary condition Eq. (7.15) means that the unital s L∞-morphism φ f ,Λ is homotopic to
the s L∞-morphismφ f ,
eΛ.
What remains is to check the claim, which is equivalent to the following identity, for
all n ≥ 1:
d
dτ
Φˆn =−
n−1∑
j=0
∑
k ′1+···+k ′s=j
1
s !
ℓK
′
s+1

Φˆk ′1 , . . . , Φˆk ′s , ηˆn−j

−
n−1∑
k=0
1
k !
ηk+1

γ, . . . ,γ, ℓˆKn−k

.
(7.18)
where we have introduced the following shorthand notation:
Φˆj =
1
j !
Φj (γ, . . . ,γ), ηˆj =
1
j !
ηj (γ, . . . ,γ), ℓˆ
K
k =
1
k !
ℓKk (γ, . . . ,γ).
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Using the same notation, we note that the identity Eq. (7.16) is equivalent to the fol-
lowing:
n−1∑
i=0
∑
k1+···+kr=i
1
r !
M ′r+1

Φˆk1 , . . . , Φˆkr ,
d
dτ
Φˆn−i

=− 1
n !
K ′Θ˙n (γ, . . . ,γ)−
n−1∑
k=0
1
k !
Θ˙k+1

γ, . . . ,γ, ℓˆKn−k

.
(7.19)
Also the defining formula Eq. (7.17) of η is equivalent to the following;
1
n !
Θ˙n (γ, . . . ,γ) =
n−1∑
j=0
∑
k ′1+···+k ′s=j
1
s !
M ′s+1

Φˆk ′1 , . . . , Φˆk ′s , ηˆn−j

. (7.20)
To prove the claim, we will show that the identities Eq. (7.19) and Eq. (7.20) imply Eq.
(7.18) by induction.
For n = 1, Eq. (7.19) becomes
d
dτ
Φˆ1 = −K ′Θ˙1(γ)− Θ˙1(K γ). From Eq. (7.20) we know
that Θ˙1 = η1, so we obtain the n = 1 case of Eq. (7.18). Then we must show that Eq.
(7.18) is true for a particular value of n , assuming that it holds for all lower indices.
Substituting Eq. (7.18) into Eq. (7.19), we obtain
d
dτ
Φˆn −
∑
1≤i ;0≤j
i+j≤n−1
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M ′r+1

Φˆk1 , . . . , Φˆkr ,ℓ
K
s+1

Φˆk ′1 , . . . , Φˆk ′s , ηˆn−i−j

−
∑
1≤i ;0≤k
i+k≤n−1
n−1∑
i=0
∑
j1+···+jr=i
M ′r+1

Φˆj1 , . . . , Φˆjr ,ηk+1

γ, . . . ,γ, ℓˆKn−i−k

=− 1
n !
K ′Θ˙n (γ, . . . ,γ)−
n−1∑
k=0
1
k !
Θ˙k+1

γ, . . . ,γ, ℓˆKn−k

.
(7.21)
Consider the terms in the last line of the above. By Eq. (7.20) and Definition 7.5, we
obtain that
1
n !
K ′Θ˙n (γ, . . . ,γ)
=
∑
0≤i ,j
i+j≤n−1
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M ′r+1

Φˆk1 , . . . , Φˆkr ,ℓ
K
s+1

Φˆk ′1 , . . . ,Φk ′s , ηˆn−i−j

∑
0≤i ,1≤j
i+j≤n−2
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M ′r+2

ℓKs

Φˆk ′1 , . . . , Φˆk ′s

, Φˆk1 , . . . , Φˆkr , ηˆn−i−j

.
(7.22)
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Recall that Φ is a one parameter family of s L∞-morphisms from CL∞ =
 
C,1C ,ℓ
K  to
C′L∞ =
 
C′,1C′ ,ℓ
K ′ so that we have the following identity;
∑
k ′1+···+k ′s=j
1
s !
ℓK
′
s

Φˆk ′1 , . . . , Φˆk ′s

=
j−1∑
k=0
1
k !
Φk+1

γ, . . . ,γ, ℓˆKj−k

.
It follows that Eq. (7.22) becomes (after reparameterizing the sum)
1
n !
K ′Θ˙n (γ, . . . ,γ)
=
∑
0≤i ,j
i+j≤n−1
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M ′r+1

Φˆk1 , . . . , Φˆkr ,ℓ
K
s+1

Φˆk ′1 , . . . ,Φk ′s , ηˆn−i−j

+
∑
0≤i ,k
1≤j
i+j+k≤n−1
∑
k1+···+kr=i
1
r !k !
M ′r+2

Φk+1

γ, . . . ,γ, ℓˆKj

, Φˆk1 , . . . , Φˆkr , ηˆn−i−j−k

.
(7.23)
For the other term involving Θ˙ in Eq. (7.21), the defining formula Eq. (7.17) ofη implies
that
1
m !
Θ˙m+1

γ, . . . ,γ, ℓˆKj

=−
∑
0≤i ,k
i+k≤m−1
∑
k1+···+kr=i
1
r !k !
M ′r+2

Φk+1(γ, . . . ,γ, ℓˆ
K
j ), Φˆk1 , . . . , Φˆkr , ηˆm−i−j

+
m∑
i=0
∑
k1+···+ks=i
1
s !m !
M ′s+1

Φˆk1 , . . . , Φˆks ,ηm−i+1(γ, . . . ,γ, ℓˆ
K
j )

.
(7.24)
Adding together Eq. (7.23) and Eq. (7.24) after rearranging the summations, we obtain
that
1
n !
K ′Θ˙n (γ, . . . ,γ)+
n−1∑
k=0
1
k !
Θ˙k+1

γ, . . . ,γ, ℓˆKn−k

=
∑
0≤i ,j
i+j≤n−1
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M ′r+1

Φˆk1 , . . . , Φˆkr ,ℓ
K
s+1

Φˆk ′1 , . . . ,Φk ′s , ηˆn−i−j

+
∑
0≤i ,k
i+k≤n−1
∑
j1+···+jr=i
1
r !k !
M ′r+1

Φˆj1 , . . . , Φˆjr ,ηk+1

γ, . . . ,γ, ℓˆKn−i−k

.
The two sums on the right hand side are almost identical to the two sums on the left
hand side of Eq. (7.21). The only difference is that in one case i = 0 is allowed and in
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the other case it is not. Thus, subtracting, we obtain:
d
dτ
Φˆn =−
n−1∑
j=0
∑
k ′1+···+k ′s=j
1
s !
M ′1

ℓKs+1

Φˆk ′1 , . . . ,Φk ′s , ηˆn−j

−
n−1∑
k=0
1
k !
M ′1

ηk+1

γ, . . . ,γ, ℓˆKn−k

.
Using the definition that M ′1 is the identity map, we conclude that Eq. (7.18) is true.
⊓⊔
Lemma 7.11. Let f and ef be morphisms from CC to C′C in the same homotopy type.
Then the descendant φ f ,Λ of f up to the homotopy Λ and the the descendant φ
ef , eΛ of ef
up to the homotopy Λ are homotopic as unital s L∞-morphisms.
Proof. Let ς be a pointed cochain homotopy between f and ef . Write Λˇ = ς ◦M1,ς ◦
M2,ς ◦M3, . . . Then Lemma 7.10 says that φ ef ,0 ∼∞ φ ef , eΛ and φ f ,Λˇ ∼∞ φ f ,Λ. But using
the equations of Definition 7.6 for the definition of φ f ,Λˇ, and simplifying using the
equations of Definition 7.5, we find that the defining equations for φ
ef ,0 and φ f ,Λˇ are
identical. ⊓⊔
Now we are going to check the functoriality of our construction.
Lemma 7.12. The descendant of the identity morphism I of a homotopy probability
algebra up to the homotopy Λ is unital s L∞-homotopic to the identity I = I ,0,0, . . .
Proof. By Lemma 7.10 it suffices to consider the case Λ= 0. But the descendant of the
identity up to the zero homotopy is equal to the I by an easy induction.
Lemma 7.13. Fix the following diagram in the category PAlgC ;
CC
f
// C′C
f ′
// C′′C .
Let φ f ,Λ be the descendant of f up to the homotopy Λ and let φ f
′,Λ′ be the descendant
of f ′ up to the homotopy Λ′. Then for any family Λ′′ = Λ′′1 ,Λ
′′
2 , . . . where Λ
′′
n is a linear
map Λ′′n : S
n (C) → C′′ of degree −1 satisfying Λ′′1
 
1C

= 0 and Λ′′n+1
 
x1, . . . ,xn ,1C

=
Λ′′n
 
x1, . . . ,xn

for all n ≥ 1, we have
φ f
′,Λ′ •φ f ,Λ ∼∞ φ f
′◦ f ,Λ′′ .
Proof. By Lemma 7.10 it suffices to check the Lemma for Λ=Λ′ =Λ′′ = 0. In this case
the equation is true on the nose by another easy induction. ⊓⊔
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7.4. Spaces of homotopical random variables and correlation functions
This subsection contains three fundamental lemmas thatwill be used to define spaces
of homotopical random variables and their laws as invariants of the homotopy types
of certain s L∞-morphisms.
Consider a homotopy probability space CC
c // | . Let CL∞ =
 
C,ℓK

be the descen-
dant of CC =
 
C,M ,K

and let φc,Λ be the descendant of c up to the homotopy Λ.
Consider a graded vector space V regarded as an s L∞-algebra
 
V,0

with zero s L∞-
structure. Also consider S(V ) = V ⊕S2V ⊕S3V ⊕ ·· · as a a cochain complex  S(V ),0
with zero differential.
In thefirst lemma, given an s L∞-morphismϕ :
 
V,0
→  C,ℓK , we construct a cochain
map Πϕ :
 
S(V ),0) →  C,K  such that homotopic s L∞-morphisms produce homo-
topic cochain maps. The second lemma is converse to the first one. In both construc-
tions, we shall only use the product structureM on C. The third lemma states, firstly,
that both the compositions κ=φc,Λ •ϕ and µ= c ◦Πϕ depend only on the homotopy
types of the constituent morphisms so that both commutative diagrams
 
V,0
 ϕ
//
κ
66
 
C,ℓK
 φc,Λ
//
 
|,0
   S(V ),0 Πϕ //
µ
66
 
C,K
 c //  |,0
induce commutative diagrams in the appropriate homotopy categories, and (ii) the
two morphisms κ and µ are related by the moment/cumulant formula that, for every
n ≥ 1 and v1,v2, . . . ,vn ∈V , we have
µn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)κ
 
vB1
 · · ·κ vB |π|, (7.25)
Thenwe define a space V of (homotopical) random variables as a graded vector space
|V |=V , regarded as an s L∞-algebrawith zero s L∞-structure, together with thehomo-
topy type [V] of an s L∞-morphism into
 
C,ℓK

. Such a space comes with canonically
defined moment and cumulant morphisms µV and κV . This also leads to a natural
definition of the law µˆ :S(V ∗)→ | for V .
Lemma 7.14. Let V be a graded vector space regarded as a trivial s L∞-algebra
 
V,0

.
For any s L∞-morphismϕ =ϕ1,ϕ2, . . . from
 
V,0

to
 
C,ℓK

, associate the familyΠϕ =
Π
ϕ
1 ,Π
ϕ
2 , . . . of degree zero operatorsΠ
ϕ
n :SnV → C defined by
Π
ϕ
n (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)M |π|

ϕ
 
vB1

, . . . ,ϕ
 
vB |π|

,
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for every n ≥ 1 and v1,v2, . . . ,vn ∈V . Then, for all n ≥ 1,
1. the family satisfies KΠ
ϕ
n = 0 and
2. whenever eϕ is homotopic to ϕ as an s L∞-morphism, thenΠ eϕn is chain homotopic
toΠ
ϕ
n .
Proof. It is obvious that Π
ϕ
n is a linear map from SnV to C of degree 0. By definition,
we also have
KΠ
ϕ
n (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)KM |π|

ϕ
 
vB1

, . . . ,ϕ
 
vB |π|

.
Applying the formula inDefinition 7.5 to the above, we obtain that
KΠ
ϕ
n (v1, . . . ,vn )
=
∑
π∈P(n )
|π|∑
i=1
ε(π, i )M |π|

ϕ
 
vB1

, . . .ϕ
 
vBi−1

,E
 
vBi

,ϕ
 
vBi+1

, . . . ,ϕ
 
vB |π|

,
(7.26)
where E (vB ) = Er (v j1 , . . . ,v jr ) if B = {j1, j2, . . . , jr } and
Er (y1, . . . ,yr ) :=
∑
π∈P(r )
ε(π)ℓK|π|

ϕ
 
yB1

, . . . ,ϕ
 
yB |π|

.
Recall that any s L∞-morphism ϕ from (V,0) to (C,ℓ
K ) satisfies Er (y1, . . . ,yr ) = 0 for all
r ≥ 1 and y1, . . . ,yr ∈ V . Hence Eq. (7.26) implies that KΠ
ϕ
n (v1, . . . ,vn ) = 0. This proves
the first property.
Now assume that ϕ and eϕ are L∞-homotopic. That is, let Φ = Φ1,Φ2, . . . be a smooth
polynomial family parametrized by τ ∈ [0,1], of degree 0 maps Φn :SnV →V ′[τ] satis-
fying the homotopy flow equations generated by the s L∞-homotopy η;
Φ˙n
 
v1, . . . ,vn

=−
∑
π∈P(n )
|π|∑
i=1
ε(π, i )ℓK|π|

Φ
 
vB1

, . . . ,Φ
 
vBi−1

,η
 
vBi

,Φ
 
vBi+1

, . . . ,Φ
 
vB |π|

with the initial and the final conditions that Φ

τ=0
= ϕ and Φ

τ=1
= eϕ. Recall that the
family Φ is a family of s L∞-morphisms from the s L∞-algebra (V,0) with zero s L∞-
structure to the s L∞-algebra
 
C,ℓK

. It follows that, for all n ≥ 1 and every v1, . . . ,vn ∈
V , ∑
π∈P(n )
ε(π)ℓK
′
|π|

Φ
 
vB1

, . . . ,Φ
 
vB |π|

= 0. (7.27)
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Define
Π
Φ
n (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)M |π|

Φ
 
vB1

, . . . ,Φ
 
vB |π|

,
which is a one parameter familyΠ
Φ
n of linearmaps fromSnV to Cwhich satisfyΠ
Φ
n

τ=0
=
Π
ϕ
n andΠ
Φ
n

τ=1
=Π
eϕ
n . We claim that there exists, for all n ≥ 1, a one parameter family
Ξn of linear maps from SnV to C which satisfy
Π˙
Φ
n = KΞn
which implies that
Π
eϕ
n −Π
ϕ
n =
∫ 1
0
Π˙
Φ
n dτ= K
∫ 1
0
Ξn dτ.
This proves the second part of the lemma, since V has no differential.
It remains to prove the claim. As before, set γ=
∑n
i=1 t ivi and write:
Πˆ
Φ
n =
1
n !
Π
Φ
n (γ, . . . ,γ), Φˆj =
1
j !
Φj (γ, . . . ,γ), λˆj =
1
j !
λj (γ, . . . ,γ).
We then have
Πˆ
Φ
n =
∑
j1+···+jr=n
1
r !
M r

Φˆj1 , . . . , Φˆjr

,
d
dτ
Φˆℓ =−
ℓ−1∑
j=0
∑
k ′1+···+k ′s=j
1
s !
ℓKs+1

Φˆk ′1 , . . . , Φˆk ′s , λˆℓ−j

,
(7.28)
It will then suffice to show that
d
dτ
Πˆ
Φ
n is K -exact to prove the claim. By applying the
derivative
d
dτ
to the first relation in Eq. (7.28), we obtain that
d
dτ
Πˆ
Φ
n =
n−1∑
i=0
∑
k1+···+kr=i
1
r !
M r+1

Φˆk1 , . . . , Φˆkr ,
d
dτ
Φˆn−i

=−
n−1∑
i=0
n−i−1∑
j=0
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M r+1

Φˆk ′1 , . . . , Φˆk ′r ,ℓ
K
s+1

Φˆk ′1 , . . . , Φˆk ′s , λˆn−i−j

,
where we have used the second relation in Eq. (7.28) for the second equality. Now we
consider the following quantity:
Ξˆn =
n−1∑
s=0
∑
k1+···+kr=s
1
r !
M r+1

Φˆk1 , . . . , Φˆkr , λˆn−s

.
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By a direct computation, we have
K Ξˆn =
n−1∑
i=0
n−i−1∑
j=0
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M r+1

Φˆk ′1 , . . . , Φˆk ′r ,ℓ
K
s+1

Φˆk ′1 , . . . ,Φk ′s , λˆn−i−j

+
n−2∑
i=0
n−i−1∑
j=0
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M r+2

ℓKs

Φˆk ′1 , . . . , Φˆk ′s

, Φˆk1 , . . . , Φˆkr , λˆs

=
n−1∑
i=0
n−i−1∑
j=0
∑
k1+···+kr=i
k ′1+···+k ′s=j
1
r !s !
M r+1

Φˆk ′1 , . . . , Φˆk ′r ,ℓ
K
s+1

Φˆk ′1 , . . . , Φˆk ′s , λˆn−i−j

,
where we have used the identity Eq. (7.27), which implies that, for all j = 1,2,3, . . . ,∑
k ′1+···+k ′s=j
1
s !
ℓKs

Φˆk ′1 , . . . , Φˆk ′s

= 0.
Hence we have confirmed that
d
dτ
Πˆ
Φ
n = K Ξˆn . ⊓⊔
Remark 7.6. The above lemma is the natural generalization of Proposition 5.1. ♮
Assume that we have a family Π = Π1,Π2, . . . , where Πn is a linear map from SnV to
C of degree 0 such that KΠn = 0. Then the family Π can be naturally regarded as a
cochain mapΠ from the cochain complex
 
S(V ),0

to
 
C,K

We therefore interpret the above proposition as the construction of a cochain map
Πϕ : (S(V ),0) → (C,K ) from the s L∞-morphism ϕ : (V,0) →
 
C,ℓK

which preserves
homotopy types. The following lemma reverses this construction.
Lemma 7.15. For a cochainmapΠ :
 
S(V ),0)→  C,K , letϕΠ =ϕΠ1 ,ϕΠ2 , . . . be a family
such that, for every n ≥ 1 and v1,v2, . . . ,vn ∈V ,
Πn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)M |π|

ϕΠ
 
vB1

, . . . ,ϕΠ
 
vB |π|

.
Then
1. ϕΠ is an s L∞-morphism from
 
V,0

to
 
C,ℓK

and
2. ϕ eΠ is s L∞-homotopic toϕΠ if eΠ is cochain homotopic toΠ.
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Proof. Let
EΠr (y1, . . . ,yr ) :=
∑
π∈P(r )
ε(π)ℓK|π|

ϕΠ
 
yB1

, . . . ,ϕΠ
 
yB |π|

and define EΠ (vB ) = EΠr (v j1 , . . . ,v jr ) if B = {j1, j2, . . . , jr }. Define a family of operators
L = L1,L2, . . . by
Ln (v1, . . . ,vn )
:=
∑
π∈P(n )
|π|∑
i=1
ε(π, i )M |π|

ϕΠ
 
vB1

, . . .ϕΠ
 
vBi−1

,EΠ
 
vBi

,ϕΠ
 
vBi+1

, . . . ,ϕΠ
 
vB |π|

=EΠn (v1, . . . ,vn )
+
∑
π∈P(n )
|π 6=1
|π|∑
i=1
ε(π, i )M |π|

ϕΠ
 
vB1

, . . .ϕΠ
 
vBi−1

,EΠ
 
vBi

,ϕΠ
 
vBi+1

, . . . ,ϕΠ
 
vB |π|

.
Then, by definition, we have KΠn = Ln . From the condition that KΠn = 0, we have
Ln = 0 for all n ≥ 1. Note that L1 = EΠ1 so that EΠ1 = 0. If EΠ1 = . . . = EΠn−1 = 0, then
0= Ln = EΠn . Thus by induction we have E
Π
n = 0 for all n ≥ 1, which means that φΠ is
an s L∞-morphism.
Now consider a chain map eΠ homotopic to Π. Since S(V ) has zero differential, this
means that eΠ =Π +Kχ , where χ is a linear map from S(V ) to C of degree −1. Set
Σ(τ) :=Π +τKχ =⇒
so that Σ(0) = Π and Σ(1) = eΠ, and define a polynomial family Φ(τ) by the following
recursive relation:
Σn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)M |π|

Φ
 
vB1

, . . . ,Φ
 
vB |π|

. (7.29)
Then it is obvious that Φ(0) = φΠ and Φ(1) = φ
eΠ . To conclude, we will show that Φ(τ)
also satisfies the homotopy flow equation.
By applying d
dτ
to Eq. (7.29), we have
Φ˙n (v1, . . . ,vn ) =Kχn (v1, . . . ,vn )
−
∑
π∈P(n )
|π|6=1
|π|∑
i=1
ε(π)M |π|

Φ
 
vB1

, . . . , Φ˙
 
vBi

, . . . ,Φ
 
vB |π|

. (7.30)
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Define a polynomial family η(τ) =η(τ)1,η(τ)2, . . . , parametrized by τ, by the recursive
equation
χn (x1, . . . ,xn )
=
∑
π∈P(n )
|π|∑
i=1
ε(π, i )M |π|

Φ
 
xB1

, . . . ,Φ
 
xBi−1

,η
 
xBi

,Φ
 
xBi+1

, . . . ,Φ
 
xB |π|

.
(7.31)
For example
η1=χ1,
η2(v1,v2) =χ2(v1,v2)−M2
 
η1(v1),Φ1(v2)
− (−1)|v1 |M2 Φ1(v1),η1(v2).
Note that Φ˙1 = Kη1, so that Φ1 satisfies the homotopy flow equation generated by
η1. We claim that the family Φ1,Φ2, . . . ,Φn satisfy the homotopy flow equation gener-
ated by η1,η2, . . . ,ηn if Φ1,Φ2, . . . ,Φn−1 satisfy the homotopy flow equation generated
by η1,η2, . . . ,ηn−1, n ≥ 2. (This claim can be checked by computing Kχn using Eq.
(7.31) and by substituting the result into Eq. (7.30).) By induction it follows that Φ sat-
isfies the homotopy flow equation generated by η(τ). ⊓⊔
Lemma 7.16. For any s L∞-morphismϕ : (V,0)→ (C,ℓK ), define the familiesµ=µ1,µ2, . . .
and κ= κ1,κ2, . . . of degree zero linear maps µn ,κn :SnV → |, by
µn := c ◦Π
ϕ
n ,
κn :=

φc,Λ •ϕ

n
.
Then, for all n ≥ 1,
1. both µn and κn depend only on the homotopy types of the expectationmorphism c
and the s L∞-morphismϕ and
2. for v1,v2, . . . ,vn ∈V
µn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)κ
 
vB1
 · · ·κ vB |π|.
Proof. Consider µn = c ◦Π
ϕ
n . Letec= c+ r ◦K , where r is a pointed cochain homotopy.
Let ϕ be an s L∞-morphism that is homotopic to ϕ. Then, from Proposition 7.14, we
have, for all n ≥ 1,ec◦Π eϕn =ec◦Πϕn = c◦Π eϕn = c◦Πϕn , where we have used c◦K = K ◦Πϕn =
K 2 = 0. Hence the family µ depends only on the homotopy types of the expectation
morphism c and the s L∞-morphism ϕ.
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It is obvious that the family κ = φc,Λ •ϕ, is an s L∞-morphism from (V,0) to (|,0).
Note that there κ is alone in its s L∞-homotopy type since it is a morphism between
trivial s L∞-algebras. It follows thatκ depends only on the homotopy types of the s L∞-
morphisms φc,Λ and ϕ. Recall that the homotopy type of φc,Λ depends only on the
cochain homotopy type of c and is independent of Λ. Hence the family κV depends
only on the homotopy types of the expectation morphism c and the s L∞-morphism
ϕ.
It remains to show the second property. By definition, we have
µn (v1, . . . ,vn ) = c

Π
ϕ
n (v1, . . . ,vn )

=
∑
π∈P(n )
ε(π)c

M |π|

ϕ
 
vB1

, . . . ,ϕ
 
vB |π|

=
∑
π∈P(n )
ε(π)c
 
M |π|
 
y1, . . . ,y|π|

,
where we have set yi = ϕ
 
vBi

for each π= B1 ⊔ · · · ⊔ B|π| ∈ P(n ) for the third equality.
Then we have
µn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)
∑
π′∈P(|π|)
ǫ(π′)φc
 
yB ′1
 · · ·φc yB ′|π′ |
=
∑
π∈P(n )
ε(π)

φc •ϕ

|B1|
 
vB1
 · · ·φc •ϕ
|B |π| |
 
vB |π|

=
∑
π∈P(n )
ε(π)κ
 
vB1
 · · ·κ vB |π|.
⊓⊔
Definition 7.7. A spaceV of homotopical randomvariables is a finite dimensional graded
vector space |V | = V regarded as an s L∞-algebra (V,0) equipped with the homotopy
type [V] of an s L∞-morphism ϕV : (V,0)→ (C,ℓK ). The moment and cumulants mor-
phism µV and κV on V are µV := c ◦ΠϕV and κV := φc,Λ •ϕV and satisfy, for all n ≥ 1
and v1, . . . ,vn ∈V ,
µVn (v1, . . . ,vn ) =
∑
π∈P(n )
ε(π)κV
 
vB1
 · · ·κV vB |π|.
Remark 7.7. Recall that both µVn = c ◦Π
ϕV
n and κSn = φ
c,Λ • ϕV depend only on the
cochain homotopy type of c, which determine the s L∞-homotopy type of φ
c,Λ, and
the s L∞-homotopy type [V] of ϕV . Hence, both families µV and κV are unique and
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intrinsic structures of the space V . On the other hand, there are infinitely many differ-
ent ways of getting the same result. This phenomenon could be viewed as (i) a wide-
ranging computational flexibility, which can be exploited by choosing the simplest or
easiest representatives of the relevant homotopy types, or (ii) a guarantee of the inde-
pendence of the construction of any choice of suitable regularization scheme, where
such a scheme can be viewed as a kind of deformation of a bad choice of representa-
tives. ♮
In what follows, we shall demonstrate the power of this philosophy by considering a
scenario which is extreme but comes up in applications.
7.5. Homotopically completely integrable homotopy probability spaces
Definition 7.8. We say a space V of homotopical random variables is homotopically
completely integrable if there is a representative s L∞-morphism ϕ in its homotopy
type [V] such that Imϕn ∈ | · 1C for all n. A homotopy probability space is called ho-
motopically completely integrable if every space of homotopical random variables is
so.
Consider a homotopically completely integrable space of homotopical random vari-
ables V . Then there is a representative s L∞-morphism ϕ of the homotopy type [V]
and a family of functions c=c1,c2, . . ., where cn :SnV → | such that, for all n ≥ 1 and
v1, . . . ,vn ∈V ,
ϕn (v1, . . . ,vn ) =cn (v1, . . . ,vn ) ·1C
Recall thatφc •ϕ and
φc •ϕ

n
(v1, . . . ,vn ) =c
 
ϕn (v1, . . . ,vn )

+
n∑
k=2
∑
π∈P(n )
|π|=k
ε(π)φck
 
ϕ(vB1), . . . ,ϕ(vBk )

.
Furthermore, for n ≥ 2,φcn annihilates 1C . It follows that
κVn (v1, . . . ,vn )≡

φc •ϕ

n
(v1, . . . ,vn ) = c (cn (v1, . . . ,vn ) ·1C ) =cn (v1, . . . ,vn ).
Hence, the law of family of random variables can be determined completely by purely
algebraic/homotopy theoreticmethods. Recall thatwe have already encountered such
phenomena in Example 5.10.
Definition 7.9. Ahomotopy probability space isnon-degenerated if every randomvari-
able of degree 0with zero expectation belongs to the image of its differential.
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Let CC
c // | be a non-degenerated homotopy probability space. Recall that the
unit 1C has non-trivial cohomology class, denoted 1H . For any y ∈ C0, x := y−c(y )·1C ∈
Kerc. By assumption, there exists λ ∈ C−1 such that y − c(y ) · 1C = Kλ. it follows that
Ky = 0 for any y ∈ C0. It also follows that y and c(y )·1C belong to the same cohomology
class for all y ∈ C0. Hence, C0 ⊂KerK andH0 = | ·1H .
Theorem 7.2. Every non-degeneratedhomotopy probability space is homotopically com-
pletely integrable.
Proof. We begin by considering the relevant homotopy flow equation:
Φ˙n
 
v1, . . . ,vn

=
∑
π∈P(n )
|π|∑
i=1
ε(π, i )ℓK|π|

Φ
 
vB1

, . . . ,Φ
 
vBi−1

,η
 
vBi

,Φ
 
vBi+1

, . . . ,Φ
 
vB |π|

.
For n ≥ 2, define a polynomial family L(τ) in τ of degree zero linear maps from SnV
to C by the equation
Ln
 
v1, . . . ,vn

:=
∑
π∈P(n )
|π|6=1
|π|∑
i=1
ε(π, i )ℓK|π|

Φ
 
vB1

, . . . ,Φ
 
vBi−1

,η
 
vBi

,Φ
 
vBi+1

, . . . ,Φ
 
vB |π|

.
It is obvious that L(τ)n depends only on Φ(τ)1, . . . ,Φ(t )n−1 and η(τ)1, . . . ,η(τ)n−1. The
n-th flow equation, for n ≥ 2, can be written as:
Φ˙(τ)n = Kη(τ)n + L(τ)n .
Pick any space V of homotopical random variables. Given an arbitrary representative
s L∞-morphism ϕ : (V,0)→
 
C,ℓK

in the homotopy type [V], our goal is to construct
another representative s L∞-morphism eϕ such that eϕn = κn ·1C , where κn : SnV → |,
for all n ≥ 1.
By assumption we have Imϕn ⊂ C0 ⊂ kerK , for all n ≥ 1, so that the degree zero linear
map cn := c ◦ϕn : SnV → | depends only the homotopy type of c. It also follows that
for n ≥ 1 there exists a linear map ςn :SnV → C of degree −1 such that
ϕn =cn ·1C −K ςn .
We shall construct eϕ and κ by induction.
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Set η1 = ς1, κ1 = c1, and Φ(τ)1 := ϕ1+τKη1. Then, we have Φ(0)1 = ϕ1, eϕ1 := Φ(1)1 =
κ1 ·1C , and
Φ˙1 = Kη1.
Fix n ≥ 2 and assume that we have a sequence Φ(τ)(n ) = Φ(τ)1, · · · ,Φ(τ)n of polynomial
families, parametrized by τ, and another sequence η(τ)(n ) = η(τ)1, · · · ,η(τ)n of poly-
nomial families such that, for all 1 ≤ j ≤ n , we have Φj (0) = ϕj , eϕj := Φj (1) = κj · 1A ,
where Imκj ∈ |, and
Φ˙(τ)j = Kη(τ)j + L(τ)j .
Consider L(τ)n+1, which is a degree 0 polynomial family in τ of linear maps from
Sn+1V to C determined by Φ(τ)(n ) and η(τ)(n ). Then there is a polynomial family of
linear maps υ(τ)n+1 from Sn+1V to | of degree 0 and another polynomial family of
linear maps ξ(τ)n+1 from Sn+1V to C of degree −1 such that
L(τ)n+1 =υ(τ)n+1 ·1C −Kξ(τ)n+1.
Now we would like to find two polynomial families, Φ(τ)n+1 and η(t )n+1 such that
Φ(0)n+1 =ϕn+1, Φ(1)n+1 =κn+1 ·1C for some linear map κn+1 :Sn+1V → |, and
Φ˙(τ)n+1 = Kη(τ)n+1+ L(τ)n+1.
Set η(τ)n+1 = ξ(τ)n+1+ ςn+1; then we have
Φ˙(τ)n+1 =υ(τ)n+1 ·1C +K ςn+1.
It follows that
Φ(τ)n+1 =ϕn+1+τK ςn+1+
∫ τ
0
υ(σ)n+1dσ ·1C
=

cn +
∫ τ
0
υ(σ)n+1dσ

·1C +(τ− 1)K ςn+1.
Then eφn+1 := Φ(1)n+1 = κn+1 ·1C , where κn+1 = cn+1+∫ τ0 υ(σ)n+1dσ ·1C . ⊓⊔
7.6. Formality of descendant s L∞-algebras
Recall that a homotopy probability space CC
c // | , where CC = (C,M ,K ), contains
as part of its data the pointed cochain complex (C,K ). LetH be the cohomology, which
is a pointed graded vector space of possibly infinite dimension, since 1C ∈ KerK and
1H := [1C ] 6= 0 since c (1C ) = 1. Note that H is also the cohomology of the unital s L∞-
algebra CL∞ . Recall too that there is the structure of a minimal s L∞-algebra on the
cohomology of any s L∞-algebra.
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Theorem 7.3. On the cohomologyH of the descendant s L∞-algebraCL∞ of a homotopy
probability space, there is the structure of a unital s L∞-algebra HL∞ =
 
H ,0

with zero
s L∞-structure 0 that is quasi-isomorphic to CL∞ .
Proof. We will prove the theorem by exhibiting a unital s L∞-quasi-isomorphism ϕ
from HL∞ =
 
H ,0

to CL∞ . That is, we will construct a family ϕ = ϕ1,ϕ2, . . . , where ϕk
is a linearmap fromSk (H ) to C of degree 0 for all k ≥ 2 such thatϕ1 is a cochain quasi-
isomorphism from (H ,0) to (C,K ) and, for all n ≥ 2 and a 1, . . . ,an ofH , ϕ satisfies∑
π∈P(n )
ε(π)ℓK|π|

ϕ
 
a B1

, . . . ,ϕ
 
a B |π|

= 0, φn
 
a 1, . . . ,an−1,1H

= 0.
We shall first construct ϕ1 and then proceed by induction.
Define a linear map ϕ1 : H → C of degree 0 as follows. First fix a basis {eα}α∈J of H
with a distinguished element e0 = 1H . Then arbitrarily choose representatives ϕ1(eα)
of each element in the basis, choosing them so thatϕ1(1H ) = 1C . Finally extendϕ1 lin-
early to all ofH . Thenϕ1 is a pointed cochain map from (H ,0) to (C,K ) which induces
the identity map onH ; that is
Kϕ1 = 0, ϕ1(1H ) = 1C ,
and the cohomology class of f (a ) is a for all a ∈ H . Hence ϕ1 is is a cochain quasi-
isomorphism from (H ,1H ,0) to (C,1C ,K ). Let h : C→H be a homotopy inverse to ϕ1;
h ◦ϕ1 = IH ,
ϕ1 ◦h = IC +Kβ +βK ,
where β : C→ C is a linear map of degree −1. It follows that
hK = 0, h(1C ) = 1H .
From h(1C ) = 1H andϕ1(1H ) = 1C we can choose β so that β (1C) = 0.
Fix n ≥ 1 and assume that there is a family ϕ[n ] =ϕ1,ϕ2, . . . ,ϕn , where ϕk :Sk (H )→ C
is a linear map of degree 0 for 1≤ k ≤ n satisfying ϕk
 
a 1, . . . ,a k−1,1H

= 0 for 2≤ k ≤
n , such that, for 1≤ k ≤ n and v1, . . . ,vk ∈H ,∑
π∈P(k )
ε(π)ℓK|π|

ϕ[n ]
 
a B1

, . . . ,ϕ[n ]
 
a B |π|

= 0. (7.32)
Define a linear map Ln+1 :Sn+1H→ C of degree 1 by
Ln+1
 
a 1, . . . ,an+1

:=
∑
π∈P(n+1)
|π|6=1
ε(π)ℓK|π|

ϕ[n ]
 
a B1

, . . . ,ϕ[n ]
 
a B |π|

.
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From the assumption in Eq. (7.32), together with the definition of the descendant
s L∞-structure ℓ
K , it is direct that
Ln+1
 
a 1, . . . ,an+1

= K
∑
π∈P(n+1)
|π|6=1
ε(π)M |π|

ϕ[n ]
 
a B1

, . . . ,ϕ[n ]
 
a B |π|

.
The above identity implies that K Ln+1 = 0 and that h ◦ Ln+1 = 0. Define a degree 0
linear mapϕn+1 :Sn+1H → C by
ϕn+1 :=β ◦ Ln+1.
Then 0 = ϕ1 ◦h ◦ Ln+1 −β ◦ K Ln+1 = Ln+1 + Kϕn+1. Hence, for a 1, . . . ,an+1 ∈ H , we
have
Ln+1
 
a 1, . . . ,an+1

+Kϕn+1
 
a 1, . . . ,an+1

= 0. (7.33)
Set ϕ[n+1] = ϕ1,ϕ2, . . . ,ϕn ,ϕn+1 so that the identity Eq. (7.33) becomes the desired
formula: ∑
π∈P(n+1)
ε(π)ℓK|π|

ϕ[n+1]
 
a B1

, . . . ,ϕ[n+1]
 
a B |π|

= 0.
This completes the induction.
For unitality, the definition of Ln+1 along with the inductive assumptions related to
the unit on ϕk for 1 ≤ k ≤ n and the unital conditions on the descendant s L∞-
structure ℓK imply that Ln+1
 
a 1, . . . ,an ,1H

= 0 so thatϕn+1(a 1, . . . ,an ,1H ) = 0. ⊓⊔
Remark 7.8. It is important to note that the s L∞-quasi-isomorphism ϕ from HL∞ to
CL∞ is not unique. For example we may replace ϕ1 and β , in the above proof, with eϕ1
and eβ such that eϕ1 is cochain homotopic toϕ1 and eβ : C→ C is another linear map of
degree −1 such that eβ (1C ) = 0 satisfying the appropriate conditions. Then the result-
ing s L∞-quasi-isomorphism, say, eϕ can be shown to be unital s L∞-homotopic to ϕ.
On the other hand, wemay, for example, replaceϕ2 := β ◦L2 withϕ′2 =ϕ2+χ2, where
χ2 is a bi-linear map from S2H to KerK ⊂ C of degree 0 such that χ2(v,1H ) = 0 for all
v ∈ H and χ2(v1,v2) /∈ ImK for some fixed pair v1,v2 ∈ H . Then the construction in
the above proof still works but the resulting s L∞-quasi-isomorphism is by no means
homotopic to ϕ. ♮
7.7. Complete spaces of homotopy random variables
Fix a homotopy probability space CC
c // | . Let CL∞ be the descendant of CC and
φc,Λ be thedescendant of cup to thehomotopyΛ. FromTheorem7.3, the cohomology
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H of CL∞ has the unique structure HL∞ =
 
H ,1H ,0

of unital s L∞-algebra which is
unital s L∞-quasi-isomorphic to CL∞ . On the other hand, the s L∞-quasi-isomorphism
ϕ fromHL∞ to CL∞ is not unique even up to homotopy. To sidestep this ambiguity, we
introduce the notion of complete sample spaces.
Definition 7.10. A complete spaceS of homotopical randomvariables is a unital s L∞-
algebra SL∞ = (S ,1S ,0) with zero s L∞-structure together with the homotopy type of a
unital s L∞-quasi-isomorphism into CL∞ . This homotopy type is denoted [S],
The underlying graded vector space S of S is isomorphic to the cohomology H , but
the space S has additional structures which depend only on the attached homotopy
type [S] of unital s L∞-quasi-isomorphisms to CL∞ .
Definition 7.11. The moment morphism and cumulant morphism on S are the fami-
lies of maps SnS → | denoted µS = µS1 ,µS2 , . . . and κS = κS1 ,κS2 , . . . , respectively. They
are defined for n ≥ 1 as
µSn := c ◦Π
ϕS
n :S
n (S)→ |,
κSn :=

φc,Λ •ϕS

n
:Sn (S)→ |,
whereϕS : SL∞ // CL∞ is an arbitrary representative of the homotopy type [S].
Remark 7.9. As in Remark 7.7, both families µS and κS are unique and intrinsic struc-
tures of the space S . ♮
Now the following two theorems shall complete a circle.
Theorem 7.4. On a complete space S of homotopical random variables, there is the
canonical structure SC =
 
S ,MS ,0

of a homotopy probability algebra with zero dif-
ferential that is quasi-isomorphic to the homotopy probability algebra CC such that
1. SL∞ is the descendant algebra of SC , and
2. any s L∞-quasi-morphism of the homotopy type [S] from SL∞ to CL∞ is a descen-
dant morphism.
Proof. Pick an arbitrary representativeϕS : SL∞ // CL∞ of the homotopy type [S]
and set f = ϕS1 , which is a cochain quasi-isomorphism from (S ,0) to (C,K ) such that
f (1S ) = 1C . Let h : C→S be a homotopy inverse to f :
h ◦ f = IS ,
f ◦h = IC +Kβ +βK ,
(7.34)
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where β : C→ C is a linear map of degree −1. It follows that
hK = 0, h(1C ) = 1S . (7.35)
Since h(1C ) = 1S and f (1S ) = 1C , without loss of generality we can choose β so that
β (1C) = 0. We will construct a family Π
ϕS of correlation densities where Π
ϕS
n is a de-
gree 0 linear map SnS → C. These densities will be defined in terms of ϕS and the
familyM of multiplications in CC by the following formula:
Π
ϕS
n (s1, . . . ,sn ) =
∑
π∈P(n )
ε(π)M |π|

ϕS
 
sB1

, . . . ,ϕS
 
sB |π|

. (7.36)
Property 7.1. The familyΠϕ
S
=Π
ϕS
1 ,Π
ϕS
2 , . . . has the following properties;
(a ) Π
ϕS
1 =ϕ
S
1 = f .
(b ) ΠSn+1(s1, . . . ,sn ,1S ) =Π
ϕS
n (s1, . . . ,sn ) for all n ≥ 1 and s1, . . . ,sn ∈S .
(c ) KΠ
ϕS
n = 0 and the chain homotopy type ofΠ
ϕS
n depends only on the homotopy
type [S] for all n ≥ 1.
Note that the first two properties are direct consequences of Eq. (7.36), while the last
property is from Lemma 7.14.
Define a familyMS =MS1 ,M
S
2 , . . . of degree zero operators S
n (S)→S by
MSn := h ◦Π
ϕS
n . (7.37)
From Property 7.1(a ), we haveMS1 = h ◦ϕS1 = h ◦ f = IS . From Property 7.1(b ), we also
haveMSn+1(s1, . . . ,sn ,1S ) = h ◦Π
ϕS
n+1(s1, . . . ,sn ,1S ) = h ◦Π
ϕS
n (s1, . . . ,sn ) =MSn (s1, . . . ,sn ).
Finally Property 7.1(c ) implies thatMSn is a canonical structure on S . Hence, we con-
clude the following:
Property 7.2. On S , there is a canonically defined familyMS =MS1 ,M
S
2 , . . . such that
• MS1 = IS andMSn is a linear map from Sn (S) to S of degree 0 for all n ≥ 2.
• MSn+1(s1, . . . ,sn ,1S ) =MSn (s1, . . . ,sn ) for all n ≥ 1 and s1, . . . ,sn ∈S .
Wehave givenS the structure of a homotopy probability algebrawith zero differential:
SC =
 
S ,MS ,0

. Also observe that f : S → C is a quasi-isomorphism of homotopy
probability algebras:
SC
f
// CC .
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It is clear that SL∞ =
 
S ,0

is the descendant of SC =
 
S ,MS ,0

. To conclude, we shall
prove that any unital s L∞-morphismϕS with the homotopy type [S] fromSL∞ to CL∞
is a descendant of f . To begin with we define a family of degree −1 linear operators
for n ≥ 1,
Λn := β ◦Π
ϕS
n :S
n (S)→ C. (7.38)
It is trivial to check the following;
Property 7.3. The family Λ=Λ1,Λ2, . . . has the following properties:
• Λ1(1S ) = 0 and
• Λn+1(s1, . . . ,sn ,1S ) =Λn (s1, . . . ,sn ) for all n ≥ 1 and s1, . . . ,sn ∈S .
Applying f to Eq. (7.37), we have
f ◦MSn = f ◦h ◦Π
ϕS
n
=Π
ϕS
n +K

β ◦Πϕ
S
n

+β

KΠ
ϕS
n

=Π
ϕS
n +K

β ◦Πϕ
S
n

,
where we have used Eq. (7.34) for the second equality and Property 7.1(c ) for the last
equality. Using Eq. (7.38), we obtain that, for all n ≥ 1,
f ◦MSn =Π
ϕS
n +KΛn . (7.39)
It follows that, for every n ≥ 1 and s1, . . . ,sn ∈S , we have
f

MSn (s1, . . . ,sn )

=
∑
π∈P(n )
ε(π)M |π|

ϕS
 
sB1

, . . . ,ϕS
 
sB |π|

+KΛn (s1, . . . ,sn ).
(7.40)
From Property 7.3, we conclude that ϕS is the descendant of f up to the homotopy
Λ=Λ1,Λ2, . . . ⊓⊔
Let’s summarize what we have so far before stating the second theorem. For a given
homotopy probability space CC
c // | , we consider a complete space S of homo-
topical random variables, which has the canonical structure SC =
 
S ,MS ,0

of a ho-
motopy probability algebra together with a quasi-isomorphism SC
f
// CC of ho-
motopy probability algebras.
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Define a linear map ιS : S → | by ιS := c ◦ f . Recall that the morphism c is unique up
to pointed cochain homotopy. Also the quasi-isomorphism f is the first component
of the unital s L∞-morphism ϕS , which is a representative of the homotopy type [S].
It follows that the first component of another representative of unital s L∞-morphism
differs at most by a pointed cochain homotopy. Hence f is also unique up to pointed
cochain homotopy. Then ιS depends only on the cochain homotopy types of f and c
and satisfies ιS (1S ) = 1, since
ιS (1S ) = c
 
f (1S )

= c
 
1C

= 1.
Now consider the definition of moment morphism µSn = c ◦Π
ϕS
n : Sn (S) → | on S .
From the relationΠ
ϕS
n = f ◦MSn +KΛn in Eq. (7.39), we have
µSn = c ◦Π
ϕS
n = c ◦
 
f ◦MSn

+ c ◦ (KΛn )
which implies that µSn = ι
S ◦MSn , since c ◦K = 0. We hence have the following.
Theorem 7.5. On a complete space S of homotopical random variables, there is the
canonical structure SC
ιS // | of a algebraicprobability space,whereSC =
 
S ,MS ,0

,
withmoment and cumulantmorphismsµS and κS such that, for n ≥ 1 and s1, . . . ,sn ∈
S , we have
ιS

MSn (s1, . . . ,sn )

=µSn (s1, . . . ,sn )
=
∑
π∈P(n )
ε(π)κS
 
sB1

. . .κS
 
sB |π|

.
Combining the previous two theorems, we have the following.
Theorem 7.6. We have hoDes (SC ) = SL∞ , hoDes(ιS ) = κ
S , and hoDes([ f ]) = [S] such
that the following diagram commutes:
|
|
KS
SC
s{ ♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
ιS
??⑦⑦⑦⑦⑦⑦⑦⑦
[f ]
// CC
#+◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
[c ]
__❅❅❅❅❅❅❅❅
SL∞ hoDes([f ])
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
κS
??⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
CL∞
hoDes([c ])
__❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
.
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Here the inner diagram commutes in the homotopy category hoPAlgC of homotopy
probabilityalgebras and the outer diagramcommutes in thehomotopy categoryhoUsL∞
of unital s L∞-algebras.
7.8. Geometry of finite dimensional complete spaces of homotopical random variables.
Nowwe consider the case that the cohomologyH of the homotopy probability algebra
CC is finite dimensional. From Theorem 7.3, it follows that
Lemma 7.17. The deformation functor associated with descendant s L∞-algebra CL∞
of the homotopy probability algebra CC is pro-representable by the complete symmetric
algebra×S(H ∗).
It is, then, standard that we have a formal based super manifoldM whose algebra of
functions is the topological algebra×S(H ∗) and whose tangent space ToM at the base
point o ∈ M is isomorphic to H . (See [25] for details on all of this). Note that the
space of all complete spaces of homotopical random variables can be identified with
the space of all gauge equivalence classes of versal solutions to the Maurer–Cartan
equation of CL∞ parametrised by ×S(H ∗). Hence the space M is the moduli space of
complete spaces of homotopical random variables and each such complete space of
homotopical random variablesS gives coordinates at the base point o ∈M.
Consider a complete space of homotopical random variables S and let SC
ιS // |
be the structure of a homotopy probability space on it, where SC =
 
S ,MS ,0

.
Choose a basis {eα}α∈J on S ≃H with distinguished element e0 = 1S . Let tS = {t α}α∈J
be the dual basis, which gives an affine coordinate system on the based moduli space
M via a unital s L∞-quasi-isomorphism of the homotopy type [S] from SL∞ = (S ,0)
to CL∞ . Then
¦
∂α :=
∂
∂ t α
©
is a formal frame field on ToM, and we also use ∂α to denote
the graded derivation of the formal power-series ring |[[tS ]] satisfying ∂αt β =δαβ .
Define a (2,1)-tensor {ASαβ γ} and 1-tensor T
γ
S
in |[[tS ]] by
ASαβ
γ :=mSαβ
γ+
∞∑
n=1
1
n !
∑
ρ1,...,ρn∈J
t ρn · · · t ρ1mSρ1 ···ρnαβ
γ,
T
γ
S
:=
∞∑
n=1
1
n !
∑
ρ1,...,ρn∈J
t ρn · · · t ρ1MSρ1 ···ρn
γ,
where {mSα1 ···αn γ} and {MSα1···αn γ} are the structure constants of mSn and MSn , respec-
tively. Then the following is a corollary of Lemmas 7.3, 7.4, and 7.5:
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Theorem 7.7. The formal (2,1)-tensor {ASαβγ} is the connection one-form for a graded
flat and torsion-freeaffine connection∇ onTM in the coordinatesneighborhood {t α}α∈J .
That is, define∇∂α∂β =
∑
γ∈J A
S
αβ
γ∂γ; then we have the following:
ASαβ
γ− (−1)|eα||eβ |ASβαγ = 0;
∂αA
S
βγ
σ− (−1)|eα||eβ |∂βASαγσ +
∑
ρ∈J

ASβγ
ρASαρ
σ− (−1)|eα||eβ |ASαγρASβρσ

= 0,
along with the unit condition AS0β
γ =δβ γ. The formal 1-tensor {T γS} satisfies
T
γ
S

t=0
= 0,
∂βT
γ
S

t=0
=δβ
γ,
with the unit condition ∂0T
γ
S
= T
γ
S
+δ
γ
0 .
This means that {T γ
S
} are the unique affine flat coordinates of this connection. That is,
we can write ∂α =
∑
γ∈J ∂αT
γ
S
e∂γ and then due to the above conditions on T γS , this can be
taken as a definition of e∂γ which satisfies∇e∂α e∂β = 0.
Theorem 7.8. The affine flat coordinates {T γ
S
} determine the moment generating func-
tion ofS
ZS := 1+
∞∑
n=1
1
n !
∑
ρ1,...,ρn∈J
t ρn · · · t ρ1µSn
 
eρ1 , . . . ,eρn
 ∈ |[[tS ]]
up to the finite unknowns {ιS (eγ)} in | by the equation
ZS = 1+
∑
γ∈J
T
γ
S
ιS (eγ).
Furthermore,ZS satisfies the following systemof formal differential equations: forα,β ∈
J , ∂α∂β −∑
γ∈J
ASαβ
γ∂γ
ZS = 0,
(∂0− 1)ZS = 0.
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Proof. From Theorem 7.5, we have µSn
 
eα1 , . . . ,eαn

=
∑
ρ∈J M
S
α1 ···αn
ριS (eρ). It follows
directly that
ZS = 1+
∑
ρ∈J
T
ρ
S
ιS (eρ).
This clearly implies that
∂γZS =
∑
ρ∈J
∂γT
ρ
S
ιS (eρ),
∂α∂βZS =
∑
γ∈J
∂α∂βT
ρ
S
ιS (eρ).
Note that the condition ∇e∂α e∂β = 0 is equivalent to the following (see Remark 6.5):
∂α∂βT
γ
S
=
∑
ρ∈J
ASαβ
ρ∂ρT
γ
S
.
It follows that

∂α∂β −
∑
γ∈J A
S
αβ
γ∂γ

ZS = 0. Apply ∂0 toZS to obtain that
∂0ZS =
∑
γ∈J
∂0T
γ
S
ιS (eγ) =
∑
γ∈J
T
γ
S
ιS (eγ)+δ
γ
0 ι
S (eγ) = 1+
∑
γ∈J
T
γ
S
ιS (eγ) =ZS ,
where we have used the unit condition ∂0T
γ
S
= T
γ
S
+δ
γ
0 for the second equality. ⊓⊔
Note that the cohomology H of a homotopy probability algebra CC can be an infinite
dimensional graded vector space—recall that the underlying graded vector space of
every complete space of homotopical random variables is isomorphic to H . Define a
finite super-selection sector S⋄ of a complete space of homotopical random variables
S as a finite dimensional subalgebra of the correlation algebra
 
S ,MS

.
Let S⋄ ⊂ S be a finite super-selection sector with the correlation algebra  S⋄,MS⋄.
Equivalently S⋄ has the structure of a homotopy probability algebraS⋄C =
 
S⋄,MS
⋄
,0

with zero differential whose descendant algebra is a unital s L∞-algebra S⋄L =
 
S⋄,0

with zero s L∞-structure. It is obvious that S⋄L is a subalgebra of SL∞ = (S ,0). Fur-
thermore any unital s L∞-morphism ϕS of the homotopy type [S] from SL∞ to CL∞
induces a unital s L∞-morphism ϕS
⋄ from S⋄L∞ to CL∞ . In fact ϕ
S⋄ is a descendant of
the morphism ϕS1

S⋄ : S
⋄
C → CC when ϕS is a descendant of the quasi-isomorphism
ϕS1 : SC → CC . It follows that we have the structure of a homotopy probability space
on S⋄:
S⋄C
ιS
⋄
// |
where ιS
⋄
:= c ◦ϕS⋄1 .
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Choose a basis {eα}α∈J ⋄ ofS⋄ such that e0 = 1S⋄ = 1S . Let tS⋄ = {t α}α∈J ⋄ be the dual ba-
sis and let ∂α =
∂
∂ t α
be the corresponding graded linear derivation on |[[tS⋄]]. Consider
the two formal power series A⋄βγ
σ and T γ⋄ ∈ |[[tS⋄]], defined as follows:
A⋄βγ
σ :=m ⋄βγ
σ+
∑
n≥1
∑
ρ1,...,ρn
1
n !
t ρn · · · t ρ1m ⋄ρ1 ···ρnβγ
σ,
T γ⋄ := t
γ+
∑
n≥2
1
n !
∑
ρ1,...,ρn
t ρn · · · t ρ1M ⋄ρ1 ···ρn
γ,
representing a (2,1)-tensor and a 1-tensor on S⋄, respectively. Then themoment gen-
erating functionZS⋄ of the finite super-selection sector is given by
ZS⋄ = 1+
∑
γ∈J ⋄
T γ⋄ ι
S⋄ (eγ).
Hence the moment generating function is determined by the 1-tensor {T γ⋄ } up to the
finite set
¦
ιS⋄ (eγ)
©
γ∈J ⋄ of unknown numbers. Of course c0 = ι
S⋄ (e0) = 1. Then the fol-
lowing is obvious:
Corollary 7.1. Onafinite dimensional super-selectionsectorS⋄, there is a formal power
series A⋄αβ
γ ∈ |[[tS⋄]] representing a (2,1)-tensor with the following properties:
A⋄0β
γ = δβ
γ,
A⋄αβ
γ = (−1)|eα||eβ |A⋄βαγ,
∂αA
⋄
βγ
σ− (−1)|eα||eβ |∂βA⋄αγσ+
∑
ρ∈J⋄

A⋄βγ
ρA⋄αρ
σ− (−1)|eα||eβ |A⋄αγρA⋄βρσ

= 0,
such that the moment generating function Z (tS⋄) satisfies the following system of for-
mal differential equations that, for all α,β ∈ J⋄:∂α∂β −∑
γ∈J⋄
A⋄αβ
γ∂γ
ZS⋄ = 0,
(∂0− 1)ZS⋄ = 0.
Remark 5.5 applies word for word again here.
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