Let G n be a class of graphs on n vertices. For an integer c, let ex(G n , c) be the smallest integer such that if G is a graph in G n with more than ex(G n , c) edges, then G contains a cycle of length more than c. A classical result of Erdös and Gallai is that if G n is the class of all simple graphs on n vertices, then ex(G n , c) = c 2 (n − 1). The result is best possible when n − 1 is divisible by c − 1, in view of the graph consisting of copies of K c all having exactly one vertex in common. Woodall improved the result by giving best possible bounds for the remaining cases when n − 1 is not divisible by c − 1, and conjectured that if G n is the class of all 2-connected simple graphs on n vertices, then
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The graphs considered here are finite, undirected, and simple (no loops or parallel edges). The sets of vertices and edges of a graph G are denoted by V (G) and E(G), respectively. E-mail addresses: fan@fzu.edu.cn (G. Fan), xzlv@mail.amss.ac.cn (X. Lv), wangpei@mail.amss.ac.cn (P. Wang). 1 Research supported by the National Science Foundation of China and the Chinese Academy of Sciences. A classical result of Erdös and Gallai [2, Theorem 2.7] is that for an integer c 2, if G is a graph on n vertices with more than c 2 (n − 1) edges, then G contains a cycle of length more than c. The result is best possible when n − 1 is divisible by c − 1, in view of the graph consisting of copies of K c all having exactly one vertex in common. However, when n − 1 is not divisible by c − 1, the bound c 2 (n − 1) can be decreased. The first improvement was obtained by Woodall [4] for the case when c n+3 2 , and later Woodall [5] completed all the rest cases by proving that if c 2, and n = t (c − 1) + p + 1 where t 0 and 0 p < c − 1, and G is a graph on n vertices with more than t c 2 + p+1 2 edges, then G contains a cycle of length more than c. This result is best possible, in view of the graph consisting of t copies of K c and one copy of K p+1 , all having exactly one vertex in common. Caccetta and Vijayan [1] gave an alternative proof of the result, and in addition, characterize the structure of the extremal graphs. We note that all the extremal graphs here are not 2-connected. What is the maximum number of edges a 2-connected graph can have without cycles of length more than c? For 2 t c/2, define f (n, t, c) =
which is the number of edges in the 2-connected graph obtained from K c+1−t by adding n − (c + 1 − t) isolated vertices each joined to the same t vertices of K c+1−t . Woodall [5] proposed the following conjecture.
Conjecture 1.1. If 2 c n − 1, and G is a 2-connected graph on n vertices with more than max{f (n, 2, c), f (n, c/2 , c)}
edges, then G contains a cycle of length more than c.
Toward to a proof of the conjecture, Woodall [5] obtained the following result. Theorem 1.2 (Woodall [5] ). If 2 c 2n+2 3 , and G is a 2-connected graph on n vertices with more than f (n, c/2 , c) edges, then G contains a cycle of length more than c.
By using this result and an edge-switching technique, we confirm Conjecture 1.1 by Theorem 3.1 in Section 3. Woodall [5] also conjectured that if, furthermore, G has minimum degree k, then the right bound should be max{f (n, k, c), f (n, c/2 , c)} (this conjecture is still open).
Throughout this paper, for x, y ∈ V (G), xy denotes the edge with ends x and y. If xy ∈ E(G), we say that y is a neighbor of x, or y is joined to x. Let H be a subgraph of (x) . For simplicity, we write E(F ) and e(F ) for E(F, F ) and e(F, F ), respectively. In particular, e(G) = |E(G)|. Let S ⊆ V (G). S is a cut set, and a cut vertex when |S| = 1, of G if G − S has more components than G. S is an independent set if E(S) = ∅. A subgraph H is induced by S if V (H ) = S and xy ∈ E(H ) if and only if xy ∈ E(G).
Let C = a 1 a 2 · · · a c be a cycle. We assume that C has an orientation which is consistent with the increasing order of the indices of a i , 1 i c − 1, and the edge a c a 1 is from a c to a 1 . For a ∈ V (C), define a − and a + to be the vertices on C immediately before and after a, respectively, according to the orientation of C, and a −− = (a − ) − and a ++ = (a + ) + . Thus, if a = a i , then a − = a i−1 and a + = a i+1 , where a 0 = a c and a c+1 = a 1 .
Local structure and edge-switching
Definition 2.1. Let C be a cycle in a graph G. We say that C is locally maximal if there is no cycle 
with |E(C )| > |E(C)| and
Since C is locally maximal in G, and by (2.1), we have that 
If y ∈ V (C ), say y = a s and we may assume that
In either case, C is a cycle contradicting the local maximality of C.
. Thus, we may obtain a cycle C from C * by replacing yx with a path from y to x with all internal vertices in D. Then, as seen in (i), C can be transformed into a cycle contradicting the local maximality of C. This completes the proof of Lemma 2.3.
Lemma 2.4. Let C be a locally maximal cycle in a 2-connected graph G and R a component of G − C. One of the following two statements holds.
is 2-connected, where x ∈ N C (R) \ {x}, and moreover, C remains a locally maximal cycle in G . 
Proof. Suppose that (i) does not hold. Then
In either case, G is 2-connected, and by Lemma 2.3(ii), C is a locally maximal cycle in G . This proves Lemma 2.4.
Proof of the theorem Theorem 3.1. Let C be a locally maximal cycle of length c in a 2-connected graph G on n vertices. If
Proof. Suppose that R 1 , R 2 , . . . , R m are the components of G − C, m 1. Repeatedly applying Lemma 2.4 to each R i (note that since the set A is nonempty, each time Lemma 2.4(ii) is applied, the number of edges not incident with C strictly decreases), we have a 2-connected graph G in which e(G) e(G ), C remains a locally maximal cycle, and for each component R of G − C, N R (x) = V (R) for every x ∈ N C (R). For simplicity, we may simply assume that G has been chosen to be the final graph after repeatedly applying Lemma 2.4, and so Let H be the subgraph induced by V (C). Then,
We first prove several lemmas that deal with the estimation of the number of edges between S i and S j .
Lemma 3.2. For
(ii) For a r , a p−t with r
where P is a path of length d from x i to x j with all its internal vertices in R. By the choice of C, (r − 1)
(ii) Without loss of generality, suppose that a r b , a p−t b m ∈ E(G). Let P be a path of length d from x i to x i+1 with all internal vertices in R. Then
is cycle of length 
Without loss of generality, we may assume that e(b 1 , S i ) e(b q , S i ), and so
By Lemma 3.3(i) (S i and S j interchange and r
It follows from (3.4) that Therefore, if q is even,
which together with (3.4) gives that
if q is odd (so q 3),
which together with (3.5) gives that 
Since (3.4) and (3.5) still hold, if q is even,
Consequently,
This completes the proof of Lemma 3.4. 
Therefore,
Using the fact that d S i (a ) p − 1 for all , 2 p − 1, we have that
Noting that
we obtain that It follows that
as required by Lemma 3.5. Now, we return to the proof of Theorem 3.1. By (3.2), we need to estimate e(H ). The proof is divided into two parts, according to d 3 or d = 2. 
and thus, using j =i s j = s − s i ,
and so,
where we have used that s = c−k. But d 3 and k 2, and so (3.6) follows. In what follows, suppose therefore that a 1 and b 1. For a segment S i , we distinguish the following three cases.
and as the derivation of (3.8),
and so
It follows from (3.2) that
Since c Again, since 2 x c/2, we have that f (n, x, c) max{f (n, 2, c), f (n, c/2 , c)}, and the theorem follows. This completes the proof of the theorem.
Since a longest cycle is locally maximal, we see that Theorem 3.1 together with Theorem 1.2 confirms Conjecture 1.1.
