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Abstract
We consider a class of norm ideals CG which are non-commutative analogues of Orlicz spaces and which
satisfy a previously introduced condition called (QK). We give a spectral condition which is necessary and
sufficient for a commuting tuple of self-adjoint operators A = (A1, . . . ,An) to be simultaneously diagonal-
izable modulo CG.
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0. Introduction
This paper is a continuation of our previous investigations [15–17] on diagonalization of
commuting tuples of self-adjoint operators modulo norm ideals. As is common in all such in-
vestigations, all Hilbert spaces in this paper are assumed to be separable.
The investigation of simultaneous diagonalizability modulo norm ideals of compact opera-
tors for commuting tuples of self-adjoint started with Voiculescu’s work [12–14] (also see [5]),
where many powerful ideas and techniques were first developed. In these papers and in subse-
quent investigations [3,15–17] many results were obtained. A basic fact that we learn from all
these results is this: given of a commuting tuple A = (A1, . . . ,An) of self-adjoint operators on
a Hilbert space H, whether or not it can be diagonalized modulo a norm ideal C is determined
by the asymptotic behavior of μξ (B(x, r)) as r → 0, where μξ (Δ) = 〈E(Δ)ξ, ξ 〉, ξ ∈H, and
E is the spectral measure for A. Thus at a fundamental level the mathematics involved is an in-
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obtaining good results.
The origin of this line of investigations can be traced to Weyl’s theorem that every self-
adjoint operator B admits the representation B = D + K , where D is a diagonal self-adjoint
operator and K is a compact operator. Kuroda showed that one can require K to belong to any
norm ideal of compact operators other than the trace class [8]. By the Kato–Rosenblum theo-
rem [8], if K belongs to the trace class, then B is purely singular. Carey and Pincus [4] showed
that if B is purely singular, then one can require K to be in the trace class. In other words, a
self-adjoint operator B can be diagonalized modulo the trace class if and only if it is purely
singular.
This motivated the investigation in [16] of diagonalization modulo the Schatten p-classes. Let
1 < p < ∞. A commuting tuple A = (A1, . . . ,An) of self-adjoint operators on a Hilbert space
H is said to be purely p-singular if, for every nonzero ξ ∈H, we have
1∫
0
(
μξ (B(x, r))
rp
)1/(p−1)
dr
r
= ∞ for μξ -a.e. x ∈ Rn. (1)
We showed in [16] that A = (A1, . . . ,An) can be simultaneously diagonalized modulo the Schat-
ten class Cp if and only if it is purely p-singular.
The purpose of this paper is to prove an analogous result for simultaneous diagonalization
modulo a class of Orlicz ideals. Just as the Schatten class Cp is the non-commutative analogue
of the p space, an Orlicz ideal is the non-commutative analogue of an Orlicz space [1], hence
the name.
To define an Orlicz ideal, we begin with a Young’s function (see [1]) G which satisfies certain
growth conditions. Such a G gives rise to the Luxemburg norm
‖T ‖CG = lim
N→∞α inf
{
λ > 0:
N∑
k=1
G
(
sk(T )/λ
)
 1
}
for operators. Here α is chosen so that G(α) = 1, which ensures ‖e ⊗ e‖CG = 1 for any rank-
one orthogonal projection e ⊗ e, fulfilling a basic requirement for the norm of a norm ideal [7].
The Orlicz ideal CG is the collection of operators T satisfying the condition ‖T ‖CG < ∞. The
growth conditions that we impose (see Section 1) guarantee that the Orlicz ideal CG and its
dual (CG)′ both satisfy a condition called (QK) that we introduced in [17]. Even with these
growth conditions, the class of Gs considered in this paper is still quite large. This class includes
functions of the form
G(t) =
t∫
0
sb
{log(1 + 1
s
)}γ ds,
where 0 γ < ∞ and 0 < b < ∞, and much more. Whereas condition (QK) was used in [17] to
establish the existence of certain obstruction to diagonalization, it will be need here to show that
the desired diagonalization is possible.
Given such a G, we can define the spectral condition of being purely G-singular for commut-
ing tuples of self-adjoint operators. As it turns out, the G-singularity is actually stated in terms
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surprise, as we clearly see the “complementary” number q = p/(p−1) in (1). But what is not so
obvious from the case of Schatten classes is the role played by a third function, J (t) = t−1H(t).
With this J we have the crucial relation
G
(
J (t)
)
H(t),
which will be needed in several estimates of the CG-norm.
The main result of this paper is that a commuting tuple A = (A1, . . . ,An) of self-adjoint
operators is simultaneously diagonalizable modulo the Orlicz ideal CG if and only if it is purely
G-singular. Actually, the “only if” part of the proof follows easily from the general obstruction
result [17, Theorem 2.3]. The main task in this paper is to prove the “if” part, i.e., being purely
G-singular is sufficient for diagonalization modulo CG.
The rest of the paper is organized as follows. In Section 1 we introduce the class of Young’s
functions considered in the paper. Section 2 contains a discussion of general norm ideals as
well as the particular Orlicz ideals that we define using the Young’s functions introduced in
Section 1. In Section 3 we review certain basic definitions and known facts about diagonalization
modulo norm ideals, which will be needed in the subsequent sections. We state our main result
in Section 4. Sections 5–8 contain the proof of the main result. Appendix A shows that the class
of Young’s functions considered in this paper is indeed quite large.
1. A class of Young’s functions
The main reference for this section is [1, Section 4.8].
Definition 1.1. Let G denote the collection of continuous, strictly increasing functions
g : [0,∞) → [0,∞) with the following properties:
(a) g(0) = 0 and lims→∞ g(s) = ∞.
(b) There exist constants 1M < ∞ and 0 <   1 which depend on g such that the inequality
Mg(Cs) Cg(s) holds for all 1 C < ∞ and 0 s < ∞.
(c) There exist constants 1N < ∞ and 0 < δ  1 which depend on g such that the inequality
NCg(s) g(Cδs) holds for all 1 C < ∞ and 0 s < ∞.
Before giving examples of functions in G, first let us state the obvious.
Proposition 1.2.
(i) If g belongs to G, then so does g−1, the inverse of g.
(ii) If g1 and g2 belong to G, then so does the product g1g2.
(iii) If g1 and g2 belong to G, then so does the composition g1 ◦ g2.
(iv) Let ϕ : [0,∞) → [0,∞) be a continuous, (not necessarily strictly) increasing function such
that ϕ(s) > 0 for every s > 0. If ϕ satisfies the condition (c) given in Definition 1.1, then for
any g ∈ G the product gϕ also belongs to G.
The proof of this proposition is completely elementary and will be omitted.
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(1) g(s) = sb , where 0 < b < ∞.
(2) Let 0 < b < ∞. Define g(s) = {log(1 + s−1)}−1sb for 0 < s < ∞ and g(0) = 0.
(3) Let 0 < a < b < ∞. Define g(s) = sb log(1 + s−a) for 0 < s < ∞ and g(0) = 0.
That the function in (3) belongs to G follows from the elementary fact that the function s →
s log(1 + s−1) is increasing on (0,∞). That the function in (2) belongs to G follows from an
application of Proposition 1.2(iv) to the function ϕ(s) = {log(1 + s−1)}−1. Indeed, since the
function s → s log(1 + s−1) is increasing on (0,∞), we have C{log(1 + s−1)}−1  {log(1 +
(Cs)−1)}−1 for 1 C < ∞. For the same reason, we have
Example 1.3.
(2′) Let ϕk denote the composition of the function {log(1 + s−1)}−1 with itself k times, k ∈ N.
Then for any 0 < b < ∞ the function g(s) = sbϕk(s) also belongs to the class G.
Convention 1.4. For the rest of the paper, g will be a given function in the class G. With g given,
the functions h, G, H , J and the numbers α, β are defined for the rest of the paper as follows:
(a) h = g−1, the inverse of g.
(b) G(t) = ∫ t0 g(s) ds, 0 t < ∞.
(c) H(t) = ∫ t0 h(s) ds, 0 t < ∞.
(d) J (t) = t−1H(t) for 0 < t < ∞ and J (0) = 0.
(e) α is the unique number in (0,∞) such that G(α) = 1.
(f) β is the unique number in (0,∞) such that H(β) = 1.
Thus G and H are a pair of complementary Young’s functions [1, p. 271]. The facts stated in
the next two propositions will be crucial to our estimates later on.
Proposition 1.5. The inequality G(J (t))H(t) holds for all t  0.
Proof. Lemma 4.8.16 in [1] tells us that y G−1(y)H−1(y) for 0 y < ∞. Setting y = H(t),
we have H(t)  G−1(H(t))t . Thus J (t)  G−1(H(t)). Since G is increasing, it follows that
G(J (t))G(G−1(H(t))) = H(t). 
Proposition 1.6.
(i) There exist constants 0 < a < 1 and 1N < ∞ such that G(Cat)NCG(t) for all C  1
and t  0.
(ii) There exist constants 0 < θ < 1 and 1  M < ∞ such that G(cθ t)  McG(t) for all
0 c 1 and t  0.
(iii) There exist constants 1  R < ∞ and 1  L < ∞ such that J (ct)  (cR/L)J (t) for all
0 c 1 and t  0.
(iv) There exist constants 0 < σ  1 and 1  B < ∞ such that J (ct)  BcσJ (t) for all
0 c 1 and t  0.
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for all C  1 and s  0. Thus for t  0 and C  1, we have
G
(
Cδt
)= C
δt∫
0
g(s) ds = Cδ
t∫
0
g
(
Cδu
)
du Cδ
t∫
0
NCg(u)du = NC1+δG(t).
Letting a = δ/(1 + δ), we see that G(Cat)NCG(t) for t  0 and C  1.
(ii) By Definition 1.1, there are 1M < ∞ and 0 <   1 such that Mg(Cs) Cg(s) for
all C  1 and s  0. Let b = /(1 + ) and θ = 1 − b = (1 + )−1. Then b/ = 1 − b = θ . For
C  1 and t  0,
CG(t) = C
t∫
0
g(s) ds = C1−b
t∫
0
Cbg(s) ds  C1−b
t∫
0
Mg
(
Cb/s
)
ds
= MCθ
t∫
0
g
(
Cθs
)
ds = M
Cθ t∫
0
g(s) ds = MG(Cθ t).
Thus G(t) (M/C)G(Cθ t) for all C  1 and t  0. Setting c = 1/C and u = Cθ t , we see that
G(cθu)McG(u) for all 0 < c 1 and u 0.
(iii) and (iv). By Proposition 1.2(i), there exist constants 1  R < ∞ and 1  L < ∞ such
that LCRh(s) h(Cs) for all s  0 and C  1. This implies that h(cu) (cR/L)h(u) for u 0
and 0 < c 1. Also, there are constants 0 < σ  1 and 1 B < ∞ such that Cσh(s) Bh(Cs)
for all s  0 and C  1. Thus h(cu) Bcσh(u) for u 0 and 0 < c 1. To complete the proof,
it now suffices to observe that
J (t) = 1
t
t∫
0
h(s) ds =
1∫
0
h(ut) du. 
Remark. The above identity actually shows that J ∈ G.
2. Norm ideals
Recall that all Hilbert spaces in this paper are assumed to be separable. Let H be a Hilbert
space. A norm ideal is a two-sided ideal C in B(H) equipped with a norm ‖.‖C which has the
following properties:
(a) For any S, T ∈ B(H) and A ∈ C, we have ‖SAT ‖C  ‖S‖‖A‖C‖T ‖.
(b) If A ∈ C, then A∗ ∈ C and ‖A∗‖C = ‖A‖C .
(c) For any A ∈ C, ‖A‖ ‖A‖C , and the equality holds when rank(A) = 1.
(d) C is complete with respect to ‖.‖C .
(e) C = {0}.
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symmetrically normed ideal [7]. We will use [7] as our main reference for the discussion of norm
ideals.
Given a norm ideal C, let C(0) be the ‖.‖C -closure of the finite-rank operators in C. It is well
known that C(0) can be a proper subset of C [7]. We will write C′ for the dual of C(0). That is, for
each bounded linear functional F on C, there is an A ∈ C′ with ‖A‖C′ = ‖F‖ such that
F(X) = tr(AX), X ∈ C(0).
If C is not the trace class, then C′ consists of compact operators [7, Theorem III.12.2].
The following definition was introduced in [17].
Definition 2.1. A norm ideal C is said to satisfy condition (QK) if there exist constants 0 < θ < 1
and 0 <M < ∞ such that
‖
k times︷ ︸︸ ︷
X ⊕ · · · ⊕X ‖C Mkθ‖X‖C
for every finite-rank operator X and every k ∈ N.
In [17], we also introduced a “dual” condition called (DQK). But in this paper (DQK) will not
be needed explicitly and, therefore, we will make no further mention of it.
Following [7,12–14,17], let cˆ denote the linear space of sequences η = {ηj }j∈N where ηj ∈ R
and where ηj = 0 for only a finite number of j s. The Young’s function G given in Convention 1.4
is both increasing and convex. Thus the formula
ρG
({ηj }j∈N)= inf
{
λ > 0:
∞∑
j=1
G
(|ηj |/λ) 1
}
defines a norm on cˆ, called the Luxemburg norm associated with G [1, Section 4.8]. Obviously,
ρG has the property that
ρG
({ηj }j∈N)= ρG({|ηπ(j)|}j∈N)
for any bijection π : N → N. Since G(α) = 1, we have
ρG
({1,0, . . . ,0, . . .})= inf{λ > 0: G(1/λ) 1}= α−1.
Thus the formula
RG
({ηj }j∈N)= αρG({ηj }j∈N)= α inf
{
λ > 0:
∞∑
j=1
G
(|ηj |/λ) 1
}
(2.1)
defines a symmetric gauge function on cˆ [7, p. 71]. Hence RG gives rise to a norm ideal CG. That
is, on any Hilbert space H, CG = {A ∈ B(H): ‖A‖CG < ∞}, where
‖A‖CG = lim RG
({
s1(A), . . . , sN (A),0, . . . ,0, . . .
})
, (2.2)N→∞
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tion 4.8.10], such a CG with the norm ‖.‖CG is called an Orlicz ideal. Replacing G with H , we
obtain the Orlicz ideal CH in exactly the same way.
It should be mentioned that Orlicz ideals have already appeared in the literature (see [6])
and are just a part of the current general understanding of the correspondence between
rearrangement-invariant sequence spaces and operator ideals.
Proposition 2.2.
(i) For any operator A, we have ‖A‖CG  α max{1,
∑∞
k=1 G(sk(A))}.
(ii) There exist constants 1  K < ∞ and 0 < a  1 such that if A is an operator for which∑∞
k=1 G(sk(A)) 1, then ‖A‖CG K{
∑∞
k=1 G(sk(A))}a .
Proof. (i) Given an operator A, set λ = max{1,∑∞k=1 G(sk(A))}. We only need to consider the
case where λ < ∞. Since the function t → t−1G(t) is increasing on (0,∞) and since λ 1, we
have G(t/λ)G(t)/λ. Therefore
N∑
k=1
G
(
sk(A)/λ
)
 1
λ
N∑
k=1
G
(
sk(A)
)
 1
for every N ∈ N. By (2.1) and (2.2), this means ‖A‖CG  αλ.
(ii) By Proposition 1.6(i), there are 1N < ∞ and 0 < a < 1 such that G(Cat)NCG(t)
for t  0 and C  1. Let A be an operator such that 0 <
∑∞
k=1 G(sk(A))  1/N . Setting C ={N∑∞k=1 G(sk(A))}−1, we have
∞∑
k=1
G
(
Cask(A)
)
NC
∞∑
k=1
G
(
sk(A)
)= 1.
By (2.1) and (2.2), this means ‖A‖CG  αC−a = αNa{
∑∞
k=1 G(sk(A))}a . This proves (ii) in the
case 0 <
∑∞
k=1 G(sk(A)) 1/N . The cases 1/N <
∑∞
k=1 G(sk(A)) 1 and
∑∞
k=1 G(sk(A)) =
0 are trivial. 
Proposition 2.3. We have C(0)G = CG and C(0)H = CH .
Proof. Given A ∈ CG, let λ > ‖A‖CG/α. Then ‖λ−1A‖CG  α. By (2.1) and (2.2), this means
ρG
({
s1
(
λ−1A
)
, . . . , sN
(
λ−1A
)
,0, . . . ,0, . . .
})
 1
for every N ∈ N. Therefore ∑∞k=1 G(sk(λ−1A)) 1. Hence for any N ∈ N there is an orthogonal
projection PN with rank(PN) = N such that
∥∥λ−1A(1 − PN)∥∥CG K
{ ∞∑
G
(
sk
(
λ−1A
))}a
,k=N+1
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limN→∞
∑∞
k=N+1 G(sk(λ−1A)) = 0, we have λ−1A ∈ C(0)G , which means A ∈ C(0)G . The proof in
the case of CH is the same. 
Proposition 2.4. The ideal CH coincides with (CG)′, the dual of CG. Furthermore, we have
‖A‖CH  αβ‖A‖(CG)′  2‖A‖CH for every A ∈ (CG)′.
Proof. Define the Luxemburg norm ρH in the same way we defined ρG. Then RH = βρH is the
symmetric gauge function for CH . Since H is complementary to G, the formula
ρH
({ηj }j∈N)= sup
{∣∣∣∣∣
∞∑
j=1
ηj ξj
∣∣∣∣∣: ρG({ξj }j∈N) 1
}
defines the Orlicz norm associated with H on cˆ [1, Definition 4.8.13]. Let Ψ be the symmetric
gauge function for (CG)′. Since RG is the symmetric gauge function for CG, we have
Ψ
({ηj }j∈N)= sup
{∣∣∣∣∣
∞∑
j=1
ηj ξj
∣∣∣∣∣: RG({ξj }j∈N) 1
}
(2.3)
[7, Theorem III.12.2]. Since RG = αρG, we have αΨ = ρH . On the other hand, the relation
between the Luxemburg norm ρH and the Orlicz norm ρH is
ρH  ρH  2ρH
[1, Theorem 4.8.14]. Since RH = βρH is the symmetric gauge function for CH , we have
RH  αβΨ  2RH ,
which proves the proposition. 
Proposition 2.5.
(i) There exist constants 1  L < ∞ and 0 < θ < 1 such that for any sequence of finite-rank
operators {Xi}∞i=1 and for any k ∈ N, we have
‖X1 ⊕ · · · ⊕Xk‖CG  Lkθ sup
i1
‖Xi‖CG.
In particular, the norm ideal CG satisfies condition (QK).
(ii) (CG)′, the dual of CG, also satisfies condition (QK).
Proof. By Proposition 1.6(ii), there are constants 1M < ∞ and 0 < θ < 1,
G
(
t
θ
)
 1G(t) for all t  0 and k ∈ N. (2.4)(Mk) k
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k ∈ N, let zk = {zkj }j∈N be an element in cˆ obtained from γ1, . . . , γk by re-enumerating the terms
γνj , 1 ν  k and j ∈ N. Let λ > supi1 ρG(γi). Then
∑∞
j=1 G(|γνj |/λ) 1 for every ν ∈ N.
Combining this with (2.4), we have
∞∑
j=1
G
( |zkj |
(Mk)θλ
)

∞∑
j=1
1
k
G
(∣∣zkj ∣∣/λ)= 1k
k∑
ν=1
∞∑
j=1
G
(|γνj |/λ) 1.
Thus ρG(zk) (Mk)θλ. Since this holds for every λ > supi1 ρG(γi), this proves (i).
(ii) In the above argument G can be replaced by H . Thus CH also satisfies condition (QK).
By Proposition 2.4, this means that (CG)′ satisfies condition (QK). 
Let us recall property (Σ) introduced by Voiculescu.
Definition 2.6. [13, p. 96] A norm ideal C is said to have property (Σ) if
lim
k→∞
1
k
‖X1 ⊕ · · · ⊕Xk‖C = 0
for every sequence of finite-rank operators {Xk} such that supk1 ‖Xk‖C < ∞.
Obviously, Proposition 2.5(i) gives us
Corollary 2.7. The norm ideal CG has property (Σ).
We conclude this section with a characterization for membership in CG.
Proposition 2.8. For any compact operator A, the following are equivalent:
(a) A ∈ CG.
(b) The operator G(|A|) belongs to the trace class.
(c) The operator |A|g(|A|) belongs to the trace class.
Proof. Since {G(sk(A)): k ∈ N} are the s-numbers of G(|A|), (b) is equivalent to
∞∑
k=1
G
(
sk(A)
)
< ∞. (2.5)
By Proposition 2.2, (2.5) implies that A ∈ CG. Conversely, if A ∈ CG, then by (2.1) and (2.2) we
have
∑∞
k=1 G(sk(A)/λ)  1 for every λ > ‖A‖CG/α. By Proposition 1.6(i), this implies (2.5).
Hence (a) and (b) are equivalent.
For the equivalence between (b) and (c), note that G(t)  tg(t) because g is increasing. By
Definition 1.1, there is a c > 0 such that g(t/2) cg(t) for all t  0. Therefore
G(t)
t∫
t/2
g(s) ds  g(t/2)
t∫
t/2
1ds  cg(t)(t/2).
Thus (c/2)tg(t)G(t) tg(t) for all t  0. Hence (b) and (c) are equivalent. 
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Let 2+ be the Hilbert space of complex sequences {a1, . . . , ak, . . .} with
∑∞
k=1 |ak|2 < ∞.
Let 0+ = {{a1, . . . , ak,0, . . . ,0, . . .}: k ∈ N, a1, . . . , ak ∈ C}. Given a bounded sequence c1, . . . ,
cj , . . . in C, let diag(cj )∞j=1 be the operator on 2+ defined by the formula
diag(cj )∞j=1{a1, . . . , ak, . . .} = {c1a1, . . . , ckak, . . .}.
An operator D on a Hilbert space H is said to be diagonal if it is unitarily equivalent to a
diag(cj )∞j=1 on 2+.
Recall that a function f on a subset E of Rn is said to be Lipschitz if
L(f ) = sup{∣∣f (x)− f (y)∣∣/|x − y|: x, y ∈ E, x = y}< ∞.
The collection of Lipschitz functions on E will be denoted by Lip(E).
As usual, the operator of multiplication by a function f will be denoted by Mf .
Definition 3.1. Suppose that μ is a regular Borel measure on Rn with a compact support X .
Furthermore, suppose that μ has no point masses. Let C be a norm ideal of compact operators
on L2(Rn,μ) = L2(X ,μ). Then μ is said to be C-discrete if for every  > 0, there exist a
recurrent sequence y1, . . . , yk, . . . in X and a unitary operator U :L2(X ,μ) → 2+ which have
the following properties:
(i) U∗0+ ⊂ L∞(X ,μ).
(ii) For every f ∈ Lip(X ), Mf − U∗ diag(f (yn))∞n=1U ∈ C and∥∥Mf − U∗ diag(f (yn))∞n=1U∥∥C  L(f ).
This definition was first introduced in [15]. Bercovici and Kostov have since shown that re-
quirement (i) above is actually redundant. That is, if for every  > 0 there exists a unitary operator
V : L2(X ,μ) → 2+ such that ‖Mf − V∗ diag(f (yn))∞n=1V‖C  L(f ) for every f ∈ Lip(X ),
then it follows that for every  > 0 there is a unitary operator U :L2(X ,μ) → 2+ which satisfies
both (i) and (ii) in Definition 3.1. See [2].
As was observed by Voiculescu [14], one can take advantage of property (Σ) when it is
available in diagonalization problems.
Proposition 3.2. Let μ be a regular Borel measure on Rn with a compact support X and suppose
that μ has no point masses. Suppose that there exists a sequence of finite-rank operators {Ak} on
L2(X ,μ) which has the following properties:
(i) limk→∞ Ak = 1 in the strong operator topology.
(ii) There is a constant M such that ‖[Ak,Mf ]‖CG ML(f ) for all k ∈ N and f ∈ Lip(X ).
Then μ is CG-discrete.
Proof. Let x0 ∈ X . Then the set {f ∈ Lip(X ): L(f ) 1, f (x0) = 0} is compact in C(X ) with
respect to the norm ‖.‖∞. Because CG has property (Σ) (see Corollary 2.7), by Voiculescu’s
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finite-rank operators such that limk→∞ Bk = 1 in the strong operator topology and
lim
k→∞ sup
{∥∥[Bk,Mf ]∥∥CG : f ∈ Lip(X ), L(f ) 1}= 0.
By [15, Theorem 3.3], this implies that μ is CG-discrete. 
4. The main result
As usual, we denote the ball {y ∈ Rn: |x − y| < r} by B(x, r). We remind the reader that
Convention 1.4 is in force throughout the paper.
Definition 4.1. Let μ be a regular Borel measure on Rn with a compact support X . We say that
μ is G-singular if
1∫
0
H(r−1μ(B(x, r)))
μ(B(x, r))
dr
r
= ∞ for μ-a.e. x ∈X .
In the above definition, the integral can be replaced by an infinite series. Indeed, apply-
ing Proposition 1.6(i) to H , there is a constant 1  N < ∞ such that H(2t)  NH(t) for all
t  0. Using the fact that the function J (t) = t−1H(t) is increasing on (0,∞) and the partition⋃∞
k=0(2−k−1,2−k] for the interval (0,1], it is easy to derive the inequality
1
N
∞∑
k=1
H(2kμ(B(x,2−k)))
μ(B(x,2−k))

1∫
0
H(r−1μ(B(x, r)))
μ(B(x, r))
dr
r
N
∞∑
k=0
H(2kμ(B(x,2−k)))
μ(B(x,2−k))
. (4.1)
Definition 4.2. Let A = (A1, . . . ,An) be a commuting tuple of bounded self-adjoint operators
on a Hilbert space H and let E be the spectral measure for A. We say that the tuple A is purely
G-singular if the measure μξ defined by the formula μξ (Δ) = 〈E(Δ)ξ, ξ 〉 is G-singular for
every ξ = 0 in H.
Theorem 4.3. Let A = (A1, . . . ,An) be a commuting tuple of bounded self-adjoint operators on
a Hilbert space H. Then there exists a commuting tuple (D1, . . . ,Dn) of self-adjoint diagonal
operators on H such that Aj −Dj ∈ CG, j = 1, . . . , n, if and only if A is purely G-singular.
This result can be further refined in the next two theorems.
Theorem 4.4. Let μ be a compactly supported regular Borel measure on Rn. If μ is not
G-singular, then there is a Borel set E in Rn with μ(E) > 0 such that for every j ∈ {1, . . . , n},
the singular integral operator Tj defined by the formula
(Tjf )(x) = χE(x)
∫
E
xj − yj
|x − y|2 f (y)dμ(y), f ∈ L
2(Rn,μ), (4.2)
belongs to (CG)′, the dual of CG.
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technically the next theorem is the main result of the paper.
Theorem 4.5. Suppose that μ is a compactly supported regular Borel measure on Rn which has
no point masses. If μ is G-singular, then it is CG-discrete.
Proof of Theorem 4.3. Recalling Definition 3.1, the “if” part follows immediate from The-
orem 4.5. To prove the “only if” part, note that the operators in (4.2) satisfy the relation∑n
j=1[Mj,Tj ] = χE ⊗ χE , where Mj is the operator defined by the formula
(Mjf )(x1, . . . , xn) = xjf (x1, . . . , xn), f ∈ L2
(
Rn,μ
)
,
j = 1, . . . , n. Also, tr(χE ⊗ χE) = μ(E). Suppose that there is a ξ ∈H such that the measure
μξ (Δ) = 〈E(Δ)ξ, ξ 〉 is not G-singular, where E is the spectral measure for A. Then it follows
from Theorem 4.4 that there exist B1, . . . ,Bn ∈ (CG)′ such that ∑nj=1[Aj ,Bj ] is a rank-one
operator with a nonzero trace. By [14, Proposition 2.1], the tuple A = (A1, . . . ,An) cannot be
simultaneously diagonalized modulo CG. 
5. Dyadic decomposition
Consider a cube Q of size 1 × · · · × 1 in Rn. More precisely,
Q = [0,1)n + v0 = [0,1)× · · · × [0,1)+ v0,
where v0 is a vector in Rn. We will use the same labelling system for the cubes in the dyadic
decomposition of Q as in [16,17]. For each  ∈ N, let W denote the collection of words of length
 with {1,2,3, . . . ,2n} being the alphabet. That is,
W =
{
w1 · · ·w: wj ∈
{
1,2,3, . . . ,2n
}
, j = 1, . . . , }.
We will denote the length of each word w by |w|. That is, |w| =  for w ∈ W. Given w =
w1 · · ·w ∈ W and u = u1 · · ·uk ∈ Wk , we define the word
wu = w1 · · ·wu1 · · ·uk ∈ W+k.
Define Γ = {(1, . . . , n): i ∈ {0,1}, i = 1, . . . , n} and let γ1, . . . , γ2n be an enumeration of the
vectors in Γ . For each w = w1 · · ·w ∈ W, defined the cube
Qw = Qw1···w =
[
0,2−
)n + 2−1γw1 + 2−2γw2 + · · · + 2−γw + v0.
Thus for any k,  ∈ N and for any w ∈ W, {Qwu: u ∈ Wk} is a partition of Qw . That is, Qw =⋃
u∈Wk Qwu and Qwu ∩Qwu′ = ∅ for u = u′ in Wk . Let
W =
∞⋃
=1
W.
For arbitrary w,w′ ∈W , we have either Qw ∩Qw′ = ∅, or Qw ⊃ Qw′ , or Qw′ ⊃ Qw .
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our system does provide a useful way of tracking the subdivisions of each Qw . As we have seen
in [16,17] and will see again in Section 7, certain crucial estimates hinge on a careful sorting and
tracking of the subdivisions of Qw .
Proof of Theorem 4.4. If μ is not G-singular, then by Definition 4.1 and (4.1) there is a Borel
set E contained in the support of μ with μ(E) > 0 and a 0 <C < ∞ such that
∞∑
k=1
H(2kμ(B(x,2−k)))
μ(B(x,2−k))
 C for every x ∈ E.
Replacing E by its intersection with an appropriate unit cube if necessary, we may assume that
E ⊂ Q and still have μ(E) > 0. Define the measure μE by the formula μE(Δ) = μ(E ∩Δ). We
claim that ∑
w∈W
H
(
2|w|μE(Qw)
)
< ∞. (5.1)
To prove this, let d be the smallest natural number such that 2d >
√
n. Applying Proposi-
tion 1.6(i) to H , there is a positive number C1 such that H(2d t)  C1H(t) for all t  0. Let
W0 = {w ∈W: |w|  d + 1 and μE(Qw) > 0}. Suppose that w ∈W0 and that x ∈ E ∩ Qw .
Because 2d >
√
n, we have Qw ⊂ B(x,2−|w|+d). Since the function J is increasing on [0,∞),
it follows that
H(2|w|μE(Qw))
μE(Qw)
= 2|w|J (2|w|μE(Qw)) 2|w|J (2|w|μ(B(x,2−|w|+d)))
= H(2
d2|w|−dμ(B(x,2−|w|+d)))
μ(B(x,2−|w|+d))
C1
H(2|w|−dμ(B(x,2−|w|+d)))
μ(B(x,2−|w|+d))
.
Thus, if x ∈ E, then
∑
w∈W0
H(2|w|μE(Qw))
μE(Qw)
χQw(x) C1
∞∑
k=1
H(2kμ(B(x,2−k)))
μ(B(x,2−k))
 C1C.
Hence ∑
w∈W0
H
(
2|w|μE(Qw)
)= ∫ ∑
w∈W0
H(2|w|μE(Qw))
μE(Qw)
χQw dμE  C1Cμ(E).
By the definition of W0 and the fact that H(0) = 0, this implies (5.1).
Proposition 2.5(i) asserts that CG satisfies condition (QK). Thus once (5.1) is established,
we can apply [17, Theorem 2.3]. Indeed let Ψ be the symmetric gauge function for (CG)′ as
before (see (2.3)). Proposition 2.4 tells us that Ψ  2(αβ)−1RH . By Proposition 2.2(i), RH(η)
β max{1,∑∞j=1 H(|ηj |)} for any η = {ηj }j∈N ∈ cˆ. Therefore
Ψ
({
2|w|μE(Qw)
}
w∈W
)
 2
α
max
{
1,
∑
w∈W
H
(
2|w|μE(Qw)
)}
< ∞.
Applying [17, Theorem 2.3], for this E we have Tj ∈ (CG)′, j = 1, . . . , n. 
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lengthy proof of Theorem 4.5 into three sections.
6. Technical steps
As usual, the rank-one operator ξ ⊗ ζ is defined by the formula (ξ ⊗ ζ )η = 〈η, ζ 〉ξ . The first
step in the proof of Theorem 4.5 is a relatively easy special case of it.
Proposition 6.1. Let μ be a compactly supported regular Borel measure without point masses
on Rn. Suppose that K is a compact set contained in the support of μ for which there is a c > 0
such that
lim sup
r↓0
H(r−1μ(B(x, r)))
μ(B(x, r))
 c for every x ∈ K. (6.1)
Then the measure μK defined by the formula μK(Δ) = μ(K ∩Δ) is CG-discrete.
Proof. Replacing K by a compact subset if necessary, we may assume that the support of μK
equals K . To prove that μK is CG-discrete, we invoke Proposition 3.2. It suffices to find a
sequence {Ak} of finite-rank operators on L2(Rn,μK) such that conditions (i) and (ii) in Propo-
sition 3.2 are satisfied.
Given k ∈ N, we construct Ak as follows. By (6.1), for each x ∈ K there is r(x) ∈ (0,1/k)
such that H(μ(B(x, r(x)))/r(x))/μ(B(x, r(x)))  c/2. By the compactness of K and by the
standard Covering Lemma [9,11], there is a finite subset {z1, . . . , zN } of K and positive numbers
r1, . . . , rN ∈ (0,1/k) such that
(a) H(r−1j μ(B(zj , rj )))/μ(B(zj , rj )) c/2 for every 1 j N;
(b) ⋃Nj=1 B(zj ,3rj ) ⊃ K;
(c) B(zi, ri)∩B(zj , rj ) = ∅ if i = j .
Define E1 = B(z1,3r1) and Ej = B(zj ,3rj )\{⋃j−1i=1 B(zi,3ri)} for 2 j N . Then (b) ensures
that
⋃N
j=1 Ej ⊃ K . Let F = {j ∈ {1, . . . ,N}: μK(Ej ) > 0}. Finally, we define
Ak =
∑
j∈F
1
μK(Ej )
χEj ⊗ χEj .
Let us verify that conditions (i) and (ii) in Proposition 3.2 are satisfied.
Given f ∈ Lip(K), we extend it to a function on Rn by setting f = 0 on Rn\K . Then on the
Hilbert space L2(Rn,μK) we have
[Mf ,Ak] =
∑
j∈F
1
μK(Ej )
{((
f − f (zj )
)
χEj
)⊗ χEj − χEj ⊗ ((f¯ − f¯ (zj ))χEj )}
=
∑
rj
1
μK(Ej )
{ϕj ⊗ χEj − χEj ⊗ ϕ¯j }, (6.2)j∈F
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x ∈ Ej ∩K . Since μK(Ej\K) = 0, we have
‖ϕj‖∞  3L(f ), (6.3)
where ‖.‖∞ is the norm in L∞(Rn,μK). Since Ei ∩Ej = ∅ for i = j , we have∥∥[Mf ,Ak]∥∥ 6L(f )max{rj : j ∈ F } 6L(f )/k.
(b) ensures that Ak1 =∑j∈F χEj = 1 in the space L2(K,μK) = L2(Rn,μK). Thus
‖f −Akf ‖ =
∥∥[Mf ,Ak]1∥∥ {6L(f )/k}‖1‖ = 6L(f )√μ(K)/k.
Therefore limk→∞ ‖f − Akf ‖ = 0 for f ∈ Lip(K). Since Lip(K) is dense in L2(Rn,μK) and
since each Ak is an orthogonal projection, we have the strong convergence limk→∞ Ak = 1,
verifying condition (i) in Proposition 3.2.
To verify (ii) in Proposition 3.2, note that by (6.2), (6.3) and Proposition 2.2 we have
∥∥[Mf ,Ak]∥∥CG  6L(f )RG({rj }j∈F ) 6L(f )α max
{
1,
∑
j∈F
G(rj )
}
. (6.4)
To estimate
∑
j∈F G(rj ), let us write bj = H(r−1j μ(B(zj , rj )))/μ(B(zj , rj )), j ∈ F , and con-
sider the following two cases:
(1) Suppose that bj  1. Now (a) gives us (c/2)rj  bj rj = J (r−1j μ(B(zj , rj ))). Thus
G
(
(c/2)rj
)
G
(
J
(
r−1j μ
(
B(zj , rj )
)))
H
(
r−1j μ
(
B(zj , rj )
))
 μ
(
B(zj , rj )
)
,
where the first is due to the fact that G is increasing, the second is an application of Proposi-
tion 1.5, and the third  is simply the condition bj  1. By Proposition 1.6(i), there is a constant
C  1 such that G(t) CG((c/2)t) for all t  0. Therefore
G(rj ) CG
(
(c/2)rj
)
Cμ
(
B(zj , rj )
)
when bj  1.
(2) Suppose that bj > 1. Then G(bj t) bjG(t) because the function t → t−1G(t) is increas-
ing on (0,∞). Applying Proposition 1.5 again, we have
bjG(rj )G(bj rj ) = G
(
J
(
r−1j μ
(
B(zj , rj )
)))
H
(
r−1j μ
(
B(zj , rj )
))= bjμ(B(zj , rj )).
Cancelling out bj from both sides, we see that
G(rj ) μ
(
B(zj , rj )
)
when bj > 1.
Since C  1, from the last two paragraphs we conclude that G(rj ) Cμ(B(zj , rj )) for every
j ∈ F . Recalling (c), we now have
∑
G(rj ) C
N∑
μ
(
B(zj , rj )
)
 Cμ
(
Rn
)
.j∈F j=1
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This verifies condition (ii) in Proposition 3.2 and completes the proof. 
Proposition 6.2. Let μ be a compactly supported regular Borel measure on Rn. If μ is
G-singular, then for any Borel set E in Rn the measure μE defined by the formula μE(Δ) =
μ(E ∩Δ) is also G-singular.
Proof. Suppose that μ is G-singular and that there were a Borel set E for which the measure
μE fails to be G-singular. Then by Definition 4.1 and by the regularity of μ, there would be a
compact subset K1 of the support of μE with μE(K1) > 0 such that
1∫
0
H(r−1μE(B(x, r)))
μE(B(x, r))
dr
r
< ∞ for every x ∈ K1. (6.5)
We will show that this leads to a contradiction.
Since μ is G-singular and since μ(K1) > 0, by the regularity of μ, K1 contains a compact
subset K with μ(K1\K) < 2−1μE(K1) such that
1∫
0
H(r−1μ(B(x, r)))
μ(B(x, r))
dr
r
= ∞ for every x ∈ K. (6.6)
Combining (6.5) and (6.6) with (4.1) and with the fact J (t) = t−1H(t) for t > 0, we have
∞∑
k=1
2kJ
(
2kμE
(
B
(
x,2−k
)))
< ∞ whereas
∞∑
k=0
2kJ
(
2kμ
(
B
(
x,2−k
)))= ∞
for every x ∈ K . Hence
inf
k1
J (2kμE(B(x,2−k)))
J (2k+2μ(B(x,2−k−2)))
= 0 for every x ∈ K.
By Proposition 1.6(iii), there are constants 1  L < ∞ and 1  R < ∞ such that J (ct) 
(cR/L)J (t) for all t  0 and 0 < c  1. Let 0 <  < 1 be given. Then for every x ∈ K there
is a k(x) ∈ N such that
J
(
2k(x)μE
(
B
(
x,2−k(x)
)))

(
R/2L
)
J
(
2k(x)+2μ
(
B
(
x,2−k(x)−2
)))
. (6.7)
Since J (t) (R/L)J (t) > (R/2L)J (t) for t > 0 and since J is increasing, (6.7) implies that
2k(x)μE(B(x,2−k(x))) < 2k(x)+2μ(B(x,2−k(x)−2)). Thus
μE
(
B
(
x,2−k(x)
))
< 4μ
(
B
(
x,2−k(x)−2
))
for every x ∈ K.
284 J. Xia / Journal of Functional Analysis 239 (2006) 268–296By the compactness of K and the Covering Lemma, there is a finite set F ⊂ K such that⋃
x∈F B(x,2−k(x)) ⊃ K and such that B(x,2−k(x)−2) ∩ B(y,2−k(y)−2) = ∅ if x = y and
x, y ∈ F . Hence
μE(K)
∑
x∈F
μE
(
B
(
x,2−k(x)
))
 4
∑
x∈F
μ
(
B
(
x,2−k(x)−2
))
 4μ
(
Rn
)
for any 0 <  < 1. This implies μE(K) = 0. On the other hand, because μ(K1\K) <
2−1μE(K1), we must have μE(K) > 0. This is the contradiction promised earlier. 
The reader should keep in mind that for the rest of the paper, Q, W, W and Qw will be the
same as those defined in Section 5.
Proposition 6.3. Let μ be a compactly supported regular Borel measure on Rn. If μ is
G-singular, then
∑
w∈W 2|w|J (2|w|μ(Qw))χQw(x) = ∞ for μ-a.e. x ∈ Q.
Proof. If the conclusion were false, then by the regularity of μ there would be a compact set K
contained in Q with μ(K) > 0 and a positive number C such that
∑
w∈W
2|w|J
(
2|w|μ(Qw)
)
χQw(x)C for every x ∈ K. (6.8)
We will complete the proof by showing that this leads to a contradiction.
Since J is an increasing function and aJ (ab)b = H(ab), (6.8) implies
∑
w∈W
H
(
2|w|μK(Qw)
)= ∫
K
∑
w∈W
2|w|J
(
2|w|μK(Qw)
)
χQw dμCμ(K) < ∞. (6.9)
Proposition 6.2 asserts that μK is G-singular. By (4.1), this means that
∞∑
k=1
2kJ
(
2kμK
(
B
(
x,2−k
)))= ∞ for μ-a.e. x ∈ K. (6.10)
Let Λ = {(s1, . . . , sn): sj ∈ {−1,0,1}, 1  j  n}. For each w ∈ W , define the cube Q˜w =⋃
λ∈Λ(Qw + 2−|w|λ). If x ∈ Qw , then obviously B(x,2−|w|) ⊂ Q˜w . Using the monotonicity of
the function J again, (6.10) implies that
∑
w∈W
2|w|J
(
2|w|μK(Q˜w)
)
χQw(x) = ∞ for μ-a.e. x ∈ K.
Since H(2|w|μK(Q˜w)) 2|w|J (2|w|μK(Q˜w))μK(Qw) and μ(K) > 0, it follows that
∑
w∈W
H
(
2|w|μK(Q˜w)
)

∫ ∑
w∈W
2|w|J
(
2|w|μK(Q˜w)
)
χQw dμ = ∞. (6.11)K
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have H(
∑k
j=1 tj ) = H(k−1
∑k
j=1 ktj ) k−1
∑k
j=1 H(ktj ) for all k ∈ N and t1, . . . , tk ∈ [0,∞).
Therefore ∑
w∈W
H
(
2|w|μK(Q˜w)
)

∑
w∈W
3−n
∑
λ∈Λ
H
(
3n2|w|μK
(
Qw + 2−|w|λ
))
. (6.12)
For each w ∈ W, we have either Qw + 2−λ = Qw′ for some w′ ∈ W or Qw + 2−λ ⊂ Rn\Q,
in which case μK(Qw + 2−λ) = 0. Thus for each λ ∈ Λ, we have∑
w∈W
H
(
3n2|w|μK
(
Qw + 2−|w|λ
))

∑
w∈W
H
(
3n2|w|μK(Qw)
)
.
Changing the order of summation on the right-hand side of (6.12), we find that∑
w∈W
H
(
2|w|μK(Q˜w)
)

∑
w∈W
H
(
3n2|w|μK(Qw)
)
.
From Proposition 1.6(i) we see that there is a constant D such that H(3nt)DH(t) for all t  0.
Recalling (6.9), we now have∑
w∈W
H
(
2|w|μK(Q˜w)
)

∑
w∈W
H
(
3n2|w|μK(Qw)
)
D
∑
w∈W
H
(
2|w|μK(Qw)
)
< ∞,
which contradicts (6.11). 
Lemma 6.4. Let μ be a compactly supported regular Borel measure on Rn. Suppose that there
is a Borel set Ω contained in the support of μ such that μ(Ω) > 0 and such that
lim
k→∞
H(2kμ(B(x,2−k)))
μ(B(x,2−k))
= 0 for μ-a.e. x ∈ Ω. (6.13)
Then there exist a compact set K contained in the intersection of Ω with a unit cube Q,
μ(K) > 0, and N ∈ N such that 2|w|J (2|w|μK(Qw))  1/2 whenever |w|  N , where μK is
the measure defined by the formula μK(Δ) = μ(K ∩Δ).
Proof. Obviously, we only need to consider the case where Ω itself is contained in some unit
cube Q. Let d be the smallest natural number such that 2d >
√
n. By Proposition 1.6(i) and
the fact that H is increasing, there is a constant C such that H(ut)  CH(t) for all t  0 and
1 u 2d . Since J (t) = t−1H(t) for t > 0 and J (0) = 0, it follows that
uaJ (uab) CaJ (ab) for all a  0, b 0 and 1 u 2d . (6.14)
By Egoroff’s theorem, there is a compact set K contained in Ω with μ(K) > 0 on which the
convergence (6.13) is uniform. That is,
lim
k→∞ sup
H(2kμ(B(x,2−k)))
μ(B(x,2−k))
= 0.
x∈K
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2J
(
2μ
(
B
(
x,2−
)))
 2−1C−2 for all N0 and x ∈ K. (6.15)
Let k  N0 + 1 and consider B(y,2−k), y ∈ Rn. If B(y,2−k) ∩ K = ∅, then there is an
x ∈ B(y,2−k) ∩ K such that B(y,2−k) ⊂ B(x,2−(k−1)). Since k − 1  N0, by (6.14) and
(6.15), 2kJ (2kμ(B(y,2−k))) 2kJ (2kμ(B(x,2−(k−1)))) C2k−1J (2k−1μ(B(x,2−(k−1))))
(2C)−1. If B(y,2−k)∩K = ∅, then μK(B(y,2−k)) = 0. Hence
2kJ
(
2kμK
(
B
(
y,2−k
)))
 (2C)−1 for all k N0 + 1 and y ∈ Rn. (6.16)
Now set N = N0 + 1 + d . Let w ∈W be such that |w|N . Since 2d > √n, we have Qw ⊂
B(y,2−|w|+d) for any y ∈ Qw . Since |w| − d N0 + 1, (6.14) and (6.16) yield
2|w|J
(
2|w|μK(Qw)
)
 2|w|J
(
2|w|μK
(
B
(
y,2−|w|+d
)))
= 2d2|w|−dJ (2d2|w|−dμK(B(y,2−(|w|−d))))
 C2|w|−dJ
(
2|w|−dμK
(
B
(
y,2−(|w|−d)
)))
 C(2C)−1 = 1/2. 
Lemma 6.5. Let μ be a compactly supported regular Borel measure on Rn. Let {aw: w ∈W} be
non-negative numbers satisfying the following two conditions:
(a) There is N ∈ N such that aw  1/2 whenever |w|N .
(b) ∑w∈W awχQw(x) = ∞ for μ-a.e. x ∈ Q.
Then, for any k N , there is a finite subset Fk of
⋃∞
=k W such that
(i) ∑w∈Fk awχQw(x) < 2 for every x ∈ Q;
(ii) μ(Q\{x ∈ Q: ∑w∈Fk awχQw(x) 1}) 1/k.
Proof. Let k  N be given. (b) implies that there is an m(k) > k such that if we let F =∑
k|w|m(k) awχQw and E = {x ∈ Q: F(x) 2}, then μ(Q\E) 1/k. For each w ∈ Wm(k), F
is a constant on Qw . Thus there is a subset S of Wm(k) such that E =⋃w∈S Qw .
We define a subset Fk of
⋃m(k)
=k W as follows. A word w1 · · ·w of length , k  m(k),
belongs to Fk if and only if
∑
i=k
aw1···wi < 2.
Let us verify that (i) and (ii) hold for this Fk . Consider any given word u = u1 · · ·um(k) ∈ Wm(k).
Let (u) be the largest integer in the set {k, k + 1, . . . ,m(k)} such that
(u)∑
au1···ui < 2.i=k
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u1 · · ·uj /∈ Fk if (u) < j m(k). Also, if w ∈ W, k  m(k), and if Qw ∩ Qu = ∅ (which
happens if and only if Qw ⊃ Qu), then w = u1 · · ·u. Hence for any x ∈ Qu we have
∑
w∈Fk
awχQw(x) =
(u)∑
i=k
au1···ui < 2.
This verifies (i). To verify (ii), we now suppose u ∈ S. Then
m(k)∑
i=k
au1···ui = F(x) 2 for any x ∈ Qu.
Thus, by the definition of (u), we have (u) < m(k) and
au1···u(u)+1 +
(u)∑
i=k
au1···ui =
(u)+1∑
i=k
au1···ui  2.
Since au1···u(u)+1  1/2, it follows that
∑
w∈Fk
awχQw(x) =
(u)∑
i=k
au1···ui > 1 if x ∈ Qu and u ∈ S.
Hence {x ∈ Q: ∑w∈Fk awχQw(x) 1} ⊃ E. Since μ(Q\E) 1/k, this verifies (ii). 
7. Norm estimate
Again, let Q, W, W and Qw be the same as those defined in Section 5. Throughout this
section, μ will be a compactly supported regular Borel measure on Rn. We also assume that
dim(L2(Rn,μ)) = ∞. For each w ∈W , we define the vector
ew =
{
(μ(Qw))
−1/2χQw if μ(Qw) > 0,
0 if μ(Qw) = 0
(7.1)
in the Hilbert space L2(Rn,μ).
Lemma 7.1. There exists a constant 0 <C7.1 < ∞ which depends only on the function g given in
Convention 1.4 and μ(Q) such that the following estimate holds: Let {fw: w ∈W} be a subset
of L∞(Rn,μ) such that ‖fw‖∞  1 for every w ∈W . Let F be a finite subset of W such that∑
w∈F
2|w|J
(
2|w|μ(Qw)
)
χQw(x) 2 for every x ∈ Q. (7.2)
Let {ξw: w ∈W} be an orthonormal set in L2(Rn,μ). Then the operator
T =
∑
w∈F
{
J
(
2|w|μ(Qw)
)}1/2
ξw ⊗ (fwew)
satisfies the estimate ‖T ∗T ‖CG  C7.1.
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we have ‖T ∗T ‖CG = ‖T T ∗‖CG . Thus it suffices to estimate ‖T T ∗‖CG .
Since 2|w|J (2|w|μ(Qw))μ(Qw) = H(2|w|μ(Qw)), it follows from (7.2) that
∑
w∈F
H
(
2|w|μ(Qw)
)= ∫
Q
∑
w∈F
2|w|J
(
2|w|μ(Qw)
)
χQw dμ 2μ(Q). (7.3)
Define
S(w) =
{ {J (2|w|μ(Qw))}1/2 if w ∈F ,
0 if w /∈F .
(7.4)
Then
T =
∑
w∈W
S(w)ξw ⊗ (fwew).
Let Tk =∑w∈Wk S(w)ξw ⊗ (fwew), k ∈ N. We have
T T ∗ =
∞∑
k=1
TkT
∗
k +
∞∑
=1
∞∑
k=1
(
Tk+T ∗k + TkT ∗k+
)= A0 + ∞∑
=1
(
A +A∗
)
, (7.5)
where
A0 =
∑
w∈W
S2(w)〈fwew,fwew〉ξw ⊗ ξw,
A =
∑
w∈W
( ∑
u∈W
S(w)S(wu)〈fwew,fwuewu〉ξwu
)
⊗ ξw,  ∈ N.
To estimate the ‖A0‖CG and ‖A‖CG , let us introduce
ω = {S2(w)}
w∈W . (7.6)
By Proposition 2.2(i) (also see (2.2) and (2.1)) and (7.4), we have
RG(ω) α max
{
1,
∑
w∈W
G
(
S2(w)
)}= α max{1, ∑
w∈F
G
(
J
(
2|w|μ(Qw)
))}
.
Proposition 1.5 tells us that G(J (2|w|μ(Qw)))H(2|w|μ(Qw)). Thus, by (7.3),
RG(ω) α max
{
1,
∑
w∈F
H
(
2|w|μ(Qw)
)}
 α max
{
1,2μ(Q)
}
. (7.7)
For the operator A0, because |〈fwew,fwew〉| 1 for every w, we have
‖A0‖CG RG(ω) α max
{
1,2μ(Q)
}
. (7.8)
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X(w) =
{
u ∈ W: μ(Qwu) < (2/3)μ(Qw)
}
,
Y(w) =
{
u ∈ W: μ(Qwu) (2/3)μ(Qw)
}
.
Define
ϕ,w =
∑
u∈X(w)
S(w)S(wu)〈fwew,fwuewu〉ξwu,
ψ,w =
∑
u∈Y(w)
S(w)S(wu)〈fwew,fwuewu〉ξwu.
We have A = B +C, where
B =
∑
w∈W
ϕ,w ⊗ ξw, C =
∑
w∈W
ψ,w ⊗ ξw.
The estimates of ‖B‖CG and ‖C‖CG require different methods.
Let Ψ be the symmetric gauge function for (CG)′ (see (2.3)). For the estimate of ‖B‖CG ,
recall from Proposition 2.5(ii) that (CG)′ satisfies condition (QK). That is, there are constants
1 C < ∞ and 0 < τ < 1 such that for each η ∈ cˆ and each k ∈ N, we have
Ψ
(
η[k]
)
 CkτΨ (η), (7.9)
where η[k] is obtained from η by repeating each term exactly k times.
Write N = 1 + [(3/2)], where [t] denotes the largest integer not exceeding t . If u ∈ X(w),
then μ(Qw) > 0 and |〈fwew,fwuewu〉|2  μ(Qwu)/μ(Qw) (2/3). By an obvious stopping-
time argument, X(w) is the union of pairwise disjoint subsets
X,1(w), . . . ,X,N(w)
(some of which may be empty) such that∑
u∈X,j (w)
μ(Qwu)/μ(Qw) 2(2/3)
for every 1 j N. Thus
∑
u∈X,j (w) |〈fwew,fwuewu〉|2  2(2/3) and
‖ϕ,w‖ =
(
N∑
j=1
∑
u∈X,j (w)
S2(w)S2(wu)
∣∣〈fwew,fwuewu〉∣∣2
)1/2

√
2(2/3)/2S(w)
(
N∑
j=1
max
u∈X,j (w)
S2(wu)
)1/2
.
Let a = {aw}w∈W be such that aw  0 for every w ∈W . We have
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w∈W
aw‖ϕ,w‖
√
2(2/3)/2
∑
w∈W
awS(w)
(
N∑
j=1
max
u∈X,j (w)
S2(wu)
)1/2

√
2(2/3)/2
( ∑
w∈W
awS
2(w)
)1/2( ∑
w∈W
aw
N∑
j=1
max
u∈X,j (w)
S2(wu)
)1/2
.
(7.10)
Let ω = {maxu∈X,j (w) S2(wu)}(w,j)∈W×{1,...,N}. Since the nonzero terms of ω are a subset of
the nonzero terms of ω (see (7.6)), we have RG(ω)RG(ω). Let a[k] denote the set of numbers
obtained from a = {aw}w∈W by repeating each aw exactly k times. By the duality between Ψ
and RG and by (7.9), we have
∑
w∈W
aw
N∑
j=1
max
u∈X,j (w)
S2(wu) Ψ
(
a[N]
)
RG(ω)CNτ Ψ (a)RG(ω).
Substituting this in (7.10) and recalling that N = 1 + [(3/2)], we find that
∑
w∈W
aw‖ϕ,w‖
√
2(2/3)/2
( ∑
w∈W
awS
2(w)
)1/2(
CNτ Ψ (a)R
G(ω)
)1/2

√
2(2/3)/2
(
2C(3/2)τ
)1/2
Ψ (a)RG(ω)
= 2√C(2/3)(1−τ)/2Ψ (a)RG(ω). (7.11)
Since Ψ is the adjoint of the symmetric gauge function RG, it follows that RG is the adjoint of Ψ .
See [7, p. 125]. Since ϕ,w ⊥ ϕ,w′ for w = w′, a descending enumeration of {‖ϕ,w‖: w ∈W}
gives us the s-numbers of B. Therefore
‖B‖CG = RG
({‖ϕ,w‖}w∈W)= sup
{ ∑
w∈W
aw‖ϕ,w‖: aw  0,Ψ
({aw}w∈W)= 1}.
Consequently it follows from (7.11) and (7.7) that
‖B‖CG  2
√
C(2/3)(1−τ)/2RG(ω) 2
√
C(2/3)(1−τ)/2α max
{
1,2μ(Q)
}
. (7.12)
We now consider ‖C‖CG . If u ∈ Y(w), then μ(Qw) (3/2)μ(Qwu) and, therefore
J
(
2|w|μ(Qw)
)
 J
(
2|w|(3/2)μ(Qwu)
)= J (2|wu|(3/4)μ(Qwu)).
By Proposition 1.6(iv), there are constants 0 < σ  1 and 1 B < ∞ such that J (ct) BcσJ (t)
for all 0 < c 1 and t  0. Hence
J
(
2|w|μ(Qw)
)
 B(3/4)σJ
(
2|wu|μ(Qwu)
)
if u ∈ Y(w).
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S(w)S(wu)
√
B(3/4)σ/2S2(wu) if u ∈ Y(w).
Consequently
‖ψ,w‖
( ∑
u∈Y(w)
S2(w)S2(wu)
(〈ew, ewu〉)2)1/2
 max
u∈Y(w)
S(w)S(wu)
( ∑
v∈Y(w)
(〈ew, ewv〉)2)1/2 √B(3/4)σ/2 max
u∈Y(w)
S2(wu).
Since ψ,w ⊥ ψ,w′ for w = w′, we have
‖C‖CG = RG
({‖ψ,w‖}w∈W)√B(3/4)σ/2RG({ maxu∈Y(w) S2(wu)
}
w∈W
)
.
Since the nonzero terms of {maxu∈Y(w) S2(wu)}w∈W are a subset of the nonzero terms of ω (see
(7.6)), the above inequality and (7.7) together give us
‖C‖CG 
√
B(3/4)σ/2RG(ω)
√
B(3/4)σ/2α max
{
1,2μ(Q)
}
. (7.13)
Combining (7.5), (7.8), (7.12) and (7.13), we see that the lemma holds for the constant
C7.1 =
{
1 + 2
∞∑
=1
(
2
√
C
(
2
3
)(1−τ)/2
+ √B
(
3
4
)σ/2)}
α max
{
1,2μ(Q)
}
. 
Lemma 7.2. Let f (i)w ∈ L∞(Rn,μ) be such that ‖f (i)w ‖∞  1, w ∈W and i = 1,2. Given a finite
subset F of W , define the operator
Y =
∑
w∈F
J
(
2|w|μ(Qw)
)(
f (1)w ew
)⊗ (f (2)w ew).
If (7.2) holds for F , then ‖Y‖CG  C7.1, where C7.1 is the constant provided by Lemma 7.1.
Proof. Let {ξw: w ∈W} be an orthonormal set and define
Ti =
∑
w∈F
{
J
(
2|w|μ(Qw)
)}1/2
ξw ⊗
(
f (i)w ew
)
, i = 1,2.
Then Y = T ∗1 T2. By a standard argument, ‖Y‖CG  {‖T ∗1 T1‖CG‖T ∗2 T2‖CG}1/2 (see, e.g.,
[17, p. 382]). If (7.2) holds, then Lemma 7.1 tells us that ‖T ∗i Ti‖CG  C7.1 for i = 1,2. Hence‖Y‖CG  C7.1. 
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(1) We first prove Theorem 4.5 under the following two additional assumptions:
The support of μ is contained in a cube Q = [0,1)n + v0. (8.1)
There is N ∈ N such that 2|w|J (2|w|μ(Qw)) 1/2 whenever |w|N . (8.2)
Since μ is G-singular, Proposition 6.3 tells us that
∑
w∈W
2|w|J
(
2|w|μ(Qw)
)
χQw(x) = ∞ for μ-a.e. x ∈ Q.
Thus Lemma 6.5 is applicable to aw = 2|w|J (2|w|μ(Qw)). By Lemma 6.5, for each k N , there
is a finite subset Fk of
⋃∞
=k W such that∑
w∈Fk
2|w|J
(
2|w|μ(Qw)
)
χQw(x) < 2 for every x ∈ Q (8.3)
and
μ(Q\Ek) 1/k, (8.4)
where
Ek =
{
x ∈ Q:
∑
w∈Fk
2|w|J
(
2|w|μ(Qw)
)
χQw(x) 1
}
.
Define
ϕk(x) =
{ {∑w∈Fk 2|w|J (2|w|μ(Qw))χQw(x)}−1 if x ∈ Ek,
0 if x /∈ Ek.
Then ‖ϕk‖∞  1. For each k N , we define the finite-rank operator
Ak = Mϕk
∑
w∈Fk
2|w|J
(
2|w|μ(Qw)
)
ew ⊗ ew,
where ew is given by (7.1). To prove that μ is CG-discrete in this special case, it suffices to show
that conditions (i) and (ii) in Proposition 3.2 are satisfied by the sequence {Ak}∞k=N .
Let X be the support of μ. Let f ∈ Lip(X ). We extend f to a function on Rn by setting
f = 0 on Rn\X . For each w ∈W , if Qw ∩ X = ∅, we pick an xw ∈ Qw ∩ X and define fw =
2|w|{√nL(f )}−1(f − f (xw))χQw ; if Qw ∩ X = ∅, we define fw = 0. Then ‖fw‖∞  1 for
every w ∈W . It is easy to see that
[ew ⊗ ew,Mf ] = 2−|w|√nL(f )
{
ew ⊗ (f¯wew)− (fwew)⊗ ew
}
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[Ak,Mf ] = L(f )√nMϕk
∑
w∈Fk
J
(
2|w|μ(Qw)
){
ew ⊗ (f¯wew)− (fwew)⊗ ew
}
. (8.5)
Because of (8.3), we can now apply Lemma 7.2 to conclude that∥∥[Ak,Mf ]∥∥CG  2L(f )√n‖Mϕk‖C7.1  2L(f )√nC7.1.
This verifies condition (ii) in Proposition 3.2.
To verify condition (i) in that proposition, note that (8.2) implies J (2|w|μ(Qw))  2−|w|−1
whenever |w|N . Therefore, by (8.5), we have the operator norm estimate
∥∥[Ak,Mf ]∥∥ 2L(f )√n ∞∑
=k
2−−1 = L(f )√n2−k+1.
For the vector 1 ∈ L2(Rn,μ) we have Ak1 = χEk . Therefore f − Akf = (1 − χEk )f −
[Ak,Mf ]1. By (8.4) and (8.1), limk→∞ ‖1 − χEk‖ = 0. Thus
lim
k→∞‖f −Akf ‖ = 0 for every f ∈ Lip(X ).
Since Lip(X ) is dense in L2(X ,μ) = L2(Rn,μ), the proof of the strong convergence Ak → 1
will be complete once we show that the numerical sequence {‖Ak‖}∞k=N is bounded.
For this purpose we represent each Ak as an integral operator. That is,
(Akξ)(x) =
∫
Kk(x, y)ξ(y) dμ(y), ξ ∈ L2
(
Rn,μ
)
,
where
Kk(x, y) = ϕk(x)
∑
w∈Fk
2|w|J
(
2|w|μ(Qw)
)
ew(x)ew(y).
We have Kk(x, y) 0 for all x, y. By (8.3) and the fact that 0 ϕk(x) 1, we have∫
Kk(x, y) dμ(y) = ϕk(x)
∑
w∈Fk
2|w|J
(
2|w|μ(Qw)
)
χQw(x) < 2 for every x ∈ Q (8.6)
and ∫
Kk(x, y) dμ(x)
∑
w∈Fk
2|w|J
(
2|w|μ(Qw)
)
χQw(y) < 2 for every y ∈ Q. (8.7)
By a well-known estimate using the Cauchy–Schwarz inequality, (8.6) and (8.7) together imply
‖Ak‖ 2. This verifies condition (i) in Proposition 3.2 and completes the proof of Theorem 4.5
in the special case where (8.1) and (8.2) hold.
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in Rn with μ(E) > 0. To complete the proof, according to [15, Proposition 4.3], it suffices to
find a Borel subset E′ ⊂ E with μ(E′) > 0 such that the measure μE′ defined by the formula
μE′(Δ) = μ(E′ ∩Δ) is CG-discrete. Again, let X be the support of μ. Then μ(E ∩X ) = μ(E).
Let
Σ =
{
x ∈ E ∩X : lim sup
k→∞
H(2kμ(B(x,2−k)))
μ(B(x,2−k))
> 0
}
and Ω = (E ∩X )\Σ . We consider the following two subcases:
(2A) Suppose that μ(Σ) > 0. By the regularity of μ, there exist a compact set K contained in
Σ with μ(K) > 0 and a c > 0 such that (6.1) holds for every x ∈ K . By Proposition 6.1,
μK is CG-discrete. Thus we can take K to be the desired E′ in this case.
(2B) Suppose that μ(Ω) > 0. Note that (6.13) holds for every x in this Ω . Thus Lemma 6.4
provides a compact set K contained in the intersection of Ω with a unit cube Q, μ(K) > 0,
and an N ∈ N such that 2|w|J (2|w|μK(Qw)) 1/2 whenever |w|N . Thus the measure
μK satisfies (8.1) and (8.2). Proposition 6.2 tells us that μK is still G-singular. Thus, by
what we have established in case (1), μK is CG-discrete. Hence this K again serves as the
desired E′ in this case.
This completes the proof of Theorem 4.5.
Appendix A
Here we would like to provide a general method for constructing functions belonging to the
class G defined in Definition 1.1. Our construction begins with any continuous, (not necessarily
strictly) increasing function f : (0,∞) → (0,∞). Then
E(x) = 1 + xf (x) (A.1)
is a continuous, strictly increasing function that maps (0,∞) onto (1,∞). Let L : (1,∞) →
(0,∞) be the inverse of E. Note that the function
F(s) = sL(1 + s−1)
is increasing on (0,∞). In fact, if we set x = L(1 + s−1), then s = (E(x)− 1)−1. Therefore
F(s) = x
E(x)− 1 =
1
f (L(1 + s−1)) ,
which proves our assertion about F . It follows that C{L(1 + s−1)}−1  {L(1 + (Cs)−1)}−1 for
all s > 0 and C  1. Recalling Proposition 1.2, we have
Example 1.3 (continued). The following functions also belong to the class G:
(4) Let 0 < b < ∞. Define g(s) = {L(1 + s−1)}−1sb for 0 < s < ∞ and g(0) = 0.
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Proposition 2.8 tells us that the Orlicz ideal CG is in fact determined by the rate g(s) ↓ 0 as
s ↓ 0. By choosing different f in (A.1), we can obtain different behaviors of L(1 + s−1), s ↓ 0.
We give two somewhat exotic examples of such behavior.
Example A.1. If f (x) =∑∞k=1{(k2)!}−1xk−1, then lims↓0 sL(1 + s−1) = 0 for every  > 0 and
lims↓0 L(1 + s−1)/{log(1 + s−1)}m = ∞ for every m ∈ N.
Proof. We again make the substitution x = L(1 + s−1). We have x → ∞ as s ↓ 0. Given an
 > 0, let k ∈ N be such that k > 1. Then sL(1 + s−1) = (E(x) − 1)−x  {(k2)!}x1−k ,
which proves the first limit. For the second limit, note that L(1 + s−1)/{log(1 + s−1)}m =
x/{logE(x)}m. Pick an integer N > m. Observe that there is a constant CN such that E(x) 
CNe
x1/N
, x > 0. Thus x/{logE(x)}m  x/(x1/N + logCN)m. 
Example A.2. Let positive numbers 0 < c < d < 1 be given. Then there exists an f for which
the corresponding L has the following behavior: There exist sequences {rk}∞k=1 and {sk}∞k=1 of
positive numbers such that limk→∞ rk = 0 = limk→∞ sk and such that for every k ∈ N we have
L(1 + r−1k ) = r−ck and L(1 + s−1k ) = s−dk .
Proof. Let 0 < A < B < ∞ be such that c−1 = 1 + B and d−1 = 1 + A. We define positive
numbers a1 < b1 < · · · < ak < bk < ak+1 < bk+1 < · · · as follows. We start with a1 = 10 and
b1 = aB/A1 . Inductively, suppose that k  1 and that the numbers a1 < b1 < · · · < ak < bk have
been defined such that bj = aB/Aj for 1 j  k. We then define ak+1 = 1+bk and bk+1 = aB/Ak+1 .
Thus
10B = aB1 = bA1 < aB2 = bA2 < · · · < aBk = bAk < aBk+1 = bAk+1 < · · · .
We now define f (x) = 10B for x ∈ (0,10), f (x) = aBk = bAk for x ∈ [ak, bk], k ∈ N, and we de-
fine f linearly on each (bk, ak+1), k ∈ N, so that the resulting f is continuous on (0,∞). Let rk =
(E(ak) − 1)−1 and sk = (E(bk) − 1)−1, k ∈ N. Then ak = L(1 + r−1k ) and rk = (akf (ak))−1 =
a−1−Bk = {L(1 + r−1k )}−1/c. Thus L(1 + r−1k ) = r−ck . Similarly, L(1 + s−1k ) = s−dk . Obviously,
ak → ∞ and bk → ∞ as k → ∞. Therefore rk → 0 and sk → 0 as desired. 
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