Introduction 1
Psychosis is the defining characteristic of schizophrenia-spectrum disorder, although psychotic symptoms 2 are encountered across the wider range of major mental disorder (World Health Organisation, 2010) and in 3 the general population (Cohen and Marino, 2013 , Johns et al., 2002 , King et al., 2005 , Nazroo, 1997 , Nuevo 4 et al., 2012 , Vanheusden et al., 2008 . It is a mental state characterised by distortions in thought and 5 perception and inappropriate affect, which may involve hallucinations, delusions, excessive and unwanted 6 suspicions, or abnormalities of behaviour (World Health Organisation). 7
The expression of psychosis may vary with cultural background (Adebimpe et al., 1981 , Arnold et al., 2004 , 8 Barrio et al., 2003 , Bauer et al., 2011 , Chang et al., 2011 , Chu et al., 1985 , Littlewood and Lipsedge, 1981 , 9 Maslowski et al., 1998 , Radhakrishnan et al., 1983 , Suhail and Cochrane, 2002 , Thomas et al., 2007 , Weisman 10 et al., 2000 , Yamada et al., 2006 . There may be cultural differences in the content of psychotic symptoms 11 (Maslowski et al., 1998 , Viswanath and Chaturvedi, 2012 , Weisman et al., 2000 , Yamada et al., 2006 and/or 12 in the language with which these symptoms are expressed (Kleinman, 1987) . In addition, the onset and 13 expression of psychosis may be influenced by social context, as suggested by the higher prevalence of 14 paranoid symptoms among ethnic minorities diagnosed with psychosis in Western countries (Barrio et al., 15 2003 , Fabrega et al., 1994 , Kendler, 1982 , Littlewood and Lipsedge, 1981 , Suhail and Cochrane, 2002 , Veling 16 et al., 2007 , Whaley, 1998 . These issues complicate the monitoring of psychosis risk as it becomes uncertain 17 whether group differences in symptom prevalence reflect underlying differences in levels of mental ill-18 health, or whether they are a consequence of the way in which groups with different ethnic or cultural 19 backgrounds interact with diagnostic assessment or screening instruments. 20
Population-based studies of ethnic variation in psychosis risk have relied on the assumption that self-21 reported symptoms reflect levels of mental ill-health in equivalent ways across groups (Cohen and Marino, 22 2013 , Johns et al., 2002 , King et al., 2005 , Nazroo, 1997 , Vanheusden et al., 2008 . This assumption, however, 23 is rarely tested explicitly, so much of the evidence pertaining to ethnic variation in psychosis risk therefore 24 remains limited by the possibility of ethnic or cultural bias. 25
We examined data from two existing epidemiological studies to formally test the assumption of cross-ethnic 26 equivalence through an analysis of measurement non-invariance in response provided to the Psychosis 27 Screening Questionnaire (PSQ). Furthermore, we sought to compare ethnic differences based on observed 28 PSQ response with differences based on latent variable means to illustrate the potential implications of 29 assuming psychometric equivalence of the PSQ in a cross-ethnic context. 30
Our aims were to: (1) examine ethnic differences in the prevalence of self-reported psychotic symptoms; (2) 31 compare across ethnic groups the measurement properties of the PSQ; and (3) evaluate ethnic differences 32 in observed and latent response patterns, considering potential ethnic biases in PSQ screening response. 33
Methods

34
Study population 35
This study uses data from the Fourth National Survey of Ethnic Minorities (FNSEM: conducted during 1993/4 36 in England and Wales, n=8,207) (Modood et al., 1997) 
and the Ethnic Minority Psychiatric Illness Rates in the 37
Community study (EMPIRIC: conducted during 2000/1 in England, n=4,281) (Sproston and Nazroo, 2002, UK 38 Data Archive). The FNSEM employed a multistage stratified random sample using the Postcode Address File 39 (PAF) as a sampling frame and contains within it a boosted sample of ethnic minorities. EMPIRIC consists of 40 a random subset of White British individuals recruited into the 1998 Health Survey for England (HSE) (King 41 et al., 2005) and all individuals recruited into the 1999 HSE (Erens et al., 2001) who had agreed to be 42 contacted for further interviewing (Sproston and Nazroo, 2002) . The 1999 HSE contained a boosted sample 43 of ethnic minorities, and both the 1998 and 1999 HSE employed similar sampling strategies to the FNSEM. 44
Given similarities in design, coverage of the same groups and use of identical measures, we were able to 45 combine FNSEM and EMPIRIC to obtain a uniquely powered population-based sample of White British and 46 ethnic minority groups in England and Wales. Further details on the construction of our study population 47 are provided in an online supplement (Supplement 1). 48
We excluded individuals with missing data on ethnicity (n=263) and Chinese individuals (n=214) as a 49 preliminary screening of the items suggested symptom prevalence in this group was too low for the purpose 50 of our study. This left a sample of n=12,011 individuals, of whom n=3,467 identified as White British; n=851 51 as White Irish; n=1,899 as Caribbean; n=2,590 as Indian; n=1,956 as Pakistani; and n=1,248 as Bangladeshi. 52
Psychotic symptoms 53
We assessed the presence of five self-reported psychotic symptoms (mania, thought interference, paranoia, 54 strange experience, hallucination) using the Psychosis Screening Questionnaire (PSQ) (Bebbington and 55 Nayani, 1995) . Each was assessed with a root question to assess the presence of psychosis-like experience, 56 and one or two targeted questions to corroborate the experience as being symptomatic to psychosis ( Table  57 1). 58
We derived a dichotomous measure for each of the five symptoms, capturing endorsement of the root and 59 targeted questions. In addition to these five dichotomous measures, we constructed a composite screening 60 measure capturing response across all five symptoms (0=negative on all; 1=positive on any). We excluded 61 156 individuals (1.3%) with missing values on PSQ screening variables. 62
Measurement model
63 Measurement models assume that an observed (or manifest) variable can be considered a proxy for an 64 unobserved (or latent) variable that may be of primary interest to the researcher. Latent variables are 65 assumed to cause manifest variables in the same way that having poor mental health (a latent trait) may 66 cause one to report symptoms (a manifest response). As latent variables cannot be directly observed, they 67 are instead inferred from patterns of correlation among the manifest variables. Given our use of categorical 68 data, we employed a continuous latent response model (Millsap and Yun-Tein, 2004) for conceptual distinction between an underlying cause of mental ill-health (e.g. psychosis) and the 76 symptoms ensuing from this cause (e.g. hallucination). 77
We illustrate this conceptual model in Figure 1a . emphasising that a factor loading may therefore be thought of as a measure of strength of association 84 between the latent trait and a latent continuous response variable; the response threshold as the level of 85 latent continuous response required for endorsement of the manifest variable; and the residual variance as 86 a measure of the reliability with which a manifest variable captures the latent continuous response variable 87 (i.e. with smaller residual variance equalling greater reliability). 88
Measurement non-invariance 89
The application of a continuous latent response model to a multiple-group setting enables the comparison 90 of model parameters across groups (Figures 1a and 1b ). Specifically, comparing factor loadings, response 91 thresholds and residual variances across groups can inform the researcher about group differences in terms 92 of i) the strength of association of the latent trait with the latent continuous response variables, ii) levels of 93 latent continuous response at which the manifest variables are endorsed, and iii) the reliability with which 94 the manifest variables capture the latent continuous response variables. Conversely, the equality of factor 95 loadings, response thresholds and residual variances implies that an item is psychometrically equivalent in 96 the groups under study. 97
The procedure of testing for measurement non-invariance involves the specification of a hierarchical 98 sequence of measurement models imposing increasingly strict equality constraints on model parameters 99 across groups. More restrictive models are then compared with less restrictive counterparts in terms of fit 100 to the data. We examined measurement non-invariance across three levels: (1) Configural invariance 101 requires that the manifest variables measure the same latent trait in each of the groups, but does not require 102 equality of factor loadings or response thresholds. For purposes of model identification, the factor means 103 are fixed to zero and item residual variances fixed to one (Muthén and Muthén, 1998-2010) ; (2) Strong 104 factorial invariance requires that the manifest variables measure the same latent trait in each of the groups, 105
as well as equality of factor loadings and item response thresholds. For model identification, the factor mean 106 is fixed to zero and residual variances are fixed to one in the reference group, while means and residual 107 variances are allowed to vary in other groups (Muthén and Muthén, 1998-2010) ; (3) Strict factorial 108 invariance poses an additional constraint on the residual variances (by fixing them to one across groups), 109 while fixing the latent mean to zero in the reference group and allowing the latent means to vary in the other 110 groups. Conditions of partial measurement non-invariance can exist where not all items meet a given set of 111 invariance assumptions. 112
Our motivation to identify the strictest possible condition of measurement invariance (including conditions 113 of partial invariance) was to minimize risk of bias in the comparison of latent means. Although there is a view 114 that strict factorial invariance may not be necessary for the comparison of latent factor means, the debate 115 around this issue is ongoing. There are conditions under which models assuming strong factorial invariance 116 can produce biased latent mean estimates (Deshon, 2004 , Lubke and Dolan, 2003 , Wu et al., 2007 and it 117 has been recommended that researchers use their discretion on whether testing for strict factorial is 118 necessary (Vandenberg and Lance, 2000) . 119
Factor structure, goodness-of-fit and difference testing To investigate the latent dimensionality of the PSQ, we used Stata 12.1/SE (StataCorp, 2011) to randomly 121 divide our study population (n=12,011) into two subsets (Set 1: n=6,040 / Set 2: n=5,971) and checked that 122 these were broadly similar in terms of ethnic composition. Using Mplus 6.12 (Muthén and Muthén, 1998-123 2010) , we explored the latent structure of the PSQ in our study population using the Set 1 data, and then 124 tested this latent structure with a confirmatory factor analysis (CFA) of the Set 2 data. The fit of these models 125
was assessed with the chi-square test of overall model fit (good fit indicated by [0≤ χ 2 ≤ 2df] (Byrne, 1991) ; 126 acceptable fit by [2df ≤ χ 2 ≤ 3df] (Carmines and McIver, 1981) ); the root mean square error of approximation 127 (good fit indicated by RMSEA<0.06) (Hu and Bentler, 1999) ; and the comparative fit index (good fit indicated 128 by CFI≥0.95; acceptable fit by CFI≥0.90) (Bentler, 1990, Hu and Bentler, 1999) . To determine whether the 129 identified factor structure was appropriate for the groups under study, we examined the fit of group-specific 130 CFAs using the same fit statistics (Supplement 2). 131
We then performed a sequence of multiple-group CFAs (Jöreskog, 1971 ) (Mplus syntax provided in 132
Supplement 3). First, we assessed the fit of a measurement model assuming configural invariance. A model 133 assuming strong factorial invariance was then compared with the configural invariance model with a chi-134 square difference test to assess whether the imposed equality constrains on factor loadings and response 135 thresholds had resulted in worse fit to the data. If strong factorial invariance was rejected (at p<0.05), we 136 identified the item with the largest modification indices for factor loadings and response thresholds across 137 groups, released the equality constraints for these parameters, and compared the fit of a model assuming 138 partial strong invariance with the configural invariance model. We repeated this procedure until a model 139 with acceptable fit was identified. We then proceeded to test for strict factorial invariance against a model 140 assuming (partial) strong invariance, again using a chi-square difference test to assess whether the additional 141 constraints on residual variances had resulted in worse fit to the data. If strict factorial invariance was 142 rejected in favour of (partial) strong invariance, we identified the item with the largest modification index 143 for residual variances across groups, released the equality constraint on the residual variance parameter, 144
and compared the fit of a model assuming partial strict invariance with the (partial) strong invariance model. 145
Again, this procedure was repeated until a model with acceptable fit was identified. 146
Probability weighting
Both the FNS and EMPIRIC studies intentionally oversampled ethnic minority respondents to ensure 148 sufficient numbers for comparison. Using UK Census data, we scaled the FNS and EMPIRC probability weights 149 so that the ethnic composition of our study population was consistent with that of the population of England 150
and Wales in 1991 (for FNS respondents) and with the population in England in 2001 (for EMPIRIC 151 respondents). Details of our method are provided in an online supplement (Supplement 4). 152
Sensitivity analyses 153
To assess the robustness of our findings against our choice of psychometric approach, we also examined the 154 PSQ for measurement non-invariance using Multiple Indicators Multiple Causes (MIMIC) models 155 (Supplement 5). Rather than stratifying the study population by ethnicity and assessing the fit of a model 156 simultaneously in multiple groups, MIMIC models examine the influence of ethnic group membership on the 157 mean level of latent trait, which in turn is determined by response on PSQ items. The assessment of 158 measurement non-invariance is then performed by testing for the presence of direct effects of ethnicity on 159 PSQ items, holding constant group differences in latent factor means. Conceptually, this can be thought of 160
as an assessment of whether certain groups are more (or less) likely to endorse a given PSQ item, irrespective 161 of their tendency to report psychotic symptoms per se. Within this framework, significant direct effects of 162 ethnicity on observed PSQ items are interpreted as evidence for measurement non-invariance. 163 Factor structure of the PSQ instrument 184
Results
In an exploratory factor analysis (EFA) of the Set 1 data, we examined the scree plot and eigenvalues 185 (Supplement 6) as well as fit statistics and parameter estimates for a 1-factor solution (Supplement 7). While 186 the 1-factor solution provided good fit to the data (χ 2 [df, p] = 5.38 [5, 0.37]; RMSEA = 0.004; CFI = 0.999), 187 the mania item was only weakly associated with the latent factor (rotated factor loading [SE] = 0.09 [0.11]). 188 Furthermore, Mplus statistical output for these analyses contained a warning that the cross-tabulations of 189 the mania item with other PSQ items contained zero cells. As this implies a tetrachoric correlation of one, 190 the mania item was therefore rendered unsuitable for use in multiple-group analyses based on tetrachoric 191 correlation matrices, such as those reported in our study (Muthen and Muthen). 192 We then conducted a CFA of the Set 2 data, comparing a 1-factor model which included the mania item with 193 a 1-factor model which did not (Supplement 8). Again, the mania item was only weakly associated with the 194 latent factor (standardised factor loading [SE] = 0.28 [0.14]), and when we excluded the mania item the fit 195 of the model improved (CFA model including mania item: χ 2 [df, p] = 15.64 [5, 0.008], RMSEA = 0.019, CFI = 196 0.937; CFA model excluding mania item: χ 2 [df, p] = 2.41 [2, 0.299], RMSEA = 0.006, CFI = 0.997). We 197 evaluated the fit of a 1-factor solution in each of the groups (Supplement 2) finding that the 1-factor model 198 without the mania item yielded good fit in the White British, White Irish, Caribbean, Pakistani groups, and 199 adequate fit in the Indian and Bangladeshi groups. However, we identified an additional zero cell in the cross-200 tabulation of the thought interference and hallucination items in analysis of the Bangladeshi group. Given 201 the choice to exclude an additional PSQ item from further analysis or the Bangladeshi group in its entirety, 202
we chose the latter as we felt this would least impact on our inference from these data. 203
Psychometric comparison 204
We then performed a sequence of multiple-group CFAs of four PSQ items (though interference, paranoia, 205 strange experience and hallucination) across five groups (White British, White Irish, Caribbean, Indian and 206 Pakistani) ( Table 3 ). All multiple-group models provided good fit to the data. The chi-square test of overall 207 model fit was consistently within the 0 to 2df range, RMSEA statistics were below 0.06 and CFI statistics were 208 above 0.95. Difference test statistics suggested a model assuming strong factorial invariance did not result 209 in worse fit compared with the configural invariance model (model 1.2 difference test p-value=0.25). Our 210 results therefore suggested that the item factor loadings and response thresholds were invariant across 211 groups. However, placing further constraints on residual variances, the fit of the model deteriorated (model 212
difference test p-value=0.002). Examining modification indices for residual variances across groups, we 213
identified the item measuring paranoid symptoms to be the largest source of measurement non-invariance. 214
When we released the constraints on the residual variances for this item, a model assuming partial strict 215 invariance provided acceptable fit to the data compared with the strong factorial invariance model (model 216 1.4 difference test p-value=0.18). Compared with British Whites, the residual variance of the paranoia item 217 was larger in the Pakistani group. We note that an investigation of our data with a MIMIC model produced 218 a consistent result (see Supplement 5). 219
Group comparisons based on composite screening measures and latent means 220
We examined the potential impact of measurement non-invariance by comparing group differences based 221 on PSQ composite screening response with group differences based on latent means obtained from our 222 measurement models (Table 3 ). Furthermore, we compared latent mean differences based on a model 223 which (erroneously) assumed strict factorial invariance (i.e. model 1.3) with those based on a model in which 224 the different residual variances for the paranoia item across groups had been accounted for (i. Whites. However, group comparisons in terms of latent means suggested only the Caribbean group was at 228 greater risk of experiencing psychotic symptoms, and that latent differences between Pakistani and White 229
British groups were exaggerated when measurement non-invariance in the paranoia item was not accounted 230 for. These findings may therefore signal problems with the validity of self-reported paranoid symptoms in 231 the context of cross-ethnic psychosis research. We note that consistent results were found when we 232 investigated our data with a MIMIC model (Supplement 5) . 233
Discussion
234
Our study examined ethnic differences in psychotic symptom prevalence and assessed the psychometric 235 characteristics of the Psychosis Screening Questionnaire in a cross-ethnic context. There were four main 236 findings. First, Caribbean and Pakistani individuals were more likely than British Whites to report psychotic 237 symptoms. However, while this risk was apparent across all PSQ items in the Caribbean group, risk among 238
Pakistani appeared to be driven mainly by a greater likelihood of reporting paranoid symptoms. Second, our 239 exploratory and confirmatory factor analyses revealed that the mania item was weakly associated with the 240 latent factor and was therefore psychometrically distinct from other PSQ items. However, the lack of 241 correlation between the mania item and other PSQ items may be unsurprising considering that the psychotic 242 symptoms associated with mania are more likely to be congruent with elated mood and involve themes of 243 grandeur rather than those of persecution or paranoia captured by the other PSQ items. Third, multiple-244 group CFAs suggested that the thought interference, strange experience, and hallucination items were 245 measured in fully equivalent ways across the groups under study. The paranoia item, however, captured the 246 latent factor with greater residual variance among Pakistani respondents than among British Whites. Fourth, 247 notwithstanding evidence for measurement non-invariance, Caribbean individuals were at greater risk of 248 reporting symptoms and had higher levels of latent trait. The higher prevalence of self-reported psychotic 249 symptoms among Caribbean individuals in our study population is therefore unlikely to be an artefact of 250 measurement (Morgan et al., 2010) . 251
Our study adds to a growing body of research investigating the psychometric characteristics of screening 252 instruments for psychosis-like experiences in cross-cultural settings. We investigated the psychometric 253
properties of the Psychosis Screening Questionnaire simultaneously across several ethnic groups in a large 254 UK population-based sample. This allowed the direct comparison of factor model parameters for groups who 255 self-identified as having White British, White Irish, Caribbean, Indian, or Pakistani backgrounds. 256
There were several limitations. First, despite the large size of our study population we were limited in the 257 number of comparisons we were able to draw. Small group sizes and/or low symptom prevalence meant we 258 were unable to test our models for Chinese and Bangladeshi groups, or to evaluate potential measurement 259 non-invariance in the mania item. Second, given the low prevalence of psychotic symptoms in our study 260 population, the normality assumption for the latent variables may have been violated. Simulation studies 261 have shown that tetrachoric correlations may overestimate associations between the underlying latent 262 continuous response variables when the normality assumption for the latent variables does not hold, 263
suggesting that our results may have exaggerated the true association between these symptoms in the 264 general population (Flora and Curran, 2004) . Third, while noting that the clinical validity of the PSQ 265 instrument has been evidenced for a subset of high-risk individuals within the FNSEM (Nazroo, 1997), our 266 data did not include diagnostic records and we were therefore unable to evaluate differences between 267 ethnic groups in terms of the clinical relevance of PSQ items or latent factors. Fourth, we emphasise that our 268 results are contingent on assuming the existence of a latent construct which caused the observed response 269 on the PSQ in our study population. This assumption underlies all latent variable methods, including those 270 used in psychometric assessment, and is untestable when objective markers for a disorder under 271 investigation are not available, or do not yet exist. It has recently been argued that if one were to relinquish 272 the latent variable assumption, it would become possible to view the symptoms as being constitutive of 273 disorder, rather than consequential to it (Borsboom and Cramer, 2013, McNally, 2016) . From this 274 perspective, the paranoid symptoms reported by Pakistani respondents in our study population would have 275 validity in their own right, rather than being merely a biased measure of an underlying latent construct. 276
Further research is therefore needed to determine the clinical relevance of self-reported paranoid symptoms 277 the context of cross-ethnic psychosis research. 278
Our results are consistent with prior evidence in finding a higher prevalence of paranoid symptoms in ethnic 279 minority groups compared with a majority population (Barrio et al., 2003 , Fabrega et al., 1994 , Kendler, 280 1982 , Littlewood and Lipsedge, 1981 , Suhail and Cochrane, 2002 , Veling et al., 2007 , Whaley, 1998 . While 281 it is difficult to appraise our findings in a field where only few studies have been conducted to date, we 282 propose that problems relating to the measurement of paranoid symptoms may arise specifically in the 283 context of majority-minority relationships. Exposure to ethnic and racial inequalities may foster a "healthy" 284 cultural mistrust (Whaley, 1998) which then becomes conflated with the expression of paranoid symptoms 285 when one is screened for psychosis, thus introducing noise into measurement. Alternatively, it is possible 286 that exposure to racial discrimination gives rise to true paranoid symptoms more readily than to other 287 psychotic symptoms. In support of this, population-based evidence from the Netherlands suggests that 288 exposure to discrimination at baseline is associated longitudinally with the first onset of delusional ideation, 289
but not with the first onset of hallucinatory experience (Janssen et al., 2003) . This therefore provides an 290 alternative explanation for the excess in paranoid symptoms among the non-white ethnic groups included 291 in our study population, and potentially for their differential association with the latent factor when 292 compared with a White British reference population. For reasons discussed here, our findings warrant 293 caution when assessing paranoid symptoms to proxy ethnic variation in psychosis risk within the context of 294 major ethnic inequalities, although further research is needed investigate the generalisability of these 295 findings to other populations and screening instruments for psychosis. 296
Conclusions 297 PSQ items capturing thought interference, strange experience and hallucination were measured in fully 298 equivalent ways across the ethnic groups included in our psychometric assessment, and may therefore be 299 used to proxy ethnic variation in psychosis risk in our study population. The role of the paranoia item was 300 less clear-cut. From a psychometric point of view, it provided a less reliable measure of variation in latent 301 trait between ethnic groups, which may signal problems with the validity of this item in a cross-ethnic 302 context. Alternatively, it is possible that true paranoid symptoms are more prevalent than other psychotic 303 symptoms in ethnic minority populations, which could explain their differential association with the latent 304 trait under investigation in this study. Given our findings, we recommend that self-reported paranoid 305 symptoms be investigated separately from other self-reported psychotic symptoms in future studies of 306 ethnic variation in psychosis risk to appreciate more fully the social context in which these symptoms are 307 reported. 308 Notes: (a) Factor loading for marker item thought interference fixed to 1 across groups. (b) Factor loadings and response thresholds allowed to vary, residual variances fixed to 1 across groups. (c) Factor loadings and response thresholds constrained to equality, residual variances fixed to 1 for British Whites but freely estimated in other groups. (d) Factor loadings and response thresholds constrained to equality, residual variances fixed to 1 across groups. (e) As model 1.3, but allowing the residual variances for paranoid symptoms to be freely estimated across groups. (f) To ensure that group differences in manifest and latent response patterns were based on the same selection of PSQ items, we excluded the mania item from the composite screening measure. (g) N=10,618. 
