Single image super-resolution, especially SRGAN, can generate photorealistic images from down-sampled images. However, it is difficult to super-resolve originally low resolution images that contain some artifacts and were taken many years ago. In this paper, we focus on the food domain because it is useful for our recipebased web service if we can create better looking super-resolved images without losing content information. Based on the observation that SRGAN learns how to restore realistic high-resolution images from down-sampled ones, we propose two approaches. The first one is a down-sampling method using noise injection to create desirable low-resolution images from high-resolution ones for model training. The second one is to train models for each target domain: we use the beef, bread, chicken and pound cake categories in our experiments. We also propose a novel evaluation method, Xception score. Compared with existing methods using qualitative and quantitative experiments, we find the proposed methods can generate more realistic super-resolved images.
INTRODUCTION 1.Super-resolution with deep learning
Super resolution is one of the research fields that has achieved remarkable developments thanks to deep learning. SRGAN [3] has shown outstanding performances over other architectures in MOS testing, which is based on human senses.
In this paper, we aim to restore the original attractive texture of food by applying super-resolution processing to low-resolution images that were published in the past. In particular, we examine Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). and experiment with how to bridge the apparent difference between a low-resolution image posted in the past and recent highresolution images and resolution, and clarify the possibility of application to actually published images.
SRGAN, which is an existing method, is suitable for our objective because it is capable of performing 4 × super-resolution and is better at restoring the appearance according to human perception than pixel units based measures. However, because SRGAN is trained with data consisting of a reduced image constructed from a very sharp high-resolution images, there are cases wherein it is not possible to restore a desirable texture, even if super-resolution is performed on an image with a low resolution, as illustrated in 
BACKGROUND 2.1 Recipe images and super-resolution
Photos of cooking are one important factor for attractive cooking recipes on a website. However, in our web service Cookpad, images are a mix of low-resolution images that were taken about 20 years ago and recent high-resolution images. The images of recipes posted in the early years of the service have a resolution that is a fraction of the resolution available in recent years, or they include noticeable camera noise. To solve this problem, our aim is to superresolve low-resolution cooking images.
SRResNet and SRGAN
To compare the outputs of non-adversarial and adversarial models, we experimented with two models called SRResNet and SRGAN.
SRResNet is superior to existing super-resolution methods such as the bicubic method with respect to image quality evaluation indices such as PSNR, and SSIM. It is a model that is trained without the GAN structure in SRGAN. In this experiment, we trained SRResNet using only the MSE loss without perceptual loss.
Despite the low score of PSNR and SSIM, SRGAN can generate photorealistic images from a low-resolution single image. SR-GAN's essential advantage is that it considers perceptual similarity loss and adversarial loss. First, perceptual similarity is considered by comparing the pixel wise high-level features extracted from the VGG's middle layer outputs. Second, the discriminator distinguishes between true high-resolution images and super-resolved images generated from generators, and these competitive learning procedures makes it possible to generate aesthetically pleasing images for humans.
We hypothesized that SRGAN could generate perceptually attractive images, especially food cooking images.
Datasets

DIV2K dataset [1]
This dataset contains pairs of high-and low-resolution images from various categories, such as buildings, insects, mountains, etc. The number of image pairs used for training was 800, and 100 image pairs were reserved for testing.
Our dataset We gathered high-resolution recipe images from
Cookpad so that the number of images was the same as that of the DIV2K dataset. For our dataset, we manually selected appropriate images and excluded duplications with insufficient resolution. Images were collected from four categories: chicken, beef, bread, and pound cake. In addition, we defined two types of chicken categories [chicken(A) and chicken(B)] for checking the same categories return similar results. These were selected from the Cookpad recipe categories considering texture quality and differences in the categories.
METHOD 3.1 Making low-resolution images
Typically, a general super-resolution approach does not also reduce noise, but if we introduce super-resolution into food images, we should remove noise within our super-resolution framework. This can be implemented using a down-sampling method.
In this paper, we propose the method to reduce the resolution by adding artificial jpg-type noise and blur, especially concentrating on images that are out-of-focus because of the compression process used for handling images within the service and old camera performance. We show the procedure for creating low-resolution images in Figure. 2.
Inducing jpg noise Jpg noise artifacts causes serious problems when super-resolving images. To reproduce the noise generated when an image, jpg noise was artificially added using Python Pillow library. Depending on the quality of the jpg compression (a uniformly distributed random number from 20 to 100), the image quality was lowered. Inducing blur The performance of old cameras causes various types of bad image representations. As for the jpg problem, we reproduce bad representations using image processing ( Figure 2) .
Filtering was applied to reproduce out-of-focus images or blur due to camera performance using Python scikit-image library. There are also various types of blurring, and in this study we used a median filter and a Gaussian filter, chosen while checking the quality of the image. Of the entire dataset, 50% were processed using a median filter, 25% were processed using a Gaussian filter, and the rest were not filtered. The median filter was used with the default parameters, and the Gaussian filter had a sigma of 1 for half of the images it processed and 2 for the other half. 
Xception score
It is difficult to evaluate images generated from GANs. Hence, in recent work, scoring using pre-trained networks has been used (e.g., Inception score). In this study, we imitate this approach and propose a similar evaluation method. That is, we propose using the average value of the output softmax value p c (c means categorical) of an ImageNet pre-trained 1000 class classifier:
Here, N is the number of test data and x i is an input image. We assume if the outputs can reconstruct appropriate texture, the score of (1) will be higher than if the texture is inappropriate.
EXPERIMENTS
To clarify the effectiveness of the down-sampling method, we trained various SRGAN models. First, to confirm the effectiveness of our proposed down-sampling method, we trained two models, one that included and one that did not include the down-sampling method. Next, to investigate the difference in appearance due to changes in the image category, such as cooking type, we trained SRGAN six times using different datasets. Specifically, we used the following categories: DIV2K jpg, chicken (A), chicken (B), beef, bread and pound cake. Finally, we trained SRResNet, which is good at according to extisting evaluation methods like PSNR to determine if SRGAN is really the best tool for super-resolution.
Training details
The training of SRGAN is divided into two stages: the first stage optimizes the MSE of the output of SRResNet and the second stage adds the loss function of the middle layer MSE and GAN to the loss function and trains the SRGAN. Although the intermediate layer output has arbitrariness, the VGG54 used in the original paper is also used here. The model was implemented with TensorFlow, the batch size was 16, and the SRGAN were optimized using Adam.
For the first stage of training the SRGAN, the learning rate of Adam is 10 −4 and the total epochs were set to 100. In the second stage, the learning rate of Adam was the same, but the total number of epochs was 2, 000 and the learning rate was divided by 10 after epoch 1, 000.
The training of SRResNet is simpler than that of SRGAN. The architecture of SRResNet is SRGAN's own generator without the discriminator. Similar to SRGAN, initial learning rate of Adam was 10 −4 , and total epochs were 2, 000. Moreover, the learning rate was divided by 10 after epoch 1, 000.
It takes about one day in the case of AWS P3 to train a single SRGAN model. In addition, SRResNet takes almost 8 hours. Tables comparing the resulting The result obtained using DIV2K (Bicubic) show that jpg noise is emphasized and image quality is not substantially improved. Although the method trained on DIV2K (jpg) has been able to cleanly denoise the images in the upper and middle rows, some undesirable textures are generated in the lower-row images. This is thought to be because the model trained with the various images in DIV2K has not sufficiently learned the texture that frequently occurs in this category, especially in images in the food domain.
EVALUATION 5.1 Qualitative evaluation
In addition, the output images for the beef, chicken (A), and chicken (B) categories tend to have an unnatural glossy texture. This is considered to be caused because the method strongly reproduces a texture from the meat domain, in which there are many glossy images because of oil. Although chicken (A) and chicken (B) images have different output, they are both glossy, and the tendencies of these generated textures appear to be similar. From this result, it can be inferred that SRGAN captures the feature of each category.
On the contrary, the network trained with bread and pound cake induces a texture that is close to the ground truth. This appears to indicate that the appropriate texture can be learned by the appropriate dataset.
As in the case of bread, DIV2K (Bicubic) could not improve results but emphasizes the noise. Although the output image of DIV2K (jpg) is clear, compared with the result of DIV2K (Bicubic), the gloss and texture of the meat appears to be unreproduced, and it does not restore well the original aesthetics of the cooking image.
The beef, chicken (A), and chicken (B) categories create images that are rich in gloss and reproduce meat fat well. On the contrary, it seems that this is too much to reproduce, and SRGAN can learn the features of the texture, remarkably well.
In the bread and pound cake categories, the results are not as bad as for DIV2K (jpg), but the images look less shiny. This is also considered to be the result of appropriately reflecting the characteristics of the categories; that is both bread and pound cake have matte textures.
Quantitative evaluation
We evaluated the output images using the Equation (1). Although, ImageNet (1,000 classes) does not include the same categories as bread and chicken used in this article, categories close to these domains such as "meat loaf" and "French loaf" are included.
We conducted this evaluation with a pre-trained VGG16 and Xception [2] . We show only the Xception result because both results are similar. Note that despite the super-resolution, the superresolved input image is resized to 299 × 299 to match the receptive field of Xception when predicting the output.
The top three scores for the image of the pound cake are shown in Table 2 . The scores of "French loaf" of bread and pound cake are higher than those of meat-based domain, and the score of "meat loaf" of beef, chicken (A), chicken (B) is higher than that of bread.
From this result, it can be inferred that SRGAN correctly learns the texture of each domain, and the resulting restored image is more easily recognized as a domain category that is closer to the model of ImageNet. However, the score of "French loaf" of DIV2K (jpg) is also high, and although this index captures a part of the features of SRGAN, there are also inadequacies in the output.
We used existing methods PSNR and SSIM. As mentioned above, this is not an appropriate indicator, but it is the main application to investigate whether there is a deviation from the previous research. We calculated the PSNR and SSIM scores, which are generally used for image quality evaluation. The results agree well with previous research [3] . In addition, the results reflect the presence or absence of the low-resolution method and differences caused by the domain were not obtained.
DISCUSSION AND CONCLUSION
In this work, we demonstrate that devising a down-sampling procedure and dividing the categories of the datasets is effective for training SRGAN, especially in the food domain. In addition, using our method, the performance of SRGAN was improved qualitatively and quantitatively.
However, the quantitative evaluation performed in this study is not sufficiently thorough, so other evaluations other than PSNR and SSIM were also performed. First, we compared the loss in the frequency domain using a two-dimensional discrete Fourier transform. Second, we calculated the Inception score of the output image. However, insufficient differences were found using both metrics. Since there are various evaluation metrics for image aesthetic quality, we'll apply those metrics to the proposed method.
Because the proposed method in this paper does not work well for some of the images, it would be difficult to fully introduce it into our recipe-based service. Therefore, we are considering introducing it by appropriately targeting its application and combining with manual checking. 
