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(G)) FOR p < 1
A. B. Aleksandrov
Abstract. We study Toeplitz Schur miltipliers of Schatten-von Neumann class S
p
for 0 < p < 1. We describe all functions F on an arbitrary commutative locally
compact group G satisfying the following condition.
For any integral operator in S
p
with kernel function k(x; y), the kernel function
F (x  y)k(x)k(y) denes also an integral operator in S
p
.
Let G be a commutative locally compact group. Denote by   the dual group.
Set (x; )
def
= (x), where x 2 G,  2  . We prove the following theorem.
Theorem. Let F be a measurable function on G, and let 0 < p < 1. Then F (x y)
is a Schur multiplier
1




(G)) if and only if the



















This theorem are proved in [AP] for G = Z and G = R.
It should be noted that the suÆciency is obvious. Moreover, the theorem is
obvious in the case where G is compact. Indeed, in this case the constant kernel




(G)). Consequently, the kernel





the convolution operator f 7! fF on L
2




(G)). This operator is





















F () almost everywhere on G. We reduce the case of an arbitrary
commutative locally compact group G to the case of its Bohr compactication G.
Note that the proof in [AP] does not use Bohr compactication.
In the case where G is not compact the constant kernel k(x; y) = 1 does not dene
even a bounded operator. In this case we will approximate k  1 by enough good
Key words and phrases. Schur multipliers, Schatten-von Neumann classes, commutative locally
compact groups.
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kernels of the form f(x)f(y) with f 2 L
2
(G). Roughly speaking, this approximation
will allow us to prove that function F may be extended up to a function
e
F on the
Bohr compactication G in such a way that
e




(G)). It should be
noted that m(G) = 0, where m is the Haar measure on G. Nevertheless, in our case
we may speak about extension of F because it suÆces to consider the case where
F is enough good. This stems from the following well-known theorem.
Theorem on Toeplitz Schur multipliers. Let F be a measurable function on




(G))) if and only if the function





locally almost everywhere on G, where  is a Baire complex measure on G.
Unfortunately, I do not know the exact reference concerning this theorem. In
the end of this paper we present a simple proof of this theorem.
x0.Introduction




spaces. Denote by L(H;H
0
) the set of all continu-






be the sequence of the singular
numbers of T 2 L(H;H
0




) the Schatten-von Neumann class,























In connection with the Schatten-von Neumann classes we refer to [P].
Let (X;A; ) be a measure space. A set E 2 A is said to be locally zero, if
(A \ E) = 0 for any A 2 A with (A) < +1. Clearly, if (E) = 0, then
E is a locally zero set. The converse is true in the case where  is a -nite
measure. We say that a property holds locally almost everywhere if the set of
all points for which this property does not hold is a locally zero set. Denote by
L
0
(X;) the set all complex measurable functions dened everywhere on X. Let
Z = Z(X;) be a set of all functions f 2 L
0
































(X;) be the set of all functions f 2 L
0
(X;) such that f = 0 almost everywhere.
Clearly, Z
0
= Z \ L
p









A function f 2 L
0
(X;) is said to be essentially bounded if f + g is bounded for




= inffM > 0 : jf j  M locally almost everywhereg.
Denote by L
1










Let G be a commutative locally compact group with the Haar measure m. Let





the group generated by U . Clearly, G
0
is an open subgroup of G. The Haar measure
m is a -nite if and only if the quotient group G=G
0
is at most countable. Let
2
We consider also non-separable Hilbert spaces since the space L
2
(G) is not separable for some
commutative locally compact groups G.
2
E be a measurable subset of G. Then E is a locally zero set (with respect to
the Haar measure m) if and only if m(E \ (x + G
0
)) = 0 for any x 2 G. Thus,
Z(G;m) = Z
0
(G;m) if and only if m is -nite or G is discrete.
It should be noted that to obtain the main results of this paper it suÆces to
deal only with -nite measures. Indeed, the Haar measure m is -nite on the
group G
0
(U), and the required results for G may be reduced to the similar results
for G
0
















 ) the product of these measure spaces.







 ) we associate the Hilbert-Schmidt

































































if the corresponding integral operator does not belong to S
p
.














































 ) is said to be a Schur multiplier of S
p
if there





































A function  is said to be a Schur multiplier if  is a Schur multiplier of S
1
.
































the set of all Schur multipliers of S
p





























































= X and 
0
























We conclude this section with the list of notation.
Let X be a locally compact space. Denote by M(X) the space of all Baire
complex measures on X. Each  in M(X) may be extended uniquely up to a
regular Borel measure on X. This extension we will denote by the same letter .
Let C(X) be the space of all complex continuous functions on X. The space
C(X) is a Banach space if X is compact. In this case we identify the space M(X)
with the space of all continuous linear functionals on C(X).
Let  be a positive (not necessarily nite) Baire measure on X. Denote by
supp
0
 the set of all x 2 X such that for any neighborhood U of x there exists a
Baire set E  U with 0 < (E) < +1. Clearly, supp
0
 is the usual support of 
if  is a -nite measure.
3
Let G be a commutative locally compact group. Denote by   the dual group.
Let m = m
G





























































g be a directed family in L(H;H
0






















for any p > 0. The following lemma is a version of this assertion in
the case where the operators T

act in dierent pairs of Hilbert spaces.

















) for  2 A [ f0g. Let L and L
0
be












be linear maps for  2 A [ f0g.
Suppose that J








) is dense in H
0

for all  2 A[ f0g.
Denote by (; )













































































































for all p > 0.
















 1 for all  2 A. It is enough to prove that for any nite-dimensional
subspace E in J
0


















 1, where P
E
is the orthogonal projection of H onto E and P
E
0








































































































for all  > 
0
. For  > 
0
and


























































































denotes the space E
0
































for any x; y 2 E
0
and for any x; y 2 E
0
0































Lemma 1.2. Let X and X
0
be compact spaces. Let  and 
0
be positive (not neces-
sarily nite) measures on the -algebras of the Baire subsets in X and in X
0
respec-

















directed families of nonnegative functions in L
1
























 =  in the weak topol-




























































































































































































any ' 2 C(X
0




































































































































































































































for f 2 L
2
() and to apply Lemma 1. 
5
Corollary 1. Let X, X
0
,  and 
0
be the same as in Lemma 1.2. Let  and 
0
be probability measures in M(X) and M(X
0
































any F 2 C(X
0
X) and for any p 2 (0;+1).
Proof. Denote by K the set of all measures  2 M(X) representable in the form
 = k, where k 2 L
1




= 1. Clearly, K is convex. Moreover,
K contains the Æ-measure Æ
x
at the point x for any x 2 supp
0
. Consequently,

















 =  in the topology (M(X); C(X)). In the same way,

































)). Set  = F  (
0

 ). It remains to
apply Lemma 1.2. 
Corollary 2. Let G and G
0
be commutative locally compact groups. Let F be an
almost periodic function on G
0
G. Denote by G and G
0
the Bohr compactications





















for any p 2 (0;+1).
Proof. Dene the measure em 2 M(G) such that em(B) = m(B \ G) for any Borel
subset B of G. Clearly, supp
0
em = G. It remains to apply Corollary 1. 
Remark. Lemma 1.2 and its corollaries may be strengthened for p > 2. Indeed, if
p > 2, then q =
p
p  1
< p, and we obtain stronger results setting p := q.






for  2 M(G). Sometimes we write b instead F. We consider also the in-
verse Fourier transformation F
 1







(x; )d(x) = (F)( ) for  2 M(G). As usual, we identify L
1
(G) with the











Lemma 1.3. Let G be a commutative locally compact group. Let V be a neighbor-





k(0) = 1 and
b
k vanishes outside V .
The proof of this lemma may be found in [R].
Corollary. There exists a directed family fk














= 0 uniformly outside any neighborhood
of 0 in  . 
As usual, we identify the group G with the group of all characters on  . Thus,














Lemma 1.4. Let fk

g be a directed family in L
1
















= 0 uniformly outside any neighborhood of 0
in  . Let F = F
 1








Proof. It suÆces to consider the case where f0g = 0. Then for any positive "




































= 0 outside  V . The modulus of





















Proof. Consider the measure e such that e(B)
def
= ( B) for any Borel set B in
 . Set 
def




























Proof. Consider the measure  2 M(   ) such that (B) = f 2   : (; ) 2
Bg. Clearly, F (x   y) = F
 1
. It remains to apply Corollary 1 to the group
GG. 
Corollary 3. Let the assumptions of Lemma 1.4 be fullled. Denote by G the Bohr














m in the topology (M(G); C(G)), where em denotes the same as in the proof of
Corollary 2 to Lemma 1.2.
Proof. Let  be a limit point of the directed family fFk










(x)dm(x) = fg by Lemma




m is the unique limit point of the directed
family fFk

emg. The corollary is proved. 
x2. Main results
Theorem 2.1. Let G and G
0
be commutative locally compact groups. Let  be a
measure in M( 
0
  ). Assume that a function F = F
 1


































































































= 0 uniformly outside






= 0 uniformly outside any neighborhood


























() = 0 uniformly outside
any neighborhood of 0 in  
0
  . It remains to apply Lemma 1.2 and Corollary 3
to Lemma 1.4. 
Lemma 2.2. Let F = F
 1











(G) the integral operator with the kernel
F (x  y)h(x)h(y). Then TraceT = F (0).






(G) with the kernel
(x   y; )h(x)h(y) where  2  . Clearly, T






denes a continuous S
1






















d = F (0). 
Lemma 2.3. Let F = F
 1
, where  is an atomless measure in M( ). Suppose




(G)) for some p < 1. Then F = 0.

























































































































) = F (0) for
all . Thus, F (0) = 0. To complete the proof we note that the function F(x+a)
satises the assumptions of Lemma 2.3 for any a 2 G. 
Theorem 2.4. Let F be a measurable function on a commutative locally compact






























(G)). Then F (x   y) is a Schur multiplier. Thus, by Theorem
on Toeplitz Schur multipliers we may suppose that F is representable in the form
F = F
 1
, where  2 M( ). By Theorem 2.1, we have F
d





























(GG). It remains to note that F = F
d
by Lemma 2.3. 























for all p 2 (0; 1). 
x3 Toeplitz Schur multipliers
In this section we present a simple proof of the theorem concerning Toeplitz
Schur multipliers. At rst we prove an assertion which supplements a result of
M. Sh. Birman [B]. To state this assertion we introduce some notation. Let f






f(x + t; t)dm(t). Denote by A(G)
def















Theorem 3.1. Let k 2 S
1
(G), where G be a commutative locally compact group.
Then Tk makes sense almost everywhere on G, Tk coincides almost everywhere







Conversely, for any  2 A(G) there exists a function k 2 S
1
(G) such that







Proof. Let k 2 S
1
(G). Then it is well known that k may be represented in the









































. Thus, it suÆces to consider
the case where k(x; y) = f(x)g( y) with f; g 2 L
2
(G). In this case the required

























. Thus, for any  2 A(G) there exists a function k 2 S
1
(G)
of the form k(x; y) = f(x)f( y) such that Tk =  almost everywhere. 
Set B(G)
def
= fF :  2M( )g = fF
 1
 :  2M( )g.
Theorem 3.2. Let F be a measurable function on a commutative locally compact
group G. Then F (x y) is a Schur multiplier if and only if the function F coincides
locally almost everywhere with a function in B(G).








= 1 for  2  
implies the suÆciency. Let us prove the necessity. We are going to prove that if
 2 A(G), then the function F coincides almost everywhere with a function in
A(G). By Theorem 3.1, there exists a function k 2 S
1
(G) such that Tk =  almost
9
everywhere. Then T(F (x   y)k(x; y)) = F. Now Theorem 3.1 implies that F
coincides almost everywhere with a function
g
F 2 A(G).















is a neighborhood of a such that (x) 6= 0 for any x 2 U
a
.
Thus, for any point a 2 G there exists a neighborhood U
a





! C such that F = F
a
almost everywhere on U
a
. Consequently,
there exists a function
e
F 2 C(G) such that F =
e
F locally almost everywhere.
Clearly,
e
FA(G)  A(G). To prove that
e
F 2 B(G) it suÆces to refer to the Helson-
Edwards theorem, see [R]. 
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