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LI-YAU MULTIPLIER SET AND OPTIMAL LI-YAU
GRADIENT ESTIMATE ON HYPERBOLIC SPACES
CHENGJIE YU1 AND FEIFEI ZHAO
Abstract. In this paper, motivated by finding sharp Li-Yau type
gradient estimate for positive solution of heat equations on com-
plete Riemannian manifolds with negative Ricci curvature lower
bound, we first introduce the notion of Li-Yau multiplier set and
show that it can be computed by heat kernel of the manifold. Then,
an optimal Li-Yau type gradient estimate is obtained on hyperbolic
spaces by using recurrence relations of heat kernels on hyperbolic
spaces. Finally, as an application, we obtain sharp Harnack in-
equalities on hyperbolic spaces.
1. Introduction
The Li-Yau [16] gradient estimate:
(1.1) ‖∇ log u‖2 − α(log u)t ≤ nα
2
2t
+
nα2k
2(α− 1)
for positive solution u of the heat equation on complete Riemannian
manifolds with Ric ≥ −k and k a nonnegative constant is of fundamen-
tal importance in geometric analysis. Here α is any constant greater
than 1.
On complete Riemannian manifolds with nonnegative Ricci curva-
ture, by letting α→ 1+ in (1.1), one has
(1.2) ‖∇ log u‖2 − (log u)t ≤ n
2t
.
This estimate is sharp where the equality can be achieved by the fun-
damental solution of Rn. However, (1.1) is not sharp when k > 0.
Finding sharp Li-Yau type gradient estimate for k > 0 is still an un-
solved problem. This is the motivation of this paper. We will assume
that k > 0 without further indications in the rest of this paper.
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Li-Yau type gradient estimates are important since they give Har-
nack inequalities immediately by taking integration on geodesics. Many
authors have obtained Li-Yau type gradient estimates in various forms
or various settings. For example, in [12], Hamilton obtained a Li-Yau
type gradient estimate in matrix form, and in [13], Hamilton obtained
a Li-Yau type gradient estimate in matrix form for Ricci flow. Hamil-
ton’s works were extended to the Ka¨hler category by Cao-Ni [5] and
Cao [4], and further extended to (p, p)-forms on Ka¨hler manifolds by Ni
and Niu [17]. Recently, in [28], the authors extended the Li-Yau type
gradient estimate to metric measure spaces, and in [26, 27, 7, 21], the
authors obtained Li-Yau type gradient estimates under integral curva-
ture assumptions. Some other Li-Yau type gradient estimates can be
found in [1, 2, 3, 6, 8, 14, 18, 20, 22, 23]. Here, we only mention some
of them that are more related to the topic of this paper and compare
them.
A slight improvement of (1.1):
(1.3) ‖∇ log u‖2 − α(log u)t ≤ nα
2
2t
+
nα2k
4(α− 1)
was given by Davies [9]. We will call this the Li-Yau-Davies estimate
in the rest of this paper.
In [12], Hamilton obtained
(1.4) ‖∇ log u‖2 − e2kt(log u)t ≤ e4kt n
2t
.
This estimate is sharp in leading term as t → 0+ comparing to the
Li-Yau-Davies estimate (1.3).
In [1], Bakry and Qian obtained
(1.5) ‖∇ log u‖2 −
(
1 +
2
3
kt
)
(log u)t ≤ n
2t
+
nk
2
(
1 +
1
3
kt
)
.
This estimate is also sharp in leading term as t → 0+. This estimate
was also obtained by Li and Xu [15] by a different method.
In [15], Li and Xu obtained
(1.6)
‖∇ log u‖2 −
(
1 +
sinh(kt) cosh(kt)− kt
sinh2(kt)
)
(log u)t ≤ nk
2
[coth(kt) + 1].
It is not hard to see that (1.6) is also sharp in leading term as t→ 0+.
Moreover, as pointed out in [24], the asymptotic behavior of (1.6) as
t→∞ is the same as (1.3) with α = 2. The estimates (1.5) and (1.6)
are extended to a general form in [19]. Li-Xu’s estimate (1.6) was also
obtained by Bakry et al. in [2] by a different method.
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One should note that, in the Li-Yau-Davies estimate (1.3), one can
choose different α > 1 for different given t. So, the time-dependence
of α in the estimates (1.4), (1.5) and (1.6) is not essentially a new
feature in Li-Yau type gradient estimates for positive solutions of heat
equations. A key feature is that the estimates (1.4), (1.5) and (1.6) are
all sharp in leading term as t→ 0+.
For purpose of comparison, we rewrite a Li-Yau type gradient esti-
mate in the following form:
(1.7) β‖∇ logu‖2 − (log u)t ≤ γ.
For example, for the Li-Yau-Davies estimate (1.3),
(1.8) γLYD(β, t) =
n
2t
(
1
β
+
kt
2(1− β)
)
and β ∈ (0, 1). For Hamilton’s estimate (1.4),
(1.9) β = βH := e
−2kt
and
(1.10) γ = γH :=
n
2t
e2kt.
For Bakry-Qian’s estimate (1.5),
(1.11) β = βBQ :=
1
1 + 2
3
kt
and
(1.12) γ = γBQ :=
n
2t
· 1 + kt +
1
3
(kt)2
1 + 2
3
kt
.
For Li-Xu’s estimate (1.6),
(1.13) β = βLX :=
1
1 + sinh(kt) cosh(kt)−kt
sinh2(kt)
and
(1.14) γ = γLX :=
n
2t
· kt[coth(kt) + 1]
1 + sinh(kt) cosh(kt)−kt
sinh2(kt)
.
For a fixed time t, a Li-Yau type gradient estimate
(1.15) β1‖∇ log u‖2 − (log u)t ≤ γ1
is better than
(1.16) β2‖∇ log u‖2 − (log u)t ≤ γ2
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if β1 ≥ β2 and γ1 ≤ γ2. For example, for a fixed time t > 0, γLYD(β, t)
achieves its minimum
(1.17) γm(t) =
n
2t
(
1 +
√
kt
2
)2
at
(1.18) βm(t) =
1
1 +
√
kt
2
.
Therefore, for each time t > 0, the Li-Yau-Davies estimate (1.3) for
β = βm(t) is better than the Li-Yau-Davies estimate for β < βm(t).
In the Li-Yau-Davies estimate, let β = βH := e
−2kt. Then,
(1.19) γLYD(βH(t), t) =
n
2t
e2kt +
nk
4(1− e−2kt) > γH(t).
Comparing this to Hamilton’s estimate (1.4), it seems that Hamilton’s
estimate is better than the Li-Yau-Davies estimate (1.3) for β = βH(t)
for all time. However, note that βH(t) < βm(t) and
(1.20) γm(t) < γH(t)
when t is large enough. So, when t is large enough, the Li-Yau-Davies
estimate (1.3) is better than (1.4). More precisely, let tH > 0 be the
intersection point of γm(t) and γH(t). Then, when t ≥ tH , since βm(t) ≥
βH(t) and γH(t) ≥ γm(t), Li-Yau-Davies estimate (1.3) is better than
Hamilton’s estimate (1.4), and when t < tH , since γm(t) > γH(t),
Hamilton’s estimate (1.4) is better than the Li-Yau-Davies estimate
(1.3) with β ≤ βH(t). However, for t < tH , Hamilton’s estimate (1.4)
is not better than the Li-Yau-Davies estimate (1.3) with β ∈ (βH(t), 1)
although it is sharp in leading term as t→ 0+.
For Bakry-Qian’s estimate (1.5), since γBQ(t) < γm(t) for any t > 0,
Bakry-Qian’s estimate (1.5) is better than the Li-Yau-Davies estimate
(1.3) with β ≤ βBQ(t) for any t > 0. Moreover, since βBQ(t) > βH(t)
and γBQ(t) < γH(t) for any t > 0, Bakry-Qian’s estimate (1.5) is better
than Hamilton’s estimate (1.4).
For Li-Xu’s estimate (1.6), let tLX be the intersection point of γLX(t)
and γm(t). Then, when t ≤ tLX , Li-Xu’s estimate is better than the
Li-Yau-Davies estimate for β ≤ βLX(t) since γm(t) ≥ γLX(t) for t ≤
tLX . When t > tLX , since βm(t) < βLX(t) (see Proposition 4.2 in the
Appendix) and
γLYD(βLX(t), t) > γLX(t) > γm(t).
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Let β−(t) < βm(t) < β+(t) be such that
(1.21) γLYD(β+(t), t) = γLYD(β−(t), t) = γLX(t).
Then, Li-Xu’s estimate (1.6) is better than the Li-Yau-Davies estimate
(1.3) for β ∈ (0, β−(t)] ∪ [β+(t), βLX(t)] at each time t > tLX .
For the comparison of Li-Xu’s estimate (1.6) and Bakry-Qian’s esti-
mate (1.5), although one has βBQ(t) < βLX(t) for any t > 0, one can
not conclude that Li-Xu’s estimate (1.6) is better than Bakry-Qian’s
estimate (1.5) when t is large enough, since
(1.22) lim
t→∞
γBQ(t) =
nk
4
<
nk
2
= lim
t→∞
γLX(t).
Moreover, since βH(t) < βLX(t) and γH(t) > γLX(t) for any t > 0 (see
Proposition 4.1 in the Appendix), Li-Xu’s estimate (1.6) is better than
Hamilton’s estimate (1.4).
In summary, Hamilton’s estimate (1.4), Bakry-Qian’s estimate (1.5)
and Li-Xu’s estimate (1.6) are better than the Li-Yau-Davies estimate
(1.3) only for certain range of t and certain range of β. Bakry-Qian’s
(1.5) and Li-Xu’s (1.6) estimates are both better than Hamilton’s es-
timate (1.4).
Motivated by the comparisons above, we introduce the following no-
tion of Li-Yau multiplier set. Let (Mn, g) be a complete Riemannian
manifold and
(1.23) P(M, g) = {u ∈ C∞(R+ ×M) | u > 0 and ut −∆gu = 0}.
For x ∈M and u ∈ P(M, g), define the Li-Yau multiplier set of u at x
as
(1.24)
S(u, x) = {(t, β, γ) ∈ R+×[0,+∞)×R | [β‖∇ log u‖2−(log u)t](t, x) ≤ γ},
and the Li-Yau multiplier set of u at x and time t as
(1.25) St(u, x) = {(β, γ) ∈ [0,+∞)× R |(t, β, γ) ∈ S(u, x)}.
Moreover, we define the Li-Yau multiplier set of (M, g) at x as
(1.26) S(M, g, x) =
⋂
u∈P(M,g)
S(u, x),
the Li-Yau multiplier set of (M, g) at x and time t as
(1.27) St(M, g, x) =
⋂
u∈P(M,g)
St(u, x),
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the Li-Yau multiplier set of (M, g) as
(1.28) S(M, g) =
⋂
x∈M
S(M, g, x),
and the Li-Yau multiplier set of (M, g) at time t as
(1.29) St(M, g) =
⋂
x∈M
St(M, g, x).
A key observation of the Li-Yau multiplier set is as follows:
Theorem 1.1. Let (Mn, g) be a complete Riemannian manifold with
Ricci curvature bounded from below and H(t, x, y) be its heat kernel.
Then,
(1.30) S(M, g, x) =
⋂
y∈M
S(H(·, ·, y), x).
In other words, (t, β, γ) ∈ S(M, g, x) if and only if
(1.31)
[
β‖∇x logH‖2 − (logH)t
]
(t, x, y) ≤ γ
for any y ∈M . As a consequence,
(1.32) S(M, g) =
⋂
x,y∈M
S(H(·, ·, y), x).
In other words, (t, β, γ) ∈ S(M, g) if and only if
(1.33)
[
β‖∇x logH‖2 − (logH)t
]
(t, x, y) ≤ γ
for any x, y ∈M .
This observation tells us that to check if a triple (t, β, γ) belongs to
S(M, g), one only need to check if
(1.34) β‖∇ log u‖2 − (log u)t ≤ γ
is true for the heat kernel. This highly simplifies the computation of
S(M, g).
By using the expression
(1.35) H(t, x, y) = (4pit)−
n
2 e−
‖x−y‖2
4t
of heat kernel on the Euclidean space Rn with standard metric gE, it
is not hard to see that
(1.36) S(Rn, gE) =
{
(t, β, γ) | t > 0, β ∈ [0, 1], and γ ≥ n
2t
}
.
The Li-Yau estimate (1.2) is equivalent to that
(1.37) S(Mn, g) ⊃ S(Rn, gE)
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for any complete Riemannian manifold (Mn, g) with nonnegative Ricci
curvature. Motivated by this, one may reformulate the problem of
finding sharp Li-Yau type gradient estimate as follows: Let Mnκ be the
space form of dimension n with constant sectional curvature κ and with
standard metric gκ. Do we have
(1.38) S(Mn, g) ⊃ S(Mnκ , gκ)
for any complete Riemannian manifold (Mn, g) with Ricci curvature
not less than (n−1)κ? Laying aside the problem, one still has another
problem of finding S(Mnκ , gκ) for κ 6= 0. Motivated by the work [10] of
Davies and Mandouvalos, we will discuss this problem with κ = −1 in
this paper.
More precisely, letKn(t, r(x, y)) be the heat kernel of the n-dimensional
hyperbolic space, then by using the recurrence relation:
(1.39) Kn+2 = − e
−nt
2pi sinh r
∂rKn,
we are able to show the following Li-Yau type gradient estimate on
hyperbolic space of odd dimension.
Theorem 1.2. Let (Mn, g) be an odd dimensional complete Riemann-
ian manifold with constant sectional curvature −1. Then(
t, β,
n
2t
+
(n− 1)2
4(1− β)
)
∈ S(M, g),
for any t > 0 and β ∈ [0, 1). In other words,
(1.40) β‖∇ log u‖2 − (log u)t ≤ n
2t
+
(n− 1)2
4(1− β)
for any β ∈ [0, 1) and any positive solution u of the heat equation on
(M, g).
This estimate is sharp in leading term as t→ 0+ and sharp as t→∞
for hyperbolic spaces.
For hyperbolic space of even dimension, by using the recurrence re-
lation:
(1.41) Kn(t, r) =
√
2e
(2n−1)t
4
∫ ∞
r
Kn+1(t, ρ) sinh ρ
(cosh ρ− cosh r) 12 dρ.
we are only able to obtain a weaker conclusion:
Theorem 1.3. Let (Mn, g) be an even dimensional complete Riemann-
ian manifold with constant sectional curvature −1. Then(
t, β,
n + 1
2t
+
(n− 1)2
4(1− β)
)
∈ S(M, g),
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for any t > 0 and β ∈ [0, 1). In other words,
(1.42) β‖∇ logu‖2 − (log u)t ≤ n + 1
2t
+
(n− 1)2
4(1− β)
for any β ∈ [0, 1) and any positive solution u of the heat equation on
(M, g).
This estimate is better than the Li-Yau-Davies estimate for large t,
although it is not sharp in leading term as t → 0+. In fact, for the
hyperbolic plane H2 (see Proposition 4.3 in the Appendix),
(1.43) − (logK2)t(t, 0) > 1
t
+
1
4
.
So, we can not expect the same conclusion as in Theorem 1.2 holds on
the hyperbolic plane.
It is not hard to see that St1(M, g) ⊂ St2(M, g) for any 0 < t1 < t2
(see (6) of Proposition 2.2). So, we define the Li-Yau multiplier set at
time infinity as
(1.44) S∞(M, g) = ∪t>0St(M, g).
By (1.36), it is clear that
(1.45) S∞(R
n, gE) = [0, 1]× R+.
A direct corollary of Theorem 1.2 and Theorem 1.3 is as follows.
Corollary 1.1. Let (Mn, g) be a complete Riemannian manifold with
constant sectional curvature −1. Then,
S∞(M, g) ⊃
{
(β, γ)
∣∣∣∣∣β ∈ [0, 1) and γ > (n− 1)
2
4(1− β)
}
.
Finally, by a standard argument as in [16], we have the following
sharp Harnack inequality.
Theorem 1.4. (1) Let (Mn, g) be an odd dimensional complete
Riemannian manifold with constant sectional curvature −1 and
u be a positive solution to the heat equation on M . Then, for
any x1, x2 ∈M and 0 < t1 < t2,
u(x1, t1) ≤
(
t2
t1
)n
2
exp
(
r2(x1, x2)
4(t2 − t1) +
(n− 1)2
4
(t2 − t1) + n− 1
2
r(x1, x2)
)
u(x2, t2).
(2) Let (Mn, g) be an even dimensional complete Riemannian man-
ifold with constant sectional curvature −1 and u be a positive
Li-Yau type gradient estimate 9
solution to the heat equation on M . Then, for any x1, x2 ∈ M
and 0 < t1 < t2,
u(x1, t1) ≤
(
t2
t1
)n+1
2
exp
(
r2(x1, x2)
4(t2 − t1) +
(n− 1)2
4
(t2 − t1) + n− 1
2
r(x1, x2)
)
u(x2, t2).
Here r(x1, x2) means the distance between x1 and x2.
The recurrence relations (1.39) and (1.41) were proved in [10] by
using Selberg’s transform. For a simple direct proof and some similar
recurrence relations on spheres, see [25].
The rest of this paper is organized as follows. In Section 2, we
introduce some elementary properties of Li-Yau multiplier sets and
prove Theorem 1.1. In section 3, we prove Theorem 1.2, Theorem 1.3
and Theorem 1.4. In Section 4, the Appendix, we give the calculations
for comparison of Li-Xu’s estimate (1.6) with Hamilton’s estimate (1.4)
and for comparison of Li-Xu’s estimate (1.6) with the Li-Yau-Davies
estimate (1.3), and show (1.43).
2. Li-Yau multiplier set
In this section, we give some simple properties of Li-Yau multiplier
sets and prove Theorem 1.1.
First of all, we have the following elementary properties:
Proposition 2.1. Let (Mn, g) be a complete Riemannian manifold and
u, v ∈ P(M, g). Then,
(1) S(u, x) is a closed subset of (0,+∞)× [0,∞)× R.
(2) St(u, x) is convex.
(3) if (β, γ) ∈ St(u, x), then [0, β]× [γ,+∞) ⊂ St(u, x).
(4) S(u+ v, x) ⊃ S(u, x) ∩ S(v, x).
Proof. The properties (1)–(3) are straight forward from definition. We
only need to prove (4).
Let (t, β, γ) ∈ S(u, x) ∩ S(v, x). Then, at (t, x),
β‖∇ log(u+ v)‖2 − (log(u+ v))t
=
(β‖∇ log u‖2 − (log u)t)u2 + (β‖∇ log v‖2 − (log v)t)v2 + 2β〈∇u,∇v〉 − utv − uvt
(u+ v)2
≤γu
2 + γv2 + (2β〈∇ logu,∇ log v〉 − (log u)t − (log v)t)uv
(u+ v)2
≤γu
2 + γv2 + (β‖∇ logu‖2 − (log u)t + β‖∇ log v‖2 − (log v)t)uv
(u+ v)2
≤γ.
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So, (t, β, γ) ∈ S(u+ v, x). 
We also have the following elementary properties for the Li-Yau mul-
tiplier set of a complete Riemannian manifold.
Proposition 2.2. Let (Mn, g) be a complete Riemannian manifold.
Then,
(1) S(M, g, x) and S(M, g) are closed in (0,∞)× [0,∞)× R.
(2) S(M, g, x) and S(M, g) are convex.
(3) If (β, γ) ∈ St(M, g, x), then [0, β]× [γ,+∞) ⊂ St(M, g, x). As
a consequence, if (β, γ) ∈ St(M, g), then [0, β] × [γ,+∞) ⊂
St(M, g).
(4) Let ϕ be an isometric transformation of (M, g), then S(M, g, x) =
S(M, g, ϕ(x)). As a consequence, if (M, g) is homogeneous,
then S(M, g) = S(M, g, x) for any x ∈M .
(5) Let (N, h) be another complete Riemannian manifold, and ϕ :
M → N be a local isometry. Then S(M, g, x) ⊂ S(N, h, ϕ(x))
for any x ∈M . As a consequence, S(M, g) ⊂ S(N, h).
(6) St1(M, g, x) ⊂ St2(M, g, x) when 0 < t1 < t2, for any x ∈ M .
As a consequence, St1(M, g) ⊂ St2(M, g) when 0 < t1 < t2.
(7)
⋂
τ>t Sτ (M, g, x) = St(M, g, x) for any x ∈ M and t > 0. As a
consequence, St(M, g) = ∩τ>tSτ (M, g).
(8) Let λ be a positive constant. Then, (t, β, γ) ∈ S(M,λ2g, x)
if and only if (λ−2t, β, λ2γ) ∈ S(M, g, x). As a consequence,
(t, β, γ) ∈ S(M,λ2g) if and only if (λ−2t, β, λ2γ) ∈ S(M, g).
(9) Let (N, h) be another complete Riemannian manifold. Then,
S(M×N, g×h, (x, y)) ⊂ S(M, g, x) for any x ∈M and y ∈ N .
As a consequence, S(M ×N, g × h) ⊂ S(M, g).
(10) Let (t, β, γ) ∈ S(M, g, x) and further assume that the Ricci cur-
vature of (M, g) is bounded from below. Then, for any positive
solution u ∈ C∞([0, t]×M) of the heat equation on M ,
(2.1) [β‖∇ log u‖2 − (log u)t](t, x) ≤ γ.
Proof. The statements (1)–(3) are clearly true by definition. We only
give the proofs of (4)–(10).
(4) For any (t, β, γ) ∈ S(M, g, x) and u ∈ P(M, g), since ϕ is an
isometry, ϕ∗u ∈ P(M, g),[
β‖∇ log u‖2 − (log u)t
]
(t, ϕ(x)) =
[
β‖∇ logϕ∗u‖2 − (logϕ∗u)t
]
(t, x) ≤ γ.
This means that S(M, g, x) ⊂ S(M, g, ϕ(x)). By applying this
to ϕ−1, we obtain the conclusion.
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(5) The proof is the same as that of (4). Because a local isometry of
complete Riemannian manifolds must be surjective, we obtain
the consequence that S(M, g) ⊂ S(N, h).
(6) Let (β, γ) ∈ St1(M, g, x) and u ∈ P(M, g). Let v(t, x) = u(t +
t2 − t1, x). It is clear that v ∈ P(M, g). So
[β‖∇ log u‖2 − (log u)t](t2, x) = [β‖∇ log v‖2 − (log v)t](t1, x) ≤ γ
which means that (β, γ) ∈ St2(M, g, x). So, St1(M, g) ⊂ St2(M, g).
(7) Let (β, γ) ∈ ⋂τ>t Sτ (M, g, x). Then, for any u ∈ P(M, g),
(2.2) [β‖∇ logu‖2 − (log u)t](τ, x) ≤ γ
for any τ > t. Setting τ → t+, we have
(2.3) [β‖∇ log u‖2 − (log u)t](t, x) ≤ γ.
So (β, γ) ∈ St(M, g, x). Combining this and (6), we get the
conclusion.
(8) Let (t, β, γ) ∈ S(M,λ2g, x). For any u ∈ P(M, g), let v(t, x) =
u(λ−2t, x). Then, v ∈ P(M,λ2g). So,
(2.4) [β‖∇λ2g log v‖2 − (log v)t](t, x) ≤ γ.
This implies that
(2.5) [β‖∇ logu‖2 − (log u)t](λ−2t, x) ≤ λ2γ.
So (λ−2t, β, λ2γ) ∈ S(M, g, x). The converse can be proved
similarly.
(9) For any (t, β, γ) ∈ S(M × N, g × h, (x, y)) and u ∈ P(M, g, x).
Let v(t, x, y) = u(t, x). Then v ∈ P(M ×N, g × h). So
[β‖∇ logu‖2 − (log u)t](t, x) = [β‖∇ log v‖2 − (log v)t](t, x, y) ≤ γ,
and hence (t, β, γ) ∈ S(M, g).
(10) When M is compact, the conclusion is clear. When M is non-
compact, let Ω1 ⊂⊂ Ω2 ⊂⊂ · · · ⊂⊂ Ωk ⊂⊂ · · · be a se-
quence of domains exhausts M and ηk be a smooth function
on M with suppηk ⊂ Ωk+1, 0 ≤ ηk ≤ 1 and ηk|Ωk ≡ 1. Let
uk(t, x) be a bounded solution of the heat equation on M with
uk(0, x) = ηk(x)u(0, x). Then uk ∈ P(M, g) and uk → u as
k → ∞ smoothly by the uniqueness of nonnegative solutions
for heat equations when Ricci curvature of (M, g) is bounded
from below (see [11, 16]). So, for any (t, β, γ) ∈ S(M, g, x),
(2.6) [β‖∇ loguk‖2 − (log uk)t](t, x) ≤ γ.
By setting k →∞ in the last inequality, we get the conclusion.

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Next, we come to prove Theorem 1.1.
Proof of Theorem 1.1. Since H(·, ·, y) ∈ P(M, g) for any y ∈ M , we
only need to show that S(H(·, ·, y), x) ⊂ S(u, x) for any u ∈ P(M, g)
that is smooth up to t = 0 by using the trick in the proof of (6) in
Proposition 2.2. Moreover, by using the trick in the proof of (10) in
Proposition 2.2, we only need to show that S(H(·, ·, y), x) ⊂ S(u, x)
for any u ∈ P(M, g) that is smooth up to t = 0 and u(0, x) = f(x) is
of compact support. Then,u(t, x) =
∫
M
H(t, x, y)f(y)dy by uniqueness
of positive solutions of the heat equations (see [11, 16]). So, for any
(t, β, γ) ∈ ⋂y∈M S(H(·, ·, y), x), we have that, at (t, x),
β‖∇ log u‖2 − (log u)t
=
(∫
M
H(t, x, y)f(y)dy
)−2(
β
∫
M
∫
M
〈∇xH(t, x, y),∇xH(t, x, z)〉f(y)f(z)dydz−
∫
M
∫
M
Ht(t, x, y)H(t, x, z)f(y)f(z)dydz
)
=
1
2
(∫
M
H(t, x, y)f(y)dy
)−2(
2β
∫
M
∫
M
〈∇xH(t, x, y),∇xH(t, x, z)〉f(y)f(z)dydz
−
∫
M
∫
M
(Ht(t, x, y)H(t, x, z) +H(t, x, y)Ht(t, x, z))f(y)f(z)dydz
)
=
1
2
(∫
M
H(t, x, y)f(y)dy
)−2
×(
2β
∫
M
∫
M
〈∇x logH(t, x, y),∇x logH(t, x, z)〉H(t, x, y)H(t, x, z)f(y)f(z)dydz
−
∫
M
∫
M
((logH(t, x, y))t + (logH(t, x, z))t)H(t, x, y)H(t, x, z)f(y)f(z)dydz
)
≤1
2
(∫
M
H(t, x, y)f(y)dy
)−2
×(
β
∫
M
∫
M
(‖∇x logH(t, x, y)‖2 + ‖∇x logH(t, x, z)‖2)H(t, x, y)H(t, x, z)f(y)f(z)dydz
−
∫
M
∫
M
((logH(t, x, y))t + (logH(t, x, z))t)H(t, x, y)H(t, x, z)f(y)f(z)dydz
)
≤γ.
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This completes the proof of the theorem. 
Similarly as in the fundamental work of Li-Yau [16], one has the
following relation of Li-Yau multiplier set and Harnack inequality for
positive solution of heat equation by the same argument as in [16] (see
also [15]).
Proposition 2.3. Let (Mn, g) be a complete Riemannian manifold and
let (t, β(t), γ(t)) with t ∈ (a, b] be a curve in S(M, g) where 0 ≤ a < b.
Then, for any u ∈ P(M, g), a < t1 < t2 ≤ b and x1, x2 ∈M ,
(2.7) u(x1, t1) ≤ u(x2, t2) exp
(
r2(x1, x2)
4(t2 − t1)2
∫ t2
t1
1
β(t)
dt+
∫ t2
t1
γ(t)dt
)
.
3. Optimal Li-Yau type gradient estimate on hyperbolic
spaces
The strategy for proving Theorem 1.2 and Theorem 1.3 is similar
with that of [10]. We first prove Theorem 1.2 using the recurrence re-
lation (1.39). Then prove Theorem 1.3 by using the recurrence relation
(1.41).
The same as in [10], we write the heat kernel Kn of H
n as
(3.1) Kn(t, r) = (4pit)
−n
2 e−
(n−1)2
4
t− r2
4t αn(t, r).
Then, by (1.39), αn(t, r) satisfies the following recursive identity:
(3.2) αn =
r
sinh r
αn−2 − 2t
sinh r
∂αn−2
∂r
.
Moreover, α1 = 1 and α3 =
r
sinh r
. Let f1 =
r
sinh r
and σ = cosh r. Then,
by (3.2),
(3.3) αn = f1αn−2 − 2t∂αn−2
∂σ
.
As mentioned in [10], by induction, it is not hard to see that
(3.4) α2m+1 =
m−1∑
i=0
tiPm,i(f1, f2, · · · , fm)
with Pm,0(T1, T2, · · · , Tm) = Tm1 and Pm,m−1(T1, T2, · · · , Tm) = 2m−1Tm,
where
fm+1 = −dfm
dσ
= − 1
sinh r
dfm
dr
form = 1, 2, · · · . Here Pm,i(T1, T2, · · · , Tm)’s are polynomials with non-
negative coefficients. As mentioned in [10], by that α2m+1 is positive,
fm is decreasing and positive. By making more detailed analysis on
α2m+1 and fm, we have the following results which will be used later.
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Proposition 3.1. Let qm =
fm+1
fm
for m = 1, 2, · · · . Then
(1) qm(0) =
m2
2m+1
for m = 1, 2, · · · ;
(2) limr→∞ qm(r) cosh r = m for m = 1, 2, · · · ;
(3) qm(r) cosh r ≤ m and as a consequence 0 ≤ (− log fm)r ≤ m
for m = 1, 2, · · · ;
(4) 0 ≤ cosh r(qm+1(r) − qm(r)) ≤ 1 and as a consequence, 0 ≤
−(log qm)r ≤ 1 for m = 1, 2, · · · ;
(5) Pm,i(T1, T2, · · · , Tm) is a homogenous polynomial of degree m−i
for m = 1, 2, · · · and i = 0, 1, · · · , m− 1;
(6) Pm,i(T1, T2, · · · , Tm) is a weighted homogenous polynomial of
degree m with nonnegative coefficients for m = 1, 2, · · · and
i = 0, 1, 2, · · · , m − 1, when counting the degree of Tj as j for
j = 1, 2, · · · , m.
Proof. By taking derivative to f1 sinh r = r with respect to r, one has
(3.5) σf1 − (σ2 − 1)f2 = 1.
Taking mth derivative to the last equality with respect to σ, we have
(3.6) m2fm − (2m+ 1)σfm+1 + (σ2 − 1)fm+2 = 0
for any m = 1, 2, · · · .
(1) Let σ = 1, i.e. r = 0 in (3.6). We have
(3.7) m2fm(0) = (2m+ 1)fm+1(0).
So qm(0) =
m2
2m+1
.
(2) By the expression of f1, it is clear that
(3.8) lim
r→∞
cosh r
r
f1 = 1.
Then, by (3.5),
(3.9) lim
r→∞
cosh2 r
r
f2 = 1.
By (3.6) and induction, limr→∞
coshm rfm
r
= am exists. Moreover,
(3.10) m2am − (2m+ 1)am+1 + am+2 = 0
with a1 = a2 = 1. By (3.10),
(3.11) m(mam − am+1) = (m+ 1)am+1 − am+2.
So, we have mam − am+1 = 0 for any m = 1, 2, · · · . This implies that
(3.12) lim
r→∞
qm(r) cosh r = m.
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(3) By (3.6),
m(mfm − σfm+1)− σ((m+ 1)fm+1 − σfm+2) = fm+2 > 0.(3.13)
Moreover
(3.14) (mfm − σfm+1)σ = −((m+ 1)fm+1 − σfm+2).
Substituting this into the last inequality, we have
(3.15) m(mfm − σfm+1) + σ(mfm − σfm+1)σ > 0.
This implies that
(3.16) (σm(mfm − σfm+1))σ > 0.
Therefore, by (1),
(3.17)
σm(mfm−σfm+1) ≥ (mfm−σfm+1)|σ=1 = fm(0)(m−qm(0)) = m
2 +m
2m+ 1
fm(0) > 0.
Furthermore,
(3.18)
(fm)r+mfm = − sinh rfm+1+mfm ≥ − cosh rfm+1+mfm = fm(m−cosh rqm) ≥ 0.
So, 0 ≤ (− log fm)r ≤ m by that fm is decreasing.
(4) By (3.6),
m2 − (2m+ 1)σqm + (σ2 − 1)qmqm+1 = 0(3.19)
and
(3.20) (m+ 1)2 − (2m+ 3)σqm+1 + (σ2 − 1)qm+1qm+2 = 0.
Taking subtraction of the last two equalities, we have
qm+1(qm − qm+2) =2m+ 1− 2σqm
σ2 − 1 +
(2m+ 3)σ
σ2 − 1 (qm − qm+1)
>
(2m+ 3)σ
σ2 − 1 (qm − qm+1)
(3.21)
where we have used (3) in the last inequality. Then,
(qm − qm+1)σ =q2m − q2m+1 − qm+1(qm − qm+2)
<
(
qm + qm+1 − (2m+ 3)σ
σ2 − 1
)
(qm − qm+1).
(3.22)
So,
(3.23)
(
(σ2 − 1) 2m+32 e−Qm−Qm+1(qm − qm+1)
)
σ
< 0
where Qm =
∫
qmdσ. This implies that qm − qm+1 ≤ 0.
16 Yu & Zhao
Furthermore, taking substraction of (3.20) and (3.19), one has
(2m+ 1)(1 + σ(qm − qm+1))
=
σ2 − 1
σ
qm+1
(
2σ2
σ2 − 1 + σ(qm − qm+2)
)
≥σ
2 − 1
σ
qm+1[(1 + σ(qm − qm+1)) + (1 + σ(qm+1 − qm+2))]
(3.24)
So
(3.25)
qm+1[1 + σ(qm+1 − qm+2)] ≤
(
(2m+ 1)σ
σ2 − 1 − qm+1
)
(1 + σ(qm − qm+1)).
Then,
[1 + σ(qm − qm+1)]σ
=(qm − qm+1) + σ(qm(qm − qm+1)− qm+1(qm+1 − qm+2))
=qm(1 + σ(qm − qm+1))− qm+1(1 + σ(qm+1 − qm+2))
≥
(
qm + qm+1 − (2m+ 1)σ
σ2 − 1
)
(1 + σ(qm − qm+1)).
(3.26)
Similarly as before, this implies that
(3.27) 1 + σ(qm − qm+1) ≥ 0.
Moreover, note that (qm)σ = qm(qm − qm+1) ≤ 0. So, qm is decreasing.
Furthermore,
(qm)r + qm = sinh r(qm)σ + qm
=[sinh r(qm − qm+1) + 1]qm
≥[cosh r(qm − qm+1) + 1]qm
≥0.
(3.28)
So 0 ≤ −(log qm)r ≤ 1.
(5) By (3.3) and (3.4),
(3.29) Pm+1,i = T1Pm,i + 2
m∑
j=1
∂Pm,i−1
∂Tj
Tj+1
for i = 0, 1, · · · , m. Here, we take Pm,−1 = Pm,m = 0. The conclusion
follows by induction on m and (3.29).
(6) The conclusion follows by induction on m and (3.29).

By the analysis of fm in Proposition 3.1, we have the following esti-
mates of αn.
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Proposition 3.2. (1) For m = 1, 2, · · · ,
(3.30) 0 ≤ (logα2m+1)t ≤ m− 1
t
for all t > 0. Hence
(3.31) lim
t→∞
(logα2m+1)t = 0
uniformly for r ≥ 0.
(2) For m = 1, 2, · · · , 0 ≤ −(logα2m+1)r ≤ m and
lim
r→∞
−(logα2m+1)r = m
uniformly for t > 0.
(3) For m = 1, 2, · · · ,
(3.32) 0 ≤ − (logα2m)r ≤ m−
1
2
.
Proof. (1) By the expression (3.4),
(3.33) 0 ≤ (logα2m+1)t =
∑m−1
i=1 it
i−1Pm,i(f1, f2, · · · , fm)∑m−1
i=0 t
iPm,i(f1, f2, · · · , fm)
≤ m− 1
t
.
(2) Since fm is decreasing form = 1, 2, · · · , by (3.4), α2m+1 is decreasing
with respect to r. So −(logα2m+1)r ≥ 0. On the other hand, by (6) of
Proposition 3.1, suppose that
(3.34)
Pm,i(f1, f2, · · · , fm) =
∑
j1, j2, · · · , jm ≥ 0
j1 + 2j2 + · · ·+mjm = m
am,j1,j2,··· ,jmf
j1
1 f
j2
2 · · · f jmm
with am,j1,j2,··· ,jm ≥ 0. Then
(α2m+1)r +mα2m+1
=
m−1∑
i=0
ti[(Pm,i(f1, f2, · · · , fm))r +mPm,i(f1, f2, · · · , fm)]
=
m−1∑
i=0
ti
∑
j1, j2, · · · , jm ≥ 0
j1 + 2j2 + · · ·+mjm = m
am,j1,j2,··· ,jm[(f
j1
1 f
j2
2 · · · f jmm )r +mf j11 f j22 · · · f jmm ]
=
m−1∑
i=0
ti
∑
j1, j2, · · · , jm ≥ 0
j1 + 2j2 + · · ·+mjm = m
am,j1,j2,··· ,jmf
j1
1 f
j2
2 · · · f jmm
m∑
k=1
jk (k + (log fk)r)
≥0
(3.35)
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by (3) of Proposition 3.1. So, −(logα2m+1)r ≤ m. Moreover, note that
−(f
j1
1 f
j2
2 · · · f jmm )r
f j11 f
j2
2 · · · f jmm
=j1q1 sinh r + j2q2 sinh r + · · ·+ jmqm sinh r
→j1 + 2j2 + · · ·+mjm
(3.36)
as r → ∞, by (2) of Proposition 3.1. From this, (3.4) and (6) of
Proposition 3.1, we get the conclusion.
(3) By (1.41),
α2m(t, r) =
√
2
(4pit)
1
2
∫ ∞
r
α2m+1(t, s)e
− s2−r2
4t sinh s√
cosh s− cosh r ds
=
1
(8pit)
1
2
∫ ∞
0
α2m+1(t, s)e
− x
4t/f1(s)√
cosh s− cosh r dx
(3.37)
where s =
√
x+ r2. By that qm is decreasing and the expression (3.4),
α2m+1(t, s)/f1(s) is decreasing on r. Combining this with Lemma 3.1,
we know that α2m(t, r) is decreasing with respect to r.
Furthermore, by (4) of Proposition 3.1,
(3.38) 0 ≤ −
(
log
fm
f1
)
r
≤ m− 1
for m = 1, 2, · · · . From this and using the same argument as in the
proof (2), we have
(3.39) − [log(α2m+1(t, s)/f1(s))]s ≤ m− 1.
Therefore,
(3.40)
− [log(α2m+1(t, s)/f1(s))]r = −[log(α2m+1(t, s)/f1(s))]s r
s
≤ m− 1.
Then, by Lemma 3.1, we know that
(3.41) − [log(α2m+1(t, s)(cosh s− cosh r)− 12/f1(s))]r ≤ m− 1
2
.
From this and the expression (3.37) of α2m, we get the conclusion.

In the proof of Proposition 3.2, we need the following lemma.
Lemma 3.1. For any positive constant a
0 ≤
[
log
(
cosh
√
a2 + r2 − cosh r
)]
r
≤ 1.
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Proof. Note that
(3.42)
(
cosh
√
a2 + r2 − cosh r
)
r
= r
(
sinh
√
a2 + r2√
a2 + r2
− sinh r
r
)
≥ 0
by that sinhx
x
is an increasing function. So,
(3.43)
[
log
(
cosh
√
a2 + r2 − cosh r
)]
r
≥ 0.
Moreover, to show that
(3.44)
[
log
(
cosh
√
a2 + r2 − cosh r
)]
r
≤ 1
it is equivalent to show that
(3.45) F (ρ, r) := ρ(cosh ρ− cosh r)− (r sinh ρ− ρ sinh r) ≥ 0
where ρ =
√
a2 + r2 ≥ r. Note that
(3.46) ∂ρF = ρ sinh ρ+ cosh ρ− r cosh ρ− cosh r + sinh r
and
(3.47) ∂2ρF = 2 sinh ρ+ ρ cosh ρ− r sinh ρ > 0
for ρ ≥ r. Hence
(3.48) ∂ρF (ρ, r) ≥ ∂ρF (r, r) = (1 + r) sinh r − r cosh r.
Moreover
(3.49) [∂ρF (r, r)]r = r cosh r + sinh r − r sinh r ≥ 0.
So,
(3.50) ∂ρF (ρ, r) ≥ ∂ρF (r, r) ≥ ∂ρF (0, 0) = 0.
Hence
(3.51) F (ρ, r) ≥ F (r, r) = 0.
This completes the proof of the lemma. 
We are now ready to prove our main results.
Proof of Theorem 1.2. By (5) of Proposition 2.2, we only need to prove
the theorem for hyperbolic spaces. By (3.1)
(3.52) logKn = −n
2
log(4pit)− (n− 1)
2
4
t− r
2
4t
+ logαn.
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Then, by (1) and (2) of Proposition 3.2,
β‖∇ logKn‖2 − (logKn)t
=β
(
− r
2t
+ (logαn)r
)2
+
n
2t
+
(n− 1)2
4
− r
2
4t2
− (logαn)t
=− (1− β)
(
r
2t
+
β
1− β (logαn)r
)2
+
β
1− β (− logαn)
2
r +
(n− 1)2
4
+
n
2t
− (logαn)t
≤ n
2t
+
(n− 1)2
4(1− β) .
(3.53)

Remark 3.1. By the asymptotic behaviors in (1) and (2) of Proposition
3.2, we know that (3.53) is asymptotically sharp as t and r tending to
infinity for hyperbolic spaces.
Proof of Theorem 1.2. By (5) of Proposition 2.2, we only need to prove
the theorem for hyperbolic spaces. By (3.1)
(3.54) logKn = −n + 1
2
log(4pit)− (n− 1)
2
4
t− r
2
4t
+ log((4pit)
1
2αn).
By (3.37) and (1) of Proposition 3.2,
(3.55)
[
log((4pit)
1
2αn)
]
t
≥ 0.
Then, by (3) of Proposition 3.2,
β‖∇ logKn‖2 − (logKn)t
=β
(
− r
2t
+ (log((4pit)
1
2αn))r
)2
+
n + 1
2t
+
(n− 1)2
4
− r
2
4t2
− (log(4pit) 12αn)t
≤− (1− β)
(
r
2t
+
β
1− β (logαn)r
)2
+
β
1− β (− logαn)
2
r +
(n− 1)2
4
+
n+ 1
2t
≤n+ 1
2t
+
(n− 1)2
4(1− β) .
(3.56)

Remark 3.2. The difference of the odd dimensional case and even di-
mensional case in our argument is that αn is not increasing with respect
to t when n is even. In fact, one can see that α2 is decreasing with
respect to t (see Proposition 4.3 in the Appendix.).
By applying Proposition 2.3, we are able to prove Theorem 1.4.
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Proof of Theorem 1.4. We only need to prove the odd dimensional case.
The proof of the even dimensional case is similar.
By Proposition 2.3 and Theorem 1.2, we have
(3.57)
u(x1, t1) ≤
(
t2
t1
)n
2
exp
(
r2(x1, x2)
4β(t2 − t1) +
(n− 1)2(t2 − t1)
4(1− β)
)
u(x2, t2)
for any constant β ∈ (0, 1). Let β = 1
1+
(n−1)(t2−t1)
r(x1,x2)
which is the minimum
point of r
2(x1,x2)
4β(t2−t1) +
(n−1)2(t2−t1)
4(1−β) . We get the conclusion. 
4. Appendix
In this appendix, we give the details in the comparisons of Li-Xu’s
estimate (1.6) with the Li-Yau-Davies estimate (1.3) and with Hamil-
ton’s estimate (1.4) respectively which are not that obvious comparing
to the other comparisons of estimates in Section 1. Moreover, we will
show that α2 is deceasing with respect to t.
We first compare Li-Xu’s estimate (1.6) and Hamilton’s estimate
(1.4).
Proposition 4.1. For any x ≥ 0,
x(coth x+ 1)
1 + sinhx coshx−x
sinh2 x
≤ e2x
and
1 +
sinh x cosh x− x
sinh2 x
≤ e2x.
As a consequence, Li-Xu’s estimate (1.6) is better than Hamilton’s es-
timate (1.4) by letting x = kt.
Proof. Let β = 1
1+ sinhx cosh x−x
sinh2 x
. Then, it is clear that
x(coth x+ 1)
1 + sinhx cosh x−x
sinh2 x
=x
(
1
β
+
x
sinh2 x
)
β
=x+
x2
sinh2 x
β
≤1 + x
≤e2x.
(4.1)
For the other inequality, it is equivalent to
(4.2) f(x) = (e2x − 1) sinh2 x− cosh x sinh x+ x ≥ 0.
22 Yu & Zhao
Note that
(4.3) f ′(x) = 2(e2x − 1) sinh2 x+ 2(e2x − 1) sinh x cosh x ≥ 0.
So
(4.4) f(x) ≥ f(0) = 0.

Next, we come to the comparison of Li-Xu’s estimate (1.6) and the
Li-Yau-Davies estimate (1.3).
Proposition 4.2. Let β = 1
1+ sinhx cosh x−x
sinh2 x
. Then,
(1) x(coth x + 1)β < 1
β
+ x
2(1−β) for any x > 0. As a consequence,
γLYD(βLX(t), t) > γLX(t) for any t > 0 by setting x = kt.
(2) The graphs of the functions (1 +
√
x
2
)2 and x(coth(x) + 1)β
intersect at only one point xLX ≥ 8. As a consequence, the
graphs of the functions γm(t) and γLX(t) intersect at only one
point tLX =
xLX
k
.
(3) When x ≥ xLX , β > 1
1+
√
x
2
. As a consequence, βm(t) < βLX(t)
for t ≥ tLX .
Proof. (1) It is not hard to see that 1
2
≤ β ≤ 1. Then, the same as
in the proof of the last proposition, we have
(4.5) x(coth x+ 1)β ≤ 1 + x < 1
β
+
x
2(1− β) .
(2) The same as in the proof of the last proposition, we have
(4.6) x ≤ x(coth x+ 1)β ≤ x+ 1.
The graphs of (1+
√
x
2
)2 and x+1 intersect at x = 8 while the
graphs of (1 +
√
x
2
)2 and x intersect at x = 6 + 4
√
2. Hence,
the graphs of (1 +
√
x
2
)2 and x(coth x + 1)β must intersect at
some x ∈ [8, 6 + 4√2]. Moreover, note that
(4.7)
[(
1 +
√
x
2
)2]
x
≤ 3
4
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when x ≥ 8 while
[x(coth x+ 1)β]x
=
[
x+
x2
sinh2 x
β
]
x
=1 +
(
2x
sinh2 x
− 2x
2 cosh x
sinh3 x
)
β +
x2
sinh2 x
(
2
sinh2 x
− 2x cosh x
sinh3 x
)
β2
≥1− (2x
2 + 2x3) cosh x
sinh3 x
≥1− (4x
2 + 4x3)
sinh2 x
≥1− 4x+ 4x
2
sinh x
>
3
4
(4.8)
when x ≥ 8. Here we have used that 0 < β ≤ 1, x
sinhx
≤ 1 and
cosh x ≤ 2 sinh x for x ≥ 8. This gives us the conclusion.
(3) When x ≥ xLX ≥ 8,
(4.9)
√
x
2
sinh2 x−cosh x sinh x+x ≥ 2 sinh2 x−cosh x sinh x+x > 0
since 2 sinh x ≥ cosh x when x ≥ 8. This gives us the conclu-
sion.

Finally, we come to show that α2 is decreasing with respect to t.
Proposition 4.3. For the hyperbolic plane H2, (logα2)t < 0 and hence
(4.10) − (logK2)t(t, 0) > 1
t
+
1
4
.
Proof. By (3.37),
α2 =
√
2e
r2
4t√
4pit
∫ ∞
r
se−
s2
4t√
cosh s− cosh rds
=
1
2
√
2pi
∫ ∞
0
e−
x
4√
cosh(
√
tx+r2)−cosh r
t
dx
(4.11)
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where x = s
2−r2
t
. Note that
cosh(
√
tx+ r2)− cosh r
t
=
1
t
∞∑
i=1
(tx+ r2)i − r2i
(2i)!
=
x
2
+ a1(x, r)t+ a2(x, r)t
2 + · · ·
(4.12)
with a1(x, r), a2(x, r), · · · all positive numbers when x > 0, hence it is
strictly increasing. So, (α2)t < 0. Moreover, by (3.1), we have
(4.13) − (logK2)t(t, 0) = 1
t
+
1
4
− (logα2)t(t, 0) > 1
t
+
1
4
.

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