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Abstract
We deal with the support of graph Lie algebras and we characterize the set of independence
alphabets for which the noncommutative result can naturally be extended. We also provide an
algorithm which decides if an independence alphabet ful2lls the preceding condition. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
Free Lie algebras entered the realm of combinatorics on words (see chapter of Perrin
in [23]) spurred on by Sch<utzenberger probably as a result of his meeting with Lazard
in Poitiers. Since then, many papers have been produced on conjugacy [19], factoriza-
tions [29], Lyndon words [16], subwords [17] or shu@e [26]. Many applications can
be found in other sciences as systems and control theory [18], number theory [20],
noncommutative geometry [14] or physics [12].
A theorem of Ree [25] says that a polynomial is orthogonal to every Lie bracket
if and only if it is a linear combination of proper shu@es (i.e. u v with u; v =1)
[7]. Then, it is natural to wonder which words ful2ll the same orthogonality condition.
More precisely: what are the words which never appear in the expanded Lie polyno-
mials ? This question, addressed by Sch<utzenberger, has been solved in 1989 for the
noncommutative words [15]. Here, we deal with the same problem over traces (i.e. the
partially commutative words) [2,24,3] and the graph Lie algebra L (A; ) [9].
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The study of the set of traces which belong to a partially commutative Dynkin
polynomial allows us to de2ne a special set of traces called the simple support which
is the direct counterpart of the support established in the noncommutative case [15].
The aim of this work is to characterize the independence alphabets (A; ) for which
the support of L (A; ) is simple. We could remark that not all the graph Lie algebras
have such a support, particularly if the independence graph is A4 (the chain with four
vertices, using the convention of Coxeter groups). In fact, our main result is
Theorem. The subalgebra L (A; ) has a simple support if and only if the independence
graph of (A; ) has no subgraph isomorphic to A4.
The structure of the paper is the following.
In a 2rst part (Section 2), we recall the general material and some technical lemmas
that will be needed to prove our result. A second part (Section 3) is devoted to the
proof of the result itself. In the last part (Section 4) is given an algorithm to decide
whether an independence alphabet contains A4. To this end, we develop the notion of
folding.
2. Generalities
An independence alphabet [3] is a pair (A; ) where A is an alphabet and  an in-
dependence relation on A (i.e. a symmetric and antireKexive relation). These objects
form a category with morphisms corresponding to the diagonal extension. Formally,
such a morphism ’ from (A; A) into (B; B) is de2ned by the condition (a1; a2)∈ A ⇒
(’(a1); ’(a2))∈ B ∪LB. With every independence alphabet (A; ) and category C
(monoid, group, algebra with unit, Lie algebra) [11] is associated the free object
C (A; ).
The monoid M(A; ) is the quotient of A∗ by the congruence generated by the pairs
(ab; ba) with (a; b)∈  [3]. Its elements are called partially commutative words or
traces. The Z-algebra with unit Z〈A; 〉, whose elements are called partially commuta-
tive polynomials, is the algebra of the monoid M(A; ). Thus, a partially commutative
polynomial expresses uniquely
P =
∑
w∈M(A;)
(P; w)w;
where ( ; ) is the scalar product on Z〈A; 〉 de2ned by (u; v)= u; v (Kronecker delta).
This algebra is also called the graph algebra [21]. The partially commutative Lie algebra
L (A; )=LZ(A; ), 1 which is called the graph Lie algebra, is the submodule of Z〈A; 〉
generated by the letters with respect to the bracketing [P;Q] =PQ −QP. Its elements
are called partially commutative Lie polynomials.
1 The associative algebra Z〈A; 〉 is the envelopping algebra of L (A; ) [28].
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Let us denote  :A∗→M(A; ) the natural mapping. We will make use of this quo-
tient structure of M(A; ) in the following way. Let us say that the mapping f :A∗→ S
is -compatible if it is constant on the classes of ≡, then it exists an uniquely de2ned
mapping f :M(A; )→ S such that the diagram
is commutative. For example, the mappings from A∗, say | | (the length), | |a (the
partial degree with respect to a letter a) and Alph (set of the letters occurring in a word)
are -compatible and we will use the same denotation for traces. The degree (resp. the
partial degree with respect to the letter a) of a partially commutative polynomial P is
de2ned by |P|= sup{|t| : (P; t) =0}∈N∪{−∞} (resp. |P|a= sup{|t|a : (P; t) =0}).
The polynomial P is homogeneous of degree n (resp. 2nely homogeneous) if P is a
linear combination of words of length n (resp. of words with the same partial degrees
with respect to all letters).
The mirror image from A∗ into itself is de2ned by a1 · · · an= an · · · a1. As  is a
symmetric relation, the mapping  ◦ ( ) is -compatible. We will still write ( )
instead of ( ◦ ( )). A trace t is involutive if Nt= t.
The independence alphabet of t is the subalphabet (Alph(t); t) of (A; ) whose the
relation t is the restriction  ∩ (Alph(t)×Alph(t)). Independence alphabet is usually
represented by a non oriented graph without loop. We will sometimes prefer to use the
terms of graph theory. In this way, a trace t is connected if its dependence alphabet
is connected. The connected components of t is the minimal set of connected traces
{t1; : : : ; tn} such that t= t1 · · · tn [6].
The initial (resp. terminal) alphabet of a trace t, denoted by IA(t) (resp. TA(t)), is
the set of letters which can appear in the 2rst (resp. last) position of t.
The Dynkin mapping r from A+ to L (A) is de2ned by r(a)= a if a∈A
and r(aw)= [a; r(w)] for each w∈A+ [27]. Due to the Lie nature of commu-
tations, we receive the following property whose proof is easy and left to the
reader.
Proposition 1 (Duchamp and Krob 9). The mapping  ◦ r is -compatible.
The mapping r =( ◦ r) is well de2ned by Proposition 1. The polynomials r(t)
are called partially commutative Dynkin polynomials, they are 2nely homogeneous
and generate L (A; ) as a Z-module.
Next, we use the right adjoint ada de2ned by adaP= [P; a] for any partially commu-
tative Lie polynomial P (see [9]). The nth power of this operator satis2es the following
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Leibniz formula:
adna P =
n∑
i=0
(−1)n−i
(
n
i
)
an−iPai: (1)
The involution mapping can be extended to Z(A; ) by linearity. We then remark that
L (A; ) is stable by this involution and, as in the noncommutative case, we can show
the following property.
Proposition 2. For each t ∈M(A; ); we have the identity
r(t) = (−1)|t|+1r(t): (2)
Proof. By Proposition 1, one has r(t)=  ◦ r(w)=  ◦ r(w) with (w)= t. In the
noncommutative case, one has the equation r(w)= (−1)|w|+1r(w) [15] which completes
the proof.
In order to solve the problem of the support, we may study the set of traces appearing
in a partially commutative Dynkin polynomial (with nonzero coeQcients). The answer
is immediate for some traces with a strong hypothesis of connexity.
Lemma 3. Let t ∈M(A; ) and b =∈Alph(t) such that ({b}×Alph(t)) ∩ = ∅. Then;
(i) (r(tb); sb) =0 if and only if s= t;
(ii) (r(tb); bs) =0 if and only if s= Nt.
Proof. Let a∈ IA(t). We can easily compute
(r(tb); sb) = (r(at′b); sb) = (ar(t′b); sb)− (r(t′b)a; sb):
For (i), we get (r(tb); sb)= (ar(t′b); sb) as ab = ba. Similarly, for (ii), we get (r(tb);
bs)= − (r(t′b)a; bs). An induction on the length of w ends the proof.
3. Simple support
The support Supp(A; ) of L (A; ) is the set of traces which can appear into par-
tially commutative Lie polynomials with nonzero coeQcient. In the following, one can
work on (A; ) up to an isomorphism of independence alphabets, due to the universal
properties of the objects M(A; ) and L (A; ).
Particular traces never appear in Supp(A; ). In order to 2nd them, we consider the
shu@e product on Z〈A; 〉. It is remarkable that Ree’s theorem still holds in the context
of partial commutations. We give here a complete proof of this generalization.
Theorem 4 (Ree’s theorem for traces). Let M(A; ) be a partially commutative
monoid. For P ∈Z〈A; 〉; the following conditions are equivalent.
(i) P is a partially commutative Lie polynomial;
(ii) (P; u v)= 0 for every traces u; v =1.
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Proof. If (i) is ful2lled then, for every traces u; v =1, we have
0 = (P; u v) = (L(P); u⊗ v); (3)
where L is the (canonical) comultiplication of Z〈A; 〉 de2ned on the letters a∈A by
L(a)= a⊗ 1+1⊗ a and extended as a morphism of algebras. Then, from Eq. (3), we
get L(P)∈Z〈A; 〉⊗ 1 + 1⊗Z〈A; 〉. The fact that
L(u) = u⊗ 1 + 1⊗ u+ ∑
vi ;vj =1
vi;vj vi ⊗ vj;
implies L(P)=P⊗ 1 + 1⊗P, and then, P ∈L (A; ) (because the characteristic of Z
is 0).
Now, consider (ii). Then L(P)=P⊗ 1 + 1⊗P and if u; v =1, we obtain
(P; u v) = (L(P); u⊗ v) = 0:
Observe that the fact that the algebra of a presented monoid 〈A;≡〉 is the envelopping
algebra of the algebra generated by the letters, is equivalent, in characteristic 0, to the
fact that 〈A;≡〉 is partially commutative [8,13].
Proposition 5. If a trace is a power an of a letter a∈A with n¿1; a disconnected
trace or an involutive trace with even length; it does not belong to Supp(A; ).
Proof. If t= an ∈Supp(A; ) then t ∈Supp({a}; ∅). The only suitable value for n is 1.
Now let t be a disconnected trace. It can be written under the form t= uv= u v
with Alph(u)×Alph(v)⊂ . According to the generalization of Ree’s theorem, the
trace t does not appear in a partially Lie polynomial. Finally, let t be an involutive
trace with even length. To prove that t appears in no partially commutative Dynkin
polynomials, it suQces to show that t does not belong to Supp(A; ). For every trace
t′, using Proposition 2, we have (r(t′); t)= − (r(t′); t)= − (r(t′); Nt)= − (r(t′); t).
Then (r(t′); t)= 0 which ends the proof.
We denote NS0(A; ) the set of traces t such that t= an with n¿0 or t is disconnected
or t is involutive with even length. If Supp(A; )=M(A; ) − NS0(A; ), we say that
L (A; ) has a simple support. Not all the free partially commutative algebra have a
simple support. In fact, if we consider the independence alphabet a − b − c − d, the
trace abcda does not belong neither to NS0(A; ), nor to Supp(A; ) because
abcda = b adc a− b ad ac − adcb a+ adb ac:
We 2nd the same result if we consider the bracketings of Lyndon traces [27,22] with
partial degrees (2; 1; 1; 1): 2 In this case, there is only two Lyndon traces a2cdb and
2 Indeed, bracketings of Lyndon traces is a basis of the free Z-module L (A; ).
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acadb. Their bracketing gives
[a; [[a; c]; [d; b]]] = aacdb− aabcd+ acadb+ abcad− adbac + abdac
+ cadab− cabda+ dabca− bdaca− dcaab− bcdaa;
[[a; c]; [[a; d]; b]] = acadb− abcad− caadb+ bcaad+ cadab− bcada
− adabc + abdac + daabc − bdaac − dabac + bdaca;
where the trace abcda does not appear.
We recall that A4 is the graph a− b− c − d.
Lemma 6. Let (A; ) be an independence alphabet with no subgraph isomorphic to A4.
Let t= bw be a connected trace such that w is disconnected. The letter b commutes
with no letter of w.
Proof. Let w1; : : : ; wn be the connected components of w (n¿1). If each Alph(wi) have
only one letter, the claim is trivial. Else, let us consider an index i∈ [1; n] such that
|Alph(wi)|¿1. Let a∈Alph(wi), and suppose that (a; b)∈ , then it exists c∈Alph(wi)
such that (b; c) =∈ . Furthermore, let j = i and d∈Alph(wj) such that (d; b) =∈ . If
(a; c) =∈  then b − a − d − c is a A4 subgraph of . This contradicts our hypothesis.
Now, if (a; c)∈ , it exists a minimal path from a to c in the dependence alphabet with
exactly three letters (otherwise, one has a A4 subgraph). Then it exists e∈Alph(wi)
such that (a; e); (c; e) =∈ . If (b; e) =∈  then b − a − d − e is a A4 subgraph of . Else
c−a−b−e is a A4 subgraph of  and this contradicts our hypothesis. Hence (a; b) =∈ .
We now characterize the free partially commutative Lie algebras with simple support
by their independence graphs.
Theorem 7. The subalgebra L (A; ) has a simple support if and only if the indepen-
dence graph of (A; ) has no subgraph isomorphic to A4.
Proof. Let us prove the necessary condition by contraposition. Suppose that A4 is
a subgraph of . Then the trace abcda does not belong neither to NS0(A; ) nor
to Supp(A; ). Conversely, by Proposition 5, we know that Supp(A; )⊆M(A; ) −
NS0(A; ). It suQces now to prove the reverse inclusion by induction on |t| with
t =∈NS0(A; ). If t is a letter, then we have easily t ∈Supp(A; ). Now, we consider
that t =∈A, then we can set t= bnt′bm with b∈TA(t) and n+m maximum (this implies
b =∈TA(t′)∪ IA(t′)). If t′ =∈NS0(A; ), by induction we 2nd a Lie polynomial P such
that (P; t′) =0. It follows that
(adn+mb P; t) = (−1)n
(
n+ m
m
)
(P; t′) = 0:
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Now, suppose t′ ∈NS0(A; ). We must consider three cases given by the de2nition of
NS0(A; ).
(1) If t′= ak with a∈A. We have necessarily t ∈Supp({a; b}; ∅). The result is given
in [15].
(2) If t′ is a disconnected trace. The letter b does not belong in Alph(t′) and by
Lemma 6 for each letter a∈Alph(t′) we have (a; b) =∈ . Lemma 3 gives (r(t′b); bt′) =0
which implies
adm+n−1b r(t′b); t) = (−1)n−1
(
m+ n− 1
n− 1
)
(r(t′b); bt′)
+ (−1)n
(
m+ n− 1
n
)
(r(t′b); t′b):
If t′ = t′ then by Lemma 3, one has (r(t′b); t′b)= 0 and this proves the result. If t′= t′
then by an easy computation
(adm+n−1b r(t′b); t) = (−1)n−1
(
n+ m
n
)
n+ (−1)|t′|+1m
n+ m
(r(t′b); bt′):
In both cases m = n and m= n (here |t′|= |t| − 2n odd), we have
(adm+n−1b r(t′b); t) = 0):
(3) If t′ = ak is with even length, connected and involutive, one has m = n (otherwise,
t is even and involutive). Suppose 2rst that m¿1. In this case, we deduce easily that
t′b =∈NS0(A; ). By induction, it exists a trace s such that (r(s); bt′) =0. Then
(adn+m−1b r(s); t) = (−1)n
(
m+ n− 1
m− 1
)
(r(s); t′b)
+ (−1)n−1
(
m+ n− 1
m
)
(r(s); bt′):
Under the hypothesis and using Proposition 2, computation gives
(adm+n−1b r(s); t) = (−1)n
(
m− n
m+ n
)
m− n
m+ n
= 0:
Suppose now that m=1. If n¿1, we get the previous case by Proposition 2. In fact,
(r(s); bnt′b)= (−1)n(r(s); bt′bn). We complete the proof by the study of the trace
t= t′b where m=1 and n=0. Let c∈ IA(t). We set t′= ck t′′ with c =∈ IA(t′′). The
maximality of m+n implies that c =∈TA(t). If k¿1, we use again Proposition 2 and the
involution. If k =1, either t′′b =∈NS0(A; ) and by induction it exists a Lie polynomial
P such that (P; t′′b) =0, and we have ([P; c]; t)= (Pc − cP; ct′′b)= − (P; t′′b) =0, or
t′′b∈NS0(A; ). We 2nd the three possibilities of traces which appear in NS0(A; ). For
the 2rst one, the relation t′′b= ak implies t′′=1 and the result is straightforward. For
the second one (the trace t′′b is not connected), we conclude by Proposition 2 and case
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Fig. 1. A computation of the f-minimal independence alphabet.
(2). The last one (the trace t′′b is even, connected and involutive) is in contradiction
with Lemma 8.
Lemma 8. There is no connected trace with odd length of the form t= bwc (b = c∈A)
and such that bw and wc are involutive and connected.
Proof. Suppose that such traces exist and choose one of them, say t, with the small-
est length. We write t= bwc. The fact that wc (resp. bw) is involutive implies that
c∈ IA(wc) (resp. b∈TA(bw)). Observe that w =1. Thus, we can set t= bcw1bc where
cw1b is a connected trace with odd length as Alph(cw1b)=Alph(t). From the proper-
ties on wc (resp. bw), we deduce that w1b (resp. cw1) is involutive. It is also connected
as Alph(w1)=Alph(t). In fact, we know that b∈ IA(w1b) (resp. c∈TA(cw1)) and we
remark that w1 =1 (else we get bcbc which is with even length). Then b∈ IA(w1)
(resp. c∈TA(w1)). Finally, the trace cw1b satis2es the hypothesis which contradicts
the minimality of t.
4. Folding of an independence alphabet
In this section, we point out an algorithm deciding if the support of L (A; ) is (or
not) a simple support. From now on, we will use nonoriented graphs without loop
G=(V; E) (i.e. an independence alphabet (A; )). We de2ne the complementary of G
as the independence alphabet Gc =(V; V ×V − E −LV ).
The set nG(a) is the neighborhood of a in G. It is the set of the vertices b such
that (a; b)∈E. We say that two vertices a; b are equivalent if and only if nG(a) −
b= nG(b) − a. This equivalence relation on V is denoted a ≈G b. We will consider
that the graph G can be folded if and only if ≈G = IdV . Otherwise, the graph G will
be called f-minimal independence alphabet (Fig. 1).
Lemma 9. The graph G can be folded if and only if Gc can be folded.
Proof. We have ≈G = ≈Gc .
If G can be folded and a; b are two edges such that a ≈G b, let G′ be the graph
G ∩ (V−{b})2, there is an elementary folding step between G and G′ and we will
write G . G′. Let
∗
. the reKexive and transitive closure of .. It induces a partial order
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Fig. 2. A nontrivial f-minimal independence alphabet.
over the isomorphism classes of independence alphabets. If G
∗
.G′ strictly, we say that
G′ is a folding of G.
Proposition 10. The relation
∗
. is con9uent (up to an isomophism).
Proof. It suQces to show that . is conKuent. Let G;G1; G2 be three non oriented graphs
without loop such that G.G1 and G.G2. We denote &1 the canonical morphism from
G on G1 and &2 from G on G2. Let (a1; b1) (resp. (a2; b2)) be the pair associated with
G.G1 (resp. G.G2). If {a1; b1}∩{a2; b2}= ∅ then &2(a1) ≈G2 &2(b1) and &1(a2) ≈G1
&1(b2). Thus, we have G1 . G3 and G2 . G3 with G3∼=G1 − &1(b2)∼=G2 − &2(b1).
In the other case, as ≈G is an equivalence relation, one has G1∼=G2, which ends the
proof.
Corollary 11. It exists an unique (up to an isomorphism) folded graph Gm such that
G
∗
.Gm.
Proof. Suppose that it exists two f-minimal independence alphabets G1 and G2 such
that G
∗
.G1 and G
∗
.G2. Proposition 10 ensures the existence of a graph G3 such that
G1
∗
.G3 and G2
∗
.G3. But the graphs G1 and G2 are f-minimal independence alphabets.
This proves that the graphs G1; G2 and G3 are isomorphic.
Thus, the graph Gm is the unique f-minimal independence alphabet of G.
Now, we characterize the graphs which admit the graph G0 = ({z}; ∅) as f-minimal
independence alphabet. The graph G0 is not the only f-minimal independence alphabet
(see Fig. 2).
Lemma 12. Suppose that G  G0 admit no A4 subgraph. Then G or Gc is discon-
nected.
Proof. If |V |=2, the claim is obvious. Otherwise, let a be a vertex and G′ the subgraph
of G generated by V−a. We can suppose that G is a connected graph. If G′ is
disconnected, then for each vertex b it exists a vertex c such that b and c are in two
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diTerent connected components of G and then it exists a path going from b to c by
a. We consider a such path with minimal length. As G is with no A4 subgraph, this
length must be less than 2. This proves that (a; b) is an edge of G. Thus, the letter a
is a connected component of Gc and this proves the claim. For the case where G′ is
connected, as the complementary word of a − b − c − d is c − a − d − b, the graphs
Gc and G′c admit no A4 subgraph. Then, by induction, G′c is disconnected. The claim
follows from the previous case.
Proposition 13. If G  G0 admits no A4 subgraph then G can be folded.
Proof. We observe easily that the property is true when |V |=2. Suppose now that
G is disconnected. If no connected component of G has more than one vertex, then
G is totally disconnected and the property is obvious. Otherwise, if G′ is a connected
component of G with at least two vertices, using induction, the graph G′ can be folded
and thus G can be folded. If G is a connected graph then Lemma 12 implies that Gc
is disconnected. As Gc clearly has no A4 subgraph, the previous argument gives us
that Gc can be folded. Lemma 9 ends the proof.
Using Proposition 13, we get the main result of Section 4.
Theorem 14. Let G be a nonoriented graph without loop. It has no A4 subgraph if
and only if G
∗
.G0
Proof. By an induction on |V |.
Now, we can rewrite Theorem 7.
Theorem 15. The following assertions are equivalent.
(i) The graph Lie algebra L (A; ) has a simple support.
(ii) The independence alphabet (A; ) has no A4 as subgraph.
(iii) The dependence alphabet (A; )c has no A4 as subgraph.
(iv) The graph G0 is the f-minimal independence alphabet of (A; ).
5. Conclusion
Free Lie graph algebras admitting a support which is the direct counterpart of the
noncommutative case have been completely characterized. To decide whether a graph
ful2lls this condition we have provided a new notion (the folding) as well as an
algorithm to perform the decision.
Our paper points out a special interest for the commutation graph A4. Moreover, it
is the least graph for which we do not know completely the support of the correspond-
ing graph Lie algebra. Surprisingly, Droms has emphasized a link between A4 and the
subgroup theorem for free groups in [4,5]. In fact, if a graph does not contain A4 as
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subgraph, all the subgroups of the associated group of traces are (partially commuta-
tive) free. Up to now, despite of this strong correspondence, we know no explication.
Another occurrence of this situation is to decide whether the intersection of two regular
trace languages is void [1].
Many problems remain open to investigate generalizations of the free case to traces.
One of the major questions (still without satisfactory answer even for usual words [7])
is the computation of the orthogonal projector onto the graph Lie algebra L (A; ).
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