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Abstract—This paper presents a Continuous Control Set
Model Predictive Control with a receding horizon for a
three-phase voltage source inverter with an LCL filter. In
this proposal, a reduced model of the converter with an
embedded integrator and a Kalman filter are used to ob-
tain the inverter-side currents without oscillation. Then, a
cost function makes use of these currents to generate the
optimum duty cycles for the space vector modulator. With
the proposed method, active damping performances, a zero
state error and a reduction of the computational burden
are achieved. Compared to the Finite Control Set Model
Predictive Control, the proposed method operates with a
fixed switching frequency. Simulations and experimental
results show that this proposal works correctly even in the
case of grid harmonics and voltage sags.
Index Terms—Current control, LCL filter, Model predic-
tive control, Kalman filter.
I. INTRODUCTION
THE energy sector is increasingly leaning toward smartgrids (SGs), thus maximizing the penetration of dis-
tributed generation (DG) systems [1], [2]. Most of these DG
units are interfaced to the utility grid by means of a voltage
source inverter (VSI) [3] connected through an LCL filter.
This option allows a better attenuation of switching harmonics
but leads to an inherent resonance problem which can be
overcome using either passive or active damping techniques.
The former is the simplest solution. It involves including a
physical resistor in series with the filter capacitor. However,
this option causes system losses which may be unacceptable
in some applications, for instance in wind turbines, since they
operate typically at 30% of the converter nominal power [4].
On the contrary, active damping techniques can be considered.
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In this case, the system losses can be reduced, since the
damping is obtained by modifying the control algorithm, and
no physical resistors are needed [5], [6].
In this way, designing proper controllers has been the main
interest of researchers. Different techniques for controlling
VSIs have been presented in the literature, such as the sliding
mode control (SMC) [7], [8], the optimal control [9] or the
model predictive control (MPC) [10]–[12], among others. With
the development of digital signal processors (DSPs), the MPC
has become a promising control method due to its advantages,
such as a fast tracking response, a high control bandwidth and
providing a very simple way of including system nonlinearities
and constraints [13], [14].
Two different control strategies regarding the MPC al-
gorithms can be found in the literature: the Finite Control
Set Model Predictive Control (FCS-MPC) [15]–[17] and the
Continuous Control Set Model Predictive Control (CCS-MPC)
[18]–[20]. In the former, the optimization problem is reduced
to a finite number of switching states. In this technique, a
cost function is calculated for every switching state, each
one related to a specific voltage vector. Then, the switching
state which minimizes the error between the current and its
reference is applied to the converter. Unlike other control
techniques, such as Proportional Integral (PI) or Proportional
Resonant (PRES) controllers, this control method involves a
direct drive of inverter switches without the use of PWM-
based techniques. An interesting characteristic of this control
strategy is its very fast transient response and the large control
bandwidth. Another attractive performance is the possibility
of including some restrictions due to the flexible nature of the
cost function. However, the non-desirable variable switching
frequency can be considered as the main drawback of this
approach [13].
As an alternative, and with the aim of overcoming such an
inconvenience, the CCS-MPC technique can be adopted. In
this method, the control algorithm is based on the prediction
of the state variables according to a discrete model of the
power converter. These state variables can be estimated using
a conventional state observer, but other estimation strategies
can be adopted. [8]. In any case, the predicted state variables
are used in a cost function, which is evaluated over a prediction
horizon in order to obtain the vector of future control actions.
If a receding horizon is considered, only the first value of
this vector is used in the control algorithm. Unlike the FCS-
MPC, a continuous duty cycle is obtained which allows using
a space vector modulator (SVM). Compared to the FCS-MPC,
this approach has several advantages, such as an improvement
of the total harmonic distortion (THD) of the three-phase 
currents and a fixed switching frequency [21]. It is important 
to remark that control signals can be directly applied to the 
SVM without the use of PI or PRES controllers, avoiding 
the detuning problems associated with this kind of controllers 
[22].
This paper proposes a CCS-MPC with a receding-horizon 
for a VSI with an LCL filter. A modified model of the con-
verter with a reduced number of state variables is considered. 
Besides, an embedded integrator is added to the model in order 
to eliminate model uncertainties, and also to achieve a zero 
steady state error. The model is also used in a Kalman filter 
(KF) to estimate three-phase grid currents without oscillation, 
thus allowing active damping. Note that the use of a KF instead 
of a conventional state observer can be advantageous in noisy 
environments [8], also helping to reduce the switching noise. 
Finally, a feedforward term is added to generate the control 
signals with the aim of compensating the non-desirable grid 
harmonics, without using any harmonics model or any direct 
control of the grid currents [23].
As far as authors know, the CCS-MPC had not been applied 
for this purpose until now due to the large number of oper-
ations involved in this technique [13]. The results show that 
it is possible to implement the CCS-MPC in a conventional 
DSP.
The main advantages of this proposal can be summarized 
as follows:
• The use of the reduced model in the CCS-MPC allows
active damping and a reduction of the computational
burden.
• An embedded integrator is used in this model in order to
eliminate model uncertainties and also to achieve a zero
steady state error.
• A fixed switching frequency is achieved.
• The THD of the grid currents can be reduced in a
significant way, compared to the FCS-MPC.
• A feedforward term can be easily introduced to minimize
the harmonic content of grid currents.
This paper is organized as follows. In Section II a bilinear
model of the VSI with an LCL filter is presented. Section III
presents the proposed control system. In section IV, a method
to compensate grid harmonics is proposed, and in section V a
positive sequence extractor is presented. The implementation
of the controller is presented in section VI, and experimental
results are reported in section VII. A comparative analysis
between the FCS-MPC and the CCS-MPC is presented in
section VIII. Finally, section IX draws some conclusions of
this proposal.
II. PHYSICAL MODEL EQUATIONS FOR A THREE-PHASE
GRID-CONNECTED VSI WITH AN LCL FILTER
Fig.1 shows a three-phase grid-connected VSI with an LCL
filter, where the grid impedance is considered pure inductive.
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Fig. 1. Circuit diagram of a three-phase grid-connected inverter with an
LCL filter
The VSI equations in the αβ frame can be expressed as
follows:
L1
di1αβ
dt
=
Vdc
2
dαβ − vcαβ (1)
C
dvcαβ
dt
= i1αβ − i2αβ (2)
(L2 + Lg)
di2αβ
dt
= vcαβ − vgαβ (3)
where i1αβ = [i1α i1β ] , i2αβ = [i2α i2β], vcαβ = [vcα vcβ ],
vgαβ = [vgα vgβ ], and dαβ = [dα dβ ] are the vectors of
the inverter-side currents, the grid-side currents, the capacitor
voltages, the grid voltages and the control signals in the αβ
frame, respectively.
III. PROPOSED CONTROL SYSTEM
The proposed control system is shown in Fig.2. In this
control scheme, the three-phase voltages and currents are
transformed into the αβ coordinates and used in a KF estima-
tor to predict the inverter-side currents and the voltages at the
point of common coupling (PCC). On one hand, the predicted
currents will be used in a cost function in order to obtain
the optimum control signals. On the other hand, the estimated
PCC voltages and their quadratures will allow us to determine
the positive sequence of the grid voltages. From the positive
sequence and the desired active and reactive powers, reference
currents will be generated. Note that in the case of voltage
sags, only the positive sequence of voltages will be considered
in order to achieve balanced reference currents. Finally, in the
case of grid harmonics, a feedforward term is introduced to
reduce the THD of grid currents. That will require that the
measured voltages in the αβ frame are scaled by a factor
2/Vdc and added to the signals uα and uβ obtained from the
cost function minimization. Finally, the resulting duty cycles,
dα and dβ are applied to an SVM, allowing to fix the switching
frequency of the VSI. In section IV a clear explanation of this
procedure will be presented.
A. Proposed discrete model with embedded integrator
In order to reduce the control algorithm computational
burden and also to achieve active damping performances, a
reduced model of the converter will be used [7]. The proposed
model only considers a single equivalent inductor and neglects
the filter capacitor effect of the LCL tank. Then, according to
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Fig. 2. Proposed control system
[7], the reduced model of the VSI in the αβ frame can be
represented as follows:
(L1o + L2o)
di1αβ
dt
=
Vdco
2
dαβ − vαβ (4)
dvαβ
dt
= ωov
⊥
αβ (5)
dv⊥αβ
dt
= −ωovαβ (6)
where L1o and L2o are the nominal values of the input and
output inductors, ωo is the grid angular frequency, Vdco is the
nominal dc-link voltage, and v⊥αβ = [v⊥α v⊥β ] is the quadrature
voltage at the PCC.
Since a digital implementation is required, the proposed
model must be discretized with a sampling period Ts. From
(4)-(6), the reduced discrete state space model for both α and
β channels can be represented as follows:
xm,i(k + 1) = Amxm,i(k) +Bmui(k) + ηi (7)
yi(k) = Cmxm,i(k) (8)
where i ∈ {α, β} and
Am =

1 −Ts/(L1o + L2o) 00 1 Tsωo
0 −Tsωo 1

 (9)
Bm =
(
VdcoTs
2(L1o + L2o)
0 0
)T
(10)
Cm = (1 0 0) (11)
being the state-space vector defined as:
xm,i(k) = (i1i vi v
⊥
i )
T (12)
In (7), ηi represents a constant vector which contains the
steady-state parameters and the model uncertainties and re-
garded as an input disturbance.
On the other hand, in a similar way as described in [14],
an integrator can be embedded in the aforementioned state-
space model with the aim of ensuring a zero steady-state error.
Then, by considering both sides of (7), through the difference
operation, we obtain:
xm,i(k + 1)− xm,i(k) = Am(xm,i(k)− xm,i(k − 1))
+Bm,i(ui(k)− ui(k − 1)) + ηi − ηi.
(13)
or equivalently
∆xm,i(k + 1) = Am∆xm,i(k) +Bm∆ui(k) (14)
In a similar way, the output variable can be determined in its
incremental dynamics as follows:
yi(k + 1)− yi(k) = Cm(xm,i(k + 1)− xm,i(k))
= CmAm∆xm,i(k) +CmBm∆ui(k)
(15)
Now, a new the state-space vector can be defined, which
contains the vectors ∆xm,i(k) and y(k), yielding:
xi(k) = [∆xm,i(k) yi(k)]
T (16)
Finally, the augmented state-space model can be obtained by
combining both (14) and (15), which results in
xi(k + 1) = Axi(k) +B∆ui(k) (17)
yi(k) = Cxi(k). (18)
At this point, it is easy to find the matrices of the augmented
model A, B, and C as a function of the matrices of the
reduced model Am, Bm, and Cm, yielding:
A =
[
Am o
T
3
CmAm 1
]
(19)
B =
[
Bm
CmBm
]
(20)
C =
[
o3 1
] (21)
where o3 = [0 0 0].
Note that since this model is an incremental model, the
term ηi is removed from (7). Then, the effects of the model
uncertainties and the steady-state values are eliminated, and
also, a zero steady-state error can be achieved.
B. Predictive control within a predictive horizon
In this section, the model with an embedded integrator
which has been previously presented is used to design the pro-
posed MPC controller. In order to obtain the control signals,
a prediction of the inverter-side currents is computed inside a
predictive horizon whose dimension is Np. The main objective
of a CCS-MPC is to find a control signals vector of dimension
Np, where Nc ≤ Np, such that the error between the reference
current and the prediction is minimum. Then, considering the
sampling instant kj , the vector of future incremental control
actions can be expressed as follows:
∆ui =
[
∆ui(kj) ∆ui(kj + 1) .... ∆ui(kj +Nc − 1)
]
(22)
With regard to the future state variables, they are expressed
as:
xi(kj + 1|kj),xi(kj + 2|kj), ...,xi(kj +Np|kj) (23)
where xi(kj +m|kj ) is the prediction of the state variables at 
the sampling instant kj +m according to the values of xi(kj ). 
Then, the predicted values can be computed as it is shown in 
[14]:
xi(kj + 1|kj) = Axi(kj) +B∆ui(kj) (24)
xi(kj + 2|kj) = A
2xi(kj) +AB∆ui(kj) +B∆u(kj + 1)
(25)
xi(kj +Np|kj) = A
Npxi(kj) +A
Np−1B∆ui(kj)
+ANp−2B∆ui(kj + 1) + ...
.
.
.
+ANp−NcB∆ui(kj +Nc − 1)
(26)
Now, the predicted outputs can be obtained from the predicted
state variables in the same way:
yi(kj + 1|kj) = CAxi(kj) +CB∆ui(kj) (27)
and through extrapolation, it gives:
yi(kj +Np|kj) = CA
Npxi(kj) +CA
Np−1B∆ui(kj)
+CANp−2B∆ui(kj + 1) + ...
.
.
.
+CANp−NcB∆ui(kj +Nc − 1)
(28)
Finally, (27) and (28) can be rewritten in a matrix form as:
yi = Fixi(kj) +Gi∆ui (29)
where yi is a vector of dimension Np which contains the
predicted outputs, and the matrices Fi and Gi are given by:
Fi =


CA
CA2
CA3
.
.
.
CANp


(30)
Gi =


CB 0 0 · · · 0
CAB CB 0 · · · 0
CA2B CAB CB ... 0
. . . . .
. . . . .
. . . . .
CANp−1B CANp−2B · · · · · · CANp−NcB


(31)
C. State estimation
In order to obtain the state space vector defined in (16),
xi(k) = [∆xm,i(k) yi(k)]
T
, first xm,i(k) is estimated.
According to (12), this vector contains the state variables of
the system. In this paper, the state variables for both α and β
channels have been estimated by using a KF as follows:
xˆm,i(k + 1) = Amxˆm,i(k) +Bmui(k)
+ Lobs(i1i −Cmxˆm,i(k))
(32)
where Lobs is the observer gain, which has been adjusted
according to the Kalman filter algorithm [8].
D. Cost function minimization
The main objective of an MPC technique is to minimize
the error between the predicted output and the reference. By
assuming that the reference signal is maintained practically
constant inside the predictive window, the following reference
current vector can be defined:
i∗i =
[
1 1 ... 1
]T
i∗i (kj) = r¯i
∗
i (kj) (33)
where i∗i (kj) is the reference current at the sampling instant
kj and r¯ is a column vector of ones that has the same size as
the prediction horizon Np.
The main objective of the control algorithm is to obtain the
optimum control signals vector, ∆ui, so that the error between
the reference current and the predicted output is minimum. To
this end, the following cost functions for both α and β can be
defined [14]:
Ji = (i
∗
i − yi)
T (i∗i − yi) + ∆u
T
i R∆ui (34)
where R = rωINc×Nc is a diagonal matrix and rω > 0 is the
control effort used as a tuning parameter to adjust a desired
closed loop performance. In order to minimize (34), equation
(29) is used in (34). Then, as indicated in [14], by taking the
derivative of Ji with respect to ∆ui we obtain:
∂Ji
∂∆ui
= −2GTi (i
∗
i − Fixi(kj)) + 2(G
T
i Gi +R)∆ui (35)
By equalizing (35) to zero and taking into account (33) the
optimal incremental control signal vector for both α and β
channels, the following expression for the incremental control
signals is obtained:
∆ui(kj) = (G
T
i Gi +R)
−1GTi (r¯i
∗
i (kj)− Fixi(kj)) (36)
Note that the vector ∆ui contains all the incremental control
signal values from the sampling instant kj to kj + Nc − 1.
Since a receding horizon control is used, only the first sample
of this vector is considered to generate the control signal.
Then, according to the definition in (22), the actual incremental
control signal can be expressed as follows
∆ui(kj) = W(G
T
i Gi +R)
−1GTi (r¯i
∗
i (kj)− Fixi(kj))
(37)
where W = [1 0 0 ... 0] whose dimension is Nc.
Finally, the last step to obtain the optimum control signal
is to add the incremental value, ∆ui(kj), to the control signal
value in the previous sampling instant, ui(kj − 1). Then, one
has:
ui(kj) = ∆ui(kj) + ui(kj − 1) (38)
E. Closed loop control system
In this section, the closed-loop system is analyzed. In the
last subsection, it has been shown that the optimum incremen-
tal control signal value at the sampling instant kj is defined
by equation (37). By paying attention to this expression, it is
found that at a given kj the optimal control vector ∆ui can
be separated into two parts. The first part has a dependence
on the reference current while the second part corresponds to
a classic case of a state feedback control.
Since (17)-(18) is a time-invariant system, the incremental 
control defined by (37) can be expressed in terms of a state 
feedback controller as follows
∆ui(k) = Kri
∗
i (k)−Kcxi(k) (39)
where
Kr = W(G
T
i Gi +R)
−1GTi r¯ (40)
Kc = W(G
T
i Gi +R)
−1GTi Fi (41)
In the aforementioned expressions, Kr is a scalar while Kc is
a vector which matches with the dimension of xi.
Now, to prove the effect of the predictive control in the
system dynamics, (39) is replaced in (17):
xi(k + 1) = Axi(k)−BKcx(k)−KrBi
∗
i (k) (42)
or equivalently
xi(k + 1) = (A−BKc)xi(k)−KrBi
∗
i (k) (43)
where the closed loop eigenvalues can be obtained by solving
the determinant
|A−BKc − λI| = 0 (44)
The eigenvalues have a dependence of Kc and as a conse-
quence, of R. As evidenced by the last expression, by selecting
the appropriate value of R in (37), a desired dynamics of the
MPC can be obtained. In Table I , the control effort rω is
chosen according to (44) in order to obtain a fast transient
response as it will shown in the experimental results section.
IV. HARMONICS COMPENSATION
In the case of grid harmonics, the three-phase currents can
be distorted. The proposed controller is addressed to reduce
its effect. To this end, a feedforward term is introduced. To
prove this, equation (4) is discretized as follows:
(L1o + L2o)
i1αβ(k + 1)− i1αβ(k)
Ts
=
Vdco
2
dαβ − vαβ (45)
According to the control scheme presented in Fig.2 and taking
into account (38), the control signal applied to the converter
is obtained as:
dαβ(kj) = ∆uαβ(kj) + uαβ(kj − 1) +
2
Vdc
vαβ(kj) (46)
where 2
Vdc
vαβ is a feedforward term.
By using (46) in (45), one has:
i1αβ(k + 1) = i1αβ(k) +
VdcoTs
2(L1o + L2o)
(∆uαβ(kj)
+ uαβ(kj − 1))
(47)
The aforementioned equation shows that the inverter-side cur-
rents discrete expression does not depend on the PCC voltages,
and as a consequence, not on the grid harmonics either. With
this method, it is not necessary to use any harmonics model
[23].
V. SEQUENCE EXTRACTOR AND REFERENCE CURRENT
GENERATOR
The proposed controller is designed to track only the PCC
voltage positive sequence. In fact, in the case of voltage sags,
the positive and negative sequences can be obtained without
using any particular sequence extractor. Taking advantage of
the proposed model, where the direct and quadrature PCC
voltages are available, the positive sequence can be obtained
as it is described below.
Using the Clarke transformation:
[Tαβ ] =
2
3
[
1 − 1
2
− 1
2
0
√
3
2
−
√
3
2
]
(48)
and applying this transformation to the estimated PCC voltages
and their quadratures, one has:
[
vˆα
vˆβ
]
= [Tαβ ]

vˆavˆb
vˆc

 (49)
[
vˆ⊥α
vˆ⊥β
]
= [Tαβ ]

vˆ
⊥
a
vˆ⊥b
vˆ⊥c

 . (50)
From the last expressions, the estimated positive sequence, vˆ+α
and vˆ+β can be obtained as follows:
vˆ+α =
1
2
vˆα +
1
2
vˆ⊥β (51)
vˆ+β = −
1
2
vˆ⊥α +
1
2
vˆβ . (52)
With this solution, the reference currents can be generated
using only the positive sequence of the PCC voltages:
i∗α = kpvˆ
+
α + kq vˆ
+
β (53)
i∗β = kpvˆ
+
β − kq vˆ
+
α (54)
where the value of parameters kp and kq are expressed as [24]:
kp =
2P ∗
3((vˆ+α )2 + (vˆ
+
β )
2)
(55)
kq =
2Q∗
3((vˆ+α )2 + (vˆ
+
β )
2)
(56)
being P ∗ and Q∗ the active and reactive reference powers,
respectively.
VI. CONTROLLER IMPLEMENTATION
This section deals with the implementation of the proposed
MPC. Fig.3 and Fig.4 show a block diagram and a pseudo-
code of the control algorithm, respectively.
Fig.3 shows a simplified block diagram of the MPC al-
gorithm for the α-channel. The inputs to this block are the
inverter-side current, its reference and the voltage at the PCC.
A KF estimator (32) is used to generate the estimated vector
xˆmα(k). This vector allows us to obtain the new space state
vector xα(k), formed by ∆xm,α(k) and the output yα(k).
A cost function minimization (37) is used to obtain the
optimum control signal ∆uα(k). Finally, uα(k) is added to
Kalman
Filter
Estimator
(32)
iα xˆmα(k)
z−1
xˆmα(k − 1) + ∆xmα(k)
-
Cm
yα(k)
xα(k)
Cost
Function
Minimization
(37)
∆uα(k) +
i∗α
uα(k) +
z−1
+
2
Vdc
vα
dα
Fig. 3. Block diagram for α-channel of the proposed MPC
TABLE I
SYSTEM PARAMETERS
Description Symbol Value
Grid voltage Vgrid 110 Vrms
Grid frequency fo 60 Hz
Nominal dc-link voltage Vdco 400 V
Nominal filter input inductance L1o 5 mH
Nominal filter capacitor Co 2.2 uF
Nominal filter output inductance L2o 2 mH
Grid inductance Lg 0.5 mH
Sampling frequency fs 10 kHz
Switching frequency fsw 10 kHz
Prediction horizon Np 8
Control horizon Nc 4
Control effort rω 2
a feedforward term Vdc
2
vα in order to generate the control
signal dα.
Fig.4 shows the pseudo-code for the controller implemen-
tation. The subindex i represents α or β indistinctly. The
optimization problem can be solved offline as it happens to an
infinite-horizon or linear quadratic regulator (LQR). For this
reason, all the matrices and gains for the MPC are computed
offline with customized Matlab functions. Besides, since a
receding horizon is used, only the first column of the gains
Kr and Kc is computed. Once these gains are obtained, the
algorithm is executed as shown in the pseudo-code.
A. Selection of the control parameters
The control effort parameter, rω has been adjusted according
to the desired position of the closed-loop eigenvalues (44). On
the other hand, as it has previously been stated, the prediction
and control horizons (Np and Nc) are adjusted to ensure
stability. Several simulations have been performed, which has
been used to determine the adequate values of the control
algorithm parameters. Besides, from these simulations, pole
maps has been obtained.
Fig.5 shows the position of the closed loop poles in two
different scenarios for a control effort variation in the range
0 ≤ rω ≤ 40. Note that the poles in red are the closed-
loop poles for rω = 2 which is the selected value used in the
experimental results.
In Fig.5(a), the control and prediction horizons are selected
as Nc=1 and Np=2. For these horizons, the poles are unstable
for a wide range of rω . Conversely, in Fig.5(b) the control
and prediction horizons are increased to Nc=4 and Np=8.
As it can be seen, the stability is ensured for all values of
the control effort. Then, Np = 8, and Nc = 4 are used for
the controller implementation. Notice that as the prediction
horizon is increased, the system tends to an unstable system,
as shown in Fig.5(b). Besides, an increment in the prediction
horizon makes the control action less aggressive which results
in a slower transient response. The selected control and
prediction horizons combined with a control effort rω=2 leads
to a stable system with a fast transient response, as verified
experimentally in section VIII.
VII. EXPERIMENTAL VALIDATION
In order to evaluate and compare the performances of
the proposed control method, an experimental three-phase
three-wire inverter prototype has been built using a 4.5-
kVA SEMIKRON full-bridge as the power converter. The
TMS320F28M36 floating-point digital signal processor (DSP)
has been chosen as the control platform with a sampling
frequency of 10 kHz. The grid and the DC-link voltages
have been generated using a PACIFIC 360-AMX and AMREL
SPS1000-10-K0E3 source, respectively. The system parame-
ters are listed in Table I. A photograph of the experimental
setup is shown in Fig.6.
A. Transient response
The transient response in the case of a sudden step change in
the reference current is analyzed in Fig.7. The figure shows,
TASK : Controller(h)
1 /* Obtaining the predictive model and the MPC matrices (This step
is done offline with Matlab functions) */
2 (A, B, C, G, F) = MPC matrices (Am, Bm, Cm, R, Np, Nc)
3 (Kr , Kc) = MPC gains (G, F)
4 /* Variables initialization and setting reference powers */
5 P ∗ = 1500, Q∗ = 0, ....
6 /* Sampling and processing */
7
(
vabc, iabc
)
= ReadADC()
8
(
vα(k), vβ(k)
)
= Clarke(vabc)
9
(
iα(k), iβ(k)
)
= Clarke(iabc)
10 /* Predictive model and estimation of xm,i = [i1i vi v⊥i ] */
11 xˆm,i(k+1) = Amxˆm,i(k)+Bmui(k)P +Lobs(i1i−Cmxˆm,i(k))
12 ∆xm,i(k) = xˆm,i(k)− xˆm,i(k − 1)
13 yi(k) = Cmxˆm,i(k)
14 xi(k) = [∆xm,i(k) yi(k)]
15 /* Sequence extractor */
16 vˆ+α =
1
2
vˆα +
1
2
vˆ⊥
β
17 vˆ+
β
= − 1
2
vˆ⊥α +
1
2
vˆβ
18 /* Reference currents generator */
19 kp =
2P∗
3((vˆ+α )
2+(vˆ+
β
)2)
20 kq =
2Q∗
3((vˆ+α )
2+(vˆ+
β
)2)
21 i∗α = kpvˆ
+
α + kq vˆ
+
β
22 i∗
β
= kpvˆ
+
β
− kq vˆ
+
α
23 /* Optimum control signal calculation */
24 ∆ui(k) = Kri
∗
i (k)−Kcxi(k)
25 ui(k) = ∆ui(k) + ui(k − 1)
26 /* Control signal with feedforward applied to the VSI */
27 dα = uα +
2
Vdc
vα
28 dβ = uβ +
2
Vdc
vβ
29
(
Tabc
)
= SpaceVectorPWM
(
dα,dβ
)
30 /* Memories */
31 xˆm,i(k − 1) = xˆm,i(k)
32 ui(k − 1) = ui(k)
Fig. 4. Pseudo-code of the controller task.
from top to bottom, the PCC voltages and the three-phase
grid currents, respectively. In this test, the reference current is
changed from 1A to 9.5A. As it is shown, a fast transient
response is achieved. In addition, it can be seen that the
controller can operate in a wide margin of the reference
currents amplitude values without changing any parameter in
the control algorithm.
Fig.8 shows the transient response, but in this case, when
an active or reactive power step change is carried out. First, in
Fig.8(a), an active power step change from 0 W to 2000 W is
performed while maintaining the reactive power reference to 0
VAr (see equations (55)-(56)). As it can be seen, the transient
response is very fast even in the case of an important reference
change. Besides, the reactive power is maintained to 0VAr, as
expected.
Finally, Fig.8(b) shows the transient response but in this
case, in the reactive power. For this test the reactive power
reference has been changed from 0 VAr to 2000 VAr, while
maintaining the active power to 0 W. The figure shows also a
fast transient response in the case of a sudden variation in the
reactive power.
Note that in both tests, it is revealed that readjusting the
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Fig. 5. Closed loop poles for rω variation from 0 to 40. In red the poles
for rω=2, for the control and prediction horizons: a) Nc=1 , Np = 2 and
b) Nc=4 , Np = 8.
Fig. 6. Photograph of the experimental setup
Fig. 7. From top to bottom: experimental PCC voltages (50V/div) and
grid currents (4A/div) when a current reference step change from 1A to
9.5A is done.
controller parameters when the operating point is changed is
not required.
B. Controller performances in the case of grid harmonics
In Fig.9, the controller performances in the case of grid
harmonics are shown. Fig.9(a) shows, from top to bottom, the
grid voltages with a THD of 14% (standard IEC-77A) and
the grid currents when the feedforward term (see eq.(46)) is
not introduced in the controller. As it can be seen, harmonics
in the grid voltage deteriorate the quality of the currents
injected into the grid. Conversely, Fig.9(b) shows the controller
performances when the feedforward term is used. As shown
in the figure, the quality of the grid currents is improved,
providing a practically sinusoidal three-phase currents.
C. Grid voltage unbalance
The proposed controller has been tested under grid voltage
unbalance. Fig.10 shows the performance of the controller
under a grid voltage sag. This sag is characterized by a positive
and negative sequence of V + = 0.7 p.u. and V − = 0.3 p.u.
respectively, and with a phase angle between sequences of
φ = −pi/6.
In this test, the currents are forced to track only the positive
sequence of the PCC voltage. For this reason, the reference
currents are obtained using the positive sequences of those
voltages which are expressed in (53)-(54). The active power
has been set to a reference value of P ∗=1500 W. Note that
the current amplitude is balanced and is increased during the
sag in order to maintain the desired active power.
D. Grid inductance variation
In order to show the system behavior when the grid induc-
tance varies, the following figure is presented. Fig.11 shows
the experimental PCC voltages and grid currents when the grid
inductance is changed from the nominal value Lg=0.5mH to
Lg=5mH. As it can be seen, the grid voltages are distorted
and high switching noise can be observed. Moreover, since
the reference currents are generated with the estimated PCC
voltages obtained from the KF, the three-phase grid currents
are sinusoidal with a low ripple. Note that a step change is
produced in order to test the controller in this situation.
(a)
(b)
Fig. 8. From top to bottom: experimental PCC voltages (50 V/div) grid
currents (2 A/div) and (a) an active power (500 W/div) step change from
0 to 2000 W and (b) a reactive power (500 VAr/div) step change from 0
to 2000 VAr.
VIII. COMPARATIVE ANALYSIS
This section deals with a comparative analysis between the
FCS-MPC and the proposed controller. This comparison is in
terms of switching frequency, THD, and computational load
(CL), obtained according to the following expression:
CL(%) = fs × tex × 100 (57)
where tex is the execution time.
In order to obtain the execution time of the algorithm, a
DSP timer is used to measure the time of the controller task.
For the THD calculation, the signals are also obtained with
Matlab and a fast Fourier transform (FFT) is applied.
Besides, for this comparison, it is considered the distorted
grid voltages used in the experimental results with a THD of
14%.
In order to minimize the computational load, the optimiza-
tion problem is solved offline, in a similar way to which it
is done with an infinite-horizon or linear quadratic regulator
(LQR). Moreover, the use of this reduced model helps to
diminish the execution time even more, since the number
of state variables decrease. Note that the reduction of the
sampling frequency reduces the percentage of CL.
Table II shows three different strategies, the FCS-MPC, and
the proposed controller, with and without a feedforward term.
In order to validate experimentally the FCS-MPC, the
following cost function has been considered [13]:
(a)
(b)
Fig. 9. From top to bottom: experimental PCC voltages (50V/div) and
grid currents (4A/div) when (a) a feedforfard term is not used in the
controller and (b) a feedforward term is used in the controller.
Fig. 10. From top to bottom: experimental PCC voltages (50V/div) and
grid currents (2A/div) during a voltage sag.
J = |i∗1α − i1α|+ |i
∗
1β − i1β| (58)
By using (58), the FCS-MPC does not force a commutation
in each sample period. Hence, the average switching frequency
is variable, which leads to a spread current spectrum. This fact
deteriorates the THD of grid currents in comparison with the
CCS-MPC.
Conversely, the proposed controller can operate at a fixed
switching frequency without using any additional controllers,
such as PI or PRES controllers. Note that the introduction
of the feedforward term does not increase the algorithm
complexity and has the advantage of reducing the THD.
Fig. 11. From top to bottom: experimental PCC voltages (50V/div) and
grid currents (5A/div) when a current reference step change from 1A to
9.5A is carried out.
TABLE II
COMPARATIVE ANALYSIS
Algorithm fs fsw THD CL
FCS-MPC using KF 40 KHz variable(3 kHz-7 kHz) 4.2% 82%
Proposal without FF 10 kHz 10 kHz 10.2% 31%
Proposal with FF 10 kHz 10 kHz 3.1% 31%
IX. CONCLUSIONS
In this paper, a CCS-MPC for a three-phase voltage source
inverter with an LCL filter has been presented. The proposed
controller uses a reduced model with an embedded integrator
in order to allow active damping while eliminating the model
uncertainties and also, to achieve a zero steady state error.
Besides, a reduction of the computational burden is also
achieved. Simulation and experimental results show that this
proposal does not require the use of PRES or PI controllers and
a fixed switching frequency can be obtained. Finally, the use
of a feedforward term added to the control signal can reduce
the effect of grid voltage harmonics in three-phase currents.
Experimental results have also shown that this proposal works
correctly even in the case of grid harmonics and voltage sags.
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