Large time behavior of solutions to the linearized compressible NavierStokes equation around the motionless state in a cylindrical domain is investigated. The L p decay estimates of the associated semigroup are established for all 1 < p < ∞. It is also shown that the timeasymptotic leading part of the semigroup is given by a one dimensional heat semigroup.
Introduction
This paper studies large time behavior of solutions to the following system of equations Here D is a bounded domain in R 2 with smooth boundary ∂D. The system (1.1) arises from the linearization of the compressible NavierStokes equation around the constant motionless state (ρ, m) = (ρ * , 0), where ρ = ρ(x, t) is the density; m = T (m 1 (x, t), m 2 (x, t), m 3 (x, t)) is the velocity field; and ρ * is a given positive number.
Large time behavior of solutions of (1.3) in unbounded domains has been widely studied, which presents interesting aspects. Concerning the Cauchy problem for (1.3) on the whole space R 3 , it was shown in [13, 17, 18] that if the initial perturbation (ρ(0) − ρ * , v(0)) is sufficiently small in H 3 , then there exists a unique global solution to (1.3) and the leading part of the perturbation u(t) = (ρ(t) − ρ * , v(t)) in large time is given by the solution of the linearized problem, which exhibits a hyperbolic-parabolic aspect of system (1.3). (See [12] for the case of a general class of quasilinear hyperbolicparabolic systems.) The solution of the linearized problem is approximated in large time by the sum of two terms; one is given by the convolution of the heat kernel and the fundamental solution of the wave equation, the so-called diffusion wave; and the other is the solution of the heat equation. It was found in [3, 4] that hyperbolic and parabolic aspects of the diffusion wave exhibits an interesting interaction phenomena in the decay properties of L p norms with 1 ≤ p ≤ ∞. (See also [16] .) Such an interaction phenomena also appears in the exterior domain problem [14, 15] and the half space problem [8, 9] . Furthermore, in the case of the half space problem, some different aspect appears in the decay property of spatial derivatives due to the presence of unbounded boundary.
On the other hand, solutions on the infinite layer R n−1 × (0, 1) behave in a different manner from the ones on the domains mentioned above. The leading part of the solution on the infinite layer is given by a solution of an n − 1 dimensional heat equation [7] . This is due to the fact that the infinite layer has an infinite extent in n − 1 unbounded directions and the remaining one direction has a finite thickness. An analogous result was obtained in [10] for the cylindrical domain Ω that has one unbounded direction x 3 and two dimensional bounded cross section D. In this case, under suitable assumptions on the initial value, the perturbation u(t) = (ρ(t) − ρ * , v(t)) satisfies
as t → ∞. Here u (0) = (φ (0) (x 3 , t), 0) with φ (0) (x 3 , t) satisfying
where κ is a positive constant and |D| denotes the Lebesgue measure of D.
In [10] large time behavior was investigated only in the L 2 space, while in the case of the infinite layer [5, 6, 7] it was investigated in general L p spaces. The analysis in L p spaces in the case of the infinite layer relies on a solution formula ( [5] ) whose analogous version seems to be unavailable in the case of cylindrical domains since D is a general bounded domain of R 2 . In this paper we will extend the analysis in the L 2 space in [10] to general L p spaces. We here treat only the linearized problem (1.1)-(1.2), since the nonlinear problem (1.3)-(1.2) can be treated as in [7] based on the energy method by Matsumura and Nishida [19] and the analysis of the linearized problem (1.1)-(1.2).
The main result of this paper is summarized as follows. Let 1 < p < ∞ and let u(t) be a solution of (1.
To prove (1.5) we will consider the Fourier transform of problem (1.1)-(1.2) with respect to x 3 variable which is written in the form
) with respect to x 3 variable. We investigate problem (1.6) according to the following three cases:
with suitable constants 0 < r < M < ∞. The case (i) is treated similarly as in [6, 10] . We regard problem (1.6) as a perturbation from the one with ξ = 0 and analyze the spectral properties of L ξ by applying the analytic perturbation theory. As for the case (ii), we treat it as a perturbation from the problem on the half space and derive necessary estimates for the corresponding part of the resolvent in L p spaces by using the Fourier-Multiplier Theorem. As for the case (iii), we derive estimates for the derivatives of (λ + L ξ ) −1 with respect to ξ and then obtain necessary estimates for the resolvent by employing the Riemann-Lebesgue lemma. To investigate the cases (ii) and (iii), we will use the solution formula for the half space problem [8, 9] . This paper is organized as follows. In section 2 we state our main result of this paper. The analysis for the cases (ii) and (iii) are done in sections 3 and 4. Section 5 is devoted to the analysis for the case (i). Based on the analysis in sections 3-5, we prove our main result in section 6.
Main Result
We first introduce some notation. 
. We also denote the inner product of L 2 (Ω) by the same symbol if no confusion occurs. We define ·, · by
For a Banach space X, we denote by S(R; X) the set of all rapidly decreasing functions on R with values in X.
We next introduce some notations about integral operators. We denote the Fourier transform of f = f(z) (z ∈ R k ) by
and the inverse Fourier transform is denoted by
In particular, the Fourier transform
and the inverse Fourier transform is denoted by F −1 f, i.e., , π), we will denote
We denote by Q 0 ,Q and Q the 4 × 4 diagonal matrices
We now state our main result. 
Here U 0 (t)u 0 and U ∞ (t)u 0 satisfy the following (ii-a) and (ii-b).
(ii-a) U 0 (t)u 0 is written as
Here W 0 (t)u 0 takes the form
and φ (0) (x 3 , t) satisfies the following heat equation on R:
with some positive constant κ. For 1 ≤ r ≤ ∞ and = 0, 1, the function R 0 (t)u 0 satisfies the estimate
and the estimates hold for t ≥ 1:
This implies that
The proof of Theorem 2.1 is based on the resolvent problem associated with (1.1)-(1.2):
Here u = T (φ, v). Hereafter we will often write
We take the Fourier transform of (2.1) with respect to x 3 to obtain
which is written in the form
Here ξ ∈ R denotes the dual variable; the unknown u
is a function on D with values in C; and
For any η > 0, if the diameter of O is sufficiently small, then one can find a function h with the following properties (i)-(iii).
There are an open neighborhoodÕ of the origin of R 2 and a diffeo-
Using the map ω, we define
Problem (3.2) is then transformed into the following one on the half space R
To prove Proposition 3.2, we consider the Fourier transform of (3.3) in y 2 variable. In what follows we will writeζ for T (ζ 2 , ξ) ∈ R 2 . Then the Fourier transform of (3.3) in y 2 gives
where I 2 is the 2 × 2 identity matrix. As for problem (3.4) we make use of some results by [9] . For a given
To investigate problem (3.5) we introduce some quantities. We set
where ν 1 = ν +ν andν 1 = 2ν +ν. It was shown in [8, 9] that ifζ = 0 and λ / ∈ {λ 1 , λ ± ,λ ± , −γ 2 /ν 1 }, then (3.5) has a unique solution u. We denote the solution operator for (3.5) 
by S(λ,ζ). Then for the solution
and, therefore,
As for F
−1 ζ→ỹ
S(λ,ζ)Fỹ →ζ , we have the following estimates. .6) and (3.7) which work well to obtain the desired estimate of Theorem 3.1.
To prove Lemma 3.3, we will make use of an integral representation of the solution u = S(λ,ζ)Fỹ →ζ f of (3.5) given by [9] .
We introduce the characteristic roots of the ordinary differential system (λ + Aζ)u = 0, which are given by ±μ j (λ,ζ), j = 1, 2, where
We next introduce the Green functions g
w = f under the Neumann boundary condition and the Dirichlet one at y 1 = 0 respectively. We define g
We set g
We also define functions
Using the functions defined above, we have an integral representation of the solution u = S(λ,ζ)f of (3.5).
Lemma 3.4. Ifζ
= 0 and λ / ∈ {λ 1 , λ ± ,λ ± , −γ 2 /ν 1 }, then the solution u = S(λ,ζ)Fỹ →ζ f of (3.5) is represented as S(λ,ζ)f = G(λ,ζ)Fỹ →ζ f + H(λ,ζ)Fỹ →ζ f,
where G(λ,ζ) and H(λ,ζ) are the integral operators given by
where δ(y 1 ) denotes the Dirac delta function; μ j (j = 1, 2), we have
(ii) As for μ j (j = 1, 2), an elementary observation shows that
; and if |ζ| < 2γ/ν 1 , then λ − = λ + and Imλ + =
Furthermore,
and similar asymptotics also hold forλ ± .
To estimate F 
and that there exists a constant C 0 > 0 such that
See, e.g., [2] for the proof of Lemma 3.6.
An elementary observation yields the following lemma.
Here y = (y 1 ,ỹ), ζ = (ζ 1 ,ζ) withζ = (ζ 2 , ξ) and 
Then there exists a positive constant
By 
We are now in a position to prove Lemma 3.3.
Proof of Lemma 3.3.
We first estimate the G(λ,ζ) part of S(λ,ζ). We begin with the terms concerning g
where
As for I 1 , by Lemma 3.7,
for any α (|α| ≥ 0). It then follows from Lemma 3.6 that
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Similarly one can obtain
We next consider I 2 . Let |β| + = 0, 1, 2. By Lemma 3.9, we have
It then follows from Lemma 3.6 that
and, therefore, by Minkowski's inequality for integrals, we have
Using Lemma 3.8, we see that for |β| = |β| + = 0, 1, 2,
From the estimates for I 1 and I 2 obtained above, we conclude
Also, since
It remains to estimate the terms concerning g (±) μ 1 ,μ 2 . This will be complete if we show the estimates
for anyã and b with |ã| + b = 2 and |β| = 0, 1, 2.
Let us prove (3.8). We writẽ
As for J 1 , by Lemma 3.7,
An elementary computation gives
In view of Remark 3.5 (ii), one can see that
for |ξ| ≥ M/2. Lemma 3.6 then implies that
Similarly we have
We next consider J 2 . We set
By Lemma 3.9, we have, for |ξ| ≥ M/2,
we see from Lemma 3.6, (3.9) and (3.10) that
for |ξ| ≥ M/2. Therefore, by Lemma 3.8 and (3.9), we have, for |β| = |β| + = 0, 1, 2,
Combining the estimates for J 1 and J 2 we obtain (3.8); and the desired estimates for the G-part are obtained.
We next consider the H(λ,ζ) part of S(λ,ζ). By Lemma 3.9, we have (3.11)
These inequalities yield the desired estimates for the H-part. For example, let us consider the term
. By (3.11) and Lemma 3.9 (v), we have
for |ξ| ≥ M/2. As in the estimates for I 2 and J 2 above, we see from Lemmas 3.6 and 3.8 that
for |β| = 0, 1, 2. Similarly one can obtain , 1, 2) . This completes the proof.
We now prove Proposition 3.2.
Proof of Proposition 3.2. By Lemma 3.3, if sup y
We now take η > 0 in such a way that Cη ≤ 1 2 and then choose δ > 0 so small that sup y 2 |h (y 2 )| ≤ η whenever diam(O) ≤ δ. It then follows from (3.12) that (3.13)
Similarly, by Lemma 3.3, (3.14)
We see from (3.13) and (3.14) that (3.15)
by taking η and δ smaller if necessary. It then follows from Lemma 3.3, (3.13) and (3.15) that (3.16) 
By (3.17) and Proposition 3.2 (ii), we have
Therefore, if M > 0 is taken so large, we obtain
It then follows from (3.18) and Proposition 3.2 (iii) that
This completes the proof.
Resolvent problem for the middle frequency part
Let M > 0 and r > 0. In this section we establish estimates on (λ+
We begin with estimating (λ + L ξ ) −1 for λ in compact sets. We first
Note that here f is a function of x ∈ D and does not depend on ξ. 
with some constant C k uniformly for ξ and λ ∈ Σ(−c 1 ,
Proof. Letζ = (ζ 2 , ξ) ∈ R 2 and let S(λ,ζ) be the solution operator for problem (3.5) introduced in section 3. We consider the following problem on {y 1 > 0} (4.1)
for the unknown w = w(y 1 ,ζ) and a given F = F (y 1 , ζ 2 ) withζ = (ζ 2 , ξ) regarded as a parameter. Note that F does not depend on ξ. In view of Lemma 3.4 and Remark 3.5 (ii), similarly to the proof of Lemma 3.3, we see that there exist c 1 = c 1 (r, M) > 0 and
+ with parameter ξ, satisfies the estimates
for |α | = 0, 1, and,
Proposition 4.3 for k = 1 was proved in [10] . (See [10, Proposition 3.14] .) The proof for k ≥ 2 is done in a similar line to that of [10, Proposition 3.14] by using the Matsumura-Nishida energy method [19] . We here omit the details. 
By the Sobolev embedding theorem, we have u
Similarly to the proof of Proposition 4.1, we can obtain the estimate
; and, hence, by Remark 4.4, u = 0. We thus obtain (4.11).
We next assume that
By the preceding argument, for each n, there exists u
, and we can find a function u
The uniqueness of u * follows from Remark 4.4 since q ≥ 2. This completes the proof.
We now prove Lemma 4.2.
Proof of Lemma 4.2.
It suffices to prove Lemma 4.2 for 1 < p < 2. Let q ∈ (2, ∞) be the Hölder conjugate to p.
which implies u = 0. This completes the proof.
We now establish the estimate on
It suffices to prove Theorem 4.6 for f ∈ S(R;
, Theorem 4.6 immediately follows from the following proposition.
Here * means the convolution in x 3 .
Proof. We first show
we see from Proposition 4.1 that for
It then follows that (4.12)
Here |T | L(X,Y ) denotes the operator norm of a bounded operator T : X → Y . By (4.12), for any f ∈ S(R;
, there hold the estimates
Therefore, by Fubini's theorem, we have
Furthermore, we see from (4.12) that
Similarly one can estimate Q K(λ, ·) * f W 2,p and the desired estimate is obtained. This completes the proof.
We next consider estimates on κ r,M (ξ)(λ+ L ξ ) −1 f for large |λ|, which can be obtained by a similar argument as in section 3.
Let
) is a solution of (3.1) with κ M replaced by κ r,M .
Similarly to the proof of Lemma 3.3, one can prove the following estimate (cf., [5, Sections 4 and 5] ). 
and
32
Based on Lemma 4.8 and the localization argument as in the proof of Theorem 3.1, we have the following estimate (by takingΛ larger if necessary). 
Combining Theorems 4.6 and 4.9, we obtain the following estimate for . Then there
Spectral properties of low frequency part
In this section we investigate spectral properties of − L ξ for |ξ| 1. This case is treated as a perturbation from the case ξ = 0.
We begin with some spectral properties of − L 0 . We set ξ = 0 in (2.2) to obtain
We decompose φ and f 0 into
Proposition 5.1 was proved by [21] . (See also [20] .) We summarize the spectral properties of − L 0 obtained above. 
Furthermore, 0 is a simple eigenvalue and the associated eigenprojection P (0) is given by 
Here λ 0 (ξ) is a simple eigenvalue of − L ξ , which satisfies
for some constant a 1 > 0.
We next give an estimate for the eigenprojection P (ξ) associated with the eigenvalue λ 0 (ξ). For this purpose we write L ξ as
Here
We begin with following 
Proof. We here give an outline of the proof. As was shown in [10] , an application of the Matsumura-Nishida energy method [19] to (5.3)-(5.4) gives
for some constant C = C(R) > 0. Then higher order derivatives can also be estimated by the Matsumura-Nishida energy method to obtain
. Applying the elliptic regularity estimate to (5.5), we have
Proposition 5.4 now follows from (5.2), (5.6) and (5.7). This completes the proof.
Lemma 5.5. There holds the following estimates
We now estimate the integral kernel of the eigenprojection P (ξ) associated with the eigenvalue λ 0 (ξ) for |ξ| 1.
Theorem 5.6. There exists r 2 > 0 such that if |ξ| ≤ r 2 , then the following assertions hold.
(i) The eigenprojection P (ξ) associated with the eigenvalue λ 0 (ξ) is written in the form
for |α | ≤ 1 and |β | ≤ 1. Furthermore, for any α ≥ 0, P (2) (ξ, x , y ) satisfies the estimate
(ii) λ 0 (ξ) is a simple eigenvalue of the adjoint operator − L * ξ and the associated eigenprojection P * (ξ) is written as P * (ξ) = P (0) * + ξ P (1) * + P (2) * (ξ), Here P (j) * (x , y ) (j = 0, 1) and P (2) * (ξ, x , y ) satisfy P (0) * = P (0) , P (1) * (x , y ) = P (1) (y , x ), P (2) * (ξ, x , y ) = P (2) (ξ, y , x ).
(iii) There hold the following relations
Proof. We here give an outline of the proof. Let λ = 0. By (2.1),
Substituting this into the second equation of (2.1), we have (6.2) λv − νΔv −ν∇divv = F, v| ∂Ω = 0.
Since Bv = −νΔv −ν∇divv is strongly elliptic, it holds that there are Λ > 0 and θ ∈ (
, π) such that for λ ∈ Σ(Λ , θ)
We take Λ > 0 large enough so that
for λ ∈ Σ(Λ, θ). Then
This, together with (6.1), yields
This completes the proof. Here Γ = {λ = Λ + se ±θ ; s ≥ 0}.
Using the estimates (i) and (ii) in Proposition 6.1, one can show Theorem 2.1 (i) by a standard argument.
We now give a proof of asymptotic behavior of e −tL given in Theorem 2.1 (ii).
Proof of Theorem 2.1 (ii).
The proof is done by a similar argument to that in [6, Section 4] . We here give an outline of the proof.
We decompose e −tL as e −tL = V 0 (t) + V ∞ (t).
where κ 0 is a function satisfying
with Γ = {λ = Λ + se ±θ ; s ≥ 0}. We here take r > 0 in such a way that 0 < r ≤ min{r 1 , r 2 } with r 1 and r 2 given in Theorems 5.3 and 5.6 respectively.
To prove Theorem 2.1 (ii), we will deform the contour Γ in a suitable way. We first consider V 0 (t). By Theorem 5. Setting U ∞ (t) = W (1) (t) + V ∞ (t), we see that U ∞ (t) satisfies the estimate in Theorem 2.1 (ii-b). This completes the proof.
