Ranks of Maharam algebras by Perovic, Zikica & Velickovic, Boban
ar
X
iv
:1
60
8.
02
46
8v
2 
 [m
ath
.FA
]  
9 A
ug
 20
16
RANKS OF MAHARAM ALGEBRAS
ŽIKICA PEROVIĆ AND BOBAN VELIČKOVIĆ
Abstract. Solving a well-known problem of Maharam, Talagrand [17] constructed an
exhaustive non uniformly exhaustive submeasure, thus also providing the first example
of a Maharam algebra that is not a measure algebra. To each exhaustive submeasure
one can canonically assign a certain countable ordinal, its exhaustivity rank. In this
paper, we use carefully constructed Schreier families and norms derived from them to
provide examples of exhaustive submeasures of arbitrary high exhaustivity rank. This
gives rise to uncountably many non isomorphic separable atomless Maharam algebras.
1. Introduction
We say that a complete Boolean B algebra is a measure algebra if it admits a strictly
positive σ-additive probability measure. Recall that a submeasure on Boolean algebra B
is a function ν : B → [0,+∞] such that
(1) ν(0) = 0,
(2) If x ≤ y then ν(x) ≤ ν(y),
(3) ν(x ∨ y) ≤ ν(x) + ν(y), for all x, y ∈ B;
We say that ν is positive if ν(a) > 0, for every a ∈ B \ {0}. If B is complete the role of
σ-additivity is played by the following continuity condition.
(4) ν(xn)→ ν(infn xn), whenever {xn}n is a decreasing sequence.
A submeasure ν satisfying (4) is called continuous. If a complete Boolean algebra B
carries a positive continuous submeasure then we call it a Maharam algebra.
In an attempt to find an algebraic characterization of measure algebras Von Neumann
asked in 1937 if every ccc weakly distributive complete Boolean algebra is a measure
algebra (see [12]). Working on Von Neumann’s problem Maharam [11] formulated the
notion of a continuous submeasure and found an algebraic characterization for a complete
Boolean algebra to carry one. Maharam also showed that every Maharam algebra is
weakly distributive and satisfies the ccc. Therefore Von Neumann’s original question
was naturally decomposed into two questions.
Question 1. Is every Maharam algebra a measure algebra?
Question 2. Is every ccc weakly distributive complete Boolean algebra a Maharam alge-
bra?
In this paper we will not discuss Question 2, instead we refer the interested reader to
[18]. Over the years a significant amount of work has been done on Question 1, which
was known to be equivalent to the famous Control Measure Problem, i.e. the question
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whether every countably additive vector valued measure µ defined on a σ-algebra of
sets and taking values in an F -space, i.e. a completely metrizable topological vector
space, admits a control measure, i.e. a countable additive scalar measure λ having the
same null sets as µ. For instance, Kalton and Roberts [9] showed that a submeasure
µ defined on a (not necessarily complete) Boolean algebra B is equivalent to a measure
if and only if it is uniformly exhaustive. Recall that a submeasure µ on a Boolean
algebra B is called exhaustive if for every sequence {an}n of disjoint elements of B we
have limn µ(an) = 0, µ is called uniformly exhaustive if for every ǫ > 0 there is an integer
n such that there is no sequence of n pairwise disjoint elements of B of µ-submeasure
≥ ǫ. Clearly, every continuous submeasure on a complete Boolean algebra is exhaustive.
If µ is a positive submeasure on a Boolean algebra B one can define a metric d on B by
setting d(a, b) = µ(a∆b). If µ is exhaustive then the metric completion B¯ of B equipped
with the natural boolean algebraic structure is a complete Boolean algebra and µ has a
unique extension µ¯ to a continuous submeasure on B¯. Thus B¯ is a Maharam algebra. It
follows that Question 1 is equivalent to the question whether every exhaustive submeasure
on a Boolean algebra B is uniformly exhaustive. In 2005 Talagrand [17] produced a
remarkable example of an exhaustive submeasure which is not uniformly exhaustive. As
a consequence he obtained the following result.
Theorem 1.1 ([17]). There is a Maharam algebra which is not a measure algebra.
Now we know that there are Maharam algebras that are not measure algebras, but we
do not know much about their structure. Fremlin (see [5]) suggested using the exhaus-
tivity rank as a tool for classifying Maharam algebras.
Suppose that B is a Boolean algebra and ν an exhaustive submeasure on B. For ǫ > 0,
let Dǫ(ν) be the set of all finite pairwise disjoint subsets F of B such that ν(a) ≥ ǫ, for
all a ∈ F . Since ν is exhaustive it follows that (Dǫ(ν),⊃) is well-founded. Let rkǫ(ν) be
the rank of this ordering. More precisely, for each F ∈ Dǫ(ν), we define the rkǫ(ν, F ) by
letting:
rkǫ(ν, F ) = sup{rkǫ(ν,G) + 1 : G ∈ Dǫ(ν) and G ) F}
We then let rkǫ(ν) = rkǫ(ν, ∅). Finally, we let rk(ν) = sup{rkǫ(ν) : ǫ > 0}. Since any two
Maharam submeasures on a Maharam algebra B are absolutely continuous with respect
to each other they have the same exhaustivity rank, hence this rank is an invariant of B
and we denote it by rk(B). Fremlin [4] proved that if B is a Maharam algebra, but not
a measure algebra then rk(B) ≥ ωω. He also showed that rk(T ) ≤ ωω
2
for the Maharam
algebra T constructed by Talagrand [17]. Generalizing Fremlin’s question ([5] 539Z) we
consider the following.
Question 3. Are there Maharam algebras of arbitrary high countable exhaustivity rank?
We give a positive answer to this question. We define the notion of an admissible
norm and we generalize Talagrand’s construction by replacing the cardinalities of the
relevant sets by their norms. By varying this norm we obtain examples of submeasures
of arbitrary high exhaustivity ranks.
The paper is organized as follows. In §2 we define admissible norms and show how
to produce examples of such norms using Schreier families. We also prove some easy
technical facts about these norms that will be needed in the main construction. In §3 we
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describe our generalization of Talagrand’s construction based on any admissible norm.
We also give a lower bound on the exhaustivity ranks of the submeasures built on the
Schreier norms. In §4 we prove that the submeasures constructed in §3 are exhaustive
and derive some corollaries. In §5 we provide upper bounds on the exhaustivity ranks of
our submeasures. Our presentation is completely self-contained, however a good under-
standing of [2], [13], and [17] would clearly be useful when reading the current paper.
2. Admissible families and norms
We will be interested in functions on finite sets of integers that have certain features
of the cardinality function.
Definition 2.1. Suppose A and B are finite subsets of N. We write A ≤s B if, letting
A = {a0, . . . , an−1} and B = {b0, . . . bm−1} be the increasing enumerations of A and B,
we have that n = m and ai ≤ bi, for all i < n.
Definition 2.2. A norm is a function ‖ · ‖ : [N]<ω → N such that:
(1) ||∅|| = 0 and ||{n}|| = 1, for all n ∈ N,
(2) if A ⊆ B then ||A|| ≤ ||B||,
(3) ||A ∪B|| ≤ ||A||+ ||B||, for every A,B ∈ [N]<ω.
We say that a norm || · || is:
(4) unbounded if limn→∞ ||A ∩ n|| = +∞, for every infinite A ⊆ N,
(5) spreading if ||A|| ≤ ||B||, for every A,B ∈ [N]<ω such that A ≤s B.
A norm that is both unbounded and spreading will be called admissible.
We now describe a canonical way to generate admissible norms on [N]<ω.
Definition 2.3. Let S be a family of finite subsets of N. We say that S is:
(1) hereditary if it is closed under taking subsets.
(2) spreading if A ∈ S and A ≤s B implies B ∈ S .
(3) compact if it is a compact subset of 2N with the product topology, where we identify
a subset of N with its characteristic function.
Finally, we say that S is admissible if it is compact, hereditary, spreading and contains
all singletons.
Suppose S is an admissible family of finite subsets of N. We can define a norm
|| · ||S by letting ||A||S be the least number of members of S needed to cover A. It
is straightforward to check that || · ||S is an admissible norm. Conversely, if || · || is an
admissible norm we can let S = {F ∈ [N]<ω : ||F || ≤ 1}. Then S is an admissible
family and || · || = || · ||S . We can assign a rank to each admissible family S . We do
this using the language of games.
Definition 2.4. Let S be an admissible family and α a countable ordinal. The game
Gα(S ) is played between two players I and II as follows.
I : α0 α1 · · · αk · · ·
II : n0 n1 · · · nk · · ·
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Player I is required to play a decreasing sequence of ordinals ≤ α and Player II is required
to play an increasing sequence of integers such that {n0, . . . nk} ∈ S , for all k. The first
player who cannot play loses.
Since Player I plays a decreasing sequence of ordinals, the game must end after finitely
many stages. Therefore, by the Gale-Stewart theorem [6] one of the players has a winning
strategy. Since every infinite subset of N has an initial segment which is not in S , Player
II cannot have a winning strategy in Gα(S ), for all α < ω1. We let ρ(S ) be the least
α such that Player I has a winning strategy in Gα(S ). Let TS be the set of strictly
increasing sequences of integers whose range is in S . We order TS by reverse extension,
i.e. s < t iff t is a proper initial segment of s. Then TS is well-founded and ρ(S ) is
simply the well-founded rank of TS .
Given families S and T of subsets of N let S ⊕ T = {S ∪ T : S ∈ S and T ∈ T }.
It is easy to see that, if S and T are admissible, then so is S ⊕T .
Lemma 2.5. Suppose S and T are admissible families. Let ρ(S ) = α and ρ(T ) = β.
Then ρ(S ⊕T ) ≤ (α + 1)(β + 1)− 1.
Proof. Let us fix winning strategies σ and τ for Player I in Gα(S ) and Gβ(T ). Let
γ = (α+1)(β+1)−1. We need to define a winning strategy for Player I in Gγ(S ⊕T ).
Note that the lexicographic ordering <lex on (β+1)×(α+1) has order type (α+1)(β+1).
So, instead of playing ordinals ≤ γ Player I will play pairs of ordinals in (β+1)× (α+1)
decreasing under <lex. Player I starts by playing according to σ, but at any give stage
instead of playing the ordinal ξ given by σ he plays (β, ξ). Player II plays an increasing
sequence of integers {n0, n1, . . .}. Since σ is a winning strategy for Player I in Gα(S )
there must be a stage k0 such that {n0, . . . , nk0} /∈ S . At that moment Player I switches
to playing Gβ(T ) and considers that Player II has played nk0 as the first move in this
game. Suppose τ replies by playing some β1 < β. Player I then starts a new run of Gα(S )
in which he plays pairs of the form (β1, ξ), for ξ ≤ α. Since σ is a winning strategy in
this game, there must be a first stage k1 such that {nk0+1, . . . , nk1} /∈ S . Player I then
considers that Player II has made another move in Gβ(T ) by playing nk1 . Let β2 < β1
be the response of τ . Player I then starts yet another run of Gα(S ) in which he plays
pairs of the form (β2, ξ), for ξ ≤ α. Continuing in this way, we obtain increasing blocks
of integers B0, B1, . . .. Each block Bi is of the form {nki−1+1, . . . , nki}. Here, we set by
convention k−1 = −1. We have that Bi /∈ S , for each i. Since τ is a winning strategy
for Player I in Gβ(T ), by the time Player I reaches (0, 0), Player II has played l blocks
B0, . . . , Bl−1 such that R = {nk0, . . . , nkl−1} /∈ T . We claim that
⋃
i<lBi /∈ S ⊕ T .
Indeed, suppose it could be written as S ∪ T , for some S ∈ S and T ∈ T . Since
Bi /∈ S , there must be an element mi ∈ Bi \ S, for all i < l. Let P = {m0, . . . , ml−1}.
Then we must have that P ⊆ T . Since T is hereditary, we would have that P ∈ T , as
well. Now, note that P ≤s R. Since T is also spreading, we would get that R ∈ T , a
contradiction.

Corollary 2.6. Suppose S is an admissible family and let α = ρ(S ). Let ‖ · ‖S be the
associated norm. Suppose n > 0 is an integer and let S n = {F ∈ [N]<ω : ‖F‖S ≤ n}.
Then ρ(S n) ≤ (α + 1)n − 1. 
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We now define a version of the Schreier families initially introduced in [15]. These
families have played an important role in the theory of Banach spaces, see for instance
[1] or [7]. For applications of Schreier families in combinatorics, see, for instance, [3].
Since we need our families to be spreading we have to take some care in their definition.
It will be convenient to use the following lemma of Galvin, see [8] or [14] for a proof.
Lemma 2.7. There is a sequence (<n)n of tree orderings on ω1 such that:
(1) if n < m and ξ <n η then ξ <m η,
(2) (ω1, <n) has finite height, for all n,
(3) <↾ ω1 =
⋃
n <n. 
We fix a Galvin decomposition (<n)n such that 0 <n ξ, for all 0 < ξ < ω1 and all n.
Definition 2.8 (Schreier families). Suppose 0 < α < ω1. We define the family Sα as the
collection of all F ∈ [N]<ω such that, if F = {n0, . . . , nk−1} is the increasing enumeration,
there is a sequence (αi)i≤k of ordinals such that α0 = α and αi+1 <ni αi, for all i < k.
Lemma 2.9. The family Sα is admissible, for all countable ordinals α > 0.
Proof. Let us first observe that if F ∈ Sα then there is a canonical sequence of ordinals
witnessing it. Namely, suppose F = {n0, . . . , nk−1} is the increasing enumeration. We
define the sequence (αi)i≤k by induction as follows. Let α0 = α. Suppose αi has been
defined. Since (ω1, <ni) is a tree of finite height, the set of <ni-predecessors of αi is finite
and totally ordered. If it is non-empty, we let αi+1 be the largest <ni-predecessor of αi.
It is straightforward to check, by using (1) of Definition 2.7 and the fact that F ∈ Sα,
that we can continue the construction up to k. Notice that, also by (1) of Definition
2.7, the family Sα is spreading and hereditary, for all α. To see that Sα is compact,
suppose A is an infinite subset of N such that A ∩ n ∈ Sα, for all n. Let {n0, n1, . . .}
be the increasing enumeration of A. Then, as before, we could construct a sequence
(αk)k of ordinals such that α0 = α and αk+1 <nk αk, for all k. Then (αk)k would be
an infinite decreasing sequence of ordinals, a contradiction. Finally, if α > 0, since we
assumed that α >n 0, for all n, it follows that Sα contains all singletons. Therefore,
Sα is an admissible family. Let us also note that if α <n β, n < F and F ∈ Sα then
F ∪ {n} ∈ Sβ. 
Lemma 2.10. ρ(Sα) = α, for all countable ordinals α > 0.
Proof. Suppose α∗ < α. We describe a winning strategy for Player II in Gα∗(Sα). We
may assume that Player I starts by playing α0 = α
∗. Player II lets n0 be the least
integer such that α0 <n0 α. At stage k, suppose Player I plays some αk < αk−1. Then
Player II lets nk be the least integer bigger than nk−1 such that αk <nk αk−1. Since
α >n0 α0 > . . . >nk αk, it follows that {n0, . . . , nk} ∈ Sα. This means that Player II
can keep playing as long as Player I keeps producing a decreasing sequence of ordinals.
Therefore, Player II wins by playing in this way.
Now we describe the winning strategy for Player I in Gα(Sα). He starts by playing
α0 = α. Suppose Player II responds by playing some n0. Since {n0} ∈ Sα then α0 is
not a minimal element in <n0. Let α1 be the largest <n0-predecessor of α0. Player I
then plays α1. Suppose we are at some stage k and Player II has played nk−1 in the
previous stage. Since {n0, . . . , nk−1} ∈ Sα it follows that αk−1 is not a minimal element
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in <nk−1. Then Player I plays as αk the largest <nk−1-predecessor of αk−1. Since (αk)k
is a decreasing sequence of ordinals, the game must stop at some stage, i.e. at some k
Player II cannot find nk > nk−1 such that {n0, . . . , nk} ∈ Sα. Therefore, Player I wins
by following this strategy.

Definition 2.11. We shall write ‖ · ‖α for the norm derived from the family Sα, for
α < ω1.
We now turn to a different game that will be used to analyze the exhaustivity ranks
of our submeasures.
Definition 2.12. Suppose P is a poset and F ⊆ P. For an ordinal α the game Hα(F)
is played between players I and II as follows.
I : α0 α1 · · · αk · · ·
II : p0 p1 · · · pk · · ·
Player I is required to plays decreasing sequence of ordinals ≤ α, while Player II plays
pairwise incompatible members of F . The first player who cannot play loses.
Clearly, if there is an infinite pairwise incompatible sequence of elements of F then
Player II has a winning strategy in Hα(F), for any α. He simply plays the members of
that sequence regardless of what Player I plays. If there is no such sequence of members
of F then there is an ordinal α such that Player I has a winning strategy. Let δ(F) be the
least such α. In other words, if D(F) is the family of pairwise incompatible finite subsets
of F then δ(F) is equal to rk(D(F)), i.e. the rank of D(F) under reverse inclusion.
In the next lemma and in §5 we will use the natural sum of ordinals, see [16]. Recall
that for ordinals α and β, the natural sum of α and β, denoted by α ⊕ β is defined by
simultaneous induction on α and β as the smallest ordinal greater than α ⊕ γ, for all
γ < β, and γ⊕β, for all γ < α. Another way to define the natural sum of two ordinals α
and β is to use the Cantor normal form: one can find a sequence of ordinals γ0 > . . . γn−1
and two sequences (k0, . . . , kn−1) and (j0, . . . , jn−1) of natural numbers (including zero,
but satisfying ki + ji > 0, for all i) such that α = ω
γ0 · k0 + · · · + ω
γn−1 · kn−1 and
β = ωγ0 · j0 + · · ·+ ω
γn−1 · jn−1 and defines
α⊕ β = ωγ0 · (k0 + j0) + · · ·+ ω
γn−1 · (kn−1 + jn−1).
What is important for us is that the natural sum is associative and commutative. It
is always greater or equal to the usual sum, but it may be strictly greater.
Definition 2.13. Let P be the poset of all partial functions u such that dom(u) ∈ [N]<ω
and u(k) < 2k, for all k ∈ dom(u), ordered under reverse inclusion. For 0 < α < ω1, let
Pα be the set of all u ∈ P with ‖dom(u)‖α ≤ 1.
Lemma 2.14. Suppose 0 < α < ω1. Then δ(Pα) = ω
α.
Proof. We will give a proof by induction. First note that, since Sβ is spreading, for all
β, if Player II has a winning strategy in Hγ(Pβ) for some γ, then for every integer n,
Player II has a winning strategy in the same game in which he plays partial functions
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u ∈ Pβ with min(dom(u)) > n. Now, suppose α is a countable ordinal and the statement
is true for all β < α.
Suppose ξ < ωα. We describe informally a winning strategy for Player II in Hξ(Pα).
We may assume that Player I’s starts by playing ξ0 = ξ. We first find β < α and
an integer n0 such that ξ0 = ω
β · n0 + η0, for some η0 < ω
β. We can then find an
integer m such that 2m > n0 and β <m α. Note that if F ∈ Sβ and m < min(F ) then
{m} ∪ F ∈ Sα. Fix a winning strategy τ0 for Player II in Hη0(Pβ) in which he plays
only partial functions u ∈ Pβ with min(dom(u)) > m. Now, let u0 be the response of
τ0 if Player I plays η0 in the game Hη0(Pβ). Player II then plays v0 = {(m,n0)} ∪ u0.
Note that if F0 = dom(u0) then F0 ∈ Sβ and hence {m} ∪ F0 ∈ Sα. In other words
v0 ∈ Fα. As long as Player I plays ordinals ξi of the form ω
β ·n0+ ηi, for some ηi, Player
II simulates the run of the game Hη0(Pβ) in which Player I plays the ηi. At stage i, if
ui is the response of τ0 in that game he plays vi = {(m,n0)} ∪ ui in the current game.
Suppose that at some stage i Player I plays an ordinal ξi of the form ω
β · n1 + ηi for
some n1 < n0 and ηi < ω
β. Fix a winning strategy τ1 for Player II in Hηi(Pβ) in which
he plays only partial functions u ∈ Pβ with min(dom(u)) > m. Let ui be the reply of τ1
if Player I starts by playing ηi in Hηi(Pβ). Then Player II plays vi = {(m,n1)} ∪ ui in
the current game. As before, we have that vi ∈ Pα. Proceeding in this way, Player II
plays pairwise incompatible members of Pα as long as the game last. Thus Player II has
a winning strategy in Hξ(Pα), as desired.
We now show that Player I has a winning strategy in Hωα(Pα). Of course, Player
I starts by playing ωα. Suppose Player II responds by playing some u0 ∈ Pα. Fix an
integer m such that dom(u0) ⊆ m and let β be the immediate <m-predecessor of α. First
note that if u ∈ Pα is incompatible with u0 then dom(u)∩m 6= ∅ and dom(u) \m ∈ Pβ .
Let D be the set of all s ∈ Pα which are nonempty and such that dom(s) ⊆ m. Note
that D is finite. Let t be the cardinality of D and let {s0, . . . , st−1} be an enumeration
of D. By the inductive assumption, there is a winning strategy, say τ , for Player I in
Hωβ(Pβ). On the side, Player I starts t runs of Hωβ(Pβ) simultaneously in which he
simulates the moves of Player II and uses the responses of τ in order to produce a move
in Hωα(Pα). We may assume that the first move of τ is ω
β. Player I then plays ωβ · t
in Hωα(Pα). At stage i suppose Player II plays ui ∈ Pα that is incompatible with the
uj, for j < i. In particular, ui is incompatible with u0 and hence dom(u) ∩m 6= ∅. Let
ξk,i−1 be the latest ordinal played by τ in the k-th run of Hωβ(Pβ). Let r < t be such
that ui ↾ m = sr. Player I then considers the r-th run of Hωβ(Pβ) and simulates a move
of Player II in that game by playing ui ↾ [m,ω). Note that ui ↾ [m,ω) ∈ Pβ and is
incompatible with uj ↾ [m,ω), for all j < i such that uj ↾ m = sr. Thus, ui ↾ [m,ω) is a
legitimate move by Player II in that position of Hωβ(Pβ). Let ξr,i be the response of τ .
For all k 6= r, Player I considers that no move is made in the k-th copy of Hωβ(Pβ) and
sets ξk,i = ξk,i−1. Finally, in Hωα(Pα), Player I plays
ξi = ξ0,i ⊕ ξ1,i ⊕ . . .⊕ ξt−1,i.
Since ξr,i < ξr,i−1 and ξk,i = ξk,i−1, for all k 6= r, it follows that ξi < ξi−1. Since τ is a
winning strategy for Player I in Hωβ(Pβ), it follows that Player I can continue playing
in this way as long as Player II plays pairwise incompatible members of Pα. Hence, this
is a winning strategy for Player I in Hωα(Pα), as required. 
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We shall need a version of the following lemma due to Roberts [13].
Lemma 2.15 (Roberts’ Selection Lemma). Let ‖ · ‖ be an admissible norm. Suppose
s, t are integers and Il is a finite subset of N with ‖Il‖ ≥ st, for all l < s. Then
there is a permutation π of {0, . . . s − 1} and sets Ji ⊆ Iπ(i), for all i < s, such that
J1 < J2 < · · · < Js and ‖Ji‖ = t, for all i < s.
Proof. We essentially repeat the original argument. We define integers ki and π(i), with
π(i) < s, and sets Ji ⊆ Iπ(i) by induction on i < s. Ty begin, by (1) of Definition 2.2,
we can find the least integer k0 such that ‖Il ∩ k0‖ = t, for some l < s. We let π(0)
be the least such l and let J0 = Iπ(0) ∩ k0. Note that, again by (1) of Definition 2.2,
‖Il \ k0‖ ≥ (s− 1)t, for all i 6= π(0). Having defined kj and π(j), for all j < i, let ki be
the least integer such that ‖Il ∩ [ki−1, ki)‖ ≥ t, for some l 6= π(0), . . . , π(i− 1). Let π(i)
be the least such l and let Ji = Iπ(i)∩ [ki−1, ki). We can clearly continue the construction
for all i < s. 
We shall also need the following simple lemma which is the main reason why we require
our admissible norms to be spreading.
Lemma 2.16. Let ‖·‖ be an admissible norm. Suppose C,D ⊆ N are such that ‖C‖ ≥ 3
and ‖D‖ = 1. Then there are consecutive elements c, d of C such that [c, d) ∩D = ∅.
Proof. Let t be the cardinality of C and let {ci : i < t} be the increasing enumeration
of C. Suppose D ∩ [ci, ci+1) 6= ∅, for all i < t − 1, and pick ei ∈ D ∩ [ci, ci+1), for all
i < t−1. Let C ′ = C \{c0} and E = {ei : i < t−1}. Since E ⊆ D and ‖D‖ = 1 it follows
that ‖E‖ ≤ 1. Since E ≤s C
′ and ‖ · ‖ is spreading we also get that ‖C ′‖ ≤ 1. Now,
‖{c0}‖ = 1, hence, by subadditivity of ‖ · ‖ we get that ‖C‖ ≤ 2, a contradiction. 
3. Talagrand’s construction revisited
In this section we associate to each admissible norm ‖ · ‖ an exhaustive submeasure on
a countable atomless Boolean algebra. The construction generalizes the one of Talagrand
[17], which itself builds on previous work of Roberts [13] and Farah [2]. In our case special
care has to be taken in order to take into account the fact that ‖ · ‖ is only subadditive
rather than additive. We start by describing the topological space and Boolean algebra
that we will work with.
Let T =
∏
n 2
n. For n ∈ N, let Bn denote the algebra of subsets of T that depend
only on the coordinates < n. Then B =
⋃
n Bn is the algebra of clopen subsets of T . We
denote by An the set of atoms of Bn and call them the atoms of rank n. For X ⊆ T we
will write
[X ]n =
⋂
{B ∈ Bn : X ⊆ B} =
⋃
{A ∈ An : A ∩X 6= ∅}
to describe the smallest clopen set in Bn containing X. We also write intn(X) for the
largest clopen set in Bn contained in X, i.e.
intn(X) =
⋃
{A ∈ An : A ⊆ X}.
Let us recall that P denotes the collection of all partial functions u such that dom(u) ∈
[N]<ω and u(k) < 2k, for all k ∈ dom(u). If u ∈ P we let Nu = {x ∈ T : u ⊆ x}. Then
An is precisely the set of the Nu, for u ∈ P with dom(u) = n.
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Fix, for the rest of this and the next section, an admissible norm ‖ · ‖. Our goal is to
define a positive exhaustive submeasure ν : B → [0,+∞] such that ν(Nu) ≥ 8, for all
u ∈ P with ‖dom(u)‖ ≤ 1. If ‖ · ‖α is the admissible norm derived from the family Sα
from the previous section, by Lemma 2.14 we have that rk(ν) ≥ ωα. In the last section
we will also give an upper bound on rk(ν).
In order to define our submeasures we will use classes F of marked weighted sets,
objects that have three components: the first one is a clopen subset of T , the second one
is a finite set of coordinates and the third is a nonnegative real called the weight of the
marked set.
Definition 3.1. For F ⊆ B × P(N)× R+,
X(F) =
⋃
(X,I,w)∈F
X, and
w(F) =
∑
(X,I,w)∈F
w.
We use the classes of marked weighted sets to define outer submeasures on B.
Definition 3.2. For E ⊆ B × P(N)× R+, define φE : B → R+ by setting
φE(X) = inf{w(F) : F ⊆ E is finite and X ⊆ X(F)}
By convention, we let φE(∅) = 0 and φE(X) = +∞, for all X ∈ B that is not covered by
X(F), for any finite F ⊆ E .
The following notation will be frequently used. In particular, if A ∈ Am, for some m,
and C ⊆ A, we will use it to define the relative submeasure of C inside A.
Definition 3.3. Let A ∈ Am and let u ∈ P be such that A = Nu. Define πA : T → A by
πA(z)(i) =
{
u(i), if i < m,
z(i), otherwise.
We now recall the definition of a thin set relative to a given submeasure. This notion
was initially introduced by Farah in [2] who used it to construct examples of ǫ-exhaustive
pathological submeasures. It also plays a key role in Talagrand’s construction.
Definition 3.4. Suppose m < n, φ : B → [0,+∞] is a function and X ∈ B, then X is
(m,n, φ)-thin if for all A ∈ Am there is H ∈ Bn such that H ⊆ A\X and φ(π
−1
A (H)) > 1.
For I ⊆ N, X is (I, φ)-thin I, if it is (m,n, φ)-thin, for all m,n ∈ I with m < n.
Notice that π−1A (H) is obtained by simply copying H inside all other atoms in Am. In
all our cases φ will be a submeasure and we think of φ(π−1A (H)) as the submeasure of H
relative to A. Therefore, saying that X is (m,n, φ)-thin simply means that intn(A \X)
is large, i.e. has submeasure bigger than 1 relative to A, for every A ∈ Am.
Before we present the details, let us describe the main ideas of the construction. We
shall fix a sequence of positive reals (ak)k such that
∑
k ak converges and a sequence of
integers (Mk)k quickly increasing to +∞. We identify two properties of a submeasure φ
which together imply that φ is exhaustive.
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Definition 3.5. Let k be an integer. We say that a submeasure φ on B has the k-
thinness property if φ(X) ≤ 2−k, for every X ∈ B which is (I, φ)-thin for some set I
with ‖I‖ = Mk.
Note that this notion depends on our chosen norm ‖ · ‖. If the norm is not clear from
the context we will explicitly specify it. The next definition is more technical, it expresses
a form of regularity of a submeasure φ. It is motivated by the notion of a potentially
exhaustive submeasure introduced in [2].
Definition 3.6. Let φ be a submeasure on B. Suppose m is an integer and E ∈ B does
not depend on coordinates < m and φ(E) < 2. Let n(E) be the least integer n such that
E ∈ Bn. A sequence {C
m
r (E) : m < r ≤ n(E)} is an m-covering sequence for E if:
(1) Cmr (E) ∈ Br, for every r such that m < r ≤ n(E),
(2) intj(E) ⊆
⋃
{Cmr (E) : m < r ≤ j}, for every j such that m < j ≤ n(E),
(3)
∑
m<r≤n(E) φ(C
m
r (E)) ≤ 4.
We say that φ has the m-covering property if every such E has an m-covering sequence.
Finally, we say that φ has the covering property if it has the m-covering property, for
every m.
It will be fairly easy to show that if φ is a submeasure satisfying the covering and
thinness properties and such that φ(T ) ≥ 8 then φ is exhaustive. In order to construct
such φ the natural idea is to define a sequence (Fk)k of subsets of B × P(N) × R+ as
follows. Start with F0 = ∅. Given Fk let φk = φFk . Construct Fk+1 by adding to Fk all
triples (X, I, w) such that X is (I, φk)-thin, ‖I‖ ≤Mk and
w ≥ 2−k
(Mk
‖I‖
)ak
.
The reason for this last requirement is to ensure the covering property. Namely, suppose
(X, I, w) ∈ Fk+1. In some situations we will need to replace (X, I, w) by another triple
(X ′, I ′, w′) ∈ Fk+1, where X
′ is a superset of X and depends only on coordinates in
some interval [m,n), I ′ = I ∩ [m,n], and w′ is not too big relative to w. If ‖I ′‖ is not
too much smaller than ‖I‖, the fact that we have ak in the exponent will allow us to
choose w′ which is very close to w. This construction would ensure that φk+1 satisfies
the k-thinness condition and, since the sequence (φk)k is decreasing, this condition will
remain to hold for the later φl. The problem with this scenario is that, in order to
obtain an exhaustive submeasure, we would have to continue this process for all k, but
as explained in [2], the limit submeasure limk φk collapses to 0.
The main new idea [17] is to reverse this process. Namely, for each p we define families
Ck,p, for k ≤ p, by backwards induction. We can start with Cp,p = ∅. Given Ck+1,p we let
νk+1,p = φCk+1,p and we construct Ck,p by adding to Ck+1,p all triples (X, I, w) satisfying
the thinness and the weight conditions relative to νk+1,p. We have that the νk,p decrease
as k gets smaller, but we are able to guarantee that ν0,p(T ) ≥ 8. In this way we will have
that νk,p satisfies the l-thinness property, for all k ≤ l < p. Then we pick a non principal
ultrafilter U on N and let νk = limp→U νk,p, for each k. The covering property and the
l-thinness property are preserved by taking the U-limit of submeasures, so the resulting
νk will all be exhaustive.
RANKS OF MAHARAM ALGEBRAS 11
We now turn to the details of the construction. We define the sequences (ak)k and
(Mk)k as follows:
ak =
1
(k + 5)3
Mk = 2
2k+12 · 2(k+4)(k+5)
3
.
Definition 3.7. Fix an integer p ∈ N. We define families Ck,p for k ≤ p, by downwards
induction on k. Once we have Ck,p we let νk,p = φCk,p . We start by letting Cp,p = ∅.
Suppose k < p and Ck+1,p has been defined. We let:
Ekp = {(E, I, w) : E ∈ B, I ⊆ N, ‖I‖ ≤Mk, w ≥ 2
−k
(Mk
‖I‖
)ak
,
E is (I, νk+1,p)-thin},
Ck,p = Ck+1,p ∪ Ek,p.
We also define a sequence (ck)k by setting c0 = 8 and ck+1 = 4
akck, for all k.
Let us compare our construction with the one from [17]. First, Talagrand starts by
setting Cp,p = D, for some suitable family D. This was done in order to ensure that
all the submeasure are pathological, but it is not really necessary since we will have an
explicit reason why our submeasures are not uniformly exhaustive. The main difference
is that in the definition of the Ek,p, instead of the cardinality of I we use ‖I‖, where ‖·‖ is
our given admissible norm. Of course, the notion of an admissible norm was tailor-made
so that analogs of the key arguments from [17] would go through. The upshot is that
by varying our norm ‖ · ‖ we obtain uncountably many essentially different examples of
exhaustive non uniformly exhaustive submeasures. For the remainder of this section we
prove some technical lemmas and show that νk,p(Nu) ≥ 8, for all k ≤ p and all u ∈ P
such that ‖dom(u)‖ ≤ 1.
Lemma 3.8. Let k, p and m be integers with k ≤ p. Suppose (X, I, w) ∈ Ck,p and
A ∈ Am. Suppose that n > m and I
′ = I ∩ [m,n) is non-empty. Set X ′ = [π−1A (X ∩A)]n.
Then (X ′, I ′, w′) ∈ Ck,p, where w
′ = w · ( ‖I‖
‖I′‖
)ak .
Proof. By the definition of Ckp, there is some r with k ≤ r < p such that (X, I, w) ∈ Erp.
Let us fix such r and let us show that X ′ is (I ′, νr+1,p)-thin. Since we only used X ∩ A
in the definition of X ′, we may assume that X ⊆ A. Let i, j ∈ I ′ be such that i < j.
We need to show that for every A1 ∈ Ai there is H ∈ Bj such that H ⊆ A1 \ X
′ and
νr+1,p(π
−1
A1
(H)) > 1. Now, if A1 ⊆ A this follows from the fact that X is (i, j, νr+1,p)-thin.
If A1 ∩ A = ∅ let A2 = πA(A1). Then, as before, we can find H ⊆ A2 \ X such that
H ∈ Bj and νr+1,p(π
−1
A2
(H)) > 1. Let H ′ = π−1A2 (H) ∩ A1 ∈ Bj . Since π
−1
A1
(H ′) = π−1A2 (H)
we also have νr+1,p(π
−1
A1
(H ′)) > 1. Moreover, we have H ′ ∩ π−1A (X) = ∅. Indeed, if
x ∈ H ′ ∩ π−1A (X) we would have that πA2(x) ∈ X ∩H = ∅. Since H
′ ∈ Bj we also have
H ′ ∈ Bn. Therefore, H
′∩ [π−1A (X)]n = ∅ i.e. H
′∩X ′ = ∅. Finally, let us check the weight
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condition. Since, by definition, w ≥ 2−r
(
Mr
‖I‖
)ar
and k ≤ r, we get
w′ = w·
( ‖I‖
‖I ′‖
)ak
≥ w·
( ‖I‖
‖I ′‖
)ar
≥ 2−r
( Mr
‖I ′‖
)ar
.
This proves that (X ′, I ′, w′) ∈ Erp ⊆ Crp ⊆ Ckp, as desired. 
For the purpose of the following lemma we shall extend our previous notation and if
D is a subset of [N]<ω × R+ we shall write
w(D) =
∑
(I,w)∈D
w.
Lemma 3.9. Suppose t ≥ 5 and J0 < · · · < Js−1 are finite sets with ‖Ji‖ ≥ t, for all
i < s. Suppose F is a finite subset of [N]<ω × R+ and let a = w(F). Then we can find
integers mi, ni ∈ Ji, with mi < ni for all i < s, such that:
(1) ‖Ji ∩ [mi, ni)‖ ≥ 3, for all i < s,
(2) if we let W =
⋃
i<s[mi, ni) and D = {(I, w) ∈ F : ‖I \W‖ <
1
2
‖I‖} then
w(D) ≤
3a
t− 4
.
Proof. Let c = ⌊ t−1
3
⌋. For each i < s, we pick an increasing sequence {mi,l : l ≤ c}
of elements of Ji such that ‖Ji ∩ [mi,l, mi,l+1)‖ = 3, for all l < c. Given l < c, let
Wl =
⋃
i<s[mi,l, mi,l+1) and let
Dl = {(I, w) ∈ F : ‖I \Wl‖ <
‖I‖
2
}.
Since the Wl are pairwise disjoint and ‖ · ‖ is subadditive, it follows that the Dl are
pairwise disjoint. Therefore, we get that
w(D0) + · · ·+ w(Dc−1) ≤ w(F) = a.
By using the fact that the minimum of a finite sequence is less than or equal to its
average, we conclude that there exists l < c such that:
w(Dl) ≤
a
c
≤
a
(t− 1)/3− 1
=
3a
t− 4
.
Therefore, we can letmi = mi,l and ni = ni,l, for all i < s, and this satisfies the conclusion
of the lemma. 
In the next proposition we adapt the argument of Theorem 5.1 from [17].
Proposition 3.10. Suppose k and p are integers with k ≤ p. Then νk,p(Nu) ≥ ck, for
every u ∈ P with ‖dom(u)‖ ≤ 1. In particular, νk,p(T ) ≥ ck.
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Proof. Let us fix p and prove the statement by backwards induction on k. If k = p the
statement is obvious since νp,p(X) = +∞, for every non empty X ∈ B. Thus, let us
assume k < p, the inequality holds for k + 1, and let us check that it holds for k. Fix
u ∈ P with ‖dom(u)‖ = 1 and a finite F ⊆ Ck,p with w(F) < ck. We have to show that
Nu * X(F).
To begin let us fix F1 ⊆ Ek,p, F2 ⊆ Ck+1,p such that F = F1 ∪ F2. Let s = |F1|. Since
for (X, I, w) ∈ F1 we have w ≥ 2
−k, we get s ≤ 2kck ≤ 2
k+4. On the other hand, for
every such (X, I, w) we have
2−k
(Mk
‖I‖
)ak
≤ w ≤ ck ≤ 2
4,
so an easy calculation gives us ‖I‖ ≥ 2k+8s. Using Lemma 2.15, we can enumerate F1
as {(Xl, Il, wl) : l < s}, and find sets J0, . . . Js−1, such that Jl ⊆ Il and ‖Jl‖ ≥ 2
k+8, for
every l < s, and moreover J0 < · · · < Js−1. Applying Lemma 3.9, where a = w(F2) ≤ 2
4,
we can find m′l, n
′
l ∈ Jl with m
′
l < n
′
l, for l < s, so that ‖Jl ∩ [m
′
l, n
′
l)‖ = 3 and, if we let,
W ′ =
⋃
l<s
[m′l, n
′
l) and F
′
3 = {(X, I, w) ∈ F2 : ‖I \W
′‖ <
1
2
‖I‖},
then
w(F ′3) ≤
3 · 24
2k+8 − 4
≤
12
2k+6 − 1
≤
1
4
.
Since ‖dom(u)‖ = 1, by Lemma 2.16 we can find consecutive elementsml, nl ∈ Jl∩[m
′
l, n
′
l)
such that dom(u) ∩ [ml, nl) = ∅, for every l < s. Now, let
W =
⋃
i<s
[ml, nl), F3 = {(X, I, w) ∈ F2 : ‖I \W‖ <
1
2
‖I‖}, F4 = F2 \ F3.
Since F3 ⊆ F
′
3 we have that w(F3) ≤ w(F
′
3) ≤ 1/4. Since I = (I ∩W ) ∪ (I \W ), for
(X, I, w) ∈ F3, we also get ‖I ∩W‖ ≥
1
2
‖I‖. For l < s let
F3,l = {(X, I, w) ∈ F3 : ‖I ∩ [ml, nl)‖ ≥ 2
−k−5‖I‖}.
Since s ≤ 2k+4 and ‖I ∩W‖ ≥ 1
2
‖I‖, we get F3 =
⋃
l<s
F3,l.
Claim 3.11. For every l < s and A ∈ Aml, there is A
′ ∈ Anl with A
′ ⊆ A\(Xl∪X(F3,l)).
Proof. Let A ∈ Aml . Using Lemma 3.8 for C = [π
−1
A (A ∩X(F3,l))]nl ∈ Bnl we get:
νk+1,p(C) ≤ 2w(F3,l) ≤
1
2
.
Since (Xl, Il, wl) ∈ Ek,p, Xl is (ml, nl, νk+1,p)-thin. Therefore, for K = T \ [π
−1
A (A∩Xl)]nl,
we have νk+1,p(K) > 1. Since both C and K belong to Bnl , there is an atom A
′ ∈ Anl,
such that A′ ⊆ K \ C. Since π−1A (K) = K and π
−1
A (C) = C, we may find such A
′ which
is contained in A. 
Now define a function Γ : T → T as follows. For x ∈ T and j ∈ N \ W , we let
Γ(x)(j) = x(j). Let us consider some x ∈ T and an interval [ml, nl) and suppose
Γ(x) ↾ ml has been defined. Let v = Γ(x) ↾ ml. Applying Claim 3.11 to A = Nv, we find
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some A′ ∈ Anl with A
′ ⊆ A \ (Xl ∪X(F3,l)). Let v
′ be such that A′ = Nv′ . We then let
Γ(x) ↾ nl = v
′. Notice that we have assured that Γ(T ) is disjoint from X(F1) ∪X(F3).
Claim 3.12. νk+1,p(Γ
−1[X(F4)]) < ck+1.
Proof. Let (X, I, w) ∈ F4. We want to estimate νk+1,p(Γ
−1[X ]). There is an r such that
k+ 1 ≤ r < p and (X, I, w) ∈ Er,p. We will show first that for m,n ∈ I, m < n, if [m,n)
is disjoint from W , then Γ−1[X ] is (m,n, νr+1,p)-thin. In order to see this, let A ∈ Am,
and let A′ be an atom in Am such that Γ(A) ⊆ A
′. Since X is (m,n, νr+1,p)-thin, within
A′ we replicate the thinness of X in A′ inside A to establish the thinness of Γ−1[X ].
More precisely, since X is (m,n, νr+1,p)-thin, within A
′ there exists H ∈ Bn such that
H ⊆ A′, H ∩X = ∅. and νr+1,p(π
−1
A′ (H)) > 1. Since H is disjoint from X, we also have
that Γ−1[H ] is disjoint from Γ−1[X ]. From Γ(πA(π
−1
A′ (H)) ⊆ H , we get
π−1A′ (H) ⊆ π
−1
A (Γ
−1[H ]) ⊆ π−1A (H).
We assumed that νr+1,p(π
−1
A′ (H)) > 1, so νr+1,p(π
−1
A (H)) > 1, which proves that Γ
−1[X ]
is (m,n, νr+1,p)-thin.
We now have to deal with pairs of elements of I that are separated by W . Since
thinness is monotone in the second coordinate, this is a problem only for m,n ∈ I with
m < n such that m is the last element in I preceding some interval [ml, nl). We saw in
the beginning of the proof that ‖I‖ ≥ 2k+8s ≥ 4s, so s ≤ ‖I‖/4. From the definition of
F4 we have ‖I \W‖ ≥ ‖I‖/2. For every l < s, let il be the largest element of I below
ml. Then, for:
I ′ = I \ (W ∪ {il : l < s}),
we have that ‖I ′‖ ≥ ‖I‖/4. We now have that Γ−1[X ] is (I ′, νr+1,p)-thin. We also need
a bound for the norm. Let
w′ = w
( ‖I‖
‖I ′‖
)ak
≤ 4arw ≤ 4akw.
We have that (Γ−1[X ], I ′, w′) ∈ Er,p ⊆ Ck+1,p. This establishes νk+1,p(Γ
−1[X ]) ≤ 4akw.
Now we have,
νk+1,p(Γ
−1[X(F4)]) ≤ 4
akw(F4) < 4
akck = ck+1,
as needed. 
Now, by Claim 3.12 and the inductive assumption, pick some z ∈ Nu \ Γ
−1[X(F4)].
Since W ∩ dom(u) = ∅ and Γ(x)(j) = x(j), for every x ∈ T and j /∈ W , it follows that
Γ(z) ∈ Nu. On the other hand, we have already shown that Γ(T ) is disjoint from X(F1)
and X(F3). Since z ∈ Nu \ Γ
−1[X(F4)] it follows that
Γ(z) /∈ X(F1) ∪X(F3) ∪X(F4) = X(F).
This completes the proof of Proposition 3.10. 
Definition 3.13. Let U be a non principal ultrafilter on N. For k ∈ N and E ∈ B, we
define νk(E) = limp→U νk,p(E). We write ν for ν0.
Proposition 3.14. For every integer k, νk is a submeasure and νk(Nu) ≥ 8, for every
u ∈ P with ‖dom(u)‖ = 1. In particular, νk is not uniformly exhaustive.
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Proof. First note that νk is a submeasure as an ultrafilter limit of submeasures. Let
u ∈ P be such that ‖dom(u)‖ = 1. By Proposition 3.10, νk,p(Nu) ≥ ck ≥ 8, for every
p ≥ k. Therefore νk(Nu) ≥ 8, as well. Given an integer n and i < 2
n, let ui = {(n, i)}.
Since ‖{n}‖ = 1, we have that νk(Nui) ≥ 8, for all i < 2
n. Since the family {Nui : i < 2
n}
is pairwise disjoint, for every n, it follows that νk is not 8-uniformly exhaustive. 
For a countable ordinal α > 0, let us write να for the submeasure ν constructed from
the admissible norm ‖ · ‖α from Definition 2.11. By Lemma 2.14 and Proposition 3.10,
we have the following immediate corollary.
Corollary 3.15. The exhaustivity rank of να is at least ωα, for 0 < α < ω1. 
4. Exhaustivity
In this section we still work with a given admissible norm ‖ · ‖ and the submeasures
νk,p given by Definition 3.7. We now turn to the proof that the limit submeasures νk are
exhaustive. We organize our argument in a way to also be able to provide upper bounds
on their exhaustivity ranks.
Lemma 4.1. For every k and p with k ≤ p, the submeasure νk,p has the covering property.
Proof. Suppose m is an integer, E ∈ B does not depend on coordinates < m and
νk,p(E) < 2. Let n = n(E). We need to construct an m-covering sequence for E.
Fix some F ⊆ Ck,p with E ⊆ X(F) and w(F) < 2. For r > m we let:
Fr = {(X, I, w) ∈ F : ‖I ∩ [m, r)‖ <
1
2
‖I‖ & ‖I ∩ [m, r]‖ ≥
1
2
‖I‖}.
We also let
F ′ = {(X, I, w) ∈ F : ‖I ∩m‖ ≥
1
4
‖I‖}.
We use Lemma 3.8 to get a set B ∈ Bm such that X(F
′) ⊆ B and
νk,p(B) ≤ 4
akw(F ′) ≤ 4.
Since νk,p(T ) ≥ 8, B 6= T , so there exists Am ∈ Am such that Am ∩ X(F
′) = ∅. For
(X, I, w) ∈ Fr, let X
′ = [π−1Ap (X ∩ Am)]r and I
′ = I ∩ [m, r]. Note that X ∩ Am ⊆ X
′.
By Lemma 3.8 again, we can find some w′ ≤ 2w such that (X ′, I ′, w′) ∈ Ck,p. Let F
′
r be
the collection of triples (X ′, I ′, w′) obtained in this way.
Claim 4.2. For every j such that m < j ≤ n, we have
intj(E) ⊆
⋃
m<r≤j
X(F ′r).
Proof. Note that intj(E) and the sets X(F
′
r), for m < r ≤ j, depend only on the
coordinates in the interval [m, j). Therefore, if the inclusion does not hold we can find
A ∈ Aj such that A ⊆ Am ∩ E, yet A ∩ X(F
′
r) = ∅, for all r with m < r ≤ j. Since
Ap ∩X(Fr) ⊆ Ap ∩X(F
′
r), it follows that A ∩X(Fr) = ∅, for every r with m < r ≤ j.
Finally, we have that Am ∩X(F
′) = ∅. All this means that A ⊆ X(F ′′), where
F ′′ = F \ (F ′ ∪
⋃
r≤j
Fr).
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Note that if (X, I, w) ∈ F ′′ then ‖I \ j‖ ≥ 1
4
‖I‖. By applying Lemma 3.8 one more time,
we can find a set X∗, covering X and depending only on coordinates ≥ j, and some
w∗ ≤ 2w such that, letting I∗ = I \ j, we have (X∗, I∗, w∗) ∈ Ck,p. Let F
∗ be the set of
triples (X∗, I∗, w∗) obtained in this way. Then X(F∗) depends only on coordinates ≥ j
and contains X(F ′′), and
w(F∗) ≤ 2w(F) ≤ 4.
Since A ⊆ X(F∗) and A ∈ Bj , it follows that X(F
∗) covers all of T . This implies that
νk,p(T ) ≤ 4, a contradiction. 
For m < r ≤ n, the set X(F ′r) depends only on coordinates in the interval [m, r) and
νk,p(X(F
′
r)) ≤ w(F
′
r) ≤ 2w(Fr).
Therefore, we get that:∑
m<r≤n
νk,p(X(F
′
r)) ≤
∑
m<r≤n
2w(Fr) ≤ 2w(F) ≤ 4.
It follows that if we let Cmr (E) = X(F
′
r), for m < r ≤ n, the resulting sequence is an
m-covering sequence for E. 
Lemma 4.3. The submeasure νk has the covering property, for every k.
Proof. Suppose m is an integer, E is a set in B that does not depend on coordinates < m,
and νk(E) < 2. Let n = n(E). By the definition of νk, the set U = {p : νk,p(E) < 2}
belongs to U . For each p ∈ U , fix an m-covering sequence {Cmr,p(E) : m < r ≤ n} of E
with respect to νk,p. Since U is a ultrafilters and the set of all possible such sequences is
finite, there is a fixed sequence {Cmr (E) : m < r ≤ n} such that
V = {p ∈ U : Cmr,p(E) = C
m
r (E), for all m < r ≤ n} ∈ U .
It is clear now that {Cmr (E) : m < r ≤ n} is an m-covering sequence for E with respect
to νk. 
Lemma 4.4. Let k be an integer and (Ei)i a sequence of sets in B not depending on
coordinates < m such that νk(
⋃
i<nEi) < 2, for every n. Then, for every η > 0, there is
C ∈ B that does not depend on coordinates < m such that νk(C) ≤ 4 and νk(Ei \C) ≤ η,
for all i.
Proof. For each n, let Gn =
⋃
i<nEi and let
~C(Gn) be an m-covering sequence for Gn.
Since, for each l > m, there are only finitely many possibilities for ~C(Gn) ↾ [m, l), by
König’s Lemma there is an infinite sequence ~C = {Cj : j > m} such that, for every
l > m, there are arbitrary large n such that ~C ↾ l = ~C(Gn) ↾ l. It follows that⋃
i
Ei ⊆
⋃
m<j
Cj and
∑
m<j
νk(Cj) ≤ 4.
Let l be such that
∑
l≤j νk(Cj) ≤ η. Then the set C =
⋃
{Cj : m < j < l} satisfies the
conclusion of the lemma. 
Lemma 4.5. Let k and m be integers and η > 0. Suppose (Ei)i is a pairwise disjoint
sequence of sets in B. Then there is n > m and B ∈ Bn, B is (m,n, νk)-thin, and
lim supi→∞ νk(Ei \B) ≤ η.
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Proof. Let η′ = η/|Am|. For all A ∈ Am we define H(A) ⊆ A such that
νk(π
−1
A (H(A))) > 1 and lim sup
i→∞
νk(Ei ∩H(A)) ≤ η
′.
Case 1. There exists an integer r such that νk(π
−1
A (A ∩
⋃
i<r Ei)) > 1.
We let H(A) = A ∩
⋃
i<r Ei. Note that Ei ∩H(A) = ∅, for all i ≥ r.
Case 2. νk(π
−1
A (A ∩
⋃
i<r Ei)) ≤ 1, for every integer r.
Since the sets π−1A (Ei) do not depend on coordinates < m, by Lemma 4.4, we can find
C ∈ B that does not depend on coordinates < m such that νk(C) ≤ 4 and
lim sup
i→∞
νk(π
−1
A (Ei) \ C) ≤ η
′.
If we take H(A) = A \ C, then C = T \ π−1A (H(A)). Since νk(T ) ≥ 8, we have
νk(π
−1
A (H(A))) > 1. Since πA is the identity on A, we have that, for all i,
Ei ∩H(A) ⊆ π
−1
A (Ei) \ C,
and so
lim sup
i→∞
νk(Ei ∩H(A)) ≤ lim sup
i→∞
νk(π
−1
A (Ei) \ C) ≤ η
′.
Now, let D(A) = A \ H(A), let B =
⋃
{D(A) : A ∈ Am}, and let n be the least such
that B ∈ Bn. Then B and n are as required. 
Lemma 4.6. The submeasure νk has the s-thinness property, for all s ≥ k.
Proof. Fix some s ≥ k, and suppose ‖I‖ = Ms and X is (I, νk)-thin. Since this property
of X depends on the fact that the submeasure of finitely many sets is > 1 and U is non
principal, it follows that:
U = {p ≥ s+ 1 : X is (I, νk,p)-thin} ∈ U .
Fix some p ∈ U . Since νk,p ≤ νs+1,p, we have that X is also (I, νs+1,p)-thin, and hence
(X, I, 2−s) ∈ Es,p. It follows that νk,p(X) ≤ 2
−s. Since this holds for all p ∈ U and
νk = limp→U νk,p, we conclude that νk(X) ≤ 2
−s, as desired. 
Proposition 4.7. For every integer k, the submeasure νk is exhaustive.
Proof. Fix k and suppose (Ei)i is a pairwise disjoint sequence of sets in B. Fix some
s ≥ k and ǫ > 0. Starting with n0 = 0, we use Lemma 4.5 repeatedly to construct
an increasing sequence of integers (nl)l and sets Bl ∈ Bnl+1 such that, for all l, Bl is
(nl, nl+1, νk)-thin, and
lim sup
i→∞
νk(Ei \Bl) ≤
ǫ
2l+1
.
Let Il = {n0, n1, . . . , nl}. Since our norm ‖·‖ is unbounded, there is l such that ‖Il‖ = Ms.
Let B =
⋂
i<lBi. Then the set B is (Il, νk)-thin. By the s-thinness property of νk we
have that νk(B) ≤ 2
−s. Now, by the subadditivity of νk we have:
lim sup
i→∞
νk(Ei \B) ≤
∑
j<l
lim sup
i→∞
νk(Ei \Bj) ≤ (1−
1
2l+1
)ǫ.
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Since s ≥ k and ǫ > 0 were arbitrary, it follows that lim supi→∞ νk(Ei) = 0. This
completes the proof that νk is exhaustive. 
Now, by combining Proposition 4.7 and Corollary 3.15 we obtain our main result.
Theorem 4.8. There are exhaustive submeasures on B of arbitrary high countable ex-
haustivity rank. 
Let E denote the set of all exhaustive submeasure on B. It is easy to see that E is
a co-analytic subset of [0,+∞]B with the product topology. We now have the following
corollary.
Corollary 4.9. The set E of exhaustive submeasures on B is not Borel.
Proof. Indeed, the function ν 7→ rank(ν) is clearly a Π11-rank. Since, by Theorem 4.8,
this function is unbounded below ω1, by the rank method (see [10], page 288) the set E
is not Borel. 
Suppose ν is strictly positive exhaustive submeasure on B. In the standard way we
define a metric ρ on B: ρ(E, F ) = ν(E△F ), for E, F ∈ B. We use it to obtain a metric
completion B¯ of B. The continuous extension ν¯ of ν to B¯ is a strictly positive continuous
submeasure of exhaustivity rank the same as ν. Since, by [11] any two continuous
submeasures on a Maharam algebra M are absolutely continuous with respect to each
other, the exhaustivity rank is an algebraic invariant of M. Therefore, from Theorem
4.8 we have the following corollary.
Corollary 4.10. There are uncountably many pairwise non isomorphic separable atom-
less Maharam algebras. 
5. Bounding the exhaustivity ranks
As mentioned in the introduction Fremlin [4] showed that the exhaustivity rank of
Talagrand’s submeasure from [17] is at most ωω
2
. In this section we give bounds on
the exhaustivity rank of our submeasures. If one wishes, one can then produce an
explicit ω1-sequence of pairwise non isomorphic Maharam algebras. Thus, suppose ν is
a submeasure on B satisfying the covering property and such that ν(T ) ≥ 8. Suppose
that ‖ · ‖ is an admissible norm, N is an integer and ν satisfies the N -thinness property
relative to ‖ · ‖. Recall that this means that there is an integer MN such that that
ν(X) ≤ 2−N , for every set X which is (I, ν)-thin, for some I with ‖I‖ = MN . Let
S = {F ∈ [N]<ω : ‖F‖ < MN} and let β = ρ(S ). Recall that this means that β
is the least ordinal for which Player I has a winning strategy in the game Gβ(S ) from
Definition 2.4. For any ǫ > 0, we give an explicit bound on the (2−N + ǫ)-exhaustivity
rank of ν.
We start by making some definitions. Suppose m is an integer and A ∈ Am. If X ∈ B
we let ν(X|A) denote the relative submeasure of X with respect to A, i.e. ν(π−1A (X)).
Note that ν(X|A) = ν(X ∩ A|A). Suppose now n > m and ~C = {Cr : m < r ≤ n} is a
sequence such that Cr ⊆ A and Cr ∈ Br, for all m < r ≤ n. We let
w( ~C|A) =
∑
m<r≤n
ν(Cr|A).
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Definition 5.1. Suppose m < n and A ∈ Am. We let Cm,n(A) denote the collection of
all sequences ~C = {Cr : m < r ≤ n} such that Cr ⊆ A, Cr ∈ Br, for all m < r ≤ n, and
w( ~C|A) ≤ 4. We let Cm(A) =
⋃
{Cm,n(A) : m < n}.
Suppose now m < n ≤ p, A ∈ Am, ~C ∈ Cm,n(A) and ~D ∈ Cm,p(A). We say that ~D is
an extension of ~C if ~D ↾ (m,n] = ~C. If δ > 0 we say that ~D is a δ-proper extension of ~C
if ~D is an extension of ~C and w( ~D|A) ≥ w( ~C|A) + δ.
Lemma 5.2. Let m be an integer and A ∈ Am. Suppose E ⊆ A and ν(E|A) < 2. Let
n > m be such that E ∈ Bn. Then there is ~C ∈ Cm,n(A) such that E ⊆
⋃
~C.
Proof. Let E ′ = π−1A (E). Then E
′ does not depend on coordinates < m and ν(E ′) < 2.
By the m-covering property, we can fix an m-covering sequence {C ′r : m < r ≤ n} of E
′.
Let Cr = C
′
r ∩ A, for all m < r ≤ n. Then ~C = {Cr : m < r ≤ n} is as required. 
Definition 5.3. Let α be an ordinal, m an integer, A ∈ Am, and δ > 0. The game
G(α,A, δ) is played between two players I and II as follows.
I : α0, C0 α1, C1 · · · αn, Cn · · ·
II : E0 E1 · · · En · · ·
Player I plays ordinals ≤ α such that αn ≤ αn−1, and clopen sets Cn ⊆ A such that
ν(Cn|A) ≤ 4. Player II plays clopen sets En ⊆ A. Player I is required to play αn+1 < αn
if ν(
⋃
i<nEi|A) < 2 and, either ν(
⋃
i≤nEi|A) ≥ 2 or ν(En \ Cn|A) ≥ δ. In other case
Player I is allowed to play αn+1 = αn. Player I wins if he can keep playing indefinitely
by following these rules.
Lemma 5.4. Let m be an integer, A ∈ Am and δ > 0. Let k = ⌈4/δ⌉. Then Player I
has a winning strategy in G(ωk+1, A, δ).
Proof. For ~C ∈ Cm(A), let k( ~C) be the least integer l such that (l+1) · δ > 4−w( ~C|A).
To begin, Player I plays (ωk+1, ∅). As long as ν(
⋃
i<nEi|A) < 2, Player I plays ordinals
αn > 0. At stage n > 0, if ν(
⋃
i<nEn|A) < 2, by Lemma 5.2 there is
~C ∈ Cm(A) such
that
⋃
i<nEn ⊆
⋃
~C. On the side Player I keeps an integer p(n) such that Ei ∈ Bp(n),
for all i < n, and a finite family Dn ⊆ Cm(A) such that every ~C ∈ Cm,p(n)(A) such
that
⋃
i<nEi ⊆
⋃
~C extends a member of Dn. Given these objects, let us define α
′
n to
be the natural sum of the ordinals ωk(
~C), for ~C ∈ Dn, and let αn = α
′
n + 1. Player I
picks some ~Cn ∈ Dn, sets Cn =
⋃ ~Cn and plays the pair (αn, Cn). Suppose Player II
responds by playing some En. If ν(
⋃
i≤nEi|A) < 2 and ν(En \Cn|A) < δ, Player I simply
repeats his previous move, i.e. he sets (αn+1, Cn+1) = (αn, Cn). He also sets Dn+1 = Dn.
If ν(
⋃
i≤nEn|A) ≥ 2, Player I sets αn+1 = 0 and Cn+1 = ∅. After that there are no
requirements for him, so he keeps repeating this move indefinitely. Suppose now that
ν(En \ Cn|A) ≥ δ. Note that any ~D ∈ Cm(A) extending ~Cn and such that En ⊆
⋃
~D
will be a δ-proper extension of ~Cn, hence we’ll have k( ~D) < k( ~Cn). Let p(n + 1) be the
least integer p ≥ p(n) such that Ei ∈ Bp, for all i ≤ n. In order to define Dn+1, Player
I removes ~Cn from Dn and replaces it by all its δ-proper extensions in Cm,p(n+1)(A). If
k( ~Cn) = 0 there are no such extensions, so Player I simply removes ~Cn from Dn. Also,
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observe that in the computation of α′n+1, we replaced ω
k(~Cn) by finitely many ordinals of
the form ωl, for l < k( ~Cn). It follows that α
′
n+1 < α
′
n. Since αn+1 = α
′
n+1 + 1, we also
have that αn+1 < αn and, in addition, αn+1 ≥ 1. Clearly, Player I can play indefinitely
by following this strategy. 
Definition 5.5. Let α be an ordinal, m an integer, and δ > 0. The game H(α,m, δ) is
played between two players I and II as follows.
I : α0, B0 α1, B1 · · · αn, Bn · · ·
II : E0 E1 · · · En · · ·
Player I plays a strictly decreasing sequence of ordinals < α and sets Bn ∈ B such that
each Bn is (m, qn)-thin, for some qn > m. At stage n, Player II is required to play some
En ∈ B that is disjoint from the Ei, for i < n, and such that ν(En \ Bn) ≥ δ. The first
player who cannot play following these rules loses.
Lemma 5.6. Suppose m is an integer and δ > 0. Let k = ⌈4 · |Am|/δ⌉. Then Player I
has a winning strategy in H(ωk+2, m, δ).
Proof. Let δ′ = δ/|Am|. By Lemma 5.4, we can fix a winning strategy σA for Player
I in G(ωk+1, A, δ′), for all A ∈ Am. We describe a winning strategy σ for Player
I in H(ωk+2, m, δ). We think of playing all the games G(ωk+1, A, δ′) in parallel. In
each of these games Player I follows his winning strategy σA. If Player II plays En in
H(ωk+2, m, δ) we consider that he plays En ∩ A in the game G(ω
k+1, A, δ′). At stage n,
let (αn(A), Cn(A)) be the n-th move of σA in the game G(ω
k+1, A, δ′). For each A ∈ Am,
let
Hn(A) =
{⋃
i<nEi ∩ A, if ν(
⋃
i<nEi|A) ≥ 2,
A \ Cn(A), otherwise.
Let qn be the least integer q > m such that Hn(A) ∈ Bq, for all A ∈ Am. Note that
ν(Hn(A)|A) ≥ 2, for all A ∈ Am. Therefore, if we let Dn(A) = A \ Hn(A), for all
A ∈ Am, the set
Bn =
⋃
{Dn(A) : A ∈ Am},
is (m, qn, ν)-thin. Let αn be the natural sum of the αn(A), for A ∈ Am. The strategy σ
then plays (αn, Bn). Suppose that Player II responds by playing some En disjoint from
the Ei, for i < n, and such that ν(En \Bn) ≥ δ. Then there must be some A ∈ Am such
that ν((En \Bn)∩A) ≥ δ
′. In particular, ν(En∩Hn(A)|A) ≥ δ
′. If Hn(A) =
⋃
i<nEi∩A,
this is not possible since En is disjoint from the Ei, for i < n. Thus, it must be the
case that ν(
⋃
i<nEi|A) < 2 and ν(En \ Cn(A)|A) ≥ δ
′. This means that in the next
move σA must play some pair (αn+1(A), Cn+1(A)), such that αn+1(A) < αn(A). Since
αn+1(A
′) ≤ αn(A
′), for all other A′ ∈ Am, this means that αn+1 < αn. Therefore, by
doing this, Player I follows the rules in H(ωk+2, m, δ). Finally, let us note that, for all
A ∈ Am, the first move of σA is (ω
k+1, ∅). Hence, the first move of σ is ωk+1 ·|Am| < ω
k+2.
Therefore σ is a winning strategy for Player I in H(ωk+2, m, δ), as required.

We now introduced another game that will be used to bound the exhaustivity rank of
our submeasure ν.
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Definition 5.7. Let ξ be an ordinal. The game E(ξ) is played between two players I and
II as follows.
I : ξ0 ξ1 · · · ξn · · ·
II : E0 E1 · · · En · · ·
Player I plays a strictly decreasing sequence of ordinals ≤ ξ and Player II plays pairwise
disjoint sets En ∈ B such that ν(En) ≥ 2
−N + ǫ. The first player who cannot play by
following these rules loses.
Recall that we have assumed that ‖ · ‖ is an admissible norm and ν satisfies the N -
thinness property relative to ‖ · ‖. We have defined S = {F ∈ [N]<ω : ‖F‖ < MN} and
let β = ρ(S ).
Lemma 5.8. Player I has a winning strategy in the game E(ωω·(β+1)).
Proof. Let τ be a winning strategy for Player I in the game Gβ(S ) from Definition
2.4. For every m and δ > 0, fix a winning strategy σm,δ for Player I in H(ω
ω, m, δ).
We combine those strategies into a winning strategy for Player I in E(ωω·(β+1)). Let us
write ǫi for ǫ/2
i+1. To avoid excessive notation, let us introduce some dynamic variables.
First, l will denote an integer, F a set of integers of size l + 1, and {m0, . . . , ml} will
denote the increasing enumeration of F . Also, ~γ will denote a decreasing sequence
(γ0, . . . , γl) of ordinals ≤ β of length l + 1. We will have that (γ0, m0, . . . , γl−1, ml−1, γl)
is a position in Gβ(S ) in which Player I uses his strategy τ . In particular, we will have
that {m0, . . . , ml−1} ∈ S , but F itself may not be in S . For each i < l we will also
fix a variable πi denoting a certain position in the game H(ω
ω, mi, ǫi), in which Player
I uses his winning strategy σmi,ǫi and Player II plays some of the Ej from the game
E(ωω·(β+1)). We denote the last move of Player I in πi by (αi, Bi). We will also have
that Bi ∈ Bmi+1 and is (mi, mi+1, ν)-thin. Given the value of all these variables at stage
n we will compute a certain ordinal ξn which will be the move of Player I at that stage.
Depending on the next move of Player II we will reset these variables for the next stage
of the game.
To begin, set l = 1, γ0 = β, m0 = 0. Let γ1 be the response of τ if Player II plays m0
as his first move in the game Gβ(S ). Set ~γ to be (γ0, γ1). Set π0 to be the position in
H(ωω, 0, ǫ0) after the first move of Player I given by the strategy σ0,ǫ0 . Set m1 to be the
least integer q such that B0 ∈ Bq. Set F to be {m0, m1}.
Now, suppose we are at some stage n of the game E(ωω·(β+1)). Given the current values
of the above variables, let s be such that the first move of σml,ǫl is < ω
s. As his n-th
move in E(ωω·(β+1)) Player I plays ξn equal to:
(1) ωω·γ0 · α0 ⊕ ω
ω·γ1 · α1 ⊕ . . .⊕ ω
ω·γl−1 · αl−1 ⊕ ω
ω·γl+s.
Now, suppose Player II responds by playing some En disjoint from the Ei, for i < n,
and such that ν(En) ≥ 2
−N + ǫ. Let us describe how the above variables are reset.
Consider the current values of the Bi, for i < l.
Case 1. Suppose first that ν(En \Bi) < ǫi, for all i. Note that the set B =
⋂
{Bi : i < l}
is (F, ν)-thin. If F /∈ S we have that ‖F‖ = MN and, hence, by the N -thinness property
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of ν, we conclude that ν(B) ≤ 2−N . But then we would have:
ν(En) ≤ ν(B) + ν(En \B) ≤ 2
−N +
∑
i<l
ǫi < 2
−N + ǫ,
which is a contradiction. Now, if F ∈ S then ml is a legitimate move for Player II in
the position (γ0, m0, . . . , ml−1, γl) of Gβ(S ). We now reset the new value of l to be l+1.
We set γl+1 to be the move of τ in the position (γ0, m0, . . . , γl, ml) of the game Gβ(S ).
We start a run πl of H(ω
ω, ml, ǫl) by letting the strategy σml,ǫl make the first move, say
(αl, Bl), in that game. We let ml+1 be the least integer q ≥ ml such that Bl ∈ Bq. We
then add ml+1 to F . All other variables are kept unchanged. Let us consider the effect
of these changes on (1). The first l terms have not changed. We have replaced ωω·γl+s by
ωω·γl · αl ⊕ ω
ω·γl+1+s
′
for some integer s′. Note that αl < ω
s and γl+1 < γl, hence the value of (1) decreases in
the next stage of the game, i.e. ξn+1 < ξn.
Case 2. Suppose now that ν(En \ Bi) ≥ ǫi, for some i. Let j be the least such i.
This means that En is a legitimate move for Player II in the current position πj of
H(ωω, mj , ǫj). We then let Player II play En in this position and we let σmj ,ǫj respond
to this move. We set the resulting position to be our new πj . We set the new value of l
to be j+1. We keep all the positions πi, for i < j, unchanged and we erase the positions
πi, for i > j. We keep the values of the γi, for i ≤ j + 1, unchanged and we erase the γi,
for i > j + 1. We keep all the mi, for i ≤ j, unchanged. For our new mj+1 we pick the
least integer q such that the new Bj belongs to Bq. We erase all the mi, for i > j + 1.
Finally, we set F = {m0, . . . , mj+1}. In order to estimate the effect of these changes to
(1) let us denote by α′l the old value of αl and by α
′′
l the new value of αl. Let us also
denote by α′l+1 the old value of αl+1. The first l − 1 terms of (1) have not changed. In
the l-th term we replaced ωω·γl · α′l by ω
ω·γl · α′′l and in the l + 1-th term we replaced
ωω·γl+1 · α′l+1 by ω
ω·γl+1+s, for some integer s. We erased all later terms. Now, note that
α′′l < α
′
l and γl+1 < γl, hence,
ωω·γl · α′′l ⊕ ω
ω·γl+1+s < ωω·γl · α′′l + ω
ω·γl = ωω·γl · (α′′l + 1) ≤ ω
ω·γl · α′l.
This means that the value of (1) decreases in the next stage of the game, i.e. ξn+1 < ξn.
Thus, Player I can continue playing in this way as long as Player II plays pairwise disjoint
sets En with ν(En) ≥ 2
−N + ǫ. This completes the proof of Lemma 5.8.

Now, combining Corollary 2.6, Lemma 2.10, Corollary 3.15 and Lemma 5.8, we obtain
the following.
Corollary 5.9. Suppose 0 < α < ω1. Let ‖ · ‖α be the admissible norm derived from the
α-th Schreier family and let να be the associated exhaustive submeasure. Then
ωα ≤ rk(να) ≤ ωω·(α+1)
ω
.

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