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Abstract
We examine the fluctuations around a Dp-brane solution in an unstable D-brane
system using boundary states and also boundary string field theory. We show that the
fluctuations correctly reproduce the fields on the Dp-brane. Plugging these into the
action of the unstable D-brane system, we recover not only the tension and RR charge,
but also full effective action of the Dp-brane exactly. Our method works for general un-
stable D-brane systems and provides a simple proof of D-brane descent/ascent relations
under the tachyon condensation. In the lowest dimensional unstable D-brane system,
called K-matrix theory, D-branes are described in terms of operator algebra. We show
the equivalence of the geometric and algebraic descriptions of a D-brane world-volume
manifold using the equivalence between path integral and operator formulation of the
boundary quantum mechanics. As a corollary, the Atiyah-Singer index theorem is
naturally obtained by looking at the coupling to RR-fields. We also generalize the
argument to type I string theory.
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1 Introduction
A D-brane was first introduced in [1] as an extended object on which the end points of
open strings can be attached. Thanks to the duality between open and closed strings,
it can also be seen as a source of closed strings, which is described by a boundary state
[2, 3]. On the other hand, D-branes are constructed as non-commutative configurations
in matrix models [4]. More recently, D-branes are realized as solitons in the gauge
theory with tachyon fields defined on higher dimensional unstable D-brane systems [5].
The relation between the higher dimensional unstable D-brane system and the lower
dimensional D-brane soliton is called D-brane descent relation. From this construction,
it has been revealed that the D-brane charges are classified by K-theory [6, 7, 8].
Analogously, it has been shown in [9, 10, 11] that D-branes can also be constructed as
bound states of a lower dimensional unstable D-brane system. We call this relation as
D-brane ascent relation. In [11], construction of D-branes from a matrix theory based
on an unstable D-instanton or D-particle system, which we call K-matrix theory, is
investigated in detail. In particular, it has been shown that the classification of the
D-branes is naturally given by analytic K-homology, which is consistent with the K-
theory result mentioned above. Note that in the latter two approaches, the tachyon
condensation 4 plays a crucial role in the construction of D-branes.
In this paper, we will make the equivalence among these different descriptions of
D-branes transparent. The basic idea is as follows. We start with a boundary state
representing an unstable D-brane system, and turn on the boundary interaction which
represents the Dp-brane solution. Then, we show that the resulting boundary state
is nothing but the boundary state of the Dp-brane. This strategy has been taken in
several works. In [5, 13], the boundary states with non-trivial tachyon configurations
are considered in some special cases in which the boundary interaction become exactly
marginal operators. In [14], non-commutative D-branes are constructed by turning
on non-commutative configurations of scalar fields in the boundary state represent-
ing infinitely many D-instantons. In [11], this strategy is used to construct D-brane
boundary states from the D-brane solutions in K-matrix theory. One of the purposes
4For early works on tachyon condensation in string theory, see [12].
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of this paper is to extend the program given in [11] to include fluctuations around
the D-brane solution. We will show that the fluctuations around the D-brane solution
correctly reproduce the fields on the D-brane. We allow the fluctuations to be off-shell
so that we can apply the results to the boundary string field theory (BSFT) [15]-[21]. 5
It immediately follows that the effective action for the fluctuations around the D-brane
solution precisely reproduces the BSFT action for the D-brane. Therefore, we recover
not only the tension and RR charge, but also full effective action of the Dp-brane ex-
actly. Since the boundary state contains all the information about the D-brane, we
think this provides a formal proof of the D-brane descent/ascent relations. Further-
more, we will develop a superfield formulation of the boundary interaction, which was
introduced in [23]. The derivation of the D-brane descent/ascent relations is drastically
simplified by utilizing this superfield formulation.
Although our method works for general unstable D-brane systems, we demonstrate
it by mainly dealing with the lowest dimensional unstable D-brane system, i.e. the
K-matrix theory. K-matrix theory is the simplest set up which can realize any D-
brane configurations. We consider a system with infinitely many non-BPS D-instantons
(for type IIA or type I) or D-instanton - anti D-instanton pairs (for type IIB). Thus
the matrix variables in the theory are considered as linear operators acting on an
infinite dimensional Hilbert space. D-branes are represented algebraically by using
these operators. Actually, as it has been shown in [11], a D-brane is realized as (a limit
of) a spectral triple, which is introduced by Connes as a realization of Riemannian
manifold in non-commutative geometry [24]. This observation makes it possible to
naturally realize a D-brane whose world-volume is a non-commutative space. We will
repeatedly see that the equivalence of the geometric and algebraic descriptions of a D-
brane world-volume manifold follows from the equivalence between operator formalism
and path integral formalism of boundary quantum mechanics [14, 11]. It is quite
interesting that we can understand the correspondence between operator algebra and
geometry, which is the starting point for the non-commutative geometry, using string
theory. Another application for the correspondence between geometric and algebraic
descriptions is the Atiyah-Singer index theorem, which relates the index of a Dirac
5Similar approach can also be found in [22].
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operator with the Chern number of the gauge bundle. We will give a direct physical
interpretation for this relation by examining the coupling to RR-fields.
We also generalize the argument to type I string theory. The hidden real Clifford
algebra structure of the Chan-Paton Hilbert space for type I unstable D-brane systems
found in [25] plays a crucial role. We will see that the Chern-Simons terms for type I
D-branes can be written down by using real superconnections.
The paper is organized as follows. In section 2, we review the boundary states with
boundary interactions and the BSFT action for unstable D-brane systems. Section
3 is devoted to the construction of D-branes in K-matrix theory. We show that the
fluctuations around a Dp-brane solution in K-matrix theory correctly reproduce the
fields on the Dp-brane. The Dp-brane boundary states with the boundary interactions
are precisely reproduced from the boundary state of unstable D-instanton system. We
generalize this argument to higher dimensional systems in section 4. In particular, the
decent relations of D-branes are shown in terms of the boundary states. Section 5 deals
with the generalization to Type I string theory. Finally we discuss further application
and some speculative discussions in section 6.
2 Boundary states and BSFT action
In this section we review the boundary states and the BSFT action for unstable D-
brane systems in type II string theory. The D-brane boundary states are obtained as
linear combinations of the boundary states defined by [2] 6
|Bp;±〉 =
∫
[dxα][dψα]
∣∣∣xα, xi = 0 〉 ∣∣∣ψα, ψi = 0;± 〉 , (2.1)
where the superscript α and i represent the direction tangent and transverse to the
D-brane, respectively. The state |x 〉 and |ψ 〉 are the coherent states satisfying
Xµ(σ) |x 〉 = xµ(σ) |x 〉 , (2.2)
Ψµ±(σ) |ψ;±〉 = ψµ(σ) |ψ;±〉 , (2.3)
6We omit the ghost part which does not play any role in this paper. See for example [3].
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where7
Xµ(σ) = x̂µ0 + i
∑
m6=0
(
αµm
m
e−imσ +
α˜µm
m
eimσ
)
, (2.4)
Ψµ±(σ) =
∑
r
(Ψµr e
−irσ ± iΨ˜µr eirσ), (2.5)
are NS-R closed string operators at the boundary of the world-sheet, which act on the
closed string Hilbert space, and xµ(σ) and ψµ(σ) are bosonic and fermionic functions
on S1 (0 ≤ σ ≤ 2π), respectively.
The explicit form of the coherent states are given as follows.
|x 〉 = exp
{ ∞∑
m=1
(
−1
2
x−mxm − a†ma˜†m + a†mxm + x−ma˜†m
)}
| x0 〉 , (2.6)
|ψ;±〉 = exp
{∑
r>0
(
−1
2
ψ−rψr ± iΨ†rΨ˜†r +Ψ†rψr ∓ iψ−rΨ˜†r
)}
| 0 〉 , (2.7)
where
aµm = iα
µ
m/
√
m, aµ−m = a
µ†
m = −iαµ−m/
√
m, (m > 0), (2.8)
and the xm and ψr are the Fourier coefficients of the eigen functions in (2.2) and (2.3);
xµ(σ) = xµ0 +
∑
m6=0
1√
|m|
xµme
−imσ, ψµ(σ) =
∑
r
ψµr e
−irσ. (2.9)
The state |x0 〉 in (2.6) is the eigen state of the zero mode x̂µ0 in (2.4). The equation
(2.7) is for the NSNS-sector. For the RR-sector, we should replace | 0 〉 with the eigen
state |ψ0;±〉 for the fermion zero modes Ψµ0± = Ψµ0 ± iΨ˜µ0 . See [11] for our convention.
Fields on the D-brane world-volume can be turned on through boundary interaction.
Then, the boundary states |Bp;±〉 are modified as
|Bp;±〉Sb = e−Sb(X,Ψ±) |Bp;±〉 (2.10)
=
∫
[dxα][dψα] e−Sb(x,ψ)
∣∣∣ xα, xi = 0 〉 ∣∣∣ψα, ψi = 0;± 〉 (2.11)
where Sb is the boundary action which represent the boundary interaction. We often
omit the subscript ± of the fermion Ψµ± in the following. The boundary interaction
7In this paper, we set α′ = 2, unless we recover explicit α′ dependence.
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for the gauge fields on the D-brane is well-known [2] and given as a supersymmetric
generalization of Wilson loop operator
e−Sb(X,Ψ) = TrP exp
{
−
∫
dσ
(
Aα(X)X˙
α − 1
2
Fαβ(X)Ψ
αΨβ
)}
. (2.12)
Here, the gauge field Aα is taken to be anti-hermitian matrix.
It is useful to write down this boundary state using superfields. Let us introduce
superfields Xµ(σ̂) = Xµ(σ) + iθΨµ(σ) and xµ(σ̂) = xµ(σ) + iθ ψµ(σ), where σ̂ = (σ, θ)
is the boundary supercoordinate. The covariant derivative is defined as D = ∂θ + θ∂σ.
Then, the boundary interaction (2.12) can be written as [23]
e−Sb(X,Ψ) = Tr P̂ exp
(
−
∫
dσ̂ Aα(X)DX
α
)
, (2.13)
where dσ̂ = dσdθ. Here P̂ denotes the supersymmetric path ordered product, which is
defined as
P̂ exp
(∫
dσˆM(σˆ)
)
=
∞∑
n=0
(−1)n(n−1)2
∫
dσ̂1 · · · dσ̂nΘ(σ̂12)Θ(σ̂23) · · ·Θ(σ̂n−1n)M(σ̂1) · · ·M(σ̂n),
(2.14)
where σ̂ab = σa − σb − θaθb and Θ is a step function. If we perform the dθ integral in
(2.14), we obtain the ordinary path ordered product as
P̂ e
∫
dσˆM(σˆ) = P e
∫
dσ(M1−M20 )(σ), (2.15)
where we writeM(σ̂) = M0(σ)+θM1(σ). Note thatM
2
0 term in (2.15) comes from the
contact δ-function part of the expansion Θ(σ̂ab) = Θ(σa − σb)− θaθbδ(σa − σb). Using
this formula (2.15), it is easy to recover (2.12) from (2.13).
The boundary interactions for space-time filling unstable D-brane systems (non-
BPS D9-branes in type IIA and D9-D9 system in type IIB), which include gauge fields
and tachyon fields, are obtained in [26, 18, 20, 21]. It is straightforward to generalize
their argument to lower dimensional D-brane systems as described below.
First, we introduce a matrix consists of a condensate of the open string vertices in
the superfield notation
M =
( −Aα(X)DXα − iΦi(X)Pi T (X)
T (X)† −A˜α(X)DXα − iΦ˜i(X)Pi
)
, (2.16)
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where Pi(σ̂) = θ Pi(σ) + iΠi(σ). Here Pi(σ) and Πi(σ) are the conjugate momenta of
X i(σ) and Ψi(σ), respectively. Aα, A˜α, Φ
i, Φ˜i and T are the fields on the D-brane.
8 These fields are independent for Dp-Dp-brane system. Namely, Aα and Φ
i are the
gauge field and scalar fields on the Dp-branes, A˜µ and Φ˜
i are those on the Dp-branes
and T is the tachyon field which is created by the open string stretched between the
Dp-branes and the Dp-branes. For non-BPS Dp-brane, we have constraints Aα = A˜α,
Φi = Φ˜i and T † = T .
Let us consider N pairs of Dp-brane and Dp-brane. We can decompose the matrix
(2.16) using Pauli matrices σ1 and σ2 as
M = −(A+αDXα + iΦi+Pi)⊗ 12 − (A−αDXα + iΦi−Pi)⊗ iσ2σ1
+ T1 ⊗ σ1 + T2 ⊗ σ2, (2.17)
where A±α =
1
2
(Aα± A˜α), Φi± = 12(Φi± Φ˜i), T1 = 12(T +T †) and T2 = i2(T −T †). Then,
the boundary interaction can be written as
e−Sb =
∫
[dΓ1][dΓ2] Tr P̂ exp
{∫
dσ̂
(
1
4
Γ1DΓ1 +
1
4
Γ2DΓ2
− (A+αDXα + iΦi+Pi)− (A−αDXα + iΦi−Pi) iΓ2Γ1
+T1Γ
1 + T2Γ
2
)}
, (2.18)
where ΓI(σ̂) = ηI(σ) + θ F I(σ) (I = 1, 2) are real fermionic superfields. Here the trace
Tr is taken over remaining N Chan-Paton indices. The basic idea to obtain (2.18) from
the matrix (2.17) is to replace the Pauli matrices σI with fields ηI which satisfy the
same algebra as σI , i.e.
{η̂I , η̂I} = 2δIJ , (2.19)
in the operator formulation and combine them with their superpartner fields F I in the
superfields ΓI .
This prescription can easily be generalized to the case in which the matrix M is
expanded by SO(2m) gamma matrices ΓI =
(
γI
γI†
)
(I = 1, . . . , 2m) as
M =
2m∑
k=0
MI1···Ik ⊗ ΓI1···Ik , (2.20)
8We do not consider massive modes and fermions in this paper.
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where ΓI1···Ik denote the skew-symmetric products of the gamma matrices. In this case,
the boundary interaction becomes [20]
e−Sb =
∫
[dΓI ] Tr P̂ exp
{∫
dσ̂
(
1
4
ΓIDΓI +
2m∑
k=0
MI1···IkΓI1 · · ·ΓIk
)}
. (2.21)
Here, the path ordered product and the trace Tr P is needed when MI1...Ik are still ma-
trices. Note that F I are auxiliary fields which can be integrated out. After performing
θ integral and integrating out the auxiliary fields F I , we obtain [20]
e−Sb =
∫
[dηI ] Tr P exp
{∫
dσ
(
1
4
η˙IηI +
2m∑
k=0
M I1···IkηI1 · · · ηIk
)}
, (2.22)
where
M = Â+ F̂ , (2.23)
=
2m∑
k=0
M I1···Ik ⊗ ΓI1···Ik , (2.24)
Â =
( A
A˜
)
, (2.25)
F̂ =
( −TT † + F DT
DT † −T †T + F˜
)
, (2.26)
A = −AαX˙α − iΦiPi (2.27)
A˜ = −A˜αX˙α − iΦ˜iPi (2.28)
F = 1
2
FαβΨ
αΨβ + i(∂αΦ
i + [Aα,Φ
i])ΨαΠi − 1
2
[Φi,Φj ]ΠiΠj (2.29)
F˜ = 1
2
F˜αβΨ
αΨβ + i(∂αΦ˜
i + [A˜α, Φ˜
i])ΨαΠi − 1
2
[Φ˜i, Φ˜j ]ΠiΠj (2.30)
DT = i(∂αT + AαT − TA˜α)Ψα − (ΦiT − T Φ˜i)Πi (2.31)
DT † = i(∂αT † + A˜αT † − T †Aα)Ψα − (Φ˜iT † − T †Φi)Πi. (2.32)
It is also useful to note that F̂ can be written as
F̂ = −Z2, Z =
( −iD T
T † −iD˜
)
, (2.33)
where D = Ψα(∂α + Aα) + iΠiΦi and D˜ = Ψα(∂α + A˜α) + iΠiΦ˜i.
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If we further perform the integral over ηI , the boundary interaction (2.22) becomes
e−Sb =
 κTrP e
∫
dσM(σ) (NS-NS sector),
Str P e
∫
dσM(σ) (R-R sector),
(2.34)
where M is given as (2.23). The normalizaton constant κ is κ = 1 for Dp-Dp systems
and κ = 1/
√
2 for non-BPS D-branes. See Appendix A and B for the derivation.
Note that, in computing the products of the matrix M , ΓI in the gamma matrix
expansion (2.24) are treated as fermionic gamma matrices, which anti-commute with
Ψµ and Πµ, since η
I are fermionic. (See [20].) This formula (2.34) reduces to (2.12)
when we only turn on the gauge field Aα. Here Str denote the supertrace defined as
Str(· · ·) = κTr(Γ · · ·), where Γ = (−i)n/2∏nI=1 ΓI is the skew-symmetric product of all
the gamma matrices ΓI (I = 1, . . . , n) which take place in the gamma matrix expansion.
9 The difference between NS-NS sector and R-R sector comes from the boundary
condition of the boundary fermion fields. In the R-R sector, ηI(σ) are periodic with
respect to σ and there is a zero mode for each of them. Therefore, we have to saturate
the zero modes in the path integral (2.22), implying the supertrace rather than the
usual trace.
For the Dp-Dp system, we can see from (2.23)–(2.26) that e
∫
dσM is of the form(
α β
γ δ
)
, (2.35)
where α, β, γ and δ are the components related to Dp-Dp string, Dp-Dp string, Dp-Dp
string and Dp-Dp string, respectively. This is also the case for non-BPS D-branes, if
we impose the constraints α = δ and β = γ. Thus this matrix can be expanded with
respect to σ1 and σ2 for the Dp-Dp system, just as we did in (2.17), while only σ1 is
needed for the non-BPS D-branes. Therefore, we have
Str
(
α β
γ δ
)
=
 Tr
[
(−i) σ1σ2
(
αβ
γ δ
)]
, (Dp-Dp system),
1√
2
Tr
[
(−i)1/2σ1
(
αβ
β α
)]
, (non-BPS Dp-branes),
(2.36)
=
{
trα− tr δ, (Dp-Dp system),
(−2i)1/2 trβ, (non-BPS Dp-branes). (2.37)
9Note that the normalization of the supertrace defined here is slightly different from the usual one
when n is odd, i.e. for the non-BPS D-branes. We adopt this normalization in order to treat the
Dp-Dp system and non-BPS Dp-branes in the same notation.
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The formula (2.34) together with (2.37) can also be used in the case with different
numbers of Dp-branes and Dp-branes. In particular, we can consider BPS Dp-branes
by setting the size of the matrices β, γ and δ to be zero, which again reproduces (2.12).
Note also that (2.23) is given asM = M1−M20 , whereM =M0+θM1 is the matrix
in (2.16), and hence the boundary interaction (2.34) can also be written in superfields
as
e−Sb =
 κTr P̂ e
∫
dσˆM(σˆ) (NS-NS sector),
Str P̂ e
∫
dσˆM(σˆ) (R-R sector),
(2.38)
using the relation (2.15). See Appendix A for a direct derivation of the equivalence
between (2.21) and (2.38). To sum up, we can use any one of (2.21), (2.22), (2.34) and
(2.38) as the boundary interaction.
The boundary state for a Dp-brane is given by a linear combination of |Bp;±〉
with the boundary interaction such that
|Dp 〉Sb = PP˜+ e−Sb |Bp; + 〉NS + PP˜± e−Sb |Bp; + 〉RR , (2.39)
where P = 1
2
(1 + (−1)F ) and P˜± = 12(1 ± (−1)F˜ ) are GSO projection operators. The
subscript of P˜± in the right hand side of (2.39) is + or − for type IIB or type IIA string
theory, respectively.
The boundary string field theory (BSFT) action for the Dp-brane in superstring
theory is given in [18, 20, 21] as a disk partition function with the boundary interaction,
which can be written as
S(T,Aα,Φ
i, · · ·) = 2π
gs
〈 0 | e−Sb |Bp; + 〉NS , (2.40)
using the NS-NS sector boundary state with the boundary interaction (2.10). 10 Sim-
ilarly the CS-term of the system is given by
SCS(C, T, Aα,Φ
i, · · ·) = 〈C | e−Sb |Bp; + 〉RR , (2.41)
where 〈C | is the state corresponding to the R-R fields.
There are many attempts to calculate the action (2.40) or the CS-term (2.41) ex-
plicitly. When the tachyon is absent, up to four derivative corrections to the DBI
10The normalization factor is determined in Appendix B.
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action is calculated in [27] using the boundary state with the boundary interaction
(2.13). The CS-term is examined using the expression (2.41) in [28] and its derivative
corrections are also calculated in [27]. For the unstable D-brane systems, the action
has been obtained explicitly by now only for constant ∂µT and Fµν [29] or up to the
order (α′)2 [21]. However, we stress here that the boundary action of the BSFT action
is renormalizable if we consider the tachyon and gauge fields only. Thus the BSFT
action is well-defined for those fields and we can in principle calculate all the higher
derivative corrections using the expression (2.40).
3 D-branes in K-matrix theory
In this section, we consider the construction of D-branes in a matrix theory based on
an unstable D-brane system, which we call K-matrix theory. There are many choices of
the unstable D-brane system. The lowest dimensional ones are non-BPS D-instanton
system in type IIA string theory or D-instanton - anti D-instanton system in type
IIB string theory. If we want to avoid the formal Euclidean rotation to obtain the
D-instantons, we could start with D0-D0 system in type IIA string theory or non-BPS
D0-brane system in type IIB string theory.
In this section, we will mainly use the matrix theory based on the non-BPS D-
instantons in type IIA string theory for simplicity. The generalization to other unstable
D-brane systems is straightforward.
3.1 K-matrix theory and D-brane solutions
Let us consider the matrix theory based on non-BPS D-instanton system in type IIA
string theory. The field contents and the action is obtained as the dimensional reduction
of non-BPS D9-brane system. The N non-BPS D9-brane system is a ten dimensional
gauge theory with U(N) gauge symmetry with a tachyon field. In this paper, we
only consider low-lying bosonic fields, that is, the tachyon field T and the gauge field
Aµ, both of which transform as the adjoint representation under the gauge group.
The dimensional reduction of these fields gives the tachyon T and ten scalar fields Φµ
(µ = 0, 1, . . . , 9). They are N × N hermitian matrices. We take N to be infinity and
11
regard these matrices as operators acting on an infinite dimensional Hilbert space. The
BSFT action (2.40) of the system is
S(Φµ, T ) =
2π
gs
〈 0 | e−Sb(Φµ,T ) |B(−1); + 〉NS , (3.1)
where the boundary interaction is given by (2.21) or (2.38) with
M =
( −iΦµPµ T
T −iΦµPµ
)
, (3.2)
or, (2.22) or (2.34) with
M =
(
−iΦµPµ − T 2 − 12 [Φµ,Φν ] ΠµΠν −[Φµ, T ] Πµ
−[Φµ, T ] Πµ −iΦµPµ − T 2 − 12 [Φµ,Φν ] ΠµΠν
)
. (3.3)
As argued in [11], we can construct any D-brane configuration expected in type
IIA string theory using this matrix theory. In fact, it has been shown in [11] that
the D-brane configurations are given as (a limit of) spectral triples, which are analytic
description of Riemannian manifold [24], and they are classified by K-homology, which
is consistent with the K-theory classification of D-brane charges [7, 8].
More explicitly, a solution representing a Dp-brane extended along x0, . . . , xp-directions
is given by
T = u
p∑
α=0
p̂α ⊗ γα (3.4)
Φα = x̂α ⊗ 1 (α = 0, . . . , p) , Φi = 0 (i = p+ 1, . . . , 9) , (3.5)
where x̂α and p̂α are operators on a Hilbert space H satisfying
[x̂α, p̂β] = iδ
α
β , (3.6)
and γα are gamma matrices represented as hermitian matrices. u is a real parameter
and this configuration becomes an exact solution in the limit u → ∞ [9]. Since the
eigen values of Φµ represent the position of the non-BPS D-instantons, we can see from
(3.5) that this configuration represent a p+ 1 dimensional object, which is interpreted
as the Dp-brane world volume.
The fields on the Dp-brane are given by the fluctuation around this solution (3.4,
3.5). Our goal is to consider all the relevant fluctuations around this solution and
12
identify them with the fields on the Dp-branes and then show that we can exactly
reproduce the effective action of the Dp-brane (2.40). For this purpose, it suffices to
show that the boundary state of the Dp-brane e−Sb |Bp,±〉 is reproduced by inserting
the Dp-brane solution and its fluctuations into the boundary state of the non-BPS
D-instantons e−Sb(Φ
µ,T ) |B(−1),±〉. Actually, since the boundary state carries all the
information about the D-brane, this explicitly shows that the Dp-brane is constructed
from the non-BPS D-instantons. We emphasize that we recover not only the tension,
RR charge or tachyon mass etc, but also full effective action of the Dp-brane as well
as its coupling to every closed string mode exactly.
We start by introducing the fluctuations one by one in section 3.2–3.4 to identify
them with the fields on the Dp-brane. We shall analyze more general fluctuations in
section 3.5 after developing a formulation using superfield. The analysis will become
surprisingly simple using this superfield method. Hasty readers could skip section 3.2–
3.4 and proceed to section 3.5. The following sections, section 3.6 and section 3.7, are
devoted to some applications of our argument.
3.2 The gauge field
Let us first consider the fluctuation which corresponds to the gauge field on the Dp-
brane. A solution representing N Dp-branes can be obtained by piling N copies of a
single Dp-brane solution (3.4, 3.5) as
T = u
p∑
α=0
p̂α ⊗ 1N ⊗ γα (3.7)
Φα = x̂α ⊗ 1N ⊗ 1 (α = 0, . . . , p) , Φi = 0 (i = p+ 1, . . . , 9) , (3.8)
Here, T and Φµ are operators acting on a Hilbert space H ⊗CN ⊗ S, where S is the
spinor space on which the gamma matrices γα are represented. The gauge symmetry
of the system is given by the transformation
T → UTU−1, Φµ → UΦµU−1. (3.9)
with a unitary operator U . The global gauge symmetry of the Dp-brane is the part of
the unitary symmetry which is unbroken in the configuration (3.7) and (3.8), namely,
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the U(N) subgroup of the form U = 1⊗h⊗ 1 (h ∈ U(N)). The local gauge symmetry
of the Dp-brane is obtained by allowing the x̂ dependence in the unitary transformation
as U = h(x̂)⊗ 1, where h(x) is a U(N) valued function. The gauge field corresponding
to this is introduced in the tachyon operator as
T = u
p∑
α=0
(p̂α − iAα(x̂))⊗ γα (3.10)
in order to maintain the covariance under the local gauge transformation [11]. Here
we abbreviated p̂α ⊗ 1N as p̂α.
Inserting (3.10) and (3.8) into (3.3), we obtain
M =
( −ix̂αPα − u2(p̂α − iAα)2 + u22 Fαβγαβ −iuγαΠα
−iuγαΠα −ix̂αPα − u2(p̂α − iAα)2 + u22 Fαβγαβ
)
(3.11)
= −
(
ix̂αPα + u
2(p̂α − iAα)2
)
I − iuΠαΓα + u
2
2
FαβΓ
αβ, (3.12)
where we have defined Γα =
(
γα
γα
)
. Here we adopt (2.22) for the boundary interaction.
Then, we obtain
e−Sb(Φ
µ,T ) (3.13)
=
∫
[dηα] Tr P exp
{∫
dσ
(
1
4
η˙αηα − ix̂αPα − u2(p̂α − iAα)2 − iuΠαηα + u
2
2
Fαβη
αηβ
)}
(3.14)
=
∫
[dηα] e
∫
dσ( 14ηαη˙α−iuΠαηα) Tr P e−i
∫
dσH(pˆ,xˆ) , (3.15)
where Tr denotes the trace over H⊗CN and we defined iH(p̂, x̂) = u2(p̂α− iAα(x̂))2+
ix̂αPα − u22 Fαβ(x̂)ηαηβ. Since the last term in (3.15) is usual quantum mechanical
partition function with Hamiltonian H(p̂, x̂), we can rewrite it in terms of the path
integral formulation using the standard formula
Tr P e−i
∫
dσH(pˆ,xˆ) =
∫
[dx] tr P ei
∫
dσL(x˙,x) , (3.16)
where tr in the right hand side denotes the trace over CN , i.e., with respect to the
gauge indices of the resulting Dp-branes. The Lagrangian L(x˙, x) is obtained by the
Legendre transformation of the Hamiltonian H(p̂, x̂)
iL(x˙, x) = − x˙
2
α
4u2
− Aα(x)x˙α − ixαPα + u
2
2
Fαβ(x)η
αηβ. (3.17)
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Thus we obtain
e−Sb(Φ
µ,T ) (3.18)
=
∫
[dxα][dηα] tr P exp
{∫
dσ
(
1
4
η˙αηα − x˙
2
α
4u2
−Aα(x)x˙α − ixαPα + u
2
2
Fαβ(x)η
αηβ − iuΠαηα
)}
(3.19)
=
∫
[dxα][dψα] tr P exp
{∫
dσ
(
− 1
4u2
(x˙2α + ψ
αψ˙α)
−Aα(x)x˙α + 1
2
Fαβ(x)ψ
αψβ − ixαPα − iΠαψα
)}
, (3.20)
where ψα = uηα. 11 Taking the limit u→∞, we obtain 12
e−Sb(Φ
µ,T )
→
∫
[dxα][dψα] tr P exp
{∫
dσ
(
−Aα(x)x˙α + 1
2
Fαβ(x)ψ
αψβ − ixαPα − iΠαψα
)}
,
(3.21)
and the boundary state will become
e−Sb(Φ
µ,T ) |B(−1);±〉 (3.22)
→
∫
[dxα][dψα] tr P exp
{∫
dσ
(
−Aα(x)x˙α + 1
2
Fαβ(x)ψ
αψβ
−ixαPα− iΠαψα
)}
|xµ = 0 〉 |ψµ = 0;±〉 (3.23)
=
∫
[dxα][dψα] tr P exp
{∫
dσ
(
−Aα(x)x˙α + 1
2
Fαβ(x)ψ
αψβ
)}
×
∣∣∣ xα, xi = 0 〉 ∣∣∣ψα, ψi = 0;± 〉 (3.24)
= e−Sb(Aα) |Bp;±〉 , (3.25)
where
e−Sb(Aα) = tr P exp
{∫
dσ
(
−Aα(X)X˙α + 1
2
Fαβ(X)Ψ
αΨβ
)}
. (3.26)
(3.25) is nothing but the boundary state for Dp-brane (2.10) with the boundary inter-
action (2.12).
11We can show [dη] = [udψα] = [dψα] using the zeta-function regularization [11].
12To be more precise, we should regularize the path integral before taking the u → ∞ limit. The
following procedure can be justified by using zeta-function regularization [11].
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Note that (3.20) is the partition function for the supersymmetric quantum me-
chanics of a spinning particle in an electro-magnetic background (with source terms),
although the supersymmetry is broken by the boundary condition for the NS-NS sector.
What we have done here is to rewrite the trace over the Chan-Paton Hilbert space H
using the path integral formulation of the boundary quantum mechanics. This is the
essence for reproducing the Dp-brane boundary state from that described as a bound
state of infinitely many non-BPS D-instantons. We can also see that the solution part
(3.7), (3.8) reproduces the base space |Bp;±〉, while the fluctuation part in (3.10)
contributes only to the boundary interaction e−Sb for the Dp-brane.
3.3 The scalar fields
The massless scalar fields on the Dp-brane represent the position of the Dp-brane world-
volume in the transverse direction. The Dp-brane is now constructed by non-BPS D-
instantons whose position is represented by eigen values of the operators Φµ. Therefore,
the fluctuations corresponding to the scalar fields on the Dp-brane is obtained by
considering the fluctuation
Φi = φi(x̂), (i = p+ 1, . . . , 9) (3.27)
around the solution Φi = 0 in (3.8). Here we abbreviated φi(x̂)⊗ 1 on (H⊗CN)⊗ S
as φi(x̂). Then, (3.3) becomes
M = −
(
ix̂αPα + iφ
iPi +
1
2
[φi, φj]ΠiΠj + u
2(p̂α − iAα)2
)
I
− iu
(
Πα +Dαφ
iΠi
)
Γα +
u2
2
FαβΓ
αβ, (3.28)
Repeating the analysis in the previous subsection, we obtain
e−Sb(Φ
µ,T ) |B(−1);±〉 → e−Sb(Aα,φi) |Bp;±〉 (3.29)
in the u→∞ limit. Here
e−Sb(Aα,Φ
i) = tr P exp
{∫
dσ (A+ F)
}
, (3.30)
where A and F are defined in (2.27) and (2.29). This reproduces the correct φi(x)
dependence in the boundary interaction for Dp-brane reviewed in section 2.
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3.4 The tachyon field
When p is odd, the solution (3.7, 3.8) represents N non-BPS Dp-branes in type IIA
string theory. And there should be a fluctuation corresponding to the tachyon field on
the non-BPS Dp-brane. Note that when p is odd, there is a chirality operator γ∗ which
anti-commutes with γα (α = 0, 1, . . . , p) and normalized as γ
2
∗ = 1,
{γα, γ∗} = 0, (α = 0, 1, . . . , p), (3.31)
γ2∗ = 1. (3.32)
We can add a fluctuation proportional to γ∗ in (3.10) as
T = u
p∑
α=0
(p̂α − iAα(x̂))⊗ γα + t(x̂)⊗ γ∗. (3.33)
which implies
T 2 = u2(p̂α − iAα)2 − iuDαt⊗ γαγ∗ + t2 − u
2
2
Fαβγ
αβ . (3.34)
Then, (3.28) is modified as
M = −(ix̂αPα + iφiPi + 1
2
[φi, φj]ΠiΠj + u
2(p̂α − iAα)2 + t2)I
−[φi, t]ΠiΓ∗ + iuDαtΓαΓ∗ − iu(Πα +DαφiΠi)Γα + u
2
2
FαβΓ
αβ, (3.35)
where Γ∗ =
(
γ∗
γ∗
)
.
It is straightforward to repeat the argument in section 3.2 and we obtain
e−Sb(Φ
µ,T ) |B(−1);±〉 → e−Sb(Aα,φi,t ) |Bp;±〉 (3.36)
in the u→∞ limit. Here the boundary interaction is given by
e−Sb(Aα,Φ
i,T ) =
∫
dη tr P exp
{∫
dσ
(
1
4
η˙η +A+ F − T 2 + iDTη
)}
, (3.37)
where A and F are those defined in (2.27) and (2.29), respectively, and DT is given by
DT = DαT Ψα + i[Φi, T ] Πi, (3.38)
which is obtained by setting A˜α = Aα and Φ˜
i = Φi in (2.31). This boundary interaction
(3.37) is exactly what we expect for non-BPS Dp-branes as explained in section 2.
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When p is even, we can similarly construct Dp-Dp system by replacing γα with
σ3 ⊗ γα in (3.7). Then, σ1 ⊗ 1 and σ2 ⊗ 1 play the same role as γ∗ above. In this case,
(3.27) and (3.33) are replaced as
Φi =
(
φi(x̂)
φ˜i(x̂)
)
, (3.39)
T =
(
u(p̂α − iAα(x̂))⊗ γα t(x̂)
t(x̂)† −u(p̂α − iA˜α(x̂))⊗ γα
)
, (3.40)
and the same argument as above precisely implies the boundary state for Dp-Dp system
with boundary interaction given in (2.22)–(2.31).
3.5 Superfield formulation and general fluctuations
In section 3.2, 3.3 and 3.4, we have shown that the boundary state with the boundary
interaction representing Dp-brane with the fields on it is correctly reproduced from the
non-BPS D-instanton system by considering the fluctuations Aα, φ
i and t of the form
T = u
p∑
α=0
(p̂α − iAα(x̂))⊗ γα + t(x̂)⊗ γ∗, (3.41)
Φα = x̂α ⊗ 1 (α = 0, . . . , p) , Φi = φi(x̂)⊗ 1 (i = p+ 1, . . . , 9). (3.42)
around the D-brane solution (3.7, 3.8). Here Aα, φ
i and t correspond to the gauge,
scalar and tachyon fields on the Dp-brane, where the tachyon exists for the cases with
odd p. One might think it a little ad hoc, since we have chosen the fluctuation by
hand and shown that they correspond to the fields on the Dp-brane, one by one. In
principle, we could consider any fluctuations around the D-brane solution and there is
no reason to restrict them as above in the first place. In this subsection, we consider
more general fluctuations and show that the fluctuations other than those considered
above are essentially irrelevant in the limit u→∞.
Before considering fluctuations around the Dp-brane solution, we develop an effi-
cient way to analyze it using superfield. In (2.21), we introduced a superfield descrip-
tion of the boundary interaction. ΓI(σ) = ηI(σ)+θ F I(σ) are the fermionic superfields
which correspond to gamma matrices ΓI . In fact, the kinetic term for ΓI implies that
ηI satisfy
{η̂I , η̂J} = 2δIJ (3.43)
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in the operator formulation, which is the same anti-commutation relation as the gamma
matrices. This is why we expanded the matrix M by the gamma matrices in (2.20).
Now, let us suppose that MI1...Ik in (2.20) are operators acting on a Hilbert space H
and can be expressed as (Weyl ordered) polynomials of the operators x̂α and p̂α, which
satisfy the canonical commutation relation (3.6). Then, following the analogous argu-
ment, we can rewrite the boundary interaction (2.21) in the path integral formulation
introducing superfields xα(σ) = xα(σ) + iθψα(σ) and pα(σ) = pα(σ) + iθπα(σ), which
correspond to the operators x̂α and p̂α, respectively;
e−Sb =
∫
[dΓI ][dxα][dpα] exp
{∫
dσ̂
(
1
4
ΓIDΓI + ipαDx
α
+
2m∑
k=0
MI1···Ik(x,p)ΓI1 · · ·ΓIk
)}
. (3.44)
We will give a formal argument to show the equivalence between (3.44) and (2.38) in
Appendix A.
Then, let us again consider the non-BPS D-instantons in type IIA string theory, in
which the boundary interaction is given by (3.44) with
M =
( −iΦµPµ T
T −iΦµPµ
)
. (3.45)
To see how this prescription works, we first reexamine the configuration (3.41, 3.42).
Inserting (3.41, 3.42) into (3.45), we obtain
M(x̂, p̂) = −ix̂αPα − iφi(x̂)Pi + u(p̂α − iAα(x̂))Γα + t(x̂)Γ∗. (3.46)
The boundary interaction (3.44) is now
e−Sb(Φ
µ,T ) =
∫
[dΓI ][dxα][dpα] tr P̂ exp
{∫
dσ̂
(
1
4
ΓIDΓI + ipαDx
α
− ixαPα − iφi(x)Pi + u(pα − iAα(x))Γα + t(x)Γ∗
)}
, (3.47)
where ΓI = (Γα,Γ∗). We can perform the path integral over pα which implies
iDxα + uΓα = 0, (3.48)
and integrating out Γα, we obtain
e−Sb(Φ
µ,T ) =
∫
[dΓ∗][dx
α] tr P̂ exp
{∫
dσ̂
(
− 1
4u2
DxαD2xα +
1
4
Γ∗DΓ∗
− ixαPα − iφi(x)Pi − Aα(x)Dxα + t(x)Γ∗
)}
. (3.49)
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The first term 1
4u2
DxαD2xα in the integrand of (3.49) drops in the limit u → ∞ and
we have
e−Sb(Φ
µ,T ) |B(−1);±〉 →
∫
[dΓ∗] tr P̂ exp
{∫
dσ̂M(Aα, φ
i, t )
}
|Bp;±〉 (3.50)
where M(Aα, φ
i, t) is
M(Aα, φ
i, t) =
1
4
Γ∗DΓ∗ − iφi(x)Pi − Aα(x)Dxα + t(x)Γ∗. (3.51)
The boundary interaction in the right hand side of (3.50) is nothing but that for the
Dp-branes (non-BPS or BPS for odd or even p, respectively), which is given by (2.18)
with the constraints Aα = A˜α, Φ
i = Φ˜i and T † = T , as expected. Therefore, we have
reproduced the same result as (3.36). However, the proof using superfields becomes
much simpler than that given in the previous subsections.
Next, let us consider general fluctuations which do not involve the operator p̂α.
Possible fluctuations can be written as
T = u p̂α ⊗ γα +
∑
k:odd
tα1,...,αk(x̂)⊗ γα1,...,αk +
∑
k:even
t∗α1,...,αk(x̂)⊗ γ∗γα1,...,αk ,
(3.52)
Φα = x̂α ⊗ 1 + ∑
k:even
φαα1,...,αk(x̂)⊗ γα1,...,αk +
∑
k:odd
φα∗α1,...,αk(x̂)⊗ γ∗γα1,...,αk ,(3.53)
Φi =
∑
k:even
φiα1,...,αk(x̂)⊗ γα1,...,αk +
∑
k:odd
φi∗α1,...,αk(x̂)⊗ γ∗γα1,...,αk . (3.54)
Here γ∗ ∝ γ0γ1 · · · γp is a product of even number of γα for odd p. When p is even,
since we have γ0γ1 · · · γp ∝ 1, we can simply drop the terms which involve γ∗ in these
equations.
Then the matrix (3.45) becomes
M(x̂, p̂) = −ix̂αPα + up̂αΓα
+
∑
k:odd
tα1,...,αk(x̂)Γ
α1,...,αk +
∑
k:even
t∗α1,...,αk(x̂)Γ∗Γ
α1,...,αk
−i ∑
k:even
φµα1,...,αk(x̂)Γ
α1,...,αkPµ − i
∑
k:odd
φµ∗α1,...,αk(x̂)Γ∗Γ
α1,...,αkPµ.
(3.55)
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Performing the path integral over pα, we again obtain (3.48) and, as a result, the vertex
operators
∑
k:odd
1
uk
tα1,...,αkDX
α1 · · ·DXαk , ∑
k:even
1
uk
t∗α1,...,αkDX
α1 · · ·DXαk ,
∑
k:even
1
uk
φµα1,...,αkDX
α1 · · ·DXαkPµ,
∑
k:odd
1
uk
φµ∗α1,...,αkDX
α1 · · ·DXαkPµ,
(3.56)
are turned on in the boundary interaction. In order for these fields to survive in the
u → ∞ limit, tα1...αk , t∗α1...αk , φµα1...αk and φµ∗α1...αk , should be of order uk. If we allow
only such fluctuations that do not increase more than the Dp-brane solution itself in
the u→∞ limit, that is,
T = u
p∑
α=0
p̂α ⊗ γα +O(u1), (3.57)
Φα = x̂α ⊗ 1 +O(u0), (α = 0, . . . , p), (3.58)
Φi = O(u0), (i = p+ 1, . . . , 9), (3.59)
the only relevant fluctuations are
T = u
p∑
α=0
(p̂α − iAα(x̂))⊗ γα + t∗(x̂)⊗ γ∗, (3.60)
Φα = x̂α ⊗ 1 + φα(x̂)⊗ 1, (α = 0, . . . , p), (3.61)
Φi = φi(x̂)⊗ 1, (i = p+ 1, . . . , 9), (3.62)
where we have set tα = −iuAα.
The fluctuation φα in (3.61) represent the non-Abelian generalization of the reparametriza-
tion of the world-volume coordinates. When the fluctuations are Abelian, φα can be
absorbed by the gauge transformation [11]. In fact, the gauge transformation (3.9)
with U = exp(i{p̂α, λα(x̂)}/2) implies
Ux̂αU−1 = x̂α + λα(x̂) +O(λ2), (3.63)
and we can always set φα = 0 by choosing λα appropriately. This comes from the
reparametrization invariance of the Dp-brane world-volume, which is included in the
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gauge symmetry in the K-matrix theory [11]. For the non-Abelian cases, we cannot
always set φα = 0. For example, if a commutator [φα, φβ] is non-zero, there is no way
to set this quantity to zero by unitary transformation. We can try the non-Abelian
generalization of the gauge transformation (3.63) to absorb the fluctuations, but in this
case, the O(λ2) terms involve p̂α and the p̂α dependent fluctuations are induced. Note
also that even in the Abelian cases, the transformation (3.63) will induce p̂α dependent
fluctuations in the tachyon operator (3.60), which corresponds to the transformation
of vielbein.
So far we have restricted the fluctuations to be independent of the operator p̂α. It
is also important to see what happens if we include the p̂α dependent fluctuations. We
can apply the above prescription at least when the fluctuations are linear with respect
to p̂α. Let us add such fluctuations to (3.60)–(3.62) and consider
T = u eαβ(x̂) D̂α ⊗ γβ + (t∗(x̂) + tα∗ (x̂)D̂α)⊗ γ∗ (3.64)
Φα = (x̂α + φα(x̂) + φαβ(x̂)D̂β)⊗ 1, (α = 0, . . . , p), (3.65)
Φi = (φi(x̂) + φiα(x̂)D̂α)⊗ 1, (i = p+ 1, . . . , 9), (3.66)
where D̂α = p̂α−iAα(x̂) and the products of x̂α and p̂α are understood as Weyl ordered
products. We have ignored higher terms in the gamma matrix expansion since they do
not contribute in the limit u → ∞ from the argument given above. Here we consider
the Abelian case for simplicity. The boundary interaction is again given by inserting
this configuration into (3.44) and (3.45);
e−Sb =
∫
[dΓI ][dxα][dpα] exp
{∫
dσ̂
(
1
4
ΓIDΓI + ipαDx
α +M(x,p)
)}
(3.67)
M(x,p) = −i
(
xα + φα(x) + φαβ(x)(pβ − iAβ(x))
)
Pα
−i
(
φi(x) + φiα(x)(pα − iAα(x))
)
Pi
+u eαβ(x) (pα − iAα(x))Γβ + (t∗(x) + tα∗ (x)(pα − iAα(x))Γ∗.(3.68)
Performing the path integral with respect to pα, we obtain a delta-functional which
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imposes the condition 13
iDxα + u eαβ(x)Γ
β + tα∗ (x)Γ∗ − iφβα(x)Pβ − iφiα(x)Pi = 0. (3.69)
Then, integrating out Γβ , we can easily see that all the new degrees of freedom (i.e.
eαβ, t
α
∗ , φ
αβ and φiα) will be dropped in the limit u→∞. Therefore, there is no effect
from the fluctuations which depend linearly on p̂α. We do not proceed to a systematic
analysis including higher order terms with respect to p̂α for a technical reason. But,
we expect that there are essentially no new degrees of freedom. Roughly speaking,
even if there are such higher order terms, the largest contribution in the boundary
interaction (3.67) will be u eαβ(x)(pα− iAα(x))Γβ in the u→∞ limit. This will imply
the condition pα − iAα(x) = 0, from which we can eliminate all the p̂α dependent
fluctuations.
3.6 CS-term and the index theorem
Here we consider the Chern-Simons term. Since we have already shown that the Dp-
brane boundary state can be obtained by considering fluctuations around the Dp-brane
solution in K-matrix theory, it is now clear that the CS-term of Dp-brane can be
obtained from that of K-matrix theory.14 More explicitly, (2.41) and (3.36) imply
S
D(−1)
CS (C,Φ
µ, T ) = SDpCS(C,Aµ, φ
i, t), (3.70)
inserting the configuration (3.41) and (3.42) in the limit u → ∞. As we can see in
(3.70), the left hand side is written by operators Φµ and T acting on a Hilbert space,
while the right hand side is written in terms of the fields Aµ, φ
i and t on the Dp-brane.
For example, if we consider BPS Dp-branes, in which t doesn’t exist, and turn off the
scalar fields φi, the CS-term for the Dp-brane takes the usual form
SDpCS(C,Aµ) = µp
∫
Dp
C ∧ tr e2πF , (3.71)
13To be more precise, we should understand the operators Pβ and Pi as their eigen functions by
using (4.4).
14We can also obtain, for example, DBI action from K-matrix theory as done in [9] explicitly for
transverse scalar fields of the Dp-brane although we do not discuss it in this paper.
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up to derivative corrections which do not contribute to the D-brane charges. Comparing
the coupling to the RR-fields C in the both sides of (3.70), we obtain some interesting
formulae which relate some quantity written in the operator theory with those written
in the gauge theory. 15 In particular, as we will see below, this observation naturally
leads us to obtain a physical derivation of Atiyah-Singer index theorem.
In the following, we will first derive general CS-terms in our formulation. It would
be instructive to calculate the CS-term and show the equivalence (3.70) explicitly.
Then, we will give the physical interpretation of Atiyah-Singer index theorem as well
as its generalization.
3.6.1 General CS-terms
As we briefly mentioned in (2.41), the CS-term for the Dp-brane can be written as
SDpCS = 〈C | Str P e
∫
dσM |Bp; + 〉RR , (3.72)
using the boundary interaction of the form (2.34). Here we concentrate on the lowest
order term in the derivative expansion. Then, it is known that only zero modes con-
tribute in the calculation because of the supersymmetry (See, for example, [28, 27]).
Let ψµ1 and iψ
µ
2 /2π be the zero modes of Ψ
µ and Πµ, respectively, satisfying
{ψµ1 , ψν1} = {ψµ2 , ψν2} = 0, {ψµ1 , ψν2} = δµν . (3.73)
Then, inserting the zero mode part of the expressions (2.27)–(2.31) and the bound-
ary state (2.1) into (3.72), we obtain
SDpCS = µp
∫ p∏
β=0
dxβdψβ1
〈
ψi2 = 0
∣∣∣ ∫ d9−pk C(xα, ki, ψµ1 ) J(xα, ki, ψα1 , ψi2) ∣∣∣ψi1 = 0 〉 ,
(3.74)
where
C(xµ, ψµ1 ) =
∑
n
Cµ1···µn(x
µ)ψµ11 · · ·ψµn1 (3.75)
=
∫
d9−pk eix
jkjC(xα, ki, ψ
µ
1 ) (3.76)
15Similar strategy was used in the context of non-commutative gauge theory in [30]-[32], in which
Seiberg-Witten map is derived by comparing the RR-coupling in commutative and non-commutative
description of a gauge theory.
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and
J(xα, ki, ψ
α
1 , ψ
i
2) = Str
(
e−ikiΦ̂
i+2πF̂
)
, (3.77)
Φ̂i =
(
Φi
Φ˜i
)
, F̂ =
( −TT † + F DT
DT † −T †T + F˜
)
, (3.78)
F = 1
2
Fαβψ
α
1ψ
β
1 −
1
2π
(∂αΦ
i + [Aα,Φ
i])ψα1ψ
i
2 +
1
8π2
[Φi,Φj ]ψi2ψ
j
2, (3.79)
F˜ = 1
2
F˜αβψ
α
1ψ
β
1 −
1
2π
(∂αΦ˜
i + [A˜α, Φ˜
i])ψα1ψ
i
2 +
1
8π2
[Φ˜i, Φ˜j ]ψi2ψ
j
2, (3.80)
DT = i(∂αT + AαT − TA˜α)ψα1 −
i
2π
(ΦiT − T Φ˜i)ψi2 (3.81)
DT † = i(∂αT † + A˜αT † − T †Aα)ψα1 −
i
2π
(Φ˜iT † − T †Φi)ψi2. (3.82)
Here the indices run as µ, ν = 0, . . . , 9, α, β = 0, . . . , p and i, j = p + 1, . . . , 9. In
(3.74), the zero modes of the operators Xα, Pi and Ψ
α in the boundary interaction
are replaced with their eigen values denoted as xα, ki and ψ
α
1 , respectively, while we
still treat ψi1 and ψ
i
2 as fermionic operators satisfying (3.73). 〈ψi2 = 0 | and |ψi1 = 0 〉
are bra and ket states which are annihilated by ψi2 and ψ
i
1, respectively, satisfying
〈ψi2 = 0 |ψi1 = 0 〉 = 1. 〈ψi2 = 0 | is originally a zero momentum Fock vacuum on which
RR-states are constructed, 16 while |ψi1 = 0 〉 is the zero mode part of the coherent
state |xα, xi = 0 〉 |ψα, ψi = 0 〉RR. The normalization factor µp = 1/(2π)p+1 in (3.74)
comes from the path integration with respect to the non-zero modes. (See Appendix
B.)
When the scalar fields Φi, Φ˜i are turned off, this CS-term will be reduced to the
well-known form [34, 20, 21]
SDpCS = µp
∫
C ∧ Str e2πF̂ (3.83)
with the supercurvature [35]
F̂ =
( −TT † + 1
2
Fαβdx
αdxβ iDαT dx
α
iDαT
† dxα −T †T + 1
2
F˜αβdx
αdxβ
)
. (3.84)
16See [33, 28] for more precise argument.
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For the BPS Dp-branes, we can rewrite (3.74) in more familiar form. The CS-term
for the BPS Dp-brane can be obtained by replacing (3.77) with
J(xα, ki, ψ
α
1 , ψ
i
2) = Tr
(
exp
{
−ikiΦi + πFαβψα1ψβ1 −DαΦiψα1ψi2 +
1
4π
[Φi,Φj ]ψi2ψ
j
2
})
.
(3.85)
We use the notation
C(yµ, ψµ1 ) ≡
∫
d9−pk C(xα, ki, ψ
µ
1 ) e
−ikiΦi, (3.86)
where yµ = (xα,Φi(xα)), in the following. This is just the usual Fourier transformation
in the case with a single Dp-brane.
As a warm up exercise, let us first explain the case with a single Dp-brane. In this
case, every field commutes with each other and we obtain
SDpCS = µp
∫ ∏
β
dxβdψβ1
〈
ψi2 = 0
∣∣∣C(yµ, ψµ1 )e∂αyiψα1 ψi2 ∣∣∣ψi1 = 0 〉 eπFαβψα1 ψβ1 (3.87)
= µp
∫ ∏
β
dxβdψβ1 C(y
µ, ∂αy
µψα1 ) e
πFαβψ
α
1 ψ
β
1 . (3.88)
Furthermore, note that ψβ1 anti-commutes with each other and the integral with respect
to ψβ1 picks up the coefficient of ψ
0
1ψ
1
1 · · ·ψp1 . This enables us to regard ψα1 as the 1-form
dxα on the world-volume. Thus we reproduce the CS-term for the BPS Dp-brane,
SDpCS = µp
∫
Dp
C(yµ, dyµ) ∧ e2πF , (3.89)
where C(yµ, dyµ) is a pull back of the RR-field to the Dp-brane world-volume and
F = 1
2
Fαβdx
α ∧ dxβ.
Next, we consider the non-Abelian case. Note that when we expand the exponential
in (3.77), the matrices Φi, DαΦ
i, [Φi,Φj ] and Fαβ always appear in symmetric order.
Therefore, we can forget about the ordering of these by simply replacing the trace Tr
with the symmetrized trace. So we can proceed as in the Abelian case except the
contribution of the last term in (3.85). By noticing that ψi2 can be identified as
∂
∂ψi1
,
we see that this term simply modifies the RR-field C to
C[yµ,yν ](y
µ, ψµ1 ) ≡ e
1
4pi
[yµ,yν ] ∂
∂ψ
µ
1
∧ ∂
∂ψν
1 C(yµ, ψµ1 ). (3.90)
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This corresponds to inclusion of Myers term [36]. Then, the CS-term (3.74) will become
SDpCS = µp
∫
Dp
SymTr
(
C[yµ,yν ](y
µ, Dyµ) ∧ e2πF
)
, (3.91)
where Dyµ = Dαy
µ(x)dxα and SymTr denotes the symmetrized trace with respect to
yµ, Dαy
µ, Fαβ and [y
µ, yν].
3.6.2 Ascent relations of CS-terms
Now we explicitly show the equivalence (3.70) between the CS-term for the Dp-branes
and that for the unstable D-instanton system in the background of the Dp-brane solu-
tion, using the expressions given in the last subsection. Let us explain this in type IIA
string theory. Our starting point is the CS-term for the non-BPS D-instantons [11, 21]
which is obtained by considering p = −1 case in (3.74);
S
D(−1)
CS =
〈∫
d10k C(kµ, ψ
µ
1 )J(kµ, ψ
µ
2 )
〉
, (3.92)
where 〈· · ·〉 denotes 〈ψµ2 = 0 | · · · |ψµ1 = 0 〉 and
J(k, ψ2) = Str
(
e−ikµΦ
µ+2πF̂
)
, (3.93)
F̂ = −T 2 + 1
8π2
[Φµ,Φν ]ψµ2ψ
ν
2 −
i
2π
[Φµ, T ]ψµ2σ1. (3.94)
Here the Pauli matrix σ1 is considered as fermionic matrix which anti-commutes with
ψµ1 and ψ
µ
2 , as explained in section 2.
Let us consider the solution representing BPS Dp-branes (p = even) and the fluc-
tuations around it. Inserting (3.60)–(3.62) into (3.94) we obtain
F̂ = −u2(p̂α − iAα(x̂))2 + 1
8π2
[yµ(x̂), yν(x̂)]ψµ2ψ
ν
2 +
u
2π
Dαy
µ(x̂)ψµ2Γ
α +
u2
2
Fαβ(x̂)Γ
αβ,
(3.95)
Here we have introduced
yµ(x) = (xα + φα(x), φi(x)), (3.96)
which is a non-Abelian generalization of positions of the BPS Dp-brane world-volume.
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Then we rewrite J(k, ψ2) in path-integral formulation with respect to xˆ, pˆ and Γ as
in the previous subsections. Actually, we have already done the relevant calculations
in section 3.2. The result is
J(k, ψ2) =
∫
[dxα][dψα] tr P exp
(
−
∫
dσ L(xα, ψα, kµ, ψ
µ
2 )
)
, (3.97)
where the Lagrangian L(x, ψ, k, ψ2) is given by
L(x, ψ, k, ψ2) =
1
4u2
(
x˙2α + ψ
αψ˙α
)
+
i
2π
yµ(x)kµ − 1
2π
Dαy
µ(x)ψµ2ψ
α
− 1
8π2
[yµ(x), yν(x)]ψµ2ψ
ν
2 + Aα(x)x˙
α − 1
2
Fαβ(x)ψ
αψβ. (3.98)
The trace tr in (3.97) is taken with respect to the gauge indices of the resulting BPS
Dp-branes.
The path-integration of the non-zero modes of x(σ) and ψ(σ) in (3.97) is trivial by
the supersymmetry [20] and we get
SCS = µp
〈∫
d10k dp+1x dp+1ψC(kµ, ψµ1 )×
tr exp
(
−iyµkµ +Dαyµ(x)ψµ2ψα + πFαβ(x)ψαψβ +
1
4π
[yµ(x), yν(x)]ψµ2ψ
ν
2
)〉
= µp
〈∫
Dp
∫
d10k C(kµ, ψµ1 ) tr e
(−iyµkµ+Dαyµψµ2 dxα+πFαβdxα∧dxβ+ 14pi [yµ,yν ]ψ
µ
2ψ
ν
2)
〉
= µp
∫
Dp
Sym tr
(
C[yµ,yν ](y
µ, Dyµ) ∧ e2πF
)
. (3.99)
This correctly reproduces the CS-term for BPS Dp-branes (3.91) when we choose the
static gauge φα = 0.
3.6.3 An interpretation of the index theorem
Here we give an interpretation of the index theorem from the point of view of the K-
matrix theory. We will consider BPS Dp-branes constructed from type IIB K-matrix
theory, i.e. an unstable system with infinitely many D-instanton - anti D-instanton
pairs since it is directly related to the well-known Atiyah-Singer index theorem, though
generalization to other cases is straightforward.
The Chern-Simons term of the D-instanton - anti D-instanton system can be written
as (3.92), while (3.93) is now replaced with
J(k, ψ2) = Str
(
e−ikµΦ̂
µ+2πF̂
)
, (3.100)
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F̂ =
( −TT † + 1
8π2
[Φµ,Φν ]ψµ2ψ
ν
2 − i2π (ΦµT − T Φ˜µ)ψµ2
− i
2π
(Φ˜µT † − T †Φµ)ψµ2 −T †T + 18π2 [Φ˜µ,Φ˜ν ]ψµ2ψν2
)
. (3.101)
Note that (3.101) can also be written as
F̂ = −Z2, Z =
(
i
2π
Φµψµ2 T
T † i
2π
Φ˜µψµ2
)
. (3.102)
Let us assume that the RR-field is constant (i.e. kµ = 0) and all the components except
for the zero-form part C0 are zero. Then the CS-term takes very simple form, since
scalar fields do not contribute to it. Actually, it becomes the index of the tachyon
operator,
S
D(−1)
CS = C0 Str
(
e−2πQ
2
)
= C0Tr
(
(−1)F e−2πQ2
)
= C0 IndexQ. (3.103)
where (−1)F = σ3 and
Q ≡
(
0 T
T † 0
)
. (3.104)
Since the coupling of the RR p-form field represents D(p − 1)-brane charge, we con-
clude that the index of the tachyon operator is interpreted as the D-instanton charge
[11]. This can also be seen from the fact that in the case T is a Fredholm operator,
dimKer TT † and dimKerT †T are finite dimensional and correspond to the number of
D-instantons and anti D-instantons which are not annihilated by the tachyon conden-
sation, respectively. It follows that the total D-instanton number is given by
dimKer TT † − dimKer T †T = IndexQ, (3.105)
which is another definition of the IndexQ.
Let us next consider the D-instanton charge in the presence of BPS Dp-branes. The
tachyon configuration representing Dp-brane in type IIB K-matrix theory is also given
as (3.10) and we have
Q = u
p∑
α=0
(p̂α − iAα(x̂))Γα ≡ −iuD/ , (3.106)
where Γα (α = 0, . . . , p) are SO(p + 1) gamma matrices (p = odd). Note that σ3 can
be regarded as the chirality operator. Therefore, according to the above observation,
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the D-instanton charge in the presence of the BPS Dp-branes is just the index of the
usual Dirac operator D/ on the world-volume of the Dp-branes in the presence of an
electro-magnetic background.
On the other hand, as we have explicitly shown in the previous subsection, the
CS-term for the D-instanton S
D(−1)
CS in the background of Dp-brane is identical to the
CS-term of Dp-brane SDpCS. In our case with C = C0 = constant, the CS-term of
Dp-brane SDpCS is given as
SDpCS = µp
∫
Dp
C ∧ tr e2πF = C0
∫
Dp
tr eF/2π, (3.107)
where tr means the trace for the gauge indices. Comparing this with (3.103), we obtain
Index (−iD/ ) =
∫
Dp
tr eF/2π. (3.108)
This is nothing but the Atiyah-Singer index theorem [37]. It is quite interesting that
we have naturally reached this result considering D-brane physics. The physical in-
terpretation is now clear. The Dirac operator is the tachyon operator which represent
the Dp-brane in the D-instanton - anti D-instanton system and its index gives the
D-instanton charge. The D-instanton can also be constructed as the instanton config-
uration in the gauge theory on the Dp-brane world-volume and the instanton number
is given by the Chern number of the gauge bundle. And the two descriptions actually
agree as expected.
We can also include a nontrivial internal metric in the Dirac operator (3.106) as
Q = −iuD/ = −iu
p∑
α=0
eαA(x̂)
(
∂̂α + ωα(x̂) + Aα(x̂)
)
ΓA, (3.109)
where ∂̂α = ip̂α and ωα is the spin connection defined by the vielbein e
α
A. As explained
in [11], this vielbein defines an internal metric gαβ = e
A
αe
A
β , which is immanent in the
spectral triple representing the D-brane configuration. Then, repeating the argument
given in section 3.6.2, we obtain
S
D(−1)
CS = C0
∫
[dx][dψ] Tr P exp
(
−
∫
dσ L(xα, ψα)
)
, (3.110)
where
L(xα, ψα) =
1
4u2
gαβ(x)
(
x˙αx˙β + ψα∇σψβ
)
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+Aα(x)x˙
α − 1
2
Fαβ(x)ψ
αψβ, (3.111)
where ∇σψα = ψ˙α+x˙βΓαβγψγ. This system is nothing but the supersymmetric quantum
mechanics which was used to derive the Atiyah-Singer index theorem in [38, 39].
In this case, since we are now interested in the dependence of the curvature in CS-
term, we have to calculate the derivative corrections, in which the path integral with
respect to non-zero modes will contribute. Fortunately, the relevant calculation was
essentially done in [38, 39] and the result is exactly what we expect from the index
theorem;
S
D(−1)
CS = C0
∫
Dp
Â(R) ∧ Tr eF/2π, (3.112)
where Â(R) is the A-roof genus written in terms of the internal metric introduced in
(3.109).
Note that above calculation [38, 39] is consistently done in u → 0 limit, which is
also taken in the heat kernel method. Since the index (3.103) does not depend on the
parameter u, we can take this rather unphysical limit. This limit can also be thought
of as the zero slope limit α′ → 0. If we consider the parameter u as a dimensionless
parameter and recover the α′ dependence, the D-brane configuration will become
T = u
√
α′
2
(p̂α + Aα(x̂)) γ
α, Φα =
√
2
α′
x̂α. (3.113)
Here, we treat T and Φα as dimensionless operators. The normalization is fixed by
requiring that the path integral representation of the operator x̂α will have the same
normalization as the closed string coordinate Xα(σ).
Then, (3.103) will become
S
D(−1)
CS = C0 Str
(
e2πu
2α′D/ 2
)
, (3.114)
and hence the α′ → 0 limit plays the same role as u→ 0 limit in this case.
However, this is not the end of the story. The CS-term (3.74) or (3.92) that we have
been using is only reliable for the lowest order in the derivative expansions. In order
to fully incorporate the derivative corrections of the CS-term, we should have started
from (3.72). The ascent relation for the CS-terms (3.70) is also valid including the
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derivative corrections, since it has been derived among the boundary states without
any loss of information. In this case, the fluctuations of the scalar fields will contribute
to the calculation of D-instanton charge density, and α′ cannot be absorbed in the
parameter u anymore. In order to obtain the fluctuation around Dp-brane solution, we
have to take u → ∞ keeping α′ finite. In the u → ∞ limit, the dependence upon the
vielbein eαA disappears. However, we still obtain the same formula as (3.112), where
the curvature two-form R with respect to the internal metric is replaced with that
defined by the induced metric on the Dp-brane world-volume. The calculation will be
summarized in Appendix C. In this case, we can perform the calculation in the zero
slope limit α′ → 0. This result is consistent with what we expect in the CS-term for the
Dp-brane [40]. 17 (See also [27] for a related calculation.) Since the D-instanton charge
is quantized, the coefficient of C0 should not depend on the continuous parameters u
and α′, nor the choice of the metric on the Dp-brane. Therefore, the previous result
(3.112) also gives a correct D-instanton charge and the interpretation of the index of
the tachyon as the D-instanton charge is still valid, though it is not the case for the
charge density.
We can easily extend the argument given to the index theorems which involve
even or odd superconnections by considering the solution of Dp-Dp pairs or non-BPS
Dp-branes, respectively. We could also start from the unstable Dq-brane system and
construct D(q + p)-branes using the ascent relation. In this case, the tachyon is the
p-dimensional Dirac operator parametrized by the world volume coordinates of the
unstable Dq-brane system. We can again obtain an index theorem by comparing the
coupling to the RR-fields in the two equivalent descriptions. The corresponding index
theorem is called family index theorem, which is related to KK-theory as expected from
the result of [11, 25]. It is also possible to generalize the argument to type I string
theory, as we will discuss in section 5.3.
As we have seen in this subsection, we can think the index theorem as a topological
17In [41, 11] (see also [6]), the CS-term is written by Todd class Td(R) instead of the A-roof genus
Â(R). Here we have implicitly assumed that there is a spin structure on the world volume of the
Dp-brane since we have introduced the gamma matrices on it. In this case we have Â(R) = Td(R)
and there is no discrepancy. We can also treat the Spinc cases by turning on a U(1) gauge field
associated with the Spinc structure.
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aspect of the ascent relation among the D-brane boundary states explained in the
previous subsections. In other words, we can think the D-brane ascent relations as
a kind of generalization of the index theorem. Actually the essence of the derivation
of the D-brane ascent relation is the equivalence between path integral and operator
formulations of a supersymmetric quantum mechanics, which is also used in the physical
proof of the index theorem given in [39, 38, 20].
3.7 Application to non-commutative gauge theory
Before closing this section, let us make a brief comment on the application to non-
commutative gauge theory. In this paper, we mainly concentrate on the fluctuations
around the commutative D-brane solutions. However, our strategy is also applicable
to non-commutative D-branes. In fact, it has been argued in [42, 45, 43] that the
equivalence of commutative and non-commutative descriptions of D-brane in bosonic
string theory can be clearly understood using boundary states.
It would be instructive to show this is also the case for the superstring case using
our superfield formulation. To be specific, let us consider a non-commutative D2-brane
in type IIA string theory. The non-commutative D2-brane can be constructed from
infinitely many D0-branes by turning on non-commutativity between Φ1 and Φ2 as
Φα = ẑα, (α = 1, 2) (3.115)
with [ẑα, ẑβ ] = iΘαβ , where Θαβ = −Θβα is the real constant parameter which represent
the non-commutativity.
Then the boundary interaction is given by
e−Sb =
∫
[dzα] exp
{
−i
∫
dσ̂
(
Θ−1αβ z
αDzβ + zαPα
)}
, (3.116)
where we have introduced the superfields zα corresponding to the operators ẑα, and
the non-commutativity is represented in their kinetic term. Therefore, the boundary
state will become
e−Sb |B0;±〉 = e−i
∫
dσˆΘ−1
αβ
XαDXβ |B2;±〉 , (3.117)
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which is equivalent to a D2-brane boundary state with constant magnetic flux Fαβ =
iΘ−1αβ , which can also be considered as the effect of background B-field Bαβ = Θ
−1
αβ .[14,
44]
It is also easy to include the fluctuations around the solution (3.115) repeating the
argument given in section 3.2 for the commutative case. The local gauge transformation
of this system is given by the unitary transformation U(ẑ) which depend on the non-
commutative coordinates ẑα. Since ẑα don’t commute with U(ẑ), we introduce the
non-commutative gauge field Âα(ẑ) to maintain the local gauge invariance and replace
(3.115) as
Φα = ẑα + iΘαβÂβ(ẑ). (3.118)
Then, the boundary state will become∫
[dzα] exp
{
−i
∫
dσ̂
(
Θ−1αβ z
αDzβ +
(
zα + iΘαβÂβ(z)
)
Pα
)}
|B0;±〉 . (3.119)
On the other hand, the boundary state of a D2-brane with the gauge field in the
constant B-field background is given as∫
[dxα] exp
{
−i
∫
dσ̂
(
Bαβ x
αDxβ − iAα(x)Dxα + xαPα
)}
|B0;±〉 . (3.120)
These two boundary states (3.119) and (3.120) are equal when Bαβ = Θ
−1
αβ and the
gauge fields Âα and Aα related by the Seiberg-Witten map [46]. Actually, (3.119) and
(3.120) can be obtained by simply replacing all the fields with superfields appearing in
the corresponding boundary states |φ 〉NC and | A 〉 defined in [45], respectively, and it
is straightforward to generalize the argument in [45] to find the Seiberg-Witten map
requiring the equality of the two boundary states (3.119) and (3.120).
4 Generalization to higher dimensional systems
So far, we have considered the construction of D-branes in K-matrix theory, which is
the lowest dimensional unstable D-brane system. The method developed in the previ-
ous section can also be applied to the construction of D-branes in higher dimensional
unstable D-brane systems. In this section, we generalize the above consideration to
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the higher dimensional unstable D-brane systems and show the general D-brane de-
scent/ascent relations. First, we consider space-time filling unstable D-brane system
and provide a simple derivation of D-brane descent relations. Then, we further gener-
alize the argument to the construction of Dp-branes from unstable Dq-brane systems.
4.1 D-brane descent relations
Let us consider non-BPS D9-branes in type IIA string theory. In this case, the con-
figuration representing Dp-branes with the fluctuations corresponding to the massless
fields is expected to be
T = uγi(xi − φi(xα)), Aα = Aα(xα), Ai = 0, (4.1)
where i = p+ 1, . . . , 9 and α = 0, . . . , p [18, 8]. Here we restrict p = even and consider
BPS Dp-branes for simplicity. (See the next subsection for the generalization to more
general situations.) The fluctuation corresponding to the scalar fields φi(xα) appear in
this way in the tachyon field, since they correspond to the Nambu-Goldstone modes
for the spontaneous breaking of the translational symmetry xi → xi + ǫi.
Then, M in (2.16) becomes
M = u(Xi − φi(Xα))Γi − Aα(Xα)DXα. (4.2)
Using (2.11) and the boundary interaction of the form (2.21), we obtain the non-BPS
D9 brane boundary state in the background (4.1);
|B9;±〉Sb =
∫
[dxµ][dΓi] Tr P̂ exp
{∫
dσ̂
(
1
4
ΓiDΓi + u(xi − φi(xα))Γi
−Aα(xα)Dxα − ixµPµ
)}
|xµ = 0;±〉 , (4.3)
where µ = 0, . . . , 9 and |xµ = 0;±〉 = | xµ = 0 〉 |ψµ = 0;±〉. Note that the boundary
action is linear with respect to xi and the path integration of it gives δ(uΓi−iPi). This
expression is rather formal, since Pi is an operator constructed by the oscillators α
i
m,
α˜im, Ψ
µ
r and Ψ˜
µ
r , while Γ
i is an ordinary function. To be more precise, if we introduce
a coherent state for the momentum operators which satisfy
Pµ(σ) | p˜µ;±〉 = p˜µ(σ) | p˜µ;±〉 , (4.4)
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|xµ;±〉 =
∫
[dp˜µ] e
−i
∫
dσˆp˜µxµ | p˜µ;±〉 , (4.5)
the formal delta-functional and the arguments below will be justified.
Then, integrating out Γi, we obtain
|B9;±〉Sb =
∫
[dxα] Tr P̂ exp
{
−
∫
dσ̂
(
1
4u2
PiDPi + iφ
i(xα)Pi
+ Aα(x
α)Dxα + ixαPα
)}
|xµ = 0;±〉 . (4.6)
Taking u→∞ limit, we correctly obtain the the boundary state for the Dp-brane with
the boundary interaction including all the massless fields on it. This gives a simple
proof of the D-brane descent relations.
As we have demonstrated in section 3.6, it is straightforward to apply this result to
derive the CS-term for Dp-branes from that for an unstable D9-brane system. One of
the interesting points in our derivation is that the the gamma matrices γi are replaced
with the fermionic fields ηi(σ) (the first component of the superfield Γi(σ)) which anti-
commutes with each others in the path-integral formalism. And, analogous to argument
given above (3.99), the fermion ηi(σ) are reduced to their zero-modes. Note that the
zero modes satisfy the same algebra as that for ∂
∂(dxi)
or dxα;
{
∂
∂(dxi)
, ∂
∂(dxj)
}
= 0, which
is different from that for the gamma matrices; {γi, γj} ∼ δij. This justifies the naive
replacement of γi to ∂
∂(dxi)
given in [47] to show the equivalence between CS-terms of
the BPS Dp-branes and the non-BPS D9-branes.
4.2 Dp-branes from unstable Dq-brane systems
It is now clear that combining the D-brane ascent and descent relations described
above, we can construct Dp-branes from an unstable Dq-brane system with arbitrary
combination of p and q. Let us demonstrate the construction of a BPS Dp-brane from
non-BPS Dq-branes. We consider the non-BPS Dq-brane extended along the x0, · · · , xq
directions. Then we construct the Dp-brane extended along xα (α = 0, . . . , q−m) and
xβ (β = q + 1, . . . , q + n) by localizing in the m directions and extending in the n
directions, where p = q−m+ n. The configuration representing the Dp-brane is given
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as a combination of (3.41)–(3.42) and (4.1);
T = u
q∑
i=q−m+1
(xi − φi(xα, x̂β))⊗ γi + u
q+n∑
β=q+1
(p̂β − iAβ(xα, x̂β))⊗ γβ (4.7)
Aα = Aα(x
α, x̂β)⊗ 1, Ai = 0, (4.8)
Φβ = x̂β ⊗ 1, Φj = φj(xα, x̂β)⊗ 1, (4.9)
where the indices run as α = 0, . . . , q −m, β = q + 1, . . . , q + n, i = q −m+ 1, . . . , q
and j = q + n + 1, . . . , 9. Namely, the indices (α, i) and (β, j) correspond to the
directions parallel and perpendicular to the Dq-branes, respectively, while (α, β) and
(i, j) correspond to directions parallel and perpendicular to the Dp-branes, respectively.
We will use the convention of these indices below in this subsection. Here, γi and γβ
form the minimally represented SO(n+m) gamma matrices.
Then the boundary state becomes
|Bq;±〉Sb =
∫
[dxα][dxi] e−Sb e−i
∫
dσˆ(xαPα+xiPi) |xµ = 0;±〉 , (4.10)
where
e−Sb =
∫
[dxβ][dpβ][dΓ
β][dΓi] exp
{∫
dσ̂
(
1
4
ΓβDΓβ +
1
4
ΓiDΓi + ipβDx
β +M
)}
(4.11)
with
M = −ixβPβ − iφj(xα,xβ)Pj − Aα(xα,xβ)Dxα
+u
(
pβ − iAβ(xα,xβ)
)
Γβ + u
(
xi − φi(xα,xβ)
)
Γi. (4.12)
Following the previous discussions, we perform the path-integrations
∫
[dΓβ ][dpβ] and∫
[dxi][dΓi] which forces the replacements Γβ → − i
u
Dxβ and Γi → i
u
Pi, respectively.
Then in the u→∞ limit we obtain
|Bq;±〉Sb =
∫
[dxα][dxβ] e−Sb
∣∣∣xα,xβ,xi = xj = 0;± 〉 , (4.13)
where
Sb =
∫
dσ̂
(
Aα(x
α,xβ)Dxα + Aβ(x
α,xβ)Dxβ
+ iφi(xα,xβ)Pi + iφ
j(xα,xβ)Pj
)
. (4.14)
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Therefore we correctly obtain the boundary state for the BPS Dp-brane with the mass-
less fluctuations.
The construction of non-BPS Dp-brane is obtained by adding t(xα, x̂β)⊗ γ∗ in the
tachyon configuration (4.7), where γ∗ =
∏q
i=q−m+1 γ
i∏q+n
β=q+1 γ
β up to a phase factor.
If we start with Dq-Dq system, γi and γβ in (4.7) need not be hermitian and they are
chosen such that Γi =
(
γi
γi†
)
and Γβ =
(
γβ
γβ†
)
become SO(n+m) gamma matrices.
In this case, we have two sets of gauge fields and scalar fields which are created by
Dq-Dq strings and Dq-Dq strings. But, we only turn on A+ and Φ+ in (2.17) in the
same way as given in (4.8) and (4.9). As we can see in (2.17), the other ones A− and
Φ− appear as the higher terms in the gamma matrix expansion and the they will not
contribute in the u→∞ limit as explained in section 3.5.
5 Generalization to type I string theory
In this section, we generalize our argument in the previous sections to type I string
theory. In the type II string theory, there are basically two types of unstable D-brane
systems, namely the non-BPS D-branes and the D-brane - anti D-brane systems. Type
I string has eight types of unstable D-brane systems, which are summarized in table
1. They are governed by the real Clifford algebra structure explained in the next
subsection. We will see that the method using gamma matrix expansion efficiently
works in these unstable D-brane systems. In this paper, we will only consider turning
on the fields created by Dp-Dp (or Dp-Dp) strings and ignore the fields created by the
open strings stretched between the Dp-brane and one of the background D9-branes. 18
5.1 Hidden Clifford algebra structure
There is an underlying Clifford algebra which characterize the structure of Chan-Paton
indices for each unstable D-brane system. Recall that we used the Pauli matrices σ1
and σ2 to expand the matrixM in (2.17) for the Dp-Dp system in type II string theory.
The Pauli matrices σ1 and σ2 generate the complex Clifford algebra C2. For non-BPS
18See [48] for the study of the type I D-branes using the boundary state formalism, including the
effect of the states created by the Dp-D9 strings.
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D-branes in type II theory, the matrix M is expanded by σ1 which is the generator
of C1. Here Cn is the complex Clifford algebra generated by n elements e1, . . . , en
satisfying
{ei, ej} = 2δij. (5.1)
Note that, as we can see in (2.17), the tachyon fields are accompanied by odd numbers
of the generators of the Clifford algebra, while the gauge fields and the scalar fields are
accompanied by even numbers of the generators.
Similarly, in type I string theory, there is a hidden real Clifford algebra structure
in the unstable D-brane system [25]. The real Clifford algebra Cr,s is defined as an
algebra over R generated by ei (i = 1, . . . , r + s) satisfying
e2i = −1 (i = 1, . . . , r),
e2i = +1 (i = r + 1, . . . , r + s),
eiej + ejei = 0 (i 6= j).
(5.2)
The matrix M for the unstable Dp-brane system with p = s− r + 1 (mod 8) in type I
string theory is given by
M = −Âα(X)DXα − iΦ̂i(X)Pi + T̂ (X), (5.3)
where 19
Âα(X) =
∑
wn∈Cr,seven
A(n)α (X)⊗ wn,
Φ̂i(X) =
∑
wn∈Cr,seven
Φi(n)(X)⊗ wn,
T̂ (X) =
∑
vn∈Cr,sodd
T (n)(X)⊗ vn. (5.4)
Here Cr,seven and C
r,s
odd denote the subspaces of C
r,s that consist of elements which are
even and odd under the involution ei → −ei, respectively, and we sum over the basis
{wn} and {vn} of the vector spaces Cr,seven and Cr,sodd, respectively. The fields A(n)α , Φi(n)
and T (n) in (5.4) are real matrices (or operator acting on a real Hilbert space). The
generators ei of the Clifford algebra C
r,s are considered to be fermionic and the choice
19In this section, every tensor product is defined over R.
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of Cr,seven and C
r,s
odd in (5.4) is determined so that M is a fermionic superfield. We
also impose the hermiticity condition M† = M, where the hermite conjugate of the
generators of the Clifford algebra are defined as e∗i = −ei (i = 1, . . . , r) and e∗i = ei
(i = r + 1, . . . , r+ s). In (5.3), DXα and Pi are considered to be anti-hermitian, since
the time-like and space-like directions in the open string world-sheet is interchanged in
the closed string picture. Therefore, the gauge field Âα is anti-hermitian, while Φ̂
i and
T̂ are hermitian. It is shown in [25] that the hermiticity condition of (5.3) implies that
the gauge group and the representation of the scalar fields and the tachyon field with
respect to the gauge group are listed in table 1, which is consistent with the result in
[49].
p Gauge Tachyon Scalar Clifford algebra CminDp
−1 U adj. C2,0
0 O C1,0
1 O ×O ( , ) (1, ), ( , 1) C1,1
2 O C0,1
3 U adj. C0,2
4 Sp C0,3
5 Sp× Sp ( , ) (1, ), ( , 1) C0,4
6 Sp C3,0
7 U adj. C2,0
8 O C1,0
9 O ×O ( , ) −− C1,1
Table 1: The gauge group and the representation of the tachyon and scalar
fields on the type I unstable Dp-brane system (non-BPS Dp-branes for p =
−1, 0, 2, 3, 4, 6, 7, 8 and Dp-Dp system for p = 1, 5, 9) and its underlying Clifford
algebra. Here we listed the the Clifford algebra which corresponds to a non BPS
Dp-brane or a pair of Dp-Dp-branes.
In the table 1, we listed the minimal choices of the Clifford algebras which corre-
spond to the unstable D-brane systems. Other choices of r and s in the algebraCr,s with
p = s−r+1 (mod 8) will represent N non-BPS Dp-branes (for p = −1, 0, 2, 3, 4, 6, 7, 8)
or N pairs of Dp-Dp-branes (for p = 1, 5, 9) with N = 2(r+s−m−n)/2 when CminDp = C
m,n.
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This is because there is an isomorphism Cr,s ≃ MN(CminDp ) = MN (R) ⊗ CminDp which
keeps the involution 20 and we can interpret theMN (R) part as the Chan-Paton factor
for N unstable Dp-branes.
It is now straightforward to write down the boundary interaction following the
argument around (2.21). First, we expand the matrix M in terms of the generators ei
of the Clifford algebra Cr,s as
M =
r+s∑
k=0
MI1···Ik ⊗ eI1···Ik , (5.5)
where eI1···Ik denote the skew-symmetric product of eI1 , . . . , eIk . Then, our proposal of
the boundary interaction for the type I unstable Dp-brane is
e−Sb =
∫
[dΓI ] Tr P̂ exp

∫
dσ̂
−1
4
r∑
i=1
ΓiDΓi +
1
4
r+s∑
i=r+1
ΓiDΓi
+
r+s∑
k=0
MI1···IkΓI1 · · ·ΓIk
)}
. (5.6)
5.2 D-branes in type I K-matrix theory
Let us generalize the construction of D-branes given in section 3 to the case of type
I string theory. To be specific, we consider D-branes in the matrix theory based on
non-BPS D-instantons in type I string theory, which we call type I K-matrix theory.
As listed in table 1, the underlying Clifford algebra for the non-BPS D-instanton
system is C2,0. The Clifford algebra C2,0 is faithfully represented by e1 = iσ1 and
e2 = iσ2. Then, the tachyon part (the second term) of (5.3) is of the form
T̂ = T (1) ⊗ e1 + T (2) ⊗ e2 =
(
T
−T ∗
)
, (5.7)
where we have defined T = T (2) + iT (1) and its complex conjugate T ∗ = T (2) − iT (1).
In addition, the hermiticity condition F † = F implies T = −T T . The scalar part of
(5.3) is
Φ̂µ = Φµ(1) ⊗ 1 + Φµ(2) ⊗ e1e2 =
(
Φµ
Φµ∗
)
, (5.8)
20In order to keep the involution, every generator ei of C
r,s should be mapped to an element in
MN (R)⊗Cm,nodd , i.e. the odd elements of MN (Cm,n).
41
where Φµ = Φµ(1) − iΦµ(2) and Φµ∗ = Φµ(1) + iΦµ(2), and the hermiticity condition implies
Φµ† = Φµ. Here T and Φµ are the fields on the non-BPS D-instantons, which are
operators acting on a Hilbert space.
The Dp-brane solution in type I K-matrix theory is constructed in [25] as
T̂ =
(
T
T †
)
= u
(
∂̂0 e1 +
p∑
α=1
∂̂αγ
α
p e2
)
, (5.9)
Φα = x̂α (α = 0, . . . , p), Φi = 0 (i = p+ 1, . . . , 9), (5.10)
where ∂̂α = ∂/∂x
α and x̂α are the operators acting on a real Hilbert space L2(Rp+1)
and γαp are the SO(p) gamma matrices represented as real symmetric matrices. u is a
real parameter and u → ∞ gives the exact solution. Note that the tachyon operator
(5.9) can be rewritten as
T̂ = u
p∑
α=0
∂̂αΓ̂
α, (5.11)
where we have set Γ̂0 = e1 and Γ̂
α = γαp e2 (α = 1, . . . , p). These Γ̂
α satisfies
{Γ̂α, Γ̂β} = −2δαβ , (α, β = 0, . . . , p). (5.12)
And hence it can be thought of as a natural analog of the Dp-brane solution (3.4)
in type II string theory. These Γ̂α are elements of Mnp(C
2,0), where np is the size
of the gamma matrices γαp listed in table 2. We do not have to stick to the explicit
p 0 1 2 3 4 5 6 7 8 9
np 1 1 2 4 8 8 16 16 16 16
Table 2: The size of the matrices γα which is used in the tachyon configuration
(5.9) representing type I Dp-branes.
form given in (5.9). {Γ̂α} can be replaced by any set of odd elements which realize
the commutation relation (5.12) for the Cp+1,0 generators. Therefore, the D-brane
configurations are obtained by choosing a homomorphism Cp+1,0 → Mnp(C2,0). For
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p = 1, 5 or 9, there are two homomorphism which are not unitary equivalent to each
other, which correspond to a Dp-brane or an Dp-brane.
In [25], it has been shown that this solution exactly gives a correct tension for a Dp-
brane (BPS Dp-brane for p = 1, 5, 9 and non-BPS Dp-brane for p = −1, 0, 2, 3, 4, 6, 7, 8)
in type I string theory and the stability analysis of the solutions consistently reproduces
the spectrum of stable D-branes expected from K-theory analysis [7]. Here, we would
like to show that the fluctuations around the Dp-brane solution which correspond to
the gauge, scalar and tachyon fields on the Dp-brane are precisely what we expect from
the table 1, by generalizing the argument given in section 3 to type I string theory. For
this, we should reproduce not only the boundary state representing Dp-brane but also
the correct field content of the theory, i.e., real Clifford algebra structure CminDp . We
will consider p 6= 1, 5, 9 cases, though the following argument can also be applied to a
Dp-Dp pair with p = 1, 5, 9, if we replace np with 2np. Then, one can show that there
is an isomorphism
ϕ : Cp+1+m,n ≃Mnp(C2,0), (5.13)
where m and n are taken such that CminDp = C
m,n. Therefore, we can realize Γ̂α in
Mnp(C
2,0) by setting Γ̂α ≡ ϕ(eα+1), (α = 0, . . . , p). We extend this definition to span
all the generators of Cp+1+m,n as Γ̂I ≡ ϕ(eI+1), (I = 0, . . . , p +m + n). We also use
the notation êk ≡ Γ̂p+k, (k = 1, . . . , m+ n) later. Note that these êk give a realization
of CminDp = C
m,n in Mnp(C
2,0).
Using these gamma matrices Γ̂I , we expand the matrix M as
M = u
p∑
α=0
∂̂α Γ̂
α − i
p∑
α=0
x̂αPα +
p+m+n∑
k=0
δMI1···Ik ⊗ Γ̂I1···Ik , (5.14)
where δMI1···Ik represent the fluctuations around the solution. The boundary interac-
tion is given as (5.6)
e−Sb =
∫
[dΓ̂I ][dxα][dpα] exp

∫
dσ̂
−1
4
p+m∑
I=0
Γ̂IDΓ̂I +
1
4
p+m+n∑
I=p+m+1
Γ̂IDΓ̂I
+
p∑
α=0
(
ipαDx
α + iupαΓ̂
α − ixαPα
)
+
p+m+n∑
k=0
δMI1···IkΓ̂I1 · · · Γ̂Ik
)}
.
(5.15)
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Just like (3.48), the path integral with respect to pα implies
Dxα + uΓ̂α = 0. (5.16)
Then, following the argument leading (3.60) and (3.62), we obtain the relevant fluctu-
ations which correspond to the gauge, scalar and tachyon fields:
T̂ = u
p∑
α=0
(
∂̂α + Aα(x̂)
)
Γ̂α + t(x̂), (5.17)
Φi = φi(x̂) (i = p+ 1, . . . , 9). (5.18)
Here Aα(x̂), t(x̂) and φ
i(x̂) are matrices which can be expanded by êk = Γ̂
p+k, (k =
1, . . . , m+ n).
Recall that êk can be thought of as the generators of C
min
Dp . Since the operator T̂ is
odd under the involution ei → −ei, Aα(x̂) and t(x̂) should be even and odd elements
of CminDp , respectively. Furthermore, from the hermiticity condition T̂
† = T̂ , Aα(x̂) and
t(x̂) should be anti-hermite and hermite operators, respectively. Similarly, φi(x̂) are
hermite operators and even elements of CminDp . These properties are exactly what we
have imposed for the fields on the type I Dp-brane to obtain the table 1. Inserting
(5.17) and (5.18) in (5.15) and performing the path integral with respect to pα, we
correctly obtain the boundary state for Dp-brane with boundary interaction (5.3) in
the limit u→∞.
5.3 CS-term, real superconnections and the index theorem
It is interesting to apply the arguments given in section 3.6 to the type I case. The
CS-term for unstable Dp-branes in type I string theory can also be written like (3.74),
where (3.77) is now given as
J(xα, ki, ψ
α
1 , ψ
i
2) = Str
(
e−ikiΦ̂
i+2πF̂
)
, (5.19)
F̂ = 1
2
F̂αβψ
α
1ψ
β
1 − T̂ 2 +
1
8π2
[Φ̂i, Φ̂j ]ψi2ψ
j
2 −
1
2π
ψα1ψ
i
2DαΦ̂
i + iψα1DαT̂ −
i
2π
ψi2[Φ̂
i, T̂ ],
(5.20)
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using the notation in (5.4) and Dα = ∂α + Âα. Str in (5.19) denotes the supertrace
which is proportional to the trace of the coefficient of e1e2 · · · er+s. F̂ can also be
written as
F̂ = −Z2, Z = −iψα1 (∂α + Âα) +
i
2π
ψi2Φ̂
i + T̂ . (5.21)
This F̂ is a analog of the field strength of the superconnection. Recall that there
are two types of (complex) superconnections [35] based on complex Clifford algebras,
called even and odd superconnections, and they naturally appear in the CS-terms of
D-brane - anti D-brane systems and non-BPS D-branes [20, 21, 34], as we have seen
in section 3.6.1. Generalizing the definition of the superconnection using real Clifford
algebra, we can define eight types of real superconnections associated with the eight
types of unstable D-brane systems listed in table 1. When we turn off the scalar fields
Φ̂i, the CS-term is simplified as [25]
SDpCS = µp
∫
Dp
C ∧ Str e2πF̂ , (5.22)
F̂ = −T̂ 2 + iDαT̂ dxα + 1
2
F̂αβ dx
α ∧ dxβ . (5.23)
We will now show that only n-form part of eF̂ with n ≡ p− 1 (mod 4) will survive
after taking the supertrace. This is consistent with the fact that the R-R p-form fields
Cp only exist for p = 2, 6, (10) in type I string theory.
21 First, note that the n-form
part of eF̂ which contributes in the supertrace is of the form
H ≡ inGe1e2 · · · er+s dx1 · · · dxn, (5.24)
where G is a real matrix. Since F̂ is required to be hermite and bosonic, H is also
hermite and r + s+ n ≡ 2k is an even number. Here dxα is treated as a fermion since
it came from ψα1 in (5.20). Then, hermite conjugate of H is given by
H† = (−1) 12 (r+s+n)(r+s+n−1)−r−n inGT e1e2 · · · er+s dx1 · · · dxn (5.25)
= (−1)k−r−n inGT e1e2 · · · er+s dx1 · · · dxn. (5.26)
Therefore the hermiticity of H implies
G = (−1)k−r−nGT . (5.27)
21The coupling of R-R 10-form is canceled by the contribution from the O9−-plane.
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Since the supertrace of eF̂ is proprotional to the trace over G, k − r − n should be an
even number to obtain a non-zero contribution. Then we obtain n ≡ s − r ≡ p − 1
(mod 4).
It is straightforward to generalize the argument given in section 3.6.2 and 3.6.3
to show the descent/ascent relations of the CS-terms for the type I D-branes and to
obtain index theorems for the gauge theories listed in the table 1.
As an example, let us start with D1-D1 system and consider the homogeneous
configuration along the world-volume of the D1-branes. The D1-brane charge of the
system can be read from the coefficient of R-R 2-form field C2 in the CS-term and it
is again given by the index of the tachyon operator on the D1-D1 system. When we
construct Dp-branes in this system, the tachyon operator becomes a Dirac operator
for the gauge theory on the Dp-brane. On the other hand, from the viewpoint of the
Dp-brane world-volume gauge theory, the D1-brane charge is given as the integral of
Str eF̂ along the direction transverse to the D1-brane in the Dp-brane world-volume.
Comparing the two descriptions, we conclude that the index of the Dirac operator is
given by
∫
Str eF̂ .
We can also apply this strategy for the Z2 charged stable non-BPS D-branes in type
I string theory found in [5, 7]. As shown in [7], the D-brane charge is classified by the
real K-theory. More specifically, flat Dp-branes in the flat space-time are classified by
real K-theory group KO(R9−p), which is Z for p = 1, 5, 9 and Z2 for p = −1, 0, 7, 8.
These Z2 charges for the D(−1), 0, 7, 8-branes cannot be written as the integral of a
differential form unlike the Z charge of D1, 5, 9-branes. However, it is still possible to
interpret the charge in terms of the configurations of tachyon and gauge fields on D9-D9
system [7] or other higher dimensional unstable D-brane systems [49] in type I string
theory. On the other hand, as explained in [25], the Z2 charge of unstable D-branes
are also obtained as an index of the tachyon operators. In fact, as we can see from the
table 1, the tachyon of the D(−1), 0, 7, 8-branes transform as the anti-symmetric tensor
representation of the gauge group, 22 and hence the mod 2 index, Index T ≡ dimKer T
(mod 2), is invariant under small perturbations of the operator T . Again, comparing
22The tachyon on the D6-brane is also anti-symmetric. But, the anti-symmetric tensor representa-
tion of Sp group does not carry the index.
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the two descriptions, we can obtain the relations between the mod 2 indices of Dirac
operators and the field configurations of the gauge theory on the higher dimensional
unstable D-brane systems.
We will not study these issues further in this paper. It would be very interesting to
explore the descent/ascent relations of various topological invariants more extensively
using this approach.
6 Conclusions and Discussions
In this paper, we gave a simple derivation of D-brane descent/ascent relations. Taking
the fluctuations around a D-brane solutions into consideration, we correctly reproduced
the D-brane boundary state with boundary interaction. We found that the superfield
formulation was very useful for the analysis. We analyzed type II as well as type I
string theory. The Clifford algebra structure is efficiently used in the analysis of type
I D-branes.
Since we have seen how to realize the D-brane action from K-matrix theory, we
can in principle analyze anything which have been done using D-brane action in the
framework of K-matrix theory. For example, since we can also obtain non-BPS D-brane
action from K-matrix theory, it is possible to repeat the analysis given in [50, 51] for
the rolling of the tachyon field on the non-BPS D-brane using K-matrix theory.
It is important to note that K-matrix theory makes it possible to construct any
configurations of D-branes with various dimensions in a single set-up. We can also
handle creation and annihilation of unstable D-branes which plays an important role
in string theory. We haven’t analyzed fundamental strings in K-matrix theory. But,
since the fundamental strings can be realized as electric flux tubes in unstable D-brane
system [52, 53, 54], it should be possible to realize them as such configurations in K-
matrix theory. Therefore, it is reasonable to expect that the theory contains the degrees
of freedom of fundamental strings as well. It would be interesting to investigate this
further.
Another interesting question is how supersymmetry of the BPS D-branes con-
structed from the non BPS D-branes is realized. There should be a nonlinear super-
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symmetry on the unstable D-brane system and its restoration is expected to explain
the BPS property [29, 55, 56]. It may be interesting to study it using the boundary
states.
The field variables in K-matrix theory consists of operators acting on an infinite
dimensional Hilbert space. If we regularize the theory by replacing the operators with
finite size matrices, it provides a kind of lattice regularization of gauge theory on
D-branes. It would be interesting to see if this approach could give a constructive
definition of higher dimensional gauge theory or string theory.
As for the action of K-matrix theory, we adopted BSFT action in this paper. It is
an excellent approach for the consideration of tachyon condensation. However, there
are some problems concerned with massive modes [57]. In order to discuss quantum
effects, it is inevitable to include these massive modes. We leave these issues for the
future investigation.
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A Operator vs. path integral
In this appendix, we will show the equivalence between operator and path integral for-
mulations in the superfield formalism used in section 3. We will compare the following
two objects.
Z1 = Tr P̂ e
∫
dσˆM(xˆ,pˆ) (A.1)
Z2 =
∫
[dx][dp] exp
{∫
dσ̂ ( ipDx +M(x,p) )
}
. (A.2)
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As explained in (2.14), the supersymmetric path ordered exponential in Z1 is defined
as
Z1 =
∞∑
n=0
∫
dσ̂1 · · · dσ̂nΘ(σ̂12)Θ(σ̂23) · · ·Θ(σ̂n−1n)
× (−1)n(n−1)2 Tr {M(xˆ, pˆ)σˆ1 · · ·M(xˆ, pˆ)σˆn} ,
(A.3)
where M(xˆ, pˆ)σˆi denotes M(xˆ, pˆ) evaluated at σ̂ = σ̂i. If we rewrite this formula using
the standard notations for non-commutative field theory [58], we obtain
Z1 =
∞∑
n=0
∫
dσ̂1 · · · dσ̂nΘ(σ̂12)Θ(σ̂23) · · ·Θ(σ̂n−1n)
× (−1)n(n−1)2 1
2π
∫
dxdpM(x, p)σˆ1 ∗ · · · ∗M(x, p)σˆn , (A.4)
where ∗ is the star product defined as
A(x, p) ∗B(x, p) = e
i
2
(
∂
∂x1
∂
∂p2
− ∂
∂p1
∂
∂x2
)
A(x1, p1)B(x2, p2)
∣∣∣∣∣x=x1=x2
p=p1=p2
(A.5)
To compare Z1 and Z2 order by order, we also expand Z2 as
Z2 =
∞∑
n=0
1
n!
∫
dσ̂1 · · · dσ̂n(−1)
n(n−1)
2
∫
[dx][dp] ei
∫
dσˆ pDxM(x,p)σˆ1 · · ·M(x,p)σˆn (A.6)
The path integral can be evaluated by the usual technique of perturbation theory as∫
[dx][dp] ei
∫
dσˆ pDxM(x,p)σˆ1 · · ·M(x,p)σˆn (A.7)
=
1
2π
∫
dx0dp0 e
δ
δp
·Θ δ
δx M(x,p)σˆ1 · · ·M(x,p)σˆn
∣∣∣∣x(σˆ)=x0
p(σˆ)=p0
, (A.8)
where we have defined
δ
δp
·Θ δ
δx
=
i
4
∫
dσ̂a
∫
dσ̂b sign(σ̂ab)
(
δ
δx(σ̂a)
δ
δp(σ̂b)
− δ
δp(σ̂a)
δ
δx(σ̂b)
)
=
i
2
∫
dσ̂a
∫
dσ̂bΘ(σ̂ab)
(
δ
δx(σ̂a)
δ
δp(σ̂b)
− δ
δp(σ̂a)
δ
δx(σ̂b)
)
, (A.9)
where sign(σ̂ab) = Θ(σ̂ab)−Θ(σ̂ba) is the sign function. The normalization factor 1/2π
in (A.8) comes from the path integral measure which will be fixed in Appendix B.
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(A.8) is computed by contracting x and p with the propagator. Here, the choice of
the constant term in the propagator does not affect the final result and the expression
(A.8) has no ambiguity. We will use Θ(σ̂ab) as the propagator which turns out to be
very convenient in order to show Z1 = Z2.
When we compute (A.8) by contracting x and p with the propagators, we encounter
products of Θ(σ̂ab)’s. However, since Θ(σ̂ab) is defined as
Θ(σ̂ab) = Θ(σa − σb − θaθb)
= Θ(σa − σb)− θaθbδ(σa − σb), (A.10)
we have to deal with the products of the delta function and step functions, which are
not well-defined. In order to fix this ambiguity, we modify the step function Θ(σ̂ij) in
(A.9) as
Θǫ(x) =

0 x < −ǫ
1
2
+ x
2ǫ
−ǫ ≤ x ≤ ǫ
1 ǫ < x,
(A.11)
and take the limit ǫ→ +0 afterward. Then, the product of a step function and a delta
function is understood as Θ(σa − σb)δ(σa − σb) = 12δ(σa − σb). It is easy to check the
identities
Θ(σ̂ab)
2 = Θ(σ̂ab), (A.12)
Θ(σ̂ab)Θ(σ̂ba) = 0, (A.13)
Θ(σ̂ab)Θ(σ̂bc)Θ(σ̂ac) = Θ(σ̂ab)Θ(σ̂bc), (A.14)
etc., which are satisfied up to some functions with measure zero support.
Note also that we have∑
s∈Sn
Θ(σ̂s(1)s(2)) · · ·Θ(σ̂s(n−1)s(n)) = 1, (A.15)
where Sn is the permutation group of n indices. From (A.15), we can replace the σ̂
integral in (A.6) as
1
n!
∫
dσ̂1 · · · dσ̂n = 1
n!
∑
s∈Sn
∫
dσ̂1 · · · dσ̂nΘ(σ̂s(1)s(2)) · · ·Θ(σ̂s(n−1)s(n)) (A.16)
→
∫
dσ̂1 · · · dσ̂nΘ(σ̂12) · · ·Θ(σ̂n−1n), (A.17)
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using the permutation invariance of dσ̂1Mσˆ1 · · · dσ̂nMσˆn in (A.6). Then, using the
identities among the propagators such as (A.12)–(A.14), the contractions with the
propagators Θ(σ̂ij) in (A.8) can be reduced to the star products.
Θ(σ̂12) · · ·Θ(σ̂n−1n)
∫
dx0dp0 e
δ
δp
·Θ δ
δx M(x,p)σˆ1 · · ·M(x,p)σˆn
∣∣∣∣x(σˆ)=x0
p(σˆ)=p0
= Θ(σ̂12) · · ·Θ(σ̂n−1n)
∫
dxdpM(x, p)σ1 ∗ · · · ∗M(x, p)σn (A.18)
Here we have used the fact that there is no contraction between the x and p in the
sameM(x,p)σˆi factor. Inserting this into (A.6) and comparing it with (A.4), we obtain
the desired equivalence Z1 = Z2.
We can easily generalize this argument to the analogous statement for fermionic
boundary super fields. Let us now show Z1 = Z2, where
Z1 = κTr P̂ e
∫
dσˆM(Γ) (NSNS), Z1 = Str P̂ e
∫
dσˆM(Γ) (RR), (A.19)
Z2 =
∫
[dΓ] exp
{∫
dσ̂
(
1
4
ΓDΓ+M(Γ)
)}
, (A.20)
where Γ = (Γ1, . . . ,Γn) are gamma matrices and Γ = (Γ1, . . . ,Γn) are corresponding
superfields. The normalization constant κ is κ = 1 or κ = 1/
√
2 when n is even or odd,
respectively. This statement was proved in [59] using the point splitting regularization.
Our method is useful because of its manifestation of supersymmetry, although result
should be regularization independent.
First we introduce fermionic ∗-product between two polynomials of classical fermion
fields ηi as
A(η) ∗B(η) = e−
∂
∂ηi
1
∂
∂ηi
2A(η1)B(η2)
∣∣∣∣∣
ηi=ηi1=η
i
2
. (A.21)
This corresponds to the algebra among anti-symmetrized polynomials of the gamma
matrix Γi. Actually, we can easily see that A(η) ∗ B(η) corresponds to A(Γ)B(Γ) as
in the bosonic case, where contractions of the Gamma matrices (Γi)2 = 1 is repre-
sented by the fermionic ∗-product. It is also seen that κTr(A(Γ)) and Str(A(Γ)) =
κTr
(
(−i)n/2∏ni=1 ΓiA(Γ)) correspond to 2n/2A(η)|ηi=0 and (−2i)n/2 ∫ dη1 · · · dηnA(η),
respectively.
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The propagator for Γ in the path integral (A.20) is given by the sign function and
we have ∫
[dΓ] e
1
4
∫
dσˆ ΓDΓM(Γ)σˆ1 · · ·M(Γ)σˆn (A.22)
= (−2i)n/2
∫ ∏
i
dηi0 e
δ
δΓ
·Θ δ
δΓ M(Γ)σˆ1 · · ·M(Γ)σˆn
∣∣∣
Γi(σˆ)=ηi0
, (A.23)
for RR-sector and 2n/2 e
δ
δΓ
·Θ δ
δΓ M(Γ)σˆ1 · · ·M(Γ)σˆn
∣∣∣
Γi(σˆ)=0
for NSNS-sector. Here we
have defined
δ
δΓ
·Θ δ
δΓ
= −
∫
dσ̂a
∫
dσ̂bΘ(σ̂ab)
(
δ
δΓ(σ̂a)
δ
δΓ(σ̂b)
)
. (A.24)
From these we obtain Z1 = Z2 repeating the argument for the bosonic case.
Combining these results, we can directly show the equivalence between path integral
and operator formulation of the boundary interaction used in the paper.
B Normalization
In order to fix the normalization, we have to determine the path integral measure. We
recall the equivalence between the operator formulation and the path integral formu-
lation of a free particle;
Tr
(
e−i
∫
dσ pˆ
2
2m
)
=
∫
[dx] ei
∫
dσm
2
x˙2. (B.1)
We use this equation to define the path integral measure for the bosonic variables. The
left hand side of (B.1) can be evaluated as
Tr
(
e−2πi
pˆ2
2m
)
=
∫
dp 〈 p | e−2πi pˆ
2
2m | p 〉 =
∫
dp e−2πi
p2
2m 〈 p | p 〉 =
√−im
2π
∫
dx. (B.2)
On the other hand, the right hand side of (B.1) will become
∫
[dx] ei
∫
dσm
2
x˙2 = K
∫
dx0
∞∏
n=1
dxndx−n e
2πim
∑∞
n=1
nx−nxn (B.3)
= K
∫
dx0
∞∏
n=1
π
−2πimn = K
√
−im
π
∫
dx0, (B.4)
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where K is a normalization constant. Here we have used the following formulae ob-
tained by zeta function regularization;
∞∏
n=1
A = A−1/2,
∞∏
n=1
1
n
=
1√
2π
. (B.5)
In order to equate (B.2) and (B.4), we should set
K =
1
2
√
π
. (B.6)
With this normalization, we can also show∫
[dp] e−i
∫
dσ 1
2m
p2 = K
∫
dp0 e
−pii
m
p20
∫ ∞∏
n=1
dpndp−ne
− 2pii
m
∑∞
n=1
1
n
p−npn
= K
√−im
∞∏
n=1
πmn
2πi
= K2
√
π
= 1, (B.7)
which implies, as usual,∫
[dx] ei
∫
dσm
2
x˙2 =
∫
[dx][dp] ei
∫
dσ(px˙− 12mp2). (B.8)
If we only perform the integral with respect to non-zero modes in the right hand side
of (B.8), we obtain∫
[dx][dp] ei
∫
dσ(px˙− 12mp2) (B.9)
= K2
∫
dx0dp0 e
−pii
m
p20
∫ ∞∏
n=1
dxndx−ndpndp−n e
2πi
∑∞
n=1
(ipnx−n−ip−nxn− 1mn p−npn)
(B.10)
= K2
∞∏
n=1
(
πmn
2πi
π
−2πimn
) ∫
dx0dp0 e
−pii
m
p20 (B.11)
=
1
2π
∫
dx0dp0 e
−pii
m
p20. (B.12)
This normalization factor 1/2π in (B.12) is the origin of the factor 1/2π that we
encountered in (A.8).
For the fermions, we can use the path integral representation of matrices explained
around (2.22). Recall that 2×2 matrices can be expanded by Pauli matrices σ1 and
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σ2, and we can represent them by fermions η1 and η2 in the path integral. Then, for
the NS-NS sector, we have
2 = Tr
(
1
1
)
=
∫
[dη1][dη2] e
∫
dσ 1
4(η˙
1η1+η˙2η2) (B.13)
=
Kη ∫ ∞∏
r=1/2
dη1rdη
1
−re
∑∞
r=1/2
iπrη1−rη
1
r
2 (B.14)
=
Kη ∞∏
r=1/2
(iπr)
2 = 2K2η . (B.15)
Therefore the normalization constant is Kη = 1. Here we have used the following the
zeta function regularization formulae;
∞∏
r=1/2,3/2,···
A = 1,
∞∏
r=1/2,3/2,···
r =
√
2. (B.16)
In particular, we obtain ∫
[dη] e
∫
dσ 1
4
η˙η =
√
2 (B.17)
for the NS-NS sector boundary fermion. The analogous formula in superfield formula-
tion is also useful;∫
[dΓ] e
∫
dσˆ 1
4
ΓDΓ =
∫
[dη][dF ] e
∫
dσ 1
4(η˙η+F
2) =
√
2, (B.18)
where we have used the analytic continuation of the formula (B.7) for the integration
with respect to the auxiliary field F .
Similarly, the normalization constant for the R-R sector is determined by
2 = Strσ3 =
∫
[dη1][dη2] iη20η
1
0 e
∫
dσ 1
4(η˙
1η1+η˙2η2) (B.19)
= i
(
Kη
∫
dη10 η
1
0
∫ ∞∏
n=1
dη1ndη
1
−ne
∑∞
n=1
iπnη1−nη
1
n
)2
(B.20)
= i
(
Kη
∞∏
n=1
(iπn)
)2
= 2K2η , (B.21)
which again implies Kη = 1. Thus we obtain∫
[dη] η0 e
∫
dσ 1
4
η˙η =
√−2 i (B.22)
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for the R-R sector boundary fermion.
Using these definition of the path integral measures, we can fix the overall normal-
ization of the Dp-brane action (2.40) as
SDp =
2π
gs
∫
[dxα] 〈 0 | e−Sb
∣∣∣ xα,xi = 0;+ 〉
NS
. (B.23)
In fact, the tension for a BPS Dp-brane is correctly obtained by turning off the fields
on the Dp-brane;
2π
gs
∫
[dxα] 〈 0 | xα; + 〉NS (B.24)
=
2π
gs
p∏
α=0
K ∫ dxα0 ∞∏
n=1
dxαndx
α
−n
∞∏
r=1/2
dψαr dψ
α
−r e
− 1
2
∑∞
n=1
xα−nx
α
n− 12
∑∞
r=1/2
ψα−rψ
α
r

(B.25)
=
2π
gs
(
1
2
√
2π
)p+1 ∫
dp+1x0 = Tp
∫
dp+1x0, (B.26)
where
Tp = 1
(2π)p(
√
α′)p+1gs
(B.27)
is the tension for the Dp-brane with the convention α′ = 2. For the non-BPS Dp-branes,
we have an additional
√
2 factor which comes from the contribution of the boundary
fermion (B.17). It is important to note that the normalization constant 2π/gs in (B.23)
is independent of p. Therefore, once we obtain the descent/ascent relations among the
boundary states |Bp; + 〉Sb, we can exactly reproduce the Dp-brane action including
the tension.
The coefficient for the CS-term µp in (3.74) is similarly determined as
µp =
p∏
α=0
(
K
∫ ∞∏
n=1
dxαndx
α
−n
∞∏
n=1
dψαndψ
α
−n e
− 1
2
∑∞
n=1
xα−nx
α
n− 12
∑∞
n=1
ψα−nψ
α
n
)
(B.28)
=
1
(2π)p+1
. (B.29)
C A-roof genus in CS-term
Here we summarize the computation to obtain the A-roof genus in the CS-term ex-
plained in section 3.6.3. We will show that if we include the scalar fields and perform
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the path integral in the u→∞ limit, we will recover the CS-term of the form (3.112),
where R is replaced by the curvature two form with respect to the induced metric.
When we include the scalar field, the boundary action (3.111) will become
Sb = Sg + SA + Sφ (C.1)
Sg =
∫
dσ
(
1
4u2
gαβ(x)
(
x˙αx˙β + ψα∇σψβ
))
, (C.2)
SA =
∫
dσ
(
Aα(x)x˙
α − 1
2
Fαβ(x)ψ
αψβ
)
, (C.3)
Sφ =
∫
dσ
(
iPαx
α + iΠαψ
α + iPiφ
i(x) + iΠi∂αφ
i(x)ψα
)
. (C.4)
We split the fields x and ψ into zero modes x0, ψ0 and non-zero modes δx, δψ as
x = x0 + δx, ψ = ψ0 + δψ, (C.5)
and consider the path integral with respect to the non-zero modes. Note that the Sφ
will act on the boundary state as
e−Sφ |xµ = 0 〉 |ψµ = 0 〉RR (C.6)
=
∣∣∣xα, xi = φi(x) 〉 ∣∣∣ψα, ψi = ∂αφi(x)ψα 〉
RR
(C.7)
= e
∑∞
m=1{− 1α′ (gαβ(x0)+ 1mRαβ(x0))xα−mxβm− 1α′ gαβ(x0)ψα−mψβm+···} |x0 〉 |ψ0 〉RR , (C.8)
where gαβ(x0) = δαβ+∂αφ
i(x0)∂βφ
i(x0) is the induced metric andRαβ(x0) =
1
2
Rαβγδ(x0)ψ
γ
0ψ
δ
0
is the curvature two form defined by the induced metric. Here we adopt the Riemann
normal coordinates at x0. (C.8) is obtained by inserting the expansions like
φi(x) = φi(x0) + ∂αφ
i(x0)δx
α +
1
2
∂α∂βφ
i(x0)δx
αδxβ + · · · (C.9)
into (2.6) and (2.7). In (C.8), we recovered the α′ dependence treating gαβ as a dimen-
sionless field.
Let us now consider the CS-term defined in (2.41) and we would like to perform the
path integral with respect to the non-zero modes. We evaluate the Gaussian integral
coming from (C.8) and consider other terms as perturbation. The contribution from
Sg in (C.2) can be dropped by taking the u → ∞ limit. Then, the Gaussian integral
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will become exact in the α′ → 0 limit. As a result, we obtain the CS-term
S
D(−1)
CS = C0 µp
∫
dxα0dψ
α
0 Tr e
πFαβψ
α
0 ψ
β
0
∞∏
m=1
1
det
(
1− 1
m
R
) (C.10)
= C0
∫
Tr eF/2π ∧ Â(R) (C.11)
where R = (R
α
β). To obtain the A-roof genus in (C.11), we have used the formula
∏
a
∞∏
m=1
1(
1 + (xa/2π)
2
m2
) =∏
a
xa/2
sinh (xa/2)
= Â(R), (C.12)
where xa’s are the skew eigen values of the curvature two-form R/2π.
Note also that if we consider u→ 0 limit with fixed α′, we will again recover (3.112)
which is written in terms of the internal metric gαβ.
Finally, we comment about the topological invariance of the CS-term coupled to
C0. Since the massless RR-state |C 〉 does not contain higher level oscillators, the
oscillator dependent part in (C.7) will drop in the computation of the CS-term. Then,
the relevant part of (C.8) can be rewritten using superfields as
exp
{
−1
4
∫
dσ̂
(
Dφi(x)
1√
D4
D2φi(x)
)}
|x0 〉 |ψ0 〉RR , (C.13)
where D2 = ∂τ and
1√
D4
D2 is well-defined non-local operator although 1√
D4
is not.
Therefore, the coupling to the constant C0 in the CS-term becomes the partition func-
tion of a supersymmetric theory, which can be rewritten as an index of the supercharge.
This implies the topological invariance of the D-instanton charge. Note that the charge
density is not topological invariant as we have seen above.
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