I. INTRODUCTION
L ODGE AND MOHER in [2] have suggested a Kalman filtering approach to a maximum-likelihood sequence estimation (MLSE) receiver for a general Rayleigh fading channel.
This receiver structure has been implemented by Dai and Shwedyk [3] assuming that the second-order statistics of the channel are available in defining the state model of the channel impulse response (CIR). Although the Kalman filtering approach to MLSE leads to an elegant optimum receiver, there are practical difficulties associated with it. First, its complexity grows exponentially with ! sequence length since one Kalman filter is required for every hypothesized sequence. Next, the complexity of the Kalman " filter increases with the length of the CIR. Finally, the statistics of the channel must be explicitly known in order to specify the underlying state equation describing the timevariant # CIR. It has also been noted in [2] that the Kalman filter generates redundant information, since the conditional means $ and variances of the internal states, which are not required % by the MLSE, are also presented at the filter output. However, for the special case of a flat-fading channel and a constant envelope signaling format, this approach reduces to a structure commonly known as the predictor receiver which can be implemented with the Viterbi algorithm (VA) and a The authors are with the Department of Electrical and Electronic Engineering, University of Canterbury, Christchurch, New Zealand (e-mail: leonws@elec.canterbury.ac.nz; taylor@elec.canterbury.ac.nz). bank ( of linear predictors. Further complexity reduction may be ( achieved using per-survivor processing (PSP) to reduce the number of filtering operations [4] . In ) this paper, a reduced complexity sequence estimation receiver % is presented for the general Rayleigh fading (time-and frequency-selective) channel. There are three major advantages of 0 this receiver over the Kalman filtering approach. First, like the flat-fading case, the prediction algorithm is simplified by using 1 linear prediction filters instead of Kalman filters. Second, the channel is modeled as a truncated -power series [1] , [5] . As 2 a consequence, the number of channel parameters to be estimated is not equal to the length of the CIR but to the number of terms in the truncated series. Third, the predictors use 1 the recursive least squares (RLS) algorithm to adapt to the channel environment. Hence, the receiver can perform without any prior statistical knowledge of the channel. In the present work, we have truncated the series to the first three terms and the resultant is referred to as the quadraticpower channels. Therefore, we are able to directly extend the ideas of predictor receivers for the flat-fading channel to the dispersive fading channel. For flat-fading channels, the channel fading parameter is recovered by dividing the received signal 5 by the transmitted signal. Similarly, the multiplicative fading of each elementary channel is decoupled from the received signal by a matrix-vector equivalent of this division operation.
0
A prediction filter is then used for each of the elementary channels. The organization of this paper is as follows. Section II describes 6 the channel and signal models which are used. In Section III, the development of the proposed receiver structure 5 from the predictor receiver for a flat-fading channel is described.
6
The performance of the new receiver is evaluated by computer simulations and the results are presented in Section IV. with tap weights which are zero-mean complex Gaussian random variables [6] . At the front end of the receiver, the faded signal 
A. The Quadratic -Power Series Channel Model
Letting the mean delay of the channel be zero, the Taylor's series 
A. Channel Estimator for the Flat-Fading Channel
It is well known that the th is the low-pass filtered AWGN. An optimum receiver is an MLSE with E a bank of linear predictors [2] , [7] , [8] . Each hypothesized sequence H requires a predictor to obtain estimates of the channel state H information (CSI). The tap weights of the linear predictors S may be precomputed if the channel autocorrelation is known or repeatedly updated using an adaptive algorithm such as F the least mean squares or RLS algorithms [9] . Implementation D of this receiver with complexity reduction is achieved by V using the VA and PSP [4] . Assuming that each predictor in the bank is of order , G the prediction of the channel sample requires the D estimates of the preceding channel samples [9] . To obtain the instantaneous estimate of T the channel sample for a given transmitted sequence at The received sample is a noisy version of the faded signal sample H and, therefore, the estimate of the fading process is also noisy.
B. Channel Estimator for the Time-Dispersive Fading Channel
Analogous to the predictor receiver for the flat-fading channel, the proposed channel estimator for the dispersive fading channel 
C. The Receiver for the Dispersive Fading Channel
Thè proposed receiver is a sequence estimator implemented by V the VA with a parallel channel estimator and is shown in Fig. 3 . We define the trellis state as The maximum for B the simulation in Fig. 5(a) and the mean square error is about Figs. 6 and 7 compare the steady-state performance of the LSEPR to the performance of the extended MLSE (EMLSE) in [11] . Steady-state performance is achieved when the receiver has processed sufficient channel samples such that the tap weights of the predictors have converged to essentially their final and optimal values. In these simulations, the predictors were E trained for the first 10 000 symbols to ensure that steadystate which is approximately the same as the zeroth-order receiver in [5] . However, the latter will exhibit an error a floor of about 10 . As shown in [5] , the error floor is reduced but not eliminated if a first-order receiver is employed. Although Y the performance of a zeroth-order receiver may be acceptable Although the proposed receiver is suboptimum, its implementation b is relatively simple compared to other receivers for B the same channel [3] , [13] , [14] . Complexity reduction is also achieved by the fact that the LSEPR is only required to 
