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ON F -INVERSE COVERS OF FINITE-ABOVE INVERSE
MONOIDS
NÓRA SZAKÁCS AND MÁRIA B. SZENDREI
Abstract. Finite-above inverse monoids are a common generalization
of finite inverse monoids and Margolis–Meakin expansions of groups.
Given a finite-above E-unitary inverse monoidM and a group varietyU,
we find a condition for M and U, involving a construction of descending
chains of graphs, which is equivalent to M having an F -inverse cover via
U. In the special case where U = Ab, the variety of Abelian groups, we
apply this condition to get a simple sufficient condition for M to have
no F -inverse cover via Ab, formulated by means of the natural partial
order and the least group congruence of M .
1. Introduction
An inverse monoid is a monoid M with the property that for each a ∈M
there exists a unique element a−1 ∈M (the inverse of a) such that a = aa−1a
and a−1 = a−1aa−1. The natural partial order on an inverse monoid M is
defined as follows: a ≤ b if a = eb for some idempotent e ∈M . Each inverse
monoid admits a smallest group congruence which is usually denoted by σ.
Inverse monoids appear in various areas of mathematics due to their role in
the description of partial symmetries (see [5] for this approach).
An inverse monoid is called F -inverse if each class of the least group con-
gruence has a greatest element with respect to the natural partial order. For
example, free inverse monoids are F -inverse due to the fact that the Cayley
graph of a free group is a tree. This implies that every inverse monoid has
an F -inverse cover, i.e., every inverse monoid is an (idempotent separating)
homomorphic image of an F -inverse monoid. This is the only known way
to produce an F -inverse cover for any inverse monoid, but it constructs an
infinite cover even for finite inverse monoids. It is natural to ask whether
each finite inverse monoid has a finite F -inverse cover. This question was
first formulated by K. Henckell and J. Rhodes [4], when they observed that
an affirmative answer would imply an affirmative answer for the pointlike
conjecture for inverse monoids. The latter conjecture was proved by C. J.
Ash [1], but the finite F -inverse cover problem is still open.
K. Auinger and the second author reformulate the finite F -inverse cover
problem in [2] as follows. First they reduce the question of the existence
of a finite F -inverse cover for all finite inverse monoids to the existence of
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a generator-preserving dual premorphism — a map more general than a
homomorphism — from a finite group to a Margolis–Meakin expansion of a
finite group. The Margolis–Meakin expansionM(G) of a group G is obtained
from a Cayley graph of G similarly to how a free inverse monoid is obtained
from the Cayley graph of a free group. If there is a dual premorphism
H →M(G) from a finite group H, then H is an extension of some group N
byG, and, for any group varietyU containing N , there is a dual premorphism
from the ‘most general’ extension of a member of U by G. This group,
denoted by GU, can also be obtained from the Cayley graph of G and the
variety U. It turns out that in fact the existence of a dual premorphism
GU →M(G) only depends on the Cayley graph of G and the varietyU. This
leads in [2] to an equivalent of the finite F -inverse cover problem formulated
by means of graphs and group varieties.
The motivation for our research was to obtain similar results for a class
of inverse monoids significantly larger than Margolis-Meakin expansions.
Studying the dual premorphisms (M/σ)U → M , where M is an inverse
monoid and U is a group variety, we generalize the main construction of [2]
for a class called finite-above E-unitary inverse monoids, which contains all
finite E-unitary inverse monoids and the Margolis–Meakin expansions of all
groups. This leads to a condition — involving, as in [2], a process of con-
structing descending chains of graphs — on a finite-above E-unitary inverse
monoid M and a group variety U that is equivalent to M having an F -
inverse cover over (M/σ)U, or, as we shall briefly say later on, an F -inverse
cover via U. Our condition restricts to the one in [2] if M is a Margolis–
Meakin expansion of a group. As an illustration, we apply this process to
find a sufficient condition on the natural partial order and the least group
congruence σ of M for M to have no F -inverse cover via Ab, the variety of
Abelian groups.
In Section 2, we introduce some of the structures and definitions needed
later, particularly those from the theory of inverse categories acted upon
by groups. These play an important role in our approach, especially the
derived categories of the natural morphisms of E-unitary inverse monoids
onto their greatest group images and some categories arising from Cayley
graphs of groups. In the first part of Section 3, we introduce the inverse
monoids which play the role of the Margolis–Meakin expansions of groups
in our paper. The second part of Section 3 contains the main result of the
paper (Theorem 3.19). Section 4 is devoted to giving a sufficient condition in
Theorem 4.3 for a finite-above E-unitary inverse monoid to have no F -inverse
cover via the variety of Abelian groups.
2. Preliminaries
In this section we recall the notions and results needed in the paper. For
the undefined notions and notation, the reader is referred to [5] and [8].
A-generated inverse monoids. Let M be an inverse monoid (in partic-
ular, a group) and A an arbitrary set. We say that M is an A-generated
inverse monoid (A-generated group) if a map ǫM : A→M is given such that
AǫM generates M as an inverse monoid (as a group). If ǫM is injective,
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then we might assume that A is a subset in M , i.e., ǫM is the inclusion map
A→M .
Let M be an A-generated inverse monoid. Consider a set A′ disjoint from
A together with a bijection ′ : A→ A′. Put A = A∪A′, and denote the free
monoid on A by A
∗
. Then there is a unique homomorphism ϕ : A
∗
→ M
such that aϕ = aǫM and a
′ϕ = (aǫM )
−1 for every a ∈ A, and ϕ is clearly
surjective. For any word w ∈ A
∗
, we denote wϕ by [w]M . In particular, if M
is the relatively free group on A in a given group variety U, then we write
[w]U for [w]M . Recall that, for every w,w1 ∈ A
∗
, we have [w]U = [w1]U if
and only if the identity w = w1 is satisfied in U.
Graphs and categories. Throughout the paper, unless otherwise stated,
by a graph we mean a directed graph. Given a graph ∆, its set of vertices
and set of edges are denoted by V∆ and E∆ respectively. If e ∈ E∆, then ιe
and τe are used to denote the initial and terminal vertices of e, and if ιe = i,
τe = j, then e is called an (i, j)-edge. The set of all (i, j)-edges is denoted
by ∆(i, j), and for our later convenience, we put
∆(i,−) =
⋃
j∈V∆
∆(i, j).
We say that ∆ is connected if its underlying undirected graph is connected.
If a set A and a map E∆ → A is given, then ∆ is said to be labelled by A.
For example, the Cayley graph of an A-generated group G is connected and
labelled by A. Moreover, if 1 /∈ AǫG, then there are no loops in the Cayley
graph. A sequence p = e1e2 · · · en (n ≥ 1) of consecutive edges e1, e2, . . . , en
(i.e., where τei = ιei+1 (i = 1, 2, . . . , n − 1)) is called a path on ∆ or, more
precisely, an (i, j)-path if i = ιe1 and j = τen. In particular, if i = j
then p is also said to be a cycle or, more precisely, an i-cycle. Moreover,
for any vertex i ∈ V∆, we consider an empty (i, i)-path (i-cycle) denoted by
1i. A non-empty path (cycle) p = e1e2 · · · en is called simple if the vertices
ιe1, ιe2, . . . , ιen are pairwise distinct and τen /∈ {ιe2, . . . , ιen}.
As it is usual with paths on Cayley graphs of groups, we would like to allow
traversing edges in the reverse direction. More formally, we add a formal
reverse of each edge to the graph, and consider paths on this extended graph
as follows. Given a graph ∆, consider a set E′ disjoint from E∆ together
with a bijection ′ : E∆ → E
′, and consider a graph ∆′ where V∆′ = V∆ and
E∆′ = E
′ such that ιe′ = τe and τe′ = ιe for every e ∈ E∆. Define ∆ to
be the graph with V∆ = V∆ and E∆ = E∆ ∪ E∆′ . Choosing the set E
′
∆
to be E∆′ , the paths on ∆ become words in E∆
∗
where E∆ = E∆ ∪ E
′
∆.
Most of our graphs in this paper have edges of the form (i, a, j), where i is
the initial vertex, j the terminal vertex, and a is the label of the edge. For
such a graph ∆, we choose ∆ as follows: we consider a set A′ disjoint from
A together with a bijection ′ : A→ A′ (see the previous subsection), and we
choose ∆′ so that (i, a, j)′ = (j, a′, i) for any edge (i, a, j) in ∆. Then ∆ is
labelled by A, and, given a (possibly empty) path p = e1e2 · · · en on ∆, the
labels of the edges e1, e2, . . . , en determine a word in A
∗
.
Now we extend the bijection ′ to paths in a natural way. First, for every
edge f ∈ E∆′ , define f
′ = e where e is the unique edge in ∆ such that e′ = f .
Second, put 1′i = 1i (i ∈ V∆) and, for every non-empty path p = e1e2 · · · en
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on ∆, put p′ = e′ne
′
n−1 · · · e
′
1. If p = e1e2 · · · en is a non-empty path on
∆, then the subgraph 〈p〉 of ∆ spanned by p is the subgraph consisting of
all vertices and edges p traverses in either direction. Obviously, we have
〈p′〉 = 〈p〉 for any path p on ∆. The subgraph spanned by the empty path
1i (consisting of the single vertex i) is denoted by ∅i, that is, 〈1i〉 = ∅i.
Let ∆ be a graph, and suppose that a partial multiplication is given on
E∆ in a way that, for any e, f ∈ E∆, the product ef is defined if and only
if e and f are consecutive edges. If this multiplication is associative in the
sense that (ef)g = e(fg) whenever e, f, g are consecutive, and for every
i ∈ V∆, there exists (and if exists, then unique) edge 1i with the property
that 1ie = e, f1i = f for every e, f ∈ E∆ with ιe = i = τf , then ∆ is
called a (small) category. Later on, we denote categories in calligraphics.
For categories, the usual terminology and notation is different from those
for graphs: instead of ‘vertex’ and ‘edge’, we use the terms ‘object’ and
‘arrow’, respectively, and if X is a category, then, instead of VX and EX , we
write ObX and ArrX , respectively. Clearly, each monoid can be considered
a one-object category. Therefore, later on, certain definitions and results
formulated only for categories will be applied also for monoids. Given a
graph ∆, we can easily define a category ∆∗ as follows: let Ob∆∗ = V∆,
let ∆∗(i, j) (i, j ∈ Ob∆∗) be the set of all (i, j)-paths on ∆, and define the
product of consecutive paths by concatenation. The identity arrows will be
the empty paths. In the one-object case, this is just the usual construction
of a free monoid on a set. In general, ∆∗ has a similar universal property
among categories, that is, it is the free category on ∆.
A category X is called a groupoid if, for each arrow e ∈ X (i, j), there
exists an arrow f ∈ X (j, i) such that ef = 1i and fe = 1j . Obviously,
the one-object groupoids are just the groups, and, as it is well known for
groups, the arrow f is uniquely determined, it is called the inverse of e and
is denoted e−1. By an inverse category, we mean a category X where, for
every arrow e ∈ X (i, j), there exists a unique arrow f ∈ X (j, i) such that
efe = e and fef = f . This unique f is also called the inverse of e and is
denoted e−1. Clearly, each groupoid is an inverse category, and this notation
does not cause confusion. Furthermore, the one-object inverse categories are
just the inverse monoids. More generally, if X is an inverse category (in
particular, a groupoid), then X (i, i) is an inverse monoid (a group) for every
object i. An inverse category X is said to be locally a semilattice if X (i, i) is a
semilattice for every object i. Similarly, given a group variety U, we say that
X is locally in U if X (i, i) ∈ U for every object i. For an inverse category X
and a graph ∆, if ǫX : ∆ → X is a graph morphism, then there is a unique
category morphism ϕ : ∆
∗
→ X such that eϕ = eǫX and e
′ϕ = (eǫX )
−1 for
every e ∈ ArrX . We say that X is ∆-generated if ϕ is surjective.
The basic notions and properties known for inverse monoids have their
analogues for inverse categories. Given a category X , consider the subgraph
E(X ) of idempotents, where VE(X ) = ObX and EE(X ) = {h ∈ ArrX : hh =
h}. Obviously, EE(X ) ⊆
⋃
i∈ObX X (i, i). A category X is an inverse category
if and only if E(X )(i, i) is a semilattice for every object i, and, for each arrow
e ∈ X (i, j), there exists an arrow f ∈ X (j, i) such that efe = e and fef = f .
Thus, given an inverse category X , E(X ) is a subcategory of X , and we define
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a relation ≤ on X as follows: for any e, f ∈ ArrX , let e ≤ f if e = fh for
some h ∈ ArrE(X ). The relation ≤ is a partial order on ArrX called the
natural partial order on X , and it is compatible with multiplication. Note
that the natural partial order is trivial if and only if X is a groupoid.
Categories acted upon by groups. Now we recall several notions and
facts from [7].
Let G be a group and ∆ a graph. We say that G acts on ∆ (on the left)
if, for every g ∈ G, and for every vertex i and edge e in ∆, a vertex gi and
an edge ge is given such that the following are satisfied for any g, h ∈ G and
any i ∈ V∆, e ∈ E∆:
1i = i, h(gi) = hgi, 1e = e, h(ge) = hge,
ιge = gιe, τ ge = gτe.
An action of G on ∆ induces an action on the paths and an action on the
subgraphs of ∆ in a natural way: if g ∈ G, i ∈ V∆ and p = e1e2 · · · en is a
non-empty path, then we put
gp = ge1
ge2 · · ·
gen,
and for an empty path, let g1i = 1gi. For any subgraph X of ∆, define
gX
to be the subgraph whose sets of vertices and edges are {gi : i ∈ VX} and
{ge : e ∈ EX} respectively, in particular,
g∅i = ∅gi. The action of G on ∆
can be extended to ∆ also in a natural way by setting ge′ = (ge)′ for every
e ∈ E∆. It is easy to check that the equality 〈
gp〉 = g〈p〉 holds for every path
p on ∆.
By an action of a group on a category X we mean an action of G on the
graph X which has the following additional properties: for any object i and
any pair of consecutive arrows e, f , we have
g1i = 1gi,
g(ef) = ge · gf.
In particular, if X is a one-object category, that is, a monoid, then this
defines an action of a group on a monoid. We also mention that if ∆ is a
graph acted upon by a group G, then the induced action on the paths defines
an action of G on the free categories ∆∗ and ∆
∗
. Note that if X is an inverse
category, then g(e−1) = (ge)−1 for every g ∈ G and every arrow e. We say
that G acts transitively on X if, for any objects i, j, there exists g ∈ G with
j = gi, and that G acts on X without fixed points if, for any g ∈ G and any
object i, we have gi = i only if g = 1. Note that if G acts transitively on X ,
then the local monoids X (i, i) (i ∈ ObX ) are all isomorphic.
Let G be a group acting on a category X . This action determines a cate-
gory X/G in a natural way: the objects of X/G are the orbits of the objects
of X , and, for every pair Gi,Gj of objects, the (Gi,Gj)-arrows are the orbits of
the (i′, j′)-arrows of X where i′ ∈ Gi and j′ ∈ Gj. The product of consecutive
arrows e˜, f˜ is also defined in a natural way, namely, by considering the orbit
of a product ef where e, f are consecutive arrows in X such that e ∈ e˜ and
f ∈ f˜ . Note that if G acts transitively on X , then X/G is a one-object cate-
gory, that is, a monoid. The properties below are proved in [7, Propositions
3.11, 3.14].
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Result 2.1. Let G be a group acting transitively and without fixed points on
an inverse category X .
(1) The monoid X/G is inverse, and it is isomorphic, for every object
i, to the monoid (X/G)i defined on the set {(e, g) : g ∈ G and e ∈
X (i, gi)} by the multiplication
(e, g)(f, h) = (e · gf, gh).
(2) If X is connected and it is locally a semilattice, then X/G is an E-
unitary inverse monoid. Moreover, the greatest group homomorphic
image of X/G is G, and its semilattice of idempotents is isomorphic
to X (i, i) for any object i.
(3) If X is connected, and it is locally in a group variety U, then X/G
is a group which is an extension of X (i, i) ∈ U by G for any object
i.
For our later convenience, note that the inverse of an element can be
obtained in (X/G)i in the following manner:
(e, g)−1 = (g
−1
e−1, g−1).
Notice that if a group G acts on an inverse category transitively and
without fixed points, then ObX is in one-to-one correspondence with G. In
the sequel we consider several categories of this kind which have just G as
its set of objects. For these categories, we identify X/G with (X/G)1.
To see that each E-unitary inverse monoid can be obtained in the way
described in Result 2.1(2), let M be an arbitrary E-unitary inverse monoid,
and denote the group M/σ by G. Consider the derived category (see [10]) of
the natural homomorphism σ♮ : M → G, and denote it IM : its set of objects
is G, its set of (i, j)-arrows is
IM (i, j) = {(i,m, j) ∈ G×M ×G : i ·mσ = j} (i, j ∈ G),
and the product of consecutive arrows (i,m, j) ∈ IM (i, j) and (j, n, k) ∈
IM(j, k) is defined by the rule
(i,m, j)(j, n, k) = (i,mn, k).
It is easy to see that an arrow (i,m, j) is idempotent if and only if m is idem-
potent, and if this is the case, then i = j. Moreover, we have (i,m, j)−1 =
(j,m−1, i) for every arrow (i,m, j). The natural partial order on IM is the
following: for any arrows (i,m, j), (k, n, l), we have (i,m, j) ≤ (k, n, l) if and
only if i = k, j = l and m ≤ n.
The group G acts naturally on IM as follows:
gi = gi and g(i,m, j) =
(gi,m, gj) for every g ∈ G and (i,m, j) ∈ ArrIM .
The category IM and the action of G on it has the following properties
[7, Proposition 3.12].
Result 2.2. The category IM is a connected inverse category which is locally
a semilattice. The group G acts transitively and without fixed points on IM ,
and M is isomorphic to IM/G.
Let G be an A-generated group where A ⊆ G\{1}. The Margolis–Meakin
expansion M(G) of G is defined in the following way: consider the set of all
pairs (X, g) where g ∈ G and X is a finite connected subgraph of the Cayley
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graph Γ of G containing the vertices 1 and g, and define a multiplication on
this set by the rule
(X, g)(Y, h) = (X ∪ gY, gh).
Then M(G) is an A-generated E-unitary inverse monoid with ǫM(G) : A →
M(G), a 7→ (〈ea〉, a) = (ea, a) (i.e., for brevity, we identify 〈e〉 with e for
every edge e in Γ), where the identity element is (∅1, 1) and (X, g)
−1 =
(g
−1
X, g−1) for every (X, g) ∈ M(G). In particular, if G is the free A-
generated group, then M(G) is the free inverse monoid.
By definition, the arrows in IM(G)(i, j) are (i, (X, g), j) where (X, g) ∈
M(G) and ig = j in G. Therefore IM(G)/G = (IM(G)/G)1 consists of the
pairs ((1, (X, g), g), g) which can be identified with (X, g), and this identi-
fication is the isomorphism involved in Result 2.2. Moreover, notice that
the assignment (i, (X, g), j) 7→ (i, iX, j) is a bijection from IM(G)(i, j) onto
the set of all triples (i,X, j) where X is a finite connected subgraph of Γ
and i, j ∈ VX. Thus IM(G) can be identified with the category where the
hom-sets are the latter sets, and the multiplication is the following:
(i,X, j)(j,Y, k) = (i,X ∪Y, k).
Now we construct the ‘most general’ A-generated group which is an ex-
tension of a member of a group variety U by a given A-generated group G,
in the form X/G where X is a category (see [2]). Consider a group variety
U and an A-generated group G. Denote the Cayley graph of G by Γ, and
the relatively free group in U on EΓ by FU(EΓ). Note that the action of
G on Γ extends naturally to an action of G on FU(EΓ), and this defines a
semidirect product FU(EΓ)⋊G. Any path in Γ, regarded as a word in EΓ
∗
,
determines an element of FU(EΓ) which is denoted by [p]U, as is introduced
above.
By [10], the free gU-category on Γ, denoted by FgU(Γ), is given as follows:
its set of objects is VΓ, and, for any pair of objects i, j, the set of (i, j)-arrows
is
FgU(Γ)(i, j) = {(i, [p]U, j) : p is a (i, j)-path in Γ},
and the product of consecutive arrows is defined by
(i, [p]U, j)(j, [q]U , k) = (i, [pq]U, k).
Obviously, the category FgU(Γ) is a groupoid, and the inverse of an arrow is
obtained as follows:
(i, [p]U, j)
−1 = (j, [p]−1
U
, i) = (j, [p′]U, i).
Moreover, if U is non-trivial, then the map ǫFgU(Γ) : Γ→ FgU(Γ), defined by
e 7→ (ιe, [e]U, τe) = (ιe, e, τe) (i.e., as usual, we identify [e]U with e in the
free group FU(EΓ)) for every edge e in Γ, embeds the graph Γ into FgU(Γ),
and ΓǫFgU(Γ) generates FgU(Γ).
Notice that the action of G on Γ extends to an action of G of FgU(Γ),
and this action is transitive and has no fixed points. Furthermore, FgU(Γ) is
connected since Γ is connected. Thus Result 2.1(3) implies that FgU(Γ)/G
is a group which is an extension of a member of U by G. What is more, it
is straightforward to see by Result 2.1(1) that the elements of FgU(Γ)/G =
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(FgU(Γ)/G)1 are exactly the pairs ([p]U, g) ∈ FU(EΓ)⋊G, where p is a (1, g)-
path in Γ. Moreover, FgU(Γ)/G is generated by the subset {(ea, aǫG) : a ∈
A}, and so it is A-generated with ǫFgU(Γ)/G : A→ FgU(Γ)/G, a 7→ (ea, aǫG).
On the other hand, we see that FgU(Γ)/G is a subgroup in the semidirect
product FU(EΓ)⋊G. It is well known (cf. the Kaloujnine–Krasner theorem)
that FgU(Γ)/G is the ‘most general’ A-generated group which is an extension
of a member of U by G, that is, it has the universal property that, for each
such extension K with ǫK : A→ K, there exists a surjective homomorphism
ϕ : FgU(Γ)/G → K such that ǫFgU(Γ)/Gϕ = ǫK . For brevity, we denote the
group FgU(Γ)/G later on by G
U, see [2].
Dual premorphisms. For any inverse categories X and Y, a graph mor-
phism ψ : X → Y is called a dual premorphism if 1iψ = 1iψ, (e
−1)ψ = (eψ)−1
and (ef)ψ ≥ eψ ·fψ for any object i and any consecutive arrows e, f in X . In
particular, this defines the notion of a dual premorphism between one-object
inverse categories, that is, between inverse monoids (such maps are called
dual prehomomorphisms in [5] and prehomomorphisms in [8]).
An important class of dual premorphisms from groups to an inverse monoid
M is closely related to F -inverse covers of M , as stated in the following well-
known result ([8, Theorem VII.6.11]):
Result 2.3. Let H be a group and M be an inverse monoid. If ψ : H →M
is a dual premorphism such that
(2.1) for every m ∈M, there exists h ∈ H with m ≤ hψ,
then
F = {(m,h) ∈M ×H : m ≤ hψ}
is an inverse submonoid in the direct product M ×H, and it is an F -inverse
cover of M over H. Conversely, up to isomorphism, every F -inverse cover
of M over H can be so constructed.
In the proof of the converse part of Result 2.3, the following dual pre-
morphism ψ : F/σ → M is constructed for an inverse monoid M , an F -
inverse monoid F , and a surjective idempotent-separating homomorphism
ϕ : F →M : for every h ∈ F/σ, let hψ = mhϕ, where mh denotes the maxi-
mum element of the σ-class h. It is important to notice that, more generally,
this construction gives a dual premorphism with property (2.1) for any sur-
jective homomorphism ϕ : F → M . In the sequel, we call this map ψ the
dual premorphism induced by ϕ.
Notice that, for every group H and inverse monoids M,N , the product of
a dual premorphism ψ : H →M with property (2.1) and a surjective homo-
morphism ϕ : M → N is a dual premorphism from H to N with property
(2.1). As a consequence, notice that if an inverse monoid M has an F -inverse
cover over a group H, then so do its homomorphic images.
3. Conditions on the existence of F -inverse covers
In this section, the technique introduced in [2] is generalized for a class of
E-unitary inverse monoids containing all finite ones and all Margolis–Meakin
expansions of A-generated groups, and necessary and sufficient conditions are
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provided for any member of this class to have an F -inverse cover over a given
variety of groups.
First, we define the class of E-unitary inverse monoids we intend to con-
sider. The idea comes from the observation that [2, Lemma 2.3] remains
valid under an assumption weaker than M being A-generated where the ele-
ments of A are maximal in M with respect to the natural partial order. We
introduce the appropriate notion more generally for inverse categories.
Let X be an inverse category and ∆ an arbitrary graph. We say that X
is quasi-∆-generated if a graph morphism ǫX : ∆→ X is given such that the
subgraph ∆ǫX ∪E(X ) generates X , where E(X ) is the subgraph of the idem-
potents of X . Clearly, a ∆-generated inverse category is quasi-∆-generated.
Furthermore, notice that a groupoid is quasi-∆-generated if and only if it is
∆-generated. If ǫX is injective, then we might assume that ∆ is a subgraph
in X , i.e., ǫX is the inclusion graph morphism ∆→ X .
A dual premorphism ψ : Y → X between quasi-∆-generated inverse cat-
egories is called canonical if ǫYψ = ǫX . Note that, in this case, if ǫX is an
inclusion, then ǫY is necessarily injective, and so it also can be chosen to be
an inclusion. However, if ǫY is injective (in particular, an inclusion), then
ǫX need not be injective, and so one cannot suppose in general that ǫX is an
inclusion.
In particular, if X ,Y are one-object inverse categories, that is, inverse
monoids, and ∆ is a one-vertex graph, that is, a set, then this defines a
quasi-A-generated inverse monoid and a canonical dual premorphism be-
tween inverse monoids. We also see that a group is quasi-A-generated if and
only if A-generated.
An inverse monoid M is called finite-above if the set mω = {n ∈ M :
n ≥ m} is finite for every m ∈ M . For example, finite inverse monoids and
the Margolis–Meakin expansions of A-generated groups are finite-above. The
class we investigate in this section is that of all finite-above E-unitary inverse
monoids.
Notice that if M is a finite-above inverse monoid, then, for every element
m ∈ M , there exists m′ ∈ M such that m′ ≥ m and m′ is maximal in M
with respect to the natural partial order. Denoting by maxM− the set of
all elements of M distinct from 1 which are maximal with respect to the
natural partial order, we obtain that M is quasi-maxM−-generated. Hence
the following is straightforward.
Lemma 3.1. Every finite-above inverse monoid is quasi-A-generated for
some A ⊆ maxM−.
What is more, the following lemma shows that each quasi-generating set
of a finite-above inverse monoid can be replaced in a natural way by one
contained in maxM−. As usual, the set of idempotents E(M) of M is
simply denoted by E. Note that if A ⊆ maxM−, then A∩E = ∅. Here and
later on, we need the following notation. If M is quasi-A-generated and w is
a word in A ∪ E
∗
, then the word in A \E
∗
⊆ A
∗
obtained from w by deleting
all letters from E is denoted by w−. Obviously, we have [w]M ≤ [w
−]M .
Lemma 3.2. Let M be a finite-above inverse monoid, and assume that A ⊆
M is a quasi-generating set in M . For every a ∈ A, let us choose and fix
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a maximal element a˜ such that a ≤ a˜. Then A˜ = {a˜ : a ∈ A} \ {1} is a
quasi-generating set in M such that A˜ ⊆ maxM−.
Proof. Since A is a quasi-generating set, for every m ∈ M , there exists
a word w ∈ A ∪ E
∗
such that m = [w]M , whence m ≤ [w
−]M follows.
Moreover, the word u˜ obtained from u = w− by substituting a˜ for every
a ∈ A \E has the property that [u]M ≤ [u˜]M , and so m ≤ [u˜]M holds. Thus
m belongs to the inverse submonoid of M generated by A˜ ∪ E. 
This observation establishes that, within the class of finite-above inverse
monoids, it is natural to restrict our consideration to quasi-generating sets
contained in maxM−. Now we present a statement on the E-unitary covers
of finite-above inverse monoids.
Lemma 3.3. Let M be an inverse monoid.
(1) If M is finite-above, then so are its E-unitary covers.
(2) If M is quasi-A-generated for some A ⊆ maxM−, then every E-
unitary cover of M contains a quasi-A-generated inverse submonoid
T with AǫT ⊆ maxT
− such that T is an E-unitary cover of M .
Proof. Let U be any E-unitary cover of M , and let ϕ : U → M be an
idempotent separating and surjective homomorphism.
(1) Since ϕ is order preserving, we have tωϕ ⊆ (tϕ)ω for every t ∈ U , and
the latter set is finite by assumption. To complete the proof, we verify that
ϕ|tω (t ∈ U) is injective. Let t ∈ U and y, y1 ∈ t
ω such that yϕ = y1ϕ. This
equality implies yy−1 = y1y
−1
1 , since ϕ is idempotent separating. Moreover,
the relation y, y1 ≥ t implies y σ t σ y1, and so we deduce y = y1, since U is
E-unitary.
(2) For every a ∈ A, let us choose and fix an element ua ∈ U such
that uaϕ = a, consider the inverse submonoid T of U generated by the
set {ua : a ∈ A} ∪ E(U), and put ǫT : A → T, a 7→ ua which is clearly
injective. Obviously, T is a quasi-A-generated E-unitary inverse monoid, and
the restriction ϕ|T : T →M of ϕ is an idempotent separating and surjective
homomorphism. It remains to verify that AǫT ⊆ maxT
−. Observe that an
element m ∈ M is maximal if and only if the set mω is a singleton, and
similarly for T . Thus the last part of the proof of (1) shows that AǫT ⊆
maxT . Since, for every a ∈ A, the relation a 6= 1 implies ua 6= 1, the proof
is complete. 
This implies the following statement.
Corollary 3.4. Each quasi-A-generated finite-above inverse monoid M with
A ⊆ maxM− has an E-unitary cover with the same properties.
This shows that the study of the F -inverse covers of finite-above inverse
monoids can be reduced to the study of the F -inverse covers of finite-above
E-unitary inverse monoids in the same way as in the case of finite inverse
monoids generated by their maximal elements, see [2]. Furthermore, the
fundamental observations [2, Lemmas 2.3 and 2.4] can be easily adapted to
quasi-A-generated finite-above inverse monoids.
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Lemma 3.5. Let H be an A-generated group and M a quasi-A-generated
inverse monoid. Then any canonical dual premorphism from H to M has
property (2.1).
Proof. Consider a canonical dual premorphism ψ : H →M , and let m ∈
M . Since M is quasi-A-generated, we have m = [w]M for some w ∈ A ∪ E
∗
,
and som ≤ [w−]M where w
− ∈ A
∗
. Since ψ is a canonical dual premorphism,
we obtain that [w−]Hψ ≥ [w
−]M ≥ m. 
Lemma 3.6. Let M be a quasi-A-generated inverse monoid such that A ⊆
maxM−. If M has an F -inverse cover over a group H, then there exists an
A-generated subgroup H ′ of H and a canonical dual premorphism from H ′
to M .
Proof. Let F be an F -inverse monoid and ϕ : F → M a surjective ho-
momorphism. Put H = F/σ, and consider the dual premorphism ψ : H →
M, h 7→ mhϕ induced by ϕ. Since ψ has property (2.1), for any a ∈ A, there
exists ha ∈ H such that a ≤ haψ. However, since a is maximal inM , this im-
plies a = haψ. Now let H
′ be the subgroup of H generated by {ha : a ∈ A}.
Then the restriction ψ|H′ : H
′ → M of ψ is obviously a dual premorphism.
Moreover, the subgroup H ′ is A-generated with ǫH′ : A → H
′, a 7→ ha, so
ψ|H′ is also canonical. 
So far, the question of whether a finite-above inverse monoid M has an
F -inverse cover over the class of groups C closed under taking subgroups
has been reduced to the question of whether there is a canonical dual pre-
morphism from an A-generated group in C to M , where A ⊆ maxM− is a
quasi-generating set in M . The answer to this question does not depend on
the choice of A.
LetM be a quasi-A-generated inverse monoid with A ⊆ maxM−, H an A-
generated group in C, and let ψ : H →M be a canonical dual premorphism.
Denote the A-generated group M/σ by G, and note that σ♮ : M → G is
canonical. The product κ = ψσ♮ is a canonical dual premorphism from
H to G. However, a dual premorphism between groups is necessarily a
homomorphism. Consequently, κ : H → G is a canonical, and therefore
surjective, homomorphism. Hence H is an A-generated extension of a group
N by the A-generated group G. If F is an F -inverse cover of M over H
then, to simplify our terminology, we also say that F is an F -inverse cover
of M via N or via a class D of groups if N ∈ D. If we are only interested
in whether M has an F -inverse cover via a member of a given group variety
U, then we may replace H by the ‘most general’ A-generated extension GU
of a member of U by G. Thus Lemma 3.6 implies the following assertion.
Proposition 3.7. Let M be a quasi-A-generated inverse monoid with A ⊆
maxM−, put G = M/σ, and let U be a group variety. Then M has an F -
inverse cover via the group variety U if and only if there exists a canonical
dual premorphism GU →M .
Therefore our question to be studied is reduced to the question of whether
there exists a canonical dual premorphism GU → M with G = M/σ for a
given group variety U and for a given quasi-A-generated inverse monoid M
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with A ⊆ maxM−. In the sequel, we deal with this question in the case
where M is finite-above and E-unitary.
Let M be an E-unitary inverse monoid, denote M/σ by G, and consider
the inverse category IM acted upon by G. Given a path p = e1e2 · · · en in
IM where ej = (ιej ,mj , τej) for every j (j = 1, 2, . . . , n), consider the word
w = m1m2 · · ·mn ∈M
∗
determined by the labels of the arrows in p, and let
us assign an element of M to the path p by defining λ(p) = [w]M . Notice
that, for every path p, we have λ(p) = λ(pp′p), and λ(p) is just the label of
the arrow pϕ, where ϕ : IM
∗
→ IM is the unique category morphism such
that eϕ = e and e′ϕ = e−1 for every e ∈ ArrIM . Since the local monoids
of the category IM are semilattices by Result 2.2, the following property
follows from [6, Lemma 2.6] (see also [3, Chapter VII] and [10, Section 12]).
Lemma 3.8. For any coterminal paths p, q in IM , if 〈p〉 = 〈q〉, then λ(p) =
λ(q).
This allows us to assign an element of M to any birooted finite connected
subgraph: if X is a finite connected subgraph in IM and i, j ∈ VX, then let
λ(i,j)(X) be λ(p), where p is an (i, j)-path in IM with 〈p〉 = X.
Now assume that M is a quasi-A-generated E-unitary inverse monoid
with A ⊆ maxM−, and recall that in this case, G = M/σ is an A-generated
group. Based on the ideas in [6], we now give a model for IM as a quasi-Γ-
generated inverse category where Γ is the Cayley graph of G. Choose and
fix a subset I of E such that A ∪ I generates M . In particular, if M is
A-generated, then I can be chosen to be empty. Consider the subgraphs Γ
and ΓI of IM consisting of all edges with labels from A and from A ∪ I,
respectively. Notice that Γ is, in fact, the Cayley graph of the A-generated
group G, and ΓI is obtained from Γ by adding loops to it (with labels from
I).
We are going to introduce a closure operator on the set Sub(ΓI) of all
subgraphs of ΓI . We need to make a few observations before.
Lemma 3.9. Let X,Y be finite connected subgraphs in ΓI , and let i, j ∈
VX ∩ VY. If λ(i,j)(X) ≤ λ(i,j)(Y), then λ(i,j)(X) = λ(i,j)(X ∪Y).
Proof. Let r and s be arbitrary (i, j)-paths spanning X and Y, respec-
tively. Then rr′s is an (i, j)-path spanning X∪Y. According to the assump-
tion, λ(r) ≤ λ(s), so λ(rr′s) = λ(r). 
Lemma 3.10. Let X,Y be finite connected subgraphs in ΓI , and let i, j ∈
VX ∩ VY. If λ(i,j)(X) ≤ λ(i,j)(Y), then λ(k,l)(X) ≤ λ(k,l)(Y) for every k, l ∈
VX ∩ VY.
Proof. Let r and s be (i, j)-paths spanning X and Y, respectively, and
let p1 and q1 be (k, i)-paths in X and Y, and let p2 and q2 be (j, l)-paths
in X and Y, respectively. Then p1rp2 and q1sq2 are (k, l)-paths spanning X
and Y, respectively. Therefore, by applying Lemmas 3.8 and 3.9, we obtain
that
λ(k,l)(X) = λ(p1rp2) = λ(p1)λ(i,j)(X)λ(p2) = λ(p1)λ(i,j)(X ∪Y)λ(p2)
= λ(p1)λ(rr
′s)λ(p2) = λ(p1rr
′sp2) = λ(q1rr
′sq2)
≤ λ(q1sq2) = λ(k,l)(Y).
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
Given a finite connected subgraph X in ΓI with vertices i, j ∈ VX, consider
the subgraph
Xcl =
⋃
{Y ∈ Sub(ΓI) : Y is finite and connected, i, j ∈ VY,
and λ(i,j)(Y) ≥ λ(i,j)(X)}
of ΓI which is clearly connected. Note that, by Lemma 3.10, the graph
Xcl is independent of the choice of i, j. Moreover, by Lemma 3.9, the same
subgraph is obtained if the relation ‘≥’ is replaced by ‘=’ in the definition
of Xcl. More generally, for any X ∈ Sub(ΓI), let us define the subgraph Xcl
in the following manner:
Xcl =
⋃
{Ycl : Y is a finite and connected subgraph of X}.
It is routine to check that X → Xcl is a closure operator on Sub(ΓI),
that is, X ⊆ Xcl, (Xcl)
cl
= Xcl, and X ⊆ X1 implies X
cl ⊆ X1
cl for any
X,X1 ∈ Sub(Γ
I). As usual, a subgraph X of ΓI is said to be closed if
X = Xcl. Note that, in particular, we have
∅cli =
⋃{
〈h〉 : h is an i-cycle in ΓI such that λ(h) = 1
}
,
and so ∅i is closed if and only if there is no a ∈ A such that aR 1 or aL 1.
Furthermore, we have Xcl ⊇ ∅cli for every X ∈ Sub(Γ
I) and i ∈ VXcl . In
particular, we see that the closure of a finite subgraph need not be finite.
For example, ifM is the bicyclic inverse monoid generated by A = {a} where
aa−1 = 1, then a is a maximal element inM ,M/σ is the infinite cyclic group
generated by aσ, and we have ∅cl1 = {((aσ)
n, a, (aσ)n+1) : n ∈ N0}.
Denote the set of all closed subgraphs of ΓI by ClSub(ΓI), and its subset
consisting of the closures of all finite connected subgraphs by ClSubfc(Γ
I).
Moreover, for any family Xj (j ∈ J) of subgraphs of Γ
I , define
∨
j∈J Xj =(⋃
j∈J Xj
)cl
. The following lemmas formulate important properties of closed
subgraphs which can be easily checked.
Lemma 3.11. For every quasi-A-generated E-unitary inverse monoid M
with A ⊆ maxM−, the following statements hold.
(1) Each component of a closed subgraph is closed.
(2) The partially ordered set (ClSub(ΓI);⊆) forms a complete lattice with
respect to the usual intersection and the operation
∨
defined above.
(3) For any X,Y ∈ ClSubfc(Γ
I) with VX ∩ VY 6= ∅, we have X ∨ Y ∈
ClSubfc(Γ
I).
(4) For any finite connected subgraph in ΓI and for any g ∈ G, we have
g(Xcl) = (gX)cl. Consequently, the action of G on Sub(ΓI) restricts
to an action on ClSub(ΓI) and to an action on ClSubfc(Γ
I), respec-
tively.
Now we prove that the descending chain condition holds for ClSubfc(Γ
I)
if M is finite-above.
Lemma 3.12. If M is a quasi-A-generated finite-above E-unitary inverse
monoid with A ⊆ maxM−, then, for every X ∈ ClSubfc(Γ
I) and i ∈ VX,
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there are only finitely many closed connected subgraphs in X containing the
vertex i, and all belong to ClSubfc(Γ
I).
Proof. Let X ∈ ClSubfc(Γ
I), whence X = Ycl for some finite connected
subgraph Y, and let i ∈ VY. If Z is any finite connected subgraph such that
X ⊇ Zcl and i ∈ VZ, then λ(i,i)(Y) ≤ λ(i,i)(Z). SinceM is finite-above, the set
Λ = {X0 ∈ ClSubfc(Γ
I) : X0 ⊆ X and i ∈ VX0} is finite. If X1 ∈ ClSub(Γ
I)
is connected with X1 ⊆ X and i ∈ VX1 , then, by definition, X1 is a join of a
subset of the finite set Λ which is closed under ∨. Hence it follows that X1
belongs to Λ, i.e., X1 ∈ ClSubfc(Γ
I). 
Now we define an inverse category Xcl(Γ
I) in the following way: its set of
objects is G, its set of (i, j)-arrows (i, j ∈ G) is
Xcl(Γ
I)(i, j) = {(i,X, j) : X ∈ ClSubfc(Γ) and i, j ∈ VX},
and the product of two consecutive arrows is defined by
(i,X, j)(j,Y, k) = (i,X ∨Y, k).
It can be checked directly (see also [6]) that Xcl(Γ
I) → IM , (i,X, j) 7→
(i, λ(i,j)(X), j) is a category isomorphism. Hence Xcl(Γ
I) is an inverse cat-
egory with (i,X, j)−1 = (j,X, i), it is locally a semilattice, and the nat-
ural partial order on it is the following: (i,X, j) ≤ (k,Y, l) if and only
if i = k, j = l and X ⊇ Y. Moreover, the group G acts on it by the rule
g(i,X, j) = (gi, gX, gj) transitively and without fixed points. The inverse cat-
egory Xcl(Γ
I) is ΓI -generated with ǫI
Xcl(ΓI )
: ΓI → Xcl(Γ
I), e 7→ (ιe, ecl, τe).
Therefore Xcl(Γ
I) is also quasi-Γ-generated with ǫXcl(ΓI ) = ǫ
I
Xcl(ΓI )
|Γ : Γ →
Xcl(Γ
I). By Results 2.1 and 2.2, hence we deduce the following proposition.
Proposition 3.13. (1) The E-unitary inverse monoid Xcl(Γ
I)/G can
be described, up to isomorphism, in the following way: its underlying
set is
Xcl(Γ
I)/G = {(X, g) : X ∈ ClSubfc(Γ
I), 1, g ∈ VX},
and the multiplication is defined by
(X, g)(Y, h) = (X ∨ gY, gh).
(2) The monoid Xcl(Γ
I)/G is quasi-A-generated with
ǫXcl(ΓI)/G : A→ Xcl(Γ
I)/G, a 7→ (ecla , aσ).
(3) The map ϕ : Xcl(Γ
I)/G → M, (X, g) 7→ λ(1,g)(X) is a canonical
isomorphism.
Remark 3.14. Proposition 3.13 provides a representation of M as a P -
semigroup. The McAlister triple involved consists of G, the partially or-
dered set (ClSubfc(Γ
I);⊆) and its order ideal and subsemilattice ({X ∈
ClSubfc(Γ
I), 1 ∈ VX};∨).
Notice that if we apply the construction before Proposition 3.13 for M
being the Margolis–Meakin expansion M(G) of an A-generated group G
with A ⊆ G \ {1}, then ΓI = Γ, the Cayley graph of G, the closure operator
X→ Xcl is identical on Sub(Γ), and the operation ∨ coincides with the usual
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∪. Thus the category Xcl(Γ
I) is just the category isomorphic to IM(G) which
is presented after Result 2.2, and the map ϕ given in the last statement of
the proposition is, in fact, identical.
The goal of this section is to give equivalent conditions for the existence
of a canonical dual premorphism GU → M . The previous proposition re-
formulates it by replacing M with Xcl(Γ
I)/G. Since GU = FgU(Γ)/G, it is
natural to study the connection between the canonical dual premorphisms
FgU(Γ)/G → Xcl(Γ
I)/G and the canonical dual premorphisms FgU(Γ) →
Xcl(Γ
I). As one expects, there is a natural correspondence between these
formulated in the next lemma in a more general setting. The proof is straight-
forward, it is left to the reader.
Lemma 3.15. Let ∆ be any graph, and let Y be a ∆-generated, and X a
quasi-∆-generated inverse category containing ∆. Suppose that G is a group
acting on both X and Y transitively and without fixed points in a way that
∆ is invariant with respect to both actions, and the two actions coincide on
∆. Let i be a vertex in ∆.
(1) We have ObX = V∆ = ObY, and so the actions of G on ObX and
ObY coincide.
(2) The inverse monoid Yi is ∆(i,−)-generated, and the inverse monoid
Xi is quasi-∆(i,−)-generated with the maps
ǫYi : ∆(i,−)→ Yi, e 7→ (e, g), provided e ∈ Y(i,
gi),
and
ǫXi : ∆(i,−)→ Xi, e 7→ (e, g), provided e ∈ X (i,
gi),
respectively.
(3) If Ψ: Y → X is a canonical dual premorphism such that
(3.1) (gy)Ψ = g(yΨ) for every g ∈ G and y ∈ ArrY,
then ι(yΨ) = ιy, τ(yΨ) = τy, and the map ψ : Yi → Xi, (e, g) 7→
(eΨ, g) is a canonical dual premorphism.
(4) If ψ : Yi → Xi is a canonical dual premorphism and (e, g)ψ = (e˜, g˜)
for some (e, g) ∈ Yi and (e˜, g˜) ∈ Xi, then g = g˜, ιe = ιe˜ and τe = τ e˜.
Thus a graph morphism Ψ: Y → X can be defined such that, for any
arrow y ∈ Y(gi, hi), we set yΨ to be the unique arrow x ∈ X (gi, hi)
such that (g
−1
y, g−1h)ψ = (g
−1
x, g−1h). This Ψ is a canonical dual
premorphism satisfying (3.1).
From now on, let M be a quasi-A-generated finite-above E-unitary in-
verse monoid with A ⊆ maxM−, and let U be an arbitrary group variety.
Motivated by Lemma 3.15, we intend to find a necessary and sufficient con-
dition in order that a canonical dual premorphism FgU(Γ)→ Xcl(Γ
I) exists
fulfilling condition (3.1).
We are going to assign two series of subgraphs of ΓI to any arrow x of
FgU(Γ). Let
Ccl0 (x) =
⋂
{〈p〉cl : p is a (ιx, τx)-path in Γ such that x = (ιx, [p]U, τx)},
and let P cl0 (x) be the component of C
cl
0 (x) containing ιx. Suppose that, for
some n (n ≥ 0), the subgraphs Ccln (x) and P
cl
n (x) are defined for every arrow
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x of FgU(Γ). Then let
Ccln+1(x) =
⋂
{P cln (x1) ∨ · · · ∨ P
cl
n (xk) : k ∈ N0, x1, . . . , xk ∈ FgU(Γ)
are consecutive arrows, and x = x1 · · · xk},
and again, let P cln+1(x) be the component of C
cl
n+1(x) containing ιx. Ap-
plying Lemma 3.11 we see that, for every n, the subgraph P cln (x) of Γ
I is
a component of an intersection of closed subgraphs, so P cln (x) ∈ ClSub(Γ
I)
and is connected. Also, P cln (x) contains ιx for all n. Moreover, observe that
Ccl0 (x) ⊇ P
cl
0 (x) ⊇ · · · ⊇ C
cl
n (x) ⊇ P
cl
n (x) ⊇ C
cl
n+1(x) ⊇ P
cl
n+1(x) ⊇ · · ·
for all x and n. By Lemma 3.12 we deduce that, for every x, all these sub-
graphs belong to ClSubfc(Γ
I), and there exists nx ∈ N0 such that P
cl
nx(x) =
P clnx+k(x) for every k ∈ N0. For brevity, denote P
cl
nx(x) by P
cl(x). Further-
more, for any consecutive arrows x and y, we have
P cln+1(xy) ⊆ C
cl
n+1(xy) ⊆ P
cl
n (x) ∨ P
cl
n (y),
and so
P cl(xy) ⊆ P cl(x) ∨ P cl(y)
is implied.
Proposition 3.16. There exists a canonical dual premorphism ψ : FgU(Γ)→
Xcl(Γ
I) if and only if P cln (x) contains τx for every n ∈ N0 and for every
x ∈ FgU(Γ), or, equivalently, if and only if P
cl(x) contains τx for every
x ∈ FgU(Γ).
Proof. Let ψ : FgU(Γ) → Xcl(Γ
I) be a canonical dual premorphism. We
denote the middle entry of xψ by µ(xψ), which belongs to ClSubfc(Γ
I) and
contains ιx and τx. The fact that ψ is a dual premorphism means that
µ((xy)ψ) ⊆ µ(xψ) ∨ µ(yψ). Moreover, ψ is canonical, therefore we have
(ιe, [e]U, τe)ψ = (ιe, e
cl, τe) for every e ∈ EΓ. Hence for an arbitrary repre-
sentation of an arrow x = (ιx, [p]U, τx), where p = e1 · · · en is a (ιx, τx)-path
in Γ and e1, . . . , en ∈ EΓ, we have
µ(xψ) ⊆ µ((ιe1, [e1]U, τe1)ψ) ∨ · · · ∨ µ((ιen, [en]U, τen)ψ)
= ecl1 ∨ · · · ∨ e
cl
n = 〈p〉
cl,
which implies µ(xψ) ⊆ Ccl0 (x). Since µ(xψ) is connected and contains ιx,
µ(xψ) ⊆ P cl0 (x), and this implies τx ∈ P
cl
0 (x).
Now suppose n ≥ 0 and µ(yψ) ⊆ P cln (y) for any arrow y. Let x = x1 · · · xk
be an arbitrary decomposition in FgU(Γ). Then
µ(xψ) ⊆ µ(x1ψ) ∨ · · · ∨ µ(xkψ) ⊆ P
cl
n (x1) ∨ · · · ∨ P
cl
n (xk)
holds, whence µ(xψ) ⊆ Ccln+1(x). As before, µ(xψ) is connencted and con-
tains both ιx and τx, so we see that µ(xψ) ⊆ P cln+1(x) and τx ∈ P
cl
n+1(x).
This proves the ‘only if’ part of the statement.
For the converse, suppose that for any arrow x in FgU(Γ), we have τx ∈
P cln (x) for all n ∈ N0. We have seen above that P
cl(x) ∈ ClSubfc(Γ
I), and
P cl(xy) ⊆ P cl(x) ∨ P cl(y) for any arrows x, y. Furthermore, the equality
P cl(x) = P cl(x−1) can be easily checked for all arrows x by definition. Now
consider the map P cl which assigns the arrow (ιx, P cl(x), τx) of Xcl(Γ
I) to the
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arrow x of FgU(Γ). By the previous observations, this is a dual premorphism
from FgU(Γ) to Xcl(Γ
I), and the image of (ιe, [e]U, τe) is (ιe, e
cl, τe), hence
it is also canonical. 
The canonical dual premorphism P cl constructed in the previous proof
has property (3.1).
Lemma 3.17. For every g ∈ G and for any arrow x of FgU(Γ), we have
P cl(gx) = gP cl(x).
Proof. One can see by definition that Ccl0 (
gx) = gCcl0 (x) for all x ∈
FgU(Γ), and so P
cl
0 (
gx) = gP cl0 (x) also holds. By making use of Lemma
3.11(4), an easy induction shows that Ccln (
gx) = gCcln (x) and P
cl
n (
gx) =
gP cln (x) for all n. 
Recall that the categories FgU(Γ) and Xcl(Γ
I) satisfy the assumptions of
Lemma 3.15. Combining this lemma with Proposition 3.16 and Lemma 3.17,
we obtain the following.
Proposition 3.18. There exists a canonical dual premorphism FgU(Γ) →
Xcl(Γ
I) if and only if there exists a canonical dual premorphism GU =
FgU(Γ)/G→ Xcl(Γ
I)/G.
The main results of the section, see Propositions 3.7, 3.13, 3.16 and 3.18,
are summed up in the following theorem.
Theorem 3.19. Let M be a quasi-A-generated finite-above E-unitary in-
verse monoid with A ⊆ maxM−, put G = M/σ, and let U be a group
variety. The following statements are equivalent.
(1) M has an F -inverse cover via the group variety U.
(2) There exists a canonical dual premorphism GU →M .
(3) There exists a canonical dual premorphism GU → Xcl(Γ
I)/G.
(4) There exists a canonical dual premorphism FgU(Γ)→ Xcl(Γ
I).
(5) For any arrow x in FgU(Γ) and for any n ∈ N0, the graph P
cl
n (x)
contains τx.
As an example, we describe a class of non-F -inverse finite-above inverse
monoids for which Theorem 3.19 yields F -inverse covers via any non-trivial
group variety in a straightforward way. The following observation on the
series Ccl0 (x), C
cl
1 (x), . . . and P
cl
0 (x), P
cl
1 (x), . . . of subgraphs plays a crucial
role in our argument. Recall that, given a group variety U and a word
w ∈ A
∗
, the U-content cU(w) of w consists of the elements a ∈ A such that
[w]U depends on a.
Proposition 3.20. (1) If x = (ιx, [p]U, τx) for some (ιx, τx)-path p in
Γ then Ccl0 (x) = 〈cU(p)〉
cl.
(2) If Ccl0 (x) is connected for every arrow x ∈ FgU(Γ) then C
cl
0 (x) =
P cl(x) for every x ∈ FgU(Γ).
Proof. The proof of [9, Lemma 2.1] can be easily adapted to show (1). By
assumption in (2), we have P cl0 (x) = C
cl
0 (x) for any x ∈ FgU(Γ). Applying
(1), an easy induction implies that Ccln+1(x) = P
cl
n (x) and P
cl
n+1(x) = C
cl
n+1(x)
for every n ∈ N0 and x ∈ FgU(Γ). This verifies statement (2). 
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Example 3.21. Let G be a group acting on a semilattice S where S has no
greatest element, and for every s ∈ S, the set of elements greater than s is
finite. Consider a semidirect product S⋊G of S by G, and letM = (S⋊G)1,
the inverse monoid obtained from S ⋊ G by adjoining an identity 1. Then
M is a finite-above E-unitary inverse monoid which is not F -inverse, but it
has an F -inverse cover via any non-trivial group variety.
Notice that S ⋊ G has no identity element, therefore M \ {1} = S ⋊ G.
Recall that the rules of multiplication and taking inverse in M \ {1} are as
follows:
(s, g)(t, h) = (s · gt, gh) and (s, g)−1 = (g
−1
s, g−1).
The semilattice of idempotents of M is (S × {1G}) ∪ {1}, and the natural
partial order on M \ {1} is given by
(s, g) ≤ (t, h) if and only if s ≤ t and g = h.
The kernel of the projection of M \{1} onto G, which is clearly a homomor-
phism, is the least group congruence onM\{1}. HenceM\{1}, and therefore
M also is E-unitary. Morevover, M is finite-above and non-F -inverse due to
the conditions imposed on S. By Lemma 3.1, M is quasi-A-generated with
A = maxM−, and it is easy to check that maxM− = maxS × (G \ {1G})
where maxS denotes the maximal elements of S.
Now that all conditions of Theorem 3.19 are satisfied, construct the graph
Γ: its set of vertices is VΓ = G and set of edges is
EΓ = {(g1, (s
′, g), g2) : s
′ ∈ maxS and g1, g2, g ∈ G
such that g 6= 1G and g1g = g2},
where ι(g1, (s
′, g), g2) = g1 and τ(g1, (s
′, g), g2) = g2. (This is essentially the
Cayley graph of the A-generated group G with ǫG : A → G, (s
′, g) 7→ g,
and it is obtained from the Cayley graph of G, considered as a (G \ {1G})-
generated group, by replacing each edge with |maxS| copies.) Let U be a
non-trivial group variety. By Proposition 3.20, it suffices to prove that, for
each edge e of Γ, the set of vertices of the graph ecl is G. For, in this case,
statement (1) obviously shows that Ccl0 (x) is connected for every arrow x
in FgU(Γ), and so statement (2) implies that Theorem 3.19(5) holds for M .
Our statement for M follows by the equivalence of Theorem 3.19(1) and (5).
Consider an arbitrary edge e = (g1, (s
′, g), g2) ∈ EΓ and an arbitrary
element h ∈ G, and prove that h is a vertex of ecl. Since g1 is obviously a
vertex of ecl, we can assume that h 6= g1. Then we have h = g1u for some
u ∈ G \ {1G}, and λ(e) = (s
′, g) = (s′, u)(s′, u)−1(s′, g). This implies that
(g1, (s
′, u), h) is an edge in Γ belonging to ecl, and so h is, indeed, a vertex
of ecl.
This example sheds light on the generality of our construction in contrast
with that in [2]. By the main result of [9], it is known that the Margolis–
Meakin expansion of a group admits an F -inverse cover via an Abelian group
if and only if the group is cyclic. The previous example shows that, for any
group G, there exist finite-above E-unitary inverse monoids with greatest
group homomorphic image G that fail to be F -inverse but admit F -inverse
covers via Abelian groups.
F -INVERSE COVERS OF INVERSE MONOIDS 19
4. F -inverse covers via Abelian groups
In this section, we make further inquiries on how the result of [9] implying
that a Margolis–Meakin expansion of a group admits an F -inverse cover via
an Abelian group if and only if the group is cyclic generalizes for finite-above
E-unitary inverse monoids. The main result of the section gives a sufficient
condition for such an F -inverse cover not to exist.
An easy consequence of Theorem 3.19 is the following:
Proposition 4.1. If M is a finite-above E-unitary inverse monoid with
|M/σ| ≤ 2, then M has an F -inverse cover via any non-trivial group variety.
In particular, M has an F -inverse cover via an elementary Abelian p-group
for any prime p.
Proof. If |M/σ| = 1, that is, M is a semilattice monoid, then M is itself
F -inverse, and the statement holds for any group variety, including the trivial
one.
Now we consider the case |M/σ| = 2. Let A ⊆ maxM− such that M is
quasi-A-generated. Then the graph Γ and the inverse category Xcl(Γ
I) has
two vertices and objects, say, 1 and u. If U is a non-trivial group variety,
and q is a (1, u)-path in Γ, then u 6= 1 implies that cU(q) is non-empty. Thus
Ccl0 (x) is connected for every arrow x in FgU(Γ), and Proposition 3.20 shows
that condition (5) in Theorem 3.19 is satisfied, completing the proof. 
This proposition shows that if a finite-above E-unitary inverse monoid M
has no F -inverse cover via an Abelian group (and consequently, M itself is
not F -inverse), then M/σ has at least two elements distinct from 1, and
there exists a σ-class in M containing at least two maximal elements.
From now on, let M be a finite-above E-unitary inverse monoid. Let us
choose elements a, b ∈ M with a σ b, and a σ-class v ∈ M/σ. Denote by
max v the maximal elements of the σ-class v. Notice that max 1 = 1M , and
if v 6= 1, then max v = v ∩maxM−.
Consider the following set of idempotents:
H(a, b; v) = {d−1ab−1d : d ∈ max v}.
The set of all upper bounds of H(a, b; v) is clearly
⋂
{hω : h ∈ H(a, b; v)}.
Since M is finite-above, hω is a finite subsemilattice of E for every h ∈
H(a, b; v) which contains 1M . Therefore
⋂
{hω : h ∈ H(a, b; v)} is also a
finite subsemilattice of E containing 1M . This implies that H(a, b; v) has
a least upper bound which we denote by h(a, b; v). The following condition
will play a crucial role in this section:
(C) c · h(a, b; v) · c−1b 6≤ a for some c ∈ max v.
Note that if (C) is satisfied, then it is not difficult to check that 1, u =
aσ = bσ, v are pairwise distinct elements of M/σ. Moreover, a and b are
distinct, and max v contains an element d different from c. Figure 1 shows
the arrows of IM related to condition (C).
Denote the variety of Abelian groups by Ab. The main result of the
section is based on the following statement.
Proposition 4.2. Let M be a finite-above E-unitary inverse monoid such
that condition (C) is satisfied for some a, b ∈ maxM− with a σ b and for
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Figure 1. The most general constellation of a, b, and v in IM
some v ∈ M/σ, and consider an appropriate c ∈ max v. Let A be a quasi-
generating set in M such that A ⊆ maxM− and a, b, c ∈ A, and consider
M as a quasi-A-generated inverse monoid. Then there exists an arrow x in
FgAb(Γ) such that P
cl
1 (x) does not contain τx.
Proof. For every d ∈ A, denote the edge (1, d, dσ) of Γ by d, and put
u = aσ = bσ. Furthermore, consider the following arrows in FgAb(Γ):
x = (1, [a]Ab, u), y = (1, [b]Ab, u), z = (1, [c]Ab, v).
Then we have z−1xy−1z = (v, [c′ab′c]Ab, v) ∈ FgAb(Γ), where [c
′ab′c]Ab =
[ab′]Ab in FAb(EΓ). For brevity, put h = h(a, b; v), and let o be a v-cycle in
ΓI such that λ(o) = h. It suffices to verify the following two statements:
(4.1) P cl0 (z
−1xy−1z) ⊆ 〈o〉cl,
(4.2) 〈a〉cl ∩ 〈coc′b〉cl contains no (1, u)-path.
For, we have [c(c′ab′c)c′b]Ab = [a]Ab, whence z(z
−1xy−1z)z−1y = x, and so
Ccl1 (x) ⊆ 〈a〉
cl ∩ (〈c〉cl ∨ P cl0 (z
−1xy−1z) ∨ 〈c′b〉cl).
Here (4.1) implies
〈c〉cl ∨ P cl0 (z
−1xy−1z) ∨ 〈c′b〉cl ⊆ 〈c〉cl ∨ 〈o〉cl ∨ 〈c′b〉cl = 〈coc′b〉cl,
and so it follows by (4.2) that Ccl1 (x) contains no (1, u)-path.
Contrary to (4.2), assume that the graph 〈a〉cl∩〈coc′b〉cl contains a (1, u)-
path, say s. Then λ(s) ≥ λ(a) = a and λ(s) ≥ λ(coc′b) = chc−1b. Since a
is a maximal element in M , the first inequality implies λ(s) = a, and so the
second contradicts (C). This shows that (4.2) holds.
To prove (4.1), first we verify that
(4.3) Ccl0 (z
−1xy−1z) =
⋂{
〈t′ab′t〉cl : t is a (1, v)-path
}
.
It suffices to show that, for every v-cycle s with [s]Ab = [c
′ab′c]Ab = [ab
′]Ab,
there exists a (1, v)-path t such that 〈s〉 = 〈t′ab′t〉.
Let s be a v-cycle such that [s]Ab = [ab
′]Ab. Since ab
′ is a non-trivial
simple cycle, the former equality implies that s necessarily contains both a
and b′. Independently of the occurrences of a and b in s, the edges a and b′
appear somewhere in the v-cycle s˜ = ss′s in this order, that is, s˜ = t0at1b
′t2
for appropriate paths t0, t1, t2. Moreover, we obviously have 〈s˜〉 = 〈s〉 and
[s˜]Ab = [s]Ab. Putting s¯ = t0ab
′t, where t = bt1b
′t2s
′s, we easily see that
〈s¯〉 = 〈s〉 = 〈t〉 and [s¯]Ab = [s]Ab. Finally, the equalities [t0ab
′t]Ab =
[s]Ab = [ab
′]Ab imply that [t0]Ab = [t
′]Ab, and so [s]Ab = [t
′ab′t]Ab and
〈s〉 = 〈t′ab′t〉 follow. This completes the proof of (4.3).
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Turning to the proof of (4.1), assume that k is a v-cycle in Ccl0 (z
−1xy−1z).
By (4.3) we see that
λ(k) ≥ λ(t′ab′t) = λ(t)−1ab−1λ(t)
for every (1, v)-path t. Since there exists a (1, v)-path t with λ(t) = d for
every d ∈ max v, we obtain that λ(k) is an upper bound of H(a, b; v), and so
λ(k) ≥ h = λ(o) and P cl0 (z
−1xy−1z) ⊆ Ccl0 (z
−1xy−1z) ⊆ 〈o〉cl. This verifies
(4.1), and the proof of the proposition is complete. 
Combining Proposition 4.2 and Theorem 3.19(1) and (5), we obtain the
following sufficient condition for a finite-above E-unitary inverse monoid to
have no F -inverse cover via Abelian groups.
Theorem 4.3. If M is a finite-above E-unitary inverse monoid such that
for some a, b ∈ maxM with a σ b and for some v ∈ M/σ, condition (C) is
satisfied, then M has no F -inverse cover via Abelian groups.
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