This paper examines the effectiveness of a new non-survey regionalization method: Kronenberg's Cross-Hauling Adjusted Regionalization Method (CHARM). This aims to take into account the fact that regions typically both import and export most commodities. Data for Uusimaa, Finland's largest region, are employed to carry out a detailed empirical test of CHARM. This test gives very encouraging results. CHARM is suitable for studying environmental questions but it can only be applied in situations where foreign imports have been included in the national input-output table.
Introduction
Regional scientists have tried for several decades to develop a satisfactory way of "regionalizing" national input−output tables, so that adequate regional tables can be produced at an acceptable cost, but the phenomenon of cross-hauling has bedevilled their efforts.
Cross-hauling occurs when a sector simultaneously imports and exports the same commodity. This is a chronic problem in small regions that do not represent a functional economic area (Robison and Miller, 1988) but it is also problematic in larger regions (Kronenberg, 2009) . It is apt to be more serious in densely populated and highly urbanized countries, especially those where commuting across regional boundaries is important (Boomsma and Oosterhaven, 1992, pp. 272−273) . Kronenberg highlights the heterogeneity of products as the main cause of cross-hauling; he illustrates this point by referring to the fact that interregional trade in automobiles occurs in Germany, with BMWs being transported from Bavaria to Lower Saxony and Volkswagens being sent in the opposite direction, despite the fact that, in principle, each region could be self-sufficient in its own marque (Kronenberg, 2009, p. 49) . Conventional approaches to regionalization fail to account for cross-hauling and this shortcoming results in an underestimation of interregional trade and hence an overstatement of regional multipliers. Kronenberg proposes a new way of dealing with this problem, which he calls the Cross-Hauling Adjusted Regionalization Method (CHARM).
Before examining his proposal, however, some pertinent issues need to be considered concerning the nature of published national input−output tables and the different ways in which they can be adapted to correspond to the structure of regional economies.
Format of input−output tables
Published input−output tables can take several alternative forms, ranging from type A to type E.
2 This nomenclature follows Kronenberg (2011) and the United Nations (1973) . At the outset, let us examine the traditional type B table. An illustration is given by the surveybased tables for 1995 constructed by Statistics Finland (2000) for the whole country, as well as for each of its 20 regions. These tables are based on an identical set of 37 sectors, which is very convenient as it avoids awkward problems that arise when aggregation of national sectors is required. this region, which does not differ greatly from the figure of 83.7% for the national industry.
It may be noted, finally, that the proportion of intermediate inputs obtained from abroad is very similar for the national and regional industries, as is the pattern of primary inputs.
The interpretation of the coefficients now needs to be considered. The regional input coefficients, the r ij , measure the number of units of regional input i needed to produce one unit of gross output of regional industry j, e.g. r 1,6 = 0.2404. These coefficients encompass intermediate inputs produced in the region under consideration but exclude inputs from other Finnish regions or from abroad. By contrast, the national input coefficients, the a ij , measure the number of units of national input i needed to produce one unit of gross output of national industry j, e.g. a 6 , 6 = 0.2998. These coefficients encompass intermediate inputs originating from within Finland but exclude inputs from other countries. It should be noted that the a ij are sometimes erroneously referred to as national technical coefficients, a problem that is highlighted by Hewings and Jensen (1986) .
Type A tables differ from type B tables in terms of the way in which imports are treated and this has important implications for the meaning of the input coefficients. In a type A national 
Location quotients
Location quotients (LQs) are a popular way of regionalizing national input−output tables, especially in the initial stages. For this purpose, the following alternative LQs are often used:
where SLQ i is the simple LQ, CILQ ij is the cross-industry LQ, RE i is regional employment (or output) in supplying sector i and NE i is the corresponding national figure. RE j and NE j are defined analogously for purchasing sector j. TRE and TNE are the respective regional and national totals.
So long as no aggregation of national sectors is required, the following simple formula can be used to convert national into regional input coefficients:
where r ij is the regional input coefficient, β ij is an adjustment coefficient and a ij is the national input coefficient, derived from a type B 4 The problem is that the CILQ does not make adequate allowance for cross-hauling, so that it still tends to underestimate imports from other regions and hence to overstate regional multipliers. Flegg et al. (1995) attempted to overcome this underestimation of interregional trade via their FLQ formula. In its refined form (Flegg and Webber, 1997) , the FLQ is defined as:
where:
0 ≤ δ < 1; as δ increases, so too does the allowance for interregional imports. δ = 0 represents a special case where FLQ ij = CILQ ij . As with other LQ-based formulae, the FLQ is constrained to unity.
By taking explicit account of the relative size of a region, the FLQ should help to address the problem of cross-hauling, which is more likely to be prevalent in smaller regions than in larger ones. Smaller regions are apt to be more open to interregional trade.
Use of Location Quotients
Kronenberg argues (p. 48) that "LQ methods should not be applied to ESA 95 tables".
We presume that he is referring here to tables of types A and E; if so, we are in full produce an estimated national technical coefficients matrix. This phase is followed by a second one, in which LQs are employed to adjust for regional imports (West, 1990, pp. 107−108). Hewings and Jensen's argument appears to suggest, therefore, that LQ methods should be applied to tables with indirectly allocated imports (types A and E), whereas
Kronenberg contends that they should not. Let us now explore this argument.
At the outset, some definitions are required. Let:
Likewise, for a region, r ij = t ij r × r ij *
where t ij n and t ij r are the respective national and regional trading coefficients, 0 ≤ t ij n , t ij r ≤ 1, while a ij * and r ij * are the corresponding technical coefficients. In particular, r ij * measures the number of units of input i, regardless of source, needed to produce one unit of regional gross output j. If we assume that r ij * = a ij *, then r ij = t ij r × a ij *
Furthermore,
Expressions 10 and 11 offer alternative routes to estimating the r ij , so which one should the analyst pursue? In earlier times, the paucity of relevant data meant that using formula 10
would have involved the awkward task of reallocating intermediate imports to individual cells of the transactions matrix. Nowadays, however, in the case of the EU and some other countries (e.g. Australia, Japan and Mexico), the necessary data are readily available, so the regional analyst faces a genuine choice.
There is, in fact, a compelling reason why it is inadvisable to apply LQs to the national technical coefficients. To illustrate this point, consider the case of the manufacture of basic metals and fabricated metal products (sector 11 in the regional tables discussed later). A region that did not produce such items would have SLQ 11 = CILQ 11, j = 0. Using formula 10, we would set all input coefficients in row 11 of the type A regional table equal to zero, which would be tantamount to saying that industries in that region made no use whatsoever of such inputs. Formula 11, on the other hand, would yield much more sensible results. As before,
we would set all input coefficients in row 11 of the type B regional table equal to zero but the required imports would be included under foreign and domestic imports.
Furthermore, Flegg and Webber (1997, p. 801) argue that the a ij * "reflect commodities produced by both domestic and foreign workers and they thus provide a questionable theoretical basis for the application of LQs derived from domestic employment". They go on to suggest (ibid.) that LQs should be regarded not as trading coefficients but instead as adjustment formulae that:
attempt to capture differences in the regional and national ability to fulfil the needs of purchasing sectors. Such differences are likely to be reflected in the ratio RE i / NE i and hence in the SLQ and CILQ. This ratio is also likely to reflect differences in regional and national propensities to import foreign goods; m ij r > m ij n would produce a lower RE i / NE i and vice versa. On this interpretation, greater import penetration − whether from abroad or from other regions -would be reflected in lower regional employment and hence in smaller LQs.
In view of the above arguments, we would say that Kronenberg is right to contend that LQ methods should not be applied to tables with indirectly allocated imports (types A and E).
We now need to consider exactly what is involved in using LQs to estimate the value of the ratio (t ij r / t ij n ) in equation 11. First, let us decompose t ij r , which represents the proportion of regional output supplied by regional producers, as follows:
where p j ra and p j rs are the regional propensities to import from abroad and from other regions, respectively, in a particular industry j. These propensities are assumed, for simplicity, to be invariant across supplying sectors. Dividing through by t ij n yields the expression: 
Furthermore, if we assume that p j ra = p j na , we get:
The bracketed terms in equations 14 and 15 measure the tendency for a region to source its inputs from within its borders and it is this tendency that LQs attempt to proxy. The FLQ should be well placed to accomplish this task, since it takes into account the relative size of the supplying and purchasing sectors, along with the relative size of the region.
To clarify the meaning of equation 14, we can make use of the data shown in Table 1 .
The values of the variables can be derived as follows: If we assume that p j ra = p j na , formula 15 yields a scalar of 0.404, which shows that the divergence between the national and regional propensities to import from abroad has a negligible impact in this instance.
It is worth noting that the ratio (t ij r / t ij n ) in equation 11 can exceed unity, which means that it can encompass cases where r ij > a ij . Such cases are catered for by the augmented FLQ (AFLQ), which includes a regional specialization term. However, the empirical evidence suggests that this more complex adjustment formula does not yield significantly better results (Flegg and Webber, 2000; Bonfiglio and Chelli, 2008; Flegg and Tohmo, 2011) .
Performance of the FLQ
Kronenberg remarks that the FLQ approach "has met with mixed success" (p. 49).
However, we would say that this evaluation fails to give due weight to the considerable body of published evidence that demonstrates the clear superiority of the FLQ over the conventional LQs, although it is true that some of this evidence was not available at the time Kronenberg was writing. This evidence includes studies using survey-based data for Peterborough (Flegg et al., 1995) , Scotland (Flegg and Webber, 2000) , one Finnish region (Tohmo, 2004) , all Finnish regions (Flegg and Tohmo, 2011) , along with the Monte Carlo study by Bonfiglio and Chelli (2008) , who examined 400,000 sectoral output multipliers. On the other hand, Riddington et al. (2006) found the FLQ to be unhelpful, albeit on the basis of findings pertaining to a single sector in one Scottish region (Flegg and Tohmo, 2011) . Now let us consider some key findings of Flegg and Tohmo (2011) , who examined data for all 20 Finnish regions in 1995, using survey-based type B tables containing 37 sectors.
They used the following criteria to assess the relative performance of the FLQ and the conventional LQs in estimating type I sectoral output multipliers:
where j m is the estimated type I output multiplier for sector j (column sum of the LQ-based
Leontief inverse matrix) in a given region, m j is the corresponding survey-based multiplier, q j is the proportion of regional output produced in sector j and n = 37 is the number of sectors. Table 2 Table 2 reveals that the FLQ − irrespective of which statistic is used − yields far more accurate results than the SLQ and CILQ. The most likely explanation of this outcome is that the SLQ and CILQ make inadequate downward adjustments to the national input coefficients, to allow for imports from other regions, and hence greatly understate regional propensities to import. The strong upward bias in input coefficients and hence multipliers is also manifested by the similarity in the mean values of μ 1 and μ 5 for the SLQ and likewise for the CILQ.
Kronenberg's approach
Kronenberg eschews the use of LQs in favour of an approach based upon the resurrection and refinement of the classical commodity balance (CB) approach. A key issue for him is the way in which imports from abroad are allocated in national input−output tables. Here his use of type E tables as the basis for the application of his new approach is entirely appropriate since his aim is to capture the underlying technology of production. Let us now consider the salient differences between CHARM and the CB approach.
First note that the commodity balance for commodity i, b i , is identical to net exports:
where e and m denote exports and imports, respectively. The value of b i is estimated by subtracting the estimated sum of intermediate and domestic final use of commodity i from an estimate of its output (Kronenberg, 2009, p. 46 
where ( Using data for the German state of North Rhine-Westphalia (NRW), Kronenberg computes supply multipliers for 16 sectors. Note: He refers to these as "output" multipliers but, to avoid confusion, we use the term "supply" multipliers. As expected, the CB method yields unrealistically low figures for regional exports and imports, whereas CHARM generates more sensible figures for both (ibid., Table 3 ). However, even though the regional supply multipliers from CHARM are generally smaller than those for Germany, their average value is only marginally lower (1.553 versus 1.590) (ibid., Table 4 ). This suggests that CHARM may still be overestimating these multipliers, although it is true that NRW is a relatively large region (with around 21.7 % of national employment). Uusimaa's diversified industrial structure is illustrated in Table 3 .
Case Study of Uusimaa

Table 3
It should be noted that we have pursued a more disaggregated approach than Kronenberg did, so as to maximize the amount of available information and minimize aggregation bias.
Even so, a lack of regional data meant that the 59 national sectors had to be reduced to the 26 regional sectors displayed in Table 3 . 6 In evaluating the relative performance of CHARM and the CB method, we use the regional data generated by Statistics Finland as a benchmark.
Table 4
As expected, Table 4 shows that the CB method substantially underestimates Uusimaa's total exports and imports and, consequently, its volume of trade. CHARM performs markedly better, although it too understates the overall amount of trade. This superior relative performance is primarily due to the fact that CHARM takes cross-hauling into account, whereas the CB method rules out the possibility of a sector's being both an exporter and an importer of a given commodity.
Table 5
From Table 5 , we can see that CHARM almost invariably produces the best estimates of the volume of trade in individual sectors. This pattern is especially noticeable with respect to manufacturing (sectors 5 to 15), where it can be explained by the heterogeneity of many manufactured products and the concomitant cross-hauling. Sector 13 is a good example:
whereas CHARM captures 83.2% of the volume of trade, the CB method accounts for only 30.2%. Furthermore, the more detailed results in Table 4 reveal that CHARM captures almost all of the exports in sector 13 and two-thirds of the imports; by contrast, the CB method accounts for half of the exports but none of the imports.
The differences between CHARM and the CB method are generally less striking for the non-manufacturing sectors. We should not expect cross-hauling to be an issue for many service industries, so CHARM is unlikely to outperform the CB method. It should be noted that we followed Kronenberg in making certain assumptions in our calculations of sectoral output and demand. In particular, we used employment data as a proxy for output. This is likely to be problematic in cases where there is a significant divergence between regional and national labour productivity. We also assumed identical national and regional technology. Finally, in calculating the regional final use of each commodity, we simply used the ratio of total regional to total national employment to scale down the national figures (cf. Kronenberg, 2009, p. 46) . Turning now to the estimates of supply multipliers in To shed some light on the possible causes of these errors, we reworked our results using production rather than employment data. As expected, accuracy improved, yet most of the error remained. In particular, μ 1 fell to 3.0% for CHARM and to 10.4% for the CB method.
The limited extent of this improvement is due to the fact that labour productivity in Uusimaa is typically not very different from that in Finland. This outcome can, in turn, be attributed to Uusimaa's predominance in the Finnish economy. In other regions, especially those that are relatively small and located far from Helsinki, the differences between national and regional labour productivity are likely to be more pronounced and the consequences more substantial.
Conclusion
Kronenberg has produced an innovative, rigorous and usable refinement of the classical commodity balance (CB) method. Moreover, his proposed new method (CHARM) is firmly grounded in economic theory. Kronenberg did not, however, possess the benchmark regional data required to validate CHARM, so the principal aim of this comment has been to subject it to a detailed empirical test. Our test used data for Uusimaa, Finland's largest region, produced by Statistics Finland. We were able to assess the accuracy of the estimates of exports, imports, volume of trade, balance of trade and supply multipliers generated by CHARM and the CB method for 26 regional sectors in 2002. We found that CHARM outperformed the CB method in all important respects. The results were particularly encouraging for manufacturing sectors, which typically produce heterogeneous commodities and where cross-hauling is rife.
Our findings in terms of supply multipliers are especially worth noting. A tendency towards overstatement of regional multipliers is a well-known characteristic of non-survey
techniques, yet CHARM performed well in this respect: on average across the 26 sectors, the unweighted mean supply multiplier from CHARM was 1.542, which is not far above the target figure of 1.482. By comparison, the CB method generated a mean of 1.670. What is more, the mean proportional error from CHARM was 4.0%, which compares very favourably with the 12.4% from the CB method.
CHARM is based on a relatively new type of national input−output table, in which imports from abroad are incorporated into the interindustry transactions matrix, so that the input coefficients derived from this matrix are genuine technical coefficients. We refer to tables of this kind as type A tables. Such tables are produced by all members of the EU (and by some other countries too). However, Kronenberg fails to mention that EU countries also produce a more traditional type of national table, from which imports from abroad are excluded. We refer to tables of that kind as type B tables. In our comment, we attempt to clarify the differences between these two types of table and then explore the implications. We aver that Kronenberg is right to employ type A tables in the context of CHARM. However, where location quotients (LQs) are being used to regionalize a national table, we argue that there are compelling reasons for applying the LQs to type B tables. Furthermore, of the possible LQs that might be used, we maintain that there are strong theoretical and empirical grounds for using the FLQ.
7
Kronenberg does not consider possible regional applications for which CHARM, as opposed to LQs, would be suitable. To clarify this issue, suppose that an analyst is interested in the impact of the expansion of a coal-fired power station in a particular region. If he is interested specifically in the environmental effects of burning more coal, then the source of the coal inputs would be irrelevant. In this instance, we would recommend using CHARM to regionalize the type A national table. The resulting regional table could then be employed to estimate supply multipliers. If, on the other hand, the analyst's focus is on regional output and employment, then we would suggest using the FLQ to regionalize the type B national table. The resulting regional table could then be used to compute output and employment multipliers.
The results obtained here for Uusimaa are certainly encouraging in terms of the effectiveness of CHARM as a regionalization method in situations where type A regional tables are most appropriate. However, one should always be cautious in generalizing from the findings of a case study of a single region. For this reason, we repeated our analysis for a further eleven Finnish regions, which varied in terms of their characteristics. We found that CHARM invariably outperformed the CB method in these regions as well, and by a wide margin. However, the estimates generated by CHARM for these other regions were substantially less accurate than those obtained for Uusimaa. A possible explanation of this finding is that it is due to a greater divergence between regional and national labour productivity in these other regions. This hypothesis suggests that it might be fruitful to attempt to make some adjustment for differences in productivity when using CHARM to construct regional input-output tables. It is also worth pursuing the reasons why CHARM consistently overstated the size of the supply multipliers, both in Uusimaa and in the other regions we examined. Webber and Don Webber.
2. The discussion in this section draws heavily on Kronenberg (2011).
3. Etelä-Pohjanmaa is also known as South Ostrobothnia.
4. Consider a region where SLQ 1 = 0.8, SLQ 2 = 1.2, SLQ 3 = 0.6 and SLQ 4 = 1.5, so that CILQ 1,1 = 1, CILQ 1,2 = 0.75, CILQ 1,3 = 3 1.  , CILQ 1,4 = 3 0.5  , etc. For the SLQ to be valid, this region would need to be an importer but not an exporter of commodities 1 and 3, and vice versa for commodities 2 and 4. The CILQ would encompass a wider set of possibilities. For instance, industries 2 and 4 could import but not export commodity 1, yet this commodity could be exported but not imported by industries 1 and 3; as a result, cross-hauling of commodity 1 could occur. On the other hand, only exporting of commodity 4 would be possible because CILQ 4j ≥ 1 for all j. 6. In fact, we could have followed Kronenberg in including a separate sector for "private households with employed persons". However, because this sector has no intermediate inputs, we opted instead to subsume it into our sector 26.
The source for our national data was 
