Curvelets can be seen from the geophysical point of view as the representation of local plane waves. They are known to efficiently decompose any seismic gathers and possibly imaging operators. We study here how curvelets can be useful for velocity estimation. In that context, we first show that the Differential Semblance Optimization technique has a very simple expression in the curvelet domain. We then derive the gradient of the cost function, still in the curvelet domain. An application on a 2-D synthetic data set, generated in a smooth heterogeneous model and with a complex reflectivity, demonstrates the usefulness of curvelets to derive how the velocity model can be improved to better focalize energy in the sub-surface after migration.
Introduction
The construction of seismic depth migrated images requires a reliable velocity model to focus energy in the sub-surface at the right position. The determination of the velocity model still remains a challenge in difficult areas, for example for sub-salt imaging. Among a large range of methods, the Differential Semblance Optimization (DSO) method measures the local coherency between different migrated common-offset sections [Symes, 1993] . Associated to a gradient-based optimization technique, the DSO method has been designed to be in principle automatic. In practice, it is very sensitive to the presence of coherent noise [Chauris and Noble, 2001; Mulder and ten Kroode, 2002] . Alternatives have been proposed, but they do not fully exploit the full waveform of the signal [Chauris et al., 2002] . We investigate here how curvelets can be used in that context. The curvelet transform is a general operation that decomposes any seismic images into elements that can be seen from the geophysical point of view as a representation of local plane waves [Candès and Donoho, 2004; Do, 2001; (Figure 1 ). Theoretical results prove that for any given smooth image containing smooth discontinuities, the curvelet decomposition is almost optimal [Candès and Donoho, 2004; Herrmann, 2003; Herrmann et al., 2007b] . Curvelets have been recently used in the context of seismic processing such as coherent noise removal [Herrmann, 2003; , seismic migration [Chauris, 2006; Douma and de Hoop, 2007] and seismic demigration/migration [Chauris and Nguyen 2007] . In this abstract, we show how velocity estimation can benefit from curvelets. 
Cost function
A common-offset migrated section R (x,h,v) , for offset h and spatial position x, is obtained by migrating each common-offset data in the velocity model v. The associated DSO cost function measures the local residual move-out in the Common Image Gathers (CIGs), expressed by
Each common-offset migrated section is decomposed in the curvelet domain as
The weights A μ explicitly depend on the offset and on the velocity model. The curvelet c μ (x) depends on the μ parameter corresponding to a central position, a direction and a central frequency (Figure 1 ). The combination of equations (1) and (2) The DSO cost function has a very similar expression in the spatial and curvelet domains. In practice, all common-offset migrated sections are independently decomposed in the curvelet domain.
Gradient of the cost function
The gradient of the cost function (equation 3) is expressed by
with ( ) (
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In 2-D, the curvelet coordinate μ=(s,k,p,q) respectively corresponds to the stretch, the direction and the x and z central positions. Despite an apparent complex expression, equation (5) can be understood more or less intuitively. As we only consider small perturbations for the gradient computation, the distortion of a curvelet can be reduced to a combination of a shift, a rotation and a dilation [Chauris and Nguyen, 2007] . This explains the four lines in equation (5). The expression (-1) k /k comes from the derivation of a sinc function, taken at some integer values. Finally, we recognize the paraxial quantities (∂λ/∂v, ∂θ/∂v, ∂x/∂v, ∂z/∂v). They are computed along the same strategy as derived in [Chauris et al., 2002] (Figure 2 ). The rays in the perturbed model (solid line) and in the reference model (dashed line) are defined such that they reach the same source and receiver, the total travel time remaining the same, and the sum of the horizontal components of the ray parameter also being the same (for a common-offset migration scheme).
Figure 2: Schematic distortion of a curvelet due to a small local velocity perturbation.
Results
A 2-D synthetic data set, with offsets from to 100 to 800 m every 100 m, has been created with the ray+Born approximation, using a smooth version of the original Marmousi data set (Figure 3, bottom) . In an initial step, all common-offset sections are migrated in the initial velocity model with a standard Kirchhoff migration scheme (Figure 3, top) . We perform a single iteration by computing the gradient of the DSO cost function. The sections are first decomposed in the curvelet domain. Starting from the initial velocity model and using equations (4) and (5), we then compute a new velocity model. To check the quality of the velocity model, we re-migrate the data with a Kirchhoff migration algorithm (Figure 3 , middle). After this single iteration, the new migrated image begins to show the exact structure. In particular in the deep part around z=1.8 km and x=6 km, energy is well-localized along the anticline structure (Figure 3 
Conclusions
We have shown how curvelets can be used to compute the DSO cost function and its gradient. The method provides an updated velocity model that better focuses energy according to the DSO criteria. Two main differences exist between the classical DSO approach and the curvelet approach. Firstly, for small local velocity perturbations, the distortion of each curvelet can be reduced to a combination of shift, rotation and dilation. This simplifies the computation of the gradient of the cost function. Secondly, the curvelet scheme allows for easily filtering the input data, in particular to remove coherent noise, if for example a dip discrepancy exists between the data and the noise. In other words, the curvelet approach offers a larger flexibility than the classical scheme. The same approach can be extended to 3-D, providing that a 3-D curvelet code is available .
