We prove the existence of primitive curves and positivity of intersections of J-complex curves for Lipschitz-continuous almost complex structures. These results are deduced from the Strong Comparison Theorem for J-holomorphic maps in Lipschitz structures previously known for J of class C 2 . We also give the optimal regularity of curves in Lipschitz structures. It occurs to be C 1,LnLip , i.e., a J-complex curve for Lipschitz J has its first derivatives Log-Lipschitz continuous. A simple example that nothig better could be achieved is given.
Introduction
A Lipschitz-continuous almost complex structure on the Riemann manifold X is a Lipschitzcontinuous section of End R T X such that J 2 = −Id. A J-holomorphic curve in an almost complex manifold (X, J) is a C 1 -map u : S → X from a complex curve (S, j) to X such that du commutes with complex structures, i.e., for every s ∈ S one has the equality du(s) • j = J(u(s)) • du(s) of mappings T s S → T u(s) X. In local coordinats x, y on S and u = (u 1 , ..., u 2n ) on X this writes as ∂u ∂x + J(u) ∂u ∂y = 0, (1.1)
i.e., as the Cauchy-Riemann equation.
Recall (see also Definition 5.2) that a J-holomorphic map u : S → X is called primitive if there are no disjoint non-empty open sets U 1 , U 2 in S that u(U 1 ) = u(U 2 ). Our first result states that every non-primitive J-holomorphic map factorizes through a primitive one, provided J is Lipschitz.
Theorem A. Let (S, j) be a smooth connected complex curve and u : (S, j) → (X, J) a non-constant J-holomorphic map with J ∈ C Lip (X, End R T X). Then there exists a smooth connected complex curve (S,) and a primitive J-holomorphic mapũ : ( S,) → (X, J) such that the map u : S → X factorizes throughũ, i.e., there exists a holomorphic map π : (S, j) → ( S,) such that u =ũ • π.
Both results are obtained using the following statement, which should be considered as the main result of this paper. Let J be a Lipschitz-continuous almost complex structure in the unit ball B in C n and let u 1 , u 2 : ∆ → B be two J-holomorphic maps such that u 1 (0) = u 2 (0) = 0. Assume that both maps have the same order and the same tangent vector at 0, i.e., u i (z) = v 0 z µ + O(|z| µ+α ) with the same v 0 = 0 ∈ C n and µ ≥ 1.
Our goal is to compare these mappings, i.e., to decribe in a best possible way their difference.
Main Theorem. There exists a holomorphic function ψ(z) = z + O(z 2 ), an integer ν > µ and a function w(z) ∈ L 1,p (∆(r), C n ) for some r > 0 such that u 2 (z) = u 1 (ψ(z)) + z ν w(z) for z ∈ ∆(r).
(
1.2)
Moreover, the following alternative holds: i) either w(z) vanishes identically and then u 2 (∆(ε)) ⊂ u 1 (∆) for some ε > 0, ii) or w(0) is linearly independent from v 0 .
This theorem is proved in Section 4. Our last result is about the precise regularity of J-complex curves for Lipschitz-continuous J. Recall that a mapping f from a compact set B ⊂ R n to a normed space is called Log-Lipschitz if Theorem C. Let u :∆ → (R 2n , J) be a J-holomorphic map. If J ∈ C Lip (R n ) then u ∈ C 1,LnLip (∆) i.e., the differential of u is Log-Lipschitz.
We show by a simple example that nothing better can be achieved, in particular u may not belong to C 1,Lip .
The statements of Theorems A and B where proved in [M-W] for structures of class C 2 , see also [McD] , for J-s of class C 1,Lip in [Sk-2] and of C 1,α in [IS-1] (in the part which didn't appeared in ). The Main Theorem for J ∈ C 2 is proved in [She] .
Unique Continuation Theorem
For the convenience of the reader we reproduce in this paragraph some results from with detailed proofs. We start with a unique continuation theorem for the solutions of ∂-inequalities. In the proof we shall use the following special version of the theorem of Harvey and Polking [Ha-Po]:
Theorem 2.1 (Harvey-Polking). Let f : ∆ → C n be locally L 2 -integrable. Assume that for some g ∈ L 1 loc (∆, C n ) the equation ∂f = g holds (in the weak sense) in the punctured disc∆. Then ∂f = g holds in the whole disc ∆.
Proof. Recall that the equality ∂f = g in∆ in the weak sense means that for every smooth test function ψ(z) with compact support in∆ one has ∆ (f∂ψ + gψ)dx ∧ dy = 0, and similarly for the weak equality in ∆.
Now let ψ has compact support in the whole disc ∆. Fix a sequence of smooth functions ϕ n in ∆ with the following properties:
• ϕ n (z) ≡ 0 for |z| ≤ 1 n , • ϕ n (z) ≡ 1 for |z| ≥ 2 n . Then ∆ (f∂(ϕ n ψ) + gϕ n ψ)dx ∧ dy = 0 and lim n→∞ ϕ n ψ = ψ in the weak L ∞ -sense. In particular, lim n→∞ ∆ gϕ n ψdx ∧ dy = ∆ gψdx ∧ dy. Further, ∆ f∂(ϕ n ψ)dx ∧ dy = ∆ (ψf∂ϕ n + f ϕ n ∂ψ)dx ∧ dy and lim n→∞ ∆ f ϕ n ∂ψdx ∧ dy = ∆ f∂ψdx ∧ dy. The crucial point of the proof is the estimation of lim n→∞ ∆ ψf∂ϕ n dx ∧ dy. Here we obtain
is bounded uniformly in n and that lim n→∞ f L 2 (∆(
So using continuity we obtain the equality ∆ (f∂ψ + gψ)dx ∧ dy = 0 for the given ψ. Since ψ was arbitrary, we conclude the assertion of the theorem.
Proof. Statement i) can be easily obtained by increasing the smoothness argument. For the methodological reasons, let us give it in full details.
Step
From (2.1) and the Hölder inequality we see that h|u| ∈ L
Then by the Sobolev imbedding we have that
. One easily checks that pn p n−1 ≥ r > 1, with r not depending on n.
ii) Now suppose that u(z 0 ) = 0. Then by the Hölder continuity, we have |u(z)| ≤ C|z − z 0 | α for z close enough to z 0 and consequently u 1 (z) :
loc . Then the theorem of Harvey-Polking provides that ∂u 1 ∈ L 1 loc (∆) and u 1 also satisfies inequality (2.1). In particular, u 1 is also continuous. Iteration of this procedure gives the possibility of defining the multiplicity of zero of u in z 0 provided we show that after a finite number of steps we obtain the function u N with u N (z 0 ) = 0. To do this we may assume that z 0 = 0. Let
we can also assume that h L p (∆) is small enough. Fix a cut-off function ϕ ∈ C ∞ 0 (∆) which is identically 1 in 1 2 ∆, the disc of radius
).
Here we used the fact that the support of ∂ϕ lies in ∆\
is small enough we obtain the estimate
with the constant C independent of u. Repeating this procedure for u 1 = u z and so on µ times we obtain
, which easily gives
. Now one can easily see that either the procedure stops on some µ and thus u has isolated zeros of finite multiplicity, or u is identically zero. Yet the last case is excluded by the hypothesis of the lemma. Theorem 2.3 Under the hypothesis of Theorem 2.2 suppose additionally that u satisfies a.e. the inequality
2)
where µ ∈ N is the multiplicity of zero of u at z 0 , defined above,
Proof. The proof uses the same idea as in the previous theorem.
loc . Applying the theorem of Harvey-Polking once more, we obtain |∂u 1 | ≤ |z − z 0 | ν−1 h 1 , and
. Repeating this procedure ν times, we obtain the polynomial
and the function
which satisfies the conclusion of the theorem.
Corollary 2.1 Let J be a Lipschitz-continuous almost complex structure in a neighbor-
Then there exist uniquely defined µ ∈ N and a polynomial P of degree ≤ µ − 1 with P (0) = 0 such that
Therefore from (5) we see that |∂u| C|z − z 0 | µ−1 h|u(z)| and the corollary follows now from Theorem 2.3. We immediately obtain the following
Proof. Take an integrable complex structure J 1 in some neighborhood U of p ∈ X, such that J(p) = J 1 (p). Take also J 1 -holomorphic coordinates w 1 , . . . , w n in U, such that w i (p) = 0. Then the statement follows easily from Corollary 2.1.
For smooth J this corollary is due to McDuff, [McD] , for J of class C 1 to Sikorav, . The case of L 2,p -regular scalar functions satisfying generalized ∂-equations is due to Carleman, [C] .
3 Zeroes of the Differential of a J-holomorphic Map Proposition 3.1 Let J be of class
where
then the constant C k,p above can be chosen to be independent of J and R.
For the proof see [M] , Theorem 6.2.5. By the Theorem 2.2 (or Corollary 2.1) we can assign multiplicity of zero to a Jholomorphic map u : ∆ → X provided that J is at least Lipschitz. In particular, zeroes of u are isolated, as for the classical holomorphic functions. Moreover, by Corollary 2.1 we can represent such u (in the neighborhood of its zero point, say, z 0 = 0) as
where P (z) is some polynomial of degree at most µ − 1,
. Now we want to derive from (3.3) some properties of the differential du and, in particular, prove that its zeroes are also isolated.
In the following lemma we shall consider Lipschitz structure J in the unit ball B ∈ C n and a J-holomorphic map u : ∆ → B in the form (3.3). It will be usefull to consider u as a section of the trivial bundle E := ∆ × C n which is holomorphic with respect to the induced structure u
Proof. The case µ = 1 and henceforth ν = 0 is trivial. Therefore in the sequel we suppose that µ 2 and therefore λ 1. Since u is J-holomorphic with Lipschitz J, it is of class C 1,α and therefore itself Lipschitz. We need to estimate the quantity
In order to do so let us consider two cases.
Let's estimate these terms separately. First:
Second:
And, finally, third:
We need to produce some extra regularity of the rest zv(z) in the representation (6).
Lemma 3.2 Let J be a Lipschitz-continuous almost complex structure in the unit ball B ⊂ C n with J(0) = J st and u : ∆ → B be a J-holomorphic map written in the form (3.1). Then zv ∈ L 2,p (∆(r)) for every p < ∞ and 0 < r < 1 and
with the constant C(p) independent of r.
So if we apply ∂ J•u to the right hand side of (3.5) we obtain ∂ J•u P which is Lipschitz continuous, in particular L 1,p loc for all p < ∞. Elliptic regularity gives then L 2,p -regularity of the left hand side z ν · (zv(z)). This is not yet our goal (we want zv(z) ∈ L 2,p ) but this observation proposes a strategy: we shall apply ∂ J•u directly to the left hand side.
If µ = 1 (and therefore ν = 0) we are done by the argument just used. Therefore in the sequel we shall suppose that µ ≥ 2.
First we observe that
Let's start with the right hand side of (3.6).
Step 1.
ν is a Lipschitz continuous complex structure on E. The proof is straightforward via Lemma 3.1.
Step 2. The endomorphism
This is again true by Lemma 3.1 and µ ≥ 2. Note now that the right hand side of (3.6) is of the form ∂ J (ν) (zv) + R(zv) and that coefficients of this operator are Lipschitz continuous.
Now we shall compute the left hand side of (3.6) in another way. Namely, using (3.3) we write
Step 3. The right hand side of (3.7) is Lipschitz continuous. The worst term is z −ν (1+J(u)J st )((µa 0 z µ−1 ), but it is still under control of the Lemma 3.1. We conclude that ∂ J (ν) (zv) + R(zv) ∈ C Lip loc and by the inner regularity we obtain that zv ∈ L 2,p (∆(r)) for every 0 < r < 1. Moreover, we also conclude the estimate (3.4) for r = 1 2 .
Step 4. The behavior of z v(z) under dilatation.
To simplify the notation set w(z) :
Thus the decay of the L p -norm is faster than required.
For the last term we use the relation v(0) = 0 and the estimate
and conclude pointwisely |v(
which is still faster than required.
is the dilatation of w(z) and the estimate (3.4) describes the behavior of the L 2,p -norm of π * τ w(z). An easy calculation shows that for any k-form ψ in ∆ one has the dilatation behavior
Moreover, this formula with k = 2 holds also for the Hessian
, we see that
Now recall that w(z) satisfies the differential equation
with f (z) given by the formula (3.7). By Lemma 3.1, f (z) is Lipschitz continuous with f (0) = 0, and moreover,
This implies that
Finally, we observe that
Summing up, we see that the rescaled function w r (z) :
uniformly in r and the coefficients π * r J (ν) and π * r R are C Lip -close to those of ∂ st for r close enough to 0. From Proposition 3.1 we obtain the uniform estimate
which implies the desired 
for any 0 < α < 1. In particular, zeroes of du are isolated.
Proof. Using the fact that in (3.3) the rest has the form
4 Local structure of J-holomorphic maps
We start with a generalization of the Theorem 2.2.
Lemma 4.1 Let J be an almost complex structure in the trivial C n -bundle over the disc ∆ which is L 1,p -regular for some 2 < p < ∞ and such that
is not identically 0 and satisfies a.e. the inequality
Proof. We reduce the case of general J to the special one in which J = J st . For this purpose we fix a (
Consequently, (4.1) is equivalent to the differential inequality
The statement of the lemma is reduced now to Theorem 2.2.
Lemma 4.2 Let J be a Lipschitz-continuous almost complex structure in the unit ball B in C n and u 1 , u 2 : ∆ → B two J-holomorphic maps such that u 1 (0) = u 2 (0) = 0 and
Proof. Set v = u 1 − u 2 and let's compute
By the Lipschitz regularity of J and ∂ y u 2 ∈ L p (∆) we obtain a pointwise differential inequality
for some h ∈ L p (∆). Now we apply Lemma 4.1.
Proof of the Main Theorem. In the claim of the Main Theorem and in the proof we use the abbreviation "L 1,p -regular" instead of "L 1,p -regular for any p < ∞" and a similar abbreviation "L 2,p -regular".
Denote by E the pull-back u * 1 T B. This is a trivial C n -bundle over ∆, u *
Observe that the maps u 1 and u 2 are sections of E, and u 1 satisfies the equation
Indeed, the claim is trivial in the case when u 1 is an immersion and µ = 1. Otherwise we use Corollary 2.1 and write u 1 in the form
Notice that now µ − 1 ≥ 1 and hence z µ−1 v(z) is L 2,p -regular by Lemma 3.2. It follows that du 1 (z) has the form z µ−1 H(z) for some L 1,p -regular real bundle homomorphism H : T ∆ → E with H(0) = µP (0), see (3.6). Now consider the homomorphism
Observe that in the formulas above the multiplication of a vector w ∈ E z ∼ = C n with z is understood as (x + J st y) · w. On the other hand, du 1 is J 1 -linear, and consequently
Thus the proof of the claim would follow from estimation of (x+ J st y)(x+ J 1 (z)y) −1 . Here we obtain
So we can conclude the the pointwise estimate
and the claim follows.
Remark 4.1 If J is of class C 1 then a stronger statement holds true, see . Namely, (E, J 1 ) has a natural structure of a holomorphic bundle and du is a holomorphic homomorphism of holomorphic bundles T ∆ → E. The Claim 1 in this case follows.
is mapped to the subbundle C 1 ⊂ C n consisting of vectors of the form (a, 0, . . . , 0). Then, denoting by C n−1 the subspace of C n of vectors the form (0, a 2 , . . . , a n ), we obtain the bundle E 2 := Φ −1 (C n−1 ) which is a complementary bundle to E 1 in E, i.e., E = E 1 ⊕ E 2 . Notice that E 1 and E 2 are J 1 -complex subbundles of E.
The idea of the proof is:
(1) to represent u 2 in the form
where w(z) is a L 1,p -regular section of E 2 and ψ : ∆ → ∆ an appropriate L 1,p -regular "reparameterization map" defined locally near origin; (2) to show that w(z) satisfies a differential inequality of the form (4.1).
Define an "exponential" map exp :
Here we use the fact that for every z ∈ ∆ the fibre (E 2 ) z is a subspace of T u 1 (z) B, which in turn is naturally identified with C n . The map exp is well-defined, L 1,p -regular in z, L 2,p -regular in ζ and linear in w. In particular exp is continuous in (z, ζ, w). Moreover, for a fixed z = 0 ∈ ∆ the linearisation of exp z := exp(z; ·, ·) with respect to variables ζ, w at ζ = z, w = 0 is an isomorphism between T ζ=z ∆ ⊕ C n−1 and E z . Thus for z = 0 the map exp z is an L 2,p -regular diffeomorphism of some neighborhood
of the point (z; z, 0) onto some neighborhood V z of the point u 1 (z) in E z = C n . We need to estimate the size of V z .
In order to do so let us consider the rescaled maps
Claim 2. The family u t 1 (z) is uniformly bounded in t ∈ (0, 1) with respect to the L 2,p -norm and the limit map lim tց0 u
To derive from here the L 2,p -convergency remark that u t 1 is J t -holomorphic with respect to the structure J t (z) := J(t µ · z) and that J t converge to J st in Lipschitz (and hence in L 1,p ) norm. We can apply now Proposition 3.1 to obtain the L 2,p -convergency.
Further, define the rescaled exponential map This claim readily follows from the fact that K = {|z| = 1} × {t ∈ [0, 1]} is a compact, exp continuous in all its variables and is a local diffeomorphism for every fixed (z, t) ∈ K. Claim 4. For arbitrary z ∈ ∆ there is a neighborhood V z ∋ u 1 (z) containing the ball B(u 1 (z), c · |z| µ ) with a constant c from the Claim 3 ( i.e., , independent of z) such that exp z is an L 1,p -regular diffeomerphism between some neighborhood U z of (ζ = z, 0) and
In order to prove this claim fix some 0 < |z| < 
1,p -regular in z, because such is exp. We obtain the desired relation
Consider the pulled-back bundles E ′ := ψ * E, E ′ 1 := ψ * E 1 and E ′ 2 := ψ * E 2 over ∆. Equip E ′ with the complex structure J
Consider w(z) as a section of the trivial C n bundle and estimate the expression
Let us estimate the terms separately. The expression
is the Cauchy-Riemann operator ∂ J ′ 1 applied to the composition u
where ∂ψ is the standard ∂-derivative of the function ψ.
Since du is J-linear, the antilinear part of du • dψ will be du of the antilinear part of dψ which is ∂ψ. Therefore we conclude the relation (4.5).
In our case this gives
Further, observe that du 1 • ∂ψ takes values in the pulled-back
The next term to estimate is (
The L 2,p -regularity for u 2 provides the L 1,p -regularity of ∂ y u 2 , whereas the Lipschitz condition on J yields the pointwise estimate
Finally, let us rewrite pr
Using the facts that ψ(z) is continuous and ψ(0) = 0, we conclude that pr
is a bundle isomorphism over a sufficiently small disc ∆(r). So settingw(z) := pr ′ 2 w(z) we obtain a pointwise estimate 1/C · |w(z)| ≤ |w(z)| ≤ C · |w(z)| in the disc ∆(r) ∋ z with uniform constant C.
Similar to pr ′ 2 define the projection pr
Interpret the operator d as a flat connection in E ∼ = C n × ∆ and consider the operators pr
. It is easy to see that the operators pr 
the corresponding covariant derivatives in the bundle E ′ 2 . Using this we obtain
with some L p -regular endomorphism H. Summing up, we conclude a pointwise differential inequality
Observe thatw(z) can not vanish identically since otherwise the image u 2 (∆(r)) would lie in u 1 (∆). Now we can apply Lemma 4.1 and conclude thatw(z) either vanishes identically or w(z) = z νf (z) for somef (x) ∈ L 1,p (∆(r), C n−1 with f (0) = 0. The integer ν must be bigger than µ, because u 2 (z) − u 1 (z) = o(|z| µ+α ). Since the projection w(z) →w(z) := pr ′ 2 (w(z)) is an L 1,p -regular isomorphism, we obtain the same structure for w. Finally, observe that f (0) lies in the fiber (E 2 ) 0 which is J(0) = J st -transversal to (E 1 ) 0 = Cv 0 . Therefore we obtain 8) where ν > µ and w(0) linearly independent of v 0 .
Claim 6. There exists a holomorphic ψ satisfying (4.8).
Assume that we have w(z) ≡ 0 and therefore u 2 (z) = u 1 (ψ(z)). It follows from (4.6) that
and therefore that ∂ψ(z) ≡ 0. Sot ψ(z) is holomorphic. Otherwise we proceed recursively constructing complex polynomials
and increasing sequence µ < ν 1 < ν 2 < . . . < ν l , such that for j < l the vectors v j (0) are proportional to v 0 . Lemma 4.2 ensures the existence of the desired ν 1 > µ and v ( z) with ϕ 1 (z) ≡ z. Assume that we have constructed such sequences µ < ν 0 < ν 1 < ν 2 < . . . ν k and v 1 (z), . . . , v k (z), and that v 1 (0), . . . , v k (0) are proportional to v 0 . Since
for m := ν k − µ + 1 and a defined from the relation
. Applying Lemma 4.2 to u 2 (z) and u 1 (ϕ k+1 (z)) we obtain a new ν k+1 > m + µ ≥ ν k and a new v k+1 (z). Now compare the obtained presentations u 2 (z) = u 1 (ϕ i (z)) + z ν i v i (z) with the decomposition (4.8). Notice that for a fixed bundle E 2 the decomposition (4.8) is unique. This implies that at some step we obtain ν l = ν and v l (0) = w(0) with ν and w(z) from Main Theorem. At this step v l (0) = w(0) is not proportional to v 0 and the recursive procedure halts.
Primitivity of J-Complex Curves
We shall study first the notions of primitivity and distinctness of complex curves in Lipschitz almost complex structures. We fix an almost complex manifold (X, J) with J ∈ C Lip .
Definition 5.1 Two J-holomorphic maps u 1 : (S 1 , j 1 ) → X and u 2 : (S 2 , j 2 ) → X with u 1 (a 1 ) = u 2 (a 2 ) for some a i ∈ S i are called distinct at (a 1 , a 2 ) if there are no neighborhoods U i ⊂ S i of a i with u 1 (U 1 ) = u 2 (U 2 ). We call u i : (S i , j i ) → X distinct if they are distinct at all pairs (a 1 , a 2 ) ∈ S 1 × S 2 with u 1 (a 1 ) = u 2 (a 2 ). We are ready now to prove an important regularity property of J-complex curves with Lipschitz-continuous J-s stated in the Theorem A of the Introduction, namely the primitivity.
Proof of the Theorem A.
Step 1. Let J be a Lipschitz almost complex structure on a manifold X and u 1 : (S 1 , j 1 ) → X and u 2 : (S 2 , j 2 ) → X be two distinct non-constant J-holomorphic maps. Set
The claim is local so we may assume that (S 1 , j 1 ) = (S 2 , j 2 ) = (∆, J st ), X is the ball B in C n , J(0) = J st , and u 1 (0) = u 2 (0) = 0 ∈ B. Using Lemma 4.1 we can represent both maps in the form u i (z) = v i z µ i + O(|z| µ i +α ) with non-zero vectors v 1 , v 2 ∈ T 0 B = C n and integers µ i > 0. If the vectors v 1 , v 2 are not complex proportional, then (0, 0) ∈ ∆ × ∆ is an isolated solution of the equation u 1 (z 1 ) = u 2 (z 2 ). Otherwise, replacing u 2 (z) by u 2 (az) with an appropriate a ∈ C, we may assume that v 1 = v 2 . Now we may apply Main Theorem to the mapsũ 1 (z) := u 1 (z µ 2 ) andũ 2 (z) := u 2 (z µ 1 ) and obtain the relatioñ u 2 (z) =ũ 1 (ψ(z)) + w 0 z ν + O(z ν+α ) with a vector w 0 ∈ C n not proportional to v 1 = v 2 and an integer ν > µ 1 µ 2 . This time also, (0, 0) ∈ ∆ × ∆ must be an isolated solution of the equationũ 1 (z 1 ) =ũ 2 (z 2 ).
Step 2. For any p ∈ S there exist a neighborhood W ⊂ S of p, a holomorphic covering π : W → V , and a J-holomorphic mapũ : V → X such that
• p is a single branching point of π;
• the mapũ : V → X is a topological embedding.
Choose local complex coordinates (w 1 , . . . , w n ) in a neighborhood of u(p) ∈ X such that the complex structure J st defined by (w 1 , . . . , w n ) coincides with J at the point u(p). Let z be a local complex coordinate on S in a neighborhood W ⊂ S of p. We may assume that (w 1 , . . . , w n ) (resp. z) are centered at u(p) (resp. at p). Corollary 2.1 provides that in these coordinates the map u : S → X has the form
loc , v(0) = 0 and P (0) = 0. In the case µ = 1 the map u is locally a C 1 -embedding and there is nothing to prove. So we assume that µ ≥ 2.
Let z 1 = z 2 = 0 ∈ W be close enough to 0 and satisfy u 1 (z 1 ) = u 2 (z). Then |z
Consequently, there exists a uniquely defined root of unity η = 1, η µ = 1, such that |η · z 2 − z 1 | = o(z 1 ). Consider the map u η (z) := u(ηz). Then u η (z) and u(z) satisfy the hypotheses of Main Theorem. From this theorem and Corollary 4.1 we obtain a representation u(ηz) = u(ψ(z)) + z ν · w(z) with a holomorphic ψ(z) satisfying ψ(z) = z + O(z 2 ). Consequently, there exists a locally defined holomorphic function ϕ(z) satisfying ϕ(z) = z + O(z 2 ) such that ηϕ(z) = ψ(ηϕ(z)). Define a new coordinate z * by the relation z = ϕ(z * ) and set u * (z
with an appropriate new w * (z * ), such that w * (0) = w(0). Since z = ϕ(z * ) is a reparemeterization, for z w * (0) = w(0) must vanish. This could occur only if w * (z * ) and w(z) vanish identically, and u * (ηz * ) = u * (z * ). Since η is a non-trivial root of unity, u * (z * ) has the formũ((z * ) d ). Now find the maximal d such that u(z) admits a presentation u(z) =ũ(z d ). Theñ u(z) is J-holomorphic and argumentation above implies that locally near originũ(z) is a topological embedding.
Step 3. Let u 1 (z), u 2 (z) : ∆ → X be two distinct primitive J-holomorphic maps such that u 1 (0) = u 2 (0) =: x 0 . Then there exist neighborhoods U 1 , U 2 of 0 ∈ ∆ such that x 0 is the only intersection point of u 1 (U 1 ) and u 2 (U 2 ).
By Corollary 2.1 we have u i (z) = v i z µ i + o(z µ i ) with some non-zero vectors v i . The claim is an easy exercise in the case when v 1 and v 2 are not complex proportional. Otherwise, making a coordinate change if needed, we may assume that v 1 and v 2 are equal. Now we apply the argument of Step 2 to the maps u 1 (z µ 2 ) and u 2 (z µ 1 ). Namely, if
2 ) for some z 1 = 0 = z 2 sufficiently close to 0 ∈ ∆, then |z 2 − ηz 1 | = o(z 1 ) for a unique µ 1 µ 2 -root of unity η. Then we apply Main Theorem to the maps u 1 (z µ 2 ) and u 2 ( (zη) µ 2 ) and conclude u 2 ((ηz)
with some integer ν > µ 1 µ 2 , some holomorphic function ψ(z), and a vector w 0 not proportional to v 1 = v 2 . It follows that such z 1 = 0 = z 2 can not be close to 0 ∈ ∆. This means that u 1 (0) = u 2 (0) =: x 0 is an isolated intersection point of images u 1 (U 1 ) and u 2 (U 2 ) of sufficiently small neighborhoods U 1 , U 2 of 0 ∈ ∆.
Step 4. Construction of the surface S and a primitive mapũ : S → X. Consider the set V of pairs (V, u V ) such that V is an abstract complex curve and u V : V → X is a primitive holomorphic map with the image u V (V ) lying in u(S). We write V ∈ V meaning (V, u V ) ∈ V . Take the disjoint union ⊔ V ∈V V and define the following equivalence relation on S: points p 1 ∈ V 1 ∈ V and p 2 ∈ V 2 ∈ V are identified if there exist V 3 ∈ V , a point p 3 ∈ V 3 and holomorphic embeddings ϕ 1 : V 3 ֒→ V 1 , ϕ 2 : V 3 ֒→ V 2 , such that ϕ i (p 3 ) = p i and the both compositions u V i • ϕ i give u V 3 : V 3 → X. Define S := ⊔ V ∈V V / ∼, denote the natural projections V ֒→ S by π V , and equip the set S with the quotient topology whose basis form the images π V (V ) ⊂ S with V ∈ V . It follows from the construction of S that there exists a continuous mapũ :
The primitivity of the mapũ : S → X follows from the definition of S.
Step 5. S is Hausdorff and there exists a natural complex structure on S such that for every V ∈ V the projection π : V V → S is (j,)-holomorphic and such that the map u : S → X is J-holomorphic. Letp 1 andp 2 be two distinct points on S. Fix their representatives
Now assume thatũ(p 1 ) =ũ(p 2 ). Then by Step 3 there exists neighborhoodsp i ∈ U i ⊂ V i such thatũ(p 1 ) =ũ(p 2 ) is the only intersection point ofũ(U 1 ) andũ(U 2 ). It follows from the definition of the topology on S that U i are desired disjoint neighborhoods ofp 1 andp 2 .
By the construction, for every V ∈ V the map π V : V → S is an open embedding so that each V is an open chart for S. We claim that the complex structures on V ∈ V induce a well-defined structure on S. For this purpose it is sufficient to consider the case V 1 ⊂ V 2 . Since the mapũ : V 2 → X is C 1 -regular, the complex structure on V 1 is determined by the structure J on X at each pointp ∈ V 2 with dũ(p) = 0. Thus the inclusion V 1 ⊂ V 2 is holomorphic outside the set of critical point ofũ, which is descrete. Now we use the fact that the extension of a complex structure over an isolated point is unique (if exists).
Finally, we observe thatũ : S → X is (, J)-holomorphic.
Step 6. Construction of the projection π : S → S. Consider the set W consisting of pairs (W, π W ) in which W is an open subset in S and π W : W → S is a holomorphic map such thatũ •π W = u| W : W → X. Since u : S → X is non-constant, it is locally an imbedding outside the descrete set of critical points of u. Using the fact of the primitivity ofũ : S → X we conclude that π W : W → S is unique if exists. In particular, π W 1 and π W 2 must coincide on each intersection W 1 ∩ W 2 so that there exists the maximal piece W max := ∪ j W j with the map π max : W max → S. By
Step 2, W max is the whole surface S.
The same proof gives the following variation of Theorem A:
Theorem 5.1 Let (S 1 , j 1 ) and (S 2 , j 2 ) be smooth connected complex curves and u i :
, then there exists a smooth connected complex curve (S, j) and a J-holomorphic map u : (S, j) → (X, J) such that u 1 (S 1 )∪u 2 (S 2 ) = u(S) and u : S → X is primitive.
Moreover, maps u i : S i → X factorize through u : S → X, i.e., there exist holomorphic maps
Positivity of Intersections
Let us first recall the notion of intersection number (or intersection index) of two surfaces in R 4 . Let M 1 and M 2 be two-dimensional, oriented, smooth surfaces in R 4 passing through the origin. We suppose further that both M 1 , M 2 intersect the unit sphere S 3 transversally by curves (reducible in general) γ 1 and γ 2 respectively, and that γ 1 and γ 2 do not meet one another. LetM i be small perturbations of M i making them intersect transversally at all their common points. Remark 6.1 This number is independent of the particular choice of perturbationsM i . We shall use the fact that the intersection number of M 1 and M 2 is equal to the linking number l(γ 1 , γ 2 ) of the curves γ i on S 3 , see e.g., [Rf] .
One says that M 1 and M 2 intersect transversally at zero if the tangent spaces T 0 M 1 and T 0 M 2 are transversal. In this case δ 0 (M 1 , M 2 ) = ±1. We turn now to the proof of the positivity of intersections.
Proof of the Theorem B. Our discussion will be held at point (0, 0) ∈ ∆×∆ supposing that u 1 0) = u 2 (0) = 0 and that J(0) = J st .
By (3.3) we have the following presentations
with some Hölder exponent α > 0. Moreover, by (3.8) for both curves we have
This implies the transversality of small J-complex discs u i (∆(ρ)) to small spheres S 3 r . More precisely, there exist radii ρ > 0 and R > 0 such that for any 0 < r < R the J-curves u i (∆(ρ)) intersect the sphere S Taking an appropriate small subdisc and rescaling, we may assume that ρ = 1 = R. Note that the points of the self-(resp. mutual) intersection of γ i (r) are self-(or resp. mutual) intersection points of u i (∆). Let us call r ∈]0, 1[ non-exceptional if curves γ i (r) ⊂ S 3 r are imbedded and disjoint. Thus r * ∈]0, 1[ is exceptional if S 3 r * contains intersection points of u i (∆).
Step 3 of the proof of the Theorem A provides that any such intersection point is isolated in the punctured ballB := {0 < |w 1 | 2 + |w 2 | 2 < 1}. This implies that either there exist finitely many exceptional radii r * ∈]0, 1[, or that they form a sequence r * n converging to 0.
For non-exceptional r we can correctly define the intersection index of M 1 (r) with M 2 (r) as the linking number of γ 1 (r) and γ 2 (r).
We consider two cases. Case 1. The vectors v 1 (0) and v 2 (0) are not collinear.
It is easy to see that, in this case, 0 ∈ C 2 is an isolated intersection point of u 1 (∆) and u 2 (∆) with multiplicity exactly µ 1 · µ 2 . The asymptotic formula (17) provides that if vectors v 1 (0) and v 2 (0) are complex linear independent, then 0 ∈ R 4 is an isolated intersection point of Q = u 1 (∆) ∩ u 2 (∆) with the index µ 1 · µ 2 . Thus we have only finitely many intersection points p ∈ Q. Since all other points p ∈ Q are smooth, the intersection index in every such point is positive. Thus in the case of non-collinear v 1 (0) and v 2 (0) for any non-exceptional r > 0 the intersection index of M 1 (r) and M 2 (r) is positive. Case 2. The vectors v 1 (0) and v 2 (0) are collinear.
Rescaling parameterizations of u i and rotating coordinates in C 2 we can suppose that v 1 (0) = v 2 (0) = e 1 and consideringũ 1 (z) := u 1 (z µ 2 ) andũ 2 (z) := u 2 (z µ 1 ) we will obtaiñ
with µ = µ 1 · µ 2 . Applying Main Theorem we see that
where w(0) = e 2 and ψ is some L 1,p -diffeomorphism of a neighborhood of zero. This implies that intersection index ofũ 1 andũ 2 at zero is µν. To get the intersection index of u 1 and u 2 one should divide by µ 1 µ 2 and obtain ν.
Thus the statements (i) and (ii) are proved. The proof of (iii) is now obvious and follows from the observation that µ 1 = µ 2 = 1 in this case. 
Optimal Regularity in Lipschitz Structures
Let us first recall few standard facts. For 0 < α ≤ 1 consider the Hölder space
For k = 0 and α = 1 the space C 0,1 (∆, C n ) is the Lipschitz space, already considered in this paper and denoted by C Lip (∆, C n ).
Consider the Cauchy-Green operator
Consider the Cauchy operator
T C is a bounded operator from C k,α (∂∆) to C k,α (∆). For all these facts we refer to [M-P] or . We have the following Cauchy-Green Formula: for u ∈ C 1 (∆) and z ∈ ∆ u(z) = (T C u) (z) + T CG ∂u ∂z (z). (7.4)
Of course, in the weak sense the relation (7.4) holds also for u ∈ L 1,1 (∆, C n ).
We consider a Lipschitz-continuous operator valued function J in a neighborhood U of the origin of R 2n , i.e., J : U →Mat(n × n, R) such that J 2 (x) ≡ −Id. We are looking for J-holomorphic maps ∆ → U, i.e., for maps u : ∆ → U such that ∂u ∂x + J(u(z)) ∂u ∂y = 0. (7.5) J u (z) := J(u(z)) is a matrix valued function on the unit disk and therefore can be viewed as a complex linear structure on the trivial bundle E := ∆ × R 2n . I.e., J u (z) ∈ C Lip (∆, End(R 2n )) satisfying J(z) 2 ≡ −Id. u can be viewed as a section of this bundle. Remark thatQ anticommutes with J st and therefore is a C-antilinear operator. Thus (7.6) can be understood as an equation for C n -valued map (or section) u. Usually it is better to consider the conjugate operator Q and write (7.6) in the form ∂u ∂z − Q(J u (z)) ∂u ∂z = 0. (7.8)
Via the Cauchy-Green formula the differential equation (7.8) is equivalent to the following integral one:
Proof of the Theorem C. We fix J-holomorphic u : ∆ → R 2n supposing that u(0) = 0 and that u is defined in a neighborhood of∆. Let B be a closed ball containing the image u(∆). Remark that since J ∈ C α for any 0 < α < 1 then by the standard regularity of J-complex curves u ∈ C 1,α (∆). We also suppose that J(0) = J st . Considering dilatations J δ (u) = J(δu) we can suppose that J C α (B) is as small as we wish.
Step 1. There exists an ε > 0 such that if ||J|| C α (B) < ε then for any almost complex structureJ of class C 1,α on B, standard at origin and such that ||J − J|| C α (B) < ε there exists aJ-holomorphicũ :∆ → B such thatũ(0) = 0 and u(z) = (T C u)(z) − (T C u)(0) + T CG Q(J(ũ)) ∂ũ ∂z (z) − T CG Q(J(ũ)) ∂ũ ∂z (0). (7.10) Actually (7.10) implies thatũ isJ-holomorphic andũ(0) = 0. To prove this set u 1 (z) = (T C u)(z) − (T C u) (0) and define by iteration u n+1 (z) = (T C u)(z) − (T C u)(0) + T CG Q(J(u n )) ∂u n ∂z (z) − T CG Q(J(u n )) ∂u n ∂z (0).
First we need a uniform bound on ∂un ∂z C α (∆)
. Note that u also satisfies (30) and therefore
where q = Q C Lip (End R T B) . This gives || ∂un ∂z
C for all nand some constant C. Note that u n (0) = 0 and therefore
2H α qε u n − u n−1 C 1,α (∆) + 2H α qεC u n − u n−1 C α (∆) .
(7.11)
For ε > 0 small enough we get u n+1 − u n C 1,α (∆) r u n − u n−1 C 1,α (∆) (7.12) with some fixed 0 < r < 1. Therefore {u n } converge in C 1,α (∆) to a solutionũ of (7.10).
Step 2. Let {J n } be a sequence of almost complex structures on B of class C 1,α , standard at origin, converging to J in C Lip (B) . Let u n be some solution of (7.10) for J n . Then u n − u C 1,α (∆) → 0.
Since u also satisfies (7.10) we can write
And this implies
Step 1. Let u n and J n be as in Step 2. Then {u n } are uniformly bounded in C 1,LnLip (∆).
We would like to finish with an open question close to the topics considered in this paper. Let A be a Lipschitz-continuous Mat(2n, R)-valued function on the unit disc ∆. Consider the following first order differential operator for vector-valued functions u : ∆ → R 2n :
∂ A u = ∂ x u + A∂ y u.
We suppose that ∂ A is uniformly elliptic, i.e., its spectrum s(A) is separated from R in C. Let u be a solution of a differential unequality
Open Question. Suppose that for some z n → 0 one has u(z n ) = 0. Does it implies that u ≡ 0?
If n = 1, i.e., for C valued function this is so and it follows from Theorem 35 of [B] via the trick explained on the page 101.
