A bootstrap procedure for constructing pointwise or simultaneous prediction intervals for a stationary functional time series is proposed. The procedure exploits a general vector autoregressive representation of the time-reversed series of Fourier coefficients appearing in the Karhunen-Loève representation of the functional process. It generates backwards-intime, functional replicates that adequately mimic the dependence structure of the underlying process and have the same conditionally fixed curves at the end of each functional pseudotime series. The bootstrap prediction error distribution is then calculated as the difference between the model-free, bootstrap-generated future functional observations and the functional forecasts obtained from the model used for prediction. This allows the estimated prediction error distribution to account for not only the innovation and estimation errors associated with prediction but also the possible errors from model misspecification. We show the asymptotic validity of the bootstrap in estimating the prediction error distribution of interest. Furthermore, the bootstrap procedure allows for the construction of prediction bands that achieve (asymptotically) the desired coverage. These prediction bands are based on a consistent estimation of the distribution of the studentized prediction error process. Through a simulation study and the analysis of two data sets, we demonstrate the capabilities and the good finite-sample performance of the proposed method.
Introduction
Functional time series consist of random functions observed at regular time intervals. Functional time series can be classified into two main categories depending on whether or not the continuum is also a time variable. First, functional time series can arise from measurements obtained by separating an almost continuous time record into consecutive intervals (e.g., days, weeks, or years; see, e.g., Hörmann and Kokoszka, 2012) . We refer to such data structures as sliced functional time series, examples of which include daily price curves of a financial stock (Kokoszka et al., 2017) and intraday particulate matter (Shang, 2017) . In contrast, when the continuum is not a time variable, functional time series can also arise when observations over a period are considered as finite dimensional realizations of an underlying continuous function (e.g., yearly age-specific mortality rates; see, e.g., Chiou and Müller, 2009; Hyndman and Shang, 2009 ).
In either case, the underlying stochastic process is denoted by X = {X t , t ∈ Z}, Z = {t : t ∈ 0, ±1, . . . }, where each X t is a random element in a separable Hilbert space H, with values X t (τ) and τ taking values within a compact interval I ⊂ R. Without loss of generality we assume in this paper that I = [0, 1]. Central statistical issues include modeling of the temporal dependence of the functional random variables {X t , t ∈ Z}, making inferences about parameters of interest, and predicting future values of the process when an observed stretch X 1 , X 2 , . . . , X n is given. Not only is it vital to obtain consistent estimators, but to also estimate the uncertainty associated with such estimators, the construction of confidence or prediction intervals, and the implementation of hypothesis tests (e.g., Horvàth et al., 2014) . When such inference problems arise in functional time series, a resampling methodology, especially bootstrapping, is an important alternative to standard asymptotic considerations. For independent and and identically distributed (i.i.d.) functional data, we refer to Cuevas et al. (2006) ; McMurry and Politis (2011); Goldsmith et al. (2013) ; Shang (2015) ; Paparoditis and Sapatinas (2016) , in which appropriate sampling from the observed sample is used to mimic sampling from the population. However, for functional time series, the existing temporal dependence between the random elements X t significantly complicates matters, and the bootstrap must be appropriately adapted to be successful.
The development of bootstrap procedures for functional time series has received increasing attention in recent decades. In an early paper, Politis and Romano (1994a) obtained weak convergence results for approximate sums of weakly dependent, Hilbert space-valued random variables in a triangular array setting, validating the bootstrap central limit theorem for the stationary bootstrap. Dehling et al. (2015) also obtained weak convergence results for Hilbert space-valued random variables, which are assumed to be weakly dependent in the sense of nearepoch dependence, showing the consistency of a non-overlapping block bootstrap procedure. Raña et al. (2015) extended the stationary bootstrap procedure of Politis and Romano (1994b) to a functional time series. Ferraty and Vieu (2011) applied a residual-based bootstrap procedure to construct confidence intervals for the regression function in the nonparametric functional regression setting. Franke and Nyarige (2019) proposed a residual-based bootstrap procedure for functional autoregressions (see also Pan and Politis, 2016) . Pilavakis et al. (2019) established some theoretical results for the moving block and the tapered block bootstrap, Shang (2018) applied a maximum entropy bootstrap procedure, and Paparoditis (2018) proposed a sieve bootstrap procedure for functional time series.
In this paper, we build on the developments mentioned above and focus on the problem of constructing prediction intervals or bands for a functional time series. To elaborate, suppose that for every t ∈ Z, the zero mean random elements X t is generated as X t = f (X t−1 , X t−2 , . . .) + ε t , where f : H ∞ → H is some appropriate operator and {ε t } is a zero mean i.i.d. innovation process in H with E ε t 2 < ∞. For simplicity, we write ε t ∼ i.i.d.(0, C ε ), where
is the covariance operator of ε t and ⊗ denotes the tensor operator, defined by (x ⊗ y)(·) = x, · y for x, y ∈ H. Suppose that the model X t = g(X t−1 , X t−2 , . . . , X t−k ) + v t
is used for prediction, where k < n is a fixed integer, g : H k → H is an unknown operator, and v t ∼ i.i.d.(0, C v ). The simple case, where g is known up to a finite dimensional vector of parameters also is included in the above setup. Given the functional time series X 1 , X 2 , . . . , X n , one-step-ahead prediction of X n+1 using model (1) is obtained as X n+1 = g (X n , X n−1 , . . . , X n−k+1 ) ,
where g denotes an estimator of the operator g. Although our approach can be extended to the problem of h-step-ahead prediction for h > 1, in the following and for simplicity, we consider the case of one-step-ahead prediction only (h = 1). The prediction error E n+1 = X n+1 − X n+1
can then be decomposed as
+ f (X n , X n−1 , . . .) − g (X n , X n−1 , . . . , X n−k+1 ) + g (X n , X n−1 , . . . , X n−k+1 ) − g (X n , X n−1 , . . . , X n−k+1 ) = E I,n+1 + E M,n+1 + E E,n+1 , with an obvious notation for E I,n+1 , E M,n+1 and E E,n+1 . Notice that E I,n+1 is the error attributable to the i.i.d. innovation, E M,n+1 is the model specification error, and E E,n+1 is the error attributable to estimation of the unknown operator g used for prediction. Observe that if g is a consistent estimator of g, for instance, if g − g L P → 0, with · L being the operator norm, the estimation error E E,n+1 is asymptotically negligible. On the contrary, the misspecification error E M,n+1 may not vanish asymptotically if the model used for prediction is different to the one generating the data, that is if f = g.
To illustrate this, consider the following example. Suppose that X t is generated according to the FAR(2) model X t = Φ 1 (X t−1 ) + Φ 2 (X t−2 ) + ε t , Φ 2 = 0, while a FAR(1) model X t = R(X t−1 ) + v t is used for prediction, where Φ 1 , Φ 2 , and R are appropriate operators. In general, R = Φ 1 . With R denoting an estimator of R, the prediction error E n+1 can be decomposed as
Notice that the model specification error Φ 1 (X n ) − R(X n ) + Φ 2 (X n−1 ) causes a shift in the conditional distribution of E n+1 given X n due to the term Φ 1 (X n ) − R(X n ) as well as an increase in variability due to the term Φ 2 (X n−1 ).
An appropriate procedure to construct prediction intervals should consider all three aforementioned sources affecting the prediction error and consistently estimate the conditional distribution function
However, and to the best of our knowledge, this issue has not been appropriately explored in the literature. In particular, even in the most studied univariate, real-valued case, it is a common approach to estimate the prediction error distribution by ignoring the model specification error, that is, assuming that the model used for prediction is identical to the one generating the observed time series. Consequently, bootstrap approaches applied in this context use the same model for prediction and to generate the bootstrap pseudo-time series; that is, they ignore the model misspecification error (see Pan and Politis, 2016 , and the references therein and Section 3 for details).
In this paper, we develop a bootstrap procedure to construct prediction intervals for functional time series that appropriately considers all three sources of errors affecting the conditional distribution of E n+1 . The proposed bootstrap approach generates, in a model-free way, pseudoreplicates X 1 , * , X * 2 , . . . , X * n , and X * n+1 of the functional time series at hand that mimic the dependence structure of the underlying functional process. Moreover, the approach ensures that the generated functional pseudo-time series has the same k functions at the end as the functional times series observed; that is, X * t = X t holds for t = n − k + 1, n − k + 2, . . . , n. This is important because, as Equation (3) shows, it is the conditional distribution of E n+1 given X n , X n−1 , . . . , X n−k+1 in which we are interested. These requirements are fulfilled by generating the functional pseudo-elements X 1 , * , X * 2 , . . . , X * n using a backward-in-time vector autoregressive representation of the time-reversed process of scores appearing in the KarhunenLoève representation (see Section 2 for details). Given the model-free, bootstrap-generated functional pseudo-time series X 1 , * , X * 2 , . . . , X * n and X * n+1 , the same model used to obtain the predictor X n+1 = g(X n , . . . , X n−k+1 ), see (2), is then applied, and the pseudo-predictor
Here, g * denotes the same estimator as g but based on the generated bootstrap functional pseudo-time series X * 1 , X * 2 , . . . , X * n . The conditional distribution of the prediction error X n+1 − X n+1 is then estimated using the conditional distribution of the bootstrap prediction error X * n+1 − X * n+1 . We show that the described procedure leads to consistent estimates of the conditional distribution of interest. We also prove consistency of the bootstrap in estimating the conditional distribution of the studentized prediction error process in H. The latter consistency theoretically justifies the use of the proposed bootstrap method in the construction of simultaneous prediction bands that appropriately account for the local variability of the prediction error. Further, we demonstrate by means of simulations and two empirical data applications the good finite sample performance of this bootstrap procedure.
The paper is organized as follows. In Section 2, we state the notation used in this paper and introduce the notion of backward vector autoregressive representations of the time-reversed vector process of scores appearing in the Karhunen-Loève representation. In Section 3, we present the proposed bootstrap procedure and show its asymptotic validity for the construction of pointwise prediction intervals and simultaneous prediction bands. Section 5 investigates the finite sample performance of the proposed bootstrap procedure using simulations, while in Section 6, applications of the new methodology to two real-life data sets are considered.
Conclusions are provided in Section 7. Proofs and auxiliary lemmas are given in Appendix A.
Preliminaries

Setup and Examples of Predictors
Consider a time series X 1 , X 2 , . . . , X n stemming from a stationary, L 2 -M-approximable stochastic process X = {X t , t ∈ Z} with mean E(X t ) = 0 and autocovariance operator C h = E(X t ⊗ X t+h ), h ∈ Z (recall that C h is a Hilbert-Schmidt (HS) operator). The L 2 -m-approximability property implies that ∑ h∈Z C h HS < ∞ and therefore, that the functional process X possesses a continuous and self-adjoint spectral density operator F ω , given by
which is trace class (also see Panaretos and Tavakoli (2013) for a different set of weak dependence conditions on the functional process X). We assume that the eigenvalues ν 1 (ω), ν 2 (ω), . . . , ν m (ω) of the spectral density operator F ω are strictly positive for every ω ∈
Suppose that the one-step-ahead predictor of X n+1 is given by
where k ∈ N, k < n is fixed and determined by the model selected to perform the prediction (see (1)), while g denotes an estimator of the unknown operator g. Based on X n+1 , our aim is to construct a prediction interval for X n+1 . To achieve this, an estimator of the distribution of the prediction error E n+1 = X n+1 − X n+1 is needed. More precisely, we are interested in estimating the conditional distribution
Because we do not want to restrict our considerations to a specific predictor g, many of the predictors applied in the functional time series literature can fit in the above setup. Here, we elaborate on some common examples:
with the Φ j 's being bounded and linear operators Φ j : H → H. This is a case where a functional autoregressive model of order k (FAR(k)) is used to predict X n+1 , see (Kokoszka and Reimherr, 2013b) in which the issue of the selection of the order k is also discussed. Given some estimators Φ j of Φ j , the corresponding predictor is given by g(X n , . . . , X n−k+1 ) = ∑ k j=1 Φ j (X n+1−j ). A special case is the popular FAR(1) model in which it is assumed that X t is generated as X t = Φ(X t−1 ) + ε t with Φ L < 1 and ε t an i.i.d. sequence in H (Bosq, 2000; Bosq and Blanke, 2007) .
vector with the j th component equal to 1 and 0 elsewhere, ξ t is the d-dimensional vector ξ t = ( X t , v j , j = 1, 2, . . . , d) , v j are the orthonormal eigenfunctions corresponding to the d largest eigenvalues of the lag-0 covariance operator C 0 = E(X 0 ⊗ X 0 ), and (D 1 , D 2 , . . . , D k ) are the matrices obtained by the orthogonal projection of ξ t on the space spanned by (ξ t−1 , ξ t−2 , . . . , ξ t−k ). A predictor X n+1 can then be obtained as
. . , k) are the estimated d × d matrices obtained by least squares fitting of a k th order vector autoregression to the time series ξ t , t = 1, 2, . . . , n; (Aue et al., 2015) .
3) Similar to 2), the predictor X n+1 can be obtained as g(X n , . . . , X n−k+1 ) = ∑ d j=1 1 jε n+1,j v j , whereε n+1,j is obtained via a univariate time series forecasting method, based on the estimated residuals ( ε 1,j , . . . , ε n,j ) for each j = 1, . . . , d, (Hyndman and Shang, 2009 ). 4) Let k = 1 and g(X n ) = E(X n+1 |X n ) be the conditional mean function of X n+1 given X n . The corresponding predictor X n+1 in this case is obtained by using a nonparametric estimator of g, for instance, a functional version of the Nadaraya-Watson estimator given
is a kernel function, h > 0 is a smoothing bandwidth, and d(·, ·) is a distance function on H. The corresponding predictor of X n+1 is then given by X n+1 = g h (X n ); (see, e.g., Antoniadis et al., 2006) .
The Time-Reversed Process of Scores
To introduce the proposed bootstrap procedure, it is important to first discuss some properties of the time-reversed process of scores associated with the functional process X.
For m ∈ N, consider the m-dimensional vector process of scores ξ = {ξ t , t ∈ Z}, where ξ t = ( X t , v j , j = 1, 2, . . . , m) . Denote by ξ = { ξ t , t ∈ Z} the time-reversed version of ξ, that is, ξ t = ξ −t for any t ∈ Z. We call ξ and ξ the forward and backward score processes, respectively. The autocovariance structure of both processes is closely related because for any h ∈ Z we have
Thus, properties of the forward score process ξ, which arise from its second-order structure, carry over to the backward process ξ. In particular, the (Hilbert-Schmidt) norm summability of the autocovariance operators C h as well as the assumption that the eigenvalues ν 1 (ω), ν 2 (ω), . . . , ν m (ω) of the spectral density operator F ω are bounded away from zero for all
of the forward process ξ, the m × m spectral density matrix f ξ (ω) = (2π) −1 ∑ h∈Z Γ ξ (h)e −ihω of the backward process ξ is continuous, bounded from above and bounded away from zero from below. These properties of f ξ follow immediately from the corresponding properties of f ξ (see Lemma 2.1 of Paparoditis, 2018) and by taking into account that (6) implies that
Therefore, it follows from Lemma 3.5 of Cheng and Pourahmadi (1993, p. 116) , that both processes-the process ξ and the time-reversed process ξ-obey a so-called vector autoregressive representation. That is, infinite sequences of m × m matrices {A j , j ∈ N} and {B j , j ∈ N} as well as full rank m-dimensional, white noise processes {e t , t ∈ Z} and {v t , t ∈ Z} exist such that the random vectors ξ t and ξ t have, respectively, the following autoregressive representations:
We refer to (7) and (8) as the forward and backward vector autoregressive representations of ξ t and to {e t } and to {v t } as the forward and the backward noise processes. We stress here the fact that representations (7) and (8) should not be confused with that of a linear vector autoregressive process. This is because the noise processes {e t } and {v t } appearing in representations (7) and (8) do not vanish for |z| ≤ 1; that is, A −1 (z) and B −1 (z) exist for all |z| ≤ 1 (see Cheng and Pourahmadi, 1993; Meyer and Kreiss, 2015 , for more details on such vector autoregressive representations of weakly stationary processes). Using reversion in time and, specifically, the property that ξ t = ξ −t , Equation (8) leads to the expression
which also can be written as
for any k ∈ Z. Expression (9) implies that the two white noise innovation processes {e t , t ∈ Z} and {v t , t ∈ Z} are related by
Notice that (10) generalizes to the vector autoregressive case an analogue expression obtained for the univariate autoregressive case by Findley (1986) and Breidt et al. (1995) . Further, and as relation (10) shows, even if ξ t in (7) is a linear process, that is even if {e t } is an i.i.d. innovation process in R m , the white noise innovation process {v t } appearing in the time-reversed version (9) is, in general, not an i.i.d. process.
Bootstrap Prediction Intervals
Bootstrap Procedure
The basic idea of the proposed bootstrap procedure is to generate a functional time series of pseudo-random elements X * 1 , X * 2 , . . . , X * n , and X * n+1 , which appropriately imitate the dependence structure of the functional time series at hand, while satisfying the condition
The above condition is important because, as we have seen, the conditional distribution of
is the one in which we are interested. Motivated by the functional sieve bootstrap proposed by Paparoditis (2018) , to achieve this, we use the KarhunenLoève representation of the random element X t and decompose it in two parts:
Recall that ξ j,t = X t , v j , where v j , j = 1, 2, . . ., are the orthonormal eigenvectors corresponding to the eigenvalues λ 1 > λ 2 > . . ., in descending order, of the lag-0 autocovariance operator C 0 . In decomposition (12), the element X t,m is considered as the main driving part of X t , while the "remainder" U t,m is treated as a white noise component. Now, to generate the functional pseudo-time series X * 1 , X * 2 , . . . , X * n , we first bootstrap the m-dimensional time series of scores by using the backward vector autoregressive representation (9). Using the backward representation allows for the generation of a pseudo-time series of scores ξ * 1 , ξ * 2 , . . . , ξ * n , which satisfies the
. . , n. This is important to ensure that the bootstrap-generated time series X * 1 , X * 2 , . . . , X * n fulfills the requirement (11). The backwards-intime-generated pseudo-time series of scores ξ * 1 , ξ * 2 , . . . , ξ * n can then be transformed to pseudoreplicates of the main driving part X t,m by using the equation
by constructing ξ * t = ξ t when t = n, n − 1, . . . , n − k + 1, we have that X * t,m = X t,m and, consequently, we can set X * t = X t for the same set of time indices. Adding to the generated X * t,m for the remaining indices t = n − k, n − k − 1, . . . , 1, an appropriately resampled functional noise U * t,m , leads to functional pseudo replicates X * 1 , X * 2 , . . . , X * n−k . As a result, a functional pseudo-time series X * 1 , X * 2 , . . . , X * n can be obtained that imitates the dependence structure of X 1 , X 2 , . . . , X n while satisfying (11). Clearly, implementation of the above idea requires estimation of the scores ξ j,t = X t , v j and of the eigenvectors v j because these quantities are unknown (see Section 3.2 for details).
Before proceeding with a description of the algorithm implementing the above bootstrap idea, we illustrate its capability using a data example. Figure 1 shows the monthly sea surface temperatures for the last three years (analyzed in Section 6) together with 1,000 bootstrap replications obtained when k = 1 and using the bootstrap algorithm described in Section 3.2.
Notice the asymmetric features of the time series paths generated as well as the fact that all 1,000 bootstrap samples displayed pass through the same final curve. That is, all generated bootstrap functional time series satisfy condition (11), which for the case k = 1 reduces to X * n = X n .
Bootstrap Algorithm
We now proceed with a detailed description of the bootstrap algorithm used to generate the functional pseudo-time series X * 1 , X * 2 , . . . , X * n and X * n+1 . In the following algorithm, Steps 1 to 3 concern the generation of the future pseudo-element X * n+1 , while Steps 4 to 6 involve the generation of X * 1 , . . . , X * n .
Step 1: Center the observed functional time series by calculating Step 2: Select integers m and p, where m is the truncation number in (12) and p the order used to approximate the infinite-order vector autoregressive representations (7) and (8).
Denote by ( ξ 1 , ξ 2 , . . . , ξ n ) the estimated m-dimensional vector of scores; that is,
where v j , j = 1, 2, . . . , m are the estimated (up to a sign) orthonormal eigenfunctions corresponding to the m largest estimated eigenvalues of the lag-0 sample autocovariance
Step 3: Fit a VAR(p) process to the "forward" series of estimated scores; that is,
with e t being the residuals. Generate
where the second sum is zero if p ≤ k and e * n+1 is i.i.d. resampled from the set of centered residuals { e t − e n , t = p + 1, p + 2, . . . , n}, e n = (n − p) −1 ∑ n t=p+1 e t . Notice that the pseudo-scores ξ * n+1−l appearing in the second sum in the above displayed equation are those generated in Step 5 bellow. Calculate
Recall that 1 j denotes the d-dimensional vector with the j th component equal to 1 and 0 elsewhere.
, where we set ξ * t = ξ t for t ≤ n and e * n+l are i.i.d. generated as e * n+1 .
Step 4: Fit a VAR(p) process to the "backward" series of estimated scores; that is,
Step 5: Generate a pseudo-time series of the scores {ξ * 1 , ξ * 2 , . . . , ξ * n } by setting
and using the backward vector autoregression
Here v * 1 , v * 2 , . . . , v * n−k are obtained as (see (10))
with
and where the e * t are i.i.d.
resampled as in Step 3.
Step 6: Generate a pseudo-functional time series {X * 1 , X * 2 , . . . , X * n } as follows. For t = n, n − 1, . . . , n − k + 1 set 
Here, the U * t,m are i.i.d. pseudo-elements resampled as in Step 3.
Step 7: Using (X * 1 , X * 2 , . . . , X * n ), fit the "model" applied to perform the prediction X n+1
and calculate the pseudo-predictor
where g * is the same estimator as g but obtained using the pseudo-time series X * 1 , X * 2 , . . . , X * n .
Step 8: Use the distribution of E * n+1 = X * n+1 − X * n+1 to approximate the conditional
Before investigating the theoretical properties of the above bootstrap procedure and its practical use for the construction of prediction intervals and prediction bands, some remarks are in order.
Notice that X * n+1 in
Step 3 is generated in a model-free way, while the estimated model g * is only used for obtaining the pseudo-predictor X * n+1 . In this way the pseudo-error X * n+1 − X * n+1
imitates not only the innovation and estimation errors affecting the prediction error X n+1 − X n+1 but also the error arising from possible model misspecification. In Steps 4 and 5, the backward vector autoregressive representation is used to generate the pseudo-time series of scores ξ * t , t = 1, 2, . . . , n, where this time series satisfies the condition ξ * t = ξ t for t = n − k + 1, n − k + 2, . . . , n. This enables the generation of a functional pseudo-time series X * 1 , X * 2 , . . . , X * n in Step 6, satisfying requirement (11). A problem occurs when p > k, that is, when the autoregressive order used is larger than the number of past functional observations involved in calculating the predictor X n+1 . In this case and to appropriately run the backward vector autoregression, the time series of scores must be extended with the p − k "missing" scores, that is, with the scores
This particular problem is solved in Step 3 by generating the pseudo-scores ξ * n+1 , for l = 1, 2, . . . , n + p − k.
Bootstrap Validity
We establish consistency of the proposed bootstrap procedure in approximating the conditional error distribution (5) of interest. Regarding the underlying class of functional processes, we assume throughout this paper that X is a purely non-deterministic, mean square continuous, and L 4 -M approximable. The mean square continuity of the process X implies that its mean and covariance functions are continuous. For simplicity of notation, we assume that
The L 4 -M approximability property allows for a weak dependence structure of the underlying functional process, which covers a wide range of commonly used functional time series models, including functional linear processes and functional autoregressive conditional heteroscedasticity process (see Hörmann and Kokoszka, 2010 , for details).
Because we condition on the last k observations, in what follows, all asymptotic results are derived under the assumption that we have observed a functional time series X s , X s+1 , . . . , X n in which we view n as fixed and allow s → −∞. This is also the meaning of the statement "as n → ∞ " used in all derivations and asymptotic considerations in the sequel. Some conditions regarding the underlying process X and the behavior of the bootstrap parameters m and p as well as the estimates g and g * used are first imposed. Notice that to achieve bootstrap consistency, it is necessary to allow not only for the order p of the fitted autoregression but also for the dimension m of the number of principal components used to increase to infinity with the sample size. This is required to enable the bootstrap to appropriately capture both the entire temporal dependence structure of the vector process of scores and the infinite dimensional structure of the prediction error E n+1 .
Assumption 1:
(i) The autocovariance operator C h of X satisfies ∑ h∈Z |h| C h HS < ∞.
(ii) For all ω ∈ [0, π], the spectral density operator F ω is of full rank, that is, kern(F ω ) = 0 and the eigenvalues λ j of the full rank covariance operator C 0 (in descending order)
Assumption 2: The sequences p = p(n) and m = m(n) satisfy p → ∞ and m → ∞, as
, where A F denotes the Frobenius norm of the matrix A, A j,p , j = 1, 2, . . . , p are the same estimators as A j,p , j = 1, 2, . . . , p, but based on the time series of true scores ξ 1 , ξ 2 , . . . , ξ n and (A 1,p , A 2,p , . . . , A p,p ) are the coefficient matrices of the best (in the mean square sense) linear predictor of ξ t based on the finite past ξ t−1 , ξ t−2 , . . . , ξ t−p .
Assumption 3:
The estimators g and g * converge to the same limit g 0 ; that is, g − g 0 L = o P (1) and g * − g 0 L = o P (1), where · L denotes the operator norm.
Some comments on the above assumptions are in order. Assumptions 1(i) implies that F ω is a continuously differentiable function of the frequency ω. Allowing for the number of m principal components used to increase to infinity makes the asymptotic analysis for establishing bootstrap validity relatively involved. This is because the rate of increase of m to infinity should take into account the fact that the bootstrap procedure is based on the estimated instead the actual time series of scores, and that the dimension and the order of the fitted vector autoregression increases to infinity as n increases to infinity. Further, the positive lower bound of the spectral density matrix f ξ (ω) of the scores approaches zero as the dimension m of the vector ξ t increases. This is true because the eigenvalues ν j (ω) of the trace class spectral density operator F ω , approach zero as j → ∞ for all ω ∈ [0, π]. Assumption 2 summarizes the technical conditions needed for the rate at which m and p increase to infinity with n in order to balance these different effects on the asymptotic consistency of the bootstrap.
Given that we do not focus on a specific predictor, Assumption 3 is necessarily a high-level type assumption. It requires that the estimator g * , which is based on the bootstrap pseudo-time series X * 1 , X * 2 , . . . , X * n , converges in the operator norm, to the same limit g 0 as the estimator g based on the time series X 1 , X 2 , . . . , X n . Notice that Assumption 3 can only be verified in a case-by-case investigation and for a specific operator g at hand and with its particular estimators g and g * , respectively, used to perform the prediction.
To elaborate, consider the following example. Suppose that a FAR(1) model X t = Φ(X t−1 ) + ε t is used in equations (4) and (13) to obtain the predictors X n+1 and X * n+1 , respectively. A common estimator of Φ based on an approximative solution of the Yule-Walker-type equation
where M is some integer referring to the number of functional principal components included in the estimation of Φ (Bosq, 2000; Hörmann and Kokoszka, 2012) . Notice that in this example,
where the limiting operator g 0 is given by
Here, C 1,M (·) = E X t,M , · X t+1,M is an approximation of the lag-1 autocovariance operator C 1 (see Equation (12) 13, for details). Similarly, it is not difficult to show that the same convergence also is true for the bootstrap estimator g * 0 , that is,
However, if interest is focused on consistently estimating the operator Φ, then, from an asymptotic perspective, the number M of functional principal components used in approximating the inverse of the operator C 0 and that are involved in the estimator Φ M has to increase at an appropriate rate to infinity as n goes to infinity. In this case, it is well known that under certain regularity conditions, we obtain Bosq, 2000, Theorem 8.7) . That is, in this case g 0 = Φ, and this limit is different from the one given in (15). In such a case, and for the estimator g * to also converge to the same limit, additional investigations are needed since the technical derivations are more involved compared to the case of a fixed M; (see Paparoditis, 2018 , for these types of asymptotic considerations).
Before stating our first consistency result, we fix some additional notation. Let X n,k = (X n , X n−1 , . . . , X n−k+1 ), and denote by C E and C * E the conditional covariance operators of the random elements E n+1 and E * n+1 , respectively, given X n,k . That is, C E = E E n+1 ⊗ E n+1 |X n,k and
where c E and c * E denote the kernels of the conditional covariance (integral) operators C E and C * E , respectively. Denote by L X n,k (E n+1 ) the conditional distribution E n+1 X n,k , and by L X n,k (E * n+1 |X 1 , X 2 , . . . , X n ) the conditional distribution E * n+1 |X n,k , given the observed functional time series X 1 , X 2 , . . . , X n . The following theorem establishes consistency of the bootstrap procedure in estimating the conditional distribution of interest.
Theorem 3.1 Suppose that Assumptions 1, 2, and 3 are satisfied. Then,
where d is any metric metricizing weak convergence on H.
The above result, together with the continuous mapping theorem, allows for the use of the conditional distribution of E * n+1 (τ) to construct pointwise prediction intervals for X n+1 (τ) or for the use of the conditional distribution of sup τ∈[0,1] |E * n+1 (τ)| to construct prediction bands for X n+1 . However, the latter prediction bands will have the same width for all values of τ ∈ [0, 1] because they will not appropriately reflect the local variability of the prediction error E n+1 (τ).
One way to take this variability into account is to use the studentized conditional distribution of the prediction error, that is to consider the process {E n+1 (τ)/σ n+1 (τ), τ ∈ [0, 1]} on H to construct prediction bands. However, in this case, and additional to the weak convergence of E * n+1 to E n+1 on H, establishing bootstrap consistency requires the uniform (over τ ∈ [0, 1]) convergence of the conditional variance of the prediction error σ * 2 n+1 (τ) against σ 2 n+1 (τ). This will allow for the proposed bootstrap procedure to appropriately approximate the random behavior of the studentized process {E n+1 (τ)/σ n+1 (τ), τ ∈ [0, 1]} on H. To achieve such a uniform consistency of bootstrap estimates, some additional conditions compared to those stated in the previous Assumptions 2 and 3 are needed. The following is the modification of Assumption 2 needed.
Assumption 2 :
The sequences m = m(n) and p = p(n) satisfy Assumptions 2 (i), (iii), and
Our next assumption imposes additional conditions to those made in Assumption 3 on the consistency properties of the estimators g and g * .
Assumption 3 :
The estimators g(x) and g * (x) converge to the same limit g 0 (x) for every
2 → 0 in probability. We can now establish the next theorem, which states the desired weak convergence of L X n,k (E * n+1 ) given X 1 , X 2 , . . . , X n , as well as the uniform convergence of the conditional variance function σ * 2 n+1 (·) of the bootstrap prediction error.
Theorem 3.2 Suppose that Assumption 1, 2 and 3 are satisfied. Then, additional to assertion (16) of Theorem 3.1, the following also is true:
Theorem 3.2 and Slutsky's theorem theoretically justify the use of the bootstrap process
As the following corollary shows, this property of the bootstrap can successfully be used for the construction of simultaneous prediction bands for X n+1 that appropriately account for the local variability of the prediction error distribution.
Corollary 3.1 Suppose that the assumptions of Theorem 3.2 are satisfied.
in probability, where P * (A) denotes the probability of the event A given the functional time series X 1 , X 2 , . . . , X n .
Practical Construction of Prediction Intervals
As mentioned, the theoretical results of the previous section allow for the use of the quantiles of the distribution of E * n+1 (τ) or of V * n+1 (τ) to construct pointwise prediction intervals for X n+1 (τ) or simultaneous prediction bands for {X n+1 (τ), τ ∈ 
. . , B, can then be used to estimate the unknown conditional distributions of E * n+1 (τ) and of V * n+1 (τ). More specifically, consider the important case in which each X t has been observed on a finite grid of points τ 1 , τ 2 , . . . , τ J in [0, 1] and that we have Monte Carlo estimates of the quantiles of the conditional distribution of E * n+1 (τ j ), say c * α/2 (τ j ) and c * 1−α/2 (τ j ); that is,
where 1 − α denotes the desired nominal coverage level. We can then construct a pointwise prediction interval for X n+1 (τ j ) as
Pointwise prediction intervals can also be constructed using the bootstrap studentized prediction error V * n+1 (τ j ); that is,
where τ * α/2 (τ j ) and τ * 1−α/2 (τ j ) are the corresponding quantiles of V * n+1 (τ j ); that is,
The corresponding bootstrap simultaneous prediction band can then be calculated as follows.
and denote by M * n,1−α the 1 − α quantile of the distribution of M * n , which can be estimated via Monte Carlo. A simultaneous (1 − α)100% prediction interval for X n+1 over the grid of time points τ j , j = 1, 2, . . . , J is then given by
Note that by the theoretical results established in Section 3, all previously discussed prediction intervals achieve (asymptotically) the desired coverage probability.
Simulations
Choice of Tuning Parameters
Implementation of the proposed bootstrap procedure requires the choices of two tuning parameters: the VAR order p and the number m of functional principal components used. Several approaches have been proposed in the literature to select these parameters (see Paparoditis, 2018 , for a discussion). To simplify calculations, in this paper, we apply simple and commonly used procedures to select these parameters. The number m of functional principal components is selected using the ratio of the total variance explained by the m principal components to the total variance of the random element X t . A standard rule is then used in this context, where m is selected as the smallest positive integer for which the empirical variance ratio satisfies
Here λ s denotes the s th estimated eigenvalue of the sample lag-0 covariance operator C 0 , and Q is a pre-determined value, with Q = 0.85 being a common choice (see, e.g., Hörmann and Kokoszka, 2012, p.41) . Once the dimension m of the score vector has been selected, the order p of the fitted VAR model is chosen using the corrected Akaike information criterion (Hurvich and Tsai, 1993) , that is, by minimizing
over a range of values of p. Here Σ e,p = n −1 ∑ n t=p+1 e t,p e t,p and e t,p are the residuals obtained by fitting a VAR(p) model (see also
Step 3 of the bootstrap algorithm).
Simulation Study
We utilize Monte Carlo methods to investigate the finite sample performance of the proposed bootstrap procedure. The final goal of our simulation study is to evaluate the interval forecast accuracy of the bootstrap prediction intervals under both regimes, that is, when the model used for prediction coincides with the model generating the data and when this is not the case. To this end, we use a FAR(1) model for prediction. At the same time, we consider a data generating process, which allows us to investigate the behavior of the bootstrap method under the two regimes mentioned above. In particular, we generate functional time series X 1 , X 2 , . . . , X n according to (18), the data are generated by a FAR(1) model, while for b = 0.4, the data generating process follows a FAR(2) model, which is stationary because Ψ L + |b| < 1. We consider four sample sizes: n = 100, 200, 400, and 800. Using the first 80% of the data as the initial training sample, we compute a one-step-ahead prediction interval. Then,
we increase the training sample by one and compute the one-step-ahead prediction interval again. This procedure continues until the training sample reaches the sample size. With 20% of the data as the testing sample, we compute the interval forecast accuracy of the one-step-ahead prediction using the FAR(1) model.
Evaluation Criteria of the Interval Forecast Accuracy
To measure the interval forecast accuracy, we consider the coverage probability difference (CPD) between the nominal coverage probability and empirical coverage probability and the interval score criterion of Gneiting and Raftery (2007) . The pointwise and uniform empirical coverage probabilities are defined as
where n test denotes the number of curves in the forecasting period, J denotes the number of discretized data points, X ub η and X lb η denote the upper and lower bounds of the corresponding prediction interval, and 1{·} is the indicator function. The pointwise and uniform CPDs are defined as
CPD uniform = |Uniform empirical coverage − Nominal coverage| .
The smaller the CPD value, the better the performance of the forecasting method.
Another criterion for assessing pointwise interval forecast accuracy is the mean interval score introduced by Gneiting and Raftery (2007) . The mean interval score, denoted by S α , combines both CPD and half-width of pointwise prediction interval and it is defined as
where α denotes the level of coverage, customarily α = 0.2 corresponding to 80% prediction interval and α = 0.05 corresponding to 95% prediction interval. The optimal interval score is achieved when X η (τ j ) lies between X lb η (τ j ) and X ub η (τ j ), with the distance between the upper bound and lower bounds being minimal.
Simulation Results
As mentioned, throughout the simulations we use an estimated FAR(1) model to perform the prediction. The FAR(1) model is given by Y t = Φ(Y t−1 ) + t , where Y t = X t − µ. Based on the centered functional time series X 1 , −X n , X 2 − X n , . . . , X n − X n , the lag-0 and lag-1 autocovariance operators C 0 and C 1 , respectively, are estimated, and a regularized Yule-Walker-type estimator Φ of Φ is obtained (see also (14)). The corresponding predictor of X n+1 is then given by X n+1 = X n + Φ(X n − X n ). Table 1 , which presents results based on 1, 000 replications (i.e., a pseudo-random seed for each replication) and B = 1, 000 bootstrap repetitions, summarizes the finite sample performance of the proposed bootstrap method to construct pointwise prediction intervals and simultaneous prediction bands.
From this table some interesting observations can be made. First of all, the empirical coverage Table 1 : Empirical performance of the bootstrap prediction intervals and bands using the FAR(1) model to perform one-step-ahead predictions.
Nominal n = 100 n = 200 n = 400 n = 800 coverage Criterion of the prediction intervals is good, even for the small sample sizes considered, and improves considerably as the sample size increases, moving quite close to the desired nominal coverage. This is true for both the pointwise prediction intervals and the simultaneous prediction bands considered and for both coverage levels used in the simulation study. Further, the S α values are systematically larger for b = 0.4 than for b = 0. As discussed in the introduction, this expected result is attributable to the fact that the model misspecification error occurring for b = 0.4, also causes an increase in the variability of the prediction error distribution, leading to prediction intervals that are wider than those for b = 0.
Empirical Data Analysis
For the two real-life data sets analyzed in this section we consider prediction using the FAR (1) model and the nonparametric forecasting method (NFR). The latter method is based on nonparametric estimation of the lag-1 conditional mean function g(X n ) = E(X n+1 |X n ) (also see Section 2.1). Recall that g(X n ) is the best predictor of X n+1 based on X n , and that a data-driven estimation of g can be obtained using different nonparametric smoothing techniques. We refer to the functional Nadarya-Watson estimator (see, e.g., Masry, 2005; Ferraty and Vieu, 2006) , the functional local linear estimator, Berlinet et al. (2011) , the functional k-nearest neighbor estimator, Kudraszow and Vieu (2013) , and the distance-based local linear estimator Boj et al. (2010) , to name a few. Throughout the simulations, we use the Nadaraya-Watson estimator, which leads to the predictor X n+1 = g(X n ) and where g is given by
In the above expression, K(·) is the Gaussian kernel and h is bandwidth, which in our calculations has been obtained using a generalized cross-validation procedure.
In addition to the construction of prediction intervals, we also demonstrate how the proposed bootstrap method can be used to select the prediction method that performs best based on a userspecified criterion. In particular, as we have seen, the future random element X * n+1 is generated in a model-free way, so that the bootstrap prediction error X * n+1 − X * n+1 correctly imitates (asymptotically) the entire behavior of the prediction error X n+1 − X n+1 , including the (possible) misspecification error arising from the particular model/method used to perform the prediction.
Thus, using some loss L( X n+1 , X n+1 ) and based on the behavior of the corresponding bootstrap loss L( X * n+1 , X * n+1 ), the proposed bootstrap procedure can also be used to select the prediction method that performs better. In the following, we demonstrate such an application of the bootstrap in selecting between the FAR(1) and the NFR methods using the behavior of the bootstrap mean square prediction error E * ( X * n+1 (τ j ) − X * n+1 (τ j )) 2 , j = 1, 2, . . . , J, calculated for the two aforementioned competitive methods.
Monthly Sea Surface Temperature Data Set
Let us consider the monthly sea surface temperatures from January 1950 to December 2018 available online at https://www.cpc.ncep.noaa.gov/data/indices/ersst5.nino.mth.81-10.
ascii. These averaged sea surface temperatures were measured by moored buoys in the "Niño Applying the proposed bootstrap procedure and the two compared forecasting methods, we generate a set of B = 1, 000 bootstrap one-step-ahead prediction error curves X * n+1 − X * n+1 .
These are presented in the left panel of Figure 3 for the FAR(1) predictor and in the right panel of the same figure for the NFR predictor.
In Figure 4 , we present the bootstrap estimates of mean square error E( X n+1 (τ j ) − X n+1 (τ j )) 2 , j = 1, 2, . . . , J of the two prediction methods. As can clearly be seen in this figure, the mean square error produced by the NFR method is uniformly (over all points τ 1 , τ 2 , . . . , τ J ) smaller than the corresponding mean square prediction error produced using the FAR(1) method. Thus, for this functional time series, the use of the NFR method to perform the one step ahead prediction is recommended. The corresponding pointwise predictions intervals and simultaneous 
Intraday PM 10 Data Set
We analyze the half-hourly measurements of the concentration of particulate matter with an aerodynamic diameter of less than 10um in ambient air taken in Graz, Austria, from October 1, 2010 to March 31, 2011. We convert N = 8, 736 discrete univariate time series points into n = 182 daily curves. A univariate time series display of intraday pollution curves is given in Figure 5a , with the same data shown in Figure 5b as a time series of functions.
Using the bootstrap procedure, we generate B = 1, 000 functional pseudo-time series, and we apply the FAR(1) and the NFR forecasting methods to obtain a set of one-step-ahead prediction error curves. These are displayed in Figure 6 . In the left panel of Figure 7 , we show the bootstrap estimates of the mean square prediction error E( X n+1 (τ j ) − X n+1 (τ j )) 2 , j = 1, 2, . . . , J, obtained using the FAR(1) and NFR methods. As this figure shows, neither of the two methods is uniformly (i.e., over all points τ j ∈ [0, 1]) better, with the FAR(1) method having an advantage.
In particular, the root mean square error (RMSE) of the FAR(1) method is 1.451 compared with 2.054 of the NFR method. Therefore, we apply the FAR(1) method to perform the prediction for forecasts by increasing the training sample by one curve each time. We iterate this procedure until the training sample contains all the observed data. In this way, we construct 60 one-stepahead forecasts, enabling us to assess the forecast accuracy of the FAR(1) method. The results obtained are shown in Table 2 . As seen in Table 2 , the FAR(1) prediction performs well, and the proposed bootstrap method produces pointwise prediction intervals and simultaneous prediction bands, the empirical coverages of which are close to the desired nominal levels.
Conclusions
We have presented a novel bootstrap method for the construction of pointwise or simultaneous prediction intervals for a functional time series. Our method generates, in a model-free way, future functional pseudo-random elements that allow for valid estimation of the conditional distribution of the prediction error that a user-selected prediction method produces. The obtained bootstrap estimates of the prediction error distribution consider not only the innovation and the estimation errors associated with prediction but also the error arising from a different model being used for prediction than the one generating the observed functional time series.
Theoretical results were presented to justify the use of the proposed bootstrap method in constructing pointwise prediction intervals and simultaneous prediction bands that appropriately consider the local variability of the conditional distribution of the prediction error. 
Appendix A Proofs
Recall that
, with e + n+1 i.i.d. resampled from the set { e t − e n , t = p + 1, p + 2, . . . , n}, e n = (n − p) −1 ∑ n t=p+1 e t , and e t = ξ t − ∑ p j=1 A j,p ξ t−j , t = p + 1, p + 2, . . . , n, are the residuals obtained from an autoregressive fit based on the true scores ξ 1 , ξ 2 , . . . , ξ n . To simplify notation
We first state the following lemma.
. If Assumption 1 and 2 are satisfied, then,
If Assumption 1 and 2' are satisfied, then
Proof: Let Ψ j,p , Ψ j,p and Ψ j,p , j = 1, 2, . . . , be the coefficient matrices in the power series expansions of the inverse matrix polynomial
A j,p z j ) −1 , respectively, for |z| ≤ 1, where I m is the m × m unit matrix. Set Ψ 0,p = Ψ 0,p = Ψ 0,p = I m and let Σ e = E(e t,p e t,p ), Σ e = E( e t,p e t,p ) and Σ e = E( e t,p e t,p ). Since
the assertion of the lemma follows using the same arguments as in the proof of Lemma 6.5 of Paparoditis (2018) and the bounds
, obtained in the aforementioned paper.
Proof of Theorem 3.1: Recall the notation X n,k = (X n−k+1 , X n−k+2 , . . . , X n ). Observe that
where the last equality follows by Assumption 3 and the fact that X n,k 2 = O P (1), since X n−k+1 , X n−k+2 , . . . , X n are treated as fixed values. Thus
and by Slutsky's theorem, it suffices to show that
Assertion (19) follows if we show that, 
with an obvious notation for T j,n , j = 1, 2, 3. We have using A p − Finally, for the the last term on the right hand side of (20), E e * n+1 − e + n+1 2 2 → 0 in probability, follows as in the proof of Lemma 6.7 in Paparoditis (2018) .
Assertion (iii) follows from Markov's inequality and the fact that E * U * 
Proof of Theorem 3.2:
We only give the proof of assertion (17) since the weak convergence of the conditional distribution of E * n+1 X n,k to the corresponding conditional distribution of E n+1 X n,k , has been given under weaker assumptions in the proof of Theorem 3.1. We have
+ 2 E * X * n+1 (τ) g * (X n,k )(τ) − g 0 (X n,k )(τ) + 2 EX n+1 (τ) g(X n,k )(τ) − g 0 (X n,k )(τ)
Since sup τ∈ [0, 1] E * (X * n+1 (τ)) 2 = sup τ∈ [0, 1] c(τ, τ) = O P (1) and sup τ∈ [0, 1] E(X n+1 (τ)) 2 = sup τ∈ [0, 1] c(τ, τ) < ∞, by the continuity of the kernel c, we get using Caushy-Schwarz's inequality and Assump-after evaluating the squared term and substituting ξ j,t = X t , v j the bound
