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Sensory organs are filters: they use some of the information that impinges on them, and block the rest. The most aggressive filtering occurs very early. The optical components of the eye and the photoreceptors of the retina, for example, together ensure that the human visual system normally responds only to light of wavelengths from 400-700nm. Equivalent constraints confine the kinds of signals that are handled by other sensory systems. Even though much raw information is discarded by the initial transduction stage that converts visual, auditory or other sensory signals into activity in the nervous system, a tremendous amount is admitted -far more than the brain can deal with.
Consider what happens in the visual system. There are about 6 million cone photoreceptors in the human eye, each of which provides a point sample of the retinal image. But the optic nerve, through which all signals are conveyed from the eye to the brain, contains only 1.25 million nerve fibers, each of which can carry less information than a single cone. This loss of information in the eye is not necessarily troublesome: the retinal image, like most sensory signals, is redundant, and one part of the image can to some extent be predicted from the structure of nearby parts, but for adequate prediction the right information has to be preserved.
The visual system, like other sensory systems, therefore needs selective filters designed to transmit the important structure in natural signals. Although such a set of linear filters helps represent the image efficiently, the complex structure of most natural scenes ensures that activity in different filters will still be substantially correlated. Real simple cells seem to possess additional, nonlinear mechanisms that can act to reduce the statistical dependence among their responses to natural images.
A simple cell has what is essentially a divisive gain control, which automatically regulates the rate at which spikes are generated, according to the contrast signal accumulated from its receptive field. This gain control is driven, not just by the individual simple cell, but by signals gathered from a pool of other cells that have receptive fields nearby. The greater the activity in this pool of neurons, the more the simple cell's gain is reduced. As the pool contains neurons that are tuned to a range of spatial frequencies and orientations and positions, the aggregate gain controlling signal tends to be more broadly tuned than the signal that arises in the receptive field, and is accumulated from a larger region of visual field.
The gain-controlling machinery does not excite the cell directly, but as its signal is gathered from an area larger than the receptive field, part of it can be explored in the surrounding region. This 'silent surround' has been known for a long time, but only recently has it become clear how it works, and that it might be important for the efficient representation of images. The surround and the receptive field proper tend to prefer the same visual stimuli, so the surround most reduces the gain of the response when the cell's preferred stimulus covers both it and the receptive field. The visual system does indeed possess neurons with highlyselective receptive fields -for example, cells that respond best to stimuli of a particular structure moving across their receptive fields in specified directions at particular speeds. In lower animals, sharply selective cells can be prominent even in the retina, but in higher mammals they are seldom seen at a lower level than the cortex, reflecting the general principle that the more complex the sensory analysis of which an animal is capable, the more likely it is to be deferred to cortex.
Some complexity is present even in primary visual cortex. Although only a small step away from a simple cell, the complex cell has distinctively different properties that highlight important general issues. First, it is not obvious what image features the complex cell is designed to detect. It responds to contrast power in the image, in certain orientations and within a certain band of spatial frequencies; its receptive field is not well suited to identifying edges, or the sorts of image structure we normally think of as a feature. It is better suited to conveying information about the general structure of surfaces, as coarse or fine-textured, or having characteristic material properties. The complex cell's sensitivity to contrast power also makes it potentially useful in encoding image movement in contextssuch as optic flow arising from self-motion -where it might not be important to know what in the image is moving. Similarly, the complex cell can be well-suited to encoding position in depth, providing a signal about where an object is without necessarily indicating what the object is. Second, in discovering particular kinds of structure in the image, complex cells irretrievably discard information about its other attributes. To the extent that these discarded attributes are important for the overall representation of the image, parallel machinery must exist to detect them. We know generally how this machinery is organized, though the details are enigmatic.
In the first visual cortical area, where simple cells and complex cells arise, there are few signs of other major types of cell that might be selective for more specialized image features. Indeed, to the extent that other distinct kinds of cell can be identified at all in primary visual cortex, they seem to be organized for handling information about color, and have receptive fields that are less selective than those of simple cells. Detectors for more specialized image features must emerge in higher cortical areas to which primary cortex transmits information, and their receptive fields must be constructed from signals delivered by simple cells and complex cells.
The gross organization of visual cortical areas and relationships among them are well established, principally through anatomical work. Each holds a two-dimensional map of the retinal surface. The map is distorted, though preserves the topology. The multiple areas are organized hierarchically with generally more than one at each level, so as we ascend the hierarchy we might expect to encounter neurons with receptive fields of increasing specificity and complexity. It has been surprisingly difficult to evaluate this idea.
The physiologist who explores receptive fields in higher visual areas has little guidance about what to expect. As a result, a receptive field is generally characterized using one of two approaches: by delivering standard stimuli, such as sinusoidal gratings, which under the right conditions permit powerful inferences about the underlying receptive field structure; or by using a repertory of perhaps richly structured patterns, some of which might contain the feature(s) to which the receptive field is tuned. Both approaches suggest that neurons in higher areas have more exacting stimulus requirements than those in early cortex, but neither approach has yet revealed much about the essential differences among areas or the principles used to analyze the image.
As we learn more about the statistical structure of the visual world, and about the aspects of it that are most important to different animals, we can expect more sharply guided physiological explorations to reveal the details of the successive stages of image analysis.
