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Abstract
This paper is concerned with the existence of solutions for the boundary value problem
{
−(|u′|p−2u′)′ + ε|u|p−2u = ∇F(t, u), in (0, T ),
((|u′|p−2u′)(0),−(|u′|p−2u′)(T )) ∈ ∂j (u(0), u(T )),
where ε  0, p ∈ (1,∞) are fixed, j :RN × RN → (−∞,+∞] is a proper, convex and lower
semicontinuous function and F : (0, T )×RN → R is a Carathéodory mapping, continuously differ-
entiable with respect to the second variable and satisfies some usual growth conditions. Our approach
is a variational one and relies on Szulkin’s critical point theory [A. Szulkin, Minimax principles for
lower semicontinuous functions and applications to nonlinear boundary value problems, Ann. Inst.
H. Poincaré Anal. Non Linéaire 3 (1986) 77–109]. We obtain the existence of solutions in a coer-
cive case as well as the existence of nontrivial solutions when the corresponding Euler–Lagrange
functional has a “mountain pass” geometry.
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1. Introduction
Let hp :RN → RN be the homeomorphism defined by hp(x) = |x|p−2x, ∀x ∈ RN,
where p ∈ (1,∞) is fixed. For a given function j :RN × RN → (−∞,+∞] proper (i.e.,
D(j) := {z ∈ RN × RN : j (z) < +∞} = ∅), convex and lower semicontinuous (in short,
l.s.c.), we consider the boundary value problem
−[hp(u′)]′ + εhp(u) = ∇F(t, u), in (0, T ), (1.1)(
hp(u
′)(0),−hp(u′)(T )
) ∈ ∂j(u(0), u(T )), (1.2)
where ε  0 is a constant and F : (0, T )×RN → R is a Carathéodory mapping, such that:
(H1) F (t, ·) is continuously differentiable, for a.e. t ∈ (0, T ).
Here ∇F(t, x) stands for the gradient of F(t, ·) at x ∈ RN and ∂j denotes the subdif-
ferential of j in the sense of convex analysis.
In this paper we are concerned with the existence of solutions for problem (1.1), (1.2)
under the following additional hypotheses on F :
(H2) F (·,0) ∈ L1(0, T );
(H3) for each ρ > 0 there is some αρ ∈ L1(0, T ) such that∣∣∇F(t, x)∣∣ αρ(t), for a.e. t ∈ (0, T ), ∀x ∈ RN with |x| ρ, (1.3)
where | · | stands for the Euclidean norm on RN .
By a solution of the differential system (1.1) we will understand a function u : [0, T ] →
R
N of class C1 with hp(u′) absolutely continuous, which satisfies the equality in (1.1) a.e.
on (0, T ).
Existence results for various differential systems involving the ordinary vector p-
Laplacian [hp(u′)]′ associated with classical boundary conditions, such as Dirichlet, Neu-
mann and periodic, have been obtained in recent time. See, for example, [4,13–16] and
references therein. We note that the nonlinear multivalued boundary condition (1.2) in-
cludes as particular cases the above mentioned classical boundary conditions; these are
obtained by appropriate choices of j (see, e.g., Chapter 2 in [11]). Recently, Gasinski and
Papageorgiou [9] extended a result of Mawhin [15] concerning a Hartman type condition
for the periodic problem to the case of a nonpotential system of differential inclusions with
ordinary vector p-Laplacian, p  2, subjected to a boundary condition of type (1.2) with
a general maximal monotone mapping instead of ∂j . We also recall that earlier works deal
with differential equations with boundary conditions of type (1.2). In this respect, let us re-
mark that Section 5.2 in [3] is devoted to the study of second-order multivalued equations
in Hilbert spaces, of the form
−[h(u′)]′ +Au 
 f (t)
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function ϕ and A is a maximal monotone operator. Also, in [17] higher order scalar differ-
ential equations are considered with boundary conditions in terms of a nonlinear maximal
monotone mapping that is not necessarily a subdifferential. The monotonicity property of
the data plays a key role in the approach of [3,17].
Our Eq. (1.1) involves a potential nonlinear (not necessarily monotone) perturbation
∇F(t, u). This together with the fact that the right-hand side of (1.2) is a subdifferential
allows us to employ a variational method. This is based on Szulkin’s critical point theory
[20] and enables us to obtain the existence of solutions in a coercive case (Theorem 4.2)
as well as the existence of nontrivial solutions when the corresponding Euler–Lagrange
functional has a “mountain pass” geometry (Theorem 4.5). Our approach is different from
that in [9] (which is based on results in multivalued analysis and the theory of nonlinear
monotone operators) and the results we obtain are of a different type and even more general
in some respects (p is not restricted to be  2, and we do not require their condition H(ξ)
on the nonlinear mapping ξ in the boundary condition).
The rest of the paper is organized as follows. Section 2 contains some elements of
critical point theory that are necessary in the sequel. In Section 3 a variational formula-
tion for problem (1.1), (1.2) is given. The main existence results (Theorems 4.2, 4.5 and
4.6) are stated and proved in Section 4. These extend to the case of problem (1.1), (1.2)
known results for the classical p-Laplacian operator associated with homogeneous Dirich-
let boundary conditions [2,5,6]. Some applications are also presented.
2. Preliminaries
Our approach for problem (1.1), (1.2) is a variational one and it relies on Szulkin’s
critical point theory [20]. For the convenience of the reader, in this section we briefly recall
some notions and results in the framework of this theory which are needed in the sequel.
Let (X,‖ · ‖) be a real Banach space and I :X → (−∞,+∞] be a functional of the
type
I = Φ +ψ, (2.1)
where Φ ∈ C1(X,R) and ψ is proper, convex and l.s.c. A point u ∈ X is said to be a critical
point of I if it satisfies the inequality〈
Φ ′(u), v − u〉+ψ(v)−ψ(u) 0, ∀v ∈ X. (2.2)
A number c ∈ R such that I−1(c) contains a critical point is called a critical value of I .
Proposition 2.1 (Proposition 1.1 in [20]). If I satisfies (2.1), each local minimum point of
I is necessarily a critical point of I .
The functional I is said to satisfy the Palais–Smale (in short, (PS)) condition if every
sequence {un} ⊂ X for which I (un) → c ∈ R and〈
Φ ′(un), v − un
〉+ψ(v)−ψ(un)−εn‖v − un‖, ∀v ∈ X,
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known mountain pass theorem of Ambrosetti and Rabinowitz [1].
Theorem 2.2 (Theorem 3.2 in [20]). Suppose that I satisfies (2.1), the (PS) condition and
(i) I (0) = 0 and there exist α,ρ > 0 such that I (u) α if ‖u‖ = ρ,
(ii) I (e) 0 for some e ∈ X, with ‖e‖ > ρ.
Then I has a critical value c α which can be characterized by
c = inf
f∈Γ supt∈[0,1]
I
(
f (t)
)
,
where Γ = {f ∈ C([0,1],X): f (0) = 0, f (1) = e}.
We conclude this section by recalling that a Banach space X is said to have the Kadec–
Klee property if for any sequence {un} such that un → u, weakly in X, and ‖un‖ → ‖u‖,
we have un → u, strongly in X. It is well known that a locally uniformly convex Banach
space has the Kadec–Klee property (see, e.g., [10, p. 233]).
3. A variational approach for problem (1.1), (1.2)
The Sobolev space W 1,p := W 1,p(0, T ;RN) will be considered to be endowed with the
norm
‖u‖η =
(
η‖u‖pLp + ‖u′‖pLp
)1/p
,
where η > 0 and ‖ · ‖Lp stands for the norm on Lp := Lp(0, T ;RN), i.e.,
‖u‖Lp =
( T∫
0
|u|p
)1/p
.
We set C = C([0, T ];RN) and the usual norm in C will be denoted by ‖ · ‖C , i.e.,
‖u‖C = max
{∣∣u(t)∣∣: t ∈ [0, T ]}.
For ε  0, let ϕε :W 1,p → R be given by
ϕε(u) := 1
p
(‖u′‖pLp + ε‖u‖pLp), ∀u ∈ W 1,p. (3.1)
It is easy to see that ϕε is convex and l.s.c. on W 1,p . Moreover, arguments similar to those
from the proof of Theorem 5.3 in [12] (see also the proof of Theorem 9 in [6]) can be used
to show that ϕε ∈ C1(W 1,p,R) and
〈
ϕ′ε(u), v
〉=
T∫ (
hp(u
′)|v′)+ ε
T∫ (
hp(u)|v
)
, ∀u,v ∈ W 1,p, (3.2)0 0
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J :W 1,p → (−∞,+∞], defined by
J (u) = j(u(0), u(T )), ∀u ∈ W 1,p. (3.3)
Note that, as j is proper, convex and l.s.c., the same hold true for J . Then, setting
ψε = ϕε + J, (3.4)
with ϕε in (3.1) and J in (3.3), it is clear that ψε is proper, convex and l.s.c. on W 1,p .
Further, let us assume that the Carathéodory mapping F : (0, T ) × RN → R satisfies
(H1)–(H3). Note that for each ρ > 0 one has∣∣F(t, x)∣∣ ραρ(t)+ ∣∣F(t,0)∣∣, for a.e. t ∈ (0, T ), ∀x ∈ RN with |x| ρ, (3.5)
with αρ ∈ L1(0, T ) from (H3). Indeed, (3.5) is immediate from (1.3) and the estimate
∣∣F(t, x)∣∣=
∣∣∣∣∣
1∫
0
d
ds
F (t, sx) ds + F(t,0)
∣∣∣∣∣=
∣∣∣∣∣
1∫
0
(∇F(t, sx)|x)ds + F(t,0)
∣∣∣∣∣
 |x|
1∫
0
∣∣∇F(t, sx)∣∣ds + ∣∣F(t,0)∣∣.
On account of (3.5) and the embedding W 1,p ⊂ C, we can introduce the functional
ΦF :W
1,p → R, defined by
ΦF (u) = −
T∫
0
F(t, u)+
T∫
0
F(t,0), ∀u ∈ W 1,p. (3.6)
Standard reasonings from the theory of Nemytskii’s operator (see, e.g., Chapter 2 in [8])
show that ΦF ∈ C1(W 1,p,R) and Φ ′F (u) = −∇F(·, u), i.e.,
〈
Φ ′F (u), v
〉= −
T∫
0
(∇F(t, u)|v), ∀u,v ∈ W 1,p. (3.7)
Now, the functional framework of Section 2 fits the following choices: X = W 1,p , Φ =
ΦF in (3.6), ψ = ψε in (3.4) and I = IF,ε ,
IF,ε = ΦF +ψε. (3.8)
Proposition 3.1. Let the Carathéodory function F : (0, T )×RN → R satisfies (H1)–(H3)
and let u ∈ W 1,p . If u is a critical point of the functional IF,ε defined by (3.8), in the sense
of (2.2), i.e.,〈
Φ ′F (u), v − u
〉+ψε(v)−ψε(u) 0, ∀v ∈ W 1,p, (3.9)
then u is a solution of problem (1.1), (1.2). The converse implication is also true.
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dividing by s and letting s → 0+, we get〈
Φ ′F (u),w
〉+ 〈ϕ′ε(u),w〉+ J ′(u;w) 0, ∀w ∈ W 1,p, (3.10)
where J ′(u;w) is the directional derivative of the convex function J at u in the direction w;
this is known to exist. By virtue of (3.3), inequality (3.10) becomes〈
Φ ′F (u),w
〉+ 〈ϕ′ε(u),w〉+ j ′((u(0), u(T )); (w(0),w(T ))) 0,
∀w ∈ W 1,p. (3.11)
Since C∞0 := C∞0 (0, T ;RN) ⊂ W 1,p , from (3.11) we infer〈
Φ ′F (u),w
〉+ 〈ϕ′ε(u),w〉= 0, ∀w ∈ C∞0 ,
which, taking into account (3.2) and (3.7), yields
T∫
0
(
hp(u
′)|w′)=
T∫
0
(−εhp(u)+ ∇F(t, u)|w), ∀w ∈ C∞0 . (3.12)
Next, as u ∈ W 1,p , we have
hp(u),hp(u
′) ∈ Lp′ , (3.13)
with 1/p + 1/p′ = 1. Also, (H3) implies
∇F(·, u) ∈ L1. (3.14)
From (3.12)–(3.14) it follows that
hp(u
′) ∈ W 1,1 (3.15)
and
−[hp(u′)]′ = −εhp(u)+ ∇F(t, u), a.e. t ∈ (0, T ). (3.16)
Since hp is a homeomorphism, (3.15) ensures that u is of class C1. This together with
(3.16) shows that u is a solution of the differential system (1.1).
To prove that u satisfies the boundary condition (1.2), we note that (3.11) and (3.16)
yield
j ′
((
u(0), u(T )
); (w(0),w(T ))) (hp(u′)(0)|w(0))− (hp(u′)(T )|w(T )),
∀w ∈ W 1,p.
Thus
j ′
((
u(0), u(T )
); (x, y)) (hp(u′)(0)|x)+ (−hp(u′)(T )|y), ∀x, y ∈ RN,
which, by a standard result from convex analysis (see, e.g., Theorem 23.2 in [19]), means
that (1.2) holds true. The proof of the converse implication is not difficult and it is left to
the reader. 
744 P. Jebelean, G. Moros¸anu / J. Math. Anal. Appl. 313 (2006) 738–7534. Existence results for problem (1.1), (1.2)
We begin by introducing the constant
λ1 = λ1(p, j, ε) := ε + inf
{‖u′‖pLp
‖u‖pLp
: u ∈ W 1,p \ {0}, (u(0), u(T )) ∈ D(j)}, (4.1)
for ε  0. It should be noticed that λ1(p, j,0) can be either equal to 0 (e.g., if D(j) =
R
N ×RN ) or > 0 (e.g., if D(j) = {(0,0)}).
The existence results will be obtained under the main hypothesis:
(Hλ1) λ1(p, j, ε) > 0.
Proposition 4.1. If (Hλ1) holds true, then
2−1/p‖u‖λ1 
(
ε‖u‖pLp + ‖u′‖pLp
)1/p  ‖u‖λ1, ∀u ∈ D(J ), (4.2)
where J is defined by (3.3).
Proof. Since D(J ) = {u ∈ W 1,p: (u(0), u(T )) ∈ D(j)}, by (4.1) we have
λ1 = inf
{
ε‖u‖pLp + ‖u′‖pLp
‖u‖pLp
: u ∈ W 1,p \ {0}, u ∈ D(J )
}
, (4.3)
and a straightforward computation shows that (4.2) holds true. 
If the nonlinearity F lies asymptotically on the left of λ1 then problem (1.1), (1.2) is
solvable. In this view, the theorem below extends to the boundary value problem (1.1),
(1.2) known results in the case of the p-Laplacian operator associated with homogeneous
Dirichlet boundary conditions [2,6], or for the ordinary vector p-Laplacian with periodic
boundary conditions [4].
Theorem 4.2. Assume (H1)–(H3) and (Hλ1). If
lim sup
|x|→∞
pF(t, x)
|x|p < λ1, uniformly for a.e. t ∈ (0, T ), (4.4)
then problem (1.1), (1.2) has at least a solution.
Proof. We shall prove that the functional IF,ε in (3.8) is sequentially weakly l.s.c. and
coercive on the space (W 1,p,‖ · ‖λ1). Then, by a well-known result from calculus of vari-
ations, IF,ε is bounded from below and attains its infimum at some u ∈ W 1,p , which by
Propositions 2.1 and 3.1 is a solution of problem (1.1), (1.2).
Let us begin by noting that ΦF in (3.6) is sequentially weakly continuous. This can be
shown as follows. Let u,v ∈ W 1,p be such that ‖u‖C,‖v‖C M , with some M > 0. By
(H3) there is an α2M ∈ L1(0, T ) such that∣∣∇F(t, x)∣∣ α2M(t), for a.e. t ∈ (0, T ), ∀x ∈ RN with |x| 2M. (4.5)
We estimate
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∣∣∣∣∣
T∫
0
(
F(t, v)− F(t, u))
∣∣∣∣∣
=
∣∣∣∣∣
T∫
0
1∫
0
d
ds
F
(
t, u+ s(v − u))ds
∣∣∣∣∣
=
∣∣∣∣∣
T∫
0
1∫
0
(∇F (t, u+ s(v − u))|v − u)ds
∣∣∣∣∣

( T∫
0
1∫
0
∣∣∇F (t, u+ s(v − u))∣∣ds
)
‖v − u‖C
and by (4.5) it follows that
∣∣ΦF (u)−ΦF (v)∣∣
( T∫
0
α2M(t) dt
)
‖u− v‖C. (4.6)
By the compactness of the embedding W 1,p ⊂ C and (4.6) we get that ΦF is sequentially
weakly continuous on W 1,p . Then, by the weak lower semicontinuity of ψε in (3.4), IF,ε
is sequentially weakly lower semicontinuous.
Further, from (4.4) there are constants σ ∈ (0, λ1) and ρ > 0 such that
F(t, x) λ1 − σ
p
|x|p, for a.e. t ∈ (0, T ), ∀x ∈ RN with |x| > ρ. (4.7)
Then, (3.5) and (4.7) yield
F(t, x) ραρ(t)+
∣∣F(t,0)∣∣+ λ1 − σ
p
|x|p, for a.e. t ∈ (0, T ), ∀x ∈ RN,
which, by (3.6), gives
ΦF (u)−K(ρ)− λ1 − σ
p
‖u‖pLp , ∀u ∈ W 1,p, (4.8)
where K(ρ) = ρ ∫ T0 αρ(t) + 2 ∫ T0 |F(t,0)|. Using (3.8), (4.8), (4.3) and Proposition 4.1,
we estimate IF,ε on D(J ) as follows:
IF,ε(u) = ΦF (u)+ψε(u)
−K(ρ)− λ1 − σ
p
‖u‖pLp +
1
p
(‖u′‖pLp + ε‖u‖pLp)+ J (u)
−K(ρ)− λ1 − σ
p
‖u′‖pLp + ε‖u‖pLp
λ1
+ 1
p
(‖u′‖pLp + ε‖u‖pLp)+ J (u)
= −K(ρ)+ σ
pλ1
(‖u′‖pLp + ε‖u‖pLp)+ J (u)
−K(ρ)+ σ ‖u‖pλ1 + J (u), ∀u ∈ D(J ).2pλ1
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(3.3) there are constants k1, k2, k3  0 such that
IF,ε(u)−K(ρ)+ σ2pλ1 ‖u‖
p
λ1
− k1
∣∣u(0)∣∣− k2∣∣u(T )∣∣− k3, ∀u ∈ D(J ). (4.9)
From (4.9) and the continuity of the embedding W 1,p ⊂ C, one obtains
IF,ε(u)−K(ρ)+ σ2pλ1 ‖u‖
p
λ1
− k˜1‖u‖λ1 − k˜2‖u‖λ1 − k3, ∀u ∈ D(J ),
with some constants k˜1, k˜2  0. Consequently,
IF,ε(u) → +∞, as ‖u‖λ1 → ∞,
meaning that IF,ε is coercive on (W 1,p,‖ · ‖λ1) and the proof is complete. 
In the sequel we are concerned with existence of nontrivial solutions for problem (1.1),
(1.2). The main tool in obtaining such existence results will be Theorem 2.2.
Lemma 4.3. Let ψε be defined by (3.4) and assume that D(j) is closed and (Hλ1) holds
true. Then, for each sequence {un} ⊂ D(J ) such that un → u, weakly in W 1,p , and
lim inf
n→∞ ψ
′
ε(un;u− un) 0, (4.10)
one has that un → u, strongly in W 1,p .
Proof. Let us begin by noting that u ∈ D(J ) because the closed convex set D(J ) is weakly
closed in (W 1,p,‖ · ‖λ1), hence J ′(un;u− un) < ∞, for all n ∈ N. We have
lim sup
n→∞
〈
ϕ′ε(un), un − u
〉= lim sup
n→∞
[−ψ ′ε(un;u− un)+ J ′(un;u− un)]
− lim inf
n→∞ ψ
′
ε(un;u− un)+ lim sup
n→∞
J ′(un;u− un)
− lim inf
n→∞ ψ
′
ε(un;u− un)+ lim sup
n→∞
[
J (u)− J (un)
]
− lim inf
n→∞ ψ
′
ε(un;u− un)+ J (u)− lim infn→∞ J (un),
and, as J is l.s.c., from (4.10) we get
lim sup
n→∞
〈
ϕ′ε(un), un − u
〉
 0. (4.11)
Let ϕλ1 be defined by (3.1) with λ1 instead of ε, i.e.,
ϕλ1(v) =
1
p
‖v‖pλ1, ∀v ∈ W 1,p.
Clearly, one has
ϕλ1(v) = ϕε(v)+
λ1 − ε ‖v‖pLp , ∀v ∈ W 1,p,p
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〈
ϕ′λ1(v),w
〉= 〈ϕ′ε(v),w〉+ (λ1 − ε)
T∫
0
(
hp(v)|w
)
, ∀v,w ∈ W 1,p. (4.12)
Taking into account the compact embedding W 1,p ⊂ C, we see that
T∫
0
(
hp(un)|un − u
)→ 0, as n → ∞. (4.13)
From (4.12), (4.11) and (4.13) we obtain
lim sup
n→∞
〈
ϕ′λ1(un), un − u
〉
 0. (4.14)
Using the Hölder inequality, standard computations show that
0
(‖un‖p−1λ1 − ‖u‖p−1λ1 )(‖un‖λ1 − ‖u‖λ1) 〈ϕ′λ1(un)− ϕ′λ1(u),un − u〉.
This, together with (4.14) yields
‖un‖λ1 → ‖u‖λ1, as n → ∞. (4.15)
Finally, since (W 1,p,‖ · ‖λ1) is uniformly convex [4], it has the Kadec–Klee property.
Consequently, as un → u, weakly in W 1,p , from (4.15) it follows that un → u, strongly in
W 1,p . 
Lemma 4.4. Assume (H1)–(H3) and (Hλ1). If D(j) is closed and there are constants
θ > p and K,M > 0 such that
j ′(z; z) θj (z)+K, ∀z ∈ D(j), (4.16)
and
θF (t, x)
(∇F(t, x)|x), for a.e. t ∈ (0, T ), ∀x ∈ RN with |x| >M, (4.17)
then the functional IF,ε in (3.8) satisfies the (PS) condition on (W 1,p,‖ · ‖λ1), i.e., every
sequence {un} ⊂ W 1,p for which IF,ε(un) → c ∈ R and〈
Φ ′F (un), v − un
〉+ψε(v)−ψε(un)−εn‖v − un‖λ1, ∀v ∈ W 1,p, (4.18)
where εn → 0, possesses a convergent subsequence.
Proof. By (4.16) and (3.3) it follows
J (v)− 1
θ
J ′(v;v)−K1, ∀v ∈ D(J ), (4.19)
with K1 = K/θ . By (3.5) there is some αM ∈ L1(0, T ) such that
F(t, x)MαM(t)+
∣∣F(t,0)∣∣, for a.e. t ∈ (0, T ), ∀x ∈ RN with |x|M. (4.20)
Using (3.6), (4.20), (4.17), (1.3) and (3.7), we obtain
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0
F(t,0)−ΦF (v) =
∫
[|v|M]
F(t, v)+
∫
[|v|>M]
F(t, v)

∫
[|v|M]
(
MαM(t)+
∣∣F(t,0)∣∣)+ 1
θ
∫
[|v|>M]
(∇F(t, v)|v)
=
∫
[|v|M]
(
MαM(t)+
∣∣F(t,0)∣∣)+ 1
θ
( T∫
0
(∇F(t, v)|v)− ∫
[|v|M]
(∇F(t, v)|v)
)

T∫
0
((
MαM(t)+
∣∣F(t,0)∣∣)+ 1
θ
MαM(t)
)
− 1
θ
〈
Φ ′F (v), v
〉
,
yielding
ΦF (v)− 1
θ
〈
Φ ′F (v), v
〉
−K2, ∀v ∈ W 1,p, (4.21)
with K2 = K2(M, θ) a positive constant.
Next, the proof resembles the proof of Lemma 3.5 in [7]. Let {un} ⊂ W 1,p be a sequence
for which IF,ε(un) → c ∈ R and (4.18) holds true with εn → 0. Clearly, {un} ⊂ D(IF,ε) =
D(J ) and there is a constant K3 > 0, such that∣∣IF,ε(un)∣∣K3, ∀n ∈ N. (4.22)
In (4.18) we set v = un + sun, s > 0, then dividing by s and letting s → 0+, we obtain〈
Φ ′F (un), un
〉+ψ ′ε(un;un)−εn‖un‖λ1, ∀n ∈ N. (4.23)
Using (4.22), (3.4) and (4.23) one obtains
K3 + εn
θ
‖un‖λ1 ΦF (un)+ψε(un)+
εn
θ
‖un‖λ1
= ΦF (un)+ ϕε(un)+ J (un)+ εn
θ
‖un‖λ1
ΦF (un)− 1
θ
〈
Φ ′F (un), un
〉+ ϕε(un)− 1
θ
〈
ϕ′ε(un), un
〉
+ J (un)− 1
θ
J ′(un;un)
and by virtue of (4.21), (4.19), (3.1), (3.2) and Proposition 4.1 we deduce
K1 +K2 +K3 + εn
θ
‖un‖λ1 
(
1
p
− 1
θ
)(
ε‖un‖pLp + ‖u′n‖pLp
)
 1
2
(
1
p
− 1
θ
)
‖un‖pλ1 . (4.24)
Since θ > p, from (4.24) it follows that {‖un‖λ1} is bounded. By the compactness of the
embedding W 1,p ⊂ C, the sequence {un} has a subsequence, again denoted by {un}, such
that un → u, weakly in W 1,p and strongly in C. Similarly to (4.23) we derive〈
Φ ′ (un), u− un
〉+ψ ′ε(u− un;un)−εn‖u− un‖λ , ∀n ∈ N. (4.25)F 1
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Φ ′F (un), u− un
〉→ 0, as n → ∞. (4.26)
Then, since {‖u− un‖λ1} is bounded and εn → 0 from (4.25) and (4.26) we obtain
lim inf
n→∞ ψ
′
ε(un;u− un) 0
and Lemma 4.3 applies showing that un → u, strongly in W 1,p . 
The theorem below extends to the case of the boundary value problem (1.1), (1.2) the
well-known result of Ambrosetti and Rabinowitz for the Laplace operator associated with
homogeneous Dirichlet boundary conditions stated in Theorem 3.10 in [1] (see also The-
orem 2.15 in [18]), as well as Theorem 3.6 in [5] (Theorem 18 in [6]) for the p-Laplacian
operator.
Theorem 4.5. Let the Carathéodory function F : (0, T )×RN → R satisfy (H1)–(H3). We
assume (Hλ1) and, in addition,
(a) the set D(j) is a closed cone and (0,0) ∈ ∂j (0,0);
(b) lim sup|x|→0 p(F (t,x)−F(t,0))|x|p < λ1, uniformly for a.e. t ∈ (0, T );
(c) there are constants θ > p and K,M > 0 such that (4.16) holds true and
0 < θF(t, x)
(∇F(t, x)|x),
for a.e. t ∈ (0, T ), ∀x ∈ RN with |x| >M. (4.27)
Then problem (1.1), (1.2) has a nontrivial solution
Proof. We shall prove that the functional IF,ε defined in (3.8) has the geometry required
by Theorem 2.2. First, without loss of generality, we may assume
j (0,0) = 0. (4.28)
Since (0,0) ∈ ∂j (0,0), from (3.3) and (4.28) it follows
J (u) J (0) = 0, ∀u ∈ D(J ). (4.29)
Then, it is clear that
IF,ε(0) = 0. (4.30)
By Lemma 4.4, condition (c) ensures that IF,ε satisfies (PS) condition on (W 1,p,‖ · ‖λ1).
We fix a constant K0 such that
‖u‖C K0‖u‖λ1, ∀u ∈ W 1,p; (4.31)
this is known to exist by the continuity of the embedding W 1,p ⊂ C. From (b) there are
constants σ ∈ (0, λ1) and ρ > 0, such that
F(t, x)− F(t,0) λ1 − σ
p
|x|p,
for a.e. t ∈ (0, T ), ∀x ∈ RN with |x| ρK0, (4.32)
with K0 in (4.31).
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F(t, u)− F(t,0) λ1 − σ
p
|u|p, for a.e. t ∈ (0, T ).
This implies
−ΦF (u) λ1 − σ
p
‖u‖pLp ,
which, using (3.1), (4.3) and Proposition 4.1, gives
ΦF (u)+ ϕε(u)−λ1 − σ
p
ε‖u‖p
LP
+ ‖u′‖pLp
λ1
+ 1
p
(
ε‖u‖p
LP
+ ‖u′‖pLp
)
= σ
pλ1
(
ε‖u‖p
LP
+ ‖u′‖pLp
)
 σ
2pλ1
‖u‖pλ1, ∀u ∈ D(j).
By virtue of (4.29),
IF,ε(u) = ΦF (u)+ ϕε(u)+ J (u) α, if ‖u‖λ1 = ρ, (4.33)
with α = σρp2pλ1 > 0. Then, (4.30) and (4.33) show that condition (i) in Theorem 2.2 is
fulfilled with I = IF,ε .
Our next task is to prove that IF,ε satisfies condition (ii) in Theorem 2.2. To this end, let
us first observe that by virtue of (4.27), for a.e. t ∈ (0, T ) and each x ∈ RN , with |x| >M ,
the mapping
s → F(t, sx)
sθ
is increasing on [1,∞). It follows that
F(t, sx) sθF (t, x), for a.e. t ∈ (0, T ), ∀x ∈ RN, |x| >M and ∀s  1. (4.34)
Let e¯ ∈ C∞0 be such that |e¯| > M on a set of positive measure. From (3.3) and (4.28), we
have
J (se¯) = 0, ∀s ∈ R. (4.35)
Using (3.5), (4.27) and (4.34), for s  1, we obtain
T∫
0
F(t, se¯) =
∫
[|se¯|M]
F(t, se¯)+
∫
[|se¯|>M]
F(t, se¯)
−
T∫
0
(
MαM(t)+
∣∣F(t,0)∣∣)+ ∫
[|e¯|>M]
F(t, se¯)
−
T∫ (
MαM(t)+
∣∣F(t,0)∣∣)+ sθ ∫ F(t, e¯),0 [|e¯|>M]
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T∫
0
F(t, se¯)−K1 + sθK2, (4.36)
with constants K1 = K1(M)  0 and K2 = K2(M, e¯) > 0. By (3.8), (4.35), (4.36) and
Proposition 4.1 we get
IF,ε(se¯)−sθK2 +K1 +
T∫
0
F(t,0)+ s
p
p
‖e¯‖pλ1 → −∞, as s → +∞. (4.37)
Now, by (4.37), we can choose s1 sufficiently large to satisfy
IF,ε(s1e¯) 0
and
‖s1e¯‖λ1 > ρ,
with ρ intervening in (4.33). This means that condition (ii) in Theorem 2.2 is fulfilled for
I = IF,ε with e = s1e¯.
We conclude that the functional IF,ε has a nontrivial critical point u ∈ W 1,p , which by
Proposition 3.1 is a nontrivial solution of problem (1.1), (1.2). 
Remark. In the above proof the assumption that D(j) is a cone was not explicitly used, so
it could seem that hypothesis (a) can be weakened by asking only “D(j) is closed” instead
of “D(j) is a closed cone.” But, in fact, if D(j) is closed, (0,0) ∈ ∂j (0,0) and (4.16)
holds then necessarily D(j) is a cone.
We conclude this section by some applications of Theorem 4.5.
Let b :RN × RN → R be a convex, Gâteaux differentiable function, b′(0,0) = (0,0),
and let S ⊂ RN ×RN be a nonempty closed convex cone. We denote by NS(z) the normal
cone to S at z ∈ S, i.e.,
NS(z) =
{
ξ ∈ RN ×RN : (ξ |ζ − z) 0, ∀ζ ∈ S}, ∀z ∈ S.
The differential system (1.1) is considered to be associated with the boundary condi-
tions (
u(0), u(T )
) ∈ S,(
hp(u
′)(0),−hp(u′)(T )
)− b′(u(0), u(T )) ∈ NS(u(0), u(T )). (4.38)
We set
λ¯1 = λ¯1(p,S, ε) := ε + inf
{‖u′‖pLp
‖u‖pLp
: u ∈ W 1,p \ {0}, (u(0), u(T )) ∈ S}.
Theorem 4.6. Assume the Carathéodory function F : (0, T ) × RN → R satisfies (H1)–
(H3). If, in addition, λ¯1 > 0 and
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(ii) there are constants θ > p and K,M > 0, such that (4.27) holds and〈
b′(z), z
〉
 θb(z)+K, ∀z ∈ S, (4.39)
then the differential system (1.1) has a nontrivial solution which satisfies (4.38).
Proof. Let IS be the indicator function of the set S. Since
NS(z) = ∂IS(z), ∀z ∈ S,
Theorem 4.5 applies with j (z) = b(z)+ IS(z), ∀z ∈ R2N . 
It should be noticed that (4.38) allows various possible choices of b and S, which,
among others, recover classical boundary conditions. For instance, if b = 0 then the Dirich-
let, Neumann and periodic boundary conditions are obtained by choosing S = {(0,0)},
S = RN ×RN and S = {(x, x): x ∈ RN }, respectively. In these three cases condition (4.39)
is automatically satisfied with any θ ∈ R and K = 0, therefore, sufficient conditions ensur-
ing the existence of nontrivial solutions of system (1.1) can easily be stated by means
of Theorem 4.6. Also, if b(z) = 12 (Az|z), ∀z ∈ R2N , where A is a symmetric, positive
(2N × 2N)-matrix, and S = RN ×RN , then (4.38) reads(
hp(u
′)(0)
−hp(u′)(T )
)
= A
(
u(0)
u(T )
)
. (4.40)
In this case condition (4.39) is fulfilled with any θ  2 and K = 0. From Theorem 4.6 we
have the following
Corollary 4.7. Assume the Carathéodory function F : (0, T ) × RN → R satisfies (H1)–
(H3) and let ε > 0. If, in addition,
(i) lim sup|x|→0 p(F (t,x)−F(t,0))|x|p < ε, uniformly for a.e. t ∈ (0, T );
(ii) there are constants θ and M , θ  2, θ > p, M > 0, such that (4.27) holds,
then the differential system (1.1) has a nontrivial solution which satisfies (4.40). If A = 0
then it suffices that θ in (ii) be >p.
As a simple example, if q  2, q > p, f ∈ L∞((0, T );R), f > 0 a.e. on (0, T ), and
ε > 0, then the differential equation
−(|u′|p−2u′)′ + ε|u|p−2u = f (t)|u|q−2u, in (0, T ),
has a nontrivial solution satisfying the boundary condition (4.40). To see this, Corollary 4.7
applies with
F(t, x) = 1
q
f (t)|x|q, ∀t ∈ (0, T ), x ∈ RN,
and θ = q , M = 1. If A = 0 then it suffices that q > p.
P. Jebelean, G. Moros¸anu / J. Math. Anal. Appl. 313 (2006) 738–753 753References
[1] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct.
Anal. 14 (1973) 349–381.
[2] A. Anane, J.P. Gossez, Strongly nonlinear elliptic problems near resonance: a variational approach, Comm.
Partial Differential Equations 15 (1990) 1141–1159.
[3] V. Barbu, Nonlinear Semigroups and Differential Equations in Banach Spaces, Ed. Acad. Române/
Noordhoff International, Bucures¸ti, 1976.
[4] G. Dincaˇ, D. Goeleven, D. Pas¸ca, Duality mappings and the existence of periodic solutions for non-
autonomous second order systems, in press.
[5] G. Dincaˇ, P. Jebelean, J. Mawhin, A result of Ambrosetti–Rabinowitz type for p-Laplacian, in: C. Cor-
duneanu (Ed.), Qualitative Problems for Differential Equations and Control Theory, World Scientific, Sin-
gapore, 1995, pp. 231–243.
[6] G. Dincaˇ, P. Jebelean, J. Mawhin, Variational and topological methods for Dirichlet problems with p-
Laplacian, Portugal. Math. (N.S.) 58 (2001) 339–378.
[7] G. Dincaˇ, P. Jebelean, D. Motreanu, Existence results for general inequality problems with constrains, Abstr.
Appl. Anal. 10 (2003) 601–619.
[8] D.G. de Figueiredo, Lectures on Ekeland Variational Principle with Applications and Detours, Springer-
Verlag, 1989, Tata Inst. Fundamental Research.
[9] L. Gasinski, N. Papageorgiou, Nonlinear second-order multivalued boundary value problems, Proc. Indian
Acad. Sci. (Math. Sci.) 113 (2003) 293–319.
[10] E. Hewit, K. Stromberg, Real and Abstract Analysis, Springer-Verlag, 1965.
[11] V.-M. Hokkanen, G. Moros¸anu, Functional Methods in Differential Equations, Chapman and Hall/CRC,
2002.
[12] P. Jebelean, Methods of Nonlinear Analysis with Applications to Boundary Value Problems with p-
Laplacian, I, West Univ. Press, Timis¸oara, 2001 (in Romanian).
[13] R. Manásevich, J. Mawhin, Periodic solutions for nonlinear systems with p-Laplacian like operators, J. Dif-
ferential Equations 145 (1998) 367–393.
[14] R. Manásevich, J. Mawhin, Boundary value problems for nonlinear perturbations of vector p-Laplacian-like
operators, J. Korean Math. Soc. 37 (2000) 665–685.
[15] J. Mawhin, Some boundary value problems for Hartman-type perturbations of the ordinary vector p-
Laplacian, Nonlinear Anal. 40 (2000) 497–503.
[16] J. Mawhin, Periodic solutions of systems with p-Laplacian-like operators, in: M.R. Grossinho, M. Ramos,
C. Rebelo, L. Sanchez (Eds.), Nonlinear Analysis and Its Applications to Differential Equations (Lisbon
1998), Birkhäuser, Basel, 2001, pp. 37–63.
[17] G. Moros¸anu, D. Petrovanu, Variational solutions for elliptic boundary value problems, An. S¸tiint¸. Univ. Al.
I. Cuza Ias¸i Mat. (N.S.) 33 (1989) 237–244.
[18] P.H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, in:
CBMS Reg. Conf. Math., vol. 65, Amer. Math. Soc., Washington, DC, 1986.
[19] R.T. Rockafellar, Convex Analysis, Princeton Univ. Press, 1972.
[20] A. Szulkin, Minimax principles for lower semicontinuous functions and applications to nonlinear boundary
value problems, Ann. Inst. H. Poincaré Anal. Non Linéaire 3 (1986) 77–109.
