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I. AN INTRODUCTION TO SOME ASPECTS OF THE THEORY 
OF BANACH SPACES 
The notion of a Banach space is familiar to almost all graduate 
students of mathematics. The definition of Banach spaces is sufficiently 
simple as to be understandable to beginners. A normed linear space is 
a linear space (over the real or complex field) on which a real valued 
function 11 * 11, which satisfies 
ll~+YI/ <llxll +IlYII, 
II xx II = I h I II x II> 
II4 30, 11 x 11 = 0 43 x = 0, 
is defined. A normed space has a natural metric defined on it, viz., 
d(x, y) = 1) x - y 1). If the metric space obtained in this way is complete, 
i.e., if every Cauchy sequence converges, the normed space is called 
a Banach space. 
The basic theory of Banach spaces forms at present an integral part 
of the graduate (and even advanced undergraduate) program in 
mathematics. It consists mainly of theorems like the Hahn-Banach 
theorem, the open mapping theorem, the uniform boundedness 
principle, and the Riesz theory of compact operators. These important 
theorems have the characteristics that they are useful for proving many 
theorems in classical analysis and that they hold for all Banach spaces. 
In the current investigations in Banach space theory an important 
role is played by the problem of classifying Banach spaces (i.e., finding 
invariants under certain equivalence relations). Of course, there is always 
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present the desire to prove theorems on general Banach spaces and 
in particular to investigate the possibility of finding some kind of 
structure theory for Banach spaces. 
The study of invariants of Banach spaces under certain equivalence 
relations is of some interest also for the applications of Banach space 
theory. Let us illustrate this with a very elementary example. Consider 
the Banach space L,[O, 2~~1 of integrable functions on [0, 27~1 with 
llfll = P--1 .t” lf(4 dx. (Of course, the elements of L,[O, 27r] are not 
functions but rather equivalence classes of functions equal almost 
everywhere.) The basic operator in Harmonic Analysis is the Fourier 
transform, i.e., the map 
5 :f~{P(o),J(l),f(-l),...}, 
where 
f(n) = (27~)-l /af (x) e-inz dx. 
A basic property of 3 is that it is a continuous one-to-one operator 
from L,[O, 27r] into the Banach space c0 of all sequences of complex 
numbers which tend to 0 (under the supremum norm). It is quite natural 
to ask at this stage whether $J is onto c,, , i.e., whether every sequence 
tending to 0 is the sequence of Fourier coefficients of some f EL,[O, 2771. 
It is well known that the answer to this question is negative. Usually 
this is done by constructing explicitly an element in ca which is not in 
the image of 5. Though this is very easy it is of interest to point out that 
an answer can be given without doing any additional computation. 
Indeed, if 5 were onto it would follow by the open mapping theorem 
that 3 is invertible, i.e., c,, is isomorphic to the Banach space L,[O, 2n]. 
Thus to show that 3 is not onto it is enough to exhibit one property of 
c, which is preserved under isomorphism, and which is not shared by 
L,[O, 2571. Many such invariants are known. For example, the dual of 
c0 is separable while the dual of LJO, 2rr] is not separable. 
There are much deeper results on the classification of Banach spaces 
which may be of use for applications. For example, 
THEOREM (Kadec [6]). Every p se arable injinite-dimensional Banach 
space is homeomorphic to the Hilbert space l2 . 
This theorem shows that questions of a purely topological nature 
ASPECTS OF BANACH SPACES 161 
which arise in nonlinear analysis may often be reduced to questions in 
Hilbert space, a space in which it is much easier to perform certain 
kinds of constructions. 
It should, however, be pointed out that to a large extent the theory 
of Banach spaces is at present carried out without having in mind 
specific applications to other areas of analysis. It is my feeling that 
Banach spaces (like finite groups for example) form an interesting and 
important object for an independent study. The fact that some simple 
looking and natural questions concerning Banach spaces turn out to be 
very difficult, a fact which in the past led some mathematicians away 
from Banach space theory, is to me one of the reasons to believe that the 
study of Banach spaces is important. The main problems in Banach 
space theory lead to some interesting questions in other areas of 
mathematics like topology, measure theory, probability, and in particular 
Fourier analysis and geometry (integral, combinatorial, and even 
differential) in finite-dimensional Euclidean spaces. Though Banach 
space theory contains some surprising (and perhaps at first glance 
discouraging) counterexamples, it contains also many interesting and 
difficult results which are more than just isolated results and certainly 
justify the use of the word theory. It is quite natural to assume that 
some of these theorems, once they are more widely known, will find 
applications outside the theory of Banach spaces. 
In what follows the main emphasis will be on the study of the structure 
of Banach spaces. If we take the categorial standpoint such a study must 
be incomplete if we do not study at the same time the structure and 
classification problem of the relevant morphisms, i.e., of operators 
(usually linear) between Banach spaces. There is of course a vast literature 
on operator theory and in particular spectral theory. It seems, however, 
that the theory of operators on general Banach spaces is at present 
in a much less satisfactory form than the theory of Banach spaces 
themselves. Only in the case of Hilbert spaces is there at present a really 
deep and detailed theory of operators available. Thus, though Hilbert 
spaces form a special kind of Banach space the Hilbert space theory 
is “almost disjoint” from Banach space theory. The former deals with 
questions concerning operators which quite often look hopeless in the 
Banach space case, while the latter considers questions which are often 
trivial in the special case of Hilbert spaces. 
We return to the main aim of this section, the study of classification 
of Banach spaces in terms of all or only a part of the structure which is 
endowed on such a space by its definition. It is of course trivial to study 
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only the linear structure of a Banach space X. We single out now four 
nontrivial and different ways for looking at a Banach space. 
1. As a metric space; 
2. As a uniform space; 
3. As a linear topological space; 
4. As a Banach space, i.e., taking into account all the structure 
contained in the definition. 
By looking at a Banach space as a metric space the natural morphisms 
we consider are of course the continuous functions, and two Banach 
spaces are identified if they are homeomorphic. When E is considered 
as a uniform space the natural morphisms are the uniformly continuous 
maps. In linear topological spaces the natural maps are the continuous 
linear operators and we look for invariants under isomorphism: 
bicontinuous one-to-one linear operators. Finally, in Case 4 the natural 
maps are linear norm decreasing operators and we look for invariants 
under isometries, i.e., norm preserving linear operators. There are also 
other natural ways to look at Banach spaces, for instance, for questions 
related to differential calculus on Banach spaces, but we will consider 
here only the four ways listed above. 
A basic result in point set topology is that the dimension is a topological 
invariant of finite-dimensional Banach spaces. It is obviously the only 
topological (and even linear topological) invariant of these spaces. For 
infinite-dimensional separable Banach spaces Kadec’s theorem gives 
a complete answer to the classification problem. For the nonseparable 
case the situation is not entirely clear. The following is conjectured. 
CONJECTURE. The only topological invariant of infinite-dimensional 
Banach spaces is their density character. 
By density character of a Banach space we mean the smallest cardinal 
for a dense subset of the space. The conjecture has been verified in some 
special classes of nonseparable spaces. For example, it is true if we 
restrict ourselves to reflexive Banach spaces (Bessaga [l]). 
Turning to the uniform classification, here, in contrast to the topo- 
logical classification, the main open problem is whether uniformly 
homeomorphic Banach spaces are already isomorphic. That is, does the 
uniform structure of a Banach space already determine its linear (and 
thus linear topological) structure ? Examples (cf. Ref. [7]): 
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1. If p >, max(2, q), an infinite-dimensional LJp) space is not 
uniformly homeomorphic to an infinite-dimensional L*(Y) space. This is 
probably always the case if p # q (i.e., also if p # q and both are smaller 
than two). ** 
2. For infinite compact Hausdorff K, a C(K) space is not uniformly 
homeomorphic to a reflexive Banach space or to an Li(p) space. 
3. It is not known whether L,(O, 1) and Zr, are uniformly homeo- 
morphic for somep, 1 < p < co, p # 2. Our guess is that they are not. 
We come to the main subject of Banach space theory: The classification 
under isomorphisms and isometries. The isomorphic questions are 
usually the harder ones since we know much more isometric invariants. 
For example, the extremal structure of the unit ball of the space, or its 
dual form is a very useful isometric invariant which is usually useless 
for study of isomorphic questions. 
As an example of the difference between isomorphic and isometric 
classifications, let K be a compact metric space and consider C(K), 
the continuous functions on K with the supremum norm. 
Banach, in his monograph, proved the following 
THEOREM. For compact metric H and K, H is homeomorphic to K if 
and only if C(H) is isometric to C(K). 
M. H. Stone generalized this to general compact Hausdorff H and K. 
The theorem follows immediately from the fact that the extreme points 
of the unit ball of C(K) * in its weak* topology (i.e., the topology induced 
by C(K)) can be (in the real case) identified as a disjoint union of two 
copies of K. 
What analog do we have for isomorphism ? Very simple examples 
show that C(K) may be isomorphic to C(H) without K being homeo- 
morphic to H. It is however surprising (and not easy to prove) that 
even the dimension of H is not an isomorphic invariant of C(H). 
Milutin [9] proved the following 
THEOREM. If H and K are two uncountable compact metric spaces then 
C(H) is isomorphic to C(K). 
The isomorphic classification of C(K) spaces with K countable 
compact metric spaces was done by Bessaga and Pelczynski [2]. There 
** This has been proved recently by P. Enflo (Ark. Math. 1970). For further results in 
this direction c.f. P. Enflo, Israel J. Math. 8 (1970), 253-272. 
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are uncountably many isomorphism classes of such spaces. The iso- 
morphism invariant is obtained as follows: Let K’, K”,..., KcW),..., be 
the transfinite set of the derived sets of K. Since K is countable it does 
not have a nonempty perfect subset and thus K(O) = ,D for some 
countable 01. Let /3 be the smallest ordinal such that K(B) = O. The 
ordinal number /3~ (w the ordinal of the set of positive integers) is a 
linear topological invariant of C(K) which completely determines the 
isomorphism class of the C(K) p s ace (K compact metric countable). 
For compact Hausdorff nonmetrizable K the question of isomorphic 
classification of C(K) spaces is far from being solved. (For some recent 
results concerning this question see Refs. [I I] and [12].) We have already 
seen two examples of questions which have been solved in the separable 
case and are still open for nonseparable Banach spaces (viz., the questions 
of topological classification of Banach spaces and the linear topological 
classification of C(K) spaces). In general the study of nonseparable 
Banach spaces (though certainly not important from the point of view 
of applications) poses very interesting and hard questions. This study, 
which became only recently an area of systematic research, already 
produced some nontrivial results. One aspect of nonseparable Banach 
space theory will be discussed in the next lecture. 
We make next some remarks on the problem of a structure theory for 
Banach spaces. At present there is no such theory available; we shall 
discuss here only a plausible candidate. It is quite clear that in any 
structure theory for Banach spaces the classical spaces, i.e., Lp(p) and 
C(K) spaces, must play a dominant role. This is true in particular for the 
classical sequence spaces c,, and II, , 1 < p < co. 
DEFINITION. A Banach space X is called prime if whenever 
X m Y @ 2 then every nontrivial (i.e., infinite-dimensional) factor is 
isomorphic to X. 
It is known that c0 and Z, are all prime (cf. Pelczynski [lo] for 
c,, and Z, ,p < co and Ref. [8] for Z=,). The answers to the following 
natural problems seem to be unknown. (Certainly these problems are 
not known to have positive answers. I am not sure that the literature does 
not contain a counterexample though this is very unlikely.) 
QUESTIONS. 
1. Are c,, and Z, , 1 < p < CO the only prime Banach spaces ? 
2. Does every infinite-dimensional Banach space have a prime 
factor ? 
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If the answer to both questions turns out to be positive this would 
have an enormous impact on the whole theory and would settle a very 
large number of outstanding open problems (e.g., it would show that 
for every Banach space X, X is isomorphic to X @ R where R is the 
one-dimensional space). In this case one would also ask 
3. How can the Banach space be represented in terms of its 
prime factors ? 
Question 3 may not have a general answer (even if 1 and 2 turn out 
to have positive answers). But any partial answer (getting some infor- 
mation on the space by knowing all its prime factors, etc.) would be a 
major step toward a structure theory. 
A question which is more modest than 1 and 2 is 
4. Does every infinite-dimensional Banach space contain a subspace 
isomorphic to c,, or to some 1, , 1 < p < CO ? 
Even here we are very far from an answer (unless there is somewhere 
a known counterexample). 
It is clear that in any event the first type of questions which have to be 
answered before a structure theory is possible are questions of the type: 
“What (more-or-less) concrete objects does a general Banach space 
contain ?” In order to describe the known answers to this question let us 
introduce the notion of a basis. 
DEFINITION. A Banach space X has a basis {x~}~=~ if every x E X 
has one and only one expansion of the form x = Ci=r XiXi , hi scalars. 
If for every x E X its expansion CF=, hixi converges for any rearrangement 
of its terms (or, which is the same, & & hixi converges for every choice 
of signs) the basis is called an unconditional basis. 
A result which was already stated by Banach is the following 
THEOREM. Every infinite dimensional Banach space has a subspace 
with a basis. 
A result of James [4] gives a partial solution to Problem 4. 
THEOREM. Every nonreflexive Banach space with an unconditional 
basis has a subspace isomorphic to either c,, OY II . 
Some stronger variants of this theorem are known. The strongest 
version is that given by Tzafriri [13]. 
Deeper results are available if we ask what finite-dimensional objects 
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does a general Banach space contain. The answer to such questions must 
be quantitative in nature and we have thus to introduce another 
definition. 
DEFINITION. Let X and Y be isomorphic Banach spaces. The number 
d(X, Y) = inf{ll T/I (( T-l I/; T : X + Y, invertible} is called the distance 
coefficient of the spaces X and Y. 
This is clearly not a metric (on the set of all Banach spaces isomorphic 
to a fixed Banach space), since d(X, X) = 1. Log d is a metric, but since 
distance coefficients, like two or three, are significant it is more natural 
to use them rather than log 2 or log 3. Thus two spaces are “close” 
if their distance coefficient is near one. 
Let us also introduce a notation for the finite-dimensional L, spaces. 
By 1,” we denote the space of n-tuples of scalars h = (X, , h, ,..., X,) with 
II x II = (Zl Ihi Ivy’) (resp. (1 X I] = max 1 hi / ifp = co). 
We are now ready to state one of the deepest results in Banach space 
theory. 
THEOREM (Dvoretzky [3]). Let X be an infinite-dimensional Banach 
space. Then for every integer n and every E > 0 there is a subspace U of X 
with d( U, Zzn) < 1 + E. 
Thus every infinite-dimensional Banach space contains subspaces of 
an arbitrary large finite dimension which are arbitrarily close to Hilbert 
spaces. A result of a similar nature though less strong (since it is known 
till now only for n = 2 and not an arbitrary n) is the following 
THEOREM (James [5]). Let X be an in$nite-dimensional nonrejexive 
Banach space. Then for n = 2 and an arbitrary E > 0 there is a subspace 
U of X such that d( U, II’“) < 1 + E. 
To conclude we indicate the questions of the type we considered here 
which are on the “first line of attack,” i.e., which are the subject of 
research conducted at present. 
Does every infinite-dimensional Banach space have a subspace with 
an unconditional basis ? Does every separable infinite-dimensional 
Banach space have a complemented subspace with a basis ? Does every 
infinite-dimensional Banach space X have a nontrivial representation 
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as a direct sum (i.e., X w Y @ 2 with dim Y = dim 2 = co) ? Is the 
theorem of James true for 71 > 3 ? 
II. THE APPROXIMATION PROBLEM IN BANACH SPACES 
The approximation problem is one of the oldest and most widely 
known open problems in Banach space theory. For its formulation let 
us recall the following 
DEFINITION. A linear operator T : X -+ Y is called compact if TS, 
is compact (where S, is the unit ball of X). 
Equivalently, T is compact if and only if TS, is totally bounded 
(unless stated otherwise all topological notions concerning sets in Banach 
spaces which are stated without a prefix (like w or w*) are with respect to 
the norm topology of the space). 
It is very easy to prove that every bounded operator with a finite- 
dimensional range is compact and that the compact operators form a 
closed linear subspace of the space of all bounded operators from X to Y 
endowed with the usual operator norm. It is therefore natural to ask 
the question 
(1) Is every compact operator T : X -+ Y a limit in the norm 
topology of operators with finite dimensional range ? 
This is the approximation problem. It is fundamental since it arises 
in many different contexts. The most detailed study of this problem was 
done by Grothendieck [4]. Grothendieck conjectured that (1) is not 
true in general and thus a better way to state (1) is to ask what additional 
hypothesis will make (1) true. The approximation problem is actually 
a problem on the structure of Banach spaces rather than on the structure 
of compact operators. In order to clarify this we introduce the following 
DEFINITION. A Banach space Y is said to have the approximation 
property if for every compact set KC Y and every E > 0 there is an 
operator R : Y + Y having a finite-dimensional range such that 
]j Rx - x 11 < E for all x E K. 
It is easy to show that if Y has the approximation property then the 
answer to (1) is affirmative. Indeed, take as K in the definition above the 
subset TS, of Y. Then dim RTX < co and I( RT - T (1 < E. With a 
little more effort it can be proved that, conversely, if (1) is true for every 
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X and a fixed Y, then Y has the approximation property. Thus (1) is 
equivalent to the question 
(2) Does every Banach space have the approximation property? 
It is easy to see that a space with a basis has the approximation 
property. Indeed if {~~},?“=i is a basis of X and if P, is the projection on X 
defined by P,(CtE1 h,~,) = C’y=, hixi , then it is easily verified that 
11 P,x - x 11 -+ 0 as n -+ CO uniformly on every compact subset of X. 
Since most common Banach spaces are known to have a basis these 
spaces also have the approximation property. It follows also that the 
approximation problem is closely connected to the so-called basis 
problem. 
(3) Does every separable Banach space have a basis ? 
A negative solution to the approximation problem will give also 
a negative solution to the basis problem. In order to see this we have 
only to remark that a Banach space X has the approximation property 
if every separable subspace of it has this property (this is an immediate 
consequence of the Hahn-Banach theorem). It is not clear that one can 
go in the converse direction. I conjecture, in fact, that there is a Banach 
space which has the approximation property but does not have a basis. 
The main reason for this conjecture is that it is often much easier 
to show that a Banach space has the approximation property than to 
show that it has a basis. 
Consider, as an example, the disk algebra A. This is defined as the set 
of functions which are continuous for 1 x 1 < 1 and analytic for 1 z 1 < 1. 
With the sup norm A is a Banach space. It is not clear at present whether 
A has a basis. A proof that it does, has been published. The published 
proof is incorrect; it is said that it can be corrected, but I am not sure 
about it. In any case it is not easy to produce a basis in A while it is an 
elementary fact that A has the approximation property. We have only 
to use Fejer’s theorem on Cezaro means of Fourier series in order to 
deduce that for every f E A, 
P,f = f (i anzn)i(m + 1) tends in norm to f(z) = 2 a,@ 
I;=0 n=o 7l=O 
as m 4 co. The convergence is uniform on compact sets in A. Note 
that {P} is not a basis since the Taylor series does not always converge 
uniformly on the disk. In this connection let us mention that presumably 
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it is an open question whether the nonseparable Banach space H” 
(consisting of all bounded functions on the disk which are analytic in 
the interior of the disk) has the approximation property. 
The approximation property also has formulations in terms of classical 
analysis, many of which are due to Grothendieck. For example, let 
I = [0, 11 and let K(x, r) b e a continuous function on I x I and suppose 
that 
i l q&Y) WY, 4 dY = 0 for all x and z. 0 
QUESTION. Does it follow that JA K(x, x) = 0 ? 
This is equivalent to the approximation problem. It is known that 
the answer is positive if K is continuously differentiable or has some 
weaker smoothness properties. 
Let us now state the two conjectures of Grothendieck on the approxi- 
mation problem. 
CONJECTURE 1. Not every Banach space has the approximation 
property. 
CONJECTURE 2. All reflexive Banach spaces have the approximation 
property. 
We feel that these may be true. Conjecture 2 seems to be more important 
since a positive result for 2 would yield more information than a counter- 
example to 1. 
We turn now to the metric approximation property, which is a stronger 
version of the approximation property. 
DEFINITION. A Banach space Y is said to have the metric approxi- 
mation property if for every compact K C Y and every E > 0 there is an 
operator R : Y + Y having a finite-dimensional range such that 
11 R Ij < 1 + E and 11 Rx - x I/ < E for every x E K. 
The approximation property is an isomorphic invariant while the 
metric approximation property is an isometric invariant. Grothendieck 
proved in Ref. [4] that for reflexive spaces these properties are equivalent 
(i.e., the approximation property already implies the metric approxi- 
mation property). It is an open question whether there exists a Banach 
space which does not have the metric approximation property. It is not 
hard to see that a Banach space Y has the metric approximation property 
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if and only if for every finite dimensional subspace B of Y and every 
E > 0 there is an operator U on Y such that 11 U 11 < 1 + E, 
dim UY < 00, and U,, , i.e. the restriction of U to B, is the identity. 
This reformulation of the metric approximation property has a natural 
generalization to a nonseparable property. Instead of extending the 
identity operator on a finite-dimensional subspace of Y to a suitable 
operator defined on Y and having a finite-dimensional range we may 
now ask whether it is possible to extend the identity operator on a 
separable subspace to an operator defined on the whole space and having 
a separable range. It turns out that for the nonseparable analogs of the 
approximation property, the analogs to the two conjectures of 
Grothendieck are true. Let us first give an example which establishes 
an analog of Grothendieck’s first conjecture. Recall that the w topology 
on a Banach space Y is the weakest topology which makes all elements of 
Y* continuous functionals. An operator T : X + Y is said to be w 
compact if TS, is a w compact subset of Y. 
THEOREM (Grothendieck [3]). Every bounded linear operator T 
defined on I, and having a separable range is w compact. 
This theorem implies that there is no bounded linear operator of 1, 
into a separable subspace of itself which is the identity (or even close 
to the identity) on any separable nonreflexive subspace of 1, (ca for 
example). 
In order to state the positive solution to the analog of Grothendieck’s 
second conjecture in its proper context we introduce the following 
DEFINITION. A Banach space X is called weakly compactly generated 
(W.C.G.) if it contains a w compact subset K such that X is the closed 
linear span of K. 
The K appearing in the definition of W.C.G. space is by no means 
unique. It can always be assumed to be convex and symmetric with 
respect to 0 (by Krein’s theorem). 
Reflexive and separable spaces are clearly W.C.G. An Li(p) space 
is W.C.G. if and only if p is (T finite, I, is not W.C.G. 
A positive solution of the analog to conjecture 2 for W.C.G. spaces is 
contained in the following 
THEOREM [ 11. Let the Banach space X be generated by a w compact 
convex symmetric set K. Let B be a separable subspace of X. Then there 
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exists a separable subspace C of X with C 3 B and a projection P from X 
onto C such that 11 PII = 1 and PKCK. 
Repeated applications of this theorem and analogous theorems in 
which “separable” is replaced by “having density character M” for 
some cardinality M enables us to decompose a W.C.G. space into a 
direct sum of spaces with smaller density characters. The decomposition 
is as follows: Let X and K be as above and let it, be the density character 
of X. Let s2 be the first ordinal of cardinality K, . Then for every 5 < D 
there exists a projection P, of norm 1 on X so that 
(1) The density character of P,X is the cardinality of 6 for infinite 
@J, PJ,. . . are separable, not finite-dimensional); 
(2) PQ is the identity operator of X; 
(3) For every x E X the function E ---t P,x is a continuous function 
from the ordinals (in their order topology) to X in its norm topology; 
(4) pc1e2 = P& = Klin(C,,E,) 7 1 G (1 9 f2 G J-2. 
The existence of these projections allows us to consider X as a certain 
direct sum of the spaces (P6+1 - P,)X, all of which have a smaller 
density character than X (provided X itself is nonseparable). We now 
have a way to apply transfinite induction to extend some theorems from 
the separable case to the general W.C.G. case. 
THEOREM. Let X be a W.C.G. Banach space. Then there is a one-to-one 
continuous linear operator from X into c,(r) for a suitable set r. 
Here co(r) is the space of scalar-valued functions on a set r which 
vanish at co. The theorem is trivial for separable X. By a result of Day [2] 
we get from this theorem the following 
COROLLARY. Every W. C.G. Banach space (in particular every reflexive 
Banach space) has an equivalent strictly convex norm. 
A norm is called strictly convex if Ij x + y Ij < Ij x [I + 11 y 11 unless x 
and y are on the same ray from the origin. 
Again this corollary is trivial in the separable case. It is known [2] 
that not every Banach space has an equivalent strictly convex norm. 
Another problem which can be reduced for W.C.G. space, by trans- 
finite induction, to the separable case is the problem of quasi- 
complements. Let Y be a closed linear subspace of a Banach space X. 
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In general there is no bounded linear projection from X onto Y, i.e., 
there does not exist a closed subspace 2 of X such that X = 2 @ Y. 
This leads to the introduction of the weaker notion of quasicomplement. 
A closed subspace 2 of X is called a quasicomplement to Y if 
YnZ={O}andY+ZisdenseinX. 
Mackey [7] proved that in a separable Banach space every closed 
subspace has a quasicomplement. In nonseparable Banach spaces there 
are closed subspaces which do not have a quasicomplement [6]. However 
if Y C X and X and Y are W.C.G. spaces then Y has a quasicomplement 
in X. The proof follows by transfinite induction by using a decom- 
position of X of the type described above for which in addition P,Y C Y 
for every f. In this connection let us mention that it is not known 
whether every subspace of a W.C.G. space X is also W.C.G. For 
reflexive spaces X this is of course obviously true. 
III. GROTHENDIECK'S INEQUALITY AND ITS APPLICATIONS 
In this section we shall discuss the classical Banach spaces, that is, 
spaces of type C(K) or L&L), and the role of these spaces in the general 
theory of Banach spaces. The study of the classical spaces becomes more 
symmetric if we enlarge this class a little and consider the spaces X such 
that X* is an Lp(p) space for some 1 < p < co and some measure CL. 
Since the measure p itself is generally not of interest we shall omit it 
from the notation and just say X* is an L,, space. For 1 < p < co we 
deal with reflexive spaces and thus clearly X* is an L, space if and only if 
X is an L, space (p-l + q-l = 1). If p = co, we again do not get new 
spaces. Grothendieck proved in Ref. [4] that X* is an L, space if and 
only if X is an L, space. (I am talking now on the isometric theory. In the 
isomorphic theory the situation is more involved. X* isomorphic to an 
L, space does not imply that X is isomorphic to an L, space, cf. Ref. [7].) 
However, for p = 1, spaces besides C(K) spaces are included in the 
class of spaces whose duals are L, spaces. 
We saw already in the first section that these spaces should play a 
dominant role in any structure theory. There is a natural way for these 
spaces to be ordered, 
L 1; L 9, 1 <p<2; L,; L,, 2<p<m; x* ==L, 
This is not a matter of a linear scale of spaces, however. It should be 
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clear that& is a natural “break point” in the structure. This is illustrated, 
e.g., by considering the relative “size” of the spaces. We say that Y is 
“larger” than X if X is a subspace of Y (sense 1) or if X is a quotient 
space of Y (sense 2). 
These are dual notions in the sense that if Y is larger than X in one 
sense, Y* is larger than X* in the other sense. The C(K) spaces are large 
in sense 1, since any Banach space is isometric to a subspace of C(K) 
space for a suitable K. In fact if X is separable, X is isometric to a 
subspace of C(0, 1). The L, spaces are large in sense 2. Every Banach 
space is a quotient space of a suitable L, space, every separable Banach 
space is a quotient space of II (or L,(O, 1)). This can be pictured as 
4 1 C”“’ 
X sep 
Fig. 1 
Since all subspaces and quotients of Hilbert spaces are Hilbert spaces 
the L, spaces are smallest in both senses. Moreover, Dvoretzky’s theorem 
mentioned in the first section says that every infinite-dimensional Banach 
space is (up to any E > 0) larger in sense 1 than any finite-dimensional 
Hilbert space. By a duality argument it follows immediately that the 
same is true if we consider larger in sense 2. Thus we have the following 
diagram for an arbitrary infinite dimensional Banach space X: 
Fig. 2 
where the broken arrow and inclusion sign mean that they stand for the 
weakened (local) form of quotient, resp. embedding map mentioned 
above. It is interesting to compare senses 1 and 2 of largeness and to 
ask, e.g., which are the spaces X which are smaller than a C(K) space 
in sense 2 and an L, space in sense 1. Grothendieck [5] gave an answer 
to this by the following 
THEOREM. X is isomorphic to a quotient space of a C(K) space (OY more 
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generally of a space whose dual is an L, space) and to a subspace of an L, 
space (if and) only if X is isomorphic to a Hilbert space. 
Like other questions in Banach space theory there are here also two 
points of view: The isometric one and the isomorphic one. While 
Dvoretzky’s theorem is a theorem in the isometric (as well as isomorphic) 
theory, the theorem of Grothendieck is only an isomorphic theorem. 
It is one rare example of a situation where an isomorphic problem has 
been solved while the analogous isometric problem is still open. It seems 
to be an open question whether every Banach space X (with dimension 
X >, 3) which is isometric to a subspace of an L, space and to a quotient 
space of a C(K) p s ace must be isometric to a Hilbert space. (If dim X = 2 
the situation is known and different from higher dimensions; every two- 
dimensional space is a subspace of an L, space and a quotient of a C(K) 
space.) For a discussion of this problem I refer to Ref. [l]. 
The theorem shows that the two notions of largeness are very different. 
Grothendieck proved the theorem in the framework of his theory of 
tensor products. I shall now outline (very briefly) a modification of his 
proof which avoids the explicit use of tensor products (cf. Ref. [7]). 
As happens quite often, a piece of hard analysis, in the form of an 
inequality, is the main part of the proof. 
THEOREM [5]. There exists an absolute constant K, such that for any 
real matrix ai,j , 1 < i, j < n, satisfying 
for all real numbers ti and sj with 1 ti 1 < 1, 1 Sj 1 < 1, we have 
(1) 
for any choice of 2n vectors x1 ,..., x, , y1 ,‘.., yIL of norm < 1 in a Hilbert 
space (where (-, *) denotes the inner product). 
Comments. In the one-dimensional case the Hilbert space is the line 
and (x, y) = xy. Thus the theorem says that if (2) holds in the one- 
dimensional case with K, replaced by one it holds in any dimension. 
It is of interest to note that KG # 1, this being an indication of the fact 
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that the inequality does not lie on the surface. In fact, the best value for 
KG is unknown, it only being known that the best value is between 9712 
and sinh 7~/2. It is very tempting to try to generalize the inequality to 
arbitrary Banach spaces (substitutingfj(xi), fj E X*, xi E X, for the inner 
product). Pelczynski and I have noted, however, that any Banach space 
satisfying (2) with a suitable constant (depending on the space) whenever 
(1) holds, is isomorphic to a Hilbert space. Thus the inequality is a 
characterization of spaces isomorphic to Hilbert spaces. 
A convenient tool for studying the applications of Grothendieck’s 
inequality is the following notion introduced by Pietsch [12]. 
DEFINITION. Let 1 < p < CO and T : X -+ Y a linear operator. 
If there exists a constant C such that for every integer n and every 
{Xi>~l c x 
(f II Txi Ilyjl’p < C ,,;s~~ (8 1 x*(x~)IY)~‘~, 
i=l ' 2=1 
the operator T is called p-absolutely summing. 
Remarks. 
1. It is easily verified that T is l-absolutely summing if and only if 
whenever C xi , xi E X, converges unconditionally, then C Txi converges 
absolutely, i.e., 1 I/ Txi /I < CO. The Dvoretzky-Rogers theorem [2] 
states that the identity operator of an infinite-dimensional Banach space 
is never l-absolutely summing. (Actually the theorem of Ref. [2] also 
shows that the identity operator cannot be p-absolutely summing for any 
P < 00.1 
2. As p increases the class of p-absolutely summing operators from 
X to Y also increases (not strictly in general). The natural analog of the 
definition given above for p = CO will give nothing new; an operator is 
“co-absolutely summing” if and only if it is bounded. If X and Y are 
Hilbert spaces then a T : X ---f Y is p-absolutely summing for some 
(and hence all) p < co if and only if it is a Hilbert-Schmidt operator 
(cf. Ref. [ll]). 
By using standard theorems Pietsch obtained the following character- 
ization of p-absolutely summing operators. Let X be a Banach space, 
K the unit ball of X* in its w* topology, and I : X + C(K) the natural 
embedding defined by 1x(x*) = x*(x). 
607/s/2-2 
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THEOREM. The operator T : X --f Y is p-absolutely summing ifs there 
is a Jinite measure TV on K and a bounded linear operator S such that 
Y 
commutes, where ] is the formal identity operator. 
There is a point which needs clarification in the statement of this 
theorem. The operator S is not defined on all of L>(p); it is only defined 
on JlX. Since for p # 2, Lp(p) h as uncomplemented subspaces, S may 
not have an extension to a bounded operator from all of L,(p) into Y. 
For p = 2 this difficulty does not arise. 
A consequence of Grothendieck’s inequality is the following 
THEOREM. Let X* and Y be L, spaces. Then every bounded linear 
operator from X to Y is 2-absolutely summing. 
COROLLARY. With X and Y as above, every bounded linear operator 
from X to Y can be factored through a suitable Hilbert space. 
It is now easy to deduce the first theorem we stated in this section. 
Let 2 be a Banach space such that there exist operators TI : X 4 2 and 
T, : Z + Y with X* an L, space, TI onto (surjective), Y an L, space, 
and T, an isomorphism into. By the corollary there exists a Hilbert space 
H and operators S, , S, such that 
H--+Y 
s, 
commutes. Then H, = S,lT,Z is a closed subspace of H and thus also 
a Hilbert space. Hence Z, which is isomorphic to T,Z, is isomorphic 
to a quotient space of H, and consequently Z itself is isomorphic to a 
Hilbert space. 
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I shall give now another example of the use of the Grothendieck 
inequality, viz., the question of uniqueness of unconditional bases. 
This will again show the importance of C(K), L, , and L, spaces in the 
general theory of Banach spaces. 
Let X be a Banach space having a basis {x~}~=, . This basis enables us 
to represent X as a sequence space: To the element x = C &xi we 
correspond the sequence (h, , h, ,...). If we know nothing beyond the 
fact that the (xi}~=, form a basis, this representation is of little use. 
Indeed, besides their applications to the approximation problem (and 
closely related subjects) general bases do not seem to help in the study 
of the linear topological properties of a Banach space. (The fact that the 
existence of a basis gives only little information on a Banach space seems 
to be one of the reasons which make it difficult to prove that there is, as 
we believe, a Banach space which has no basis.) If however the basis is 
known to have some additional properties it may be of much help in 
investigating the Banach space. The unconditional bases have turned out 
to be one of the (and perhaps, the) most important classes of bases from 
this point of view. For example, once we know that a space has an 
unconditional basis we can construct many nontrivial operators from 
the space into itself. 
It is known that there are Banach spaces which do not have an uncon- 
ditional basis. C(0, 1) and L,(O, 1) are simple examples. There are even 
reflexive separable Banach spaces which do not have an unconditional 
basis [6]. On the other hand,nin the usual separable sequence spaces 
the sequences e, = (0 ,..., 0, 1, 0 ,...) form an unconditional basis. 
The Haar functions form an unconditional basis in L,(O, l), 1 < p < co, 
and in more general reflexive function spaces (this is by no means 
obvious; for L,(O, 1) it is due essentially to Paley). 
The question we ask is the following. Assume that X has an uncon- 
ditional basis and thus can be represented as a sequence space X having 
the property that (hi, ha ,... ) E 8 o (1 X, 1, 1 h, I,...) E X. Under what 
circumstances is X determined uniquely by X ? To restate the problem 
let us define: 
A basis {xJT=r in a Banach space X is said to be equiwalent to a basis 
{ yS}TZ1 in a Banach space Y if ET=, X,X~ converges o c,p”_, X, yS converges, 
or equivalently, if there is an isomorphism T from X onto Y for which 
TX, = yi for all i. 
Thus we are interested in the question: Under what conditions does 
a Banach space have a unique unconditional basis, up to equivalence? 
A little thought shows that the question has to be modified a little. 
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If {xi}:, is an unconditional basis, so is {~+}~=, , and obviously they 
are not equivalent. We thus have to restrict ourselves to normalized 
bases, i.e., bases for which 11 xi /I = 1 for all i. 
THEOREM [9]. The only Banach spaces which have (up to equivalence) 
a unique normalized unconditional basis are cO , II , and 1, . 
The fact that in l2 every normalized unconditional basis is equivalent 
to an orthonormal basis was known for a long time (it was pointed out 
explicitly in Ref. [3]). Pelczynski and I proved that also c0 and 1, have 
a unique unconditional basis. The proof depends on Grothendieck’s 
inequality. The converse depends on a result of Zippin [13] which 
characterizes abstractly the usual unit vector bases in lP and c0 . In 
neither direction is the result easy. A generalization of the result, using 
Boolean algebras of projections, is possible. The generalization says the 
following. The finite dimensional subspaces of a Banach space X are 
similar to the finite dimensional subspaces of a C(K), L, , or L, space if 
and only if 
(a) X has sufficiently many Boolean algebras of projections; 
(b) All Boolean algebras of projections on X are of the same type. 
Instead of defining here the vague notions appearing in the last 
statement I refer to Refs. [8] and [lo] for the precise definitions and 
the proof. 
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