Abstract. The clustering of integers with equal total stopping times has long been observed in the 3x + 1 Problem, and a number of elementary results about it have been used repeatedly in the literature [1, 4, 5] . In this paper we introduce a simple recursively defined function C : Z + → {0, 1}, and we use it to give a necessary and sufficient condition for pairs of consecutive even and odd integers to have trajectories which coincide after a specific pair-dependent number of steps. Then we derive a number of standard total stopping time equalities, including the ones in [3] , as well as several novel results.
Introduction
The 3X + 1 Problem may be stated concisely in terms of the function T : Z + → Z + . We define
if m is even; (3m + 1)/2 if m is odd.
For each positive integer k we define T k (m) to be the result of composing T with itself k times and evaluating the resulting function at m. By convention we also define T 0 (m) = m.
We further define the trajectory of m ∈ Z + to be the sequence of values (T k (m)) k≥0 and the parity sequence of m ∈ Z + to be the sequence of values (v k (m)) k≥0 , where
A parity vector of length K for m ∈ Z + is then defined to be the first K entries of the parity sequence for m. Let F = {m ∈ Z + | T k (m) = 1 for some k ≥ 0}. Since T n (2 n ) = 1, 2 n ∈ F for all n ≥ 0. If m ∈ F , then T k (m) = 1 for some k ≥ 0, and we define the total stopping time of m to be σ ∞ (m) = smallest element of {k ≥ 0 | T k (m) = 1}.
If m / ∈ F , we define σ ∞ (m) = ∞. The Collatz Conjecture asserts that F = Z + , or equivalently, σ ∞ (m) is finite for all m ∈ Z + , and the 3X + 1 Problem is to determine the truth of this conjecture.
If a set of integers {m 1 , m 2 , . . . , m k } satisfies σ ∞ (m i ) = σ ∞ (m j ) for 1 ≤ i, j ≤ k, we say that these integers form a cluster. We shall be interested mainly in clusters of two and three consecutive integers, but our definition places no restrictions on how clusters are formed.
Before we discuss previous results, a word about terminology is in order. The astute reader may have noticed that the papers by Garner [3] and Gao [2] both refer to heights in the 3X + 1 Problem. It turns out that Garner's definition of height ( [3] , p. 57) is the same as our definition of the total stopping time, while Gao's definition of height ( [2] , p. 262) agrees with the authoritative definition of Lagarias ([6] , p. 2), which is different. Thus in what follows, when we discuss Garner's work, we are justified in referring to total stopping times instead of heights. This will allow us to avoid any confusion which may result from the conflicting definitions.
While results about clusters have appeared in previous work, very few papers have considered the topic explicitly. In [1] Andaloro gave a different, but equivalent, formulation of the 3X + 1 Problem. In the course of proving his theorems about sufficient sets, he included a number of results about clusters of integers with equal total stopping times. Since his function T : Z + → Z + differs from the standard one that we use, his total stopping times differ from ours. Consequently, his clusters differ from, but are related to, ours.
In [3] Garner used parity vectors (first introduced and studied by Terras in [7] ) to reconstruct the trajectories of numbers and obtained sufficient conditions in order that two consecutive numbers have equal total stopping times. In [2] Gao described computational results concerning long sequences of integers having identical heights.
Our approach differs from previous ones in its introduction of a recursively defined function whose values determine which pairs of consecutive even and odd integers have trajectories that coincide after a specific pair-dependent number of steps. We will use our main theorem concerning trajectories (Theorem 4.1) to derive a corresponding result about total stopping times (Corollary 4.3), and this will imply a number of standard total stopping time equalities, including the ones in [3] , as well as several novel results.
A simple example may serve to illustrate the power of this approach. 
Definition and Properties of C(n)
We begin by defining C : Z + → {0, 1} as follows:
if n is even.
Then by induction C is a well-defined function, and we may calculate the first few values of C(n) as follows:
Additional values of C(n) are readily found by using two simple propositions.
Proposition 2.1. Consider the previously defined function C(n).
, and C(2n+3) = C(2n−1) for all n ≥ 1. (2) Suppose that n is odd, and write n = 4t + u, where t ≥ 0 and u = 1 or u = 3. Then C(n) = C(u). 55, 4
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Proof.
(1) follows directly from the definition of C(n), while (2) is an immediate consequence of (1).
Given n ≥ 1, let j be the largest non-negative integer such that 2 j |n. Then 2 j divides n, but 2 j+1 does not divide n. For this j ≥ 0 we write 2 j ||n and say that 2 j exactly divides n, and we have n = 2 j · k, where k ≥ 1 is odd. Proposition 2.2. Suppose that n ≥ 1 and 2 j ||n, and write n = 2 j · k, where j ≥ 0 and k ≥ 1 is odd.
(
Proof. Both of these results follow at once from Proposition 2.1(1).
Now the following proposition describes precisely when C(n) assumes the values 0 and 1. Proof. We consider the value of C(n) in four mutually exclusive and exhaustive cases: (1) s = 0 and u = 1; (2) s = 0 and u = 3; (3) s = 1 and u = 1; and (4) s = 1 and u = 3. If s = 0, then n = 4 r · (4t + u), and so C(n) = C(4t + u) = C(u) by Proposition 2.2(1) and Proposition 2.1(2). Thus C(n) = 0 when u = 1, and C(n) = 1 when u = 3, which handles cases (1) and (2) . If s = 1, then n = 4 r · 2 · (4t + u), and so C(n) = C(2 · (4t + u)) = 1 − C(4t + u) = 1 − C(u) by Proposition 2.2(2) and Proposition 2.1(2). So C(n) = 1 when u = 1, and C(n) = 0 when u = 3, which takes care of cases (3) and (4) and completes the proof.
Our next task will be to establish a connection between the functions C and T . Once this has been accomplished, we shall be in a position to prove results about clusters of of integers with equal total stopping times.
Connecting C and T
To establish that connection we need to be able to find the iterates of integers under T . When the integers are written in the proper form, this becomes a straightforward calculation. In this section and the following one, we assume that m is an odd positive integer with m = 2n − 1, where n ≥ 2, and we write m = 2 p · (2q + 1) − 1, where 2 p ||(m + 1), p ≥ 1, and q ≥ 0. (
In particular,
Proof. We first observe that for any x ≥ 1 we have T (2x − 1) = 3x − 1.
(1) Applying this observation i times to the given m yields the desired result, and setting i = p then gives the particular formula for T p (m).
Applying our observation to this expression i − 1 times gives the formula for T i (m − 1), and when i = p, we obtain the stated conclusion. (1) and (2) we see that T p (m) and T p (m−1) are both even, and so each must be congruent to either 0 or 2 modulo 4. From part (3) we see that T p (m) ≡ 2−T p (m−1) (mod 4). Now both (4) and (5) follow from this.
Our next result shows that the function C determines whether T p (m) is congruent to 0 or 2 modulo 4. This will turn out to be the key to finding clusters of integers with equal total stopping times.
Theorem 3.2. The following statements are equivalent:
(1) T p (m) ≡ 0 (mod 4); (2) p and q have the same parity (i.e., they are both odd or both even);
Proof. First note that n = 2 j · k, where j = p − 1 ≥ 0, 2 j ||n, and k = 2q + 1. We also write j = 2r + s, where r ≥ 0 and s = 0 or s = 1, and k = 4t + u, where t ≥ 0 and u = 1 or u = 3.
(2) ⇒ (1) and (2) ⇒ (3) Suppose first that p = 2x and q = 2y are both even. Then j = 2x − 1 is odd, so that s = 1, and k = 4y + 1, so that u = 1. Thus C(n) = 1 by Proposition 2.3(1), and (3) holds. Now 3 p ≡ 1 (mod 4) and 2q + 1 = 1 (mod 4), and so by Lemma 3.1(1) T p (m) = 3 p · (2q + 1) − 1 ≡ 0 (mod 4), which means that (1) holds.
Next suppose that p = 2x + 1 and q = 2y + 1 are both odd. Then j = 2x is even, which implies that s = 0, and k = 4y + 3, which makes u = 3. So C(n) = 1 by Proposition 2.3(1), and once again (3) holds. Now 3 p ≡ −1 (mod 4) and 2q + 1 ≡ −1 (mod 4), and so T p (m) = 3 p · (2q + 1) − 1 ≡ 0 (mod 4), which shows that (1) holds.
(1) ⇒ (2) and (3) ⇒ (2) Assume now that p and q do not have the same parity. If p = 2x is even and q = 2y + 1 is odd, then 3 p ≡ 1 (mod 4) and 2q + 1 ≡ −1 (mod 4), and so T p (m) = 3 p · (2q + 1) − 1 ≡ 2 (mod 4). Thus (1) does not hold. Since j = 2x − 1 is odd, we have s = 1, and since k = 4y + 3, we have u = 3. So C(n) = 0 by Proposition 2.3(2), and (3) does not hold in this case.
Finally, suppose that p = 2x + 1 is odd and q = 2y is even. Then 3 p ≡ −1 (mod 4) and 2q + 1 ≡ 1 (mod 4), and again T p (m) = 3 p · (2q + 1) − 1 ≡ 2 (mod 4). So (1) does not hold. Since j = 2x is even, we see that s = 0, and since k = 4y + 1, we have u = 1. Once again C(n) = 0 by Proposition 2.3(2), and (3) does not hold. This completes the proof.
As a useful corollary we may restate this as follows. (1) T p (m) ≡ 2 (mod 4); (2) p and q have opposite parities; (3) C(n) = 0.
Clusters of Consecutive Integers
We turn now to our main result, which will be the basis for the determination of clusters. We defined the relationships assumed to hold for m, n, and p at the beginning of the previous section. Note that p + 2 is the pair-dependent number of steps at which the trajectories of m − 1 and m first coincide. Proof. First suppose that C(n) = 1. Then T p (m) ≡ 0 (mod 4) by Theorem 3.2, and so by Lemma 3.1(4) we have T p (m − 1) ≡ 2 (mod 4). It follows that both T p (m) and T p (m − 1) are even, while T p+1 (m) = T p (m)/2 is even and T p+1 (m − 1) = T p (m − 1)/2 is odd. Hence T p+2 (m) = T p (m)/4, and using Lemma 3.1(3) we find
Now suppose that C(n) = 0. Then by Corollary 3.3 T p (m) ≡ 2 (mod 4), and so by Lemma 3.1(5) T p (m − 1) ≡ 0 (mod 4). So T p+2 (m − 1) = T p (m − 1)/4, and we calculate
Suppose now, to reach a contradiction, that T p+2 (m − 1) = T p+2 (m). Then T p (m − 1)/4 = (9/4) · T p (m − 1) + 2, and this implies that T p (m − 1) = −1, which is impossible. Hence we conclude that T p+2 (m − 1) = T p+2 (m), and the proof is complete.
As a corollary we will obtain our first result about clusters. The following lemma explains why the restriction n ≥ 4 is necessary in that corollary. In this case p = 1, but T 3 (240) = 30 = 272 = T 3 (241), and so the trajectories fail to coincide after p + 2 steps. Indeed, T i (240) = T i (241) for 1 ≤ i ≤ 9, and T 10 (240) = 20 = T 10 (241).
Further Consequences
We now show how Corollary 4.3 implies two standard results about total stopping times, and we then use it to derive several new ones.
Proof. Let n = 4i + 3, where i ≥ 1. Then by Proposition 2.1(2) C(n) = C(3) = 1. Since 2n − 2 = 8i + 4, σ ∞ (8i + 4) = σ ∞ (8i + 5) by Corollary 4.3.
Proof. Put n = 8i + 2, where i ≥ 1. Then C(n) = 1 − C(4i + 1) = 1 − C(1) = 1. Since 2n − 2 = 16i + 2, Corollary 4.3 tells us that σ ∞ (16i + 2) = σ ∞ (16i + 3). 
Since C(n 1 (i)) = 1 when i = 0 and i = 1 and n 1 (i + 2) = 4n 1 (i), it follows that C(n 1 (i)) = 1 for all i ≥ 0 and all m ≥ 0. Thus our Corollary 4.3 implies Garner's Theorem 1.
We turn next to some other novel consequences of Corollary 4.3. Proof. Let n = 2i, where i ≥ 2 and C(i) = 0. Now 2n − 2 = 4i − 2 with n ≥ 4, and C(n) = 1 − C(i) = 1. Once again Corollary 4.3 yields the desired conclusion. Proof. By Corollary 5.5 we have σ ∞ (4i − 2) = σ ∞ (4i − 1), and so σ ∞ (8i − 4) = σ ∞ (8i − 2). Now from Corollary 5.1 we obtain σ ∞ (8i − 4) = σ ∞ (8i − 3), and the result is proved. Tables 2 and 3 ([3] , pp. 60-61) and then applying our corollaries. Considering Table 2 , we see that the rule for n is given by n = 8i(j) − 3, where i(j) = 2 (j+2) m + 2 j (2 + (−1) (j+1) ) = 2 j (4m + 2 + (−1) (j+1) ) for all j ≥ 0 and all m ≥ 0. Since C(i(j)) = 0 when j = 0 and j = 1 and i(j + 2) = 4i(j), it follows that C(i(j))) = 0 for all j ≥ 0 and all m ≥ 0. Since i(j) ≥ 2 whenever j ≥ 0, m ≥ 0, and (j, m) = (0, 0), our Corollary 5.6 implies the first half of Garner's Theorem 2.
Remark 5.7. Theorem 2 of Garner is also a consequence of our results. We can prove this by explicitly writing out the integers in
(We excluded the case in which (j, m) = (0, 0) because σ ∞ (5) = σ ∞ (6).)
