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Abstract
Optimizing deep neural networks (DNNs) often suffers
from the ill-conditioned problem. We observe that the
scaling-based weight space symmetry property in rectified
nonlinear network will cause this negative effect. There-
fore, we propose to constrain the incoming weights of each
neuron to be unit-norm, which is formulated as an opti-
mization problem over Oblique manifold. A simple yet
efficient method referred to as projection based weight
normalization (PBWN) is also developed to solve this
problem. PBWN executes standard gradient updates, fol-
lowed by projecting the updated weight back to Oblique
manifold. This proposed method has the property of regu-
larization and collaborates well with the commonly used
batch normalization technique. We conduct comprehen-
sive experiments on several widely-used image datasets
including CIFAR-10, CIFAR-100, SVHN and ImageNet
for supervised learning over the state-of-the-art convolu-
tional neural networks, such as Inception, VGG and resid-
ual networks. The results show that our method is able to
improve the performance of DNNs with different archi-
tectures consistently. We also apply our method to Ladder
network for semi-supervised learning on permutation in-
variant MNIST dataset, and our method outperforms the
state-of-the-art methods: we obtain test errors as 2.52%,
1.06%, and 0.91% with only 20, 50, and 100 labeled sam-
ples, respectively.
1 Introduction
Deep neural networks have achieved great success across
a broad range of domains, such as computer vision, speech
processing and natural language processing [16, 46, 44].
While their deep and complex structure provides them
powerful representation capacity and appealing advantages
in learning feature hierarchies, it also makes the learning
difficult. In the literatures, various heuristics and optimiza-
tion algorithms have been studied, in order to improve
the efficiency of the training, including weight initializa-
tion [24, 10, 15], normalization of internal activation [20],
and sophistic optimization methods [13, 48]. Despite the
progress, training deep neural networks and ensuring satis-
factory performance is still considerably an open problem,
due to its non-convexity nature and the ill-conditioned
problems.
Deep neural networks (DNNs) have a large number of
local minima, due to the fact that they usually suffer model
identifiability problem. A model is called to be identifiable
if a sufficiently large training set can rule out all but one
setting of the model’s parameters [11]. Neural networks
are often not identifiable because we can obtain equivalent
models by swapping their weights with each other, which
is called weight space symmetry [6]. In addition, for the
commonly used rectified nonlinear [29] or maxout network
[12], we can also construct equivalent models by scaling
the incoming weight of a neuron by a factor of α while
scaling its outgoing weight by 1/α. We refer to this as
scaling-based weight space symmetry [31]. These issues
imply that there can be an extremely large or even uncount-
ably infinite amount of local minima for a neural network.
Although it still remains an open question whether the dif-
ficulty of optimizing neural networks originates from local
minima, we observe that the scaling-based weight space
symmetry can cause the Hessian matrix ill-conditioned,
which is deemed to the most prominent challenge in opti-
mization [10, 38].
To alleviate the negative effect of scaling-based weight
space symmetry, we propose to constrain the incoming
weights of each neuron to be unit-norm. This simple strat-
egy can ensure that the weight matrix in each layer has
almost the same magnitude. Besides, it can keep the norm
of back-propagation information during linear transforma-
tions. Training neural networks with such constraints can
be formulated as an optimization problem over Oblique
manifold [1]. To address this optimization problem, we
propose a projection based weight normalization method
to improve both performance and efficiency. Our method
executes standard gradient updates, followed by projecting
the updated weight back to Oblique manifold. We point out
that the proposed method has the property of regularization
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as weight decay [23], and can be viewed as a regularization
term with adaptive regularization factors. We further show
that our method implicitly adjusts the learning rate and en-
sures the unit-norm characteristic for incoming weight of
each neuron, under the condition that batch normalization
[20] is employed in the networks.
We conduct comprehensive experiments on several
widely-used image datasets including CIFAR-10, CIFAR-
100 [22], SVHN [30] and ImageNet [8] for supervised
learning over the state-of-the-art Convolutional Neural
Networks (CNNs), such as Inception [43], VGG [39] and
residual network [16, 49]. The experimental results show
that our method can improve the performance of deep neu-
ral networks with different architectures without revising
any experimental setups. We also consider semi-supervised
learning for permutation invariant MNIST dataset by ap-
plying our method to Ladder network [35]. Our method
outperforms the state-of-the-art results in this task: we
achieve test errors as 2.52%, 1.06%, and 0.91% with only
20, 50, and 100 labeled training samples, respectively.
Code to reproduce our experimental results is available
on: https://github.com/huangleiBuaa/NormProjection. Our
contributions are as below.
1. We propose to optimize neural networks over Oblique
manifold, which can alleviate the ill-conditioned prob-
lem caused by scaling-based weight space symmetry.
2. We propose projection based weight normalization
method (PBWN), which serves as a simple, yet ef-
fective and efficient solution to optimization over
Oblique manifold in DNNs. We further analyze that
PBWN has the property of regularization as weight
decay, and also collaborates well with commonly used
batch normalization technique.
3. We apply PBWN to the state-of-the-art CNNs over
large scale datasets, and improve the performance of
networks with different architectures without revis-
ing any experimental setups. Besides, the additional
computation cost introduced by PBWN is negligible.
2 Optimization over Oblique Mani-
fold in DNNs
Consider a learning problem with training data D =
{(xi,yi)}Mi=1 using a feed-forward neural network f(x)
with L-layers, where x refers to the input and y the
corresponding target. The network is parameterized by
a set of weights W = {Wl, 1 ≤ l ≤ L} and biases
B = {bl, 1 ≤ l ≤ L}, in which each layer is composed
of a linear transformation and an element-wise nonlin-
earity: hl = ϕ(Wlhl−1 + bl). In this paper, we mainly
focus on rectifier activation function that has a property
of ϕ(αx) = αϕ(x), and drop the biases B for simplifying
discussion and description.
Given a loss function L(y, f(x;W)) that measures the
mismatch between the desired output y and the predicted
output f(x;W), we can train a neural network f by mini-
mizing the empirical loss as follows:
min
W
E(x,y)∈D[L(y, f(x;W))]. (1)
In the above formulation, gradient information domi-
nates how to tuning the network parameters. The weight
updating rule of each layer for one iteration is usually
designed based on Stochastic Gradient Descent (SGD):
W∗l = Wl − η
∂L
∂Wl
, (2)
where η is the learning rate and the gradient of the loss
function with respect to the parameters ∂L∂Wl is approxi-
mated by the mini-batch x1...m of size m by computing
∂L
∂Wl
= 1mΣ
m
i=1
∂L(yi,f(xi;W))
∂Wl
.
2.1 Scaling-Based Weight Space Symmetry
In this part, we will show why the scaling-based
weight space symmetry can cause the Hessian matrix ill-
conditioned, and this behaviour makes training deep neural
network more challenging.
We consider a very simple two-layer linear model with
only one neuron per layer, and abuse the rectified nonlinear
layer for simplifying discussion without loss of generaliza-
tion. Let y = w2h1 and h1 = w1x for the two layers, and
define the loss function L(y). We further assume w1 and
w2 are in the same magnitude. Based on the scaling-based
weight space symmetry, we consider another two-layer lin-
ear model parameterized by wˆ1 = αw1 and wˆ2 = 1αw2
where α > 1. Under this parameterization, we can still
have the same model output as yˆ = y for the same input x.
For these two models, we can get the back-propagated
gradient information ∂L∂y and
∂L
∂yˆ , and further have
∂L
∂y =
∂L
∂yˆ due to the fact yˆ = y. Based on simple algebra
derivation, it is easy to obtain that ∂L∂wˆ2 = α
∂L
∂w2
and
∂L
∂wˆ1
= 1α
∂L
∂w1
. This phenomenon implies that if w1 and w2
are in different magnitude, their gradient information ∂L∂w1
and ∂L∂w2 will be inversely different in terms of magnitude.
Subsequently, as α becomes larger, it is more likely that
the Hessian matrix will be ill-conditioned, as shown in
Figure 1.
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Figure 1: An illustrative example of scaling-based weight space symmetry that can cause ill-conditioned problem. (a) the error
landscape of w1 and w2 in the same magnitude; (b) the error landscape of wˆ1 and wˆ2 by scaling a factor α and 1α respectively in
different magnitudes.
2.2 Formulation for Unit-Norm Constraint
To relieve the negative effect of scaling-based weight space
symmetry, in this paper we propose to constrain the incom-
ing weights of each neuron1 to be unit-norm. Specifically,
we reformulate the optimization problem of Eqn. 1 as
follows:
minW E(x,y)∈D[L(y, f(x;W))]
s.t. ddiag(WlWTl ) = I, l = 1, 2, ..., L. (3)
where ddiag(M) denotes an operation that extracts the
diagonal elements of matrix M and sets the off-diagonal
elements as 0. We drop the index of Wl for simplifying
denotation. Indeed, the constraint of the weight matrix
W ∈ Rn×p in each layer defines a embedded submanifold
of Rn×p called the Oblique manifold [1]:
OB(n, p) = {W ∈ Rn×p : ddiag(WWT ) = I} (4)
Note that here we adopt OB(n, p) to denote the set of
all n×p matrices with normalized rows, which is different
from the standard denotation with normalized columns
[1, 3].
First, we can apply Riemannian optimization method
[3] to solve Problem 3. We calculate the Riemannian gradi-
ent ∂̂L∂W in the tangent space of OB(n, p) at current point
W by:
∂̂L
∂W
=
∂L
∂W
− ddiag(W ∂L
∂W
T
)W (5)
where ∂L∂W is the ordinary gradient.
1We can also constrain the outgoing weights to be unit-norm. However,
it seems more intuitive with filters being unit-norm.
Given Riemannian gradient, we update the weight along
the negative Riemannian gradient with −η ∂̂L∂W in the tan-
gent space, where η > 0 is the learning rate. We then use a
retraction as suggested by [1] that maps the tangent vectors
to the points on the manifolds as:
ΥW(−η ∂̂L
∂W
) = (W − η ∂̂L
∂W
)(ddiag(M))−1/2 (6)
whereM = (W−η ∂̂L∂W )(W−η ∂̂L∂W )T . Therefore, we can
get the new point W∗ in the Oblique manifold as: W∗ =
ΥW(−η ∂̂L∂W ). We update the weight matrices iteratively
until convergence.
3 Projection Based Normalization
The Riemannian optimization method provides a good
solution to Problem 3. However, it also introduces extra
non-ignorable computational cost. For instance, we have
to calculate the Riemannian gradient by subtracting an ex-
tra term ddiag(W ∂L∂W
T
)W and then project the weight in
the tangent space back to the Oblique manifold by multi-
plying (ddiag(M))−1/2 in each iteration. Is it possible to
reduce the computational cost without performance loss
and meanwhile guarantee the solution satisfying the unit-
norm constraints?
To make the following analysis more clear, let us first
consider one neuron with its incoming weight w satisfying
the unit-norm constraint wTw = 1. Based on Eqn. 5, its
Riemannian gradient ∂̂L∂w can be obtained as follows:
∂̂L
∂w
=
∂L
∂w
− (wT ∂L
∂w
)w. (7)
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From Eqn. 7, we can find that the Riemannian gradient
actually adjusts the ordinary gradient by subtracting an
extra term (wT ∂L∂w )w. Besides, we have the following fact
‖(wT ∂L
∂w
)w‖ ≤ |wT ∂L
∂w
|‖w‖
≤ ‖w‖‖ ∂L
∂w
‖‖w‖ = ‖ ∂L
∂w
‖, (8)
which means that (wT ∂L∂w )w is not a dominant term com-
pared to ∂L∂w in Eqn. 7. We also observe this fact in our
experiments. Therefore, we recommend simply using the
ordinary gradient to solve Problem 3 with much less com-
putation cost as follows:
w˜ = w − η ∂L
∂w
, (9)
w∗ = w˜/‖w˜‖. (10)
Here, Eqn. 10 works by projecting the updated weight
w˜ back to the Oblique manifold, and we thus call this op-
eration norm projection. Indeed, the operation combining
Eqn. 9 and 10 is equivalent to the retractor operation in
Eqn. 5, when given the Riemannian gradient ∂̂L∂w .
Note that if the weight updating is based on the ordinary
gradient in Eqn. 10, the norm projection operation can not
make the updating go along the negative gradient direction,
and subsequently disturbs the gradient information. We
find that such a disturbance eventually does not harm the
learning as shown in Figure 2 (a). From it, we observe that
using the ordinary gradient has nearly identical training
loss curve to using Riemannian gradient.
For more efficient computation, we can also execute
the norm projection operation of Eqn. 10 by an interval
T rather than in each iteration. We empirically find this
trick can work well in practice. It should be pointed out
that when executing norm projection operation with a large
T , our method may lose some information learned in the
weight matrix and also suffer instability after the norm pro-
jection as shown in Figure 2 (b). From it, we can find that
in the initial phase, executing norm projection by large in-
terval results in the sudden increase of loss. This is mainly
because we change the scale of each filter, which results in
the predictions different for the same input. Fortunately, we
can remedy this issue by combing with batch normalization
[20]. We will discuss it in the next subsection.
To summarize, we show our projection based weight
normalization framework in Algorithm 1, in which an ex-
tra norm projection is executed by interval. Note that the
proposed Riemannian optimization over Oblique manifold
described before can be viewed as a specific instance of our
framework, under the conditions that we use Riemannian
gradient, steepest gradient descent and interval T = 1.
Algorithm 1 Projection based weight normalization frame-
work for training DNNs.
1: Input: A neural network with learnable parameters W, and
the updating interval T .
2: Output: A trained model with optimal W.
3: Initialize W by using the regular initialization methods, and
set the iteration t = 0.
4: while the training is not finished do
5: Execute forward step to obtain the loss L.
6: Execute backward step to obtain the gradient information.
7: UpdateW based on the proposed optimization algorithm.
8: Update the iteration t← t+ 1.
9: if mod(t, T ) == 0 then
10: Perform norm projection onw ∈W according to (10).
11: end if
12: end while
3.1 Combined with Batch Normalization
Batch normalization is a popular technique that stabilizes
the distribution of activations in each layer and thus accel-
erates the convergence. It works by normalizing the pre-
activation of each neuron to zero-mean and unit-variance
over each mini-batch, and an extra learnable scale and bias
parameters are recommended to restore the representation
power of the networks. Specifically, for each neuron, batch
normalization has a formulation as follows:
BN(x;w) = γ
wTx− E(wTx)√
V ar(wTx)
+ β. (11)
One interesting property of batch normalization is that
the incoming weight of each neuron is scaling invariant,
that is
BN(x;αw) = BN(x;w). (12)
The norm projection operation of Eqn. 10 can be viewed
as a scaling of α = 1‖w˜‖ . Therefore, when combined with
batch normalization, the norm projection also can keep the
same output during training in a rectifier network, that is
L(x;αw) = L(x;w). Therefore, we can ensure that norm
projection does not drop any learned information in the
weight matrix, even thought we execute norm projection
outside the gradient descent steps.
Another interesting point is that norm projection even-
tually affects the backpropagation information when com-
bined with batch normalization. Batch normalization owns
a property of
∂BN(x;αw)
∂(αw)
=
1
α
∂BN(x;w)
∂w
. (13)
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Figure 2: An illustrative experiment on MNIST, using multi-layer perceptron (MLP) structure with layer sizes of 1024-750-
250-250-10. We train the model by stochastic gradient descent with the mini-batch size of 256. We search the learning rate over
{0.01, 0.03, 0.1, 0.3, 1} and report the best performance of each method (All are under learning rate of 0.3). ‘Normal’ indicates the
original network. ‘PBWN-Riem’ and ‘PBWN’ refers to the projection based weight normalization methods that respectively apply
norm projection for each iteration based on Riemannian and ordinary gradient, while ‘PBWN-TT ’ performs norm projection every
T iterations based on ordinary gradient.
Therefore, we can get
∂L
∂(αw)
=
∂L
∂BN(x;αw)
∂BN(x;αw)
∂(αw)
=
1
α
∂L
∂w
. (14)
This indicates that the norm projection operation implicitly
adjusts the learning rate by a factor of ‖w˜‖.
To summarize, when combined with batch normaliza-
tion in a rectifier network, the norm projection operation
enjoys the following characteristics: (1) guaranteeing that
the incoming weight w is unit-norm; (2) keeping the out-
put same as before the operation during the training; (3)
implicitly adjusting the learning rate by a factor of ‖w˜‖.
These characteristics make our projection based weight
normalization have stable optimization process.
3.2 Connecting to Weight Decay
We find that our projection based weight normalization
has strong connections to weight decay [23]. Weight decay
[23] is a simple yet effective technique to regularize the
neural networks. The update formulation of weight decay
is:
w∗ = w − λw − η ∂L
∂w
, (15)
where λ > 0 is a constant weight decay factor. Indeed,
weight decay can be considered as a solution to the loss
function L(y, f(x; θ)) appended with a regularization
term λ‖w‖2. From this perspective, we can treat weight
decay as a soft constraint and while our method a hard
constraint with each neuron’s incoming weight ‖w‖ = 1.
From another perspective, we can get the weight up-
dating formulation of our method based on Eqn. 9 and
10:
w∗ = w − λη,w − 1
λη,w
w − η
λη,w
∂L
∂w
(16)
where λη,w = ‖w − η ∂L∂w‖. We can find that Eqn. 16 has
a similar weight updating form as weight decay. Partic-
ularly, we have a weight-specific decay rate and also a
weight-specific learning rate. Therefore, the solution to
optimization over Oblique manifold can be viewed as a
regularization method with adaptive regularization factors.
Eventually, the weight matrix in OB(n, p) only has free
degree of (n− 1)× p.
3.3 Computational Cost
Let’s consider a standard linear layer: y = Wx with W ∈
Rn×p and a mini-batch input data of size m. For each
iteration, the computational cost of the standard linear layer
(i.e., calculating y, ∂L∂x and
∂L
∂W ) is 6m × n × p FLOPs.
The extra cost for Riemannaian optimization is 6n × p
FLOPs. When using our norm projection with ordinary
gradient, the extra cost is 3n×p FLOPs. Particularly, if we
use interval T , the extra cost is 3n× p/T FLOPs. We can
find that the computational cost of norm projection with
interval update T is negligible to that of the standard linear
layer.
For a convolution layer with filters Wc ∈
Rn×p×Fh×Fw , where Fh and Fw respectively indicate the
height and width of the filter, we perform norm propaga-
tion over the unrolled W ∈ Rn×p·Fh·Fw . Assuming the
input feature map with size h× w, the cost of the convo-
lution layer is 6m × n × p × Fh × Fw × h × w FLOPs.
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Table 1: Comparison of test errors (%) on Inception archi-
tecture over CIFAR-10 and CIFAR-100. The results are
averaged over five random seeds.
Methods CIFAR-10 CIFAR-100
Normal 6.48 ± 0.14 25.71 ± 0.15
WN 6.20 ± 0.07 24.22 ± 0.53
PBWN-Riem (ours) 5.33 ± 0.19 22.46 ± 0.25
PBWN (ours) 5.22 ± 0.05 22.70 ± 0.65
PBWN-Epoch (ours) 5.46 ± 0.22 22.83 ± 0.87
Table 2: Comparison of test errors (%) on VGG architec-
ture over CIFAR-10 and CIFAR-100 dataset. The results
are averaged over five random seeds.
Methods CIFAR-10 CIFAR-100
Normal 7.23 ± 0.29 27.80 ± 0.31
WN 7.40 ± 0.21 29.86 ± 0.38
PBWN-Riem (ours) 6.23 ± 0.10 27.49 ± 0.35
PBWN (ours) 6.31 ± 0.11 27.33 ± 0.21
PBWN-Epoch (ours) 6.27 ± 0.11 26.91 ± 0.25
Norm projection with interval updating T has an extra cost
of 3n× p× Fh × Fw/T FLOPs, which is also exactly
negligible, compared to the convolution operation.
4 Experiments
In this section, we first conduct extensive experiments for
supervised learning on four widely-used image datasets,
i.e., CIFAR-10, CIFAR-100, SVHN and ImageNet, and
investigate the performance over various types of CNNs.
We also consider semi-supervised learning tasks for permu-
tation invariant MNIST dataset by using Ladder network
[35]. For all experiments, we adopt random weight initial-
ization by default as described in [24], unless we specify
the weight initialization methods.
4.1 The State-of-the-Art CNNs
In the following part, we evaluated our method on CIFAR
(both CIFAR-10 and CIFAR-100) datasets over the state-
of-the-art CNNs, including Inception [43], VGG [39] and
residual network [16, 49]. CIFAR-10 consists of 50,000
training images and 10,000 test images from 10 classes,
while CIFAR-100 from 100 classes. Each input image
consists of 32× 32 pixels. The dataset was preprocessed
as described in [16] by subtracting the means and dividing
the variance for each channel. We follow the simple data
augmentation that 4 pixels are padded on each side, and a
32 × 32 crop is randomly sampled from the padded image
or its horizontal flip as described in [16].
We refer to the original networks as ‘Normal’. For our
projection based weight normalization methods, we evalu-
ate three setups as follows: (1) ‘PBWN-Riem’: performing
norm projection for each iteration based on Riemannian
gradients; (2) ‘PBWN’: performing norm projection for
each iteration based on ordinary gradients; (3) ‘PBWN-
Epoch’: performing norm projection for each epoch based
on ordinary gradients. We also choose another very related
work named Weight Normalization [38] (referred to as
‘WN’) as one baseline.
4.1.1 Inception Architecture
We first evaluate our method on Inception architecture [43]
equipped with batch normalization (BN), inserted after
each convolution layer. All the models are trained by SGD
with a mini-batch size of 64, considering the memory con-
straints on one GPU. We adopt a momentum of 0.9 and
weight decay of 0.0005. Regarding the learning rate an-
nealing, we start with a learning rate of 0.1, divide it by 5
at 50, 80 and 100 epochs, and terminate the training at 120
epochs empirically. The results are also obtained by aver-
aging over five random seeds. Figure 3 (a) and (b) show
the training error with respect to epochs on CIFAR-10 and
CIFAR-100 dataset respectively, and Table 1 lists the test
errors. From Figure 3, we observe that our model can con-
verge significantly faster than the baselines. Particularly,
‘PBWN-Riem’ and ‘PBWN’ have nearly identical training
curves, which means that there is no need to calculate the
Reimannian gradient when performing norm projection in
Inception network with BN. The test performance in Table
1 further demonstrates that our methods also can achieve
significant improvements over the baselines, mainly owing
to their desirable regularization ability.
4.1.2 VGG Architecture
We further investigate the performance on the VGG-E
architecture [39] with global average pooling and batch
normalization inserted after each convolution layer. We ini-
tialize the model with He-Init [15]. The models are again
trained by SGD with a mini-batch size of 128, the momen-
tum of 0.9 and weight decay of 0.0005. Here, we start with
a learning rate of 0.1, divide it by 5 at 80 and 120 epochs,
and terminate the training at 160 epochs empirically. The
averaged test errors after training are shown in Table 2,
from which we can easily get the same conclusion as In-
ception architecture that our model can significantly boost
the test performance of the baselines.
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Table 3: Comparison of test errors (%) on residual network with variational layers over CIFAR-10 and the results are
averaged over five random seeds. ‘Res-L’ indicates residual network with L layers, and ‘BaseLine*’ indicates the
results reported in [16], for which res-20, 32, 44, 56 are reported by one run, while res-110 is reported with 5 runs.
Res-20 Res-32 Res-44 Res-56 Res-110
BaseLine* 8.75 7.51 7.17 6.97 6.61 ± 0.16
BaseLine 7.94 ± 0.16 7.70 ± 0.26 7.17 ± 0.25 7.21 ± 0.25 7.09 ± 0.24
WN 8.12 ± 0.18 7.25 ± 0.14 6.86 ± 0.06 7.01 ± 0.52 7.56 ± 1.11
PBWN-Riem (ours) 8.03 ± 0.17 7.18 ± 0.18 6.69 ± 0.15 6.42 ± 0.25 6.68 ± 0.31
PBWN (ours) 8.08 ± 0.07 7.09 ± 0.18 6.89 ± 0.17 6.48 ± 0.17 6.27 ± 0.34
PBWN-Epoch (ours) 7.86 ± 0.25 6.99 ± 0.27 6.59 ± 0.17 6.41 ± 0.13 6.39 ± 0.45
Table 4: Comparison of test errors (%) on residual network with variational layers over CIFAR-100. The results are
averaged over five random seeds.
Res-20 Res-32 Res-44 Res-56 Res-110
BaseLine 32.28 ± 0.16 30.62 ± 0.35 29.95 ± 0.66 29.07 ± 0.40 28.79 ± 0.63
WN 31.90 ± 0.45 30.63 ± 0.37 29.57 ± 0.29 29.16 ± 0.45 28.38 ± 0.99
PBWN-Riem (ours) 31.81 ± 0.28 30.12 ± 0.36 29.15 ± 0.18 28.13 ± 0.49 27.03 ± 0.33
PBWN (ours) 31.99 ± 0.14 30.21 ± 0.20 29.04 ± 0.43 28.23 ± 0.31 27.16 ± 0.57
PBWN-Epoch (ours) 31.61 ± 0.40 29.85 ± 0.17 28.83 ± 0.09 28.17 ± 0.24 27.15 ± 0.58
4.1.3 Residual Network
In this experiment, we further apply our method on famous
residual network architecture [16]. We follow the exactly
same experimental protocol as described in [16] and adopt
the publicly available Torch implementation2 for residual
network. Table 3 and 4 respectively show all the results
of different methods on CIFAR-10 and CIFAR-100, us-
ing the residual network architecture with varied depths
L = {20, 32, 44, 56, 110}. We can find that our methods
consistently achieve better performance when using differ-
ent depths. Especially, with the depth increasing, our meth-
ods obtain more performance gains. Besides, we observe
that there is no significant difference among the perfor-
mance of different norm projection methods, when using
different gradient information or updating intervals. In-
deed, ‘PBWN-Epoch’ works the best for most cases. This
further indicates the effectiveness of our efficient model by
executing norm projection by interval, meanwhile without
performance degeneration.
4.1.4 Efficiency Analysis
We also investigate the wall clock times of training above
networks, including Inception, VGG and 110 layer residual
network. The experiment is implemented based on Torch
2https://github.com/facebook/fb.resnet.torch
and conducted on one Tesla K80 GPU. From the results
reported in Table 5, we can find that our ‘PBWN-epoch’
costs almost the same time as ‘Normal’ on all architectures,
which means that it does not introduce extra time cost in
practice as we analyzed in previous sections. ‘PBWN’ also
requires little extra time cost, while ‘PBWN-Riem’ needs
non-ignorable extra time. The results show that the norm
projection solution can faithfully improve the efficiency of
the optimization with unit-norm constraints and meanwhile
achieve satisfying performance.
4.2 Large-Scale Classification Task
SVHN dataset To comprehensively study the perfor-
mance of the proposed method, we consider a larger
datasets SVHN [30] for digit recognition. SVHN consists
of 32 × 32 color images of house numbers collected by
Google Street View. It includes 73,257 train images and
26,032 test images. Besides, we further appended the extra
augmented 531,131 images into the training set. The exper-
iment is based on wide residual network that achieves the
state-of-the-art results on this dataset. We use the WRN-
16-4 as [49] does, and follow the experimental setting
provided in [49]: (1) The input images are divided by 255
to ensure them in [0,1] range; (2) During the training,
SGD is used with momentum of 0.9 and dampening to 0,
weight decay of 0.0005 and mini-batch size of 128. The
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Figure 3: Comparison of the training loss with respect to epochs on Inception over CIFAR datasets.
Table 5: Time costs (hour) of different methods spent on
training Inception, VGG and 110 layer residual networks.
Methods Inception VGG Res-110
Normal 20.96 4.20 5.96
WN 23.33 5.27 6.42
PBWN-Riem 23.92 5.01 7.49
PBWN 21.21 4.23 6.29
PBWN-Epoch 20.97 4.20 5.97
Table 6: Comparison of test errors (%) on SVHN dataset.
WRN* indicates our reproduced results.
Methods test error
DSN [25] 1.92
RSD [18] 1.75
GPF [25] 1.69
WRN [49] 1.64
WRN* 1.644(± 0.046)
WRN-PBWN-Epoch 1.607(± 0.005)
initial learning rate is set to 0.01 and dropped at 80 and
120 epochs by 0.1, until the total 160 epochs complete.
Dropout is set to 0.4. Here, we only apply our method
‘PBWN-Epoch’ on this WRN-16-4 architecture, namely,
we execute norm projection per epoch considering the time
cost for such a large dataset. The results are shown in Ta-
ble 6 comparing several state-of-the-art methods in the
literature. It can be easily to see that WRN achieves the
best performance compared to other baselines, and our
method can further improves WRN by simply executing
the efficient norm projection operation for each epoch.
ImageNet 2012 To further validate the effectiveness of
our method on large-scale dataset, we employ ImageNet
2012 consisting of 1,000 classes [8]. We train the models
on the given official 1.28M training images, and evaluated
Table 7: Comparison of test errors (%) on 34 layers residual
networks and its pre-activation version over ImageNet-
2012 dataset.
Residual Pre-Residual
method Top-1 Top-5 Top-1 Top-5
Normal 28.62 9.69 28.81 9.78
PBWN-Epoch 27.88 9.23 28.2 9.45
on the validation set with 50k images. We evaluate the
classification performance based on top-1 and top-5 error.
Note that in this part, we mainly focus on whether our
proposed method is able to handle diverse and large-scale
datasets and provide a relative benefit for the conventional
architecture, rather than achieving the state-of-the-art re-
sults. We use the 34 layers residual network [16] and its
pre-activation version [17] to perform the classification
task. The stochastic gradient descent is again applied with
a mini-batch size of 64, a momentum of 0.9 and a weight
decay of 0.0001. We use exponential decay to 1/100 of the
initial learning rate until the end of 50 training epochs. We
run with the initial learning rate of {0.05, 0.1} and select
the best results shown in Table 7. We can find that ‘PBWN-
Epoch’ achieves lower test errors compared to the original
residual network and pre-activation residual networks.
4.3 Semi-supervised Learning for Permuta-
tion Invariant MNIST
In this section, we applied our proposed method to semi-
supervised learning tasks on Ladder network [35] over
the permutation invariant MNIST dataset. Three semi-
supervised classification tasks are considered respectively
with 20, 50, 100 labeled examples. These labeled examples
are sampled randomly with a balanced number for each
class.
We re-implement Ladder network based on Torch, fol-
lowing the Theano implementation by [35]. Specifically,
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Table 8: Comparison of test errors (%) for semi-supervised setup on permutation invariant MNIST dataset. We show the
test error for a given number of samples={20, 50, 100}. Ladder* indicates our implementation of Ladder network [35].
method Test error(%) for a given number of labeled samples
20 50 100
CatGAN [40] - - 1.91 ± 0.1
Skip Deep Generative Model [27] - - 1.32 ± 0.07
Auxiliary Deep Generative Model[27] - - 0.96 ± 0.02
Virtual Adversarial [28] - - 1.36
Ladder [35] - 1.62 ± 0.65 1.06 ± 0.37
Ladder+AMLP [34] - - 1.002 ± 0.038
GAN with feature matching [37] 16.77 ± 4.52 2.21 ± 1.36 0.93 ± 0.065
Triple-GAN [26] 4.81 ± 4.95 1.56 ± 0.72 0.91 ± 0.58
Ladder* (our implementation) 9.67 ± 10.1 3.53 ± 6.6 1.12 ± 0.59
Ladder+PBWN (ours) 2.52 ± 2.42 1.06 ± 0.48 0.91 ± 0.05
we adopt the setup as described in [35] and [34]: (1) the
layer sizes of the model is 784-1000-500-250-250-250-10;
(2) the models are trained by Adam optimization [21] re-
spectively with mini-batch size of 100 (the task of 100
labeled examples), 50 (the task of 50 labeled examples)
and 20 (the task of 20 labeled examples); (3) all the models
are trained for 50,000 iterations with the initial learning
rate, followed by 25,000 iterations with a decaying linearly
to 0. We execute simple hyper-parameters search with
learning rate in {0.002, 0.001, 0.0005} and weight decay
in {0.0002, 0.0001, 0}3. In this case, all experiments are
run with 10 random seeds.
In Table 8, we report the results of Ladder based on our
implementation (denoted by Ladder*) and our ‘PBWN’
that performs norm projection in each iteration. From Table
8, we can see that our method significantly improves the
performance of the original Ladder network and achieves
new state-of-the-art results in the tasks with 20, 50, and 100
labeled examples. Especially, with 20 labeled examples
our method achieves 2.52% test error. We conjecture that
these appealing results of our method are mainly stemming
from its well regularization ability.
5 Related Work and Discussion
There exist a number of methods that regularize neural
networks by bounding the magnitude of weights. One com-
monly used method is weight decay [23], which can be
considered as a solution to the loss function appended with
a regularization term of squared L2-norm of the weight
vector. Max-norm [41, 42] constrains the norm of the
3The detailed experimental configuration to reproduce our results in
our codes available on: https://github.com/huangleiBuaa/NormProjection
incoming weights at each hidden unit to be bounded by
a constant. It can be viewed as a constrained optimiza-
tion problem over a ball in the parameter space, while
our method addresses the optimization problem over an
Oblique manifold. Path normalization [31] follows the
idea of max-norm, but bounds the product of weights along
a path from the input to output nodes, which can also be
viewed as a regularizer as weight decay [23]. Weight nor-
malization [38] decouples the length of each incoming
weight vector from its directions. If the extra scaling param-
eter is not considered, weight normalization can be viewed
as normalizing the incoming weight. However, it solves
the problem via re-parameterization and can not guarantee
whether the conditioning of Hessian matrix over proxy
parameter will be improved; while our method performs
normalization via projection and optimization over the
original parameter space, which ensures the improvement
of conditioning of Hessian matrix as shown in Figure 1. We
experimentally show that our method outperforms weight
normalization [38], in terms of both the effectiveness and
computation efficiency.
There are large amount of work introducing orthogo-
nality to the weight matrix [4, 47, 9, 45, 14, 32, 19] in
deep neural networks to address the gradient vanish and
explosion problem. Solving the problem with such orthog-
onality constraint is usually limited to the hidden-to-hidden
transformation in Recurrent neural networks [4, 47, 9, 45].
Some work also consider orthogonal weight matrix in feed
forward neural networks [14, 32, 19], while their solutions
introduce expensive computation costs.
Normalizing the activations [20, 5, 36] in deep neural
networks have also been studied. Batch normalization [20]
is a famous and effective technique to normalize the activa-
tions. It standardizes the pre-activation of each neuron to
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zero-mean and unit-variance over each mini-batch. Layer
normalization [5] computed the statics of zero-mean and
unit-variance over all the hidden units in the same layers,
targeting at the scenario where the size of mini-batch is
limited. Division normalization [36] is proposed from a
unified view of normalization, which includes batch and
layer normalization as special cases. These methods fo-
cus on normalizing the activations and are data dependent
normalization, while our method normalizing the weights
and therefore is data independent normalization. Based
on the fact that our method is orthogonal to these meth-
ods, we provide analysis and experimental results showing
that our method can improve the performance of batch
normalization by combining them together.
Concurrent to our work, Cho and Lee [7] propose to
optimize over Grassmann manifold, aiming to improve
the performance of neural networks equipped with batch
normalization [20]. The differences between their work
and our work are in two aspects: (1) they only use the
traditional Riemannian optimization method (‘Riemannian
gradient + exponential maps’ [2]) to solve the constraint
optimization problem, which introduce non-trivial commu-
tation cost; while we consider both Riemannian optimiza-
tion method (‘Riemannian gradient+ retraction’ [1] ) and
further proposed a more general and efficient projection
based weight normalization framework, which introduces
negligible extra computation cost; (2) [7] requires gradient
clipping technique [33] to make optimization stable and
also needs tailored revision for SGD with momentum. On
the contrary, our method is more general without requiring
any extra tailored revision, and it can also collaborate well
with other techniques of training neural networks.
6 Conclusions
The scaling-based weight space symmetry can cause ill-
conditioning problem when optimizing deep neural net-
works. In this paper, we propose to address the problem
by constraining the incoming weights of each neuron to
be unit-norm. We provide the projection based weight nor-
malization method, which serves as a simple, yet effective
and efficient solution to such a constrained optimization
problem. Our extensive experiments demonstrate that the
proposed method greatly improves the performance of
various state-of-the-art network architectures over large
scale datasets. We show that the projection based weight
normalization offers a good direction for improving the
performance of deep neural networks by alleviating the
ill-conditioning problem.
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