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Résumé – Dans de nombreuses applications (médicale, pour la sécurité, en science du sport. . . ) utilisant des réseaux de capteurs
corporels sans-fil, la détermination précise de la position des capteurs sans fil est une spécification importante. Cet article traite
l’agrégation des mesures de distance et propose un nouvel estimateur de la position par maximum de vraisemblance coopératif et
sous contraintes exploitant pleinement les caractéristiques uniques des réseaux corporels. Les résultats de simulation permettent
de discuter le compromis entre l’amélioration de la précision et le surcout qu’elle engendre.
Abstract – In many applications (medicine, security, sport science. . . ) based on Body Area Network (BAN), the precise deter-
mination of wireless sensors’ positions is a strong requirement. This paper adresses the aggregation of the distance measurements
and proposes a novel Cooperative-cum-Constrained Maximum Likelihood estimator by fully exploiting the unique features of
BANs. Simulation results allow to discuss the trade-off between accuracy improvement and its underlying overheads.
1 Introduction
Dans les réseaux de capteurs en général et dans les ré-
seaux corporel (BAN) en particulier, la localisation des
nœuds est souvent requise. Pour les BANs, les contraintes
de précision sont si élevées tel que les systèmes de locali-
sation classiques comme le GPS ne peuvent être utilisés.
Ainsi, de nombreux travaux visent à proposer de nou-
velles techniques de localisation prenant en compte les
contraintes liées aux BANs tel que la consommation, le
coût et l’encombrement.
La position d’un nœud (le nœud cible) est déterminée
en deux étapes [1]. La première est une étape de me-
sure. Dans cette étape, le nœud cible échange des infor-
mations avec des nœuds voisins dont les positions sont
connues a priori (les nœuds de référence) afin de déduire
leur distances [1][2]. En employant la technique de trilaté-
ration [3], la seconde étape consiste en l’estimation de la
position du nœud cible en agrégeant ces mesures.
Ce papier propose un nouvel estimateur qui tient compte
des caractéristiques uniques des BANs. L’Estimation par
Maximum de Vraisemblance (EMV) est améliorée en uti-
lisant les contraintes géométriques imposées par le corps
humain [4][5] et en permettant une coopération entre les
nœuds cibles [2][6].
Dans la section II, le problème d’estimation de la posi-
tion est introduit dans le contexte des réseaux corporels.
La section III détaille l’algorithme de localisation proposé.
Ensuite, la section IV donne des résultats de simulations.
Enfin, la section V donne des conclusions générales.
2 Système de localisation
Les systèmes de localisation pour les BAN sont classés
en deux catégories : la localisation relative et la locali-
sation absolue [1][2][4][5] en fonction de la position des
nœuds de référence fixés, respectivement, sur le corps ou
à l’extérieur du corps. Dans cette étude, les nœuds de
référence sont attachés sur le corps à des positions indé-
pendantes des mouvements du corps (généralement sur le
torse) pour former un Système de Coordonnées Locales
(SCL) relatif au corps humain.
Sans aucunes connaissances préalables sur les positions
des nœuds cibles, le nombre de nœuds de référence doit
être supérieur ou égal à 4 pour une localisation 3D. De
plus, le meilleur placement de nœuds de référence est en
tétraèdre [1]. Ils sont donc disposés comme suit (voir Fi-
gure 1) : un sur la poitrine, un sur le dos et deux sur les
hanches. Pour le placement des nœuds cibles, les articula-
tions doivent être évitées (la disposition de la Figure 1 des
nœuds cibles s’appuie celle du système Xsens MVN [7]).
Notations : {Ti}i=1...Nt représente les positions incon-
nues desNt nœuds cibles, {Ri}i=1...Nr les positions connues
a priori des Nr nœuds de référence et {Ji}i=...10 les posi-
tions des articulations (cf Figure 1). Nous supposons que
les positions {Ji}i=1,4,7,10 sont connues a priori dans les
coordonnées SCL. Les positions des nœuds et des articula-
tions sont représentés par les vecteursRi =
[
R
(x)
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i , R
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i
]T
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paramètres inconnus sont regroupés dans le vecteur θ =[
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. Les mesures de dis-
tance composent le vecteur d˜ =
[
d˜11, d˜12, . . . , d˜NrNt
]T
, où
d˜ij est la mesure de distance entre le nœud de référence i et
le nœud cible j. Avec cette notation, dij 6= dji,∀i 6= j. Les
distances dij sont estimées par des algorithmes utilisant
des mesures de temps, d’angles et/ou de puissances [3].
Les algorithmes de localisation estiment la position des
nœuds cibles dans les coordonnées SCL.
En résumé, connaissant les positions {Ri}i=1...Nr , les po-
sitions de certaines articulations {Ji}i=1,4,7,10, l’objectif
des algorithmes de localisation est d’estimer le vecteur θ
à partir des mesures de distances d˜.
3 Estimation par Maximum de Vrai-
semblance
3.1 EMV conventionnel
L’EMV prend en compte les statistiques des sources de
bruit pour maximiser la fonction de vraisemblance [1][4] :
p
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p
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)
, (1)
avec p(·|θ) la densité de probabilité conditionnelle sachant
θ. L’EMV conventionnel est donné par :
θˆ = argmax
θ
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Nt∏
j=1
p
(
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)
. (2)
Nous supposons que les erreurs d’estimation des dis-
tances sont modélisées par des variables gaussiennes indé-
pendantes i.e. :
d˜ij ∼ N
(
dij , σ
2
ij
)
, (3)
avec dij =
∥∥∥−−→RiTj∥∥∥ la distance réelle entre le nœud de
référence i et le nœud cible j. Ainsi la fonction de vrai-
semblance s’exprime :
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Figure 1 – Système de localisation et contraintes dans
un réseau corporel. Les nœuds de références (en rouge)
sont sur le torse. Les nœuds cibles (en jaune) sont sur les
membres.
Et l’EMV s’exprime par l’estimation des Moindres Carrés
Pondérés (MCP) suivante :
θˆ = argmin
θ
Nr∑
i=1
Nt∑
j=1
wijf
(
θ, d˜
)
, (6)
avec wij
∆
= 1
/
σ2ij la pondération relative à la précision
de la mesure d˜ij . L’expression analytique du vecteur θ
ne peut être exprimée. Des méthodes numériques comme
celle de Nelder-Mead [8] sont utilisées pour résoudre ce
problème non-linéaire.
3.2 EMV sous contraintes
Pour améliorer la précision, des contraintes imposées
par le corps humain peuvent être utilisées par l’EMV. Par
exemple, la distance entre le nœud cible T1 et l’articula-
tion de l’épaule J1 est fixe comme indiqué dans la Figure 1.
Ce type de contrainte a déjà été étudiée dans [4][5], cepen-
dant, les contraintes proposées ici sont plus réalistes, car
elles considèrent à la fois une estimation 3D et un place-
ment réaliste des nœuds sur le corps (non placés sur les
articulations). Cette contrainte pouvant aisément être ap-
pliquées aux autres membres, seuls les nœuds T1 et T2 du
bras gauche (voir la Figure 1) sont étudiés.
Supposons que les mesures de distances sont indépen-
dantes et les erreurs sont identiquement distribuées, (i.e.
σij = const, ∀i, j), l’équation (6) pour Nt = 2 et Nr = 4
devient :
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θ
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Les contraintes imposées par le bras gauche s’expriment :
ceq(θ,J1,J2) =
[
ceq1(θ,J1)
ceq2(θ,J2)
]
=

√
(T1 − J1)T (T1 − J1)−
∥∥∥−−→T1J1∥∥∥√
(T2 − J2)T (T2 − J2)−
∥∥∥−−→T2J2∥∥∥
 = 0, (8)
avec ceq1(θ,J1) la contrainte de distance constante entre
le nœud T1 et l’articulation J1 et ceq2(θ,J2) entre le nœud
T2 et l’articulation J2.
Cependant, si la position J1 de l’épaule gauche est connue
a priori, celle J2 du coude est inconnue. Ainsi, afin de
pouvoir prendre en compte la contrainte ceq2(θ,J2) = 0,
la position J2 du coude est estimée en fonction J1 et de
l’estimation de T1 par :
J2 = J1 +
∥∥∥−−→J2J1∥∥∥∥∥∥−−→T1J1∥∥∥ (T1 − J1) . (9)
En remplaçant J2 dans (8) par (9), les contraintes de-
viennent indépendantes de la position de J2.
Figure 2 – Schémas de coopération : (a) 2 liens (2L), (b)
4 liens (4L) et (c) 6 liens (6L).
En plus, nous proposons d’utiliser des inégalités comme
contraintes en introduisant l’information que la somme
de 2 distances est inférieure à une distance connue. Par
exemple, dans la Figure 1, le nœud cible T2 ne peut at-
teindre des positions éloignées de plus 50 cm de l’épaule
J1. De la même façon, la distance entre les nœuds T1 et
T2 ne peut dépasser une certaine valeur. Ces contraintes
s’expriment par les inégalités suivantes :
cineq (θ,J1,J2) =
[
cineq1 (θ,J1)
cineq2 (θ,J2)
]
=
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√
(T2 − J1)T (T2 − J1)−
∥∥∥−−→T2J2∥∥∥− ∥∥∥−−→J2J1∥∥∥√
(T2 − T1)T (T2 − T1)−
∥∥∥−−→T2J2∥∥∥− ∥∥∥−−→J2T1∥∥∥
 ≤ 0.
(10)
En résumé, l’algorithme d’EMV sous contraintes consiste
à minimiser la fonction multivariable contrainte suivante :
θˆ = argmin
θ
4∑
i=1
2∑
j=1
(
d˜ij −
√
(Ri − Tj)T (Ri − Tj)
)2
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.
(11)
L’optimisation (11) permet d’estimer les positions θ =
[T1,T2]
T des 2 nœuds cibles du bras gauche. Pour ceux
des autres membres, le procédé est équivalent.
3.3 EMV coopératif
Afin d’améliorer la précision, les caractéristiques du ré-
seaux sont utilisées en introduisant de la coopération entre
les nœuds. Contrairement à l’EMV conventionnel et à
l’EMV sous contraintes, le schéma de localisation EMV
coopératif permet les mesures entre les nœuds de position
inconnue [2][6]. Différentes topologies de coopération sont
détaillées dans la Figure 2, elles diffèrent suivant le nombre
de liens de coopération : 2 (2L), 4 (4L) et 6 (6L) liens. Les
nœuds cibles (en jaune) sur les bras font des mesures de
distance entre eux afin d’introduire des informations sup-
plémentaires.
Tout d’abord, en considérant la configuration 2L de la
Figure 2(a), seuls les nœuds cibles du même bras effectuent
des mesures de distance. Dans ce cas, la solution de l’EMV
(pour le calcul des positions T1 et T2) de (7) devient :
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où d˜cij est la mesure coopérative entre les nœuds cibles i et
j. Le coefficient v
(
θ, d˜c
)
exprime la coopération entre les
2 nœuds inconnus (i.e. T1 et T2) et fournit une information
supplémentaire à l’EMV.
Ensuite, la diversité spatiale est entièrement exploitée
avec les configurations 4L et 6L de la Figure 2. Ici, les 4
nœuds T1, T2, T3, et T4 des 2 bras communiquent entre eux
pour former un réseau coopératif. Le coefficient v
(
θ, d˜c
)
de l’EMV (12) devient :
v
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)
=
∑
(i,j)∈T
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,
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avec θ = [T1,T2,T3,T4]
T le vecteur à estimer et T l’en-
semble des paires coopératives. Pour la topologie 4L, T =
{(1, 2), (1, 3), (2, 4), (3, 4)}, alors que pour la topologie 6L,
T = {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)}.
Avec les approches coopératives, la précision de l’esti-
mateur augmente avec le nombre de mesures. Il est donc
essentiel de considérer le compromis entre une mesure sup-
plémentaire et le surcout qu’elle engendre (trafic, consom-
mation d’énergie, charge de calcul, . . . ). Notre réseau de
capteurs coopératifs contient un maximum de quatre nœuds.
Ainsi, l’EMV la plus complexe est limitée à un problème
d’optimisation à 12 dimensions, chaque nœud cible ayant
trois coordonnées inconnues dans un système cartésien.
4 Résultats de simulation
Les algorithmes proposés sont évalués sur le modèle de
BAN de la Figure 1 pour une personne de 1.8 mètre. Sans
perte de généralité, les deux nœuds T1 et T2 sur le bras
gauche sont analysés.
Les performances de deux algorithmes classiques (les moindres
carrés ordinaires - MCO et l’EMV), la famille des tech-
niques de coopération (EMV-Coop) avec les trois topolo-
gies, l’EMV sous contraintes (EMV-Con) et les approches
hybrides (EMV-C&C) sont évaluées par l’Erreur Quadra-
tique Moyenne (EQM) calculée par :
EQM
(
θˆ
)
∆
=
√
E
{∥∥∥θˆ − θ∥∥∥2}, (16)
Figure 3 – EQM moyen versus σmesure pour le nœud T1.
avec θˆ l’estimation de θ =
[
T
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(y)
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]T
. L’erreur de
mesure est notée σmesure = σij , ∀i, j.
La Figure 3 donne l’EQM moyen en fonction de σmesure
pour l’estimation de la position du nœud T1. La technique
la plus simple (i.e. MCO) donne la plus grande erreur due
à l’utilisation d’un estimateur linéaire. La prise en compte
des statistiques des sources de bruit permet à l’EMV clas-
sique d’améliorer la précision.
Ensuite, les scénarios de coopération (i.e. EMV-Coop-2L,
EMV-Coop-4L et EMV-Coop-6L,) réduisent d’autant plus
l’erreur que d’informations supplémentaires sont incluses
dans l’estimation. L’utilisation des contraintes permet une
amélioration significative de la précision. Enfin, la famille
d’algorithmes hybrides (i.e. EMV-C&C-2L, EMV-C&C-
4L et EMV-C&C-6L) tire bénéfice de l’association de la
coopération et des contraintes.
Un examen plus attentif des algorithmes montre que
l’EMV sous contraintes à des comportements différents
en fonction du nœud cible. La Figure 4 donne les perfor-
mances des algorithmes de localisation pour les nœuds T1
et T2 pour une erreur de mesure σmesure= 5 cm.
Les résultats montrent que si l’EMV sous contraintes ré-
duit l’EQM de façon significative pour le nœud T1, il existe
une légère augmentation de l’EQM pour le nœud T2. Cela
est dû au fait que la position du noeud T2 (entre le coude
et le poignet) a plus de degrés de liberté que le noeud T1
(entre l’épaule et le coude). En outre, la contrainte liée au
nœud T2 dépend de l’estimation de la position de T1.
En synthèse, l’algorithme CCML permet d’atteindre une
précision de 4.8 cm pour le nœud T1 et de 9.09 cm pour
le nœud T2 pour des erreurs de mesure de 5 cm.
5 Conclusion
Dans cet article, nous avons étudié la localisation dans
le contexte des réseaux corporels sans fil. En exploitant
pleinement les contraintes du corps et/ou de communica-
tions coopératives, de nouveaux estimateurs sont présen-
tés afin d’augmenter les performances de précision. Ces
Figure 4 – EQM moyen pour les nœuds T1 et T2 pour
σmesure = 5 cm.
estimateurs améliorent les techniques sans contraintes ou
non-coopératives, mais également d’autres travaux utili-
sant un EMV sous contraintes : par rapport à l’EMV
classique, nous améliorons l’EQM moyen de 43% contre
17 % dans le travail de Hamie et al [5]. Le surcout en cal-
cul et en nombre de communications est à évaluer afin de
contre-balancer ce gain en précision.
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